Strong pro-fibrations and ANR objects in pro-categories  by Miyata, Takahisa
Topology and its Applications 157 (2010) 2194–2224Contents lists available at ScienceDirect
Topology and its Applications
www.elsevier.com/locate/topol
Strong pro-ﬁbrations and ANR objects in pro-categories
Takahisa Miyata
Department of Mathematics and Informatics, Graduate School of Human Development and Environment, Kobe University, Kobe, 657-8501 Japan
a r t i c l e i n f o a b s t r a c t
Article history:
Received 8 March 2007
Received in revised form 20 June 2008
Accepted 1 June 2010
Keywords:
Strong pro-ﬁbration
Pro-category
Fibration category
ANR object
The notions of pro-ﬁbration and approximate pro-ﬁbration for morphisms in the pro-
category pro-Top of topological spaces were introduced by S. Mardešic´ and T.B. Rushing.
In this paper we introduce the notion of strong pro-ﬁbration, which is a pro-ﬁbration with
some additional property, and the notion of ANR object in pro-Top, which is approximately
an ANR-system, and we consider the full subcategory AN R of pro-Top whose objects
are ANR objects. We prove that the category AN R satisﬁes most of the axioms for
ﬁbration category in the sense of H.J. Baues if ﬁbrations are strong pro-ﬁbrations and
weak equivalences are morphisms inducing isomorphisms in the pro-homotopy category
pro-H(Top) of topological spaces. We give various applications. First of all, we prove that
every shape morphism is represented by a strong pro-ﬁbration. Secondly, the ﬁbre of a
strong pro-ﬁbration is well deﬁned in the category AN R, and we obtain an isomorphism
between the pro-homotopy groups of the base and total systems of a strong pro-ﬁbration,
and hence obtain the pro-homotopy sequence of a strong pro-ﬁbration. Finally, we also
show that there is a homotopy decomposition in the category AN R.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Shape category is based on the pro-category pro -HANR of the homotopy category of spaces having the homotopy type
of an ANR (equivalently, a CW complex). In shape theory spaces are represented by inverse systems of good spaces such as
ANR’s (or CW complexes), and we are allowed to work on the inverse systems. However, from the viewpoint of homotopy
theory, shape theory for general topological spaces is not completely analogous to homotopy theory for CW complexes. For
example, the well-known Whitehead theorem which says that every weak homotopy equivalence between CW complexes
is a homotopy equivalence does not hold in shape theory unless the spaces have ﬁnite shape dimensions [10, §5, Ch. II].
From the viewpoint of model category, the pro-category pro -H(C) of the homotopy category H(C) of a category C is not
obtained as a model category on the pro-category pro -C [13]. To overcome this deﬁciency, D.A. Edwards and H.M. Hastings
[3] deﬁned homotopy globally in the pro-category (see also [14]).
In this paper we are interested in a homotopical algebraic approach to shape theory. Precisely, we introduce the notion
of ANR object in the pro-category of topological spaces and the notion of strong pro-ﬁbration between ANR objects. Then
we prove that the full subcategory AN R whose objects are ANR objects satisﬁes most of the axioms for a ﬁbration cat-
egory in the sense of H.J. Baues [1] if ﬁbrations are strong pro-ﬁbrations and weak equivalences are morphisms inducing
isomorphisms in the pro-homotopy category pro -H(Top) of topological spaces. Roughly speaking, an ANR object is a system
which is approximately an ANR system. A strong pro-ﬁbration is a pro-ﬁbration, introduced by S. Mardešic´ and T.B. Rushing
[8, §9], with some additional property.
We give various applications. First of all, we show that every shape morphism is represented by a strong pro-ﬁbration.
Secondly, the ﬁbre of a strong pro-ﬁbration is well deﬁned in the category AN R. We obtain an isomorphism between the
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of a strong pro-ﬁbration. Finally, we show that there is a homotopy decomposition in AN R.
The notions of ﬁbration category and coﬁbration category were introduced by H.J. Baues [1]. Those notions make the
constructions of homotopy theory available in more contexts by simply weakening the assumptions and concentrating on
either the ﬁbrations or the coﬁbrations.
The usual model structure on the category Top of topological spaces and maps adopts Hurewicz ﬁbration for ﬁbration,
i.e., maps with the homotopy lifting property (HLP) with respect to any spaces. But the HLP is not a very useful property
for maps between spaces with bad local properties [8, Example 4]. S. Mardešic´ and T.B. Rushing [8] introduced the notion
of shape ﬁbration between compact metric spaces, extending the notion of approximate ﬁbration, introduced by D.S. Coram
and P.F. Duvall [2] (see also [7] for the deﬁnition of shape ﬁbration between arbitrary topological spaces).
A shape ﬁbration is a map in Top, and it is deﬁned by a property called the approximate homotopy lifting property for
system maps between ANR-systems. But it would be more appropriate to work directly on ANR-systems than on their limit
spaces. One reason is that systems of noncompact spaces often appear, in which case their limits may be empty. S. Mardešic´
and T.B. Rushing [8, §9] called a system map a pro-ﬁbration (resp., an approximate pro-ﬁbration) if it has the homotopy
lifting property (resp., approximate homotopy lifting property) with respect to all spaces. In this paper we deﬁne our
strong pro-ﬁbration as a pro-ﬁbration with some reasonable additional property, and show that the category AN R with
strong pro-ﬁbrations satisﬁes most of the four axioms, called the composition axiom (F1), the pull-back axiom (F2), the
factorization axiom (F3), and the axiom on coﬁbrant models (F4), for a ﬁbration category. More precisely, we show that the
category AN R, where ﬁbrations are strong pro-ﬁbrations and weak equivalences are morphisms inducing isomorphisms in
pro -H(Top), satisﬁes (F1), (F3), and a weak version of (F2). We are not able to verify (F4) at this moment, but it is unlikely
to hold for the category AN R.
The paper is organized as follows: In Section 2, we recall the deﬁnitions of basic properties of pro-categories and ﬁbration
categories. In Section 3, we introduce the notion of ANR object in pro -Top and obtain its characterization. In Section 4,
we deﬁne the notion of strong pro-ﬁbration in the category AN R, and show its well-deﬁnedness. After verifying the
composition axiom in Section 5, we verify the factorization axiom and show that every shape morphism is represented by a
strong pro-ﬁbration in Section 6, and discuss the pull-back axiom in Section 7. In Section 8, we deﬁne the ﬁbre of a strong
pro-ﬁbration in AN R and obtain an isomorphism between the pro-homotopy groups of the base and total systems of a
strong pro-ﬁbration. Finally, in Section 9, we obtain a homotopy decomposition in AN R.
The author would like to thank the referee for his valuable comments on the paper.
2. Pro-categories and ﬁbration categories
First, we recall the deﬁnitions of pro-category pro -C and the category of inverse systems inv -C for any category C . For
more details, the reader is referred to [10, Chapter 1, §1.1].
Let C be any category. A system (resp., tower) in C means an inverse system (resp., inverse sequence) consisting of objects
and morphisms in C . A system map ( f , fλ) : X → Y between systems X = (Xλ, pλλ′ ,Λ) and Y = (Yμ,qμμ′ ,M) in C consists
of a function f : M → Λ and morphisms fμ : X f (μ) → Yμ in C for μ ∈ M such that for μ < μ′ there is λ > f (μ), f (μ′)
with the following commutative diagram:
Xλ
p f (μ)λ
p f (μ′)λ′
X f (μ)
fλ
X f (μ′)
fλ′
Yμ Yμ′
qμμ′
A level map ( fλ) : X → Y consists of morphisms fλ : Xλ → Yλ for λ ∈ Λ in C with the following commutative diagram for
λ < λ′:
Xλ
pλλ′←−−−− Xλ′
fλ
⏐⏐ ⏐⏐ fλ′
Yλ
qλλ′←−−−− Yλ′
The category inv -C consists of all systems in C and system maps.
We deﬁne an equivalence relation ∼ on inv -C by saying that two system maps ( f , fμ), (g, gμ) : X → Y are equivalent,
in notation, ( f , fμ) ∼ (g, gμ), iff for each μ ∈ M there is λ > f (μ), g(μ) such that the following diagram commutes:
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p f (μ)λ
pg(μ)λ
X f (μ)
fμ
Xg(μ)
gμ
Yμ
The pro-category pro -C consists of all systems of C and morphisms are given by the formula
pro -C(X,Y ) = inv -C(X,Y )/∼.
A system is said to be coﬁnite provided the index set Λ is coﬁnite, i.e., each element of Λ has only ﬁnitely many predeces-
sors. An ANR-system (resp., ANR-tower) means an inverse system X = (Xλ, pλλ′ ,Λ) (resp., a tower X = (Xi, pi,i+1)) such that
all coordinates Xλ (resp., Xi) are ANR’s (for metrizable spaces).
Throughout the paper, space means topological space, map means continuous map, and open covering means normal open cov-
ering unless otherwise stated.
Lemma 2.1. For any category C , we have the following statements:
(1) Given a 2-sink B
g−→ Y f←− X in pro -C , there is a commutative diagram
B
g
k
Y
j
X
i
f
B ′ g ′ Y
′ X ′
f ′
with the following properties:
(a) the systems X ′ , Y ′ , B ′ have the same index set,
(b) the morphisms f ′ and g ′ are represented by level maps,
(c) the coordinates and the bonding maps of X ′ , Y ′ , B ′ are those of X , Y , B , respectively, and
(d) i, j, k are isomorphisms.
(2) Given a commutative square
A1
f
h1
A2
h2
B1 g B2
in pro -C , there is a commutative diagram
A1
f
h1
k1
A2
h2
k2
A′1
f ′
h′1
A′2
h′2B1 g
l1
B2
l2
B ′1 g ′ B
′
2
with the following properties:
(a) the systems A′1 , A′2 , B ′1 , B ′2 have the same index set,
(b) the morphisms f ′ , g ′ , h′1 , h′2 are represented by level maps,
(c) the coordinates and the bonding maps of A′1 , A′2 , B ′1 , B ′2 are those of A1 , A2 , B1 , B2 , respectively, and
(d) k1 , k2 , l1 , l2 are isomorphisms.
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proof, the reader is referred to [12]. 
Let Top denote the category of spaces and maps, and let H(Top) denote the homotopy category of Top. For any map
f : X → Y between spaces, let [ f ] denote the homotopy class of f . Then every system X = (Xλ, pλλ′ ,Λ) in Top in-
duces a system [X] = (Xλ, [pλλ′ ],Λ) in H(Top), and each system map ( f , fλ) : X → Y in inv -Top induces a system map
( f , [ fλ]) : [X] → [Y ] in inv -H(Top). Moreover, each morphism f : X → Y in pro -Top induces a morphism [ f ] : [X] → [Y ]
in pro -H(Top).
A ﬁbration category is a category F with the structure (F ,ﬁb,we) which satisﬁes axioms (F1), (F2), (F3), (F4) below. Here
ﬁb and we are classes of morphisms, called ﬁbrations and weak equivalences, respectively. For more details, the reader is
referred to [1].
(F1) Composition axiom. The isomorphisms in F are weak equivalences and ﬁbrations. For any morphisms f : X → Y and
g : Y → Z , if any two of f , g , and g f are weak equivalences, so is the third. The composite of ﬁbrations is a ﬁbration.
(F2) Pull-back axiom. For any 2-sink X
f−→ Y g←− B in F with f being a ﬁbration, there is a pull-back diagram in F
E
g−−−−→ X
f
⏐⏐ ⏐⏐ f
B
g−−−−→ Y
and f is a ﬁbration. Moreover, if f (resp., g) is a weak equivalence, so is f (resp., g).
(F3) Factorization axiom. Each morphism f : X → Y admits a factorization
X
f
g
Y
A
h
where g is a weak equivalence and h is a ﬁbration.
(F4) Axiom on coﬁbrant models. Each object X in F admits a trivial ﬁbration RX → X where RX is a coﬁbrant in F , i.e., each
trivial ﬁbration f : Q → RX admits a morphism s : RX → Q such that f s = 1RX .
For any metric space X , for any ε > 0, and for any x ∈ X let Bε(x) = {y ∈ X: d(x, y) < ε}. For any ε > 0, two points y, y′
of a metric space Y are ε-near provided d(y, y′) < ε, and any two maps f , g : X → Y of a space X into a metric space Y
are ε-near, denoted ( f , g) < ε, provided f (x) and g(x) are ε-near for each x ∈ X . More generally, for any open covering V
of a space Y , two points y, y′ of Y are V-near, denoted (y, y′) < V , provided y, y′ ∈ V for some V ∈ V , and any two maps
f , g : X → Y are V-near, denoted ( f , g) < V , provided f (x) and g(x) are V-near for each x ∈ X . For any open covering U of
a space X and for any subset A of X , let st(A,U) =⋃{U ∈ U : U ∩ A = ∅}, and write A < U if A ⊆ U for some U ∈ U . The
star covering stU of an open covering U of X is the open covering consisting of all subsets st(U ,U), U ∈ U . A covering U of
X is said to be a reﬁnement of a covering V of X , denoted U < V , provided each U ∈ U admits V ∈ V such that U ⊆ V . For
any coverings Ui , i = 1,2, . . . ,n, of X , let ∧ni=1 Ui be the covering {U1 ∩ · · · ∩ Un: Ui ∈ Ui, i = 1,2, . . . ,n} of X .
3. ANR objects
A system X = (Xλ, pλλ′ ,Λ) consisting of metric spaces Xλ is said to be an ANR object provided for each λ ∈ Λ there
exists λ′  λ such that each map f : A → Xλ′ from a closed subset A of a metric space X admits an open neighborhood U
of A and a map f˜ : U → Xλ such that f˜ |A = pλλ′ f .
U
f˜
A
⊇
f
Xλ Xλ′
pλλ′
Theorem 3.1. Let X = (Xλ, pλλ′ ,Λ) be a system of metric spaces. Then the following are equivalent:
(1) X is an ANR object;
(2) Each λ ∈ Λ admits λ′  λ so that pλλ′ factors through an ANR.
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closed subset. Then there exist an open neighborhood Uλ′ of Xλ′ in K and a map p˜λλ′ : Uλ′ → Xλ such that p˜λλ′ |Xλ′ = pλλ′ .
Then Uλ′ is an ANR as it is an open subset of an ANR K . This proves (2).
(2) ⇒ (1): For each λ ∈ Λ, take λ′  λ as in (2). It is easy to see that for this λ′ the property required for ANR object
holds. 
Theorem 3.1 immediately implies:
Corollary 3.2. Every ANR-system is an ANR object.
Theorem 3.3. Let X = (Xi, pi,i+1) be a sequence of metric spaces. Then the following are equivalent:
(1) X is an ANR object;
(2) X is isomorphic to an ANR-tower in pro -Top.
Proof. (1) ⇒ (2): Let i0 = 1. There is i1 > i0 such that pi0 i1 factors into the composite Xi0
h1←− V1 g1←− Xi1 for some ANR V1.
Embed Xi1 into an ANR Ki1 as a closed subset, and we obtain an extension g1 : U1 → V1 over some open neighborhood
U1 of Xi1 . Let f1 : U1 → Xi0 be the composite h1g1. By a similar argument, we obtain a sequence {ik}, ANR’s Uk , each
of which is an open neighborhood of Xik in some ANR Kik , and maps fk : Uk → Xik−1 , each of which is an extension of
pik−1 ik : Xik → Xik−1 . Thus we have the following commutative diagram:
U1
f1
U2
f2
· · · Uk−1 Uk
fk
Xi0 Xi1pi0 i1
⊆
Xi2pi1 i2
⊆
· · · Xik−1
⊆
Xikpik−1 ik
⊆
· · ·
Deﬁne the map qk,k+1 : Uk+1 → Uk as the composite Uk+1 fk+1−→ Xik ↪→ Uk . Then we have an ANR-tower Y = (Uk,qk,k+1) and
a level map ( fk) : Y → X ′ to the subsequence X ′ = (Xik , pikik+1 ) of X . By Morita’s lemma [10, Theorem 5, Ch. II, §2.2], ( fk)
represents an isomorphism in pro -Top. Since X ′ is isomorphic to X in pro -Top, we have (2).
(2) ⇒ (1): Without loss of generality, we can assume that a level map ( f i) : X → Y represents an isomorphism f : X → Y
in pro -Top [10, Theorem 3, Ch. I, §1.3], where Y = (Yi,qi,i+1) is an ANR-sequence. For each i, there exist i′  i and a map
rii′ : Xi → Yi′ so that the following diagram commutes:
Xi
fi
Xi′
pii′
f i′
Yi Yi′qii′
rii′
Suppose that f : A → Xi′ is a map from a closed subset A of a metric space Z . Then f i′ f : A → Yi′ extends to a map
f ′ : U → Yi′ over an open neighborhood U of A. Then f˜ = rii′ f ′ : U → Xi is an extension of pii′ f . 
Theorem 3.4. Let X = (Xλ, pλλ′ ,Λ) and Y = (Yμ,qμμ′ ,M) be ANR objects. Then we have:
(1) the system X I = (X Iλ, (pλλ′ )∗,Λ) is an ANR object, where (pλλ′ )∗ : X Iλ′ → X Iλ is the map deﬁned by (pλλ′ )∗(α) = pλλ′α for
α ∈ X I
λ′ ,
(2) the system X × Y = (Xλ × Yμ, pλλ′ × qμμ′ ,Λ × M) is an ANR object, and
(3) if Z = (Zλ, rλλ′ ,Λ) is a system such that Zλ are open subsets of Xλ with pλλ′ (Zλ′ ) ⊆ Zλ for λ  λ′ and rλλ′ : Zλ′ → Zλ are
restrictions of pλλ′ , then Z is an ANR object.
Proof. The proof is similar to the analogous assertions for ANR’s. 
4. Pro-ﬁbrations, strong pro-ﬁbrations, and approximate pro-ﬁbrations
For any system map ( f , fμ) : X → Y between systems X = (Xλ, pλλ′ ,Λ) and Y = (Yμ,qμμ′ ,M), a pair (λ,μ) ∈ Λ×M is
admissible provided λ > f (μ). For any admissible pairs (λ,μ), (λ′,μ′), write (λ,μ) (λ′,μ′) if λ λ′ and μμ′ . A system
map ( f , fμ) : X → Y is said to have the homotopy lifting property (HLP) with respect to a space Z provided it satisﬁes the
following property:
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Xλ′ and H : Z × I → Yμ′ are maps satisfying
fμ′ p f (μ′)λ′h = H0, (4.1)
then there is a map H˜ : Z × I → Xλ satisfying
H˜0 = pλλ′h (4.2)
and
fμp f (μ)λ H˜ = qμμ′H . (4.3)
X f (μ′)
fμ′
X f (μ)
fμ
Xλ
p f (μ)λ
Xλ′
pλλ′
p f (μ′)λ′
Z × 0h
⊆
Yμ Yμ′qμμ′ Z × IH
H˜
A system map ( f , fμ) : X → Y is said to have the strong homotopy lifting property (SHLP) with respect to a space Z
provided it satisﬁes the following property:
(SHLP) For any admissible pair (λ,μ) ∈ Λ × M there exist an admissible pair (λ′,μ′) (λ,μ) such that whenever h : Z ×
0→ Xλ′ and H : Z × I → Yμ′ are maps satisfying (4.1), then there is a map H˜ : Z × I → Xλ satisfying (4.2) and (4.3)
and the property that
if H is constant on z × I , then H˜ is constant on z × I . (4.4)
A system map ( f , fμ) : X → Y has the approximate homotopy lifting property (AHLP) with respect to a space Z provided
it satisﬁes the following property:
(AHLP) For any admissible pair (λ,μ) ∈ Λ × M and for any open coverings U and V of Xλ and Yμ , respectively, there
exist an admissible pair (λ′,μ′)  (λ,μ) and an open covering V ′ of Yμ′ such that whenever h : Z → Xλ′ and
H : Z × I → Yμ′ are maps satisfying
( fμ′ p f (μ′)λ′h, H0) < V ′, (4.5)
then there is a map H˜ : Z × I → Xλ satisfying
(H˜0, pλλ′h) < U, (4.6)
and
( fμp f (μ)λ H˜,qμμ′H) < V. (4.7)
(λ′,μ′) in (HLP), (SHLP) and (AHLP) is called a lifting index for ( f , fμ), and V ′ in (AHLP) is called a lifting mesh for
( f , fμ).
A map f : X → Y is said to have the HLP (resp., SHLP, AHLP) with respect to a space Z provided the system map
( f ) : (X) → (Y ) between the rudimentary systems has the HLP (resp., SHLP, AHLP) with respect to Z .
We wish to extend the deﬁnitions of HLP, SHLP, and AHLP to morphisms in pro -Top.
Proposition 4.1. Suppose that ( f , fλ), (g, gλ) : X → Y are system maps such that ( f , fλ) ∼ (g, gλ). If ( f , fλ) has the HLP (resp.,
SHLP, AHLP) with respect to a space Z , then so does (g, gλ).
Proof. We ﬁrst prove the proposition for the AHLP. Let (λ,μ) ∈ Λ × M be an admissible pair for (g, gμ), and let U and V
be open coverings of Xλ and Yμ , respectively. Take λ1  λ, f (μ) such that
fμp f (μ)λ = gμpg(μ)λ . (4.8)1 1
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−1
λλ1
U and V , and we have an admissi-
ble pair (λ′,μ′) (λ1,μ) and an open covering V ′ of Yμ′ with the corresponding properties in (AHLP). Take λ′1  λ′, g(μ′)
such that
fμ′ p f (μ′)λ′1 = gμ′ pg(μ′)λ′1 . (4.9)
Then (λ′1,μ′) is a lifting index and V ′ is a lifting mesh for (g, gλ). Indeed, suppose that h : Z ×0→ Xλ′1 and H : Z × I → Yμ′
are maps such that
(gμ′ pg(μ′)λ′1h, H0) < V
′. (4.10)
By (4.9) and (4.10),
( fμ′ p f (μ′)λ′1h, H0) < V
′.
Since V ′ is a lifting mesh for ( f , fμ), this implies that there exists a map H˜ : Z × I → Xλ1 with the following properties:
(pλ1λ′1h, H˜0) < p
−1
λλ1
U, (4.11)
( fμp f (μ)λ1 H˜,qμμ′H) < V. (4.12)
By (4.11), (4.12), and (4.8),
(pλλ′1h, pλλ1 H˜0) < U, (4.13)(
gμpg(μ)λ(pλλ1 H˜),qμμ′H
)
< V, (4.14)
as required.
Xλ
pg(μ)λ
Xλ1
pλλ1
p f (μ)λ1
Xλ′
pλ1λ′
p f (μ′)λ′
Xλ′1
pλ′λ′1
pg(μ′)λ′1
Xg(μ)
gμ
X f (μ)
fμ
X f (μ′)
fμ′
Xg(μ′)
gμ′
Z × 0
h
⊆
Yμ Yμ′qμμ′ Z × I
H˜
H
Similarly, we can prove the assertion for the HLP and SHLP similarly, replacing the nearness conditions (4.10)–(4.14) by the
appropriate equality conditions. 
A morphism f : X → Y in pro -Top is said to have the homotopy lifting property (HLP) (resp., strong homotopy lifting
property (SHLP), approximate homotopy lifting property (AHLP)) with respect to a space Z provided f is represented by a
system map with the HLP (resp., SHLP, AHLP) with respect to Z . In view of Proposition 4.1, this is equivalent to saying that
any system map representing f has the HLP (resp., SHLP, AHLP) with respect to Z . Following S. Mardešic´ and T.B. Rushing
[8, §9], we call a morphism in pro -Top having the HLP (resp., AHLP) with respect to all spaces a pro-ﬁbration (resp., an
approximate pro-ﬁbration). We now call a morphism having the SHLP with respect to all spaces a strong pro-ﬁbration.
Clearly, a strong pro-ﬁbration is a pro-ﬁbration. Although we do not know if we have a full implication from pro-ﬁbration
to approximate pro-ﬁbration, we have
Theorem 4.2. Let ( f , fμ) : X → Y be a system map between ANR-systems X and Y . If ( f , fμ) has the HLP with respect to a para-
compact space Z , then it has the AHLP with respect to Z .
Theorem 4.2 immediately follows from the following proposition, which is a generalization of [8, Proposition 2].
Proposition 4.3. Let ( f , fμ) : X → Y be a system map between systems X and Y . If Y is an ANR-system, and if ( f , fμ) has the
formally weaker lifting property (WAHLP) with respect to a paracompact space Z which is obtained by replacing (4.5) by (4.1), then it
has the AHLP with respect to Z .
Proof. The main idea of the proof is from [8, Proposition 2]. Suppose that ( f , fμ) has the WAHLP with respect to Z . Let
(λ,μ) ∈ Λ×M be an admissible pair, and let U and V be open coverings of Xλ and Yμ , respectively. Take an open covering
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st(stV1) < V. (4.15)
Apply (WAHLP) to ( f , fμ) with U and V1, and we obtain an admissible pair (λ′,μ′)  (λ,μ) with the corresponding
property in (WAHLP). There exists an open covering V ′ of Yμ′ so that
any V ′-near maps into Yμ′ are q−1μμ′V1-homotopic. (4.16)
To see that (λ′,μ′) and V ′ are respectively a lifting index and a lifting mesh, suppose that we have maps h : Z × 0 → Xλ′
and H : Z × I → Yμ′ such that
( fμ′ p f (μ′)λ′h, H0) < V ′.
By (4.16), there exists a homotopy H ′ : Z × I → Yμ′ such that
H ′0 = fμ′ p f (μ′)λ′h, H ′1 = H0, and
qμμ′H ′ is a V1-homotopy. (4.17)
Deﬁne a homotopy H ′′ : Z × I → Yμ′ by
H ′′(z, t) =
{
H ′(z,2t), 0 t  12 ,
H(z,2t − 1), 12  t  1.
(4.18)
Then H ′′0 = fμ′ p f (μ′)λh, so (WAHLP) implies that there exists a homotopy H˜ ′′ : Z × I → Xλ such that(
fμp f (μ)λ H˜
′′,qμμ′H ′′
)
< V1, (4.19)(
pλλ′h, H˜
′′
0
)
< U . (4.20)
By (4.18) and (4.17), for each z ∈ Z ,
qμμ′H
′′
(
z ×
[
0,
1
2
])
< V1.
This together with (4.19) implies
fμp f (μ)λ H˜
′′
(
z ×
[
0,
1
2
])
< stV1,
so by [6, 3.4] there exists a map ϕ : Z → (0,1] such that
fμp f (μ)λ H˜
′′
(
z ×
[
0,
1
2
(
ϕ(z) + 1)])< stV1, (4.21)
qμμ′H
(
z × [0,ϕ(z)])< V1. (4.22)
Now we deﬁne a homotopy H˜ : Z × I → Xλ by
H˜(z, t) =
⎧⎪⎪⎨
⎪⎪⎩
H˜ ′′(z, tϕ(z) ), 0 t 
ϕ(z)
2 ,
H˜ ′′(z, t + 12 (1− ϕ(z))), ϕ(z)2  t  ϕ(z),
H˜ ′′(z, 12 (1+ t)), ϕ(z) t  1.
(4.23)
By (4.20) and (4.23),
(pλλ′h, H˜0) < U .
It remains to show
( fμp f (μ)λ H˜,qμμ′H) < V. (4.24)
For 0 t  ϕ(z), (4.23), (4.21), (4.19), (4.18), and (4.22) imply(
fμp f (μ)λ H˜(z, t),qμμ′H(z, t)
)
< st(stV1). (4.25)
For ϕ(z) t  1, by (4.23) and (4.18),
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(
z,
1
2
(1+ t)
)
, and
qμμ′H(z, t) = qμμ′H ′′
(
z,
1
2
(1+ t)
)
.
Those two equalities together with (4.19) imply(
fμp f (μ)λ H˜(z, t),qμμ′H(z, t)
)
< V1. (4.26)
By (4.25), (4.26), and (4.15), we have (4.24) as required. 
The following is also a generalization of [8, Proposition 1].
Proposition 4.4. Let ( f , fμ) : X → Y be a system map between systems X and Y . If X is an ANR-system, and if ( f , fμ) has the AHLP
with respect to a paracompact space Z , then it has the formally stronger lifting property (SAHLP) with respect to Z which is obtained
by replacing (4.6) by (4.2).
Proof. This is proven for level maps in [6, 3.2], and the same technique applies to the case for general system maps. 
A map f : X → Y between spaces is a shape ﬁbration provided f admits an AP-resolution (p,q, ( f , fμ)) such that the
system map ( f , fμ) has the AHLP with respect to all spaces [7]. The AHLP is invariant for AP-resolutions of f , but the HLP
is not [8, Example 3]. However, in our theory, it suﬃces to consider the HLP since systems are chosen in advance.
5. Composition axiom
Theorem 5.1. Every isomorphism f : X → Y in pro -Top has the HLP, SHLP, and AHLP with respect to all spaces.
Proof. Let ( f , fμ) : X → Y and (g, gλ) : Y → X be system maps representing f and the inverse of f , respectively. Let
(λ,μ) ∈ Λ × M be an admissible pair for ( f , fμ). By ( f g, gλ f g(λ)) ∼ (1,1λ), there exists λ1 > λ, f g(λ) such that
gλ f g(λ)p f g(λ)λ1 = pλλ1 . (5.1)
By (g f , fμg f (μ)) ∼ (1,1μ) and the fact that (g, gμ) is a system map, there exists μ′ > μ, g(λ), g f (μ) such that
fμg f (μ)qg f (μ)μ′ = qμμ′ , (5.2)
g f (μ)qg f (μ)μ′ = p f (μ)λgλqg(λ)μ′ . (5.3)
By the fact that ( f , fμ) is a system map, there exists λ′ > f (μ′), λ1 such that
f g(λ)p f g(λ)λ′ = qg(λ)μ′ fμ′ p f (μ′)λ′ . (5.4)
First, to show that ( f , fμ) has the AHLP with respect to a space Z , let U and V be open coverings of Xλ and Yμ , respectively,
and let
V ′ = q−1g(λ)μ′ g−1λ U . (5.5)
Then (λ′,μ′) is a lifting index, and V ′ is a lifting mesh for ( f , fμ). Indeed, suppose that h : Z ×0→ Xλ′ and H : Z × I → Yμ′
such that
( fμ′ p f (μ′)λ′h, H0) < V ′. (5.6)
Let H˜ = gλqg(λ)μ′ H : Z × I → Xλ . Consider the following diagram:
Xλ
p f (μ)λ
Xλ1
pλλ1
p f g(λ)λ1
Xλ′
pλ1λ′
p f (μ′)λ′
X f (μ)
fμ
X f g(λ)
f g(λ)
X f (μ′)
fμ′
Z × 0
h
⊆
Yμ Yg f (μ)
g f (μ)
Yg(λ)
gλ
Z × I
H
Yμ′
qg(λ)μ′
qμμ′
qg f (μ)μ′
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(H˜0, pλλ′h) < U, (5.7)
and by (5.2) and (5.3),
fμp f (μ)λ H˜ = qμμ′H, (5.8)
which immediately implies
( fμp f (μ)λ H˜,qμμ′H) < V.
For the HLP, replacing (5.6) by the equality
fμ′ p f (μ′)λ′h = H0,
we have the required properties
H˜0 = pλλ′h
instead of (5.7), and (5.8). It is obvious that if H is constant on z × I , then H˜ is constant on z × I . Thus ( f , fμ) has the
SHLP. 
Theorem 5.2. Let f : X → Y and g : Y → Z be morphisms in pro -Top. If f and g have the HLP (resp., SHLP, AHLP)with respect to a
space A, then g f has the HLP (resp., SHLP, AHLP) with respect to A.
Proof. We ﬁrst prove the theorem for the AHLP. Let X = (Xλ, pλλ′ ,Λ), Y = (Yμ,qμμ′ ,M), and Z = (Zν , rνν ′ ,N), and let f
and g be represented by system maps ( f , fμ) and (g, gν), respectively. To show that the composition (g, gν)( f , fμ) has
the AHLP with respect to A, let (λ, ν) ∈ Λ × N be admissible pair for the composition (g, gν)( f , fμ), and let U and W be
open coverings of Xλ and Zν , respectively. Let W1 be an open covering of Zν such that
stW1 < W. (5.9)
Apply the AHLP to ( f , fμ) together with U and g−1ν W1, and we have an admissible pair (λ′,μ)  (λ, g(ν)) and an open
covering V of Yμ with the corresponding property. Then apply the AHLP to (g, gν) with V and W1, and we have an
admissible pair (μ′, ν ′) (μ,ν) and an open covering W ′ of Zν ′ with the corresponding property. By the fact that ( f , fμ)
is a system map, there exists λ′′  λ′, f g(ν ′), f (μ′) such that
f g(ν ′)p f g(ν ′)λ′′ = qg(ν ′)μ′ fμ′ p f (μ′)λ′′ , (5.10)
fμp f (μ)λ′′ = qμμ′ fμ′ p f (μ′)λ′′ . (5.11)
We wish to show that (λ′′, ν ′) is a lifting index and W ′ is a lifting mesh for the composition (g, gν)( f , fμ). Suppose that
h : A × 0→ Xλ′′ and H : A × I → Zν ′ are maps such that
(H0, gν ′ f g(ν ′)p f g(ν ′)λ′′h) < W ′. (5.12)
By (5.10) and (5.12),
(H0, gν ′qg(ν ′)μ′ fμ′ p f (μ′)λ′′h) < W ′.
Since W ′ is a lifting mesh for (g, gν), this implies that there exists a map K : A × I → Yμ such that
(K0,qμμ′ fμ′ p f (μ′)λ′′h) < V, (5.13)
(gνqg(ν)μK , rνν ′H) < W1. (5.14)
By (5.11) and (5.13),
(K0, fμp f (μ)λ′′h) < V.
Since V is a lifting mesh for ( f , fμ), this implies that there exists a map L : Z × I → Xλ such that
(L0, pλλ′′h) < U,
( f g(ν)p f g(ν)λL,qg(ν)μK ) < g
−1
ν W1. (5.15)
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(gν f g(ν)p f g(ν)λL, rνν ′H) < W, (5.16)
as required.
Replacing the nearness conditions in (5.12)–(5.16) by the corresponding equality conditions, we have the assertion for
the HLP and also for the SHLP.
Xλ
p f g(ν)λ
Xλ′
p f (μ)λ′
pλλ′ Xλ′′
pλ′λ′′
p f g(ν′)λ′′
p f (μ′)λ′′
X f g(ν)
f g(ν)
X f (μ)
fμ
X f g(ν ′)
f g(ν′)
X f (μ′)
fμ′
A × 0
h
⊆
Yμ′
qμμ′
qg(ν′)μ′
Yg(ν)
gν
Yμ
qg(ν)μ Yg(ν ′)
gν′
Zν Zν ′rνν′ A × IH
K
L

Let ﬁbs , ﬁb, and ﬁba denote the classes of strong pro-ﬁbrations, pro-ﬁbrations, and approximate pro-ﬁbrations, respec-
tively, and let we denote the class of morphisms in pro -Top inducing isomorphisms in pro -H(Top).
Theorems 5.1 and 5.2 immediately imply:
Theorem 5.3. (AN R,ﬁbs,we), (AN R,ﬁb,we), and (AN R,ﬁba,we) satisfy the composition axiom.
6. Factorization axiom
Theorem 6.1. Every morphism f : X → Y in AN R admits a commutative diagram in AN R:
X
f
g
Y
E
h
(6.1)
where g is a morphism inducing an isomorphism in pro -H(Top) and h is a morphism with the HLP, SHLP, and AHLP with respect to all
spaces.
Proof. By [10, Theorems 2, 3, Ch. I, §1], Theorems 5.1 and 5.2, it suﬃces to assume that f is represented by a level map
( fλ) : X → Y , where X = (Xλ, pλλ′ ,Λ) and Y = (Yλ,qλλ′ ,Λ) are ANR objects indexed by a coﬁnite directed set Λ. We deﬁne
open coverings Vλ of Yλ by induction on the number of predecessors of the elements of Λ. If λ ∈ Λ has no predecessors,
then we let Vλ be any open covering of Xλ . If we have deﬁned open coverings Vλ for all λ ∈ Λ that have at most n − 1
predecessors, and if λ ∈ Λ has n predecessors, then we deﬁne an open covering Vλ of Yλ as follows: If λi , i = 1, . . . ,n, are
the predecessors of λ, then for each i, we take an open covering Ui of Yλi such that
Ui < Vλi , and (6.2)
any two Ui-near maps into Yλi are Vλi -homotopic. (6.3)
We then take an open covering Vλ of Yλ such that
Vλ <
n∧
i=1
q−1λiλUi . (6.4)
For each λ ∈ Λ, let
Eλ =
{
(x,ω) ∈ Xλ × Y Iλ:
(
fλ(x),ω(0)
)
< Vλ
}
.
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rλλ′ : Eλ′ → Eλ: rλλ′(x,ω) =
(
pλλ′(x),qλλ′ω
)
for λ < λ′.
For each λ ∈ Λ, we deﬁne maps
gλ : Xλ → Eλ: gλ(x) = (x, e fλ(x)) for x ∈ Xλ,
and
hλ : Eλ → Yλ: hλ(x,ω) = ω(1) for (x,ω) ∈ Eλ.
Here for any space W and for any w0 ∈ W , let ew0 ∈ W I denote the constant path deﬁned by ew0(t) = w0 for t ∈ I . Then
there is a commutative diagram:
Xλ
fλ
gλ
Xλ′
pλλ′
fλ′ gλ′
Eλ
hλ
Eλ′
rλλ′
hλ′
Yλ Yλ′qλλ′
(6.5)
Thus we have a system E = (Eλ, rλλ′ ,Λ) which is an ANR object by Theorem 3.4, and have level maps (gλ) : X → E and
(hλ) : E → Y which induce the commutative diagram (6.1) in AN R.
Claim 1. h has the HLP, SHLP, AHLP with respect to all spaces.
It suﬃces to show that each hλ has the SHLP with respect to any space Z . Consider the commutative diagram:
Eλ
hλ
Z × 0ϕ
⊆
Yλ Z × I
Ψ
Φ
First, for any path α : I → X on a metric space X , we deﬁne the diameter |α| of α as the diameter of the image of α, i.e.,
|α| = sup{d(α(t),α(t′)): t, t′ ∈ I}.
Note that the function X I →R0 : α → |α| is continuous, and |α| = 0 iff α is a constant path.
If we write ϕ(z) = (ϕ1(z),ϕ2(z)) ∈ Xλ × Y Iλ , then the map Ψ : Z × I → Eλ: Ψ (z, t) = (Ψ1(z, t),Ψ2(z, t)) ∈ Xλ × Y Iλ is
deﬁned as follows: Let Ψ1(z, t) = ϕ1(z). For each (z, t) ∈ Z × I with |ϕ2(z)| = 0 or |Φt(z)| = 0, set
μ(z, t) = |ϕ2(z)||ϕ2(z)| + |Φt(z)| , ν(z, t) =
|Φt(z)|
|ϕ2(z)| + |Φt(z)| .
Here, for each (z, t) ∈ Z × I , Φt(z) ∈ Y I is deﬁned by
Φt(z)(u) = Φ(z, tu) for u ∈ I.
Then for each (z, t) ∈ Z × I , deﬁne the path Ψ2(z, t) by the following formula: for each u ∈ I ,
Ψ2(z, t)(u) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ϕ2(z)(
u
μ(z,t) )
(0 u μ(z, t)),
Φt(z)(
u−μ(z,t)
ν(z,t) )
(μ(z, t) < u  1),
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
if |ϕ2(z)| = 0 and |Φt(z)| = 0,
Φt(z)(u) if |ϕ2(z)| = 0 and |Φt(z)| = 0,
ϕ2(z)(u) if |Φt(z)| = 0.
Using the same argument as in the proof of [11, Theorem A], in which a function between ANR’s deﬁned in the same way
as above is shown to be continuous, we can show that the function Ψ2 : Z × I → Y I is continuous.λ
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It suﬃces to show that for λ  λ′ there is a map βλλ′ : Eλ′ → Xλ which makes the following diagram commute up to
homotopy (Morita’s lemma [10, Theorem 5, Ch. II, §2]):
Xλ
gλ
Xλ′
pλλ′
gλ′
Eλ Eλ′rλλ′
βλλ′
Let γλ : Eλ → Xλ be the restriction of the projection map Xλ × Y Iλ onto Xλ and deﬁne the map βλλ′ : Eλ′ → Xλ by
βλ = γλrλλ′ . Then obviously βλλ′ gλ′ = pλλ′ . It remains to show gλβλλ′  rλλ′ . Indeed, gλβλλ′ (x,ω) = (pλλ′ (x), e fλpλλ′ (x)) and
rλλ′ (x,ω) = (pλλ′ (x),qλλ′ω) for (x,ω) ∈ Eλ′ . Deﬁne a homotopy K : Eλ′ × I → Eλ by
K (x,ω, t) = (pλλ′(x),qλλ′ωt) for (x,ω, t) ∈ Eλ′ × I ,
where for each t ∈ I , ωt ∈ Y Iλ′ is deﬁned by ωt(s) = ω(st) for s ∈ I . For each (x,ω) ∈ Eλ′ , ( fλ′ (x),ω(0)) < Vλ′ , so by (6.4) and
(6.3), there is a Vλ-homotopy L : Eλ × I → Yλ such that
L(x,ω,0) = qλλ′ fλ′(x) and L(x,ω,1) = qλλ′ω(0) for (x,ω) ∈ Eλ′ .
So there is a well-deﬁned map H : Eλ′ × I → Eλ deﬁned by
H(x,ω, t) = (pλλ′(x), eL(x,ω,t)) for (x,ω, t) ∈ Eλ′ × I .
Combining H and K , we have a homotopy between gλβλλ′ and rλλ′ . 
Remark 6.2.
(1) In Theorem 6.1, if the systems X and Y are ANR-systems (resp., ANR-towers), we can choose E as an ANR-system (resp.,
ANR-tower).
(2) In Theorem 6.1, if f : X → Y is a morphism in the pro-category pro -Top∗ of pointed spaces and base point preserving
maps, then we can choose g and h as morphisms in pro -Top∗ so that g induces an isomorphism in pro -H(Top)∗ . Here
pro -H(Top)∗ is the pro-homotopy category of Top∗ where the homotopies preserve base points. In this case, the analog
of (1) also holds.
Theorem 6.1 immediately implies:
Theorem 6.3. (AN R,ﬁbs,we), (AN R,ﬁb,we), and (AN R,ﬁba,we) satisfy the factorization axiom.
More generally, we have the following version of the factorization axiom, where the naturality is guaranteed:
Theorem 6.4. Every map f : X → Y in AN R admits a commutative diagram in AN R:
X
f
g
Y
E f
h
(6.6)
where g is a morphism inducing an isomorphism in pro -H(Top) and h has the HLP, SHLP, and AHLPwith respect to all spaces. Moreover,
for every commutative diagram in AN R:
X
f
α
Y
β
X ′
f ′ Y
′
(6.7)
there is a morphism γ : E f → E f ′ in AN R which makes the following diagram commute:
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f
α
g
Y
βE f
h
γ
X ′
f ′
g ′
Y ′
E f ′
h′
(6.8)
Proof. Let f be represented by a level map ( fλ) : X → Y , where X = (Xλ, pλλ′ ,Λ) and Y = (Yλ,qλλ′ ,Λ) are indexed by a
coﬁnite set Λ. Let Vλ , λ ∈ Λ, be as in the proof of Theorem 6.1.
Let Σ be the set of the pairs (λ,V) of elements λ of Λ and open coverings V of Yλ , which is ordered by (λ,V) < (λ′,V ′)
iff λ = λ′ and V ′ < V , or λ < λ′ and V ′ < q−1
λλ′V . For each (λ,V) ∈ Σ , let
E(λ,V) =
{
(x,ω) ∈ Xλ × Y Iλ:
(
fλ(x),ω(0)
)
< V ∧ Vλ
}
.
For (λ,V) < (λ′,V ′), there is a well-deﬁned map
r(λ,V)(λ′,V ′) : E(λ′,V ′) → E(λ,V): r(λ,V)(λ′,V ′)(x,ω) =
(
pλλ′(x),qλλ′ω
)
.
We deﬁne the maps
g(λ,V) : Xλ → E(λ,V): g(λ,V)(x) = (x, e fλ(x)) for each (λ,V),
and
hλ : E(λ,{Yλ}) → Yλ: hλ(x,ω) = ω(1) for each λ ∈ Λ.
Then we have the following commutative diagram for (λ,V) < (λ′,V ′):
Xλ
g(λ,V)
Xλ′
pλλ′
g(λ′,V ′)
E(λ,V) E(λ′,V ′)r(λ,V)(λ′,V ′)
Moreover, the following diagram commutes for λ < λ′:
Xλ
fλ
gλ
Xλ′
pλλ′
fλ′ gλ′
E(λ,{Yλ})
hλ
E(λ′,{Yλ′ })
r(λ,{Yλ})(λ′,{Yλ′ })
hλ′
Yλ Yλ′qλλ′
Thus we have the system E f = (E(λ,V), r(λ,V)(λ′,V ′),Σ) which is an ANR object, and have system maps (g, g(λ,V)) : X → E f
and (h,hλ) : E f → Y , where g : Σ → Λ: g(λ,V) = λ, and h : Λ → Σ: h(λ) = (λ, {Yλ}), so that the system maps represent
the morphisms which make diagram (6.6) commute. We can similarly prove Claims 1 and 2 in the proof of Theorem 6.1.
To prove the naturality, suppose that we have a commutative diagram (6.7). By Lemma 2.1(2), we can assume that
X,Y , X ′ = (X ′λ, p′λλ′ ,Λ),Y ′ = (Y ′λ,q′λλ′ ,Λ) have the same index set Λ and the maps f , f ′,α,β are represented by level
maps ( fλ), ( f ′λ), (αλ), (βλ), respectively, and that the following diagram commutes:
Xλ
αλ
fλ Yλ
βλ
X ′λ f ′ Y
′
λλ
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Σ: γ (λ,V) = (λ,W), where W is an open covering of Yλ such that
W < β−1λ
(V ′λ ∧ V).
Here V ′λ is an open covering of Y ′λ with the property corresponding to (6.4). For each (λ,V) ∈ Σ , we deﬁne the map
γ(λ,V) : Eγ (λ,V) → E ′(λ,V): γ(λ,V)(x,ω) =
(
αλ(x),βλω
)
.
Then for (λ,V) < (λ′,V ′), we have the following commutative diagram:
Eγ (λ,V)
γ(λ,V)
Eγ (λ′,V ′)
rγ (λ,V)γ (λ′,V ′)
γ(λ′,V ′)
E ′(λ,V) E
′
(λ′,V ′)r(λ,V)(λ′,V ′)
Thus we have the system map (γ ,γ(λ,V)) : E f → E f ′ and the following commutative diagrams for (λ,V) ∈ Σ ′ and λ ∈ Λ,
respectively:
Xλ
αλ
gγ (λ,V) Eγ (λ,V)
γ(λ,V)
X ′λ g′
γ (λ,V)
E ′(λ,V)
E ′γ (λ,V)
γ(λ,V)
hλ Yλ
βλ
E ′(λ,V) h′λ
Y ′λ
Here g′γ (λ,V) and h
′
λ are the maps corresponding to gγ (λ,V) and hλ , respectively. Thus we have the commutative diagram
(6.8). 
Remark 6.5. The properties analogous to (1) and (2) in Remark 6.2 hold for Theorem 6.4.
Next, we use the factorization axiom to prove:
Theorem 6.6. Every shape morphism between compact metric spaces is represented by a strong pro-ﬁbration in pro -ANR.
Before proving Theorem 6.6, we need several lemmas.
Lemma 6.7. Every ANR-system X = (Xi, pi,i+1) admits an ANR-sequence X ′ = (X ′i+1, p′i,i+1) with all bonding maps being Hurewicz
ﬁbrations and a level map (ϕi) : X → X ′ consisting of homotopy equivalences.
Proof. Let X ′1 = X1, and let ϕ1 : X1 → X ′1 be the identity map. Then, for i = 2,3, . . ., we inductively apply [11, Theorem 2.1]
to ϕi−1pi−1,i : Xi → X ′i−1. Note that [11, Theorem 2.1] says that every map between ANR’s is the composition of a homotopy
equivalence and a map having the strong homotopy lifting property with respect to arbitrary spaces in the sense of [11].
Also, note that a map having the strong homotopy lifting property with respect to arbitrary spaces is a Hurewicz ﬁbration.
Then we obtain an ANR X ′i and a factorization Xi
ϕi−→ X ′i
p′i−1,i−−−−→ X ′i−1 of ϕi−1pi−1,i where ϕi is a homotopy equivalence,
and p′i−1,i is a Hurewicz ﬁbration. 
Lemma 6.8. Suppose that X = (Xi, pi,i+1) and Y = (Yi,qi,i+1) are ANR-towers. If the bonding maps qi,i+1 are Hurewicz ﬁbrations,
then every system map ( f , [ f i]) : [X] → [Y ] is equivalent to a system map induced by a system map ( f ′, f ′i ) : X → Y .
Proof. For i = 1, let f ′(1) = f (1) and f ′1 = f1 : X f ′(1) → Y1. Assume that we have deﬁned integers f ′(1)  f ′(2)  · · · 
f ′(n − 1) with f ′(i) f (i) and maps f ′i : X f ′(i) → Yi , i = 2,3, . . . ,n− 1, with the following properties:
f ′i  f i p f (i) f ′(i), (6.9)
f ′i−1p f ′(i−1) f ′(i) = qi−1,i f ′i . (6.10)
Take an integer f ′(n) f (n), f ′(n− 1) such that
fn−1p f (n−1) f ′(n) = qn−1,n fnp f (n) f ′(n).
This together with (6.9) implies
f ′n−1p f ′(n−1) f ′(n)  qn−1,n fnp f (n) f ′(n).
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f ′n−1p f ′(n−1) f ′(n) = qn−1,n f ′n.
Thus we obtain the system map ( f ′, f ′i ) : X → Y . By (6.9), the induced map ( f ′, [ f ′i ]) : [X] → [Y ] is equivalent to ( f , [ f i])
as required.
X f ′(n−1)
p f (n−1) f ′(n−1)
f ′n−1
X f ′(n)
p f ′(n−1) f ′(n−1)
p f (n) f ′(n)
f ′n
X f (n−1)
fn−1
X f (n)
fn
Yn−1 Ynqn−1,n 
Using Lemmas 6.7 and 6.8, we can easily show:
Lemma 6.9. Every shape morphism F : X → Y between compact metric spaces is induced by a system map ( f , f i) : X → Y between
ANR-systems, where the bonding maps of Y are ﬁbrations.
Proof of Theorem 6.6. Theorem 6.6 immediately follows from Lemma 6.9 and Theorem 6.1. 
7. Pull-back axiom
Suppose that we are given a 2-sink B
g−→ Y f←− X in AN R with f being a strong pro-ﬁbration. By Lemma 2.1, we
have the following commutative diagram in AN R:
B
g
k
Y
j
X
i
f
B ′ g ′ Y
′ X ′
f ′
(7.1)
where X ′ , Y ′ , B ′ have the same index set, the coordinates and the bonding maps of X ′ , Y ′ , B ′ are those of X , Y , B ,
respectively, the morphisms f ′ and g ′ are represented by level maps, and the morphisms i, j, and k are isomorphisms. Let
X ′ = (Xλ, pλλ′ ,Λ), Y ′ = (Yλ,qλλ′ ,Λ), and B ′ = (Bλ, sλλ′ ,Λ), and let ( fλ) : X ′ → Y ′ and (gλ) : B ′ → Y ′ represent f ′ and g ′ ,
respectively. For each λ ∈ Λ, let
Eλ =
{
(x,b) ∈ Xλ × Bλ: fλ(x) = gλ(b)
}
,
and for λ λ′ , deﬁne a map rλλ′ : Eλ′ → Eλ by
rλλ′(x,b) =
(
pλλ′(x), sλλ′(b)
)
for (x,b) ∈ Eλ′ .
Then we have the system E = (Eλ, rλλ′ ,Λ) and the commutative diagram in inv -Top:
E
(kλ)
(hλ)
X ′
( fλ)
B ′
(gλ)
Y ′
(7.2)
Here, for each λ ∈ Λ, kλ : Eλ → Xλ and hλ : Eλ → Bλ are the restrictions of the projection maps from Xλ × Bλ onto Xλ and
Bλ , respectively.
Lemma 7.1. A level map ( fλ) : X → Y has the SHLP with respect to a space Z iff it has the following property:
(SHLP)L Each λ ∈ Λ admits λ′  λ such that whenever h : Z → Xλ′ and H : Z × I → Yλ′ are maps satisfying
fλ′h = H0,
there is a map H˜ : Z × I → Xλ satisfying
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and the condition that
whenever H is constant on z × I , H˜ is constant on z × I . (7.3)
Proof. This is basically proven in [5, Lemma 4.3]. Note here that conditions (4.4) in (SHLP) and (7.3) in (SHLP)L are auto-
matically induced from each other in the corresponding implications. 
λ′ in (SHLP)L is called a lifting index for ( fλ).
Lemma 7.2. E is an ANR object.
Proof. Let λ ∈ Λ, and let λ1  λ be a lifting index for ( fλ) (Lemma 7.1). Using the fact that X ′ , Y ′ , and B ′ are ANR objects,
we take λ2  λ1 such that qλ1λ2 = γ ′γ for some maps γ : Yλ2 → R and γ ′ : R → Yλ1 where R is an ANR, and in turn take
λ3  λ2 such that pλ2λ3 = α′α and sλ2λ3 = β ′β for some maps α : Xλ3 → P , α′ : P → Xλ2 , β : Bλ3 → Q , and β ′ : Q → Bλ2
where P and Q are ANR’s.
Let ϕ : C → Eλ3 be a map from a closed subset C of a metric space Z . We show that rλλ3ϕ extends over some open
neighborhood of C . Since P and Q are ANR’s, αkλ3ϕ and βhλ3ϕ respectively extend to maps ψ1 : U ′ → P and ψ2 : U ′ → Q
for some open neighborhood U ′ of C . Let V be an open covering of R such that
any two V-near maps f1, f2 into R are homotopic via a homotopy
which is constant on x× I whenever f1(x) = f2(x), (7.4)
and take an open covering V ′ of R such that
stV ′ < V. (7.5)
Let
U = st(C, (ψ−11 α′−1 f −1λ2 γ −1V ′)∧ (ψ−12 β ′−1g−1λ2 γ −1V ′)). (7.6)
Then
fλ1 pλ1λ2α
′ψ1|U  gλ1 sλ1λ2β ′ψ2|U . (7.7)
Indeed, (7.6) implies that each x ∈ U admits x′ ∈ C and V1, V2 ∈ V ′ so that
γ fλ2α
′ψ1(x), γ fλ2α′ψ1
(
x′
) ∈ V1 and γ gλ2β ′ψ2(x), γ gλ2β ′ψ2(x′) ∈ V2. (7.8)
Then, tracing diagram (7.13) below, we have
γ fλ2α
′ψ1
(
x′
)= γ qλ2λ3 fλ3kλ3ϕ(x′)= γ qλ2λ3 gλ3hλ3ϕ(x′)= γ gλ2β ′ψ2(x′). (7.9)
By (7.8), (7.9), and (7.5),(
γ fλ2α
′ψ1|U , γ gλ2β ′ψ2|U
)
< V.
By (7.4), this implies γ fλ2α
′ψ1|U  γ gλ2β ′ψ2|U . Applying γ ′ to both sides, we have
qλ1λ2 fλ2α
′ψ1|U  qλ1λ2 gλ2β ′ψ2|U .
But, tracing diagram (7.13), we have
qλ1λ2 fλ2α
′ψ1|U = fλ1 pλ1λ2α′ψ1|U ,
qλ1λ2 gλ2β
′ψ2|U = gλ1 sλ1λ2β ′ψ2|U ,
and hence we have (7.7). Since λ1  λ is a lifting index for ( fλ), (7.7) implies the existence of a map ξ : U → Xλ such that
fλξ = qλλ1 gλ1 sλ1λ2β ′ψ2|U , (7.10)
pλλ2α
′ψ1|U  ξ, and
pλλ2α
′ψ1(x) = ξ(x) whenever fλ1 pλ1λ2α′ψ1(x) = gλ1 sλ1λ2β ′ψ2(x) for x ∈ U . (7.11)
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gλsλλ2β
′ψ2|U = qλλ1 gλ1 sλ1λ2β ′ψ2|U . (7.12)
By (7.10) and (7.12), ξ and sλλ2β
′ψ2|U deﬁne a map ϕ˜ : U → Eλ such that
kλϕ˜ = ξ, hλϕ˜ = sλλ2β ′ψ2|U .
On the other hand, if x ∈ C , then ξ(x) = pλλ2α′ψ1(x) by (7.11). So, ξ |C and sλλ2β ′ψ2|C determine the map rλλ3ϕ . Thus
ϕ˜|C = rλλ3ϕ .
U ′
ψ2
ψ1
P
α′
Xλ3
α
pλ2λ3
fλ3
U
⊆
ϕ˜
ξ
Xλ2
pλ1λ2
fλ2
C
⊆
ϕ
Xλ1
pλλ1
fλ1
Q
β ′
Eλ3
hλ3
kλ3
rλλ3
Eλ kλ
hλ
Xλ
fλ
Bλ3
β
sλ2λ3
gλ3
Bλ2
sλ1λ2
gλ2
Bλ1
sλλ1
gλ1
Bλ gλ Yλ
Yλ1
qλλ1
R
γ ′
Yλ2
qλ1λ2 γ
Yλ3
qλ2λ3

(7.13)
Diagrams (7.1) and (7.2) induce the following commutative diagram in pro -Top:
E k
h
X
f
B g Y
(7.14)
Theorem 7.3. Diagram (7.14) is a pull-back diagram in AN R.
Proof. Suppose that we have the following commutative diagram in AN R:
C
ϕ
ψ
ρ
E k
h
X
f
B g Y
(7.15)
We must ﬁnd a unique map ρ which makes this diagram commute. Without loss of generality, we can assume that X , Y ,
Z , and E have the same index set, say X = (Xλ, pλλ′ ,Λ), Y = (Yλ,qλλ′ ,Λ), B = (Bλ, sλλ′ ,Λ), and E = (Eλ, rλλ′ ,Λ), and that
f , g , h, and k are represented by level maps ( fλ), (gλ), (hλ), and (kλ), respectively. Let C = (Cμ, tμμ′ ,M), and let ϕ and ψ
be represented by system maps (ϕ,ϕλ) and (ψ,ψλ), respectively.
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fλϕλtϕ(λ)ρ(λ) = gλψλtψ(λ)ρ(λ).
There is a function ρ : Λ → M and for each λ ∈ Λ there is a unique map ρλ : Cρ(λ) → Eλ which makes the following
diagram commute:
Cρ(λ)
tϕ(λ)ρ(λ)
tρ(λ)ψ(λ)
ρλ
Cϕ(λ)
ϕλ
Cψ(λ)
ψλ
Eλ
kλ
hλ
Xλ
fλ
Bλ gλ Yλ
That (ρ,ρλ) : C → E is a system map follows from the fact that for λ1  λ2 there is μ ρ(λ1),ρ(λ2) so that
ϕλ1tϕ(λ1)μ = pλ1λ2ϕλ2tϕ(λ2)μ,
ψλ1tψ(λ1)μ = sλ1λ2ψλ2tψ(λ2)μ.
This shows the existence of ρ .
Cμ
tρ(λ2)μ
tρ(λ1)μ
Cρ(λ2)
tψ(λ2)ρ(λ2)
ρλ2
tϕ(λ2)ρ(λ2)Cϕ(λ2)
ϕλ2
Cρ(λ1)
tψ(λ1)ρ(λ1)
ρλ1
tϕ(λ1)ρ(λ1)Cϕ(λ1)
ϕλ1
Cψ(λ2)
ψλ2
Eλ2rλ1λ2
kλ2
hλ2
Xλ2
fλ2
pλ1λ2
Cψ(λ1)
ψλ1
Eλ1
kλ1
hλ2
Xλ1
fλ1
Bλ2
gλ2
sλ1λ2
Yλ2
qλ1λ2
Bλ1 gλ1
Yλ1
To show the uniqueness of ρ , let ρ ′ : C → E be another map that makes diagram (7.15) commute, where ρ is replaced
by ρ ′ . Let ρ ′ be represented by (ρ ′,ρ ′λ). Then for each λ ∈ Λ there is μ ϕ(λ),ψ(λ),ρ(λ),ρ ′(λ) such that
kλρλtρ(λ)μ = ϕλtϕ(λ)μ = kλρ ′λtρ ′(λ)μ,
hλρλtρ(λ)μ = ψλtψ(λ)μ = hλρ ′λtρ ′(λ)μ.
This means ρλtρ(λ)μ = ρ ′λtρ ′(λ)μ , so ρ = ρ ′ as required. 
A morphism f : X → Y is said to have property (F) provided every system map ( f , fμ) : X → Y representing f has the
following property:
(F) for any admissible pairs (λ,μ) < (λ′,μ′) and for any space Z , if h : Z → Xλ′ and H : Z × I → Xλ are maps such that
H0 = pλλ′h, fμp f (μ)λH0 = fμp f (μ)λH1,
then there is a map H˜ : Z × I → Xλ′ such that
H˜0 = h, pλλ′ H˜ = H,
fμ′ p f (μ′)λ′ H˜0 = fμ′ p f (μ′)λ′ H˜1.
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does ( f ′, f ′μ). Moreover, if a level map ( fλ) : X → Y has property (F) iff it has the following property:
(F)L for λ < λ′ and for any space Z , if h : Z → Xλ′ and H : Z × I → Xλ are maps such that
H0 = pλλ′h, fλH0 = fλH1,
then there is a map H˜ : Z × I → Xλ′ such that
H˜0 = h, pλλ′ H˜ = H, fλ′ H˜0 = fλ′ H˜1.
If X = (Xλ, pλλ′ ,Λ) is a system with each bonding map pλλ′ being a Hurewicz ﬁbration, and if Y = (Yλ,qλλ′ ,Λ) is a
system map with each bonding map qλλ′ being injective, then every level map ( fλ) : X → Y has property (F). In particular,
every level map ( fλ) : X → Y between systems with each boding map being both a Hurewicz ﬁbration and a coﬁbration
(e.g., a homeomorphism) has property (F).
Next we wish to prove:
Theorem 7.4. In the pull-back diagram (7.14), if f has property (F)with respect to f and if f induces an isomorphism in pro -H(Top),
then so does h.
We do not know at this moment if the theorem holds without the condition that f has property (F). Before proving the
theorem, we obtain the following two lemmas.
Lemma 7.5. Suppose that a level map ( fλ) : X → Y between systems X = (Xλ, pλλ′ ,Λ) and Y = (Yλ,qλλ′ ,Λ) has the HLP with
respect to all spaces. Let λ1  λ be a lifting index for ( fλ). Then if λ2  λ1 and α : Xλ2 → Xλ1 is a map such that
Xλ1
fλ1
Xλ2
fλ2
α
Yλ1 Yλ2qλ1λ2
(7.16)
commutes, and for any λ′1  λ2 there exists a map α′ : Xλ′2 → Xλ′1 with α′  pλ′1λ′2 and the following commutative diagrams:
Xλ′1
fλ′1
Xλ′2
fλ′2
α′
Yλ′1 Yλ′2qλ′1λ′2
(7.17)
Xλ2
α
Xλ′2
α′
pλ2λ′2
Xλ1 Xλ′1pλ1λ′1
(7.18)
then there exist λ3  λ2 and a map β : Xλ3 → Xλ2 such that:
(1) the diagram
Xλ2
fλ2
Xλ3
fλ3
β
Yλ2 Yλ3qλ2λ3
(7.19)
commutes, and
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Xλ
fλ
Xλ3
fλ3
ht
Yλ Yλ3qλλ3
(7.20)
commutes for t ∈ I .
Proof. Fix λ ∈ Λ, and let λ1  λ be a lifting index for λ. Let α : Xλ2 → Xλ1 be a map as in the hypothesis. Let λ′1  λ2 be
a lifting index for λ2, and choose a map α′ : Xλ′2 → Xλ′1 with α′  pλ′1λ′2 and the commutative diagrams (7.17) and (7.18).
Let L : Xλ′2 × I → Xλ′1 be a homotopy such that L0 = α′ and L1 = pλ′1λ′2 . Since λ′1 is a lifting index for λ2, there is a map
G : Xλ′2 × I → Xλ2 which makes the following diagram commute:
Xλ2
fλ2
Xλ′1
pλ2λ′1
fλ′1
Xλ′2 × 0
pλ′1λ′2
⊆
Yλ2 Yλ′1qλ2λ′1
Xλ′2 × I
G
fλ′1
L
(7.21)
Deﬁne a map F : Xλ′2 × I → Xλ1 by
F (x, t) =
{
αG(x,1− 2t), 0 t  12 ,
pλ1λ′1 L(x,2t − 1), 12  t  1,
and a map k : Xλ′2 × I × I → Yλ1 by
k(x, t, T ) =
{
qλ1λ2 fλ2G(x,1− 2t(1− T )), 0 t  12 ,
qλ1λ′1 fλ′1 L(x,1− 2(1− t)(1− T )), 12  t  1.
Note here that the maps F and k are well deﬁned by the commutativities of diagrams (7.18) and (7.21), respectively. Then,
since λ1 is a lifting index for λ, there is a map K : Xλ′2 × I × I → Xλ which makes the following diagram commute:
Xλ
fλ
Xλ1
pλλ1
fλ1
Xλ′2 × I × 0F
⊆
Yλ Yλ1qλλ1
Xλ′2 × I × I
K
k
Note here that the commutativity of the right square follows from that of (7.16).
Now let λ3 = λ′2, and let β = G1 : Xλ3 → Xλ2 . Then pλλ1αβ = K0,0, and pλλ3 = K1,0. Moreover, for 0  t  1 and 0 
T  1,
fλK0,T = qλλ3 fλ3 , fλKt,1 = qλλ3 fλ3 , fλK1,T = fλpλλ3 .
So, the homotopy h : Xλ3 × I → Xλ given by
h(x, t) =
⎧⎪⎨
⎪⎩
K (x,0,3t), 0 t  13 ,
K (x,3t − 1,1), 13  t  23 ,
K (x,1,3− 3t), 23  t  1,
gives the required homotopy from pλλ1αβ to pλλ3 . 
Lemma 7.6. If a level map ( fλ) : X → Y between systems X = (Xλ, pλλ′ ,Λ) and Y = (Yλ,qλλ′ ,Λ) has the HLP with respect to all
spaces and if it induces an isomorphism in pro -H(Top), then each λ ∈ Λ admits λ′  λ and a map ϕλλ′ : Yλ′ → Xλ such that
fλϕλλ′ = qλλ′ , (7.22)
pλλ′  ϕλλ′ fλ′ . (7.23)
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fλ
Xλ′
pλλ′
fλ′
Yλ Yλ′qλλ′
ϕλλ′
Proof. Fix λ ∈ Λ, and let λ′′  λ be a lifting index for λ. Then by Morita’s lemma [10, Theorem 5, Ch. II, §2], there exist
λ′  λ′′ and a map ϕ′
λ′′λ′ : Yλ′ → Xλ′′ such that
fλ′′ϕ
′
λ′′λ′  qλ′′λ′ , (7.24)
pλ′′λ′  ϕ′λ′′λ′ fλ′ . (7.25)
By (7.24) and the choice of λ′′ , there is a map ϕλλ′ : Yλ′ → Xλ such that equality (7.22) and the relation
ϕλλ′  pλλ′′ϕ′λ′′λ′ (7.26)
hold. (7.26) and (7.25) imply (7.23).
Xλ
fλ
Xλ′′
pλλ′′
fλ′′
Xλ′
pλ′′λ′
fλ′
Yλ Yλ′′qλλ′′
Yλ′qλ′′λ′
ϕλλ′
ϕ′
λ′′λ′

Proof of Theorem 7.4. Let X = (Xλ, pλλ′ ,Λ), Y = (Yλ,qλλ′ ,Λ), B = (Bλ, sλλ′ ,Λ), and E = (Eλ, rλλ′ ,Λ), and let f , g , h, and
k be represented by level maps ( fλ), (gλ), (hλ), and (kλ), respectively. Let λ ∈ Λ, and let λ1  λ be a lifting index for ( fλ).
Since f induces an isomorphism in pro -H(Top), by Lemma 7.6, there is λ2  λ1 and a map ϕλ1λ2 : Yλ2 → Xλ1 such that
ϕλ1λ2 fλ2  pλ1λ2 , fλ1ϕλ1λ2 = qλ1λ2 . (7.27)
Again by Lemma 7.6, for any λ′1  λ2 there exist λ′2  λ′1 and a map ϕ′λ′1λ′2 : Yλ′2 → Xλ′1 such that
ϕ′
λ′1λ′2
fλ′2  pλ′1λ′2 , fλ′1ϕ′λ′1λ′2 = qλ′1λ′2 .
By (F)L there is a map ϕλ′1λ′2 : Xλ′2 → Xλ′1 such that
ϕλ′1λ′2  ϕ′λ′1λ′2 fλ′2 , fλ′1ϕλ′1λ′2 = qλ′1λ′2 fλ′2 , pλ1λ′1ϕλ′1λ′2 = ϕλ1λ2qλ2λ′2 fλ′2 .
Then for the map α = ϕλ1λ2 fλ2 the hypothesis of Lemma 7.5 is fulﬁlled with α′ = ϕ′λ′1λ′2 fλ′2 .
Xλ1
fλ1
Xλ2
pλ1λ2
fλ2
Xλ′1
pλ2λ′1
fλ′1
Xλ′2
pλ′1λ′2
fλ′2
Yλ1 Yλ2qλ1λ2
ϕλ1λ2
Yλ′1qλ2λ′1
Yλ′2qλ′1λ′2
ϕ′
λ′1λ′2
So, by Lemma 7.5, there exist λ3  λ2 and a map tλ2λ3 : Xλ3 → Xλ2 with the following two properties:
(1) the following diagram commutes:
Xλ2
fλ2
Xλ3
tλ2λ3
fλ3
Yλ2 Yλ3qλ2λ3
(7.28)
(2) there is a homotopy H : Xλ3 × I → Xλ such that H0 = pλλ1ϕλ1λ2 fλ2tλ2λ3 , H1 = pλλ3 , and the following diagram com-
mutes for t ∈ I:
Xλ
fλ
Xλ3
Ht
fλ3
Yλ Yλ3qλλ3
(7.29)
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Eλ3
rλ2λ3
hλ3
kλ3 Xλ3
fλ3
tλ2λ3
Eλ2
hλ2
kλ2
rλ1λ2
Xλ2
fλ2
pλ1λ2
Eλ1
hλ1
kλ1
rλλ1
Xλ1
fλ1
pλλ1
Eλ
hλ
kλ Xλ
fλ
Bλ
gλ Yλ
Bλ1
sλλ1
gλ1 Yλ1
qλλ1
Bλ2
sλ1λ2
gλ2 Yλ2
qλ1λ2
ϕλ1λ2
Bλ3
ψλλ3
sλ3λ2
gλ3 Yλ3
qλ2λ3
(7.30)
It suﬃces to ﬁnd a map ψλλ3 : Bλ3 → Eλ such that
hλψλλ3  sλλ3 , (7.31)
rλλ3  ψλλ3hλ3 . (7.32)
By (7.27),
gλsλλ3 = fλpλλ1ϕλ1λ2qλ2λ3 gλ3 .
This determines a unique map ψλλ3 : Bλ3 → Eλ such that
hλψλλ3 = sλλ3 , (7.33)
kλψλλ3 = pλλ1ϕλ1λ2qλ2λ3 gλ3 . (7.34)
(7.33) immediately implies (7.31), so it remains to show (7.32) holds. Indeed,
hλψλλ3hλ3 = hλrλλ3 . (7.35)
Moreover,
kλrλλ3 = pλλ3kλ3 , (7.36)
and by (7.34) and the commutativity of (7.28),
kλψλλ3hλ3 = pλλ1ϕλ1λ2qλ2λ3 gλ3hλ3 = pλλ1ϕλ1λ2qλ2λ3 fλ3kλ3 = pλλ1ϕλ1λ2 fλ2tλ2λ3kλ3 . (7.37)
Then the map Ψ : Eλ3 × I → Eλ deﬁned by
Ψ (x,b, t) = (H(kλ3(x,b), t),hλrλλ3(x,b))
gives the homotopy
pλλ1ϕλ1λ2 fλ2tλ2λ3  pλλ3 .
The map Ψ is well deﬁned by the commutativity of (7.29). Thus (7.35)–(7.37), and the homotopy Ψ give (7.32). This com-
pletes the proof of the assertion. 
Next, we show:
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Before proving the theorem, we introduce some notations and obtain two lemmas.
For any 2-sink B
g−→ Y f←− X , let
E f ,g =
{
(x,b,ϕ) ∈ X × B × Y I : ϕ(0) = f (x), ϕ(1) = g(b)},
and for any map f : X → Y , let
E f =
{
(x,ϕ) ∈ X × Y I : ϕ(0) = f (x)}.
For λ λ′ , there exist well-deﬁned maps
tλλ′ : E fλ′ ,gλ′ → E fλ,gλ : tλλ′(x,b,ϕ) =
(
pλλ′(x), sλλ′(b),qλλ′ϕ
)
,
and
uλλ′ : E fλ′ → E fλ : uλλ′(x,ϕ) =
(
pλλ′(x),qλλ′ϕ
)
.
Thus we have systems E( fλ),(gλ) = (E fλ,gλ , tλλ′ ,Λ) and E( fλ) = (E fλ ,uλλ′ ,Λ). For each λ ∈ Λ, there is a map ρλ : Eλ → E fλ,gλ
which is deﬁned by ρλ(x,b) = (x,b, e f (x)), and (ρλ) forms a level map (ρλ) : E → E( fλ),(gλ) . Here, for each y ∈ Y , let ey ∈ Y I
denote the constant path at y.
Lemma 7.8. (ρλ) : E → E( fλ),(gλ) induces an isomorphism in pro -H(Top).
Proof. This follows from the fact that each ρλ : Eλ → E fλ,gλ is a homotopy equivalence. 
Suppose that we have a commutative diagram
B
(βλ)
(gλ)
Y
(1Yλ )
X
( fλ)
(αλ)
B ′
(g′λ)
Y X ′
( f ′λ)
where B ′ = (B ′λ, s′λλ′ ,Λ) and X ′ = (X ′λ, p′λλ′ ,Λ). Then there is a well-deﬁned level map (Φλ) : E( fλ),(gλ) → E( f ′λ),(g′λ) , where
the map Φλ : E( fλ),(gλ) → E( f ′λ),(g′λ) is deﬁned by Φλ(x,b,ϕ) = (αλ(x), βλ(b),ϕ) for (x,b,ϕ) ∈ E( fλ),(gλ) . We write E( f ′λ),(g′λ) =
(E( f ′λ),(g′λ), t
′
λλ′ ,Λ).
Lemma 7.9. If (αλ) and (βλ) induce isomorphisms in pro -H(Top), so does (Φλ).
Proof. Fix λ ∈ Λ. Then by Morita’s lemma, there exist λ′  λ and maps α′
λλ′ : X ′λ′ → Xλ and β ′λλ′ : B ′λ′ → Bλ such that the
two triangles in the following diagrams commute up to homotopy:
Xλ
αλ
Xλ′
pλλ′
αλ′
X ′λ X
′
λ′p′
λλ′
α′
λλ′
Bλ
βλ
Bλ′
sλλ′
βλ′
B ′λ B
′
λ′s′
λλ′
β ′
λλ′
Let σ : X ′
λ′ × I → X ′λ be a homotopy with σ0 = αλα′λλ′ and σ1 = p′λλ′ , and let τ : B ′λ′ × I → B ′λ be a homotopy with τ0 =
βλβ
′
λλ′ and τ1 = s′λλ′ . Also, let θ : Xλ′ × I → Xλ be a homotopy with θ0 = α′λλ′αλ′ and θ1 = pλλ′ , and let ω : Bλ′ × I → Bλ be
a homotopy with ω0 = β ′λλ′βλ′ and ω1 = sλλ′ . We deﬁne a map Φ ′λλ′ : E f ′λ′ ,g′λ′ → E fλ,gλ by
Φ ′λλ′(x,b,ϕ) =
(
α′λλ′(x),β
′
λλ′(b),ϕ
)
for (x,b,ϕ) ∈ E f ′
λ′ ,g
′
λ′
where ϕ ∈ Y Iλ is deﬁned by
ϕ(t) =
⎧⎪⎨
⎪⎩
f ′λσ (x,3t), 0 t  13 ,
qλλ′ϕ(3t − 1), 13  t  23 ,
g′ τ (b,3− 3t), 2  t  1.λ 3
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E fλ,gλ
Φλ
E fλ′ ,gλ′
tλλ′
Φλ′
E f ′λ,g′λ E f
′
λ′ ,g
′
λ′t′
λλ′
Φ ′
λλ′
Indeed, ΦλΦ ′λλ′ (x,b,ϕ) = (αλα′λλ′ (x), βλβ ′λλ′ (b),ϕ). So the homotopy ΦλΦ ′λλ′  t′λλ′ is given by the map H : E f ′λ′ ,g′λ′ × I →
E f ′λ,g′λ where:
H(x,b,ϕ) = (σ(x,b,ϕ), τ (b, t),Γ (ϕ, t)),
and the map Γ : Y I
λ′ × I → Y Iλ is deﬁned as follows:
Γ (ϕ, T )(t) =
⎧⎪⎨
⎪⎩
f ′λσ (x,3t + T ), 0 t < 13 (1− T ),
qλλ′ϕ(
3t+T−1
2T+1 ),
1
3 (1− T ) t  13 (T + 2),
g′λτ (b,3− 3t + T ), 13 (T + 2) < t  1.
Moreover, Φ ′
λλ′Φλ′ (x,b,ϕ) = (α′λλ′αλ′ (x), β ′λλ′βλ′ (b),ϕ). The homotopy Φ ′λλ′Φλ′  tλλ′ is given by the map L : E fλ′ ,gλ′ × I →
E fλ,gλ where:
L(x,b,ϕ) = (θ(x, t),ω(b, t),Θ(ϕ, t)),
and the map Θ : Y I
λ′ × I → Y Iλ is deﬁned as follows:
Θ(ϕ, T )(t) =
⎧⎪⎨
⎪⎩
f ′λσ (x,3t + T ), 0 t < 13 (1− T ),
qλλ′ϕ(
3t+T−1
2T+1 ),
1
3 (1− T ) t  13 (T + 2),
g′λτ (b,3− 3t + T ), 13 (T + 2) < t  1. 
Proof of Theorem 7.7. Consider the commutative diagram:
B
(gλ)
(gλ)
Y
(1Yλ )
X
( fλ)
(1Xλ )
Y
(1Yλ )
Y X
( fλ)
Note that the following diagrams induce pull-back diagrams in AN R:
E
( f λ)
(gλ)
X
( fλ)
B
(gλ)
Y
X
(1Xλ )
( fλ)
X
( fλ)
Y
(1Yλ )
Y
Then there exist level maps (ρλ) : E → E( fλ),(gλ) , (ρ ′λ) : X → E( fλ),(1Yλ ) , and (Φλ) : E( fλ),(gλ) → E( fλ),(1Yλ ) , and the following
diagram commutes:
E
(ρλ)
(gλ)
X
(ρ ′λ)
E( fλ),(gλ) (Φλ)
E( fλ),(1Yλ )
By Lemmas 7.8 and 7.9, the level maps (ρλ), (ρ ′λ), and (Φλ) induce isomorphisms in pro -H(Top), and hence (gλ) induces
an isomorphism in pro -H(Top). 
Finally in this section, we prove:
Theorem 7.10. In the pull-back diagram (7.14), the morphism h is a strong pro-ﬁbration.
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the (SHLP)L with respect to all spaces. 
8. Homotopy groups of the base and total systems of strong pro-ﬁbration
Suppose that X = (Xλ, pλλ′ ,Λ) and Y = (Yλ,qλλ′ ,Λ) are ANR objects, and let f : (X, x0) → (Y , y0) be a morphism
represented by a level map ( fλ) : (X, x0) → (Y , y0). Let B = (Bλ,qλλ′ |Bλ′ ,Λ) be a system in AN R consisting of subsets Bλ
of Yλ containing the base points y0λ of Yλ . Then we have the morphism g : (B, y0) → (Y , y0) represented by the level map
(gλ) : (B, y0) → (Y , y0) consisting of the inclusion maps gλ : Bλ ↪→ Yλ . Suppose that f : X → Y is a strong pro-ﬁbration in
AN R, and let A = ( f −1λ (Bλ), pλλ′ | f −1λ′ (Bλ′ ),Λ). Then we have the pull-back diagram in AN R:
A
g ′
f ′
X
f
B g Y
(8.1)
where f ′ and g ′ are the maps represented by the level map ( fλ|Aλ) and the level map (g′λ) consisting of the inclusion
maps g′λ : Aλ ↪→ Xλ , respectively.
The main result of this section is Theorem 8.1. This is a generalization of the results by S. Mardešic´ and R.T. Rushing [9,
Theorem 2] and Q. Haxhibeqiri [6, Theorem 5.7] for ANR-systems. The ﬁbre of a strong pro-ﬁbration is well deﬁned in ANR,
and as a consequence of Theorem 8.1, we have the sequence of a strong pro-ﬁbration.
Theorem 8.1. The morphism f : (X, A, x0) → (Y , B, y0) induces isomorphisms f  : πq(X, A, x0) → πq(Y , B, y0).
Before proving the theorem, we ﬁrst prove the following lemma:
Lemma 8.2. The level map ( fλ) : X → Y has the following properties:
(1) Each λ ∈ Λ admits λ′  λ with the following property: any maps g : In × 0∪ I˙n × I → Xλ′ and H : In × I → Yλ′ such that
fλ′ g = H|In × 0∪ I˙n × I
admit a map G : In × I → Xλ such that
fλG = qλλ′H, G|In × 0∪ I˙n × I = pλλ′ g.
(2) For any ﬁnite dimensional polyhedral pair (Z ,C), each λ ∈ Λ admits λ′  λ with the following property: any maps g : Z × 0 ∪
C × I → Xλ′ and H : Z × I → Yλ′ such that
fλ′ g = H|Z × 0∪ C × I
admit a map G : Z × I → Xλ such that
fλG = qλλ′H, G|Z × 0∪ C × I = pλλ′ g.
(3) If (Z ,C) is a ﬁnite dimensional polyhedral pair such that C is a strong deformation retract of Z , then each λ ∈ Λ admits λ′  λ
with the following property: any maps g : C → Xλ′ and H : Z → Yλ′ such that
H|C = fλ′ g
admit a map G : Z → Xλ such that
fλG = qλλ′H, G|C = pλλ′ g.
Xλ
fλ
Xλ′
pλλ′
fλ′
B
g
⊆
Yλ Yλ′qλλ′ AH
G
where (A, B) = (In × I, In × 0∪ I˙n × I), (Z × I, Z × 0∪ C × I), (Z ,C).
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and that ( fλ) has property (SHLP)L (Lemma 7.1).
For the second part, let (K , L) be a triangulation of the pair (Z ,C). Let W−1 = Z×0∪C× I , and Wq = |K |×0∪|Kq∪ L|× I
for each q  0,. By induction, we obtain a sequence λ = λn  λn−1  · · ·  λ0  λ−1 = λ′ and maps Gq : Wq → Xλq for
q = −1,0, . . . ,n such that
G−1 = g,
Gq|Wq−1 = Gq−1 (0 q n),
fλq Gq = H|Wq (−1 q n),
where n = dim Z . Then G = Gn : Wn = Z × 0 ∪ C × I → Xλ is the desired map. Indeed, using (1), we inductively take
λ = λn  λn−1  · · · λ0  λ−1 = λ′ so that whenever k : Iq × 0∪ I˙q × I → Xλq−1 and K : Iq × I → Yλq−1 are maps such that
K |Iq × 0∪ I˙q × I = fλq−1k,
there is a map K˜ : Iq × I → Xλq such that
K˜ |Iq × 0∪ I˙q × I = pλqλq−1k,
fλq K˜ = qλqλq−1 K . Assuming we have deﬁned maps Gq for q <m n, we deﬁne the map Gm as follows: for each m-simplex
σ ∈ K \ L, deﬁne maps
gσ : |σ | × 0∪ |σ˙ | × I → Xλm−1 : gσ = Gm−1||σ | × 0∪ |σ˙ | × I, and
Hσ : |σ | × I → Yλm−1 : Hσ = H||σ | × I.
Then Hσ ||σ | × 0∪ |σ˙ | × I = fλm−1 gσ . So, there is a map Gσ : |σ | × I → Xλm such that
Gσ ||σ | × 0∪ |σ˙ | × I = pλmλm−1 gσ ,
fλmGσ = qλmλm−1Hσ .
Deﬁne the map Gm : Wm → Xλm by Gm||σ | × I = Gσ .
For the third assertion, let D : Z × I → Z be a strong deformation retract of Z to C , i.e., D0 = 1Z , D1 = ir where r : Z → C
is a retraction and i : C ↪→ Z is the inclusion map. For each λ ∈ Λ, choose λ′  λ as in (2). For any maps g : C → Xλ′ and
H : Z → Yλ′ such that H|C = fλ′ g , deﬁne the map g′ : Z × 1∪ C × I → Xλ′ as the composite
Z × 1∪ C × I D|Z×1∪C×I−−−−−−−→ C g−→ Xλ′
and the map H ′ : Z × I → Yλ′ as the composite
Z × I D−→ Z H−→ Yλ′ .
Then, by (2), we obtain a map G ′ : Z × I → Xλ such that
G ′|Z × 1∪ C × I = pλλ′ g′,
fλG
′ = qλλ′H ′.
Then G = G ′0 : Z → Xλ is the desired map. 
Proof of Theorem 8.1. We will show that each λ ∈ Λ admits λ′  λ and a map Ψ : πq(Yλ′ , Bλ′ , y0λ2 ) → πq(Xλ, Aλ, x0λ)
which makes the following diagram commute:
πq(Xλ, Aλ, x0λ)
( fλ)
πq(Xλ′ , Aλ′ , x0λ′)
(pλλ′ )
( fλ′ )
πq(Yλ, Bλ, y0λ) πq(Yλ′ , Bλ′ , y0λ′)
(qλλ′ )
Ψ (8.2)
Let λ ∈ Λ. Choose a lifting index λ1  λ, and in turn for this λ1, choose a lifting index λ2  λ1. Suppose that
α : (In, I˙n, p0) → (Yλ2 , Bλ2 , y0λ2 ) represents an element of πq(Yλ2 , Bλ2 , y0λ2 ). Since {p0} is a strong deformation retract
of In , by Lemma 8.2(3), there is a map H ′ : In → Xλ1 which makes the following diagram commute:
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fλ1
Xλ2
fλ2
pλ1λ2 {p0}
⊆
Yλ1 Yλ2qλ1λ2 I
n
α
H ′
Since α( I˙n) ⊆ Bλ2 , fλ1H ′1( I˙n) = qλ1λ2α( I˙n) ⊆ Bλ1 , and so H ′( I˙n) ⊆ Aλ1 . We now deﬁne the map ψ(α) : (In, I˙n, p0) →
(Xλ1 , Aλ1 , x0λ) by ψ(α) = pλλ1H ′ . Note that fλψ(α) = qλλ2α. Using the fact that In × {0,1} ∪ {p0} × I is a strong defor-
mation retract of In × I and Lemma 8.2(3), we can show that there is a well-deﬁned homomorphism (function if q = 1)
Ψ : πq(Yλ2 , Bλ2 , y0λ2 ) → πq(Xλ, Aλ, x0λ): Ψ ([α]) = [ψ(α)] which makes diagram (8.2) with λ′ = λ2 commute. 
For any strong pro-ﬁbration f : X → Y in AN R, the ﬁbre F of f is the ANR object which is deﬁned by the following
pull-back diagram (Lemma 7.2):
F X
∗ Y
By Theorem 8.1 and the exactness of the pro-homotopy sequence of the pair (X, F , x0), we have the sequence of strong
pro-ﬁbration
· · · → πq(F , x0) → πq(X, x0) → πq(Y , y0) → πq−1(F , x0) → ·· · ,
which is exact.
9. Applications to homotopy decomposition
In this section, we assume that all spaces have base points and that all maps and homotopies preserve base points. Let
pro -H(Top)∗ denote the pro-homotopy category of pointed spaces and base point preserving maps.
Here are the main results of this section.
Theorem 9.1. Every ANR-tower X admits a sequence of ANR-towers
P1(X)
f 1←− P2(X) f 2←− · · ·←−Pn(X) f n←− · · · (9.1)
and morphisms in : X → Pn(X) (n = 1,2, . . .) in pro -Top∗ with the following properties:
(1) f n are strong pro-ﬁbrations,
(2) πq(Pn(X)) ≈ 0 for q > n,
(3) in induce isomorphisms (in) : πq(X) → πq(Pn(X)) for q n, and
(4) the following diagram commutes in pro -H(Top)∗:
[X]
[i1] [i2] [in]
[P1(X)] [P2(X)][ f 1] · · ·[ f 2] [Pn(X)] · · · · · ·
Theorem 9.2. Every ANR-tower X admits a sequence of ANR objects
P0(X)
f 0←− P1(X) f 1←− · · · Pn(X) f n←− · · ·
with the following properties:
(1) f n are strong pro-ﬁbrations,
(2) πq(Pn(X)) ≈
{
πq(X), q > n,
0, q n
}
for n 1, and
(3) P0(X) is isomorphic to X in pro -H(Top)∗ .
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[4]). So, X [n] is a CW complex satisfying
πq
(
X [n]
)≈
{
πq(X), q n,
0, q < n.
For m n, every map f : X → Y between CW complexes induces a map (unique up to homotopy) fn,m : X [n] → Y [m] which
makes the following diagram commute:
X
f
jnX
Y
jnY
X [n] fn,m Y
[m]
Write f [n] for fn,n . Thus every CW-tower X = (Xi, pi,i+1) induces a CW-tower X [n] = (X [n]i , p[n]i,i+1), and every system map
( f , f i) : X → Y between CW-towers induces a system map ( f , [( f i)n,m]) : [X [n]] → [Y [m]]. So for each CW-tower X there
exists a commutative diagram:
[X]
([ j1i ])
([ j2i ]) ([ jni ])
[X [1]] [X [2]]
([(gi)2,1]) · · ·([(gi)3,2]) [X [n]]([(gi)n,n−1]) · · ·([(gi)n+1,n])
(9.2)
where ([ jni ]) is the level map induced by the inclusion maps jni : Xi ↪→ X [n]i , and ([(gi)n+1,n]) is the level map induced by
the identity maps gi : Xi → Xi . Then
πq
(
X [n]
)≈
{
πq(X), q n,
0, q > n.
Lemma 9.3. Every CW-tower (resp., ANR-tower) X admits an ANR-tower (resp., a CW-tower) X ′ and a level map ([ϕi]) : [X] → [X ′]
consisting of homotopy classes of homotopy equivalences ϕi .
Proof. We can easily prove the lemma, using the fact that every CW complex (resp., ANR) has the homotopy type of an
ANR (resp., a CW complex). 
Proof of Theorem 9.1. By Lemma 9.3 there exist a CW-tower Y and a level map ([ϕi]) : X → Y in pro -H(Top)∗ consisting of
homotopy equivalences. For this CW-tower Y there exist CW-towers Y [n] (n = 1,2, . . .) with the commutative diagram (9.2)
with X and X [n] being replaced by Y and Y [n] , respectively. By Lemma 9.3 and the pointed version of Lemma 6.7, for
each n, there exist an ANR-tower Xn with the bonding maps being Hurewicz ﬁbrations and a level map (ani ) : Y [n] → Xn
consisting of homotopy equivalences. Let bni be the homotopy inverse of a
n
i . Since the bonding maps of Xn are Hurewicz
ﬁbrations, there is a level map (hni ) : Xn+1 → Xn which induces the level map ([ani (gi)n+1,nbn+1i ]) : [Xn+1] → [Xn]. So we
have the following commutative diagram in pro -H(Top)∗:
[Y [n+1]]
([(gi)n+1,n])
([an+1i ]) [Xn+1]
([hni ])
[Y [n]]
([ani ])
[Xn]
Now let hn : Xn+1 → Xn be the morphism represented by (hni ), let P1(X) = X1, and let c1 : X1 → P1(X) be the morphism
induced by the identity maps. Then by Remark 6.2, we inductively obtain ANR-towers Pn(X) (n = 1,2,3, . . .) and the
commutative diagrams in pro -Top∗:
Xn+1
cn+1
hn
Pn+1(X)
f n
Xn c Pn(X)n
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a sequence of ANR-towers (9.1) with properties (1) and (2). Since the bonding maps of Xn are Hurewicz ﬁbrations, by
Lemma 6.8, the morphism dn : [X] → [X [n]] represented by the composite of the level maps
[X] ([ϕi])−−−→ [Y ] ([ j
n
i ])−−−→ [Y [n]] ([ani ])−−−→ [Xn]
is induced by a level map (dni ) : X → Xn . Let in : X → Pn(X) be the composite
X
dn−→ Xn cn−→ Pn(X).
Then sequence (9.1) and the morphisms in have properties (3) and (4). This completes the proof of Theorem 9.1. 
Proof of Theorem 9.2. By Remark 6.5, for each n 1, there is a commutative diagram in AN R:
En
hn
X
gn
in
Pn(X)
where En = Ein , the morphism gn induces an isomorphism in pro -H(Top)∗ , and hn is a strong pro-ﬁbration. Let Fn be the
ﬁbre of hn . Then, by the naturality in Theorem 6.4, there is a map between pull-back diagrams:
Fn
kn
f ′n−1
En
γ n−1hn
Fn−1
kn−1 En−1
hn−1∗ Pn(X)
f n−1
∗ Pn−1(X)
We have the sequence of ANR objects:
E1
k1←− F 1 f
′
1←− F 2 f
′
2←− · · · ←− Fn−1
f ′n−1←− Fn ←− · · · .
Let P0(X) = E1, and using Remark 6.2, we inductively obtain ANR objects Pn(X) (n = 1,2, . . .) which make the following
diagram commute:
P0(X) = E1 F 1k1 F 2
f ′1 · · ·f
′
2 Fn
f ′n−1 · · ·
P1(X)
f 0
P2(X)
f 1 · · ·f 2 Pn(X)f n−1 · · ·
where the vertical maps induce isomorphisms in pro -H(Top)∗ , and f n (n = 0,1, . . .) are strong pro-ﬁbrations. Thus we have
properties (1) and (3). By the exact sequence of the strong pro-ﬁbration En → Pn(X), we have the second property (2). 
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