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4Введение
В данной работе рассматривается задача классификации динамических процессов
по мгновенным наблюдениям. В качестве метода решения используется построение од­
нослойного персептрона.
Если удается обучить персептрон, то, учитывая динамику процессов, через некото­
рое время он может начать делать неправильные выводы о процессах, на которых мы
его обучили. Чтобы скорректировать вывод персептрона, будем корректировать веса,
превратив их в функцию времени. Тогда персептрон будет меняться вместе с процесса­
ми и таким образом корректировать свой вывод с течением времени.
5Глава 1
Постановка задачи
Имеется 𝑁 процессов 𝑥1(𝑡), . . . , 𝑥𝑁(𝑡), каждый из которых принадлежит либо клас­
су 𝐶𝐴, либо классу 𝐶𝐵. Информация о принадлежности к классу неизвестна. Для каж­
дого процесса наблюдается 𝑀 величин:
𝑦1
(︀
𝑥𝑘(𝑡)
)︀
, . . . , 𝑦𝑀
(︀
𝑥𝑘(𝑡)
)︀
, 𝑘 = 1, . . . , 𝐾.
Требуется построить классификатор, который по вектору наблюдений[︁
𝑦1
(︀
𝑥(𝑡0)
)︀
, . . . , 𝑦𝑀
(︀
𝑥(𝑡0)
)︀]︁T
, будет относить процесс 𝑥(𝑡) к его классу.
6Глава 2
Решение
2.1. Метод решения
Построение однослойного персептрона с весами, которые есть функции времени:
𝜔(𝑡) =
[︀
𝜔1(𝑡), . . . , 𝜔𝑀(𝑡)
]︀
.
𝑧 = 𝑓
(︀
𝑦1𝜔1(𝑡) + 𝑦2𝜔2(𝑡) + . . . + 𝑦𝑀𝜔𝑀(𝑡)
)︀
=
⎧⎨⎩≥ 0 ⇒ 𝐶𝐴< 0 ⇒ 𝐶𝐵 ,
𝑦𝑀
...
𝑦2
𝑦1
𝜔𝑀 (𝑡)
...
𝜔2(𝑡)
𝜔1(𝑡)
где 𝑓(𝑙) =
2
1 + 𝑒−𝑙
− 1 — функция активации нейрона(сигмоида).
𝑙
𝑓(𝑙)
1
−1
2.2. Функция ошибки
𝑥1(𝑡), . . . , 𝑥𝑆(𝑡) — обучающая выборка.
𝑄(𝑡) = 𝑄
(︁
𝑧
(︀
𝑥1(𝑡)
)︀
, . . . , 𝑧
(︀
𝑥𝑆(𝑡)
)︀
, 𝑡
)︁
=
1
2
𝑆∑︁
𝑘=1
[︁
𝑧
(︀
𝑥𝑘(𝑡)
)︀− 𝑧*(︀𝑥(·))︀]︁2, (2.1)
где 𝑧
(︀
𝑥(𝑡)
)︀
= 𝑧
(︁
𝑦
(︀
𝑥(𝑡)
)︀
, 𝜔(𝑡)
)︁
= 𝑓
(︁
𝑦1
(︀
𝑥(𝑡)
)︀
𝜔1(𝑡) + . . . + 𝑦𝑀
(︀
𝑥(𝑡)
)︀
𝜔𝑀(𝑡)
)︁
,
𝑧*
(︀
𝑥(·))︀ =
⎧⎨⎩ 1, 𝑥(·) ∈ 𝐶𝐴−1, 𝑥(·) ∈ 𝐶𝐵 .
𝜔(𝑡) ищется в аффинном виде: 𝜔(𝑡) = 𝜔𝐵𝑃 + 𝜔𝑆𝐺𝑡, где 𝜔𝐵𝑃 — весовая функция,
найденная по методу Backpropogation, а 𝜔𝑆𝐺 — весовой коэффициент, найденный по
методу скоростного градиента исходя из ограничений ?˙?(0) = ?˙?max, где ?˙?max — наперёд
7заданная константа. В этом случае сделаем предположение, что с такой временной
поправкой целевая функция 𝑄(𝑡) будет дольше находиться в желаемой зоне, чем если
бы этой поправки не было.
2.2.1. Весовая функция
𝜔𝐵𝑃 =
[︀
𝜔𝐵𝑃1 , . . . , 𝜔
𝐵𝑃
𝑀
]︀
, 𝐿(𝑥) =
𝑀∑︁
𝑗=1
𝑦𝑗(𝑥)𝜔
𝐵𝑃
𝑗 . (2.2)
Поиск весовых функций производится в направлении антиградиента с шагом:
∆𝜔𝐵𝑃𝑗 = −𝜆
𝜕𝑄(𝑡)
𝜕𝜔𝐵𝑃𝑗
, 0 < 𝜆 < 1, 𝑗 = 1, . . . ,𝑀. (2.3)
Воспользуемся правилом дифференцирования сложных функций. Функция ошибки за­
висит в первую очередь от выходных сигналов персептрона:
𝜕𝑄(𝑡)
𝜕𝜔𝐵𝑃𝑗
=
𝑆∑︁
𝑘=1
𝜕𝑄(𝑡)
𝜕𝑧
(︀
𝑥𝑘(𝑡)
)︀ · 𝜕𝑧(︀𝑥𝑘(𝑡))︀
𝜕𝜔𝐵𝑃𝑗
=
𝑆∑︁
𝑘=1
(︁
𝑧
(︀
𝑥𝑘(𝑡)
)︀− 𝑧*(︀𝑥𝑘(·))︀)︁𝜕𝑧(︀𝑥𝑘(𝑡))︀
𝜕𝜔𝐵𝑃𝑗
. (2.4)
В свою очередь, 𝜔𝐵𝑃𝑗 влияет на выход сети только как часть суммы 𝐿(𝑥), следовательно
𝜕𝑧
(︀
𝑥𝑘(𝑡)
)︀
𝜕𝜔𝐵𝑃𝑗
=
𝜕𝑧
(︁
𝑦
(︀
𝑥𝑘(𝑡)
)︀
, 𝜔(𝑡)
)︁
𝜕𝜔𝐵𝑃𝑗
=
(︂
𝜕𝑓(𝑠)
𝜕𝑠
)︂⃒⃒⃒⃒
𝑙=𝐿(𝑥𝑘)
𝜕𝐿(𝑥𝑘)
𝜕𝜔𝐵𝑃𝑗
=
= 𝑓
(︀
𝐿(𝑥𝑘)
)︀(︁
1− 𝑓(︀𝐿(𝑥𝑘))︀)︁𝑦𝑗(𝑥𝑘) = 𝑦𝑗(𝑥𝑘) 2𝑒−𝐿(𝑥𝑘)
(1 + 𝑒−𝐿(𝑥𝑘))2
. (2.5)
Подставим полученный результат и найдем ∆𝜔𝐵𝑃𝑗 :
𝜕𝑄(𝑡)
𝜕𝜔𝐵𝑃𝑗
=
𝑆∑︁
𝑘=1
(︁
𝑧
(︀
𝑥𝑘(𝑡)
)︀− 𝑧*(︀𝑥𝑘(·))︀)︁𝑦𝑗(𝑥𝑘) 2𝑒−𝐿(𝑥𝑘)
(1 + 𝑒−𝐿(𝑥𝑘))2
, (2.6)
∆𝜔𝐵𝑃𝑗 = −𝜆
𝑆∑︁
𝑘=1
(︁
𝑧
(︀
𝑥𝑘(𝑡)
)︀− 𝑧*(︀𝑥𝑘(·))︀)︁𝑦𝑗(𝑥𝑘) 2𝑒−𝐿(𝑥𝑘)
(1 + 𝑒−𝐿(𝑥𝑘))2
0 < 𝜆 < 1, 𝑗 = 1, . . . ,𝑀
. (2.7)
Организуем итерационную процедуру поиска весовых функций с шагом ∆𝜔𝐵𝑃𝑗 и найдем
𝜔𝐵𝑃 , минимизирующий 𝑄(𝑡). Считаем, что поиск осуществляется мгновенно и 𝑄(0) = 0.
82.2.2. Весовой коэффициент
Напишем формулу производной функции ошибки:
?˙?(𝑡) =
𝑑𝑄(𝑡)
𝑑𝑡
=
𝑆∑︁
𝑘=1
𝜕𝑄(𝑡)
𝜕𝑧
· 𝑑𝑧
(︀
𝑥𝑘(𝑡)
)︀
𝑑𝑡
=
𝑆∑︁
𝑘=1
(︁
𝑧
(︀
𝑥𝑘(𝑡)
)︀− 𝑧*(︀𝑥𝑘(·))︀)︁·
·
𝑀∑︁
𝑗=1
⎛⎝𝜕𝑧
(︁
𝑦
(︀
𝑥𝑘(𝑡)
)︀
, 𝜔(𝑡)
)︁
𝜕𝑦𝑗
· 𝑑𝑦𝑗
(︀
𝑥𝑘(𝑡)
)︀
𝑑𝑡
+
𝜕𝑧
(︁
𝑦
(︀
𝑥𝑘(𝑡)
)︀
, 𝜔(𝑡)
)︁
𝜕𝜔𝑗
· 𝑑𝜔𝑗(𝑡)
𝑑𝑡
⎞⎠ =
=
𝑆∑︁
𝑘=1
(︁
𝑧
(︀
𝑥𝑘(𝑡)
)︀− 𝑧*(︀𝑥𝑘(·))︀)︁ 2𝑒−𝐿(𝑥𝑘(𝑡))
(1 + 𝑒−𝐿(𝑥𝑘(𝑡)))2
𝑀∑︁
𝑗=1
(︀
𝜔𝑗(𝑡)?˙?𝑗
(︀
𝑥𝑘(𝑡)
)︀
+𝑦𝑗
(︀
𝑥𝑘(𝑡)
)︀
?˙?𝑗(𝑡)
)︀
. (2.8)
𝜔(𝑡) = 𝜔𝐵𝑃 + 𝜔𝑆𝐺𝑡 =⇒
⎧⎨⎩ ?˙?(𝑡) = 𝜔
𝑆𝐺 =⇒ ?˙?𝑗(𝑡) = 𝜔𝑆𝐺𝑗
𝜔(0) = 𝜔𝐵𝑃 =⇒ 𝑄(0) = 0
.
?˙?(𝑡) =
𝑆∑︁
𝑘=1
(︁
𝑧
(︀
𝑥𝑘(𝑡)
)︀− 𝑧*(︀𝑥𝑘(·))︀)︁ 2𝑒−𝐿(𝑥𝑘(𝑡))
(1 + 𝑒−𝐿(𝑥𝑘(𝑡)))2
𝑀∑︁
𝑗=1
(︀
𝜔𝑗(𝑡)?˙?𝑗
(︀
𝑥𝑘(𝑡)
)︀
+𝑦𝑗
(︀
𝑥𝑘(𝑡)
)︀
𝜔𝑆𝐺𝑗
)︀
.
(2.9)
Необходимо найти весовой коэффициент 𝜔𝑆𝐺 =
[︀
𝜔𝑆𝐺1 , . . . , 𝜔
𝑆𝐺
𝑀
]︀
, решающий задачу ми­
нимизации функционала
𝐽
(︀
?˙?(0)
)︀
=
1
2
(︁
?˙? (0)− ?˙?max
)︁2
, где
?˙?(0) =
𝑆∑︁
𝑘=1
(︁
𝑧(𝑥𝑘)− 𝑧*
(︀
𝑥𝑘(·)
)︀)︁ 2𝑒−𝐿(𝑥𝑘)
(1 + 𝑒−𝐿(𝑥𝑘))2
𝑀∑︁
𝑗=1
(︀
𝜔𝐵𝑃𝑗 ?˙?𝑗(𝑥𝑘) + 𝑦𝑗(𝑥𝑘)𝜔
𝑆𝐺
𝑗
)︀
, 𝑥𝑘(0) = 𝑥𝑘.
(2.10)
Поиск осуществляется в направлении антиградиента с шагом:
∆𝜔𝑆𝐺𝑖 = −𝛾
𝜕𝐽
(︀
?˙?(0)
)︀
𝜕𝜔𝑆𝐺𝑖
= −𝛾 𝜕𝐽
(︀
?˙? (0)
)︀
𝜕
(︀
?˙? (0)
)︀ · 𝜕?˙? (0)
𝜕𝜔𝑆𝐺𝑖
= −𝛾(︀?˙? (0)− ?˙?max)︀𝜕?˙? (0)
𝜕𝜔𝑆𝐺𝑖
0 < 𝛾 < 1, 𝑖 = 1, . . . ,𝑀
. (2.11)
𝜕?˙? (0)
𝜕𝜔𝑆𝐺𝑖
=
𝑆∑︁
𝑘=1
[︁𝜕𝑧(︀𝑥𝑘)︀
𝜕𝜔𝑆𝐺𝑖
· 2𝑒
−𝐿(𝑥𝑘)
(1 + 𝑒−𝐿(𝑥𝑘))2
𝑀∑︁
𝑗=1
(︀
𝜔𝐵𝑃𝑗 ?˙?𝑗(𝑥𝑘) + 𝑦𝑗(𝑥𝑘)𝜔
𝑆𝐺
𝑗
)︀
+
+
(︁
𝑧(𝑥𝑘)− 𝑧*
(︀
𝑥𝑘(·)
)︀)︁ 2𝑒−𝐿(𝑥𝑘)
(1 + 𝑒−𝐿(𝑥𝑘))2
𝑦𝑖(𝑥𝑘)
]︁
(2.12)
𝜕𝑧
(︀
𝑥𝑘
)︀
𝜕𝜔𝑆𝐺𝑖
=
(︂
𝜕𝑓(𝑙)
𝜕𝑙
)︂⃒⃒⃒⃒
𝑙=𝐿(𝑥𝑘)
𝑦𝑖(𝑥𝑘) · 0 = 0, =⇒
𝜕?˙? (0)
𝜕𝜔𝑆𝐺𝑖
=
𝑆∑︁
𝑘=1
(︁
𝑧(𝑥𝑘)− 𝑧*
(︀
𝑥𝑘(·)
)︀)︁ 2𝑒−𝐿(𝑥𝑘)
(1 + 𝑒−𝐿(𝑥𝑘))2
𝑦𝑖(𝑥𝑘).
(2.13)
9∆𝜔𝑆𝐺𝑖 = −𝛾
(︀
?˙? (0)− ?˙?max
)︀ 𝑆∑︁
𝑘=1
(︁
𝑧(𝑥𝑘)− 𝑧*
(︀
𝑥𝑘(·)
)︀)︁ 2𝑒−𝐿(𝑥𝑘)
(1 + 𝑒−𝐿(𝑥𝑘))2
𝑦𝑖(𝑥𝑘) =
= −𝛾
[︃
𝑆∑︁
𝑝=1
(︁
𝑧(𝑥𝑝)− 𝑧*
(︀
𝑥𝑝(·)
)︀)︁ 2𝑒−𝐿(𝑥𝑝)
(1 + 𝑒−𝐿(𝑥𝑝))2
𝑀∑︁
𝑗=1
(︀
𝜔𝐵𝑃𝑗 ?˙?𝑗(𝑥𝑝) + 𝑦𝑗(𝑥𝑝)𝜔
𝑆𝐺
𝑗
)︀− ?˙?max]︃ ·
·
𝑆∑︁
𝑘=1
(︁
𝑧(𝑥𝑘)− 𝑧*
(︀
𝑥𝑘(·)
)︀)︁ 2𝑒−𝐿(𝑥𝑘)
(1 + 𝑒−𝐿(𝑥𝑘))2
𝑦𝑖(𝑥𝑘), 𝑖 = 1, . . . ,𝑀. (2.14)
Как и для поиска 𝜔𝐵𝑃 организуем итерационную процедуру поиска весовых коэффи­
циентов с шагом ∆𝜔𝑆𝐺𝑗 и найдем 𝜔𝑆𝐺, минимизирующий 𝐽
(︀
?˙?(0)
)︀
. Считаем, что поиск
весовых коэффициентов осуществляется мгновенно.
2.2.3. Оценка функции ошибки
Разложим функционал ошибки в ряд Тейлора с остаточным членом в форме Лагран­
жа:
𝑄(𝜏) = 𝑄(0) + 𝜏?˙?(0) +
𝜏 2
2
?¨?(Θ𝜏), 0 ≤ Θ ≤ 1, (2.15)
𝑄(𝜏) = 𝜏?˙?(0) +
𝜏 2
2
?¨?(Θ𝜏), 0 ≤ Θ ≤ 1. (2.16)
Воспользуемся формулой для ?˙?(𝑡) и напишем как будет выглядеть ?¨?(𝑡):
?¨?(𝑡) =
𝑆∑︁
𝑘=1
𝜕?˙?(𝑡)
𝜕𝑧
· 𝑑𝑧
(︀
𝑥𝑘(𝑡)
)︀
𝑑𝑡
+
𝑆∑︁
𝑘=1
𝑀∑︁
𝑗=1
(︁𝜕?˙?(𝑡)
𝜕𝑦𝑗
· 𝑑𝑦𝑗
(︀
𝑥𝑘(𝑡)
)︀
𝑑𝑡
+
𝜕?˙?(𝑡)
𝜕𝜔𝑗
· 𝑑𝜔𝑗(𝑡)
𝑑𝑡
)︁
, (2.17)
2𝑒−𝐿(𝑥𝑘)
(1 + 𝑒−𝐿(𝑥𝑘))2
= 𝑧
(︀
𝑥𝑘(𝑡)
)︀(︁
1− 𝑧(︀𝑥𝑘(𝑡))︀)︁, (2.18)
(︃
𝜕?˙?(𝑡)
𝜕𝑧
)︃⃒⃒⃒⃒
⃒
𝑧=𝑧(𝑥𝑘(𝑡))
=
[︁
− 3𝑧(︀𝑥𝑘(𝑡))︀2 + 2𝑧(︀𝑥𝑘(𝑡))︀(︁𝑧*(︀𝑥𝑘(·))︀+ 1)︁− 𝑧*(︀𝑥𝑘(·))︀]︁·
·
𝑀∑︁
𝑗=1
(︀
𝜔𝑗(𝑡)?˙?𝑗
(︀
𝑥𝑘(𝑡)
)︀
+ 𝑦𝑗
(︀
𝑥𝑘(𝑡)
)︀
𝜔𝑆𝐺𝑗
)︀
, (2.19)
𝑑𝑧
(︀
𝑥𝑘(𝑡)
)︀
𝑑𝑡
= 𝑧
(︀
𝑥𝑘(𝑡)
)︀(︁
1− 𝑧(︀𝑥𝑘(𝑡))︀)︁ 𝑀∑︁
𝑗=1
(︀
𝜔𝑗(𝑡)?˙?𝑗
(︀
𝑥𝑘(𝑡)
)︀
+ 𝑦𝑗
(︀
𝑥𝑘(𝑡)
)︀
𝜔𝑆𝐺𝑗
)︀
, (2.20)
𝑆∑︁
𝑘=1
𝑀∑︁
𝑗=1
(︁𝜕?˙?(𝑡)
𝜕𝑦𝑗
· 𝑑𝑦𝑗
(︀
𝑥𝑘(𝑡)
)︀
𝑑𝑡
+
𝜕?˙?(𝑡)
𝜕𝜔𝑗
· 𝑑𝜔𝑗(𝑡)
𝑑𝑡
)︁
=
= 2
𝑆∑︁
𝑘=1
(︁
𝑧
(︀
𝑥𝑘(𝑡)
)︀− 𝑧*(︀𝑥𝑘(·))︀)︁ 2𝑒−𝐿(𝑥𝑘(𝑡))
(1 + 𝑒−𝐿(𝑥𝑘(𝑡)))2
𝑀∑︁
𝑗=1
?˙?𝑗
(︀
𝑥𝑘(𝑡)
)︀
𝜔𝑆𝐺𝑗 . (2.21)
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Подставим полученные результаты и найдем ?¨?(𝑡):
?¨?(𝑡) =
𝑆∑︁
𝑘=1
[︁
3𝑧
(︀
𝑥𝑘(𝑡)
)︀4 − (︁2𝑧*(︀𝑥𝑘(·))︀+ 5)︁𝑧(︀𝑥𝑘(𝑡))︀3 + (︁𝑧*(︀𝑥𝑘(·))︀+ 2)︁𝑧(︀𝑥𝑘(𝑡))︀2−
− 𝑧*(︀𝑥𝑘(·))︀𝑧(︀𝑥𝑘(𝑡))︀]︁(︃ 𝑀∑︁
𝑗=1
(︀
𝜔𝑗(𝑡)?˙?𝑗
(︀
𝑥𝑘(𝑡)
)︀
+ 𝑦𝑗
(︀
𝑥𝑘(𝑡)
)︀
𝜔𝑆𝐺𝑗
)︀)︃2
+
+ 2
𝑆∑︁
𝑘=1
(︁
𝑧
(︀
𝑥𝑘(𝑡)
)︀− 𝑧*(︀𝑥𝑘(·))︀)︁ 2𝑒−𝐿(𝑥𝑘(𝑡))
(1 + 𝑒−𝐿(𝑥𝑘(𝑡)))2
𝑀∑︁
𝑗=1
?˙?𝑗
(︀
𝑥𝑘(𝑡)
)︀
𝜔𝑆𝐺𝑗 . (2.22)
Заметим, что
[︁
3𝑧
(︀
𝑥𝑘(𝑡)
)︀4 − (︁2𝑧*(︀𝑥𝑘(·))︀+ 5)︁𝑧(︀𝑥𝑘(𝑡))︀3+
+
(︁
𝑧*
(︀
𝑥𝑘(·)
)︀
+ 2
)︁
𝑧
(︀
𝑥𝑘(𝑡)
)︀2 − 𝑧*(︀𝑥𝑘(·))︀𝑧(︀𝑥𝑘(𝑡))︀]︁ ≤ 14, (2.23)
(︁
𝑧
(︀
𝑥𝑘(𝑡)
)︀− 𝑧*(︀𝑥𝑘(·))︀)︁ 2𝑒−𝐿(𝑥𝑘(𝑡))
(1 + 𝑒−𝐿(𝑥𝑘(𝑡)))2
≤ 4, (2.24)
при −1 < 𝑧(︀𝑥𝑘(𝑡))︀ < 1, 𝑧*(︀𝑥𝑘(·))︀ = {0, 1}. Пусть 𝜔𝑆𝐺𝑗 > 0, 𝑗 = 1, . . . ,𝑀 . Тогда
?¨?(𝑡) ≤ 14
𝑆∑︁
𝑘=1
(︃
𝑀∑︁
𝑗=1
(︀
𝜔𝑗(𝑡)?˙?𝑗
(︀
𝑥𝑘(𝑡)
)︀
+ 𝑦𝑗
(︀
𝑥𝑘(𝑡)
)︀
𝜔𝑆𝐺𝑗
)︀)︃2
+ 8
𝑆∑︁
𝑘=1
𝑀∑︁
𝑗=1
?˙?𝑗
(︀
𝑥𝑘(𝑡)
)︀
𝜔𝑆𝐺𝑗 . (2.25)
Подставим оценку ?¨?(𝑡) в разложение в ряд Тейлора и получим оценку 𝑄(𝜏).
𝑄(𝜏) ≤ 𝜏?˙?max + 𝜏 2
𝑆∑︁
𝑘=1
[︃
7
(︃
𝑀∑︁
𝑗=1
(︀
𝜔𝑗(Θ𝜏)?˙?𝑗
(︀
𝑥𝑘(Θ𝜏)
)︀
+ 𝑦𝑗
(︀
𝑥𝑘(Θ𝜏)
)︀
𝜔𝑆𝐺𝑗
)︀)︃2
+
+ 4
𝑀∑︁
𝑗=1
?˙?𝑗
(︀
𝑥𝑘(Θ𝜏)
)︀
𝜔𝑆𝐺𝑗
]︃
, ∀ Θ ∈ [0; 1]. (2.26)
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Заключение
Результатом данной работы является алгоритм построения однослойного персеп­
трона, решающего задачу классификации динамических процессов по мгновенным на­
блюдениям. Найдена оценка функции ошибки. Из полученной оценки можно сделать
предположение, что целевая функция 𝑄(𝑡) с временной поправкой на веса 𝜔𝑆𝐺𝑗 𝑡 будет
дольше находиться в желаемой зоне, чем без этой поправки.
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