We prove that a class of fully coupled forward-backward systems in infinite dimensions has a local unique solution. After studying the regularity property of the solution, we prove that for a peculiar class of systems arising in the theory of stochastic optimal control, the solution exists in arbitrary large time interval. Finally, we investigate the connection between the solution to the systems and a stochastic optimal control problem.
Introduction
The object of our study will be the following system: It is very well known that already in the finite-dimensional case, the solvability of fully coupled systems, that is the case of systems (1.1), is particularly delicate. Indeed, see [1] and again [2] , there are examples, when G is not invertible, in which there is no hope to 2 Journal of Applied Mathematics and Stochastic Analysis get a solution in an arbitrarily large time interval. By the way, this class of systems has been widely studied (in the finite-dimensional case) in [3] [4] [5] ; see also [2] for a systematic review on the subject and its applications to mathematical finance and stochastic control.
Coming back to our infinite-dimensional framework, we first recall that forward equations have been widely studied; see the books [6, 7] and the bibliography therein.
More recently, also backward stochastic equation, in infinite dimension of the form
where B is a linear unbounded operator, have been studied by several authors; see [8] [9] [10] [11] [12] . In particular, we will exploit some techniques described in [10] where existence and uniqueness results for (1.2) are obtained. Equations of this kind arise in the theory of nonlinear filtering, stochastic control, (see [13] ) and in mathematical finance, (see [14, 15] ). The first part of the present paper is devoted to prove existence and uniqueness-for . In proving such a result, we have separated the case when B is dissipative from the case when B is any generator of a C 0 -semigroup since different regularity results for the solution can be proved. In the case when B is dissipative, also the regular dependence on the initial state is studied. The main tool is a fixed-point technique performed in a suitable space of stochastic processes. To the author's knowledge, this is a first attempt to solve a fully coupled system in the infinitedimensional framework, allowing the unbounded operators to appear in both equations of the system. In Section 4.4, we provide an example in which our theory applies.
Although our main motivation is the novelty of the mathematical problem, we also give an example of an application to optimal control theory where the forward equation takes value in a Hilbert space H while the backward equation is one-dimensional. Note that even this simpler case was not covered by the existing literature.
We consider an infinite-dimensional stochastic control state equation of the form
where r : [0,T] × H × U → Ξ, with U a real separable Hilbert space. The cost functional to be minimized is
where l : [0,T] × H × U → R, over all admissible controls that will be processes {u τ ,τ ∈ [0,T]} taking values in U. In [16] , authors solve the optimal control problem in its weak formulation, that is, when the probability space and the noise process are allowed to change.
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The cylindrical Wiener process. We fix a probability basis (Ω,Ᏺ,P 
We denote by Ᏺ t its natural filtration augmented with the set ᏺ of P-null sets of Ᏺ. As it is well known, the filtration Ᏺ t satisfies the usual conditions. By E Ᏺt , or by E(· | F t ), we denote the conditional expectation with respect to Ᏺ t . Finally, by ᏼ we denote the predictable σ-field on Ω × [0,T].
Some classes of stochastic processes. Let S be any separable Hilbert space, with scalar product (·,·) S and let Ꮾ(S) be its Borel σ-field. The following classes of processes will be used in this work.
(
, given by all equivalence classes admitting a predictable version. This space is endowed with the natural norm
, denotes the space of equivalence classes of processes Y , admitting a predictable version such that the norm
) is continuous and Y has a predictable modification, endowed with the norm 
for every σ ∈ [0,T], for every x,x 1 ,x 2 ∈ H, y, y 1 , y 2 ∈ K, and z, 
for every x 1 ,x 2 ∈ H.
Remark 2.2. Note that from Hypothesis 2.1(v), it follows that there exists a constant C > 0 such that
Next we provide the definition of a mild solution for the system. 
;L 2 (Ξ,K)) such that the following holds:
(2.11)
We will prove the following result. 
Let us assume the following.
Then the following regularity result holds. 
Preliminary results
In this section, we provide some auxiliary results on backward stochastic equations that we will need in the proof of Theorem 2.6 and in the proof of the regular dependence with respect to the initial datum. Given
We introduce a weaker notion of solution, in analogy to the case of forward equations; see [6, Chapter 6] .
Since we are dealing only with the backward equation, we can ask the mild solution to be more regular; see also [25, Remark 4.7] .
Definition 3.2. A mild solution to (3.1) is a couple of processes (Y ,Z) that belongs to L
The following result holds. We are interested in proving the following regularity result.
Assume Hypotheses 2.1(ii) and 2.5 hold, then the mild solution of problem (3.1), for every t ∈ [0,T], has the following regularity:
Moreover, the following estimates hold:
where C is a constant that depends on p, M B , and T.
Proof. We will separate the proof into two parts and we will consider only the case when t = 0, the procedure being identical for all t ∈ [0,T].
Step
Here C p depends only on p. Notice that in this step we do not need Hypothesis 2.5 that instead plays a fundamental role in estimating the process Z.
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Step 2. Estimate for Z. We introduce the bounded operators J n= n(nI − B) −1 for every n ∈ N * . It is very well known, see for instance [6 
(iii) for every n and every s ∈ [0,T], e sB J n x = J n e sB x, for all x ∈ K. Let us multiply each term in (3.1) by J n and set Y n = J n Y , f n = J n f , η n = J n η, and Z n = J n Z. One has that the following equation is verified by (Y n ,Z n ) for every τ ∈ [0,T]:
That is, (Y n ,Z n ) is the unique mild solution to
Moreover, by the previous lemma we know that (Y n ,Z n ) is the unique weak solution of problem (3.8) and since Y n ∈ D(B), we have that for every ξ ∈ D(B * ),
Therefore extending by density (3.9) to all ξ ∈ K, we obtain that (Y n ,Z n ) is a strong solution.
Now we are in the position to apply the Itô formula to |Y n | 2 K . We introduce the following sequence of stopping times:
For fixed m and n, we have
Therefore, since B is dissipative, one has for some constant c p depending only on p that
As a consequence of BDG inequality, for some constant κ p depending on p, one has
(3.14)
Therefore, one gets that there exists a constant C p depending on p, such that
Thus Fatou's lemma and property (ii) of J n imply that letting m tend to infinity,
Since lim n→+∞ Z n s (ω) = Z s (ω) P-a.s. for a.e. s ∈ [0,T], again by Fatou's lemma we have that letting n tend to infinity,
(3.17)
Combining this last inequality with (3.6), we conclude the proof of the proposition. Similar estimates in the finite-dimensional case, holding also for p ∈ (1,2) and more general f , can be found in [26, Lemma 3.1] . Now let us consider the following generalization to (3.3):
The definition of mild solution of (3.18) is the obvious extension of Definition 3.2. We can prove the following.
Proposition 3.5. Besides Hypotheses 2.1(ii) and 2.5, assume that for some constant L > 0 such that
for every s ∈ [0,T], y, y 1 ∈ K, and z,z 1 ∈ L 2 (Ξ,K), and that 
where C is a constant the depends on p, M B , and T.
Proof. Take t = 0 being the procedure identical for any t. We set 
that exists by Proposition 3.4. We will prove that Γ is a contraction in ᐅ for sufficiently small δ. Let us denote (V 1 ,W 1 ) = Γ(V ,W). By Proposition 3.4 and from the hypothesis on f , we have that 
In the second interval [δ,2δ], the solution (Y ,Z) is again the fixed point of a contraction map, thus
where C is a constant depending on known parameters. Iterating this procedure in a finite number of intervals until we cover the whole interval [0, T], we get estimate (3.21) and we conclude the proof.
Proofs of theorems
We will prove first Theorem 2.6 and then Theorem 2.4.
Proof of Theorem 2.6. We set
for an arbitrary p > 2/(1 − 2γ), where γ was introduced in Hypothesis 2.1(iv). For simplicity, we take t = 0, the procedure being identical for all t ∈ [0,T]. We define the map
For ξ ∈ L p (Ω,Ᏺ t ,P;H) fixed, we define the process {X τ : τ ∈ [0,T]} that depends on Y and Z as the solution to 
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By standard estimates, we obtain that
Using now the factorization method, see [6, Chapter 5] 
(4.6) Giuseppina Guatteri 13 We can assume that T ≤ 1, therefore by combining these estimates we have that there
Now we consider the backward equation. We recall that, see [10] for instance, the following relation holds:
Thus we deduce that there exists a constant 
(4.10)
Therefore estimate (3.5) with 
The uniqueness in this bigger class of processes is a consequence of the next theorem, therefore we will chose T 1 ≤ T 0 , where T 0 is given in Theorem 2.4. This concludes the proof.
Proof of Theorem 2.4.
The proof of this theorem follows the same procedure of the previous one. We set
One has to prove that the map Γ, considered now as a map from T t into itself, is a contraction for a sufficiently small T, that again depends only on L, M A , and M B . For simplicity, we start from t = 0.
We obtain by standard estimates that
Now thanks again to (4.8), we have that
14)
It remains to treat the term
Since we have to deal with the convolution term, we follow the technique introduced by Hu and Peng in [10] that is based on the martingale representation theorem. We have the following representation for the processes Z and W: Giuseppina Guatteri 15 where
;K) are related to Φ and Ψ, respectively, as follows: One can deduce the following estimates:
L2(Ξ,K) ds
We have finally obtained
(4.18)
By the three inequalities (4.13), (4.14), and (4.18) there exists a positive number T 0 that depends on L, M A , and M B , such that the map Γ is a contraction in T 0 for every T ≤ T 0 , and this concludes the proof of the theorem.
Regular dependence on the parameters.
In this paragraph, we study the differentiability of the solution to the forward-backward system with respect to the initial state. More precisely, we will prove that under appropriate assumptions, the solution is Gâteaux differentiable with respect to x. We introduce the following class of functions. Definition 4.1. We say that a mapping F : X → V belongs to the class Ᏻ 1 (X;V ) if it is continuous, Gâteaux differentiable on X, and ∇F : X → L(X,V ) is strongly continuous.
We need to generalize this definition to functions depending on several variables. We make further assumptions on the coefficients.
Hypothesis 4.3. We assume that for every
As in [16, paragraph 3 .2], we set
and we consider the system 20) under assumptions 2.1 and 2.5, system (4.20) for every p ≥ 2 has a unique solution
) for a sufficiently small T. Moreover, the restriction to the time interval [t,T] is the unique solution to (1.1) .
From now on, we will denote by (X(τ,t,x),Y (τ,t,x),Z(τ,t,x)), τ ∈ [0,T] the solution to (4.20) . (1) The map (t,x) → (X(·,t,x),Y (·,t,x),Z(·,t,x)) T] ;H)) as follows:
This map is a contraction and we denote by
Finally the map Γ is expressed in terms of Γ 1 and Γ 2 as follows: . In order to carry on with this program we will proceed as follows:
(1) we prove that
3) finally we apply the chain rule, see for instance [16, Lemma 2.1], and we conclude the proof. We will just sketch the proof of each step being very similar to [16, Propositions 3.3 and 4.8] .
(1) First of all we note that Proposition 3.5 applies to (4.26) and from the hypothesis on Ψ, we have that, for fixed η and X, 
