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Motivated by recent studies in ﬁnancial mathematics and other areas, we investigate the
exponential functional Z ¼ R10 eX ðtÞdt of a Le´vy process X ðtÞ; tX0. In particular, we investigate its
tail asymptotics. We show that, depending on the right tail of X ð1Þ, the tail behavior of Z is
exponential, Pareto, or extremely heavy-tailed.
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Let fX ðtÞ; tX0g be a Le´vy process drifting to 1 and let Z be its associated exponential
functional, i.e. Z ¼ R10 eX ðtÞdt. Such random variables appear in several applications, like
mathematical ﬁnance (Z as the present value of a perpetuity [11], Asian options and
COGARCH process [24]), Additive Increase Multiplicative Decrease (AIMD) algorithmssee front matter r 2005 Elsevier B.V. All rights reserved.
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K. Maulik, B. Zwart / Stochastic Processes and their Applications 116 (2006) 156–177 157[12,21], order-picking strategies in carousel systems [26], mathematical physics, and more.
A recent monograph devoted to such exponential functionals is [32].
In this paper, we analyze the behavior of PfZ4xg as x becomes large, complementing
the above-mentioned works, which largely focus on exact expressions for the distribution
of Z. We analyze several classes of Le´vy processes which give rise to qualitatively different
tail behavior of Z, ranging from extremely heavy (of the form ðlog xÞa) to light tails
(expfxpg; pX1).
Several results in this paper are derived using the following identity. Let t be a stopping
time with respect to the ﬁltration generated by X ðtÞ. Then the following distributional
identity (which is easily veriﬁed using the strong Markov property) holds:
Z¼d
Z t
0
eX ðuÞ duþ eX ðtÞZ, (1.1)
with Z on the right-hand side independent of
R t
0 e
X ðuÞ du and eX ðtÞ. Thus we have an
equation of the form R¼d QþMR. Such equations have been studied extensively. A
classical result due to Kesten [22] and Goldie [18] states that, if there exists a solution k40
to the equation EfMkg ¼ 1, then under some further regularity conditions,
PfR4xgCxk. (1.2)
The constant C is usually very hard to obtain, unless k is integer-valued, see [18]. Recently,
Rivero [28] applied these results to the setting of the present paper, in which EfMkg ¼ 1 is
equivalent to the Crame´r condition EfekX ð1Þg ¼ 1. In Section 3, we give an extension of
this result, by providing more explicit expressions for the prefactor C. These expressions
partly rely on new expressions for the fractional moments (i.e. the Mellin transform) of Z,
which are presented in Section 2 and could be of independent interest.
The main results of the paper are those cases in which Crame´r’s condition, and hence the
assumptions in [18,28], are not satisﬁed. In Section 4, we consider the case in which X ð1Þ
does not have exponential moments. This yields a completely different tail behavior for Z:
under the assumption that G¯ðxÞ :¼minf1; R1
x
PfX ð1Þ4ugdug is subexponential, and
m :¼EfX ð1Þg 2 ð0;1Þ, we derive that
P log
Z 1
0
eX ðuÞ du4x
 
P sup
t40
ðX ðtÞÞ4x
 
 1
m
G¯ðxÞ, (1.3)
which is equivalent to
PfZ4xg 1
m
G¯ðlog xÞ.
We again use embedding (1.1) but now we choose a non-trivial stopping time. This choice
is motivated by a recent study of Zachary [33]. Since we could not ﬁnd the second
equivalence in (1.3) in the literature, we present a short proof.
The third case we consider (apart from the Crame´r case and the subexponential case) is
when X ðtÞ is a subordinator. Here we need to distinguish between a number of additional
cases. We assume ﬁrst that X ðtÞ is a compound Poisson process with rate l and non-
negative i.i.d. jumps Bi; iX1. In this case we obtain light-tailed behavior. The following
result is proven in Section 5:
PfZ4xgEfeleB1Zgelx (1.4)
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the distributional identity Z¼d eB1Z þ 1l E1, where E1 is a unit exponential random
variable. Multiplying by l and taking exponents on both sides of this identity gives
elZ ¼d eleB1ZeE1 . Breiman’s [8] theorem (which deals with the product of heavy-tailed
random variables) now suggests the result of Theorem 5.1. We make this reasoning precise
by exploiting the fact that eE1 has a Pareto tail.
Section 6 considers the case in which the condition Ef1=B1go1 does not hold. In this
case, the tail asymptotics are of the form Cxmelx, if PfB1oygmy as y # 0. This result is
obtained with a technique that differs from the rest of the paper: We use explicit
expressions for the moments EfZsg to obtain the behavior of EfesZg around its abscissus of
convergence. We then relate this to the tail behavior of PfZ4xg using Abelian and
Tauberian theorems. Finally, we note that when the compound Poisson assumption is
violated (i.e. the Le´vy measure associated with the subordinator has inﬁnite mass) then the
asymptotics of Z are considerably lighter.
Before we present all these results in Sections 3–6, we introduce some notation and state
some preliminary results in Section 2. In particular, we give some new explicit expressions
for the fractional moments (i.e. the Mellin transform) of Z.
We would like to conclude this introduction by mentioning some related work. More
results on the equation R¼d QþMR leading to light-tail (exponential and Poissonian)
behavior of R can be found in Goldie and Gru¨bel [19]. Other recent results on this
equation leading to Pareto tails can be found in Konstantinides and Mikosch [25] and
references therein. When B1  1, Eq. (1.4) becomes a special case of a result of Rootze´n
[29]. The result (1.3) we obtain in the subexponential case is related to recent work on the
tail behavior of various subadditive functionals of random walks and Le´vy processes, see
Braverman et al. [7] and Foss et al. [17]. An interesting problem, which is not discussed
here, is the lower tail of Z. This tail is analyzed in [26] in the case that X ðtÞ is a Poisson
process. Finally, we would like to mention recent work of Blanchet and Glynn [6] who
consider various asymptotic estimates for the distribution of Z, under an asymptotic
regime which lets the drift of X ðtÞ become small.2. Finiteness and moments
In this section we develop some preliminary results. In particular, we give a criterion for
a.s. boundedness of Z, and extend expressions for various integer and non-integer
moments of Z. We ﬁrst introduce some notation. Let X ðtÞ; tX0, be a Le´vy process with
Laplace exponent fðsÞ determined by
EfesX ðtÞg ¼ etfðsÞ. (2.1)
Using Ho¨lder’s inequality, it is easily checked that the function fðsÞ is concave. Moreover,
fðsÞ is ﬁnite for sX0 when X ðtÞ has no negative jumps, and for sp0 when X ðtÞ has no
positive jumps.
In several cases it is useful to consider the integrated tail distribution
associated with X ð1Þ, which is given by G¯ðxÞ ¼ minf1; R1
x
PfX ð1Þ4ugdug. We
often use the following inﬁnite product representation of the Gamma function, which is
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Gðsþ 1Þ ¼ egs
Y1
k¼1
e
s
k
k
sþ k . (2.2)
In this expression, g is Euler’s constant.
2.1. Finiteness
The following result, which is not used in the sequel but is included for completeness,
gives a criterion for a.s. boundedness of Z. The result directly follows from Theorem 2 of
[15] and the discussion immediately following the statement of the theorem there, keeping
in mind the fact that the integrator in our case is deterministic. However, we give an
independent proof here.
Proposition 2.1. Zo1 a.s. if and only if X ðtÞ ! 1 a.s.
Proof. As in (1.1), write Z¼d R 10 eX ðsÞdsþ eX ð1ÞZ. According to Theorem 2.1 of Goldie
and Maller [20] (in particular Condition (2.3) of that result), Z is ﬁnite a.s. if
eX ðnÞ
Z nþ1
n
eðX ðuÞX ðnÞÞ du ¼
Z nþ1
n
eX ðuÞ du! 0 a.s.
The condition X ðuÞ ! 1 a.s. is equivalent to the a.s. existence of some ue such that
eX ðuÞoe for u4ue, e40. Thus
R nþ1
n
eX ðuÞdupe if n4ue, implying that X ðtÞ ! 1 a.s. is a
sufﬁcient condition for a.s. ﬁniteness of Z.
To check the necessity of the condition, suppose that X ðtÞ ! 1 a.s. is false. Hence there
exists e40 and a real number A such that
P lim inf
t!1
X ðtÞoA
n o
4e.
Let us deﬁne the stopping times t0 ¼ 0, and tnþ1 ¼ infft4tn þ 1 : X ðtÞoAg. Then, on the
set flim inf t!1X ðtÞoAg, we must have, tno1 for all n. Furthermore, on that set, we
have,
Z ¼
X1
n¼0
Z tnþ1
tn
eX ðtÞ dtXeA
X1
n¼0
Z 1
0
eðX ðtþtnÞX ðtnÞÞ dt.
The sum on the right-hand side has i.i.d. positive summands and hence the right-hand side
is inﬁnite a.s. on flim inf t!1X ðtÞoAg. So,
PfZ ¼ 1gXP Z ¼ 1; lim inf
t!1
X ðtÞoA
n o
XP
X1
n¼0
Z 1
0
eðX ðtþtnÞX ðtnÞÞdt ¼ 1; lim inf
t!1
X ðtÞoA
( )
¼ P lim inf
t!1
X ðtÞoA
n o
4e: &
2.2. Explicit expressions for moments
We now turn to some expressions for moments; these expressions will be useful later on.
The following recursion, valid as long as s40 and fðsÞ40, can be found in, for example,
Proposition 3.1 of Carmona et al. [9].
EfZs1g ¼ fðsÞ
s
EfZsg.
However, they require a further condition of EfZsg to be ﬁnite when 0oso1, which is
unnecessary and restrictive in our discussion. So we give a new proof of the result
removing this condition in the following lemma.
Lemma 2.1. If s40 and fðsÞ40, we have
EfZs1g ¼ fðsÞ
s
EfZsg. (2.3)
The equality is interpreted to mean that both sides can be 1. If we further assume that
m ¼ EfX ð1Þg 2 ð0;1Þ, then EfZsgo1 for all s 2 ½1; 0 and all s40 for which fðsÞ40.
Proof. Deﬁne zðtÞ ¼ R t0 eX ðuÞ du. Then
zðtÞs ¼ s
Z t
0
ðzðtÞ  zðuÞÞs1eX ðuÞ du
¼ s
Z t
0
esX ðuÞ
Z tu
0
eðX ðvþuÞX ðuÞÞ dv
 s1
du.
Note that the two factors in the last integrand are independent and the second factor has
the same distribution as zðt uÞs1 by the strong Markov property. So taking expectations
of both sides we have,
EfzðtÞsg ¼ s
Z t
0
eufðsÞEfzðt uÞs1g du ¼ s
R t
0 e
ufðsÞEfzðuÞs1g du
etfðsÞ
.
Since fðsÞ40, both the numerator and denominator on the right-hand side go to 1, as
t!1. So we use L’Hoˆpital’s rule to take the limit as t!1 and obtain
EfZsg ¼ s lim
t!1
etfðsÞEfzðtÞs1g
fðsÞetfðsÞ ¼
s
fðsÞ EfZ
s1g.
Note that in L’Hoˆpital’s rule, 1 is allowed as possible limit.
If m 2 ð0;1Þ, Proposition 2 of [4] implies that EfZ1g is ﬁnite, and hence EfZsg is ﬁnite
for 1psp0. Using (2.3), we then have EfZsgo1 for all s40 with fðsÞ40. &
Recursion (2.3) above can be solved explicitly for integer values of s, yielding
EfZng ¼ n!Qn
k¼1fðkÞ
. (2.4)
For non-integer values of s, it is much harder to obtain explicit results. In the remaining
part of the present section, we analyze two classes of Le´vy processes for which it is possible
to obtain such expressions. In particular, we focus on subordinators and Le´vy processes
with no positive jumps.
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First we consider the class of subordinators as possible choice of X ðtÞ. In this case, the
Laplace exponent can be written as
fðsÞ ¼ Zþ dsþ
Z 1
0
ð1 estÞnðdtÞ ð2:5Þ
¼ Zþ dsþ s
Z 1
0
estnðt;1Þ dt, ð2:6Þ
with n a measure satisfying
R1
0 minf1; xgnðdxÞo1 (cf. [2, Chapter III]). Then dX0 is the
drift of the subordinator and we allow the killing rate Z to be strictly positive as well.
Proposition 2.2. Suppose that X ðtÞ is a subordinator with Laplace exponent fðsÞ given as in
(2.5). Suppose further that there exists an a 2 ½0; 1 such that the function faðsÞ ¼ fðsÞ=sa is
eventually monotone and converges to a limit ca 2 ð0;1Þ as s!1. Then for any s4 1,
EfZsg ¼ Gðsþ 1Þ1acsa
Y1
k¼1
fðsþ kÞ
fðkÞ
k
k þ s
 a
.
The assumptions of the above proposition seem restrictive, but are satisﬁed in a large
number of cases. Examples are: Any subordinator with positive drift d in which case always fðsÞ=s! d, cf. Theorem
I.2.(ii) in [2]. Monotonicity of the function fðsÞ=s follows easily from (2.6).
 A (possibly terminating) compound Poisson process with rate l and i.i.d. jumps BiX0
with Laplace–Stieltjes transform bðsÞ. In this case fðsÞ ¼ Zþ lð1 bðsÞÞ and the
assumption of the proposition is satisﬁed with a ¼ 0, since fðsÞ is increasing. The case
Z ¼ 0 and Bi  1 has been treated before in [3] and was extended in [21] assuming a
certain lower tail condition on Bi.
 An a-stable subordinator, 0oao1, in which case fðsÞ ¼ sa, and hence
EfZsg ¼ Gðsþ 1Þ1a. Also sums of independent stable subordinators (yielding
fðsÞ ¼ sa þ sb) are admissible. For more about the tail behavior of Z in this case, see
Theorem 6.2.
Proof of Proposition 2.2. Since X is a subordinator, fðsÞ40 for s40 and hence the productQ1
k¼1
faðsþkÞ
faðkÞ is well deﬁned for s4 1. We now show that it is strictly positive and ﬁnite.
For this, let m be such that faðsÞ is monotone for sXm and set Ms ¼
Qm
k¼1
faðsþkÞ
faðkÞ . WriteY1
k¼1
faðsþ kÞ
faðkÞ
¼Ms lim
N!1
YN
k¼mþ1
faðsþ kÞ
faðkÞ
.
Assume now that faðsÞ is increasing for sXm. Let n be the smallest integer larger than s.
Then
QN
k¼mþ1
faðsþkÞ
faðkÞ increases in N and is bounded above byYN
k¼mþ1
faðnþ kÞ
faðkÞ
¼
Yn
l¼1
faðN þ lÞ
faðmþ lÞ
,
canceling the common factors when nþmoN, and the right-hand side converges to a
ﬁnite limit as N !1. The case in which faðsÞ is decreasing for sXm is similar.
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fðsÞ40 for all s40. Moreover Proposition 3.3 of [9] states that Z has some exponential
moments; hence all moments are ﬁnite.
Thus, we are allowed to apply (2.3) and write, for s40,
Gðsþ 1ÞaEfZsg ¼ s
faðsÞ
GðsÞaEfZs1g. (2.7)
Deﬁne now the function, for s40,
cðsÞ :¼GðsÞacs1a EfZs1g
Y1
k¼1
faðkÞ
faðsþ k  1Þ
ð2:8Þ
¼ EfZs1gcs1a egaðs1Þ
Y1
k¼1
e
aðs1Þ
k
fðkÞ
fðsþ k  1Þ ð2:9Þ
using Weierstrass’ representation (2.2) of the Gamma function. According to (2.7), c
satisﬁes
cðsþ 1Þ ¼ Gðsþ 1ÞaEfZsgcsa lim
N!1
YN
k¼1
faðkÞ
faðsþ kÞ
¼ sGðsÞaEfZs1gcsa lim
N!1
YN
k¼1
faðkÞ
faðsþ k  1Þ
lim
N!1
1
faðsþNÞ
¼ sGðsÞaEfZs1gcs1a lim
N!1
YN
k¼1
faðkÞ
faðsþ k  1Þ
¼ scðsÞ
for any s40, and cð1Þ ¼ 1. It sufﬁces to prove that cðsÞ ¼ GðsÞ. Bohr–Mollerup’s theorem
implies that it is sufﬁcient to prove that logðcðsÞÞ is convex. From (2.9) we have that
logcðsÞ ¼ ðs 1Þðlog ca  gaÞ þ log EfZs1g þ
X1
k¼1
a
k
ðs 1Þ þ log fðkÞ
fðsþ k  1Þ
 
.
The ﬁrst term is linear and always convex. As in [21] we can conclude that log EfZs1g is
convex: Since Z has some exponential moments, the second derivative of log EfZs1g exists
and is equal to
EfZs1gEfZs1ðlogZÞ2g  ðEfZs1ðlogZÞgÞ2
EfZs1g2 ,
which is non-negative by Cauchy–Schwarz’s inequality.
Furthermore, note that fðsÞ is concave since from (2.5) its derivative is d þ R10 testnðdtÞ,
which is decreasing. This implies that  logfðsþ k  1Þ is convex for any k and hence each
term in the inﬁnite sum is convex. Since sums of convex functions are convex as well, we
can conclude that logcðsÞ is indeed convex. &
2.2.2. Le´vy processes with no positive jumps
The second case which allows an explicit moment analysis arises when X ðtÞ has no
positive jumps. We exploit a certain identity for the distribution of Z in terms of the
exponential functional of a certain subordinator, which satisﬁes the assumptions of
Proposition 2.2.
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further that m ¼ EfX ð1Þg 2 ð0;1Þ. Define s¯ ¼ supfs : fðsÞ40g. Also assume there exists
a 2 ½0; 1, such that fðsÞ=s1þa is eventually monotone and converges to ca. Then, for all
sos¯, except the non-negative integers,
EfZsg ¼ mcðsþ1Þa egaðsþ1Þ
Y1
k¼1
e
ðsþ1Þa
k
fðkÞ
fðsþ 1 kÞ
k  s 1
k
. (2.10)
The above formula fails for the non-negative integers as 0
0
appears as a factor. However,
in that case, (2.4) gives the required formula.
Proof of Proposition 2.3. Let HðtÞ be the ladder height process associated with X ðtÞ.
Then HðtÞ is a subordinator with Laplace exponent yðsÞ ¼ fðsÞ=ðsÞ. Let ZH be the
exponential functional associated with HðtÞ. Let ﬁnally M ¼ supt40 ðX ðtÞÞ and E1 an
exponentially distributed random variable with mean 1. Note that M is a ﬁnite random
variable since X drifts off to 1. Then the following remarkable identity, due to Bertoin
and Yor [4] holds:
Z=ZH ¼d eM=E1, (2.11)
where the random variables on both sides are independent pairs.
Let s40. Then we have
EfZsg ¼ Efe
sMgGðsþ 1Þ
EfZsHg
¼ mGðsþ 1Þ
yðsÞEfZsHg
,
since EfesMg ¼ m=yðsÞ, cf. Equation (VII.3) and Theorem VII.8 in [2]. So it sufﬁces to
compute EfZsHg only. For this we use Proposition 2.2. Since H is a subordinator with
Laplace exponent yðsÞ ¼ fðsÞ=s, the assumption on f of the current proposition implies
that the assumption of Proposition 2.2 is satisﬁed for y. We then obtain from Proposition
2.2, for s40,
EfZsHg ¼ Gðsþ 1Þ1acsa
Y1
k¼1
yðsþ kÞ
yðkÞ
k
sþ k
 a
.
Consequently, using Weierstrass’ representation (2.2) for the Gamma function, we get for
s40,
EfZsg ¼ m
yðsÞ Gðsþ 1Þ
acsa
Y1
k¼1
yðkÞ
yðsþ kÞ
sþ k
k
 a
¼ mGðsÞacsa
sa
yðsÞ limN!1
YN
k¼1
yðkÞ
yðsþ kÞ
sþ k
k
 a
¼ mGðsÞacsa lim
N!1
ðN þ sÞa
yðN þ sÞ limN!1
YN
k¼1
yðkÞ
yðsþ k  1Þ
sþ k  1
k
 a
¼ mcs1a egaðs1Þ
Y1
k¼1
e
ðs1Þa
k
yðkÞ
yðk þ s 1Þ .
This proves Proposition 2.3 for so0, and it is extended to all sos¯ using the recursion
Lemma 2.1. &
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recall that the Laplace exponent f of a Le´vy process with no positive jumps is of the form
fðsÞ ¼ ds s
2
2
s2 
Z 1
0
ðesx  1 sxÞnðdxÞ 
Z 1
1
ðesx  1ÞnðdxÞ, (2.12)
where n satisﬁes
R1
0 minf1; x2gnðdxÞo1. Now using the assumption m ¼ f0ð0Þ ¼
d  R11 xnðdxÞ 2 ð0;1Þ, we can rewrite (2.12) as
fðsÞ ¼ ms s
2
2
s2 
Z 1
0
ðesx  1 sxÞnðdxÞ
¼ ms s
2
2
s2  s
Z 1
0
ðesx  1Þnðx;1Þ dx.
So the ladder height process H has Laplace exponent of form
yðsÞ ¼ fðsÞs ¼ mþ
s2
2
sþ
Z 1
0
ð1 esxÞnðx;1Þ dx
¼ mþ s
2
2
sþ s
Z 1
0
esx~nðx;1Þdx, ð2:13Þ
where ~nðx;1Þ ¼ R1
x
nðu;1Þdu. Thus, H is a subordinator killed at rate m with drift s2=2 and
Le´vy measure with density nðx;1Þ and we have the following examples: For s41 and x40, we have ð1 esxÞ=sox ^ 1 and hence using the Dominated
Convergence Theorem,
R1
0 s
1ð1 esxÞnðx;1Þ dx! 0 as s!1, see also Proposition
I.2 (i) in Bertoin [2]. Also, yðsÞ=s is monotone decreasing from (2.13). So, when X has a
Brownian component, then we can choose a ¼ 1 and c1 ¼ s22 .
 If the paths of X are of ﬁnite variation (implying that X has no Brownian component),
then we have
R1
0 xnðdxÞ ¼
R1
0 nðx;1Þdxo1. Again, using the Dominated Conver-
gence Theorem and the fact that
R1
0
ðx2 ^ 1ÞnðdxÞo1, we have R1
0
ð1
esxÞnðx;1Þ dx! R1
0
nðx;1Þdx and we can choose a ¼ 0 and c0 ¼ mþ
R1
0
xnðdxÞ ¼ d.
 Finally, we consider a case where X has no Brownian component, but the paths are of
inﬁnite variation. Assume nðx;1Þ ¼ xr with 1oro2. Then ~nðx;1Þ ¼ x1r=ðr 1Þ
and hence, s
R1
0 e
sx ~nðx;1Þ dx ¼ Gð2 rÞsr1=ðr 1Þ. So we can choose a ¼ r 1 and
ca ¼ Gð2 rÞ=ðr 1Þ.
We can also recover the formula for negative moments from (2.10), also obtained by
Bertoin and Yor [4] in Proposition 2:
EfZng ¼ m
Qn1
k¼1ðfðkÞÞ
ðn 1Þ! .
Using Weierstrass’ representation (2.2), we have from (2.10),
EfZng ¼ mcn1a ððn 1Þ!Þa lim
N!1
YN
k¼1
fðkÞ
fððnþ k  1ÞÞ
nþ k  1
k
 1þa
¼ mððn 1Þ!Þa
Yn1
k¼1
ðfðkÞÞ
k1þa
Yn1
k¼1
ca
lim
N!1
fðNkÞ
ðNþkÞ1þa
¼ m
Qn1
k¼1 ðfðkÞÞ
ðn 1Þ! .
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As mentioned in Section 1, tail asymptotics for Z under Crame´r’s condition have been
studied by Rivero [28]. The focus of this section is to obtain more appealing expressions for
the prefactor in the tail asymptotics, which are of Pareto type. We ﬁrst relate the prefactor
to a possibly fractional moment of Z and then, using results from the previous section, give
explicit expressions in terms of fðÞ in the case that X ðtÞ has no negative jumps.
Theorem 3.1. Suppose that the distribution of X ð1Þ is non-arithmetic and suppose there exists
a solution k40 to the equation fðsÞ ¼ 0, such that f0ðkÞ 2 ð1; 0Þ. Also assume that
EfX ð1Þg is positive and finite. Then
PfZ4xg EfZ
k1g
f0ðkÞ x
k.
The form of the prefactor was also given in [28] under the assumption that 0oko1. Our
proof below allows for all values of k.
Proof. For completeness we give the full argument. By Ho¨lder’s inequality, f is concave
and k40 is unique.
As in [28], we apply Theorem 4.1 of [18]. According to that result, it sufﬁces to show that
EfzðeÞkgo1, where zðeÞ ¼ R e
0
eX ðuÞ du.
Since f0ðkÞ is negative and fðkÞ ¼ 0, choose c41 such that fðk=cÞ40. Hence
EfzðeÞkgpekE sup
0pupe
ekX ðuÞ
 
¼ ekE sup
0pupe
e
k
c
X ðuÞ
 c 
pekE sup
0pupe
e
k
c X ðuÞuf kcð Þð Þ
 c 
pek c
c 1
 c
EfekX ðeÞgecefðkcÞ ¼ ek c
c 1
 c
ecefð
k
c
Þo1.
The last inequality holds by virtue of Doob’s Lp inequality, as fekcX ðuÞþufðkcÞg is a
martingale.
Then, using Theorem 4.1 of [18], it easily follows that
PfZ4xgCxk, (3.1)
where
C ¼ EfZ
k  ðZ  zðeÞÞkg
kEfekX ðeÞX ðeÞg ¼
EfZk  ðZ  zðeÞÞkg
kef0ðkÞ
is independent of e.
We now continue by simplifying the constant C. Since z0ðtÞ ¼ eX ðtÞ, we can write
Cf0ðkÞ ¼ 1
ke
EfðZ  zð0ÞÞk  ðZ  zðeÞÞkg
¼ 1
e
E
Z e
0
eX ðuÞðZ  zðuÞÞk1 du
 
¼ 1
e
Z e
0
EfeX ðuÞðZ  zðuÞÞk1g du. ð3:2Þ
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Z  zðuÞ ¼ eX ðuÞ
Z 1
u
eðX ðsÞX ðuÞÞ ds¼: eX ðuÞ Z¯,
where Z¯ is a copy of Z, which is also independent of eX ðuÞ. Since also
EfekX ðuÞg ¼ eufðkÞ ¼ 1, we have from (3.2),
Cf0ðkÞ ¼ 1
e
Z e
0
EfekX ðuÞZ¯k1g du ¼ EfZk1g.
Observe that, using (3.1), Z has ðk 1Þst moment ﬁnite, if kX1. If 0oko1, since X ð1Þ has
ﬁnite and positive mean, we use Proposition 2 of [4] which states that EfZ1g is ﬁnite and
hence Efð1=ZÞ1kg must be ﬁnite, as 0o1 ko1. &
Using the moment formulae from the previous section, the prefactor in the above
theorem can be simpliﬁed further by using Proposition 2.3 to express EfZk1g in terms of
the Laplace exponent f when X ðtÞ has no positive jumps.
Corollary 3.1. Suppose X ðtÞ has no positive jumps with Laplace exponent f. Assume that
there exists a 2 ½0; 1, such that fðsÞ=s1þa is eventually monotone and converges to ca.
Assume furthermore that there exists a solution k40 to the equation fðsÞ ¼ 0 with
f0ðkÞ 2 ð1; 0Þ. Then
PfZ4xgCxk,
with
C ¼ mc
k
a e
gak
f0ðkÞ
Y1
k¼1
e
ka
k
k  k
k
fðkÞ
fðk kÞ ,
if k is not a positive integer, and
C ¼ 1f0ðkÞ
ðk 1Þ!Qk1
k¼1 fðkÞ
otherwise.
4. Subexponential jumps
Throughout this section we set X¯ ðtÞ ¼ X ðtÞ. We assume that EfX¯ ðtÞg ¼ mt; m 2 ð0;1Þ
and that G¯ðxÞ ¼ minf1; R1
x
PfX¯ ð1Þ4ug dug is subexponential. The latter condition is
equivalent to the requirement that minf1; R1
x
n¯ðu;1Þ dug is subexponential, with n¯ the Le´vy
measure of X¯ , cf. [13]. For further background on heavy-tailed distributions we refer to
Embrechts et al. [14].
The main result of this section is the following theorem:
Theorem 4.1. If G¯ðxÞ is subexponential and if EfX¯ ð1Þg ¼ m;m 2 ð0;1Þ, then
P log
Z 1
0
eX¯ ðuÞ du4x
 
P sup
t40
X¯ ðtÞ4x
 
 1
m
G¯ðxÞ (4.1)
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PfZ4xg 1
m
G¯ðlog xÞ.
This theorem is proven in a number of steps. We ﬁrst derive an asymptotic upper bound
for the tail behavior of
logZ ¼ log
Z 1
0
eX¯ ðuÞ du.
Our proof is inspired by a recent study of Zachary [33], who gave a proof of Veraverbeke’s
[30] theorem without the use of Wiener–Hopf factorization identities. Like in [33], we
deﬁne a sequence of stopping times fsn; nX1g as follows. Choose e 2 ð0;mÞ and let A be
some large constant. Let furthermore s0 ¼ 0 and
sn ¼ infft4sn1 : X¯ ðtÞ  X¯ ðsn1ÞX ðm eÞðt sn1Þ þ Ag,
with sn ¼ 1 if sn1 ¼ 1. Deﬁne further N ¼ maxfn : sno1g and let for nX1, Y n have
the same distribution as the conditional distribution of X¯ ðsnÞ  X¯ ðsn1Þ given the event
fsno1g. Finally C ¼ log eAme. We can now present the following important distributional
inequality.
Lemma 4.1.
logZp
d
C þ
XN
i¼1
½C þ Yþi .
Proof. Write, as in (1.1),
Z¼d
Z s1
0
eX¯ ðuÞ duþ eX¯ ðs1ÞZ,
and observe that the ﬁrst term on the right-hand side is less than eA=ðm eÞ: Since eX¯ ðs1Þ ¼
0 if s1 ¼ 1 we obtain the upper bound
Zp
d
eC þ eX¯ ðs1ÞZIðs1o1Þ.
This implies,
logZp
d
C þ ½X¯ ðs1Þþ þ logþ ZIðs1o1Þ
and since the right-hand side is positive, we have
logþZp
d
C þ ½X¯ ðs1Þþ þ logþ ZIðs1o1Þ,
where logþ x ¼ maxð0; log xÞ. Iterating this inequality then yields
logZplogþZpC þ
X1
n¼1
½ðX¯ ðsnÞ  X¯ ðsn1ÞÞþ þ CIðsno1Þ
implying the assertion of the lemma. &
The second step of our analysis is to investigate the tail behavior of Y 1. Deﬁne
q ¼ Pfs1o1g. Note that PfN ¼ ng ¼ qnð1 qÞ, for nX0. Recall that Y 1 depends on e.
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lim sup
x!1
PfY 14xg
G¯ðxÞ p
1
qðm eÞ .
Proof. Write
PfY 14xg ¼
1
q
X1
n¼0
PfX¯ ðs1Þ4x; nos1pnþ 1g
p 1
q
X1
n¼0
P sup
noupnþ1
X¯ ðuÞ4x; X¯ ðnÞo ðm eÞnþ A
 
p 1
q
X1
n¼0
P sup
0oup1
X¯ ðuÞ4xþ ðm eÞn A
 
.
We now invoke the following result which is stated as Lemma 1 in Willekens [31]. For u40
and any u0 2 ð0; uÞ,
P sup
0osp1
X¯ ðsÞ4u
 
P inf
0osp1
X¯ ðsÞX u0
 
pPfX¯ ð1Þ4u u0g. (4.2)
Thus, setting Hðu0Þ ¼ 1=Pfinf0oso1 X¯ ðsÞX u0g we obtain, for 0ou0ox A,
PfY 14xgp
Hðu0Þ
q
X1
n¼0
PfX¯ ð1Þ4xþ ðm eÞn A u0g
 Hðu0Þ
qðm eÞ G¯ðxÞ.
Since this holds for any u0 as x!1, and Hðu0Þ ! 1 as u0 !1; we are done. &
We are now ready to prove the desired upper bound.
Proposition 4.1. If G¯ðxÞ is subexponential, then
lim sup
x!1
PflogZ4xg
G¯ðxÞ p
1
m
.
Proof. By Lemma 4.2 and long-tailedness of G¯ðxÞ, Yþi þ C is stochastically dominated by
a subexponential random variable which has tail G¯ðxÞ=qðm eÞ. Combining Lemmas 4.1
and 4.2 with a well-known result for geometric random sums with subexponential
summands (see, for example, [14, Corollary A3.21]), we obtain
lim sup
x!1
PflogZ4xg
G¯ðxÞ p lim supx!1
PfC þPNi¼1ðC þ Yþi Þ4xg
G¯ðxÞ
p 1
qðm eÞ EfNg ¼
1
m e
1
1 q .
Now ﬁrst let A!1 (so that q! 0) and then e! 0. &
This concludes the proof of the asymptotic upper bound. We now continue with a lower
bound. The proof of the lower bound relies on the following result, which seems to be new
in the present setting.
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lim
x!1
PfX¯ ðtd ðxÞÞ  x4y j tdðxÞo1g ¼ 1
if PftdðxÞo1g is long-tailed (as function of x).
Proof. The result is obvious for yp0. So assume y40. Observe that
Pftdðxþ yÞo1 j td ðxÞo1g ¼ Pftdðxþ yÞ ¼ tdðxÞ j tdðxÞo1g
þ PftdðxÞotdðxþ yÞo1 j tdðxÞo1g.
Since
Pftd ðxþ yÞ ¼ tdðxÞ j tdðxÞo1g ¼ PfX¯ ðtdðxÞÞ  x4y j tdðxÞo1g
and PftdðxÞo1g is long-tailed, it sufﬁces to show that the second term converges to 0 as
x!1. Thus, write
PftdðxÞotdðxþ yÞo1 j tdðxÞo1g
¼ Pftdðxþ yÞo1; X¯ ðtd ðxÞÞoxþ y j tdðxÞo1g
¼
Z y
0
Pftdðxþ yÞo1 j X¯ ðtdðxÞÞ  x ¼ u;
tdðxÞo1gPfX¯ ðtdðxÞÞ  x 2 du j td ðxÞo1g
¼
Z y
0
Pftdðy uÞo1gPfX¯ ðtdðxÞÞ  x 2 du j td ðxÞo1g
p
Z y
0
Pftdð0Þo1gPfX¯ ðtdðxÞÞ  x 2 du j td ðxÞo1g
¼ Pftdð0Þo1gPfX¯ ðtdðxÞÞ  xoy j tdðxÞo1g
¼ Pftdð0Þo1gPftdðxÞotdðxþ yÞo1 j tdðxÞo1g
þ Pftdð0Þo1gPftdðxþ yÞ ¼ 1 j tdðxÞo1g.
Hence,
PftdðxÞotdðxþ yÞo1 j tdðxÞo1g
p Pftd ð0Þo1g
Pftdð0Þ ¼ 1g
Pftdðxþ yÞ ¼ 1 j tdðxÞo1g.
Observe now that Pftdð0Þo1g 2 ð0; 1Þ and that Pftdðxþ yÞ ¼ 1 j tdðxÞo1g ! 0 since
PftdðxÞo1g is long-tailed, which completes the proof. &
The above lemma states that the overshoot X¯ ðtdðxÞÞ  x converges to 1 as x!1.
This is exactly what is needed in the proof of the lower bound:
Proposition 4.2. Let G¯ðxÞ and PftdðxÞo1g be long-tailed. Then
lim inf
x!1
PflogZ4xg
G¯ðxÞ X
1
m
.
It is not known to us whether long-tailedness of PftdðxÞo1g as a function of x is
implied by long-tailedness of G¯ðxÞ, but both conditions are satisﬁed if G¯ðxÞ is
subexponential, cf. Veraverbeke’s [30] theorem.
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PflogZ4xgXPflogZ4x; tdðxÞo1g
XP log
Z 1
td ðxÞ
eX¯ ðtÞ dt4x; tdðxÞo1
 
.
Using the strong Markov property, this is equal to
PfX¯ ðtdðxÞÞ þ log Z^4x; tdðxÞo1gPftdðxÞo1g,
using the previous lemma, since PftdðxÞo1g is long-tailed. Since
Pftd ðxÞo1g ¼ Pfsupn2N X¯ ðnÞXxg, we conclude, using Veraverbeke’s Theorem (see e.g.
[33, Theorem 1(i)]),
lim inf
x!1
PflogZ4xg
G¯ðxÞ X lim infx!1
PfsupnX1X¯ ðnÞ4xg
G¯ðxÞ ¼
1
m
.
proving our assertion. &
The above results imply that PflogZ4xgð1=mÞG¯ðxÞ. To conclude the proof of
Theorem 4.1, we need to show the appealing asymptotic form
PflogZ4xgPfsupt40 X¯ ðtÞ4xg. For this, it sufﬁces to show that
P sup
t40
X¯ ðtÞ4x
 
P sup
nX1
X¯ ðnÞ4x
 
, (4.3)
since, due to Veraverbeke’s theorem, the latter supremum is tail-equivalent to ð1=mÞG¯ðxÞ.
Surprisingly enough, we could not ﬁnd this result in the literature. Asmussen [1, Corollary
2.5] only proves a version of Veraverbeke’s theorem for continuous time under the
assumption that the jump process associated to the Le´vy process has bounded variation. A
recent paper by Klu¨ppelberg et al. [23] relates the tail of the supremum to that of the ladder
height process. The following result settles the issue in complete generality, since
subexponentiality of G¯ implies subexponentiality of supnX1 X¯ ðnÞ, using Veraverbeke’s [30]
theorem. For a more general discussion, see the forthcoming paper by Foss et al. [16].
Proposition 4.3. The following are equivalent:(1) supt40 X¯ ðtÞ is long-tailed,
(2) supnX1 X¯ ðnÞ is long-tailed.Moreover, both imply (4.3).
Proof. We use an argument similar to that in Willekens [31]. Set tðxÞ ¼ infft : X¯ ðtÞXxg.
Note that, for any x040,
P sup
t40
X¯ ðtÞ4x
 
pP sup
nX1
X¯ ðnÞ4x x0
 
þ P sup
t40
X¯ ðtÞ4x; sup
nX1
X¯ ðnÞpx x0
 
.
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P tðxÞo1; inf
s2½tðxÞ;tðxÞþ1
X¯ ðsÞ  X¯ ðtðxÞÞp x0
 
¼ PftðxÞo1gP inf
0oso1
X¯ ðsÞp x0
 
,
where we used the strong Markov property in the last step. Combining the two formulas
and noting that supt40 X¯ ðtÞXsupnX1 X¯ ðnÞ we obtain for any x040,
P sup
t40
X¯ ðtÞ4x x0
 
XP sup
nX1
X¯ ðnÞ4x x0
 
XP sup
t40
X¯ ðtÞ4x
 
P inf
0oso1
X¯ ðsÞ4 x0
 
.
With this result, it is easy to see that both (1) and (2) imply (4.3) and also (1) and (2) imply
each other. &
We would like to remark that equivalence (4.3) does not require that the mean of X¯ ð1Þ
exists. Thus the explicit results of [10] can be combined with Proposition 4.3 to obtain tail
asymptotics for supt40 X¯ ðtÞ when EfX¯ ð1Þg is not ﬁnite.
5. A compound Poisson process
In this section we assume that X ðtÞ is a type of subordinator, in particular, a compound
Poisson process with positive jumps, and prove the following result:
Theorem 5.1. Assume that X ðtÞ ¼PNðtÞi¼1 Bi, where NðtÞ is a Poisson process with rate l and
fBi; iX1g is an i.i.d. sequence of non-negative random variables. Then
PfZ4xgEfeleB1Zgelx (5.1)
if and only if EfeleB1Zgo1, which is the case if and only if Ef1=B1go1.
Various cases in which the assumptions of this theorem fail are treated in the next section.
Under certain additional assumptions, the prefactor in the above theorem may be expressed in
terms of q-hypergeometric functions using techniques as in [21]; we omit the details.
To prove Theorem 5.1, we consider the following set-up: we use the random equation
R¼d QþMR: If we use the stopping time t¯, which is the ﬁrst jump time of the compound
Poisson process X ðtÞ, then the above random equation becomes
lZ¼d lt¯þ eB1ðlZÞ, (5.2)
where Z on the right-hand side is independent of t¯ and B1. Thus we may assume that
Pf0oMo1g ¼ 1 and that Q has unit exponential distribution so that the tail of eQ has unit
Pareto distribution.
We aim to ﬁnd conditions under which the following analogue of Breiman’s Theorem
holds:
PfR4xgEfeMRgPfQ4xg. (5.3)
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independent of U such that EfV nþdgo1 for some d40, then PfUV4xgEfV ngPfU4xg.
As mentioned in Section 1, this result becomes relevant after writing eR¼d eQeMR.
Fortunately, the ‘extra’ d is not necessary when U has a Pareto distribution. We can even
get a necessary and sufﬁcient condition for the equivalence. This is summarized in the next
lemma.
Lemma 5.1. Let U be independent of the non-negative random variable V and satisfies
PfU4xg ¼ xa; xX1, where a40. Then PfUV4xg ¼ OðxaÞ if and only if EfV ago1, in
which case
PfUV4xgEfV agxa.
Proof. Clearly, we have,
PfUV4xg ¼
Z 1
0
P U4
x
y
 
dPfVpyg ¼ 1
xa
Z x
0
ya dPfVpyg þ PfV4xg.
Since, the integral in the ﬁrst term on the right-hand side is increasing and positive,
xaPfUV4xg is bounded if and only if EfV ag is ﬁnite and xaPfV4xg is bounded. This
proves the ‘‘only if’’ part.
Now if EfVag is ﬁnite, then xaPfVXxg ! 0 and hence PfUV4xgEfVagxa. &
We apply this to our random equation (5.2). The ﬁrst step is to derive a criterion for
EfeMRg to be ﬁnite. This is provided by the following proposition:
Proposition 5.1. Assume PfM ¼ 1g ¼ 0. The following are equivalent:(1) EfeMRgo1,
(2) EfeMQgo1.Proof. That (1) implies (2) is trivial. Assume now that EfeMQgo1. Let Mn; nX0 and
Qn; nX0 be mutually independent i.i.d. copies of M and Q, respectively. Then we can write
MR¼d
X1
k¼1
Qk
Yk
i¼1
Mi.
Further, since PfM ¼ 1go1, there exists an Z 2 ð0; 1Þ such that PfM4Zg 2 ð0; 1Þ and
EfeMQ; M4Zgo1. Deﬁne the sequence of random times t¯k; kX0; as follows. Let t¯0 ¼ 0,
and, for kX1,
t¯k ¼ inffn4t¯k1 : MnpZg.
Then, write
MR¼d
X1
k¼1
Qk
Yk
i¼1
Mi ¼
X1
k¼1
X¯tk
n¼t¯k1þ1
Qn
Yn
i¼1
Mip
X1
k¼1
Zk1
X¯tk
n¼t¯k1þ1
QnMn.
Set Ck ¼
Pt¯k
n¼t¯k1þ1 QnMn: The sequence fCk; kX1g is i.i.d. Note that
EfeCk g ¼
X1
m¼1
EfeMQ; M4Zgm1EfeMQ; MpZg ¼ Efe
MQ; MpZg
1 EfeMQ; M4Zgo1.
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random variable C0 such that PfC04xg ¼ minf1; Kexg. Note that, for s 2 ð0; 1Þ,
EfesC 0 g ¼ Ks
1s. Since we have the stochastic ordering C1pC0, and x! esx is a convex
function for any s40, we have EfesC1gp Ks1s : Thus, it follows that
EfeMRgpEfe
P1
k¼1 Z
k1Ckg ¼
Y1
k¼1
EfeZk1Ckg.
Since EfeZk1Ck gp KZk1
1Zk1, we obtain for kX2,
log EfeMRgp log EfeC1g þ
X1
k¼1
log
KZ
k
1 Zk
 !
¼ log EfeC1g þ
X1
k¼1
½Zk logK  logð1 ZkÞ.
This sum clearly converges. &
If Q has an exponential distribution with rate 1, we have
Lemma 5.2. Assume PfQ4xg ¼ ex and independent of M. Then EfeMQgo1 if and only if
Ef1=ð1MÞgo1 if and only if Ef1=ð logMÞgo1.
Proof. Write
EfeMQg ¼
Z 1
0
1
1m dPfMpmg.
The second equivalence is plain from the asymptotic equivalence  log x1 x as
x! 1. &
Theorem 5.1 now follows by combining the results in this section.
Proof of Theorem 5.1. We use the above results with R ¼ lZ, Q ¼ lt¯ and M ¼ eB1 .
Exponentiating both sides of (5.2), we have
elZ ¼d elt¯eleB1Z.
Since t¯ is exponential with rate l, elt¯ has a unit Pareto tail. So, using Lemma 5.1, we have
the required result if and only if EfeleB1Zgo1. And, ﬁnally, since t¯ and B1 are
independent, using Proposition 5.1 and Lemma 5.2, EfeleB1Zgo1 holds if and only if
Ef1=B1go1. &
6. Other subordinators
The previous section showed that the tail behavior of Z is exponential if X ðtÞ is a
compound Poisson process with positive jumps fBig such that Ef1=B1go1. The goal of the
present section is to consider what may happen when these assumptions do not hold.
Consider the case Ef1=B1g ¼ 1. This is not an unreasonable assumption, since it is
satisﬁed when B1 is exponentially distributed with rate b. This is the same as Example B of
Carmona et al. [9] with a ¼ l, b ¼ b and c ¼ 0. Hence Z has Gamma distribution with
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PfZ4xg l
b
Gðbþ 1Þ x
belx. (6.1)
This example and the result in the previous section lead us to conjecture that the tail
behavior of Z may be inﬂuenced by the left tail behavior of B1. The following theorem
conﬁrms this.
Theorem 6.1. Let X ðtÞ be a compound Poisson process with rate l and positive jumps
fBi; iX1g with Laplace– Stieltjes transform b. Suppose that PfB1oxgbx as x # 0. Suppose,
furthermore, that
K ¼
Y1
k¼1
ð1 bðkÞÞeb=k 2 ð0;1Þ.
Then
PfZ4xg 1
Kebg
ðlxÞbelx
as x!1, where g is Euler’s constant.
A sufﬁcient condition for K 2 ð0;1Þ is that PfBoxg  bx ¼ oðx1þdÞ for some d40. As
expected from (6.1), the prefactor Kebg indeed reduces to Gðbþ 1Þ by (2.2), if
bðsÞ ¼ b=ðbþ sÞ.
The proof of the above proposition is based on an Abelian–Tauberian approach. In
particular, we ﬁrst determine the rate of growth of EfZng=n! as n!1, then apply an
Abelian theorem to obtain the behavior of the moment-generating function around s ¼ l
and ﬁnally relate this to the tail behavior of Z using a Tauberian argument.
This type of argument seems perfectly ﬁt for the present problem, since explicit
expressions for all moments are available, cf. Section 2. Furthermore, a probabilistic
technique based on, for example, a change of measure argument seems far from obvious.
Proof of Theorem 6.1. Note that fðsÞ ¼ lð1 bðsÞÞ. Using the Abelian theorem for
Laplace–Stieltjes transforms, we get bðsÞb=s as s!1. Consequently, we have logð1
bðsÞÞ  b=s as s!1. Using (2.4), we also have
EfZng ¼ n!
ln
Qn
k¼1
fðkÞ
l
¼ n!
ln
Qn
k¼1 ð1 bðkÞÞ
¼: n!
lnpðnÞ .
Now observe
log pðnÞ ¼
Xn
k¼1
logð1 bðkÞÞ
¼  b log nþ
Xn
k¼1
½logð1 bðkÞÞ þ b=k  bgþ oð1Þ
¼  b log nþ logK  bgþ oð1Þ
as n!1. This implies
pðnÞKebgnbð1þ oð1ÞÞ.
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also applies to sums),
Xn
k¼1
1
pðkÞ 
1
bþ 1
1
Kebg
nbþ1.
Now use Corollary 1.7.3 of [5] to conclude that
EfesZg ¼
X1
n¼0
ðsl Þn
pðnÞ 
Gðbþ 1Þ
Kebg
1 s
l
 ðbþ1Þ
as s " l. (6.2)
Deﬁne cðxÞ ¼ elxPfZ4xg. From (6.2), the Laplace transform of c is given by
1
l s Efe
ðlsÞZ  1glb Gðbþ 1Þ
Kebg
sðbþ1Þ as s # 0.
Hence, the Laplace–Stieltjes transform of cðxÞ behaves like lb Gðbþ1Þ
Kebg s
b as s # 0. Again,
from Carmona et al. [9], the density k of Z exists everywhere and satisﬁes the differential
equation
kðxÞ ¼ l
Z 1
x
kðuÞPfB14 logðu=xÞg du.
This implies that kðxÞplPfZ4xg. Thus, c0ðxÞ ¼ elxðlPfZ4xg  kðxÞÞX0, implying that
cðxÞ is a monotone function. This implies, by Karamata’s Tauberian theorem (see, for
example, [5, Theorem 1.7.1]),
cðxÞ ðlxÞ
b
Kebg
as x!1: &
We ﬁnally consider a class of subordinators which are not compound
Poisson processes. In particular, we consider subordinators which have Laplace
exponents which are regularly varying at inﬁnity: fðsÞ ¼ saLðsÞ, where 0oao1 and L is
a slowly varying function. A special case of this class are the completely right-skewed
stable Le´vy processes. Since in particular fðsÞ ! 1, the Levy measure of X ðtÞ has inﬁnite
mass, and thus X ðtÞ leaves 0 immediately. Thus, one can expect tail asymptotics for
PfZ4xg which are considerably lighter than exponential. This is conﬁrmed by the
following theorem, which provides logarithmic (rather than precise) asymptotics. The
proof involves studying the asymptotic behavior of  log EfesZg as s!1 and then
obtaining the result using Kasahara’s Tauberian theorem, cf. [5, Theorem 4.12.7]. We
obtained a proof along these lines, but during the preparation of the ﬁnal version
we found out that the same result is stated as Proposition 2 in [27], where it is applied to
obtain a law of the iterated logarithm for an increasing self-similar Markov process. We
only state the result.
Theorem 6.2 (Rivero [27]). Suppose X ðtÞ is a subordinator with Laplace exponent
fðsÞ ¼ saLðsÞ; 0oao1, with LðÞ slowly varying at infinity. Then, as x!1,
 logPfZ4xgð1 aÞg ðxÞ,
with g ðxÞ the right-inverse of gðxÞ ¼ x=fðxÞ.
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