Abstract. The well-posedness theory for hyperbolic systems of first-order quasilinear PDE's with ODE's boundary conditions (on a bounded interval) is discussed. Such systems occur in multi-scale blood flow models, as well as valveless pumping and fluid mechanics. The theory is presented in the setting of Sobolev spaces H m (m ≥ 3 being an integer), which is an appropriate set-up when it comes to proving existence of smooth solutions using energy estimates. A blow-up criterion is also derived, stating that if the maximal time of existence is finite, then the state leaves every compact subset of the hyperbolicity region, or its first-order derivatives blow-up. Finally, we discuss physical examples which fit in the general framework presented.
Introduction
Our aim in this paper is to obtain a well-posedness result for hyperbolic systems of first-order quasilinear partial differential equations (PDEs) in the bounded interval that take values in the open and convex sets U and H, respectively. We assume for simplicity that 0 ∈ U and 0 ∈ H. This is not too restrictive since one can shift a general problem to this case. The coefficients appearing in (1.1) are assumed to have the following properties: The flux matrix A : U → M n×n (R) and the source term f : U → R n are both infinitely differentiable. The boundary matrices B 0 ∈ M p×n (R) and B 1 ∈ M (p−n)×n (R) are of full rank, where p is the number of incoming characteristics from the left boundary, or equivalently, the number of positive eigenvalues of the flux matrix.
t), h(t)), t > 0, h(t) = H(h(t), q(t), u(t,
According to the diagonalizability assumption (D) below, n− p is the number of incoming characteristics from the right boundary. This assumption further implies that we are in the non-characteristic case. It should be noted that unlike in multidimensions, cf. [2, Chap. 11] , for which the boundary matrix should be of constant maximal rank along the boundary, in the case of one space dimension the boundary matrices can have different ranks. However, the sum of their ranks should be the same as the number of components of the state vector u. The boundary data p 0 , p 1 Systems of the form (1.1) occur in multiscale blood flow models [6, 9, 19, 21] and in valveless pumping [5, 14, 17] . Our well-posedness results are based on Sobolev spaces. The motivation for studying the well-posedness in Sobolev spaces, rather than the spaces of continuously differentiable functions [9, 11, 12] , lies in the later study of global-in-time existence of smooth solutions for which energy estimates formulated in Sobolev norms are used, see [16] . The presence of a damping term, the bounded space domain and the ordinary differential equation (ODE) boundary conditions will not cause much technical difficulty, we will address a way on how to treat them. Broadly speaking, we will adopt the framework in [2, 13] .
However, there are significant differences, specially when it comes to the full nonlinear PDE-ODE system where an appropriate linearization and a modified a priori estimate will be used. Recent results regarding the mixing of conservation laws and balance laws with ODEs on the boundary, but with another notion of solutions and on a semi-infinite interval, are given in [3, 4] , respectively.
One possible generalization of (1.1) is to consider nonlinear boundary conditions, e.g. B(u, h) = 0 where B satisfies the condition B(0) = 0. To deal with the nonlinearity, one first study the linearized problem. The linearized boundary condition takes the formB(v, g)u =g for which the boundary matrixB depends on t through the frozen coefficients v and g. We shall not pursue this generalization and consider the simpler case where the boundary matrices are constant. Regarding time-dependent boundary matrices we refer to [2, Chap. 9] . We believe that the method applied here work also for these types of problems.
Aside from the assumptions that we have already mentioned, we further consider the following hypotheses. where E u (A) and E s (A) denote the unstable and stable subspaces of a matrix A, respectively.
Friedrichs symmetrizability is used in deriving pointwise-in-time estimates. The diagonalizability assumption implies that we are in the non-characteristic case. Finally, the Uniform Kreiss-Lopatinskiȋ Condition tells us what forms of the boundary conditions are appropriate.
We also assume that f (0) = 0, H(0) = 0, and b(0) = 0. Again these are not restrictions since one may consider affine shifts of the state spaces. Other assumptions, for example on the initial and boundary data, will be stated later.
According to our hypotheses, we include the case of non-symmetric fluxes with symmetrizers. The diagonalizability assumption though, would give us a new diagonal system through a change of variables, and thus the flux matrix will be trivially symmetric. However, the cost of this diagonalization would be that the boundary matrices will be time-dependent. For this reason, we do not diagonalize the system.
To prove that (1.1) has a unique solution in appropriate function spaces we use the classical way of linearizing the system and proceeding in an iteration scheme. In principle there are various ways to linearize (1.1); the choice that we take is the following: for given functions v and g in appropriate function spaces called the frozen coefficients, we consider the linear system
(1.
2)
The system (1.2) is now weakly coupled in u and h in the sense that only u depends on h and not the other way around. Thus to address the existence and uniqueness of solutions of (1.2) we only need to consider the PDE and ODE parts separately. The ODE part is easy since integration gives us immediately
The PDE part is more involved and will be handled within the frameworks in [2, 13] . The linearization (1.2) is advantageous when deriving a priori estimates in connection with the nonlinear problem (1.1). We developed well-posedness in the Sobolev space H m , where m ≥ 3 is an integer. This assumption is needed in applying commutator estimates, see Proposition 3.2. For first-order equations in one space dimension, it seems desirable to provide well-posedness for m = 2, but we are not able to improve our results.
The structure of the paper is as follows. Section 2 is devoted to constructing boundary symmetrizers necessary for L 2 well-posedness of linear variable-coefficient hyperbolic PDEs on a bounded interval. In Sec. 3, we derive various a priori estimates in Sobolev spaces that will be used in Sec. 4 to prove additional regularity of solutions for the PDE part. The local existence, uniqueness and blow-up criterion for the nonlinear system (1.1) will be given in Sec. 5. Finally, in Sec. 6 we give some examples.
Symmetrizers and L 2 Well-Posedness of the Linear PDE Part
Most of the results in this section are parallel to those in multidimensions given in [2] , and therefore, we only point at the deviating parts; those details that are the same or similar are referred to the said text. This will also serve as a venue to realize that the theory originally developed to treat multidimensional problems simplifies in the case of one space dimension. Let us rewrite the boundary conditions in a single equation. Define
Here O p×n denotes the p × n zero matrix. The boundary conditions in (1.1) can now be written in a single equation
As mentioned in the introduction, the first step requires a well-posedness theory for the initial boundary value problem (IBVP)
where f, g, u 0 are given data in appropriate function spaces and T > 0 is arbitrary. The existence and uniqueness of solutions of (2.1) follow in a classical way using energy and duality methods. First, one considers the pure boundary value problem (BVP)
then go to the case of homogenous IBVP, i.e. (2.1) with u 0 = 0, and finally the general IBVP (2.1). Energy estimates for (2.2) can be obtained by symmetrizing the boundary conditions with the aid of a functional boundary symmetrizer. Functional boundary symmetrizers can be obtained if the boundary conditions are strictly dissipative. However, there are BVPs that are not strictly dissipative, for instance, the examples we consider in this paper. For the case of smooth coefficients, functional boundary symmetrizers are derived using pseudo-differential calculus. For systems having coefficients that are only at least Lipschitz, paradifferential calculus is the appropriate tool in constructing them. In the following, we recall the definition of the functional boundary symmetrizer on a bounded interval.
there exists C > 0 such that for all x ∈ [0, 1] and γ ≥ γ 0 , 
For the definition of the class of symbols Γ 1 1 we refer to the appendix in [2] . The above definition is adapted from the one given in [2, Definition 9.1] in the case of half-space. For general smooth domains, energy estimates can be obtained from the case of half-space and using coordinate patches. In the case of a bounded interval the situation is simpler since one can simultaneously include the conditions on the left and right boundaries.
The reason why we want functional boundary symmetrizers is that they naturally induce a priori estimates, see (2.3), necessary for well-posedness theory. All throughout this section we assume that 
where L γ v = L v + γI n , provided that there is a functional boundary symmetrizer for (L v , B). Here, I n is the n × n identity matrix.
Hence, one technical step is to prove the existence of functional boundary symmetrizers. This can be done using the so-called Kreiss symmetrizers which are first defined locally and then extended to a global one using compactness and homogeneity arguments. In the following, we let
and define the time-space-frequency set X := R × [0, 1] × P. We denote by ran v the range of a function v.
, B 0 and B 1 be constant matrices C) ) with the following properties (a) there exists C > 0 such that Re(r(X)T (X)
where X = (v(t, x), τ).
For general constantly hyperbolic systems in multidimensions, the construction of local Kreiss symmetrizers is long and technical. It utilizes tools in algebraic geometry and matrix analysis. However, for certain physical systems such as the Euler equations, the construction is relatively easier. The case of one space dimension is also easy for which the local Kreiss symmetrizers can be taken in diagonal form, thanks to our assumption (D).
Now we show how to construct the local Kreiss symmetrizers. Using homogeneity and compactness arguments it is enough to construct local Kreiss symmetrizers at points on the compact set
for M > 0 large enough. We start with the case where Re τ > 0. The matrix A(w, τ ) = −τA(w) −1 is hyperbolic for all w ∈ U. Indeed, we have 
are the diagonal matrices with the positive eigenvalues and negative eigenvalues of A(w) −1 as entries, respectively. Define
can be chosen as a local Kreiss symmetrizer at X for any µ ≥ 1 and T defined above is the associated invertible-matrix valued function. If x = 0, then the same form of r(w, τ ) given by (2.4) is possible for sufficiently large µ. This is the place where one requires the Kreiss-Lopantiskiȋ condition. ReducingŨ if necessary, we can assume without loss of generality that the spectral projections P − (w, τ ) and P + (w, τ ) onto E − (w, τ ) and E + (τ, w), respectively, are well-defined. These projections can be written as Dunford-Taylor integrals and by a classical argument in [10] , they can be chosen so that they are C ∞ in w and analytic in τ . Since E − (w, τ ) and E + (w, τ ) are independent of τ then P − (w, τ ) and P + (w, τ ) are also independent of τ . By (UKL), for all V ∈ C n and (w, τ ) ∈Ũ × O we have
With this estimate it can be shown, see [2, pp. 238-239] , that for sufficiently large µ, r given by (2.4) is a local Kreiss symmetrizer at X. If x = 1 then analogously one can choose
where µ is again sufficiently large. The next step is to construct symmetrizers at points with Re τ = 0 of the frequency set P ∩ {|τ | = 1} = {±i}. However, for nonzero real number δ, E − (w, iδ) is not the stable subspace of A(w, iδ) anymore. Note that E − (w, iδ) is the zero subspace. Instead, we extend the definition of E − (w, τ ) by continuity, or equivalently, the definition of the spectral projections P − (w, τ ). For each (w, δ) ∈ U × (R\{0}) we define
where σ > 0. This definition of P ± is independent on σ as long as it is a positive real number. Moreover, one immediately have the continuity of the projections up to the boundary of the frequency set
We define E ± (w, τ ) := ran P ± (w, τ ), for Re τ = 0.
Suppose that X = (t, x, τ) ∈ X 1 where Re τ = 0. The neighborhoodsŨ, O, and V along with matrices r and T are the same as in the construction above. If 0 < x < 1 then we choose r as in (2.4) . If x = 0, by passing to the limit of projections in (2.5), we still have the estimate
Once we have this estimate we can proceed to the same manner as before. The case x = 1 is analogous.
With local Kreiss symmetrizers at every point on the compact set X 1 in hand, one can then extend it to a global Kreiss symmetrizer using compactness and homogeneity arguments. In other words, there exists a function
for some constants α, β, C > 0 and γ 0 ≥ 1 depending only on K and K. Since
formly bounded in γ, and since the symbols are Lipschitz in the parameter x, they are also uniformly bounded in x. The desired functional boundary symmetrizer is given by
Refer to [2, pp. 248-250] for more technical details.
Remark 2.3.
We note that with our choice of the local Kreiss symmetrizers we have the following refined property for (a) in Definition 2.2
with some diagonal matrix ∆ satisfying ∆(X) ≥ CI n uniformly in X. This additional property can be used to prove (2) in Definition 2.1.
With the aid of the a priori estimates one can prove an existence and uniqueness result in L 2 .
Theorem 2.4 (Métivier). Suppose that (FS), (D) and (UKL) hold and let
convex, and
Proof. The methods in [2, Chap. 9] or [13] can be adapted in the present case and for this reason we omit the details here.
We also have a result regarding the intuitive idea that the more regular the data, the more regular the solutions are. We postpone the statement and proof of this and derive further a priori estimates required in the proof. These will be discussed in the next section.
Remark 2.5. Using Theorem 2.4 and a fixed point argument, one can also show the L 2 well-posedness of a linear PDE-ODE system where the coefficients of the PDE are in W 1,∞ and the coefficients of the ODE are in L ∞ . In the constant coefficient case, the solution in L 2 coincides with the one given by C 0 -semigroup theory. However, the former method yields that the traces u(·, 0) and u(·, 1) are in L 2 (0, T ), which cannot be obtained directly from semigroup methods, e.g. [15] . The regularity of the traces is sometimes called a hidden regularity property.
A Priori Estimates in Sobolev Spaces
Given an open set O ⊂ R 2 = {(t, x) : t, x ∈ R}, γ ≥ 1 and a non-negative integer m,
is defined to be the usual Sobolev space with γ-depending norm
It is not hard to see from the definition that
It can be shown that there exist constants 0 < c < C independent of both u and γ such that
, where m is a non-negative integer, be equipped with the norm
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Some classical Sobolev estimates
In this section, we state various estimates in Sobolev spaces which can be used to derive a priori estimates.
Proof. The proof follows from a well-known result in the case Ω = R d , e.g. [2, Theorem C.10]. Indeed, we recall that given a real q ≥ 0 there exists a continuous operator
This proves the proposition.
and moreover, we have the estimate
In a similar way the following commutator estimate can be shown.
Proposition 3.2. Let Ω be an open cube or a strip in
Proof. The proof uses the same ideas as in the proof of Proposition 3.1. We note that the extension operator E q : 
Then there exists a continuous function
C : [0, ∞) → (0, ∞) such that for all u, v ∈ H s (Ω) we have F (u) − F (v) H s (Ω) ≤ C(max( u H s (Ω) , v H s (Ω) )) u − v H s (Ω) .
Sobolev estimates with time interval
, where m ≥ 3 is an integer. We divide the derivation of the estimates into pure time derivatives and mixed derivatives.
Time-derivatives
Applying the a priori estimate (2.
Since B is a constant matrix, the boundary terms on the right-hand side of (3.3) are given by
Here, the trace and the derivative commute since u is smooth. The term
where f = L γ v u. For the first term on the right-hand side of (3.5) we write
where
Taking the L 2 -norm in (3.6) and applying the triangle inequality
Here and below, C is a generic positive constant which depends only on m, K and K. Let us estimate the first term on the right-hand side of (3.7). Since the case α = 0 is nothing but the L 2 -estimate (2.3) we only need to consider the case where
We can rewrite the commutator in (3.5) in terms of derivatives with respect to t only. Indeed, a straightforward computation gives us 
Applying (3.8) and (3.10) in (3.5) and then taking the sum yield
Thus, according to (3.3), (3.4) and (3.11) we have the following estimate on the time derivatives
It is important to note that on the right-hand side, the norms of v are independent of γ.
Spatial and mixed derivatives
To obtain estimates involving derivatives with respect to x we use the operator L γ v . We show by strong induction that
holds for all k and α such that k + α ≤ m. The case k = 0 only involves timederivatives and hence the basis step was already established. Suppose we have shown that for all j and α such that j = 0, . . . , k and j + α ≤ m we have
We show that this also holds for k + 1 and α such that k
one obtains
14)
The first term in (3.14) may be expanded using the Leibniz's rule as
By the induction hypothesis (3.12), one has already an estimate for the second term in (3.14)
16) Next, we estimate the terms appearing in the sum (3.15) and for this we consider different cases. 
Integrating with respect to x over Ω and applying the embedding
and similar for the other terms ∂ 17) and taking the sum of (3.16) and (3.17) in (3.14) we have
Combining the three cases in (3.15) one has
, which establishes the induction step.
Weighted-in-time estimates
The above estimates give us finally the following estimate
Choosing γ large enough, the last term on the right-hand side of (3.18) can be absorbed by the first term on the
left-hand side and therefore 
The proof of Theorem 3.5 given above follows the ideas given in the proof of [2, Theorem 9.7]. However, we have a different estimate in (3.8). In [2, p. 252], the authors seem to use the estimate
which does not hold in general. We resolved this by estimating in terms of the norm in H m γ (R × Ω).
Sobolev estimates with time interval (−∞, T ]

Now suppose that v ∈ H m ((−∞, T ] × Ω) and u ∈ D((−∞, T ] × Ω) with u |t<0 = 0. Then thanks to (FS) the a priori estimate
holds for all γ ≥ γ 0 (K, K) ≥ 1. See [13] for a proof of this estimate. The same procedure as in Sec. 3.1 gives us the inequality
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We proceed by induction for the pointwise in time estimates for the spatial derivatives. Assume that for k with k + α ≤ m we have already shown that (the basis step k = 0 is nothing but the L 2 -estimate, which is already given by (3.21))
. We show that this is true for k + 1 when k + 1 + α ≤ m. Recall our formula (3.14), and let J denote the second term, i.e.
The following weighted Sobolev estimate will be used.
Proposition 3.6. For every w ∈ H
1 ((−∞, T ] × Ω) and γ > 0 we have w 2 L ∞ ((−∞,T ];L 2 (Ω)) ≤ γ w 2 L 2 ((−∞,T ]×Ω) + 1 γ ∂ t w 2 L 2 ((−∞,T ]×Ω) . (3.22)
Proof. By a standard density argument, we may suppose that w ∈ D((−∞, T ]×Ω).
Let R 0 < 0 be such that w vanishes for all t ≤ R 0 . For simplicity we assume that w is scalar-valued. Let R ≤ 2R 0 − T and
Letting R → −∞ we have
for all τ ∈ (−∞, T ] and x ∈ Ω. Integrating the previous inequality over Ω and taking the supremum over all τ ∈ (−∞, T ] give us (3.22).
Using (3.22) together with the induction hypothesis yields an estimate for the second term in (3.14) CN (u, v) . (3.23) As in the computation of mixed derivatives, one obtains
Thus, by the weighted Sobolev estimate (3.22) we have the estimate
Combining (3.23) and (3.24) proves the induction step. Therefore we have the full estimate
for all t ∈ (−∞, T ]. Now replace u by e −γt u, choose γ large enough, so that the last term on the right-hand side can be absorbed by the second term on the left-hand side, and use the norm-equivalence
we have the following a priori estimate.
Lemma 3.7 (A Priori Estimate in Weighted Sobolev Spaces). Let m ≥ 3 be an integer. For each v ∈ H
m ((−∞, T ) × Ω) satisfying ran v ⊂ K, v W 1,∞ ((−∞,T ]×Ω) ≤ K and v H m ((−∞,T ]×Ω) ≤ R and for all u ∈ H m+1 ((0, T ) × Ω) such that u |t=0 = 0, there exist C m = C m (K, K, R) > 0 and γ m (K, K, R) ≥ 1 such
that for all γ ≥ γ m and for all τ ∈ [0, T ] the following a priori estimate holds
The a priori estimate (3.25) is different from those in [2, 13] 
Gagliardo-Nirenberg type estimates
For IBVPs with zero initial conditions, the a priori estimate (3.25) will be used. The next step is to derive an a priori estimate which can be used for problems that are not starting initially from zero. In preparation we borrow the Gagliardo-Nirenberg type estimates in [13, pp. 69-71] .
Theorem 3.8 (Gagliardo-Nirenberg). Let m be a positive integer and T > 0. Then there exists C > 0, independent of T, such that for all
A similar estimate also holds for u ∈ H m (−∞, T ).
The following is a modification of [13, Proposition 4.5.5].
Theorem 3.9. For all m ∈ N there exists
In particular,
Proof. We adjust the proof in [13] .
. . , m − 1 and using the fact that the trace operator has a continuous right inverse
where C > 0 is independent of ψ.
, T ). Then (3.26) and the Sobolev embedding theorem
and
By construction, it holds that ψ
Hence, (3.27)-(3.30) imply that
This proves the first part. The second part follows immediately using the elementary inequality a 1−r (a + b) r ≤ a + b for a, b ≥ 0 and 0 < r < 1.
Theorem 3.10. For each positive integers m there exists
Proof. The proof is similar as in the previous theorem, see [13, Proposition 4.5.6] for the details.
A function F is said to be a nonlinear function of u of order k if 
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Proof. For simplicity we assume that u is scalar valued. First, note that we have
|αi| , where we use the convention that
. By Hölder's inequality and Theorem 3.10
Taking the sum of all terms, we obtain the estimate of the theorem.
Using classical Sobolev embedding theorems and the identity u(t)
where X is a Banach space, the following estimates can be shown by induction. 
Theorem 3.12. Let m be a non-negative integer and T > 0. There exists a
Also, there exists C > 0 such that for all T > 0 and u ∈ H m ((0, T ) × Ω) we have
Well-Posedness of the Linear PDE Part in Sobolev Spaces
The first step is to prove additional time regularity in Theorem 2.4 in the homogeneous case under additional smoothness assumptions on the frozen coefficient v and on the data f and g. First, we have the following extension result. 
Theorem 4.2. In the framework of Theorem 2.4, suppose in addition that we have
Proof. Letf ∈ H m (R×Ω) andg ∈ H m (R) be extensions of f and g both vanishing for t < 0. Such extensions are possible due to the assumptions on f and g at t = 0. Letȗ be the solution of the pure BVP
wherev is the extension of v in Lemma 4.1. Using the a priori estimate (2.3), it can be shown that this BVP has a unique solutionȗ ∈ L 2 (R × Ω) with tracȇ
A proof similar to the proof of [2, Theorem 9.21] shows that u :
is the solution of the homogeneous IBVP (4.1) and it satisfies all the conclusions of the theorem except the energy estimate (4.2) and the additional regularity in time. To see this we use the usual weak equals strong argument as suggested in [2] . We will do this step because this will reveal some important remarks that are required in the proof of Theorem 4.5. Let ρ be a standard mollifier with respect to t chosen in such a way that ρ ȗ =: u vanishes for t < 0. The notation R u = ρ u will also be used. Then u ∈ H m (Ω; H +∞ (R)) where H +∞ (R) = m∈R H m (R). The next step is to show additional regularity in x. Note that
0 be a multi-index with |α| ≤ m. Applying ∂ α to both sides of the latter equality gives
Mollifying both sides of (4.3) with respect to time
Let F be the right-hand side of (4.4). Solving for
In other words, mollification in time gives additional regularity in time, and together with the PDE one has additional regularity in space.
As → 0 it holds that
, where we used the extension of Friedrichs theorem [2, Theorem C.14] for the latter. Now (4.5) follows from
Applying the a priori estimate (3.25) 
Since g = R g vanishes for t < 0 and B(u ) |∂Ω = R (Bȗ |∂Ω ) = g we have
On the other hand, since u − u vanishes for t < 0 and the function t → e −γt is uniformly bounded on compact intervals we have 
Using commutators we can rewrite
Applying the a priori estimate (3.25) to u 1/n ∈ H m+1 (R × Ω) and letting n → ∞ proves (4.2).
Now, we will consider the IBVP with nonzero initial condition. For this, one needs compatibility conditions which we are going to state. Given sufficiently smooth functions f and u 0 define recursively the functions u i : Ω → R n by
The data (u 0 , f, g) are said to be compatible up to order p if
By the embedding 
are compatible up to order m − 1, then the IBVP 
The extra regularity imposed on the data u 0 is not necessary since one can have the same result even when it is only in H m (Ω). This is the content of the following theorem. To prove this theorem, one requires the following a priori estimate. This is similar to the one given in Lemma 3.7, but with additional terms for the nonzero initial condition. 
Proof. In the following proof, C > 0 will be a generic constant as in the statement of the lemma independent of τ ∈ [0, T ]. As before, let f = L v u and g = Bu |∂Ω . We will use the following a priori estimate
which holds for all τ ∈ (0, T ] and for all w ∈ H 1 ((0, T ) × Ω), where
By a standard density argument, it is enough to prove the a priori estimate for
We are going to estimate each term on the right-hand side of this inequality. Expanding the commutator in f j for j ≥ 1 we have
where dA is the first-order differential of A and c ij are constants. Let us estimate the L 2 -norm of each term in the above sum. If j = 1, then we immediately have the
Then Hölder's inequality implies that
.
is a nonlinear function of ∂ t v with order l−1 the first factor can be estimated using Theorem 3.11 by
The term involving u can also be estimated using Theorem 3.10
Theorem 3.12 and the Sobolev embedding
. Combining all our estimates and using τ ≤ T , we deduce that
Therefore we obtain the a priori estimate
(4.12)
For convenience we denote by N (u) the term on the right-hand side of (4.12). The next step is to estimate the mixed derivatives. We proceed by an induction argument to prove that
for all k + j ≤ m. The basis step k = 0 is given by (4.12). Before proceeding to the induction step, we prove the estimate in the separate case where k = j = 1. The PDE gives us
A similar argument using the same Theorem 3.12 implies that (u, h) satisfies (V2) by reducing T if necessary. It remains to prove that (u, h) also satisfies (V4). Indeed, as in [13] , one can prove the following additional a priori estimate = f (u k ), t > 0, 0 < x < 1,
(5.12)
Note that the boundary condition in (5.12) depends on h k+1 , which is possible because h k+1 does not depend on u k+1 and at the same time couples the PDE to the ODE. Then according to Step 
0, T ) and let (u,ũ, h) be the limit. The limit is necessarily in Step 4. Uniqueness. Let (u 1 , h 1 ) and (u 2 , h 2 ) be two solutions of the system (1. 
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Let K × G ⊂ U × H be a compact set both containing the ranges of (u 1 , h 1 ) and (u 2 , h 2 ), and let K > 0 be such that the W 1,∞ -norms of (u 1 , h 1 ) and (u 2 , h 2 ) are A similar argument proves that
≤ C w Now, we prove the estimate (5.11) used in the third step of the proof of the previous theorem. The proof of this estimate is similar to the proof of Lemma 4.6. However, the difference is that the source terms appearing on the PDE and the boundary condition now depend on the frozen coefficients v and g. , and is independent on R and T . The
