Abstract. We give a sufficient condition for global existence of the solutions to a generalized derivative nonlinear Schrödinger equation (gDNLS) by a variational argument. The variational argument is applicable to a cubic derivative nonlinear Schrödinger equation (DNLS). For (DNLS), Wu [42] proved that the solution with the initial data u 0 is global if u 0 2 L 2 < 4π by the sharp Gagliardo-Nirenberg inequality. The variational argument gives us another proof of the global existence for (DNLS). Moreover, by the variational argument, we can show that the solution to (DNLS) is global if the initial data u 0 satisfies that u 0 2 L 2 = 4π and the momentum P (u 0 ) is negative.
) and as a model for ultrashort optical pulses (see [30] ). Using the gauge transformation u(t, x) = v(t, x) exp i 2 (DNLS) i∂ t u + ∂ 2 x u + i|u| 2 ∂ x u = 0, (t, x) ∈ R × R.
Namely, this equation can be written as i∂ t u = E ′ (u) (see below for the definition of the Hamiltonian E). The Cauchy problem for (DNLS) (or equivalently (1.1)) has been studied by many researchers. It is known that (DNLS) is locally well-posed in the energy space H 1 (R) (see [39, 18, 17, 19, 20] ). Hayashi and Ozawa proved that the solution is global if u 0 2 L 2 < 2π (see [19, 31] ). Wu proved that it holds if u 0 2 L 2 < 4π (see [41, 42] ). Recently, Miao, Tang, and Xu obtained the global well-posedness by a variational argument (see Remark 1.4 below). For the initial data with low regularity, there are also many works. Takaoka [35] proved that (DNLS) is locally well-posed in H s (R) when s ≥ 1/2 by the Fourier restricted method. Biagioni and Linares [4] proved that the solution map from H s (R) to C([−T, T ] : H s (R)), where T > 0, for (DNLS) is not locally uniformly continuous when s < 1/2. Colliander, Keel, Staffilani, Takaoka, and Tao [8] proved that the H s -solution is global if u 0 2 L 2 < 2π when s > 1/2 by the I-method (see also [7, 36] ). Recently, Miao, Wu, and Xu [27] showed that H 1/2 -solution is global if u 0 2 L 2 < 2π. Guo and Wu [14] improved their result, that is, they proved that H 1/2 -solution is global if u 0 2 L 2 < 4π. The orbital stability of solitary waves has been also studied. It is known that (DNLS) has a two-parameter family of the solitary waves u ω,c (t, x) = e iωt φ ω,c (x − ct), where (ω, c) satisfies ω > c 2 /4, or ω = c 2 /4 and c > 0 (see below for the explicit formula of φ ω,c ). Boling Guo and Yaping Wu [13] proved that the solitary waves u ω,c are orbitally stable when ω > c 2 /4 and c < 0 by the abstract theory of Grillakis, Shatah, and Strauss [11, 12] and the spectral analysis of the linearized operators. Colin and Ohta [9] proved that the solitary waves u ω,c are orbitally stable when ω > c 2 /4 by characterizing the solitary waves from the view point of a variational structure. The case of ω = c 2 /4 and c > 0 is treated by Kwon and Wu [21] . Recently, the stability of the multi-solitons is studied by Miao, Tang, and Xu [26] and Le Coz and Wu [22] .
To understand the structural properties of (DNLS), Liu, Simpson, and Sulem introduced an extension of (DNLS) with general power nonlinearity (see [24] ). The generalized derivative nonlinear Schrödinger equation is (gDNLS) i∂ t u + ∂ . In particular, the equation (DNLS) is L 2 -critical. In [24] , Liu, Simpson, and Sulem investigated the orbital stability of a two-parameter family of solitary waves
where (ω, c) satisfies ω > c 2 /4, or ω = c 2 /4 and c > 0,
and c > 0.
(1.3)
We note that Φ ω,c is the positive even solution of
and then the complex-valued function φ ω,c satisfies
In [24] , they proved that the solitary waves are orbitally stable if −2 √ ω < c < 2z 0 √ ω, and orbitally unstable if 2z 0 √ ω < c < 2 √ ω when 1 < σ < 2, where the constant
Moreover, they also proved that the solitary waves for all ω > c 2 /4 are orbitally unstable when σ ≥ 2 and orbitally stable when 0 < σ < 1. Recently, the first author [10] proved that the solitary waves are orbitally unstable if c = 2z 0 √ ω when 7/6 < σ < 2. More recently, Tang and Xu investigate stability of the two sum of solitary waves for (gDNLS) (see [37] for more details). Before Liu, Simpson, and Sulem [24] , Hao [15] considered (gDNLS) and proved the local well-posedness in H 1/2 (R) when σ ≥ 5/2. Santos [33] proved the existence and uniqueness of a solution u ∈ C([0, T ]; H 1/2 (R)) for sufficient small initial data when σ > 1. Recently, the second author and Ozawa [16] proved local well-posedness in H 1 (R) when σ ≥ 1, and that the following quantities are conserved.
Moreover, they proved global well-posedness for small initial data. They also constructed global solutions for any initial data in H 1 (R) in the case 0 < σ < 1 (L 2 -subcritical case). However, in the case σ ≥ 1 (L 2 -critical or supercritical case), there has been no global existence result for large data. In the present paper, we investigate global well-posedness for (gDNLS) in the case σ ≥ 1 by a variational argument. More precisely, we give a variational characterization of solitary waves and a sufficient condition for global existence of solutions to (gDNLS) by using the characterization. Such an argument was done for nonlinear hyperbolic partial differential equations by Sattinger [34] (see also [38, 32] ). Our argument is also applicable to (DNLS). Indeed, the variational argument gives another proof of the result by Wu [42] . Moreover, we prove that the solution of (DNLS) is global if the initial data u 0 satisfies u 0 2 L 2 = 4π and P (u 0 ) < 0.
1.2. Main Results. To state our main results, we introduce some notations. Let (ω, c) satisfy
For (ω, c) satisfying (1.5), we define
We denote the nonlinear term by
We define
Then, we have S ω,c (ϕ) = S ω,c (e
ix ϕ) by using the identities
We denote the scaling transformation by f α,β λ (x) := e αλ f (e −βλ x) for (α, β) ∈ R 2 and any function f . For (α, β) ∈ R 2 , we define
By a direct calculation, we have the following explicit formulae.
where we have used (1.6) and (1.7).
Indeed, the explicit formula of I α,β ω,c is as follows. (2) It is not clear whether the momentum P is positive or not. That is why we introduce S ω,c by using (1.6). Such an argument can be seen in [2] (see the equation (14) in [2] for the detail). 
We define the following function space for (ω, c) satisfying (1.5).
We consider the following minimization problem:
(1) We note that the solitary waves φ c 2 /4,c do not belong to L 2 (R) when σ ≥ 2. Therefore, we define X c 2 /4,c :=Ḣ 1 (R) ∩ L 2σ+2 (R) to characterize the solitary waves φ c 2 /4,c (cf [21] ). 
ω,c (ϕ) = 0}. However, when ω = c 2 /4 and c > 0, the above equality does not hold.
We assume that (α, β) ∈ R 2 satisfies (1.8) 2α − β > 0, 2α + β > 0, and βc ≤ 0, when ω > c 2 /4, 2α − β > 0, 2α + β > 0, and β < 0, when ω = c 2 /4 and c > 0.
We define some function spaces.
We give the following characterization of the solitary waves. is not empty. Thus, we denote µ α,β ω,c by µ ω,c . We define
ω,c (ϕ) < 0}. The characterization by Theorem 1.1 gives us the following sufficient condition for global existence.
are invariant under the flow of (gDNLS). Namely, if the initial data u 0 belongs to
, then the solution u(t) of (gDNLS) also belongs to K α,β,± ω,c for all t ∈ I max , where I max denotes the maximal existence time.
Moreover, if the initial data u 0 belongs to
for some (ω, c) satisfying (1.5) and (α, β) satisfying (1.8), then the corresponding solution u of (gDNLS) exists globally in time and we have
Recently, Miao, Tang, and Xu independently obtained the similar results as Theorems 1.1 and 1.2 when σ = 1 in [25] . We will compare their method with our argument in Remark 1.4.
We show that Theorem 1.2 gives us some interesting corollaries for (DNLS).
Two proofs have been known for Corollary 1.3. One is obtained by Wu [42] and another one is obtained by Guo and Wu [14] . We give another proof by Theorem 1.2. We compare the methods of Wu [42] and Guo and Wu [14] , which depend on the sharp Gagliardo-Nirenberg type inequality, with our variational argument. Using the following gauge transformation to the solution of (DNLS)
then w satisfies the following equation.
The energy and the momentum are transformed as follows.
Hayashi and Ozawa [18] used the following sharp Gagliardo-Nirenberg inequality
in order to obtain a priori estimate inḢ 1 (R). We note that the optimizer for the inequality (1.11) is given by Q := Φ 1,0 and Q satisfies the following elliptic equation.
In [18] , they proved the Weinstein [40] ). Wu [42] used not only the energy but also the momentum, and the following sharp Gagliardo-Nirenberg inequality
We note that the optimizer for the inequality (1.13) is given by W := Φ1 4 ,1 and W satisfies the following elliptic equation.
Wu [42] proved that the
. His proof depends on contradiction argument. Supposing that there exists a time sequence {t n } n∈N with t n → T max , or −T min such that ∂ x w(t n ) L 2 → ∞ as n → ∞, where (−T min , T max ) is the maximal time interval, he mainly proved that 
and thus ∂ x w 2 L 2 is bounded by P and E if w 2 L 2 < 4π (see [14, Lemma 2.2] ). In our variational argument, we do not use contradiction argument, the gauge transformation like (1.9), and any sharp Gagliardo-Nirenberg inequality.
We give the global existence result in the threshold case by Theorem 1.2.
After submitting the present paper, Guo pointed out that Corollary 1.4 can be obtained by (1.15) . We also give the proof by (1.15) for the reader's convenience.
The following corollary means that there exist global solutions with any large mass.
, and set the initial data as u 0,c = e 
The same invariance holds for the quintic nonlinear Schrödinger equation in one dimensional space: 
At last, we emphasize that we do not use the sharp Gagliardo-Nirenberg inequality and we do not apply the gauge transformation to (gDNLS) since the equation after applying the transformation is complicated unlike (DNLS). Remark 1.4. Miao, Tang, and Xu [25] treated the case of σ = 1. They considered (1.10) by using the gauge transformation and defined the action by S ω,c := E + ωM/2 + cP/2. They applied concentration compactness argument to give the variational characterization of the solitary waves. Then, they use the Nehari functional K ω,c derived from the action S ω,c . The explicit formula of K ω,c is
They defined
and they also showed that A ± ω,c are invariant under the flow of (1.10) and the solution to (1.10) is global if w 0 ∈ A + ω,c for some (ω, c). The functional K ω,c is useful to characterize the solitary waves φ c 2 /4,c since it contains L 4 -norm. Namely, one can use the Nehari functional by the gauge transformation. On the other hand, we cannot use Nehari functional when we do not apply the gauge transformation, and thus we introduce the new functionals K α,β ω,c . The rest of the present paper is as follows. In Section 2.1, we prepare some lemmas to obtain the characterization of the solitary waves and prove a priori estimate (see (2.2)). In Section 2.2, we give the characterization of the solitary waves φ c 2 /4,c . We remark that the characterization of the solitary waves φ ω,c for ω > c 2 /4 can be obtained in the same manner as in Colin and Ohta [9] and then we omit the proof. Section 3 is devoted to the proof of Theorem 1.2 and the corollaries. In Appendix A, we show that there is no non-trivial solution of the nonlinear elliptic equation 5) and (α, β) satisfy (1.8) . Then, we have
Indeed, Theorem 1.1 follows from Proposition 2.1 and the following properties:
where we note that S 
Proof. By the Hölder inequlity, we get
Taking the supremum, we obtain (2.1).
We have the Lieb compactness lemma. See [23] for p = 2 and [1, Lemma 2.1] for more general setting.
We have the Brezis-Lieb lemma (see [5] ).
the statement as p = 2 holds.
A direct calculation gives us the following relation. Lemma 2.5. We have
We denote the difference α(2σ
2.2.
Variational Characterization. First, we consider the case of ω = c 2 /4 and c > 0. Then, (α, β) satisfies
2α − β > 0, 2α + β > 0, and β < 0.
In the sequel section, we often omit the indices ω, c, α, β for simplicity.
Lemma 2.6. The following equality holds.
, f := ReΦ, and g := ImΦ, we have
Since
. Thus, Im(ΦΦ ′ ) = 0 for any x ∈ R. Therefore, Φ satisfies
Therefore, there exist θ 0 and x 0 such that Φ = e iθ 0 Φ ω,c (· − x 0 ) since Φ ω,c is the unique solution of (2.4) up to translation and phase (see Appendix A). This implies
Remark 2.1. According to [9] , it looks natural to take the integral on the infinite interval (−∞, x] in the gauge transformation as follows
However, in the massless case, it is not clear whether ψ ∈ G ω,c belongs to L 2σ (R) or not. This is why we take the integral on the finite interval [0, x] instead of (−∞, x].
Proof. This is obvious if M = ∅. We consider the case of M = ∅. Let ψ ∈ M . Since ψ is a minimizer, there exists a Lagrange multiplier η ∈ R such that S ′ (ψ) = η K ′ (ψ). Then, we get
, where we remark that this is justified by a density argument. By a direct calculation, we obtain
where in the last inequality we use 2α − β > 0, 2α + β > 0, β < 0, and K(ψ) = 0. Therefore, η = 0. This implies S To prove this proposition, at first, we prove the following lemma.
Lemma 2.11. We have µ α,β ω,c > 0. Proof. We recall that µ α,β ω,c = inf{ S ω,c (ψ) : ψ ∈ X ω,c \ {0}, K α,β ω,c (ψ) = 0}. By (2.2), it is trivial that µ ≥ 0. We prove µ > 0 by contradiction. We assume that µ = 0. Taking the minimizing sequence {ψ n } ⊂ X ω,c , i.e. S(ψ n ) → µ = 0 and K(ψ n 2) and (2.3) . Then, by using (2.1) as p = (σ + 2)/2, we get ψ n L ∞ → 0 as n → ∞. By using
, we obtain
Proof of Proposition 2.10. We take {ψ n } ⊂ X ω,c such that
Step 1. We prove lim sup n→∞ ψ n L 4σ+2 > 0 by contradiction. We suppose that lim sup n→∞ ψ n L 4σ+2 = 0. Since we have
2), we get S(ψ n ) → 0. This contradicts that µ > 0.
Step 2. Since {ψ n } is bounded in X ω,c =Ḣ 1 (R)∩L 2σ+2 (R) and lim sup n→∞ ψ n L 4σ+2 > 0, by applying Lemma 2.3 as f n = ψ n , d = 1, and p = 2σ + 2, there exists {y n } and v ∈ X ω,c \ {0} such that {ψ n (· − y n )} (we denote this by v n ) has a subsequence that converges to v weakly in X ω,c .
Step 3. We show
We note that
for any ψ ∈ X ω,c . Since v n converges to v weakly in X ω,c , we have v n → v a.e. in R. Therefore, by Lemma 2.4, we have v n
where we use the Hölder inequality, the fact that {v n } is bounded in L ∞ (R), the compactness of the embeddingḢ
for a bounded domain Ω ⊂ R and 1 ≤ p ≤ ∞. Thus, w n converges to w weakly in L 2 (R). Therefore, by (2.6), we get (2.5).
Step 4. We prove α(2σ + 2)µ < J(ψ) if K(ψ) < 0. By the definition of µ, we have
If ψ ∈ X ω,c satisfies K(ψ) < 0, then there exists λ 0 ∈ (0, 1) such that K(λ 0 ψ) = 0 since K(λψ) > 0 for small λ ∈ (0, 1). Therefore, we have α(2σ + 2)µ ≤ J(λ 0 ψ) < J (ψ).
Step 5. We prove K(v) ≤ 0 by contradiction. We suppose that K(v) > 0. Since K(v n ) → 0 and (2.5) hold, we have
This implies that K(v − v n ) < 0 for large n ∈ N. Therefore, by
Step 4, we get α(2σ + 2)µ < J (v − v n ) for large n ∈ N. By the same argument as in Step 3, we get
µ by the definition of J and K(v n ) → 0. By Step 2, we have v = 0 and then J(v) > 0. This is a contradiction.
Step 6. We prove that v belongs to M . By (2.7) and the weakly lower semicontinuity of J, we obtain
Thus, J(v) = α(2σ + 2)µ and v n converges to v strongly in X ω,c . Therefore, we get S(v) = µ and K(v) = 0 by Step 4 and 5.
Therefore, we obtain Proposition 2.1 when ω = c 2 /4 and c > 0. The case of ω > c 2 /4 is much easier. Indeed, we can obtain Proposition 2.1 by the same argument as in the case ω = c 2 /4 and c > 0 by using
See also Colin and Ohta [9] , where they obtained the statement only for the Nehari functional K 1,0 ω,c . Thus, we omit the proof.
Global Well-Posedness
In this section, we show Theorem 1.2. . Then, since we have
and K α,β ω,c (u(t)) > 0 for all time t, we have that
L 2 is uniformly bounded. Therefore, we have
for some positive constant C independent of t. This boundedness and the conservation law of the L 2 -norm imply that u is global in time.
We give proofs of Corollaries 1.3, 1.4, and 1.5. Direct calculations imply the following lemma (see [9] for the detail). 
In particular, we have
Remark 3.1. When σ = 1, we have M(φ c 2 /4,c ) = 4π, P (φ c 2 /4,c ) = 0, and E(φ c 2 /4,c ) = 0 for all c > 0 by Lemma 3.1. On the other hand, if M(φ) = 4π, P (φ) = 0, and E(φ) ≤ 0, then φ(x) = e iθ 0 φ c 2 0 /4,c 0 (x − x 0 ) for some θ 0 ∈ R, x 0 ∈ R, and c 0 > 0. Indeed, M(φ) = 4π, P (φ) = 0, and E(φ) ≤ 0 imply that
Since 
for sufficiently large c > 0. Moreover, since u 0 2 L 2 = 0, we have We give another proof. This is due to Guo and Wu [14] .
Another proof of Corollary 1.4. We have
, applying the gauge transformation u = w exp(− 
Therefore, by the Hölder inequality, the Gagliardo-Nirenberg inequality, and the Young inequality, we have
. This inequality and (3.3) give a priori estimate and thus the solution is global.
At last, we prove Corollary 1.5. We write ϕ = ρe iθ , where ρ > 0 and ρ, θ ∈ C 2 (R). It is easily seen that θ ≡ θ 0 for some θ 0 ∈ [0, 2π). Since ρ ∈ L p+1 (R), there must exist x 0 ∈ R such that ρ ′ (x 0 ) = 0. By (A. . Let ψ be the real-valued solution of (A.1) such that ψ(0) = c and ψ ′ (0) = 0. Using the uniqueness of the ordinary differential equation, we can deduce that ϕ = e iθ 0 ψ(· − x 0 ).
We prove the non-existence of a non-trivial solution to the nonlinear elliptic equation (1.4) in the case ω < c 2 /4, or ω = c 2 /4 and c ≤ 0. This is covered by [5, Theorem 5] . See [5, Theorem 5] for the necessary and sufficient condition for the existence of non-trivial solutions to more general second order ordinary differential equations. 
