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ON HOWLAND’S TIME-INDEPENDENT FORMULATION OF
CP-DIVISIBLE QUANTUM EVOLUTIONS
KRZYSZTOF SZCZYGIELSKI AND ROBERT ALICKI
Abstract. We extend Howland’s time-independent formalism to the case of
CP-divisible dynamics of d-dimensional open quantum systems governed by
periodic time-dependent Lindbladian in Weak Coupling Limit, extending our
result from previous papers. We propose the Bochner space of periodic, square
integrable matrix valued functions as the generalized space of states and exam-
ine some densely defined operators on this space, together with their Fourier-
like expansions. The generalized quantum dynamical semigroup is then formu-
lated in this space and we show its similarity with dynamical maps on Cd×d,
i.e. it is CP-divisible, trace preserving and a contraction.
1. Introduction
Completely positive (CP) and trace preserving (TP) dynamics of open quantum
systems governed by time-dependent generators recently began gaining an increas-
ing attention worldwide. In particular, the concept of evolution of open system
in the regime of Markovian approximation and under external perturbation of pe-
riodic nature led to the formulation of both Markovian Master Equation (MME)
and appropriate quantum dynamical map in [1]. In this paper we present an ex-
tension of our previous results [1, 2] on CP-divisible dynamics governed by periodic
generator in standard form by introducing the so-called time-independent formal-
ism. Such approach was originally invented and applied in the case of unitary,
reversible dynamics under periodic self-adjoint bounded Hamiltonian by Shirley
[3], Sambe [4] and Howland [5, 6] and was successfully utilized in e.g. theory of
nuclera namgnetic resonance (NMR) [7–9] and general laser spectroscopy [10, 11].
Time-independent formalism employs the Floquet theory in order to lift the dy-
namic description of ordinary differential equations (ODEs), such as Schroedinger
equation, to in a sense static, algebraic one constructed in the infinite-dimensional
generalized space of states. The original ODE is then mapped to an eigenequation
of some unbounded self-adjoint linear operator, the Floquet Hamiltonian, acting on
this large space. Moreover, one can show that the semigroup generated by this op-
erator may be actually utilized to construct the solution of original ODE. Here we
present a construction of the generalized space of states and appropriate dynamics
in case of open quantum system described by Markovian Master Equation.
This paper is structured as follows: in Section 2 we provide a concise recollection
of most important results regarding CP-divisible dynamics of d-dimensional open
quantum systems with periodically modulated Hamiltonian, preceded by short in-
troduction to Floquet theory. In Section 3 we present a formal construction of
the time-independent formalism for CP-divisible systems. Starting with analysis
of Banach space-valued Fourier series, we construct the generalized space of states
and appropriate representations of algebra of bounded operators. Finally, we derive
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generalized CP-divisible quantum dynamical semigroup in Section 3.4 and demon-
strate its relation to CP-divisible dynamical maps on matrix space.
Throughout this paper, Cd×d will denote a linear space of complex square ma-
trices of size d and we will use boldface to denote vectors in Cd or functions with
values in Cd or Cd×d. ‖·‖∞ will generally denote induced operator norm (of matrix
or general linear operator), while ‖ · ‖Lp or ‖ · ‖L p , p ∈ [1,∞], will be reserved for
functions (either complex or linear space valued) and denote appropriate Lp-norm,
with p = ∞ devoted for essential supremum norm. Hermitian adjoint of matrix
a ∈ Cd×d will be denoted as a∗ and we will use a notation x⋆ to denote involution in
certain spaces; for T being a linear map on Banach space X , T ′ will denote a dual
map and X ′ will be a topological dual space. Time derivative will be interchange-
ably denoted as dydt or y˙. We will emphasize any other notational conventions, as
needed.
2. Periodically controlled open quantum systems
2.1. Floquet theory. Let T ≃ R/TZ, T > 0, denote a circle group and let a
matrix-valued function t 7→ A(t) ∈ Cd×d, t ∈ T, be continuous. Consider a Cauchy
problem of a form
x˙(t) = A(t)x(t), x(0) = x0, (2.1)
where x(t), x0 ∈ Cd. Then, there exists a function t 7→ Φ(t) such that each solution
to (2.1) is of a form x(t) = Φ(t)c for some vector c ∈ Cd. Φ(t) is called the
fundamental matrix solution of the ODE and by construction, Φ˙(t) = A(t)Φ(t) and
Φ(t) is invertible for each t. Since fundamental solution is always non-unique, one
may additionally require Φ(0) = I; in this case, it is called principal. Then, the
following Floquet’s theorem applies:
Theorem 2.1 (Floquet’s). For a Cauchy problem of a form (2.1) with continu-
ous and T–periodic A(t), there exist a T–periodic function t 7→ P (t) ∈ Cd×d and
constant B ∈ Cd×d such that the fundamental matrix solution is
Φ(t) = P (t)etB. (2.2)
For proof, see e.g. [12]. Expression (2.2) is known as Floquet normal form of
fundamental matrix solution and eTB is called monodromy matrix. Assume B to
be diagonalizable, i.e. that there exists a linearly independent system (ϕi)
d
i=1 in
C
d satisfying eigenequations Bϕi = ξiϕi, where {ξi}di=1 = σ(B) is the spectrum of
B. Then, σ(eTB) = {eξiT }di=1 ⊂ C \ {0} and monodromy matrix is diagonalizable
as well. Eigenvalues ξi of B are called the Floquet exponents (real part of each ξi is
called Lyapunov exponent), while eigenvalues eξiT of monodromy matrix are also
known as characteristic multipliers of the ODE; much about asymptotic stability
of solutions can be implied from the exact analysis of characteristic multipliers [12].
Let Ω = 2π/T . Clearly, B is non-unique, since for Bk = B + ikΩ · I, k ∈ Z,
we have σ(eTB) = σ(eTBk). This implies, that for every ξj ∈ σ(B) there exists a
countable set {ξj,n ∈ σ(Bk)},
ξj,n = ξj + inΩ, ξj ∈ σ(eTB), n ∈ Z, (2.3)
such that eξj,nT ∈ σ(eTX), so in general there exist infinitely many Floquet ex-
ponents corresponding to the same set of characteristic multipliers. We will call⋃d
j=1{ξj,n} a set of shifted Floquet exponents.
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As (ϕj)
d
j=1 is a basis in C
d, one can put c =
∑d
j=1 cjϕj and
x(t) = Φ(t)c =
d∑
j=1
cjϕj(t), (2.4)
where ϕj(t) = e
tξjφj(t), and φj(t) = P (t)ϕj are periodic functions, called the
Floquet solutions or Floquet states. It is also not hard to prove that (ϕj(t))
d
j=1 and
(φj(t))
d
j=1 are bases in C
d for every t ∈ R; to prove this, it suffices to show linear
independence of both sets which comes easily from invertibility of Φ(t) and linear
independence of (ϕj)
d
j=1.
2.2. Periodically driven open quantum systems. Consider the open quantum
system described by Hilbert space Cd, d > 1, equipped with standard Euclidean
(dot) inner product x · y = ∑dj=1 xjyj , x,y ∈ Cd. Let B(Cd) ≃ Cd×d be the C*-
algebra of all linear operators on Cd, endowed with operator norm ‖ · ‖∞, induced
by Euclidean norm, i.e.
‖a‖∞ = sup
‖w‖61
‖aw‖, ‖w‖ = √w ·w, w ∈ Cd, (2.5)
and conjugate transpose a 7→ a∗ as involution. We endow Cd×d with the trace
norm
‖a‖1 = tr
√
a∗a, (2.6)
which makes (Cd×d, ‖ · ‖1) a Banach space and a Banach algebra, since it can be
shown to satisfy inequalities
‖a‖∞ 6 ‖a‖1, ‖ab‖1 6 ‖a‖∞‖b‖1 6 ‖a‖1‖b‖1 (2.7)
for any a, b ∈ Cd×d. Then, the time evolution of ρt will be given by sufficiently
smooth mapping t 7→ Λt ∈ B(Cd×d) such that
ρt = Λt(ρ0), ρt ∈ (Cd×d)+, ‖ρt‖1 = 1, (2.8)
where ρ0 is some initial density matrix, (C
d×d)+ is a positive cone in Cd×d and
linear map Λt is completely positive and trace preserving (CP, TP) on C
d×d for
each t ∈ [0,∞), called the quantum dynamical map. The associated propagator
(t, s) 7→ Vt,s will be required to satisfy the divisibility condition
Λt = Vt,sΛs, 0 6 s 6 t. (2.9)
Provided Λ−1s exists, one easily obtains Vt,s = ΛtΛ
−1
s . Then, Λt is called CP-
divisible or Markovian if and only if Vt,s is CP, TP for any s ∈ [0, t] for a given
t ∈ [0,∞). We will focus solely on the case of differentiable dynamical maps, i.e.
we invoke the common assumption of existence of time-dependent Lindbladian Lt,
such that Λt satisfies the time-local MME, here presented in two equivalent forms,
Λ˙t = LtΛt, ρ˙t = Lt(ρt), (2.10)
with initial conditions often stated as ρ0 and Λ0 = I. One can show [13, 14] that if
the MME is satisfied, then the resulting Λt is CP-divisible if and only if Lt admits
the so-called standard (Kossakowski – Lindblad – Gorini – Sudarshan) form (we
put ~ = 1)
Lt(ρ) = −i[Ht, ρ] +
d2−1∑
k=1
(
Vk,tρV
∗
k,t −
1
2
{V ∗k,tVk,t, ρ}
)
, (2.11)
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where Ht = H
∗
t ∈ Cd×d is the effective Hamiltonian of the system and (Vk,t) is
a sequence of time-dependent noise operators. No universal methods of solving
(2.10) are known apart from general techniques involving Dyson or Magnus series
expansions [13, 15, 16]. Nevertheless, if the function t 7→ Lt is constant or periodic,
the exact solutions are known. In the former case, namely if Lt = L, the solution
is the celebrated quantum dynamical semigroup {etL : t > 0}, i.e. one-parameter,
strongly continuous contraction semigroup of CP, TP maps on Cd×d; then, L is
an infinitesimal generator of this semigroup given in standard form (2.11), however
without any time dependence (see [13, 15, 17–20] and references therein for details).
2.3. Examples of periodic Lindbladians. At least two classes of periodic Lind-
bladians, which were derived from the underlying Hamiltonian dynamics of the
open system weakly interacting with a quantum stationary reservoir, are known
in the literature. The presented examples are used in quantum thermodynamics
literature to describe various types of heat engines or refrigerators.
The first one was presented in e.g. [1, 2, 21]; here the open quantum system was
described by a time-dependent, periodic Hamiltonian Ht = Ht+T and coupled to a
large reservoir described in the thermodynamic limit. The interaction Hamiltonian
was given by usual expression
Hi =
∑
k∈I
Sk ⊗Rk, (2.12)
where Sk ∈ Cd×d, and Rk are the reservoir’s observables. Beside the standard
assumptions allowing for application of Weak Coupling Limit (WCL) techniques,
one assumes that the modulation is fast, i.e. its frequency Ω is comparable to the
relevant Bohr frequencies of the system Hamiltonian. In this case one first applies
the Floquet decomposition of the system unitary dynamics defined by propagator
ut,
u˙t = −iHtut, Ht+T = Ht, u0 = I. (2.13)
Due to Floquet’s theorem (Theorem 2.1), a principal fundamental matrix solution
ut is then
ut = pte
−itH¯ , (2.14)
where pt is unitary and periodic, p0 = I, and H¯ is self-adjoint and called the
averaged Hamiltonian. A set of Bohr quasifrequencies is defined as
{ω} = {ǫ− ǫ′ : ǫ, ǫ′ ∈ σ(H¯)}. (2.15)
The Schroedinger picture system dynamics is denoted by Ut(a) = utau
∗
t and its
periodic component by Pt(a) = ptap
∗
t . Then, applying WCL technique, one can
derive the MME of the form
ρ˙t = Lt(ρt) = −i[Ht, ρt] + (PtK P−1t )(ρt) (2.16)
with solution in a factorized form
Λt = Ute
tK = Pte
tL¯, L¯ = −i[H¯, · ] +K. (2.17)
The Davies type structure of the semigroup generator K is
K(ρ) =
∑
k,k′∈I
∑
q∈Z
∑
{ω}
γkk′ (ω + qΩ)
(
SkqωρS
∗
k′qω −
1
2
{S∗kqωSk′qω , ρ}
)
. (2.18)
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Operators Skqω may be then shown to satisfy relations
[H¯, Skqω ] = ωSkqω , S
∗
kqω = Sk,−q,−ω, (2.19)
and the positive definite matrix γkk′ (ω + qΩ) is, as usually, the Fourier transform
of suitable reservoir correlation matrix taken at ω + qΩ. By direct computation
one can show that the semigroup generator K (2.18) commutes with the generator
−i[H¯, · ]. This property leads to product forms of the dynamics (2.17). A simple
diagonalization procedure transforms (2.18) into the standard form and then the
generator in MME (2.16) takes the form (2.11) with periodic Ht and V
t
k .
The second class can be derived for slowly varying system Hamiltonians using
WCL approach [22–24]. Under the condition similar to those behind the quantum
adiabatic theorem one can derive the MME of the following form
ρ˙t = −i[Ht, ρt] +
∑
k,k′
∑
{ωt}
γkk′ (ωt)
(
SkωtρtS
∗
k′ωt −
1
2
{S∗kωtSk′ωt , ρt}
)
, (2.20)
where {ωt} are Bohr frequencies of Ht and matrices Skωt satisfy
[Ht, Skωt ] = ωtSkωt , S
∗
kωt = Sk,−ωt . (2.21)
It follows from (2.21) that at any moment of time the Hamiltonian part commutes
with the dissipative one. The WCL procedure assures that ifHt is periodic, matrices
Skωt are periodic and the whole Lindbladian in (2.20) is also periodic.
3. Howland’s time-independent formalism
In this section we will present a formal construction of time-independent formal-
ism for open quantum system governed by MME (2.16). The formalism will exhibit
some similarities with usual quantum-dynamical approach, e.g. complete positivity,
trace preservation and contractivity of evolution maps. We will largely adapt the
approach by Sambe [4] and Howland [5, 6] as mentioned earlier, who introduced
the idea of enlarged Hilbert space of states and generalized dynamics in order to
find solutions of Schroedinger equation with periodic Hamiltonian as an extension
of method proposed by Shirley [3]. We will not, however, elaborate much on the
unitary (Hamiltonian) time independent formalism; interested readers should refer
to literature, e.g. [3–7, 9–11] and references therein, for further details.
For convenience we will require some regularity of Hamiltonian Ht, namely we
will assume t 7→ Ht is periodic and piecewise C1, i.e. continuous and of piecewise
continuous first derivative. This assumption is quite mild and will be of particular
importance for convergence of certain operator series later on.
3.1. Generalized space of states. Let (Ω,Σ, µ) be a finite measure space and
let (X ,X ′) be a dual pair for Banach space (X , ‖ · ‖), with duality pairing ϕ(x) ≡
(ϕ, a)X ,X ′, a ∈ X , ϕ ∈ X ′. We denote by L p(Ω,X ), p ∈ [1,∞], the Bochner space
of µ-measurable, p-integrable, X -valued functions on Ω, complete with respect to
L p-norm
‖f‖L p =
(∫
T
‖f(t)‖p dµ(t)
)1/p
, ‖f‖L∞ = ess sup
t∈T
‖f(t)‖. (3.1)
Naturally, L p(Ω,X ) is a Banach space for every p ∈ [1,∞). One shows [25] that
if X has a Radon-Nikodym property with respect to (Ω,Σ, µ), then L p(Ω,X )′ is
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isometrically isomorphic to L q(Ω,X ′) for p−1 + q−1 = 1 and the duality pairing
L p ×L q 7→ (f, g)L p ∈ C takes a form
(f, g)L p =
∫
Ω
(f(t), g(t))X ,X ′ dµ(t). (3.2)
Let (Ω,Σ, µ) = (T,B(T), T−1λ) with Σ = B(T) the σ-algebra of Borel subsets
of T and µ = T−1λ a normalized Lebesgue measure, T−1λ(Ω) = 1. Also, let
(en)n∈Z, en(t) = e
inΩt denote the Fourier basis in space Lp(T), p ∈ (1,∞) and let
Dn =
∑
|k|6n ek be the Dirichlet kernel. The n-th partial Fourier sum operator
Dn ∗ is given by convolving Dn with f as
f 7→ Dn ∗ f =
∑
|k|6n
fk ⊙ ek, fk = 1
T
∫
T
f(t)e−ikΩtdt, (3.3)
where for (a, h) ∈ X ×Lp(T) we define (a⊙h)(t) = h(t)a. It is a standard result in
harmonic analysis that for any complex-valued ϕ ∈ Lp(T), p ∈ (1,∞), the sequence
of its partial Fourier sums converges to ϕ in Lp-norm [26], and by Carleson-Hunt
theorem [27, 28], also pointwise almost everywhere (a.e.) over T. These results
generalize elegantly to the case of Bochner spaces:
Theorem 3.1. If (X , ‖ · ‖) is a UMD (unconditionality of martingale differences)
Banach space with unconditional Schauder basis and p ∈ (1,∞), then (Dn ∗ f)
converges to f in norm in L p(T,Cd×d) and also pointwise a.e. to f(t), t ∈ T, i.e.
for any f ,
lim
n→∞
∫
T
∥∥∥ ∑
|k|6n
fke
ikΩt − f(t)
∥∥∥pdt = 0, (3.4a)
lim
n→∞
‖(Dn ∗ f)(t)− f(t)‖ = 0 for a.e. t ∈ T. (3.4b)
For more detailed version of the above theorem and proofs, see e.g. [29, 30] and
references therein, as well as [31]; for UMD spaces, see [32].
We say that Fourier series of Banach space-valued function f : T → (X , ‖ · ‖)
converges uniformly to f , if (Dn ∗ f) converges to f in L∞-norm, i.e.
lim
n→∞
ess sup
t∈T
‖(Dn ∗ f)(t)− f(t)‖ = 0. (3.5)
Moreover, Fourier series
∑
n∈Z fn⊙en, fn ∈ X , will be called absolutely convergent,
if (‖fn‖)n∈Z ∈ l1(Z).
Take X = (Cd×d, ‖ · ‖), where ‖ · ‖ is (any) matrix norm on Cd×d. Then X ′ =
(Cd×d, ‖ ·‖′), where ‖ ·‖′ stands for the matrix dual norm. If ‖ ·‖ is chosen to be the
induced operator norm (2.5), then ‖ · ‖′∞ = ‖ · ‖1, and vice versa [33]. Therefore,
(Cd×d1 )
′ ≃ Cd×d∞ = (Cd×d, ‖ · ‖∞) with duality pairing (a, b)Cd×d = tr ab. Space
C
d×d
1 is reflexive, so has a Radon-Nikodym property; therefore L
p(T,Cd×d1 )
′ ≃
L
q(T,Cd×d∞ ), p
−1 + q−1 = 1, which is complete with respect to norm
‖f‖L q∞ =
( 1
T
∫
T
‖f(t)‖2∞ dt
)1/q
. (3.6)
and the pairing for (L p,L q) is (f, g)L p =
1
T
∫
T
tr f(t)g(t) dt
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Now we are ready to formulate a notion of generalized space of states. We
propose a following definition within time-independent formalism:
Definition 3.1. The Bochner space L 2(T,Cd×d1 ) of square integrable periodic
matrix-valued functions, complete with a norm
‖f‖L 2
1
=
( 1
T
∫
T
‖f(t)‖21 dt
)1/2
, (3.7)
will be called the generalized space of states, or the Floquet space of states. The
corresponding dual space is L 2(T,Cd×d∞ ) and the pairing is given by
(f, g)L 2 =
1
T
∫
T
tr f(t)g(t) dt. (3.8)
Remark 1. We choose the case p = 2 mainly for good convergence of Fourier
series. As Cd×d1 is of finite dimension, it is a UMD space; therefore any function f ∈
L 2(T,Cd×d1 ) possesses a Fourier series which converges in norm and also pointwise
a.e. by virtue of Theorem 3.1. This property will be important for existence and
convergence of certain Fourier-like expansions of operators acting on L 2(T,Cd×d1 )
later on.
Remark 2. One may define another norm ‖ · ‖L 2
2
in the space of periodic matrix-
valued functions by
‖f‖L 2
2
=
( 1
T
∫
T
‖f(t)‖22 dt
)1/2
, (3.9)
where ‖a‖2 = (tr a⋆a)1/2 stands for Frobenius (Hilbert-Schmidt) norm of a. Putting
C
d×d
2 = (C
d×d, ‖·‖2), the space L 2(T,Cd×d2 ) is a Hilbert space. Matrix norms ‖·‖1
and ‖ · ‖2 can be shown to be equivalent [33] and it is easy to see ‖ · ‖L 2
1
and ‖ · ‖L 2
2
are equivalent as well, thus inducing the same topology on L 2(T,Cd×d1 ). Therefore,
spaces L 2(T,Cd×d1 ) and L
2(T,Cd×d2 ) are canonically isomorphic as Banach spaces.
This identification may be useful for various computational reasons (we will not,
however, exploit it in this article).
Remark 3. We choose ‖ · ‖1 norm in the target space, as in particular, this allows
certain evolution maps on L 2(T,Cd×d1 ) to be contractions with respect to this norm,
which is an expected property of irreversible quantum evolution.
3.2. Isomorphic representations of generalized space of states. Bochner
spaces may be given a standard tensorial representation in a following manner: the
algebraic tensor product Cd×d ⊗ L2(T) is embedded in L 2(T,Cd×d1 ) via a natural
injection ι defined on simple tensors as ι(a ⊗ h) = a ⊙ h and then extended by
linearity. This allows to endow this tensor product with a norm x 7→ ‖x‖L 2
1
=
‖ι(x)‖L 2
1
(we use the same symbol to denote both norms). In result, the injection
extends to an isometric isomorphism
ι : Cd×d ⊗¯L2(T)→ L 2(T,Cd×d1 ), (3.10)
where Cd×d ⊗¯L2(T) is the completion of algebraic tensor product with respect to
‖ · ‖L 2
1
; we will use a notation f˜ for elements in Cd×d ⊗¯L2(T) to indicate the
isomorphism, i.e. f = ι(f˜). We note that ‖ · ‖L 2
1
is not a tensor norm, as it does
not satisfy the so-called mapping property [34] and alternative choices are possible
[35].
8 KRZYSZTOF SZCZYGIELSKI AND ROBERT ALICKI
For each f˜ ∈ Cd×d ⊗¯L2(T) one can find a unique sequence (fn)n∈Z ⊂ Cd×d such
that f =
∑
n∈Z fn ⊗ en, f˜ = ι(f) =
∑
n∈Z fn ⊙ en, both series norm-convergent.
Clearly,
∑
n∈Z fn ⊙ en is a Fourier series of function f = ι(f˜) and, since Cd×d1 is a
UMD space, it converges pointwise a.e. by Theorem 3.1,
f(t)
a.e.
=
∑
n∈Z
fne
inΩt, fn =
1
T
∫
T
f(t)e−inΩtdt. (3.11)
Duality pairing in Cd×d ⊗¯L2(T) will be then given by (f˜ , g˜)⊗¯ = (f, g)L 2 . Both the
Bochner space and its tensorial form, being identified, will be sometimes referred
to as the generalized space of states simultaneously.
3.2.1. Operators on generalized space of states. The Banach algebra B(Cd×d1 ) of all
linear maps on Cd×d1 may be identified with C
d2×d2 , dimB(Cd×d1 ) = d
4. We endow
B(Cd×d1 ) with supremum norm
‖A‖∞ = sup
‖a‖161
‖A(a)‖1, a ∈ Cd×d1 . (3.12)
Definition 3.2. Fourier shift operators Fn, n ∈ Z and Fourier number operator
Fz, all acting on L
2(T), are defined via equalities
Fn(em) = em+n, Fz(en) = nen, m, n ∈ Z. (3.13)
Proposition 3.1. Fourier operators have the following properties:
(1) {Fn : n ∈ Z} is a unitary commutative representation of group (Z,+),
(2) [Fz , Fn] = nFn,
(3) Fz is self-adjoint and unbounded.
Proof. Properties (1), (2) as well as self-adjointness of Fz can be easily shown by
direct computation. Unboundedness of Fz is also clear: simply consider sequence
of basis vectors (en)n∈Z and notice supn∈Z ‖Fz(en)‖L2 = supn∈Z |n| =∞. 
Property (1) leads in particular to group-like conditions F0 = I, Fn = F
n
1 ,
Fn+m = FnFm, F
−1
n = F−n = F
∗
n and ‖Fn‖∞ = 1. The idea standing behind in-
troduction of Fourier operators is such that they may be efficiently used to represent
periodic operator-valued functions as time-independent static operators defined on
the generalized space of states.
Let A be a linear operator on L 2(T,Cd×d1 ). Then, the unique operator A˜ acting
on Cd×d1 ⊗¯L2(T) given by
A˜ = ι−1 ◦A ◦ ι, Dom A˜ = ι−1(DomA), (3.14)
will be called the Fourier lifting of A. Naturally, mapping A 7→ A˜ is a bijection.
By making a proper choice of A one can then uniformly express operators, possibly
time-dependent, acting on matrix-valued functions, as “static” operators acting on
a subspace of Cd×d1 ⊗¯L2(T). In realm of time-independent formalism, this operation
allows for passing from ODE-based analysis to time-independent, purely algebraic
one. By additionally assuming denseness of DomA, one may ensure a definition
of Fourier lifting to be well-suited for representing discontinuous operators (like
a derivative operator). Namely, if DomA is dense in L 2(T,Cd×d1 ), then one can
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define its dual (adjoint) operator A′ by imposing
(f,A(g))L 2 =
1
T
∫
T
tr f(t)(A ◦ g)(t)dt (3.15)
=
1
T
∫
T
tr (A′ ◦ f)(t)g(t)dt = (A′(f), g)L 2
for duality pairing (3.8). Its domain DomA′ consists of such ϕ ∈ L 2(T,Cd×d∞ )
that ϕ ◦A extends boundedly on entire L 2(T,Cd×d1 ); similarly, A˜′ exists and it is
straightforward to show, that A˜′ = ι−1 ◦A′ ◦ ι and Dom A˜′ = ι−1(DomA′), i.e. A˜′
is also a Fourier lifting of A′.
Denote by C k(T,Cd×d1 ), k ∈ {0, 1,∞} the linear spaces of continuous (k = 0),
continuously differentiable (k = 1) and smooth (k = ∞) matrix-valued functions
on T. As each periodic continuous function is bounded, in particular we have
C
0 ⊂ L 2(T,Cd×d1 ) set-theoretically. C 1(T,Cd×d1 ) is then a dense linear subspace
of L 2(T,Cd×d1 ), as it contains all the smooth functions.
3.2.2. Some algebraic properties. For f, g ∈ L 2(T,Cd×d1 ), we define their prod-
uct fg pointwise as (fg)(t) = f(t)g(t) and for f˜ , g˜ ∈ Cd×d1 ⊗¯L2(T) we have
f˜ g˜ = ι−1(fg). The target space of such multiplication can be unfortunately much
larger than original space, as L 2(T,Cd×d1 ) is not an algebra. Nevertheless, mul-
tiplication by any essentially bounded function is well-posed, i.e. the inclusion
L∞L 2, L 2L∞ ⊂ L 2 holds set-theoretically; to see this, simply estimate for,
say, f ∈ L∞ and g ∈ L 2,
‖fg‖2
L 2
1
6 ess sup
t∈T
‖f(t)‖21 ·
1
T
∫
T
‖g(t)‖21 dt = ‖f‖2L∞‖g‖2L 2 (3.16)
which easily comes from inequality (2.7). As a result, fg ∈ L 2(T,Cd×d1 ). Picking
g ∈ L∞(T,Cd×d1 ) yields the second inclusion. It is easy to check that constant
function I ⊙ e0 is a neutral element of multiplication in L 2(T,Cd×d1 ). Likewise,
I ⊗ e0 = ι−1(I ⊙ e0) is a neutral element of multiplication in Cd×d1 ⊗¯L2(T).
Let h 7→ h⋆, h⋆(t) = h(t) be an involution on L2(T). A conjugate-linear injective
map f 7→ f⋆ given on L 2(T,Cd×d1 ) as
f⋆(t) = f(t)∗, f⋆ =
∑
n∈Z
f∗n ⊙ e⋆n, (3.17)
is then naturally an involution on L 2(T,Cd×d1 ); we will call f
⋆ the adjoint of
f . Similarly, we define adjoint on Cd×d1 ⊗¯L2(T) by imposing f˜⋆ = ι−1(f⋆) =∑
n∈Z f
∗
n ⊗ e⋆n.
3.2.3. Complete positivity, trace preservation and contractions. Dynamical maps
posses two important mathematical properties – the complete positivity and trace
preservation – imposed to ensure the overall “physicality” of the evolution. One
can then expect similar conditions are satisfied by generalized quantum dynamics,
lifted to space L 2(T,Cd×d1 ). As we show later on, this indeed is the case: the
generalized dynamics will exhibit complete positivity and trace preservation (as
well as contractivity) conditions, in the sense which we define in this section.
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We will call f ∈ L 2(T,Cd×d1 ) positive, f > 0, if and only if f(t) > 0 for every
t ∈ T. The positive cone P+ will be then generated by all elements of a form g⋆g,
i.e. P+ =
{∑n
j=1 g
⋆
j gj : gj ∈ L 2, n ∈ N
}
.
For given operator A, let An = I ⊗ A denote its extension on algebraic tensor
product Cn×n ⊗L 2(T,Cd×d1 ). This space is naturally isomorphic to Mn(L 2) i.e.
every f ∈ Cn×n ⊗ L 2 is uniquely represented as a matrix f = [fij ]n×n such that
fij ∈ L 2(T,Cd×d1 ). The adjoint f⋆ is naturally expressed as f⋆ = [f⋆ji]n×n and the
positive cone P+n ⊂Mn(L 2) is P+n = {
∑m
j=1 g
⋆
jgj : m <∞}. The action of An on
P+n is then simply An([fij ]n×n) = [A(fij)]n×n.
Definition 3.3. Densely defined operator A, DomA ⊂ L 2(T,Cd×d1 ), will be called:
(1) positive, A > 0, iff A(DomA ∩ P+) ⊂ P+,
(2) n-positive, A ∈ Pn(L 2), iff An > 0, i.e. An(DomAn ∩ P+n ) ⊂ P+n ,
(3) completely positive, A ∈ CP(L 2), iff A ∈ Pn(L 2) for all n ∈ N.
Complete positivity and n-positivity on Cd×d1 ⊗¯L2(T) will be then defined and
denoted analogously as CP(⊗¯) and Pn(⊗¯), respectively. The correspondence be-
tween positivity on both spaces is also evident, i.e. A ∈ Pn(L 2) iff A˜ ∈ Pn(⊗¯) and
A ∈ CP(L 2) iff A˜ ∈ CP(⊗¯).
Canonical trace of a matrix is a positive linear functional on Cd×d, uniquely
represented by identity matrix such that tr a = (I, a)Cd×d for any a ∈ Cd×d. One can
then formulate similar definition of traces on both L 2(T,Cd×d1 ) and C
d×d
1 ⊗¯L2(T):
Definition 3.4. Linear functional trL 2 : L
2(T,Cd×d1 )→ C represented by neutral
element in L 2(T,Cd×d1 ), i.e. given by
trL 2 f = (I ⊙ e0, f)L 2 =
1
T
∫
T
tr f(t) dt, (3.18)
will be called a trace on L 2(T,Cd×d1 ). By analogy, the trace on C
d×d
1 ⊗¯L2(T) will
be defined as
tr⊗¯ f˜ = (I ⊗ e0, f˜)⊗¯ = (I ⊙ e0, f)L 2 . (3.19)
Let us denote sets of all trace preserving maps on both spaces L 2(T,Cd×d1 ) and
C
d×d
1 ⊗¯L2(T) by TP(L 2) and TP(⊗¯), respectively. One can immediately show
that we have A ∈ TP(L 2) iff A˜ ∈ TP(⊗¯).
Lemma 3.1. A ∈ TP(L 2) iff A′ is unital and A˜ ∈ TP(⊗¯) iff A˜′ is unital.
Proof. We will only prove the first statement, as the second one is a trivial rewriting.
Suppose A ∈ TP(L 2); applying (3.15) and (3.18) we have
trL 2 A(f) = (I ⊙ e0, A(f))L 2 = (A′(I ⊙ e0), f)L 2 . (3.20)
Requirement of (3.20) and trL 2 f being equal yields A
′(I ⊙ e0) = I ⊙ e0. The
opposite implication is analogous. 
3.3. Examples of operators and their properties. Here we will construct and
provide some basic properties for three important operators on space L 2(T,Cd×d1 ),
together with their counterparts acting on Cd×d1 ⊗¯L2(T); this will include the time-
dependent operator-valued function, derivative operator and shift operator. The
next section will provide some concrete expressions for aforementioned operators;
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in particular, the infinite series representation will be introduced (with some certain
convergence issues addressed).
3.3.1. Operator-valued function. Let U ∈ B(Cd×d1 ). Its dual U ′ is then given via
duality pairing on Cd×d1 by
(a, U(b))Cd×d = tr aU(b) = trU
′(a) b = (U ′(a), b)Cd×d . (3.21)
Now, let t 7→ At ∈ B(Cd×d1 ) be a periodic, operator-valued function. It induces a
linear operator A acting on L 2(T,Cd×d1 ) via
f 7→ (A ◦ f)(t) = At(f(t)), f ∈ L 2(T,Cd×d1 ), t ∈ T. (3.22)
In all the following, we will be assuming t 7→ At is a bounded function of t, i.e.
supt∈T ‖At‖∞ = C is finite, where ‖At‖∞ = sup‖a‖161 ‖At(a)‖1 is the operator
norm of At as a map on C
d×d
1 . In such case it is easy to notice
1
T
∫
T
‖At(f(t))‖21 dt 6 C2‖f‖2L 2
1
(3.23)
for every f ∈ L 2(T,Cd×d1 ), so A is a bounded endomorphism on L 2(T,Cd×d1 ).
Employing (3.15) we find A′ given by
A′(f)(t) = A′t(f(t)), (3.24)
where the prime symbol at the right hand side denotes a dual in a sense of (3.21).
Its Fourier lifting A˜′ then satisfies, due to (3.14),
(A˜′ ◦ ι)(x˜)(t) = A′t(x(t)). (3.25)
Proposition 3.2. A ∈ TP(L 2) if and only if At ∈ TP(Cd×d) for all t ∈ T.
Proof. By Lemma 3.1, A′ is unital and therefore
A′(I ⊙ e0)(t) = A′t(I) = I (3.26)
and At is unital as well; as for any a ∈ Cd×d1 we have
tr a = (I, a)Cd×d = (A
′
t(I), a)Cd×d = (I, At(a))Cd×d = trAt(a), (3.27)
automatically At ∈ TP(Cd×d1 ). On the contrary, supposing At trace preserving and
applying (3.19) we immediately obtain the opposite. 
Proposition 3.3. If At ∈ B(Cd×d1 ) is a trace norm contraction on Cd×d1 for each
t ∈ T, then A is a contraction on L 2(T,Cd×d1 ).
Proof. This claim is shown by simple computation
‖A(f)‖2
L 2
1
=
1
T
∫
T
‖At(f(t))‖21 dt 6
1
T
∫
T
‖f(t)‖21 dt = ‖f‖2L 2
1
, (3.28)
as ‖At(a)‖1 6 ‖a‖1. 
Remark 4. The opposite claim does not hold. As a counterexample, take A defined
as a multiplication operator via A(f) = ξf , where ξ ∈ L2(T), f(t) > 0, ‖f‖L2 = 1,
and f(t) > 1 for t in a finite family of sub-intervals in [0, T ). Take any f = a⊙ e0,
i.e. a constant function f(t) = a ∈ Cd×d; one has, after simple algebra,
‖A(a⊙ e0)‖L 2 =
( 1
T
∫
T
‖At(a)‖1 dt
)1/2
= ‖a‖1‖ξ‖L2 = ‖a‖1, (3.29)
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so A is a contraction. However, take ξ as, say, quadratic function of t with zeroes
at points t = 0 and t = T , given as
ξ(t) = −
√
30
T 2
(t− T )t. (3.30)
Then, one easily finds ‖ξ‖L2 = 1 and ξ(t) > 1 over interval (t1, t2) centered around
T/2, where the maximal point of ξ is located, ξ(T/2) =
√
30/4 > 1. For each
t ∈ (t1, t2) we therefore have ‖At(a)‖1 = ξ(t)‖a‖1 > ‖a‖1, and so At is not a trace
norm contraction on Cd×d1 .
Proposition 3.4. The following hold:
(1) Let At ∈ CP(Cd×d1 ) for every t ∈ T. If additionally At admits a Kraus
representation
At(a) =
d2∑
j=1
X∗j,taXj,t, a ∈ Cd×d1 , (3.31)
such that for each j, a mapping t 7→ Xj,t is a bounded matrix-valued func-
tion of t, then A ∈ CP(L 2).
(2) If A ∈ CP(L 2), then At ∈ CP(Cd×d1 ) for every t ∈ T.
Proof. Ad (1). Let At be given by (3.31) and let there exist a sequence of bounded
functions (Xj), Xj(t) = Xj,t. Then X
⋆
j fXj ∈ L 2(T,Cd×d1 ) for each f and
At(f(t)) =
( d2∑
j=1
X⋆j fXj
)
(t) ⇒ A(f) =
d2∑
j=1
X⋆j fXj. (3.32)
Take any n > 1 and any f = [fij ]n×n, fij ∈ L 2. For An = I ⊗A, we have
An(f
⋆f) = (I ⊗A)([fij ]⋆n×n[fij ]n×n) =
[ n∑
k=1
A(f⋆kifkj)
]
n×n
(3.33)
=
[ d2∑
l=1
n∑
k=1
X⋆l f
⋆
kifkjXl
]
n×n
=
d2∑
l=1
[ n∑
k=1
(fkiXl)
⋆fkjXl
]
n×n
=
d2∑
l=1
[fijXl]
⋆
n×n[fijXl]n×n ∈ P+n , (3.34)
so A ∈ Pn(L 2). As the above remains valid for any n > 1, A ∈ CP(L 2).
Ad (2). Take A ∈ CP(L 2). Then An ∈ Pn(L 2) for every n > 1, i.e.
An(f
⋆f) =
[ n∑
k=1
A(f⋆kifkj)
]
n×n
=
m∑
k=1
g⋆kgk ∈ P+n , (3.35)
for some elements gk = [g
(k)
ij ]n×n and m < ∞. Note, that Cn×n ⊗L 2 ≃ Mn(L 2)
may be injectively embedded in space of all periodic functions with values in
Md(C
n×n) ≃ Cnd×nd via the evaluation map η, defined as η(f)(t) = f(t) =
[fij(t)]n×n, fij(t) ∈ Cd×d. Then, acting with η on (3.35) we obtain[ n∑
k=1
At(fki(t)
⋆fkj(t))
]
n×n
=
m∑
k=1
gk(t)
⋆gk(t), (3.36)
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where gk(t) = [g
(k)
ij (t)]n×n, g
(k)
ij (t) ∈ Cd×d. Left hand side of (3.36) may be however
put in a form
[ n∑
k=1
At(fki(t)
∗fkj(t))
]
n×n
= (I ⊗At)([fij(t)]⋆n×n[fij(t)]n×n), (3.37)
which yields
(I ⊗At)(f(t)⋆f(t)) =
m∑
k=1
gk(t)
⋆gk(t). (3.38)
In particular, one can take f to be any constant matrix-valued function, i.e. f(t) =
a ∈ Cnd×nd. As space of all constant functions is isomorphic to entire Cnd×nd, we
have for every a ∈ Cnd×nd,
(I ⊗At)(a⋆a) =
m∑
k=1
gk(t)
⋆gk(t) (3.39)
for some (gk), i.e. At is n-positive for every t ∈ T, and, since the above result does
not depend on n, completely positive. 
3.3.2. Time derivative and right shift operators. Each f ∈ L 2(T,Cd×d1 ) may be
expressed as a matrix of functions f(t) = [fkl(t)]d×d. Then, the derivative operator
∂ on L 2(T,Cd×d1 ) will be defined, by Lemma A.1, in standard manner as Fre´chet
derivative
∂(f)(t) =
[dfkl(t)
dt
]
d×d
, Dom ∂ = C 1(T,Cd×d1 ). (3.40)
∂ is densely defined (as space C 1(T,Cd×d1 ), containing all smooth functions, is dense
in L 2(T,Cd×d1 )), unbounded and closed. By isometry, its Fourier lifting ∂˜ is also
densely defined on Dom ∂˜ = ι−1(C 1(T,Cd×d1 )), unbounded and closed.
Proposition 3.5. Fourier lifting of ∂ and its dual ∂˜ admit expressions
∂˜ = iΩ I ⊗ Fz , ∂˜′ = −∂˜. (3.41)
Proof. Let us take any function f ∈ L 2(T,Cd×d1 ) and set ξn =
∑
|k|6n fk ⊙ ek,
fk ∈ Cd×d1 , to be its partial Fourier series. As ξn is clearly differentiable, we have
∂(ξ)(t) = iΩ
∑
|k|6n
k fke
ikΩt =
( ∑
|k|6n
iΩ fk ⊙ Fz(ek)
)
(t) (3.42)
Take ξ˜n = ι
−1(ξn) =
∑
|k|6n fk ⊗ ek ∈ Cd×d1 ⊗¯L2(T). As ι−1(fk ⊙ Fz(ek)) =
fk ⊗ Fz(ek) we immediately have
∂˜(ξ˜n) = (ι
−1 ◦ ∂ ◦ ι)(ξ˜n) = iΩ
∑
|k|6n
fk ⊗ Fz(ek) = (iΩ I ⊗ Fz)(ξ˜n). (3.43)
Since ξn → f and ∂ is closed, ∂(ξn) → ∂(f); similarly ξ˜n → f˜ = ι−1(f) and
(iΩ I ⊗ Fz)(ξ˜n)→ (iΩ I ⊗ Fz)(f˜). This yields ∂˜ = iΩ I ⊗ Fz , as claimed.
For f, g ∈ C 1(T,Cd×d1 ) it is easy to show (f, ∂(g))L 2 = (−∂(f), g)L 2 and so
∂′ = −∂, which comes from integrating by parts over T (see [36] for details); as a
result, ∂˜′ = −∂˜. 
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Finally, we address the last example, namely the shift operator. The unitary
abelian group {Sτ} of shift operators on L2(T), acting by Sτ (g)(t) = g(t+ τ) may
be easily shown to be generated by iΩFz : indeed, for any g ∈ C1(T) ⊂ L2(T) simply
compute
iΩFz(g)(t) = iΩ
∑
n∈Z
ngne
inΩt =
dg(t)
dt
, (3.44)
so Sτ = exp τ
d
dt = exp iτΩFz . Let us denote its extension onto L
2(T,Cd×d1 ) also
by Sτ , i.e. Sτ (f)(t) = f(t+ τ). Analogously, define ∆τ as a right shift operator on
L 2(T,Cd×d1 ) by imposing
∆τ (f)(t) = S−τ (f)(t) = f(t− τ), f ∈ L 2(T,Cd×d), τ ∈ [0,∞) (3.45)
and denote by ∆˜ its Fourier lifting.
Proposition 3.6. We have ∆˜τ = I ⊗ e−iτΩFz and set {∆˜τ : τ > 0} is a semigroup
of right shift operators on L 2(T,Cd×d1 ), infinitesimally generated by −∂˜ = −iΩ I⊗
Fz.
Proof. For any f˜ ∈ Cd×d1 ⊗¯L2(T),
(ι ◦ I ⊗ e−iτΩFz )(f˜) =
∑
n∈Z
ι(fn ⊗ e−iτΩFz(en)) (3.46)
=
∑
n∈Z
fn ⊙ e−iτΩFz (en) =
∑
n∈Z
fn ⊙ S−τ (en) = S−τ (f),
so indeed ∆˜τ = I ⊗ e−iτΩFz is the Fourier lifting of right shift ∆τ and, by simple
algebra, the semigroup properties are obvious. Computing the derivative of function
τ 7→ ∆˜τ automatically proves the second claim, i.e. −∂˜ = −iΩ I ⊗ Fz indeed
generates the semigroup {∆˜τ}. 
Proposition 3.7. Family {∆τ : τ > 0} of right shift operators is a contraction
semigroup of completely positive and trace preserving maps on L 2(T,Cd×d). Like-
wise, {∆˜τ = I ⊗ e−iτΩFz : τ > 0} is a contraction semigroup of completely positive
and trace preserving maps on Cd×d1 ⊗¯L2(T).
Proof. Family {∆τ} is easily shown to be a semigroup of CP maps. As the Lebesgue
measure is traslationally invariant, for any periodic measurable ϕ and any δ ∈ R
we have
∫
[0,T ]
ϕdµ =
∫
[δ,δ+T ]
ϕdµ yielding
trL 2 ∆τ (f) =
1
T
∫ T
0
tr f(t− τ) dt = 1
T
∫ T−τ
−τ
tr f(t) dt = trL 2 f (3.47)
for any f ∈ L 2(T,Cd×d1 ), so ∆τ ∈ TP(L 2); as the above computation remains
true after changing f(t− τ) for ‖f(t− τ)‖21 under the integral, the equality
‖∆τ (f)‖L 2
1
= ‖f‖L 2
1
(3.48)
emerges, so it is a contraction semigroup. Claims related to family {∆˜τ} then
follow. 
3.4. Evolution in generalized space of states.
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3.4.1. Generalized Lindbladian. Now we are ready to apply the general construction
outlined in previous sections to define the dynamical map in the generalized space
of states. First, let us set operators L, P on L 2(T,Cd×d1 ) given as in section 3.3.1
as operator-valued functions
f 7→ L(f)(t) = Lt(f(t)), f 7→ P (f)(t) = Pt(f(t)), (3.49)
where t 7→ Pt and t 7→ Lt were originally given in section 2.3 by formulas
Lt(a) = −i[Ht, a] + PtKP−1t (a), Pt(a) = pt a p∗t . (3.50)
Then, from cyclic properties of trace, one can easily obtain
(a, Pt(b))Cd×d = tr aptbp
∗
t = tr p
∗
taptb = (P
′
t (a), b)Cd×d , (3.51)
so P ′t (a) = p
∗
tapt. Function p : T → pt ∈ Cd×d is bounded and therefore square
integrable; then, there exists p˜ ∈ Cd×d1 ⊗¯L2(T) such that
p˜ =
∑
n∈Z
pn ⊗ en, p =
∑
n∈Z
pn ⊙ en, pn = 1
T
∫
T
pte
−inΩt dt, (3.52)
and pt
a.e.
=
∑
n∈Z pne
inΩt. Then, for p˜⋆ =
∑
n∈Z p
∗
n ⊗ e⋆n we have p⋆p = I ⊙ e0 and
p˜⋆p˜ = I ⊗ e0, so p, p˜ are unitary. From this we have
P (f) = p f p⋆, P ′(f) = p⋆ f p, P˜ (f˜) = p˜ f˜ p˜⋆, P˜ ′(f˜) = p˜⋆ f˜ p˜. (3.53)
Applying (2.14) it is easy to obtain
dpt
dt
= −iHtpt + iptH¯, dp
∗
t
dt
=
(dpt
dt
)∗
, (3.54)
as well as, after some algebra, derivatives P˙ , P˙ ′,
P˙t = −i[Ht − Pt(H¯), Pt], P˙ ′t = i[P ′t(Ht)− H¯, P ′t ]. (3.55)
Proposition 3.8. The following hold:
(1) Fourier series
∑
n∈Z Pn ⊙ en converges absolutely and uniformly to P ,
(2) P˙ and P˙ ′ admit uniformly convergent Fourier series
P˙ = iΩ
∑
n∈Z
nPn ⊙ en, P˙ ′ = iΩ
∑
n∈Z
nP ′n ⊙ en. (3.56)
(3) P ′P = PP ′ = I ⊙ e0 and P˜ ′P˜ = P˜ P˜ ′ = I ⊗ e0,
(4) P and P˜ are distributive and preserve adjoints,
(5) P ∈ CP, TP(L 2), P˜ ∈ CP, TP(⊗¯) and both P , P˜ are isometries.
Proof. Ad (1). As P˙ is bounded, this claim is a consequence of Lemma A.6 (see
Section A.1 in the Appendix).
Ad (2). Second derivatives of P and P ′ are easy to compute (we will omit the
explicit calculations) and one immediately notices that P¨ and P¨ ′ exist whenever
dHt/dt exists. From assumption of a.e. differentiability of Ht we conclude P¨ and P¨
′
are piecewise continuous; therefore by Lemma A.5, both P˙ and P˙ ′ admit uniformly
convergent Fourier series.
Ad (3). This comes easily from unitarity of p˜ and p.
Ad (4). Again, employing unitarity of p,
P (fg) = p fg p⋆ = p f p⋆p g p⋆ = P (f)P (g) (3.57)
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for any fg ∈ L 2(T,Cd×d), and
P (f⋆) = p f⋆ p⋆ = (p f p⋆)⋆ = P (f)⋆. (3.58)
Similar claims remain true for Fourier liftings.
Ad (5). From cyclicity of trace and unitarity of pt we have trPt(a) = tr a, so
Pt ∈ TP(Cd×d) for each t ∈ T and P, P ′ ∈ TP(L 2) by Proposition 3.2. As Pt(a) =
ptap
∗
t is clearly of Kraus form for each t ∈ T and t 7→ pt is a bounded function,
Proposition 3.4 yields P, P ′ ∈ CP(L 2) and in consequence P˜ , P˜ ′ ∈ CP(⊗¯). For
any a ∈ Cd×d we have ‖a‖1 = ‖a∗‖1 [37]; this yields that for any unitary matrices
u, v, mapping a 7→ uav is an isometry,
‖uav‖1 = tr
√
v∗a∗u∗uav = tr
√
(av)∗av = ‖av‖1 (3.59)
= ‖v∗a∗‖1 = tr
√
avv∗a⋆ = tr
√
aa∗ = ‖a∗‖1 = ‖a‖1,
therefore for a 7→ Pt(a) = ptap∗t ,
‖Pt‖∞ = sup
‖a‖161
‖ptap∗t ‖1 = sup
‖a‖161
‖a‖1 = 1 (3.60)
since pt is unitary and Pt is an isometry. Switching pt with p
∗
t also yields P
−1
t is
an isometry as well. This yields
‖P (f)‖2
L 2
1
=
1
T
∫
T
‖Pt(f(t))‖21 dt =
1
T
∫
T
‖f(t)‖21 dt = ‖f‖2L 2
1
, (3.61)
which shows P , P˜ are isometries. 
Lemma 3.2. L ∈ L∞(T, B(Cd×d)) and therefore it is square-integrable.
Proof. Pick any t ∈ T; then
‖Lt‖∞ 6 ‖[Ht, ·]‖∞ + ‖PtKP−1t ‖∞. (3.62)
Trivially, for any two matrices a, b ∈ Cd×d, one has ‖[a, b]‖1 6 2‖a‖1‖b‖1 (we note,
however, that one can provide a better upper bound; see [38] for details). As any
two norms on Cd×d are equivalent [33], there exists a constant 12C > 0 such that
‖ · ‖1 6 12C‖ · ‖∞. This yields
‖[Ht, ·]‖∞ = sup
‖a‖161
‖Hta− aHt‖1 6 C‖Ht‖∞, (3.63a)
‖PtKP−1t ‖∞ = sup
‖a‖161
‖PtKP−1t (a)‖1 = sup
‖a‖161
‖KP−1t (a)‖1 (3.63b)
6 ‖K‖∞ sup
‖a‖161
‖P−1t (a)‖1 = ‖K‖∞.
where (3.63b) comes from Proposition 3.8. So we have
‖L‖L∞ = sup
t∈T
‖Lt‖∞ 6 CD + ‖K‖∞ <∞ (3.64)
where D = supt∈T ‖Ht‖∞. Hence, L is bounded. Square integrability is then
immediate, as
∫
T
‖Lt‖2∞ dt 6 ‖L‖2L∞ . 
Definition 3.5. Densely defined map L : C 1(T,Cd×d1 )→ L 2(T,Cd×d1 ) given as
L = L− ∂, f 7→ L(f)(t) =
(
Lt − d
dt
)
(f(t)) (3.65)
ON HOWLAND’S TIME-INDEPENDENT FORMULATION OF CP-DIVISIBLE ... 17
will be called the generalized Lindbladian. Its Fourier lifting L˜, densely defined on
ι−1(C 1(T,Cd×d1 )) will be then simultaneously given by
L˜ = L˜− iΩ I ⊗ Fz , (3.66)
and often referred to by the same name.
Recall, that Floquet theorem allowed to postulate the Floquet normal form of the
solution to the MME 2.16 given by Λt = Pte
tL¯ for L¯ = −i[H¯, · ]+K (2.17). Assume
L¯ to be diagonalizable by family of linearly independent matrices {ϕj} ⊂ Cd×d1 ,
L¯(ϕj) = ξjϕj , ξj ∈ C, 1 6 j 6 d2. (3.67)
Proposition 3.9. Point spectrum of L is of a form
σp(L) = σ(L¯)− iΩZ, n ∈ Z (3.68)
and the corresponding eigenbasis is
{φj,n = P (ϕj ⊙ en) : L¯(ϕj) = ξjϕj , n ∈ Z}. (3.69)
Similarily, family {P˜ (ϕj ⊗ en)} is the eigenbasis of L˜ for the same eigenvalues.
Proof. It suffices to show φj,n satisfy the eigenequation
Lt(φj,n(t))− d
dt
φj,n(t) = ξj,nφj,n(t). (3.70)
Note, that φj,n(t) = e
−tξj,nϕj(t), where ϕj(t) = e
tξjφj(t); substituting this back to
(3.70) and employing the fact, that ϕj(t) solves the MME (2.16), i.e. Lt(ϕj(t)) =
ϕ˙j(t), the result is immediate. 
3.4.2. CP-divisible dynamics in generalized space. In this section we will partially
follow the reasoning given by Howland [5, 6, 39]. Let an operator-valued function
τ 7→ Vτ ∈ B(L 2), τ ∈ [0,∞), be defined via
Vτ (f)(t) = Vt,t−τ (f(t)), (3.71)
where Vt,s = ΛtΛ
−1
s is the propagator of quantum dynamical map Λt. We will
consider a composition of Vτ with a right shift operator ∆τ given by (3.45), namely
a function τ 7→Wτ = Vτ ◦∆τ , acting on L 2(T,Cd×d1 ) via
Wτ (f)(t) = Vt,t−τ (f(t− τ)), (3.72)
as well as its Fourier lifting W˜τ .
Theorem 3.2. Families {Wτ} and {W˜τ}, τ ∈ [0,∞), are strongly differentiable
contraction C0-semigroups of completely positive and trace preserving maps over
L
2(T,Cd×d1 ) and C
n×n⊗¯L2(T), generated by L and L˜, respectively, i.e. Wτ = eτL
and W˜τ = e
τ L˜.
Proof. We prove the statement only for Wτ , as the proof for W˜τ can be performed
in analogous manner. Applying general ideas by Howland [5, 39] we first check the
semigroup properties. Clearly, Wτ = I; applying Chapman-Kolmogorov properties
of Vt,s for τ1, τ2 ∈ [0,∞) (e.g. divisibility) we obtain
Wτ1+τ2(f)(t) = Vt,t−τ1−τ2(f(t− τ1 − τ2)) (3.73)
= Vt,t−τ1Vt−τ1,t−τ1−τ2(f(t− τ1 − τ2))
= Vt,t−τ1(Wτ2(f)(t− τ1)) =Wτ1Wτ2(f)(t)
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and so Wτ1+τ2 =Wτ1Wτ2 .
As Λt is CP-divisible, Vt,t−τ ∈ CP, TP(Cd×d) and is a trace norm contraction
for every t ∈ [0,∞). Propositions 3.2 and 3.3 yield Vτ ∈ TP(L 2) and Vτ is a
contraction. For f(t) = a, the constant function, (2.17) yields, after simple algebra
Vτ (f)(t) = Vt,t−τ (a) = pteτL¯(p∗t−τa pt−τ )p∗t . (3.74)
As eτL¯ ∈ CP, TP(Cd×d), it admits Kraus representation eτL¯ = ∑d2j=1 Y ∗j,τaYj,τ .
This allows to write Vt,t−τ in Kraus form as well,
Vt,t−τ (a) =
d2∑
j=1
X∗jτ,taXjτ,t, Xjτ,t = pt−τYj,τp
∗
t , (3.75)
where functions t 7→ Xjτ,t are clearly bounded. Then, Proposition 3.4 guarantees
Vτ ∈ CP(L 2). As ∆τ ∈ CP, TP(L 2) and is a contraction (Proposition 3.7), we
finally have Wτ ∈ CP, TP(L 2) and Wτ is a contraction as well. Claims related to
W˜τ follow simultaneously.
To show that both families are generated by claimed maps, it suffices to compute
the strong derivative of τ 7→Wτ . We have, for any f ∈ C 1(T,Cd×d1 ),
lim
τց0
1
τ
(Wτ − I)(f)(t) = lim
τց0
1
τ
(Vt,t−τ (f(t− τ))− f(t)) (3.76)
= Λt lim
τց0
1
τ
(Λ−1t−τ (f(t− τ)) − Λ−1t (f(t))) = Λt
∂g(t, τ)
∂τ
∣∣∣∣
τ=0
,
where g(t, τ) = Λ−1t−τ (f(t− τ)). The derivative of g(t, ·) is easily found to be
∂g(t, τ)
∂τ
∣∣∣∣
τ=0
= −Λ˙−1t (f(t))− Λ−1t (f˙(t)) (3.77)
leading to
lim
τց0
1
τ
(Wτ − I)(f)(t) = Lt(f(t))− df(t)
dt
= L(f)(t), (3.78)
where the limit exists for every f ∈ C 1(T,Cd×d1 ) andWτ = eτL; then, the remaining
claim W˜τ = e
τ L˜ is obtained after considering appropriate Fourier lifting. 
Proposition 3.10. Semigroup {eτ L˜} admits factorized form
eτ L˜ = P˜ (eτL¯ ⊗ e−iτΩFz)P˜ ′. (3.79)
Proof. Notice, that one can write
P˜ (eτL¯ ⊗ e−iτΩFz )P˜ ′ = P˜ (eτL¯ ⊗ I)∆˜τ P˜ ′, (3.80)
where ∆˜τ = I ⊗ e−iτΩFz is the Fourier lifting of right shift operator, as given in
Proposition 3.6; this yields
ι ◦ P˜ (eτL¯ ⊗ e−iτΩFz)P˜ ′(f˜)(t) = PteτL¯P ′t−τ (f(t− τ)) (3.81)
= Pte
tL¯e−(t−τ)L¯P ′t−τ (f(t− τ)) = ΛtΛ−1t−τ (f(t− τ))
= Vt,t−τ (f(t− τ)) = eτL(f)(t),
which means
P˜ (eτL¯ ⊗ e−iτΩFz)P˜ ′ = ι−1 ◦ eτL ◦ ι = eτ L˜ (3.82)
by Theorem 3.2, as claimed. 
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Proposition 3.11. Solution of the MME (2.16) may be expressed as
ρt = e
tL(ρ0 ⊙ e0)(t) = ι ◦ etL˜(ρ0 ⊗ e0)(t), (3.83)
where ρ0 ∈ Cd×d is the initial density operator, ρ > 0, tr ρ0 = 1.
Proof. Set ρ0 ⊙ e0 ∈ L 2(T,Cd×d1 ). By straightforward consequence of (3.72) and
Theorem 3.2,
etL(ρ0 ⊙ e0)(t) = Vt,t−t((ρ0 ⊙ e0)(0)) = Vt,0(ρ0) (3.84)
which is equal to Λt(ρ0), as Vt,s = ΛtΛ
−1
s and Λ0 = I. The second equality follows
after putting ρ0 ⊗ e0 = ι−1(ρ0 ⊙ e0) and eτL = ι ◦ eτ L˜ ◦ ι−1. 
3.5. Fourier formulation of time-independent formalism. In usual approach
to time-independent formalism, say in NMR analysis [7, 9], one often finds infor-
mative and useful to work with explicit, Fourier-like expansions of certain Fourier
liftings; and so, given a time-periodic operator At = At+T (for example the NMR
Hamiltonian), one often expresses its related Fourier lifting A˜ as a series
A˜ ∼
∑
n∈Z
An ⊗ Fn, (3.85)
where An =
1
T
∫
T
Ate
−inΩt dt stands for the Fourier transform of At and {Fn}
are unitary Fourier shift operators, as given by Definition 3.2. In this section, we
explore such Fourier-like expansions of various time-dependent operators in some
more detail and address some convergence-related issues.
3.5.1. Fourier-like expression for A˜ and its convergence. Here we examine conver-
gence of Fourier-like expressions (3.85) in case of some particular operator A on
L
2(T,Cd×d1 ) defined as in Section 3.3.1 by A(f)(t) = At(f(t)), where t 7→ At is an
operator-valued function. We explicitly note this function as A : T → B(Cd×d1 ),
A(t) = At. In all the following, we put
An =
1
T
∫
T
Ate
−inΩt dt. (3.86)
Proposition 3.12. If Fourier series
∑
n∈ZAn⊙en converges uniformly to A, then∑
n∈ZAn⊗Fn converges to A˜ ∈ B(Cd×d1 ⊗¯L2(T)) in norm. Likewise,
∑
n∈ZA
′
n⊗Fn
converges to A˜′ in norm.
Proof. It is easy to see, that∥∥∥ ∑
|k|6n
Ak ⊗ Fk − A˜
∥∥∥2
∞
= sup
‖f‖61
1
T
∫
T
∥∥∥(Dn ∗A(t)−At)(f(t))∥∥∥2
1
dt (3.87)
6 sup
t∈T
∥∥Dn ∗A(t)−At∥∥2∞ sup
‖f‖61
1
T
∫
T
‖f(t)‖21 dt =
∥∥Dn ∗A−A∥∥2
L∞
,
which tends to 0 as n→∞, as Fourier series∑n∈ZAn⊙ en converges uniformly to
A. Then, Fourier series
∑
n∈ZA
′
n ⊙ en converges uniformly to A′ and (3.87) may
be directly reapplied to show that
∑
n∈ZA
′
n ⊗ Fn converges to A˜′. 
Proposition 3.13. Let A : T→ B(Cd×d1 ) be bounded. Then, A˜ is bounded and se-
ries
∑
n∈ZAn⊗Fn and
∑
n∈ZA
′
n⊗Fn converge to A˜ and A˜′, respectively, pointwise
on ι−1(C 0(T,Cd×d1 )).
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Proof. Boundedness of A and A′ implies A, A′ ∈ L 2(T, B(Cd×d1 )), so by Theorem
3.1, their Fourier series converge in ‖ · ‖L 2
1
norm. Take any f ∈ C 0(T,Cd×d1 );
employing boundedness of Ak and isometry properties of ι we have∥∥∥ ∑
|k|6n
Ak ⊗ Fk(f˜)− A˜(f˜)
∥∥∥2
L 2
1
=
1
T
∫
T
∥∥∥(Dn ∗A(t) −At)(f(t))∥∥∥2
1
dt (3.88)
6 sup
t∈T
‖f(t)‖21 ·
1
T
∫
T
∥∥Dn ∗A(t)−At∥∥2∞dt,
which tends to 0, n → ∞, as f attains its maximum over T. The second equality
results analogously. 
Proposition 3.14. If Fourier series of function A : T → B(Cd×d1 ) converges
absolutely, then
∑
n∈ZAn ⊗ Fn converges strongly to A˜. Likewise,
∑
n∈ZA
′
n ⊗ Fn
converges strongly to A˜′.
Proof. Sequence (Tn) ⊂ X of bounded operators on Banach space X converges in
strong operator topology to some T ∈ B(X ), if and only if [40]
(1) for all x ∈M , where M is dense in X , we have (Tn − T )(x)→ 0, and
(2) (‖Tn‖∞) ∈ l∞.
Take
Tn =
∑
|k|6n
Ak ⊗ Fk. (3.89)
As ι−1(C 0(T,Cd×d1 )) is a dense subspace of C
d×d
1 ⊗¯L2(T), first condition is auto-
matically fulfilled by Proposition 3.13. Operator norm in B(Cd×d1 ⊗¯L2(T)) is a
cross-norm and ‖Fn‖∞ = 1, so we have
sup
n∈Z
‖Tn‖∞ 6 sup
n∈Z
∑
|k|6n
‖Ak‖∞ =
∑
n∈Z
‖An‖∞ (3.90)
which is finite from absolute convergence of Fourier series. Thus, (‖Tn‖) is bounded
and strong convergence is shown (proof for the adjoint series is analogous). 
Lemma 3.3. If functionA : T→ B(Cd×d1 ) is continuous and of bounded derivative,
then A is an endomorphism over C 1(T,Cd×d1 ).
Proof. As linearity is obvious, we need to show A(C 1) ⊂ C 1. Take any function
f ∈ C 1(T,Cd×d1 ); it suffices to find such continuous ξ, that for any t ∈ T
lim
h→0
‖h−1 [At+h(f(t+ h))−At(f(t))]− ξ(t)‖1 = 0. (3.91)
In fact one can easily show, that
ξ(t) = A˙t(f(t)) +At(f˙(t)) (3.92)
by adding and subtracting 1hAt(f(t+h)) under the norm in (3.91), applying (3.92)
and reordering terms; we then obtain the upper bound on l.h.s. of (3.91),
‖h−1[At+h −At](f(t) +O(h))‖1 (3.93)
+‖At
(
h−1[f(t+ h)− f(t)]− f ′(t)) ‖1
6
∥∥h−1[At+h −At]∥∥∞‖O(h)‖1 + ∥∥h−1[At+h −At]− A˙t∥∥∞‖f(t)‖1
where O(h) = f(t+h)−f(t). Due to continuity of f and boundedness of A′, (3.93)
tends to 0 as h→ 0. 
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Proposition 3.15. Let A,B : T → B(Cd×d1 ) be bounded functions of uniformly
convergent Fourier series
∑
n∈ZAn ⊙ en,
∑
n∈ZBn ⊙ en, respectively, and let one
of the series be additionally absolutely convergent. Then, A˜B˜ can be expressed as
norm-convergent series
A˜B˜ =
∑
n,m∈Z
AnBm ⊗ FnFm. (3.94)
Proof. Without loss of generality assume
∑
n∈ZAn⊙en converges absolutely. Then,
again employing isometry properties of ι, we have∥∥∥ ∑
|k|6n
∑
|l|6m
AkBl ⊗ FkFl − A˜B˜
∥∥∥
∞
(3.95)
6 sup
‖f˜‖61
(
1
T
∫
T
∥∥∥ ∑
|k|6n
∑
|l|6m
AkBle
i(k+l)Ωt −AtBt
∥∥∥2
∞
‖f(t)‖21 dt
)1/2
6 sup
t∈T
∥∥∥ ∑
|k|6n
∑
|l|6m
AkBle
i(k+l)Ωt −AtBt
∥∥∥
∞
.
Adding and subtracting
∑
|k|6nAke
ikΩtBt under the norm and employing triangle
inequality one can find the upper bound of (3.95) to be∑
|k|6n
‖Ak‖∞ sup
t∈T
‖Dm ∗B(t)−Bt‖∞ + sup
t∈T
‖Bt‖∞‖Dn ∗A(t) −At‖∞. (3.96)
Since supn∈Z
∑
|k|6n ‖Ak‖∞ is finite (because of assumed absolute convergence),
the above upper bound tends to 0 as n,m → ∞, since both ∑n∈ZAn ⊙ en and∑
n∈ZBn ⊙ en were assumed to converge uniformly. 
3.5.2. Explicit expressions for generalized Lindbladian and generated dynamics.
Proposition 3.16. Series
∑
n∈Z Pn ⊗ Fn converges to P˜ in norm.
Proof. Norm convergence is assured by Proposition 3.12 since P and P ′ are con-
tinuous functions (Proposition 3.8). 
Proposition 3.17. The following hold:
(1) L˜ =
∑
n∈Z Ln ⊗ Fn converging pointwise everywhere in ι−1(C 0(T,Cd×d1 )),
(2) L˜ admits an equivalent expression
L˜ = P˜ (L¯⊗ I − iΩ I ⊗ Fz)P˜ ′, (3.97)
(3) L˜ is of standard form.
Proof of this Proposition will involve a series of secondary lemmas, accessible in
Section A.2 in the Appendix.
Proof. Ad (1). As L is bounded and therefore square integrable (Lemma 3.2),
pointwise convergence of the series is assured by Proposition 3.13.
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Ad (2). Let Q denote the Fourier lifting of P˙ ; see Lemma A.8 for details.
Employing Lemmas A.7 to A.12 we have
L˜ = P˜ (L¯⊗ I)P˜ ′ − P˜ (iΩ I ⊗ Fz)P˜ ′ (3.98)
=
∑
n,m∈Z
PnL¯P
′
m−n ⊗ Fm − P˜
(
P˜ ′(iΩ I ⊗ Fz) +Q′P˜
)
P˜ ′
=
∑
n,m∈Z
PnL¯P
′
m−n ⊗ Fm − iΩ I ⊗ Fz − P˜Q′.
From (2.10) one has Lt = Λ˙tΛ
−1
t , which, together with (2.17), yield
Lt =
d
dt
(Pte
tL¯)e−tL¯P−1t = P˙tP
′
t + PtL¯P
′
t . (3.99)
The m-th Fourier component of Lt, after employing Proposition 3.8, turns out to
be given by series
Lm =
∑
n∈Z
Pn(L¯ + inΩ)P
′
m−n (3.100)
converging in norm due to Lemma A.10. Substituting (3.100) to (3.98) we obtain,
due to Lemma A.12,
L˜ =
∑
m∈Z
(
Lm − iΩ
∑
n∈Z
nPnP
′
m−n
)
⊗ Fm − iΩ I ⊗ Fz − P˜Q′ (3.101)
=
∑
n∈Z
Ln ⊗ Fn − iΩ I ⊗ Fz − (QP˜ ′ + P˜Q′)
=
∑
n∈Z
Ln ⊗ Fn − iΩ I ⊗ Fz.
Ad (3). Computations are quite straightforward, however lengthy; therefore we
will only sketch this part of a proof. Let Y ∈ Cd×d and denote δY = [Y, · ] and
ǫY = {Y, · }. By simple algebra, δY and ǫY can be lifted to bounded maps over
C
d×d
1 ⊗¯L2(T) in such a way that
δY ⊗ I = [Y ⊗ e0, · ], ǫY ⊗ I = {Y ⊗ e0, · }. (3.102)
Therefore, as L¯ = −i[H¯, · ] +K it is easy to see that
([H¯, · ]⊗ I)(f˜) =
∑
n∈Z
[H¯, fn]⊗ en = [H¯ ⊗ e0, f˜ ] (3.103)
leading to
− iP˜ ([H¯, · ]⊗ I)P˜ ′ = −i[p˜ H¯ ⊗ e0 p˜⋆, · ] (3.104)
which comes from unitarity of p˜. Likewise, employing (2.18) we obtain
P˜ (K ⊗ I)P˜ ′(f˜) =
∑
k
∑
{ω}
∑
k∈Z
(
Γkωq f˜ Γ
⋆
kωq −
1
2
{Γ⋆kωqΓkωq, f˜}
)
, (3.105)
where Γkωq = p˜ Skωq ⊗ e0 p˜′, as can be easily checked by direct computation. Uti-
lizing the chain rule property of iΩ I ⊗ Fz and unitarity of p˜ we also have
iΩ P˜ (I ⊗ Fz)P˜ ⋆(f˜) = iΩ p˜[(I ⊗ Fz)(p˜⋆ f˜ p˜)]p˜⋆ (3.106)
= iΩ p˜ I ⊗ Fz(p˜⋆) p˜ f˜ + iΩ f˜ I ⊗ Fz(p˜) p˜⋆ + iΩ I ⊗ Fz(f˜).
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As p˜ p˜⋆ = I ⊗ e0 is constant, we have iΩ I ⊗ Fz(p˜ p˜⋆) = 0 and by the chain rule,
iΩ p˜ I ⊗ Fz(p˜⋆) = −iΩ I ⊗ Fz(p˜) p˜⋆. (3.107)
We then put iΩ I ⊗ Fz(p˜), with aid of (2.14) and Schroedinger equation, into a
different form
iΩ I ⊗ Fz(p˜) = −i
(∑
n∈Z
Hn ⊗ en
)
p˜+ i p˜ H¯ ⊗ e0 (3.108)
which, after substituting back to (3.106) yields
iΩ P˜ (I⊗Fz)P˜ ′ = iΩ I ⊗ Fz − [iΩ I ⊗ Fz(p˜) p˜⋆, · ] (3.109)
= iΩ I ⊗ Fz + i[
∑
n∈Z
Hn ⊗ en, · ]− i[p˜ H¯ ⊗ e0 p˜⋆, · ].
Finally, equaling (3.65) and (3.97) and utilizing (3.104), (3.105) and (3.109) one
obtains, after some algebra,∑
n∈Z
Ln ⊗ Fn = P˜ (L¯ ⊗ I)P˜ ′ − iΩ P˜ (I ⊗ Fz)P˜ ′ + iΩ I ⊗ Fz (3.110)
= −i[
∑
n∈Z
Hn ⊗ en, · ] + P˜ (L¯⊗ I)P˜ ′
which is of standard form by (3.105). 
4. Summary
We constructed an infinite-dimensional generalized space of states suited for rep-
resenting a CP-divisible dynamics of open quantum systems governed by periodic
Lindbladian in Weak Coupling Limit regime. As was shown in previous section,
the general solution of MME may be expressed via one-parameter CP-divisible
contraction semigroup acting on this space, generated by a generalized, unbounded
Lindbladian. We already stressed that this approach shares many similarities with,
and therefore is an extension of, unitary (Hamiltonian) time-independent formal-
ism. In the unitary case, one relies on generalized, self adjoint, infinite dimensional
Floquet Hamiltonian HF , which generates a group of unitary evolution operators
e−iτHF on the generalized space of states, which is chosen to be also a Hilbert
space. The resulting dynamics, after “projecting” back on the Hilbert space of a
system, remains unitary (see the references for details). The case of CP-divisible
dynamics seems to be no different: Floquet Lindbladian L becomes an analogue
of Floquet Hamiltonian and the semigroup which it generates is a contraction C0-
semigroup of completely positive and trace preserving maps on Bochner space, while
the “projected” dynamical map remains CP-divisible, as expected. Shifted Floquet
quasienergies, i.e. the point spectrum of HF , are replaced by point spectrum of L,
however they still play similar role in the formalism. This allows to expect even
more apparent similarities between unitary and dissipative approaches after ex-
tending the time-independent formalism to the case of quasiperiodic Lindbladians,
which seems as a natural direction of further research (such generalization was al-
ready shown to be possible in unitary case, at least for Lyapunov-Perron reducible
systems; see [41]).
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Appendix A. Some technical lemmas
A.1. Fourier series of matrix-valued functions on T. We will use few different
matrix norms in the following lemmas (listed below). Any two matrix norms are
equivalent, i.e. for arbitrary norms ‖ · ‖, ‖ · ‖′ on Cr×r there always exist some
constants α, β > 0 such that α‖ · ‖′ 6 ‖ · ‖ 6 β‖ · ‖′. We will be using supremum
(operator) induced norm ‖ · ‖∞, max norm ‖ · ‖max, l1 norm ‖ · ‖l1 and Frobenius
(Hilbert-Schmidt) norm ‖ · ‖2; for matrix A = [ajk]rj,k=1 they are defined as follows:
‖A‖∞ = sup
‖w‖
Cd
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‖Aw‖Cd , ‖A‖max = max
j,k
|ajk|, (A.1)
‖A‖l1 =
r∑
j,k=1
|ajk|, ‖A‖2 =
( r∑
j,k=1
|ajk|2
)1/2
, (A.2)
where ‖ · ‖Cd stands for arbitrary norm in Cd.
Lemma A.1. Let F : R → Cr×r be given as F(t) = [fjk(t)]rj,k=1, where fjk :
R → C and r > 1. Then, F is differentiable in open interval (t1, t2) ⊂ R, or
F ∈ C1((t1, t2),Cr×r) if and only if fjk ∈ C1((t1, t2)) for all pairs (j, k).
Proof. It is enough to notice that vector-valued function
t 7→ (f11(t), f12(t), . . . , frr(t)) ∈ Cr2 (A.3)
is differentiable iff all of its components are differentiable [42]. The result then
follows from isometry Cr
2 ≃ Cr×r and after utilizing equivalence of matrix norms
over Cr×r. 
Lemma A.2. Let F : U → Cr×r, U ⊂ R, be given as F(t) = [fjk(t)]rj,k=1, where
fjk ∈ L1(U, ν). Then, F ∈ L∞(U,Cr×r) if and only if fjk ∈ L∞(U, ν) for all pairs
(j, k).
Proof. First, assume fjk ∈ L∞(U, ν), i.e. |fjk(t)| 6 ‖fjk‖L∞ < ∞ for a.e. t ∈ U .
From this and from equivalence α‖ · ‖∞ 6 ‖ · ‖l1 we have
α‖F(t)‖∞ 6 ‖F(t)‖l1 =
r∑
j,k=1
|fjk(t)|
a.e.
6 r2max
j,k
‖fjk‖L∞ = C (A.4)
and so ‖F(t)‖∞ 6 α−1C for a.e. t ∈ U , i.e. F ∈ L∞(U,Cr×r). On the contrary,
assume otherwise, i.e. ‖F(t)‖∞ 6 ‖F‖L∞ for a.e. t ∈ U ; this and equivalence
β‖ · ‖max 6 ‖ · ‖∞ yield
β‖F(t)‖max 6 ‖F(t)‖∞
a.e.
6 ‖F‖L∞ , (A.5)
i.e. |fjk(t)| < β−1‖F‖L∞ for a.e. t ∈ U , or fjk ∈ L∞(U, ν) for all (j, k). 
Lemma A.3. Let F : T → Cr×r, F(t) = [fjk(t)]rj,k=1 be periodic. If all functions
fjk admit a uniformly convergent Fourier series, so does F.
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Proof. Let fjk =
∑
n∈Z fjk,n ⊙ en converging uniformly for all pairs (j, k). Define
matrix Gn = [fjk,n]
r
j,k=1, n ∈ Z. As ‖ · ‖∞ 6 ‖ · ‖2 and square root is a continuous
and strictly increasing function, we easily have
lim
n→∞
sup
t∈T
∥∥∥ ∑
|k|6n
Gke
ikΩt − F(t)
∥∥∥
∞
(A.6)
6
(
lim
n→∞
r∑
j,k=1
sup
t∈T
|Dn ∗ fjk(t)− fjk(t)|2
)1/2
.
As supt∈T |Dn ∗fjk(t)−fjk(t)| → 0, i.e. Fourier series of all fjk converge uniformly,
the limit in (A.6) is 0 and indeed
∑
n∈ZGn ⊙ en converges to F uniformly. As we
have
Gn =
1
T
∫
T
F(t)e−inΩt dt, (A.7)
it is the Fourier series of F and the claim is shown. 
Lemma A.4. Let F : T → Cr×r, F(t) = [fjk(t)]rj,k=1. If all functions fjk admit
absolutely convergent Fourier series, so does F.
Proof. Again, let Fn = [fjk,n]; we have to show
∑
n∈Z ‖Fn‖∞ converges. Assume
the absolute convergence for all functions fjk, i.e.
∑
n∈Z |fjk,n| = Cjk. From
equivalence ‖ · ‖∞ 6 α‖ · ‖l1 ,
lim
n→∞
∑
|l|6n
‖Fl‖∞ 6 α lim
n→∞
∑
|l|6n
r∑
j,k=1
|fjk,l| = α
r∑
j,k=1
Cjk, (A.8)
so
∑
n∈Z Fn ⊙ en converges absolutely. 
Lemma A.5. If A : T→ B(Cd×d1 ) is everywhere differentiable and A˙ is piecewise
continuous, then
∑
n∈ZAn ⊙ en converges uniformly to A.
Proof. Notice B(Cd×d1 ) ≃ Cd
2×d2 , so A(t) = [Ajk(t)], j, k ∈ {1 ... d2}, where all
Ajk : T → C are periodic and continuous. Lemma A.1 yields that if A is dif-
ferentiable and of piecewise continuous derivative, then Ajk ∈ C1(T) and A˙jk is
piecewise continuous, and therefore absolutely integrable, for all pairs (j, k). As
Fourier series of such function is uniformly convergent, this implies
∑
n∈ZAn ⊙ en
also converges uniformly due to Lemma A.3. 
Lemma A.6. If derivative of A : T → B(Cd×d1 ) is bounded, then
∑
n∈ZAn ⊙ en
converges absolutely and uniformly to A.
Proof. Again, B(Cd×d1 ) ≃ Cd
2×d2 , so A(t) = [Ajk(t)]
d2
j,k=1, where all Ajk are pe-
riodic and continuous. By Lemma A.2, all A˙jk are bounded and therefore square
integrable; this implies that Fourier series of each Ajk converges absolutely and
uniformly [43]; by Lemmas A.3 and A.4,
∑
n∈ZAn ⊙ en converges absolutely and
uniformly to A. 
A.2. Convergence of Fourier liftings in B(L 2(T,Cd×d1 )).
Lemma A.7. We have, that
(1) iΩ
∑
n∈Z P
′
n ⊗ FzFn converges pointwise to (iΩ I ⊗ Fz)P˜ ′,
(2) iΩ
∑
n∈Z P
′
n ⊗ FnFz converges pointwise to P˜ ′(iΩ I ⊗ Fz),
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everywhere in ι−1(C 1(T,Cd×d1 )).
Proof. Ad (1). Both (iΩ I ⊗ Fz)P˜ ′ and iΩ
∑
|k|6n P
′
k ⊗ FzFk may be shown to
satisfy
ι ◦ (iΩ I ⊗ Fz)P˜ ′(f˜)(t) = ∂(ι ◦ P˜ ′(f˜))(t) = d
dt
P ′t (f(t)) (A.9a)
= P˙ ′t (f(t)) + P
′
t (f˙(t)),
ι ◦
(
iΩ
∑
|k|6n
P ′k ⊗ FzFk(f˜)
)
(t) = ι ◦ (iΩ I ⊗ Fz)
∑
|k|6n
P ′k ⊗ Fk(f˜)(t) (A.9b)
= (Dn ∗ P˙ ′)(t)(f(t)) + (Dn ∗ P ′)(t)(f˙ (t)),
yielding, after some manipulations, that for any f˜ ∈ ι−1(C 1(T,Cd×d1 ))∥∥∥iΩ ∑
|k|6n
P ′k ⊗ FzFk(f˜)− (iΩ I ⊗ Fz)P˜ ′(f˜)
∥∥∥2
L 2
1
(A.10)
6 sup
t∈T
‖f(t)‖21 ·
1
T
∫
T
∥∥∥(Dn ∗ P˙ ′)(t)− P˙ ′t∥∥∥2
∞
dt
+ sup
t∈T
‖f˙(t)‖21 ·
1
T
∫
T
‖(Dn ∗ P ′)(t) − P ′t‖2∞ dt.
as f and df/dt are continuous and periodic and attain their maxima. As P ′ and P˙ ′
are square integrable, their Fourier series converge in L 2(T, B(Cd×d1 )) by Theorem
3.1 and Proposition 3.8 and therefore this upper bound is 0 as n → ∞; the first
claim is shown.
Ad (2). Analogously, we start with noting that
ι ◦ P˜ ′(iΩ I ⊗ Fz)(f˜)(t) = P ′t (f˙(t)), (A.11a)
ι ◦
( ∑
|k|6n
P ′k ⊗ FkFz
)
(f˜)(t) = ι ◦
∑
|k|6n
P ′k ⊗ Fk(iΩ I ⊗ Fz)(f˜)(t) (A.11b)
= (Dn ∗ P ′)(t)(f˙ (t)).
As df/dt is continuous and periodic, it is bounded and so one gets, after some
algebra, ∥∥∥iΩ ∑
|k|6n
P ′k ⊗ FzFk(f˜)− P˜ ′(iΩ I ⊗ Fz)(f˜)
∥∥∥2
L 2
1
(A.12)
6 sup
t∈T
‖f˙(t)‖21 ·
1
T
∫
T
‖(Dn ∗ P ′)(t)− P ′t‖2∞ dt
which again vanishes as n→∞, since P ⋆ is square integrable and the second claim
is proved. 
Lemma A.8. Denote the Fourier lifting of P˙ by Q. Then, we have
Q = iΩ
∑
n∈Z
nPn ⊗ Fn, Q′ = iΩ
∑
n∈Z
nP ′n ⊗ Fn (A.13)
converging in norm.
Proof. As Fourier series of both P˙ and P˙ ′ converge uniformly by Proposition 3.8,
we can apply Proposition 3.12. 
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Lemma A.9. It holds, that [iΩ I ⊗ Fz , P˜ ′] = Q′.
Proof. From proposition (3.1) we have FzFk = kFk + FkFz for any k ∈ Z and we
can write
iΩ
∑
|k|6n
P ′k ⊗ FzFk = iΩ
∑
|k|6n
kP ′k ⊗ Fk + iΩ
∑
|k|6n
P ′k ⊗ FkFz, (A.14)
where all the series converge due to Lemmas A.7 and A.8. Therefore, putting
n→∞ we can restate (A.14) as
(iΩ I ⊗ Fz)P˜ ′ = Q′ + P˜ ′(iΩ I ⊗ Fz), (A.15)
yielding the claim. 
Lemma A.10. We have
P˜ (L¯⊗ I)P˜ ′ =
∑
n,m∈Z
PnL¯P
′
m−n ⊗ Fm (A.16)
converging in norm.
Proof. Consider constant function t 7→ At given via At(a) = L¯(a), a ∈ Cd×d. Then,
A = L¯⊙ e0, and A˜ = L¯⊗ F0, which is bounded. Let β be defined on L 2(T,Cd×d1 )
by
β(f)(t) = L¯P ′t (f(t)). (A.17)
Then, β˜ = (L¯ ⊗ I)P˜ ′. As P admits absolutely and uniformly convergent Fourier
series (Proposition 3.8), so does the function t 7→ L¯P ′t . Using group properties of
operators Fn and applying Proposition 3.15, we have
P˜ β˜ =
∑
n,m∈Z
PnL¯P
′
m ⊗ Fn+m (A.18)
converging in norm; (A.16) appears after changing n+m→ m. 
Lemma A.11. The following equalities hold (series converge in norm):
iΩ
∑
m,n∈Z
mPnP
′
m ⊗ Fn+m = P˜Q′, iΩ
∑
m,n∈Z
nPnP
′
m ⊗ Fn+m = QP˜ ′. (A.19)
Proof. This is immediate from Moore-Smith theorem. Put (smn) as
smn = iΩ
∑
|k|6m
∑
|l|6n
kPlP
′
k ⊗ FlFk. (A.20)
Then, one easily shows ym = iΩP˜
∑
|k|6m kP
′
k ⊗ Fk satisfies
‖ym − smn‖∞ 6 Ω
∥∥∥P˜ − ∑
|l|6n
Pl ⊗ Fl
∥∥∥
∞
∥∥∥ ∑
|k|6m
kP ′k ⊗ Fk
∥∥∥
∞
, (A.21)
and so limn→∞ smn = ym as
∑
n∈Z Pn ⊗ Fn converges to P˜ . On the other hand,
zn = iΩ
∑
|l|6n Pl ⊗ FlQ′ satisfies
‖zn − smn‖∞ 6 Ω
∥∥∥ ∑
|l|6n
Pl ⊗ Fl
∥∥∥
∞
∥∥∥Q′ − iΩ ∑
|k|6m
kP ′k ⊗ Fk
∥∥∥
∞
, (A.22)
so limn→∞ smn = zn since iΩ
∑
n∈Z nP
′
n ⊗ Fn converges to Q′ (by Lemma A.8).
Limits of both (ym) and (zn) coincide and are equal to P˜Q
′ and Moore-Smith
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theorem yields the convergence of (smn), as claimed. Second claim follows from
taking dual of first equality and renaming indices. 
Lemma A.12. Operator P˜Q′ satisfies P˜Q′ +QP˜ ′ = 0.
Proof. For any f˜ ∈ Cd×d1 ⊗¯L2(T) and t ∈ T we obtain after simple algebra,
ι ◦ (QP˜ ′ + P˜Q′)(f˜)(t) = (P˙tP ′t + PtP˙ ′t )(f(t)) (A.23)
=
( d
dt
PtP
′
t
)
(f(t)) = 0,
after applying unitarity of P (point 3 in Proposition 3.8). 
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