Introduction and Main Results
Let FEAS R denote the problem of deciding whether a given system of real polynomial equations has a real root or not. While FEAS R is arguably the most fundamental problem of real algebraic geometry, our current knowledge of its computational complexity is surprisingly coarse. This is a pity, for in addition to numerous practical applications [BGV03] , FEAS R is also an important motivation behind effectivity estimates for the Real Nullstellensatz (e.g., [Ste74, Sch00] ), the quantitative study of sums of squares [Ble04] , and their connection to semidefinite programming [Par03] .
So we give a new threshold for when m is large enough to make FEAS R be NP-hard for a single n-variate m-nomial (Theorem 1 below). We also state some consequences of our new threshold for systems of multivariate polynomial equations and amoeba theory (Corollary 1 below), as well as an unusual connection between FEAS R and the A-discriminant. (The A-discriminant, recalled in Definition 2 below, includes the toric resultant and all classical resultants as special cases [GKZ94] .) We then conclude by studying some new cases of A-discriminants whose vanishing can be decided within the polynomial hierarchy (Theorems 2 and 3 below). 1 · · · x a ni n and c i = 0 for all i. We call such an f an n n n-variate m m m-nomial (with integer coefficients), and we say that f has full Newton polytope iff a 1 , . . . , a m do not lie in a common (n − 1)-flat. 1 Also, let FEAS * R (resp. FEAS + R ) denote the obvious analogue of FEAS R where we restrict to roots in (R * ) n := (R * ) n (resp. the positive orthant R n + ). Then, restricting to inputs consisting of a single polynomial, and measuring the size of f as the total number of decimal digits in the c i and a i,j , we have:
1. FEAS R is NP-hard for the family of n-variate m-nomials with m ≥ 6n + 6.
2. FEAS R ∈ NP, FEAS R ∈ P, and FEAS + R ∈ P, each for the family of n-variate m-nomials with m ≤ n + 1 and full Newton polytope. explicitly stating this lower bound but it can be derived routinely from now standard reductions (e.g., [RY04, discussion preceding Thm. 2] ). Also, while FEAS R ∈ P for any fixed number of homogeneous quadratic polynomials, thanks to earlier work of Barvinok [Bar93] , note that quadratic polynomials can also be thought of as special n-variate m-nomials with m ≤ (n + 2)(n + 1)/2. We are unaware of any earlier explicit statement that FEAS R ∈ NP for m = O(n). ⋄ To state the implications of Theorem 1, let us first recall the notion of an amoeba.
Definition 1 For any f ∈ C[x 1 , . . . , x n ], we define its (Archimedean) amoeba to be Amoeba(f ) :
Amoeba theory, and its non-Archimedean analogues, have recently proven quite important in phylogenetics [PS04] , algorithmic number theory [Roj02, Roj04a] , and enumerative algebraic geometry [Mik04] , to name but a few areas. In particular, computing the topology of amoebae, and even drawing them, leads to many intriguing algorithmic questions [The04] . The proof of Theorem 1 then easily yields the following implications.
Corollary 1
The following problems are each NP-hard:
Given a polynomial
f ∈ Z[x 1 , . . . , x n ] (n ≥ 1, fixed a priori), decide if Amoeba(f ) intersects a coordinate hyperplane.
FEAS R , restricted to n × n polynomial systems consisting of linear trinomials and quadratic binomials (n varying).
Curiously, all known families of polynomials admitting FEAS R ∈ P coincide with A-discriminants known to be computable in P. This is clarified further in Section 1.2 below, but we can state our next main result in an elementary way as follows: While we now know that CYCLOVAN is NP-hard [Pla84] , no better upper bound than PSPACE was known earlier.
We review some further background in the remainder of this introduction, and prove our main results in Section 2.
The Hardness of Real Root Counting
Part of the motivation behind this paper is understanding the influence of sparsity on algorithmic real algebraic geometry; for many classical questions from computational algebraic geometry become much more subtle -not to mention more practically interesting -when transplanted from C to R.
For instance, around the 1980's, Khovanski proved that there is a bound -depending only on m and n, and independent of the degree -for the number of connected components of the real zero set of any n-variate m-nomial [Kho91] . More recently, his bound has been improved from [LM01] . (An analogous lower bound for deciding the existence of a real root appears to be unknown.) The role of sparsity in complexity bounds for univariate real root counting is then already far from trivial. For while sparsity allows us to break the Ω(D log D) barrier in certain cases, tetranomials (4-nomials) already yield open questions: It is now known that the real roots of the trinomial
can be counted using just O(log 2 D) arithmetic operations [RY04] , but tetranomials currently admit no arithmetic complexity upper bound better than the O(D log 2 D log log D) bound known for dense (non-sparse) polynomials [LM01] .
Even less is known about thresholds for the bit complexity of counting real roots, although we do know that over any fixed number field K, one can count (and even compute exactly!) all the roots of a sparse univariate polynomial in P [Len99].
A-Discriminants Characterize All Known Easy Examples
Perhaps more than coincidentally, the A A A-discriminant is computable in P for all currently known families of polynomials 2 admitting FEAS R ∈ P.
Definition 2 Given any A ⊂ Z n not lying in some (#A − 1)-flat in R n , and given the polynomial f (x) := a∈A c a x a , the A-discriminant is the unique (up to sign) polynomial
271-272]. For convenience, we will usually write
. We also call A the support (or spectrum) of f when c a = 0 for all a ∈ A. ⋄ Example 1 (Simplices) The A-discriminant is defined to be 1 for any A that lies in an 
is a general quadratic polynomial, and an exercise in Cramer's Rule for linear equations yields ∆ A (f )
as an (n + 1)-variate n + 2 2 -nomial, evaluated at an n-tuple of determinants of n × n matrices with entries chosen from {c a | a ∈ A}. In particular, via now standard methods circumventing the coefficient explosion of Gaussian elimination (e.g., [BCSS98, Ch. 15, ), ∆ A (f ) can be evaluated in P. ⋄ Curiously, the currently known algorithms for FEAS R underlying these cases (Assertion (2) of Theorem 1 and [Bar93] ) are rather disimilar, and none makes use of the A-discriminant.
The following example illustrates the next open cases we should try to understand. [GKZ94] , one would say that the underlying A is a circuit. 4 ⋄ Note in particular that the only known f with support a circuit, and admitting real root counting within polynomially many arithmetic operation, are univariate trinomials. Recent work of Bertrand, Bihan, and Sottile does at least reveal that the number of connected components of the zero set in R n + of such a polynomial is linear in n for certain special circuits [Ber04] . We are willing to conjecture that the correct upper bound is polynomial in n for general circuits, and that FEAS R ∈ NP for input a single polynomial with support a circuit.
Example 3 (Trinomials and Circuits) Given
Let ADISCVAN denote the problem of deciding whether ∆ A vanishes for a given polynomial with integer coefficients and support equal to A, and let FEAS C denote the obvious analogue of FEAS R for complex polynomials and complex roots. Since resultants can easily be expressed as Adiscriminants [GKZ94, The Cayley Trick, Prop. 1.7, pp. 274], it is worth noting that one can decide certain analogues of FEAS C (over certain compact toric varieties 5 [GKZ94, Roj03] ) by a simple reduction to ADISCVAN. For instance, one can decide whether a system of n + 1 homogeneous (n + 1)-variate polynomials has a complex root via a suitable instance of ADISCVAN.
Theorem 2 can then be reinterpreted as nearly tight upper and lower complexity bounds on ADISCVAN for input (f,
Perhaps surprisingly, ADISCVAN is NPhard already for the special case A ⊂ Z [KS99] . In greater generality we can say the following:
Theorem 3 We have:
1. ADISCVAN ∈ BPP for A a circuit.
ADISCVAN ∈ AM, assuming the Generalized Riemann Hypothesis (GRH).

Assuming RIPIT (an even weaker hypothesis allowing certain failures of GRH [Roj04b]), we
have ADISCVAN ∈ P NP NP .
In Assertion (2), AM denotes the Arthur-Merlin class [BM88] , which is known to lie in coRP NP [BM88] . The hypothesis RIPIT would require more space than allowed here to detail fully. However, what is important to note is that RIPIT can hold even in the face of a bad failure of GRH. Briefly, to any number field K one can associate a function ζ K analytic on C \ {1}. GRH (which dates back to work of Riemann in 1859) is then the assertion that, for all K, the zeroes of ζ K with positive real part all have real part 4 Strictly speaking, a circuit A also satisfies the condition that every proper subset is affinely independent. 5 Those unfamiliar with toric varieties can substitute complex n-dimensional projective space P n C for a concrete example.
The Proofs of Our Main Results
Let us first recall a very useful simple change of variables.
Definition 3 For any ring R, let R m×n denote the set of m × n matrices with entries in R. For any A = [a ij ] ∈ R n×n and x = (x 1 , . . . , x n ), let x A := (x a 11 1 · · · x a n1 n , . . . , x a 1n 1 · · · x ann n ). We call x A a monomial change of variables. Also, for any y := (y 1 , . . . , y n ), we let xy := (x 1 y 1 , . . . , x n y n ). ⋄ Proposition 1 For any x, y ∈ (R * ) n and A, B ∈ Z n×n , we have (xy) AB = (x A ) B (y A ) B . Also, if A ∈ R n×n and det A = 0, then the function u A (x) := x A is an analytic automorphism of R n + , preserving smooth points and singular points of zero sets of analytic functions. Finally, if A ∈ GL n (Z) then u −1 (R n + ) = R n + = u(R n + ) and u maps distinct open orthants of R n to distinct open orthants of R n .
We will also need a particular matrix factorization to put our m-nomials into a useful normal form. As a consequence, we can now easily see why the full Newton polytope assumption of Theorem 1 is mild and necessary.
Corollary 2 Given any n-variate m-nomial f without a full Newton polytope, we can find (within P) a monomial change of variables
x → x U , with U ∈ GL n (Z), such that g(x) := f (x A ) is an n ′ -variate m-nomial with (a) n ′ < m
, (b) full Newton polytope, and (c) a root in (R
That n + 1 exponents chosen randomly from Z n will result in a full Newton polytope with high probability follows easily from the fact that a random n × n matrix has nonzero determinant with high probability, thanks to Schwartz' Lemma [Sch80] . To begin our proof of Theorem 1, we will first need simple methods for deciding the existence of roots in (R * ) n and R n + .
x a i . Also let A be the n×n matrix whose columns are a 1 , . . . , a n and S = [s ij ] = U AV the Smith factorization of A. Then 1. f has a root in R n + iff k < n.
f has a root in (R * ) n iff [k < n or the rank (over Z/2Z) of the mod 2 reduction of A is positive.]
Proof: Assume henceforth that x ∈ (R * ) n . Note that f (x) = 0 iff
for some α = (α 1 , . . . , α n ) ∈ (R * ) n . Assertion (1) then follows almost trivially: k = n and x ∈ R n + imply that f (x) = 1 + α 1 + · · · + α n > 0, so there can be no roots for f in R n + . Taking the inverse implication, suppose k < n. Then we can set α :=
So if we can solve x A = α over R n + , we will have found a root in R n + for f . Proposition 1 tells us that we can indeed, so we are done. We now focus on Assertion (2). Letting y := x U , note that
thanks to Proposition 1. So we'll be able to find a root in (R * ) n for f iff (♥) There are α, y ∈ (R * ) n with y S = α V and 1
Let us now separately prove the two directions of the implication of Assertion (2): (⇐=): If k < n then Assertion (1) tells us that f in fact has a root in R n + . So assume k = n. Note that the mod 2 reduction of A has positive (Z/2Z)-rank implies that s 1 is odd, since left and right multiplication by matrices in GL n (Z) preserves (Z/2Z)-rank. (Indeed, the mod 2 reduction of a matrix in GL n (Z) is invertible mod 2.) Now take α = (±n, ±1, . . . , ±1) where the signs are chosen so that sign(α V ) = (−1, 1, . . . , 1). (Proposition 1 guarantees that this can be done since V ∈ GL n (Z).) Clearly then, y S = α V has a solution in (R * ) n and thus, by (♥) and our choice of α, f indeed has a root in (R * ) n .
(=⇒): Taking the contrapositive, suppose that k = n and that the mod 2 reduction of A has (Z/2Z)-rank 0. Then, since left and right multiplication by matrices in GL n (Z) preserves (Z/2Z)-rank, s 1 , . . . , s n must be even. We then obtain, via Proposition 1, that y S = α V has no roots in (R * ) n unless α ∈ R n + . But then α ∈ R n + implies that 1 + α 1 + · · · + α n > 0, so there can be no roots for f in (R * ) n .
While the preceding lemma appears to be rather narrow, it actually deals with a canonical form that any n-variate (n + 1)-nomial can be converted into over (R * ) n . This is the crux of our proof of Theorem 1.
The Proof of Theorem 1
Assertion (2): First note that f has a nonzero constant term iff f does not have O as a root. So we can assume f has a nonzero constant term and then any root of f in R n must lie in some coordinate subspace of positive minimal dimension. On any such subspace, f restricts to an n ′ -variate m ′ -nomial with m ′ ≤ n ′ + 1. So, by Proposition 1, we'll have FEAS R ∈ NP provided we can prove FEAS * R ∈ P. By permuting the a i , and dividing by a suitable nonzero constant, we can assume the constant term is c n+1 = 1. Letting A be the matrix whose columns are a 1 , . . . , a n , our full Newton polytope assumption then clearly implies that det A = 0. Next, by permuting coordinates as necessary, and via the change of variables x → (|c 1 |, . . . , |c n |) −A −1 x, we can assume that
From here, Assertion (2) of Lemma 2 tells us that deciding the positivity of the (Z/2Z)-rank of the mod 2 reduction of A (which can be done in P via Gaussian elimination) suffices to decide the existence of roots for f in (R * ) n .
Assertion (1): By a result of Plaisted [Pla84, Thm. 5.1, pg. 133], it is NP-hard to decide if a univariate m-nomial has a root on the complex unit circle. So it suffices to reduce problems of this form to instances of FEAS R with input an n-variate m-nomial with m ≤ 6n + 6. Toward this end, let g(z) := m i=1 c 1 z a i be a univariate m-nomial. We can then easily convert f to a system of quadratic binomials and linear trinomial equations by first noting that z a can be expressed as an SLP of length O(log a) via the standard trick of recursive squaring. Clearly then, z a = Z N where
. . .
, and the intermediate equations are of the form Z j = Z 2 j−1 or Z k = Z j Z i for some i, j < k. Moreover, note that g(z) = 0 iff the following trinomial system has a root:
So, combining m systems of the form (1) and then substituting them into (2), we clearly obtain that g(z) = 0 iff a system of linear trinomials and quadratic binomials -which we'll call G -has a root (Z 1 , . . . , Z N , W 1 , . . . , W m−1 ) with Z 1 = z. In particular, the number of variables and the number of equations are both N ′ := N + m. Now note that z = x+iy and w = u+iv for x, y, u, v ∈ R implies that the real and imaginary parts of zw are respectively ux−vy and uy+vx. So G can be replaced by a new system H = (h 1 , . . . , h N ′′ ), still consisting of quadratic binomials and linear trinomials, with exactly N ′′ := 2N ′ variables. In particular, we see that g(z) = 0, with x = Re(z) and y = Im(z), iff H has (X 1 , Y 1 , . . . , X N ′′ , Y N ′′ ) as a real root and (X 1 , Y 1 ) = (x, y).
To conclude, note that f (X,
2 is an n-variate m-nomial with n = N ′′ and m ≤ 6n + 6. (Since the square of a trinomial has no more than 6 monomial terms.) In particular, f has a real root iff H has a real root (X 1 , Y 1 , . . . , X N ′′ , Y N ′′ ) with X 1 + iY 1 lying on the unit circle iff g has a root on the unit circle. So we are done.
Note also that Corollary 1 now follows immediately from proof.
The Proof of Theorem 2
Let SPARSE-POLY-DIVIS denote problem of deciding whether x N −1 is a factor of p 1 (x) · · · p k (x), where p 1 , . . . , p k are univariate sparse polynomials. Plaisted showed that SPARSE-POLY-DIVIS is coNP-complete in [Pla84, Thm. 4.1, pg. 130]. Now note that f vanishes at an M th root of unity iff f vanishes at a primitive d th root of unity for some d|M , and that the latter condition holds iff x d − 1 divides f (x) q|d q<d a prime power
The latter condition is but an instance of SPARSE-POLY-DIVIS, and the existence of a divisor of M can clearly be checked in NP. So by Plaisted's result, and the fact that the number of primes dividing M is O(log M ), CYCLOVAN ∈ NP NP .
The Proof of Theorem 3
Assertion (1): By [GKZ94, Prop. 1.8, Pg. 274], we can express the A-discriminant of any circuit A = {a 0 , . . . , a n+1 } as a binomial as follows: First, without loss of generality, we can assume that a 0 = O (dividing by a suitable monomial) and that a 1 . . . , a n+1 generate Z n as a lattice (substituting y = x U for some suitable U if necessary, via Proposition 1 and Lemma 1). We then let m = (m 0 , . . . , m n+1 ) ∈ Z n be the unique vector such that (a) the coordinates of m have greatest common divisor 1, (b) = 0, for a given (c 0 , . . . , c n+1 ) ∈ R n and circuit A ⊂ Z n , can be decided within P = R . The latter complexity class is the analogue of P for the BSS model over R with equality [BCSS98] .
[Koi93, Thm. 9] then tells us that the Boolean part of P = R is contained in BPP. For the problem over R we are examining, this means that ADISCVAN ∈ BPP and we are done. Assertions (2) and (3): We will first make a reduction from ADISCVAN to FEAS C : Note that ∆ A (c) = 0 vanishes for some c ∈ (C * ) m ⇐⇒ there is an x ∈ (C * ) n with f (x) = Assertion (2) then follows immediately from the fact that FEAS C ∈ AM assuming GRH [Koi96] . Assertion (3) follows from the fact that FEAS C ∈ P NP NP assuming RIPIT [Roj04b] .
