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This thesis presents innovative approaches for detection, classification and 
characterization of abnormal events in electricity networks. Due to disturbances and/or 
faults in electricity networks, the abnormal events are created; one such abnormal event 
is the formation of power system island containing distributed generating resources and 
the other is the voltage dips and/or swells. This thesis proposes a Support Vector 
Machine (SVM) based approach for detection and classification of islanding events in a 
distribution network embedded with Distributed Generation (DG). Furthermore, two 
innovative approaches, which include three-phase voltage ellipse method and 3D 
polarization ellipse technique, are proposed to detect, classify and characterize voltage 
dips and/or swells in electricity networks. 
In order to meet the increasing load demand of future electricity grids, integration of 
distributed generation (DG) is expected to play an increasingly important role. Prior to 
the integration of DG into electricity grids, the issue of anti-islanding protection is 
needed to be considered. Conventional vector surge (VS) and rate-of-change-of-
frequency (ROCOF) relays are usually used to detect islanding; however, there is a non-
detection zone (NDZ) wherein islanding incidents are undetectable by these 
conventional relays. For VS and ROCOF relays, NDZ is a function of active and 
reactive power imbalance, which may exist inside the islanded segment. In this thesis, 
using the concept of NDZ, the performance of these relays is evaluated for islanding 
detection. The performance is also assessed using the performance indicators, namely, 
detection rate (DR) and false alarm (FA). These indicators are also used to establish the 
limitations of the VS and ROCOF relays for islanding detection, especially when there 
is a small power imbalance between load and generation inside the islanded segment.  
In the context of the problems and the limitations of the conventional relays outlined 
above, this thesis proposes a multi-feature based technique for islanding detection of 
synchronous type DG. In the proposed method, features are extracted from five network 
variables associated with voltage signal. The extracted features are then used as inputs 
to a support vector machines to classify the event as islanding or non-islanding. The 
proposed method works effectively for both, outside and inside the NDZ of 
conventional VS and ROCOF relays. A test network derived from Australian electricity 
systems is used to generate a large number of islanding and non-islanding events with 
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different load types. The SVM based method is tested with special emphasis on the 
most critical islanding cases associated with NDZ of VS and ROCOF relays. 
Furthermore, all possible combinations of deficit and excess of active and reactive 
power imbalance, which may exist during the occurrence of an island, are considered in 
the testing phase. A comparative study between conventional relays (VS and ROCOF) 
and the proposed SVM based relay (SVMR) is conducted using the performance 
indicators, i.e., detection rate (DR) and false alarm (FA). Using the concept of 
detection-time, performance of conventional relays and the SVM based relay is also 
compared. Experimental results demonstrate that the proposed method can successfully 
detect islanding events under different network contingencies and conditions including 
the NDZ, where conventional relays are expected to fail. 
Voltage dip is generally considered a power-quality problem of equal importance as 
long and short interruptions in the supply. At present, it has become very challenging to 
control the external factors that cause voltage dips. Thus, proper mitigation techniques 
are desired. However, development of mitigation techniques requires the accurate 
diagnosis, characterization and classification of voltage dips. Furthermore, classification 
of voltage dips and swells plays an important role in the assessment of voltage dip ride-
through capability and immunity of electrical equipment. 
To solve the classification and characterization problems associated with voltage dips 
and swells in electricity networks, this thesis presents an approach that exploits three-
phase voltage ellipse parameters. It employs the instantaneous magnitude of three-phase 
voltage signals in three axes, which are separated from each other by 120°. Thus, 
resultant rotating vector, namely, three-phase voltage vector, traces an ellipse. Then, the 
parameters of the ellipse, which include minor axis, major axis and inclination angle, 
are used to develop an algorithm for classification and characterization of voltage sags 
and swells. To this end, the inclination angle is used to classify the types of sags and/or 
swells, whereas the minor and major axis are used to quantify the severity of sags and 
swells, respectively. The proposed method is validated using recorded waveforms as 
well as simulated sags and/or swells arising due to balanced and unbalanced faults at 
different buses in a practical distribution network of Australia. The feasibility of the 
proposed approach is demonstrated using extensive simulation for the use as a real-time 
sag-swell monitoring tool. 
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The approach, as mentioned above, can be used as a quick screening tool for voltage 
dips/swells, and it can classify and characterize voltage dips in terms of the severity of 
dip/swell-phase voltages with less computational effort and time. Moreover, a 
comprehensive classification approach is devised to classify and characterize voltage 
dips and swells associated with different dip-types, which may occur in power networks 
due to propagation of dips through network elements such as power transformers with 
various winding configurations. This new innovative approach exploits unique 
signatures and parameters of three phase voltage signals extracted from the polarization 
ellipse in three-dimensional (3D) co-ordinates. Five ellipse parameters, which include 
azimuthal angle, elevation, tilt, semi-minor axis and semi-major axis, are used to 
classify and characterize voltage dips and swells. Seven types of voltage dips, which 
include a total of 19 groups of dips incorporating different kinds of balanced (three-
phase dips) and unbalanced (single-phase or double-phase) dips, are identified and 
successfully classified using the 3D polarization ellipse parameters. Two types of 
voltage swells, which include a total of 6 groups, are also classified using the proposed 
method. The advantage of this method is that it can cope with large angle jumps, and 
has capability to detect, classify and characterize both voltage dips and swells more 
accurately. The proposed method is validated using real measurement data, recorded 
waveforms provided by the IEEE 1159.2 working group, and the data of unbalanced 
dips associated with phase angle jumps, voltage drops and rotations due to loading 
effects. Moreover, the proposed detailed approach has been tested for its applicability to 
assess the voltage sags/swells due to faults/disturbances associated with pre- and post-
islanding scenarios, such as, the transitional state of islanding, disconnection of DG or 
establishment of island with proper control and grid re-synchronization. 
All the proposed approaches of this thesis are developed based on multiple features of 
three-phase voltage signals which can be captured in electricity networks through 
potential transformers (or PTs). The captured signals can be processed in the high-speed 
micro-processors and decisions can be made in the decision engine where proposed 
algorithms are implemented on micro-controllers. Also, cycle by cycle event reports for 
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1.1 IMPORTANCE OF THE RESEARCH 
Normal operation of electric power system ensures the continuous supply of 
undistorted sinusoidal rated voltage and current at rated frequency to the customer end. 
However, disturbances and/or faults in electricity networks may create abnormal events. 
Detection, classification and characterization of these abnormal events are important, as 
it finds its application for protection and mitigation issues, as well as post-disturbance 
off-line analysis.  
Voltage and current are two important parameters, which are utilized to classify and 
characterize abnormal events. These parameters (voltage and current) are passed 
through the instrument transformers, i.e., potential transformer (PT) and current 
transformer (CT), in order to measure voltage and current respectively. The voltage and 
current, which come out from the instrument transformers, are regarded as inputs for the 
abnormal events detection-devices, such as, relays or other intelligent devices. 
Therefore, reliability of PT and CT is an essential aspect for the detection-devices to 
detect the abnormalities effectively. According to [1], CT has magnetic saturation issue 
and it suffers from the error due to non-linearity, especially during fault or abnormal 
condition. In contrast, PT provides excellent reproduction of primary voltage during 
both transient and steady-state [1]. Normally, PT does not experience saturation, since 
power systems are not operated above the voltage limit, and in most cases faults result 
in a collapse or reduction in voltage, or sometimes voltage may rise but it does not 
cause saturation  [1]. Therefore, classification and characterization of abnormal events 
utilizing only voltage parameter would certainly provide an accurate insight of the 
events. Hence, taking voltage and its associated features as input parameters, innovative 
approaches need to be developed which can detect, classify and characterize abnormal 
events. To this end, this thesis mainly deals with the detection, classification and 
characterization of two such abnormal events; first one is the formation of islanding and 




In order to highlight the motivation of the research in details, this Section discusses 
the issues and the importance of the research related to the detection and classification 
of islanding and voltage dips/swells. Section 1.1.1 presents the issues related to 
islanding events and the currently available anti-islanding protection or islanding 
detection schemes. The importance of new islanding detection method, which will take 
voltage and its associated features as inputs and will also be able to perform effectively 
outside as well as inside the non-detection zone of conventional relays, is discussed. 
Section 1.1.2 discusses the issues related to voltage dips and swells; the presently 
available voltage dips/swells classification methods and their limitations. The 
importance of new algorithm for classification and characterization of voltage 
dips/swells is highlighted as well. 
1.1.1 Islanding Detection of Distributed Generation 
In order to meet the increasing load demand of future electricity grids, integration of 
distributed generation (DG) in distribution networks is expected to play an increasingly 
important role. The penetration of DG is forcing the electricity system planners and 
operators to develop standards, referred to as Interconnection Guidelines (IG) of 
distributed resources with electric power system [2, 3]. An essential requirement for IG 
is the protection of DG islanding, also known as the protection of ―loss of mains‖. 
Islanding is a situation when a portion of electric power system (EPS) is energized 
solely by one or more Local DG systems while that portion of the EPS is electrically 
isolated from the rest of the EPS [2]. This electrical isolation may occur due to feeder 
switching, switchgear operation and/or fault clearing operation, etc. According to IG [2, 
3], islanded DG must be disconnected quickly in order to avoid probable hazardous 
conditions, such as, power quality degradation, damage of utility and customer 
equipment, etc. The IEEE 1547-2003 standard recommends the disconnection time to 
be less than 2 seconds. However, recent trend of rapid automatic reclosing can cause 
serious damage to both the islanded synchronous DGs and to neighbouring utility 
equipment, if 2 seconds of DG disconnection benchmark is maintained [4]. Therefore, 
this disconnection benchmark may have to be reduced to allow the disconnection of 
islanded synchronous DG prior to the completion of first reclosing operation [2, 3,5]. 
At present, different techniques, such as, active, passive and communication-based 
techniques are used to implement islanding detection schemes. Commonly used 
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communication based techniques include ―transfer trip‖ and ―power line signalling‖. 
They are reliable but can be costly depending on the availability of communication 
infrastructure. Active islanding detection techniques are normally applied on the 
inverter interfaced DG. These techniques involve a special control mechanism in 
conjunction with the continuous monitoring of the variation of externally generated 
signals at the DG site. This method provides several advantages as it tends to have fast 
response with small Non-Detection Zone (NDZ); however, using this method leads to 
degradation in power quality due to the perturbation imposed on the system. Examples 
of some active islanding detection techniques, such as, slip-mode frequency shift, active 
Frequency Drift, Sandia frequency and voltage shift method, have been reported in [6-
8]. Passive methods use different system parameters, e.g., voltage, current, frequency, 
real power, reactive power, etc., and compare the parameter to a pre-specified threshold 
to decide the occurrence of islanding. Passive methods do not affect the normal 
operation of the DG system and are easy to implement, but they may not be reliable due 
to lack in accuracy. 
Due to the trade-off between accuracy and cost, conventional relays, which are 
operated on the principle of passive islanding detection methods, are used for islanding 
detection. Examples of such conventional relays comprise of Frequency Relay (FR), 
Vector Surge (VS) relay which is also known as voltage jump relay or vector shift relay, 
and ROCOF (rate-of-change-of-frequency) relay, etc. VS and ROCOF relays have 
gained special interest in current industry practice [9-12]. The performance of these 
relays has a strong correlation with active power imbalance of the islanded system. The 
performance of VS and ROCOF relays deteriorates, when the power imbalance falls 
below a certain specified threshold, which gives rise to the limitation of Non-Detection 
Zone (NDZ) [13]. To overcome this issue, several computational intelligence based 
passive techniques have been proposed for islanding detection [14, 15]. Fuzzy rule-
based classifier, Decision Tree (DT) approach and wavelet based technique have 
attracted widespread attention [16-18]. However, most of the computational intelligence 
based passive techniques have utilized voltage and current as input parameters. Since, 
current will be extracted through CT, and CT has magnetic saturation issue, the 
performance of these approaches may have some limitations in practical power systems. 
Besides, performance of all these approaches have not been assessed comprehensively, 
specially, inside the NDZ of conventional relays, such as, VS and ROCOF relays etc. 
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Therefore, there is a need for new approach which will take voltage and its associated 
features as inputs and will be able to detect islanding outside as well as inside the NDZ 
of conventional relays with confidence.  
1.1.2 Classification and Characterization of Voltage Dips and Swells 
Over the last few years, the concept of power quality (PQ) has been changed 
significantly, due to technological progression and customer awareness of better 
services. A few years ago, the main PQ concerns were the reliability, i.e., the frequency 
of the discontinuity of electricity supply. At present, the problems related to PQ include 
voltage dips or sags, fluctuations, temporary interruptions and harmonics [19]. The 
increased application of non-linear power electronic devices in electric power systems 
hastens the degradation of PQ, thereby necessitating more attention from electricity 
sector agents [20]. 
Voltage dips are generally considered a power-quality problem of equal importance 
as long and short interruptions in the supply [21, 22]. They are defined as the short-
duration reduction in root-mean-square (rms) voltage caused by switching and/or 
starting of electrical motors, generators and bulk loads, transformer energization and 
faults or short circuits in the power networks [23]. Even though power utilities and 
customers are exerting extensive efforts to improve the reliability of power networks, it 
has been very challenging to control the external factors that cause voltage dips. Thus, 
proper mitigation techniques are desired. However, development of mitigation 
techniques requires the accurate diagnosis, characterization and classification of voltage 
dips. Furthermore, classification of voltage dips and swells plays an important role in 
the assessment of voltage dip ride-through capability and immunity specifications of 
electrical equipment. 
Voltage dips are usually characterized by the minimum voltage magnitude and total 
duration [24-27]. According to [28], these standards can be effective for the 
characterization of single-phase and 3-phase balanced voltage dips; however, these 
approaches fail to characterize unbalanced voltage dips, including single- and double-
phase dips. To resolve this problem, Bollen proposed a seven-type dip classification 
[22], referred to as ABC classification. Bollen and Zhang also proposed a symmetrical 
component based technique to classify and characterize voltage dips [23, 29]. In [30], it 
was reported that the symmetrical component technique has some limitations in 
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characterizing unbalanced voltage sags originating from large dynamic loads. In [31], a 
space vector method was presented wherein the ellipse inclination angle was used to 
classify single-phase and double-phase voltage dips. However, this method is not 
suitable for classification of voltage dips for the case of large phase angle jump. 
The presence of DG in distribution networks is expected to have an impact on the 
retained voltage during the occurrence of dip. DG can inject reactive power to support 
the voltage during disturbance; it can also introduce additional phase angle jump which 
can make the voltage dip classification even more complex. Furthermore, due to pre- 
and post-islanding scenarios, such as, the transitional state of islanding, disconnection 
of DG or establishment of island with proper controlling action, grid re-connection, etc., 
different types of voltage dips and swells may occur which may create the  
characterization of voltage dips more critical. Therefore, a new algorithm for classifying 
and characterizing voltage sags and swells is required, which would be unaffected by 
phase-angle jump and would be suitable for real-time usage as well. 
1.2 RESEARCH OBJECTIVES AND METHODOLOGIES 
The main goals of this thesis is to develop innovative techniques which will be 
applicable to solve two crucial issues in electricity network: 1) islanding detection of 
distributed generation with special emphasis on the critical islanding events associated 
with non-detection zone of vector surge and ROCOF relays, and 2) detection, 
classification and characterization of voltage dips and swells, which will be applicable 
for classification and characterization of voltage dips and swells under different network 
conditions. The aims of this thesis are achieved through:  
 The establishment of theoretical analysis, to examine the performance of 
conventional vector surge and ROCOF relays for islanding detection, using the 
concept of non-detection zone. 
 The comprehensive investigation of VS and ROCOF relays associated with 
islanding detection under all possible combinations (deficit and excess) of power 
imbalance scenarios and at the presence of different types of loads. 
 The development of innovative method for detection and classification of 
islanding events which will take multiple voltage features as input; the proposed 
method needs to be capable of islanding detection not only outside the NDZ of 
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VS and/or ROCOF relays but also inside the NDZ associated with the critical 
events. 
 The establishment of theoretical analysis for fault-initiated voltage dips and its 
validation with simulation study. The investigation of different types of voltage 
dips, which are originated due to propagation of dips through different network 
elements. The detailed analysis of DG-impact, which is observed through the 
depth of voltage-dip and phase-angle jump associated with different types of 
fault-initiated dips. 
 The development of innovative approach for classification and characterization 
of voltage dips and swells; the developed approach should be applicable for 
online monitoring of voltage dips/swells as well as offline analysis. 
 The development of comprehensive approach for classification and 
characterization of voltage dips and swells associated with different dip/swell-
types. The developed approach should be applicable for classification of voltage 
dips/swells associated with phase angle jump. It has to be computationally fast 
in order to make it suitable for real-time dip/swell classification and 
characterization. 
Conventional relays, such as, VS and ROCOF relays, are normally used as anti-
islanding protection device. In order to assess the performance of these relays, the 
concept of detection-time versus active power-imbalance curve is used. To obtain these 
curves, analytical formulae are developed. These curves are also obtained and verified 
through repeated dynamic simulations. The concept of critical active power imbalance, 
required for determining the boundary limit of non-detection zone (NDZ) of these 
relays, is presented using these curves; three types of loads, which include constant 
impedance, constant current and constant power loads, are considered during the 
establishment of boundary limit of NDZ. Thus, critical islanding events, associated with 
NDZ, wherein VS and ROCOF relays fail to detect islanding, are obtained. Moreover, 
the comprehensive investigations on VS and ROCOF relays are conducted using the 
performance indicators, namely, detection rate (DR) and false alarm (FA), under four 
possible combinations of deficit and excess of active and reactive power imbalance 
scenarios. In summary, the limitations of conventional VS and ROCOF relays are 
investigated while dealing with the critical islanding events. 
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To overcome the limitations of conventional relays as stated earlier, an innovative 
islanding detection technique is proposed. To this end, firstly, the whole problem is 
identified as a two-class classification problem; the classes are islanding and non-
islanding. Then, a binary classifier is applied to classify the events. Support Vector 
Machine (SVM), which is a binary classifier [32, 33], has been widely used in many 
applications due to its excellent classification performance [34]. Therefore, to solve the 
classification problems of islanding and non-islanding events, in the proposed approach, 
SVM classifier is applied on the extracted features corresponding to different class of 
events. In this technique, features are extracted from five network variables; they 
include voltage, frequency, phase angle of voltage, rate of change of frequency, and rate 
of change of voltage (ROCOV). Then, these multiple voltage features are used as inputs 
to the SVM to classify the event as islanding or non-islanding. Besides, the feature 
extraction incorporates a sliding window; and the width of the window is optimally 
selected considering the Receiver Operating Characteristics (ROC) of the SVM 
classifier under different window-width. SVM is trained with linear, polynomial and 
Gaussian RBF kernels; and by tuning the parameters of these kernels, improved 
classification performance is achieved. In the testing phase, islanding events in the 
presence of constant impedance, constant current and constant power loads, are 
investigated. Moreover, combination of deficit and excess of active and reactive power 
imbalance inside the islanded segment makes the islanding detection even more 
complex [13]. In this thesis, islanding events, considering all possible combinations of 
power imbalance scenarios under constant impedance, constant current and constant 
power loads, are investigated and detected with a high degree of accuracy. The 
performance of proposed approach, based on reliability and speed of islanding 
detection, is also evaluated. 
Voltage dips, being one of the most common power quality issues, have been 
investigated through different types of fault-study in electricity networks. Seven types 
of voltage dips and two types of swells normally exist in power system, due to these 
different fault-types and their propagation through different network equipment. 
Classification and characterization of these different types of dips and swells are 
important to facilitate the development of mitigation techniques. Therefore, in order to 
solve the classification and characterization problems of voltage dips (or sags) and 
swells, an innovative approach based on three-phase voltage ellipse is proposed. The 
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proposed approach is effective for the application of sag/swell analysis tool in real-time. 
In this approach, cycle by cycle classification is carried out to detect the types of 
sags/swells which include single-phase, phase-to-phase and three-phase. Therefore, 
classification is conducted based on severely affected dip/swell-phase.  To this end, 
unique signatures, which are composed of major axis, minor axis and inclination angle 
of ellipse, are extracted from three-phase voltage signals by using three-phase voltage 
ellipse transformation. The inclination angle is used to classify the types of sags/swells, 
whereas the minor and major axis are used to quantify the severity of sags/swells. 
Moreover, a comprehensive classification approach, based on the parameters extracted 
from 3D polarization ellipse, is devised to classify and characterize voltage dips and 
swells associated with different dip-types. It should be noted that in this detailed 
classification approach, a total of seven types of voltage dips (A, B, D, F, E, C and G) 
[22] which comprise 19 possible groups, and two types of voltage swells (H and I-type) 
[31] containing 6 possible groups,  are considered. The developed method can classify 
and characterize all possible groups of dips and swells including the dips associated 
with phase angle jump. In this approach, the parameters extracted through polarization 
ellipse in 3D co-ordinates, are used to formulate different groups of voltage dips and 
swells. With the developed formulae, and by following a multi-stage classification al-
gorithm, these seven types of dips, are classified. The main advantages of this method 
are to analyse voltage dips and/or swell with severely affected dip/swell-phase and its 
ability to provide complete dip/swell classification using a clear guideline of the 
decision boundaries developed through the multi-stage classification algorithm. 
Moreover, the detailed approach has shown its applicability to assess the voltage 
sags/swells due to faults/disturbances associated with pre- and post-islanding scenarios.     
1.3 OUTLINE OF THE THESIS 
The contents of the remaining chapters of the thesis are briefly described below: 
Chapter 2 is a literature review providing an overview of the definition of islanding, 
its detection schemes and their issues as reported in literatures. Chapter 2 also provides 
an overview of a power quality issue, known as voltage dips and swells, their types 
which arise due to propagation of dips through different network element. 
Chapter 3 presents the multi-feature-based SVM based method for islanding detection 
of DG. The proposed method is tested with the events generated by considering the 
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practical scenarios of an Australian electricity network. The performance of the method 
is assessed for critical islanding events associated with low power imbalance in the 
islanded segment. Feasibility of the proposed method is also presented on the basis of 
response-time/detection-time. 
Chapter 4 describes the performance of vector surge (VS) and ROCOF (rate-of-
change-of-frequency) relays for detection of islanding. Comprehensive investigation of 
NDZ of VS and ROCOF relays are conducted under different network contingencies 
and conditions. A comparative study of VS and ROCOF relays with the SVM based 
relay is conducted on the basis of classification performance as well as response-
time/detection-time. 
Chapter 5 investigates the voltage dips and its associated phase-angle jumps in power 
network due to four kinds of faults. The presence of synchronous type DG is also 
included in the voltage dip investigations. Seven types of voltage dips, namely, A, B, D, 
E, F, E, C and G, which are associated with the four types of faults, are analysed with 
and without DG. 
Chapter 6 describes an algorithm, using three-phase voltage ellipse parameters, for 
real-time detection, classification and characterization of voltage sags and swells. 
Validation of the algorithm is conducted using real measurement data and IEEE 1159.2 
recorded waveforms. The proposed algorithm has also been demonstrated as a real-time 
sag/swell monitoring tool. 
Chapter 7 describes a comprehensive approach, using polarization ellipse parameters 
in 3D co-ordinates, to classify and characterize seven types of voltage dips and two 
types of voltage swells. A multi-stage classification algorithm using the formulae of 
decision boundaries, are presented. The proposed algorithm is tested and validated with 
real data, critical sags/swells data associated with phase angle jump and rotation of 
phase voltages due to loading effects. 
Chapter 8 presents a special case study, which includes the investigation of voltage 
dips and swells associated with pre- and post-islanding scenarios of a distribution 
network embedded with DG under different network contingencies and conditions. To 
carry out this investigation, the 3D polarization ellipse technique, as proposed in 
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Chapter 7, is employed for the classification and characterization of voltage dips and 
swells.  
Chapter 9 summarizes the major outcomes of the work presented in the thesis, and 








This chapter gives a brief review of two crucial abnormal events in electricity 
network. Firstly, islanding of distributed generation and its detection schemes are 
discussed; in alignment with this, the risk associated with operating an unintentional 
islanded system and an intensive review of the major techniques available for islanding 
detection is briefly presented. Secondly, a general introduction to voltage dips or sags, 
associated with power quality, are presented. The effects of voltage dips, from the 
customer’s as well as supplier’s point of view, are discussed. Different types of voltage 
dips and swells, originated due to propagation of dips through the network element, are 
presented in brief. The importance of voltage sags/swells classification and a review of 
the major techniques available for characterization of voltage sags/swells is briefly 
discussed. Lastly, based on the context of the literatures, a general discussion is 
summarized highlighting the importance of the work presented in this thesis. 
2.2 ISLANDING DETECTION IN DISTRIBUTED GENERATION 
A literature review, on islanding and its detection schemes are highlighted in this 
section. The review of islanding detection schemes, their advantages and limitations as 
reported in current literature, are discussed in brief. 
2.2.1 What is Islanding? 
Islanding, also recognized as loss of grid or loss of mains (LOM), takes place when a 
segment or part of the distribution network becomes isolated (electrically) from the 
upstream grid side or main supply, yet the isolated segment remains energized by one or 
more distributed generators (DG) [2]. Island can be developed at various locations with 
different voltage levels, involving one or more DG and distribution feeders. Typically, 
islanding takes place due to the opening of a recloser or circuit breaker in response to 
fault in downstream side. Ideally, the relay used in DG protection should have the 
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capability of detecting the fault as well as tripping the DG prior to inception of 
islanding. However, islanding situation can happen due to the failure of DG protection 
schemes or the manual switching of CB (circuit breaker) [35]. 
2.2.2 Risk of Islanding 
Considering the rapid growth of DG penetration now-a-days, the probability of 
sustained islanding has increased significantly. As a result, this phenomenon has raised 
concern over the last few years. As shown in Fig. 2.1, unintentional islanding can occur 
due to CB tripping for faults or any other disturbances, and this may cause several 
safety and operational issues [36], for example, power quality may be degraded due to 
the active and reactive power mismatch between the load and generation inside the 
island. This mismatch gives rise to a deviation in the frequency and voltage, which can 
further lead to damaging customers’ equipment as well as network equipment. Another 
issue is the re-closing of circuit breakers in out-of-phase state, which may damage the 
DG unit when grid-reconnection of island takes place. This damage occurs since the DG 
is most likely to be out of synchronism with the grid side at the time of reconnection, 
which may results in large transient currents causing the damage of DG. Finally, line 
workers are put in risk due to the lack of safety from unintentional islanding, since the 
island remains electrically active or energized by the DG while they assume it to be 
electrically inactive or disconnected. Besides, Islanding may keep a particular segment 
of the utility system unearthed, causing the islanded portion to be potentially unsafe and 
presenting severe safety and health hazards [37]. Therefore, IEEE Standard 1547-2003 
requires the immediate detection of islanding. 
 
Fig. 2.1. Schematic diagram of a utility network illustrating the concept of DG islanding. 
Disconnection 
from Utility grid 






2.2.3 Review of Islanding Detection Schemes 
Prior to adopting a loss of mains (LOM) protection schemes, it is important to 
investigate the characteristics of the DG unit. Generally, two types of DG, which 
include rotating machine based DG and inverter interfaced DG, are found. Rotating 
machine based DG can be either induction generator or synchronous generator, whereas 
inverter interfaced DG can be fed by rotating machine (e.g., induction generator) and 
non-rotating devices, such as, fuel cells, PV panels, etc. [38]. Among these, the most 
challenging task is the LOM protection for synchronous type distributed generator. This 
is due to the availability of limited options for controlling the large generators to 
facilitate islanding detection [38]. Moreover, synchronous generator deteriorates the 
situation as it is highly capable of forming and sustaining an island [38]. Considering 
the importance of LOM protection for synchronous DG, the remainder of this section 
will focus on the main anti-islanding techniques associated with synchronous DG. 
As shown in Fig. 2.2, based on their working principle anti-islanding scheme can be 
generally classified into two categories, which are local detection methods and 
communication based methods. Local detection methods are further divided into active 
and passive methods. The operation procedure and performance of these techniques are 
described in the following section. 
 



























2.2.3.1 Communication based Techniques 
Communication based techniques depend on telecommunication system to activate 
the alert and trip DG units when islanding is detected. Their performances are not 
dependent on the type of DG involved. They are free from the issues related to non-
detection zone and are, therefore, considered as reliable for islanding detection. 
However, implementation of these techniques incurs a lot of investment, particularly in 
infrastructure level. Moreover, for small DG units, considering the economic aspects, it 
becomes less attractive compared to local detection schemes. From the recent 
development in the communication arena, it is predictable that more reasonably priced 
means of communication will be available in the near future. This is highly beneficial to 
the development of anti-islanding techniques. However, if the communication system 
fails to operate, so does the LOM protection. Therefore, reliability is another important 
concern that needs to be taken into account. Examples of some communication based 
techniques are presented below: 
 Inter-tripping Scheme: This technique exploits communication links among the 
nodes in the system to guarantee that DG units are disconnected correctly in 
response to LOM detection [35]. An inter-tripping scheme, also identified as 
transfer trip [39], operates on the principle of monitoring the status of all the 
circuit breakers and reclosers that may result in islanding of DG [35, 38]. When 
utility network is disconnected due to a switching operation, a trip signal is sent 
to the respective DG units to avoid formation of island. These tripping signals 
are sent through several possible mediums, such as, leased telephone line, radio 
wave and hard wire. 
 Power Line Signalling Technique: This scheme is almost similar to inter-tripping 
scheme as mentioned before except that it exploits the power line as a medium. 
Therefore, sometimes it is regarded as a part of the inter-tripping technique [39]. 
However, this scheme requires only one signal transmitter, unlike those 
techniques, which require signal transmitters for each and every possible 
disconnection points in the power network. The transmitter, which is a signal 
generator, is placed at the secondary side of the substation bus of the utility. It 
incessantly broadcasts a low-energy signal and the signal is received by the 
receiver at each DG through the power line. Failure in sensing the signal is 
considered as islanding condition, and it activates the immediate disconnection 
of the DG units [38]. This technique can be a very reliable method for anti-
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islanding protection. However, the cost associated with the signal generator and 
its installation may be very high, which make this technique uneconomical, 
especially when this service is shared by a few DG units. Besides, the issue of 
interference of the signal with other types of power line communication 
applications, such as, automatic meter reading, should be taken into account 
[38]. 
 Phasor Measurement Unit (PMU): This scheme includes two phasor 
measurement units (PMU); one unit is installed at utility substation and the other 
one at the DG site. PMU placed at the utility substation calculates the utility’s 
voltage phase-angle with respect to GPS (Global Positioning System) time-
stamp. This information is sent through a certain communication medium to the 
receiver at DG site. Moreover, the PMU at DG site measures and keeps the 
voltage phase-angle record at DG site. By using this information from the PMUs 
at DG site and utility substation, the LOM detection unit then calculates the 
difference of voltage phase-angle between the DG and utility substation. Then 
the calculated result is compared with the initial phase-angle difference. If the 
resulting value surpasses the prespecified threshold setting, a trip signal is 
activated. In order to avoid the phase error, which may occur due to change of 
network topology, the initial value of phase-angle difference is updated 
periodically during steady state [40, 41]. Since this technique compares the 
relative angular difference between the present state and the initial state, it is not 
influenced by the phase shift occurred due to transformers connected between 
two measuring points. In this scheme, 100 km geographical distance between the 
utility substation’s PMU (reference PMU) and the DG’s PMU may be found. 
Therefore, significant communications delay is expected when time-stamped 
phasor measurements are transmitted in real time. This delay is a function of the 
communication medium, which can be either shared or dedicated. 
2.2.3.2 Active Methods for Islanding Detection 
Active detection methods introduce disturbances into the system. Based on the 
system’s responses as measured locally, islanding is detected [38]. In comparison to 
passive methods these methods are more reliable for detection of islanding. The main 
disadvantage of these methods is the deterioration of the power quality due to the direct 
interaction. It is also alleged that the reliability of these methods may be compromised 
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when penetration of multiple DG units are considered these days [42]. Moreover, too 
much injections of disturbances may drive the power system into instability [43]. 
Examples of some active techniques are presented below: 
 Reactive Error Export Detection (REED): This relay has an interface with the 
DG’s AVR (automatic voltage regulator) to control the DG and generate a 
certain level of reactive power flow in the inter-tie between the utility grid and 
the local site. This condition is maintained when the grid is connected. The relay 
operation is activated when the deviation between the actual  and desired 
reactive power being exported sustains longer than a prespecified time period 
[35, 44]. This relay is effective in detecting islanding; even when the generator’s 
loading is not changed at all. However, the effective operation time of this relay 
is very slow, which varies from 2-5 seconds; therefore, this relay finds its 
suitability as back-up protection along with other ―faster‖ anti-islanding 
systems. This relay does not work for islanding detection of inverter-based DG 
system, since inverter based DG normally operates at unity power factor. 
 System Impedance monitoring: When DG is operated in parallel with the utility 
grid, the system impedance observed at the DG terminal is governed by the 
utility and hence, it is very small in comparison to the case when island is 
formed. This scheme employs this fact and calculates the changes in system 
impedance for islanding detection [45]. To calculate the system impedance, 
authors in [46] and [47] proposed a method which superimposes a small high 
frequency (HF) signal onto the system voltage. This relay operates with very 
high speed and it is free from nuisance tripping due to the network frequency 
transients. Moreover, it does not have non-detection zone which arises due to 
small power imbalance level in the formed island. However, concern arises if 
there are two or more DGs in the developed island. Besides, the effectiveness of 
this technique may be deteriorated due to the interference among the 
disturbances injected by multiple DGs. Cost is also a concern, as this scheme 
involves a signal generator at each DG end [35]. 
 
2.2.3.3 Passive Methods for Islanding Detection 
Passive methods detect LOM by observing the changes in locally available network 
parameters [48]. It is based on the assumption that a LOM will result in a measurable 
deviation of the network parameters, i.e., voltage or frequency [49]. Therefore, the 
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abnormal operation of DG can be easily detected by monitoring the deviation or 
variation of one or more of these parameters [35]. The main advantages of these 
methods are, they do not interact with the system normal operation, and thus do not 
develop the power quality issues. Furthermore, communication is not needed to build up 
the whole detection system, thus making them cost-effective options. However, the 
drawback of these techniques is they suffer from the limitation of non-detection zone. 
Examples of some passive islanding detection schemes include: 
 Under/Over Frequency Relay: Under steady state condition, DG maintains 
relatively constant frequency as it runs in parallel with the upstream utility grid. 
When islanding occurs, load and generation in the developed island are rarely 
exactly matched, which results in changes in frequency. Therefore, out of limits 
of frequency can be used as islanding detection parameter. The threshold setting 
is required to be out of the range of normal operational limits. In Australia, the 
recommended settings for under frequency and over frequency relays are 47 Hz 
and 52 Hz respectively [50]. However, since the frequency does not change 
instantaneously, this scheme may be rather slow in islanding detection. 
Furthermore, this method depends on a large power imbalance to drive the 
frequency out of the prespecified limits. Due to insufficient sensitivity, a large 
non-detection zone may exist which could increase the probability of island 
formation [35]. Due to these disadvantages, under/over frequency relays are 
normally used as backup protection for islanding detection. 
 Under/Over Voltage Relay: Voltage is another important parameter commonly 
used for islanding detection [35]. Similar to under/over frequency relays, 
under/over voltage relays work on the assumption that there is always reactive 
power imbalance in the formed island. This imbalance leads to a relative change 
in the voltage level, e.g., excess of reactive power imbalance will drive up the 
voltage and vice versa. Hence, it can be considered as an indicator of islanding. 
The change of voltage is relatively faster than the frequency since, there is no 
mechanical inertia associated with it [35].  The threshold setting for under/over 
voltage relays should be outside the statutory voltage-limits. The standard 
settings used in the Australia are +10%/-6% of the nominal voltage [50]. Once 
the voltage surpasses these limits, the DG is required to be tripped off.  
However, this method may be affected by many other network disturbances, 
which can result in nuisance tripping. Moreover, it can be difficult to determine 
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islanding under the situation where load and generation are closely matched. As 
a result, island may sustain until the variation of load or generation takes the 
voltage out of limits. 
 Rate-of-change-of-frequency (ROCOF) Relay: This is the most commonly 
employed method to detect the unintentional islanding. It is based on the 
assumption that there is always an imbalance between the load and generation in 
the formed island [35, 51]. Soon after islanding, the resulting power imbalance 
will give rise to a rapid change of frequency which, after neglecting the governor 


















  (2.1)  
 
wherePG = Output of DG 
  PL = Load in island 
  SGN = DG rating 
  H = Inertia constant of generating plant 
  fr= Rated frequency 
It is worth noting that this approach only considers the frequency change 
because of islanding, and it does not take into account the effect of fault [35]. 
The relay is triggered if the corresponding frequency slope (df/dt) exceeds the 
prespecified threshold setting, and vice versa. For ROCOF relays, the typical 
threshold values used in a 50Hz power system ranges from 0.1 Hz/s to 1 Hz/s 
[52]. This setting relies on the strength of the network or system, the weaker the 
system, the higher the setting [35]. ROCOF is usually being considered as a 
sensitive and reliable method for detecting LOM on a distribution network. 
However, this relay will fail to detect islanding when the power imbalance in the 
formed island is small. In addition, ROCOF relays have been reported for 
several mal-operation, for instance, it fails to discriminate between actual 
islanding events and other network transients [38, 53], resulting in false 
operation and nuisance tripping; therefore, the system’s integrity is directly 
jeopardized. Besides, authors in [54] reported that commercially available 
ROCOF relays, produced by different manufacturers, may respond differently to 
the same event, even when their settings are same. This phenomenon is most 
likely due to the different techniques employed by those relays. In general, 
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ROCOF is considered as a feasible option for islanding detection. However, this 
relay suffers from the limitation of non-detection zone and cannot provide useful 
protection when the load-generation imbalance in the formed island is small. 
Besides, it may cause excessive nuisance tripping due to network transients, i.e. 
load switching, frequency excursion due to loss of bulk generation and network 
faults. 
 Vector Surge (VS) Relay: Vector surge (VS) relays measure the time-duration of 
an electrical cycle and start a new measurement at each rising zero-crossings of 
the terminal voltage. The current cycle duration (measured waveform) is 
compared with the last one (reference cycle). In an islanding situation, the cycle 
duration is either longer or shorter, depending on if there is deficit or excess of 
power imbalance in the islanded system, see Fig. 2.3. This variation of the cycle 
duration results in a proportional variation of the terminal voltage angle Δδ, 
which is the input parameter of VS relays. If the variation of the terminal voltage 
angle exceeds a prespecified threshold, a trip signal is sent to the CB 
immediately. Normally, vector surge relays allow this threshold to be adjusted in 
the range from 2 to 20°. Another important characteristic available in these 
relays is a block function by minimum terminal voltage. If the terminal voltage 
drops below an adjustable level threshold Vmin, the trip signal from the VS relay 
is blocked. This is to avoid, for instance, the actuation of the VS relay during 
short circuits or generator start-up conditions.  
 
Fig. 2.3. Illustration of the operating principle of vector surge relay [55]. 
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Due to the similarity of this VS relay with other frequency based relays, which 
are also based on the principle of measuring the cycle duration of the voltage 
waveform, it can also be categorized as a type of frequency based relay [38, 56]. 
And hence, it suffers from non-detection zone when the generation-load 
imbalance in the formed island is very small. Moreover, this relay is susceptible 
to network fault occurring on adjacent feeder. Other network transients, such as 
load switching events may also falsely trigger the relay [35]. The mal-operation 
of this relay has been reported in [54] and [57].  Increasing the threshold setting 
may help in reducing the false operation, but this will in turn compromise the 
sensitivity of this relay, making it vulnerable to non-detection zone. 
Compromise should thus be made between the reliability and sensitivity of the 
relay. 
 Other Passive techniques: Passive method using a fuzzy rule-based classifier, 
Decision Tree (DT) classifier and bi-orthogonal 1.5 wavelet based technique 
have been discussed in [16-18, 58]. Wavelet based technique in an inverter 
interfaced DG system [59], and islanding detection technique using voltage 
unbalance and Total Harmonic Distortion (THD) of current, have been proposed 
in [60]. In [61], an extension theory based method and in [62], ROCOV (rate-of-
change-of-voltage) and ROCOF (rate-of-change-of-frequency) indices-based 
method have been presented. A new hybrid method is described in [63] and [64]. 
Detailed co-efficient of wavelet transformed negative sequence voltage and 
current are used in [65]. Other passive methods, as reported in [66-68], exploited 
the parameters, such as, ROCPAD (rate of change of phase angle difference), 
proportional power spectral density of voltage, switching frequency for inverter 
based DG. In [69], the technique using S-transform based cumulative sum 
detector (CUSUM) and in [14], data-mining approach is applied and tested for 
islanding detection. In [70], islanding detection of inverter-based DG was 
evaluated using seven features and four classifiers: Decision Trees, Radial Basis 
Functions, SVMs and Probabilistic Neural Networks. In [71], the authors carried 
out a task of islanding detection in the presence of three types of DG units: 
inverter-interfaced DG, synchronous-type DG, and multiple DG units 
(synchronous type and/or inverter interfaced DG). In their approach, twenty-one 
features are first extracted, from which four features are selected as input to a 
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Random Forest (RF) classifier.  
As discussed above, most of the passive islanding detection methods, such as, 
ROCOF, VS, over/under voltage and over/under frequency relays, etc., suffer from the 
limitation of non-detection zone (NDZ). NDZ is a function of power imbalance inside 
the formed island. There are two aspects of power imbalance in an island. One is the 
active power imbalance and the other is the reactive power imbalance [72]. Any 
particular power imbalance situation in an island can therefore be presented as a point in 
the ΔP and ΔQ plane as shown in Fig. 2.4, where Δ denotes power imbalance (a positive 
value denotes excess or surplus power). There is also a detection time associated with 
the operating point, which can be illustrated using a third axis shown in Fig. 2.4(a). If 
one specifies a required detection time, there will be cases whose ΔP and ΔQ values are 
not sufficient to result in a timely detection of the islanding situation by anti-islanding 
relays. These cases or points in the ΔQ versus ΔP plane define a non-detection zone. 
Fig. 2.4(b) is an illustrative plot of such a non-detection zone. 
 
Fig. 2.4.Power imbalance situation in the power mismatch plane and the associated non-detection zone. 
(a) Detection time for a given power imbalance case, (b) Non-detection zone in the ΔQ versus ΔP plane 
[72]. 
 
2.3 VOLTAGE DIPS AND ITS CHARACTERIZATION 
A brief literature review on power quality with special emphasis on voltage dips and 
swells, their effects, propagation of dips or sags, importance of classification of voltage 
sags and the available techniques used for characterization of voltage sags and swells 
are highlighted in this section. 
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2.3.1 Power Quality and its Significance 
The definition of power quality (PQ) is adopted from the book of K. 
Bhattacharya[73] as mentioned below: 
Power Quality is the combination of current quality and voltage quality, involving the 
interaction between the system and the load. Voltage quality concerns the deviation of 
the voltage waveform from the ideal sinusoidal voltage of constant magnitude and 
constant frequency. Current quality is a complementary term and it concerns the 
deviation of the current waveform from the ideal sinusoidal current of constant 
magnitude and constant frequency. Voltage quality involves the performance of the 
power system towards the load, while current quality involves the behaviour of the load 
towards the power system [73]. 
In general, the quality of the electrical power involves all stakeholders in the energy 
field, whether they are system operators, suppliers, producers, or consumers of 
electricity. It has become a topic of great interest in recent years, mainly for the 
following reasons: 
1) Electrical disturbances have a high cost for industrial sector because they cause 
downtime, loss of raw materials, a drop in production quality, premature aging 
of equipment, etc. 
2) Now-a-day, power electronics equipment is being widely used because of their 
flexibility of operation, high efficiency, and high performance. These devices 
are very sensitive to voltage disturbances and perturbing. 
3) Due to the liberalization of the electricity market, power quality has become one 
of the criteria for choosing an energy supplier over another from the consumers’ 
point of view. The suppliers must provide the energy to the customers with 
maximum quality. 
2.3.2 Voltage Dips or Sags 
According to Dugan [74], power quality can be characterized with four categories of 
electrical disturbances: 
- Changes in the voltage amplitude (voltage dips, short interruptions and flicker) 
- Fluctuations in frequency around the fundamental frequency, 
- Changes in the voltage waveform (harmonics, interharmonics, noise), 
- The asymmetry of the three-phase system imbalance. 
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Thus, voltage dip is one of power quality issues and it is considered as the most 
important power quality disturbances for industrial customers [75]. According to the 
existing PQ standards [27, 76-82], voltage sag is defined as a short-duration reduction 
of voltage magnitude in any or all of the phase-voltages of a single-phase or a polyphase 
power supply at a point in the electrical system. By definition (according to IEEE Std. 
1159), a voltage dip is a voltage drop of 10% to 90% of the nominal value for a period 
of up to 0.5 cycle to 1 min. The draft Technical Report for Electromagnetic 
Compatibility regarding voltage dips and short interruption on public electric power 
systems states that voltage sag is an alternative name for the phenomenon voltage dip 
[83]. Therefore, both terms dip and sag are used as synonym of each other. 
A voltage dip is a multidimensional electromagnetic disturbance, the level of which is 
mainly determined by the magnitude and duration. Magnitude of a voltage dip is the 
value of residual voltage during the event. Duration of dip is time for which the root-
mean-square (rms) voltage stays below a voltage dip threshold, see Fig. 2.5. As 
illustrated in Fig. 2.5, voltage dip threshold is set to 0.9 pu. However, different 
thresholds can be used for different purposes, for example, voltage dip threshold values 
for monitoring purposes are usually in the range of 85%–95% of the nominal voltage 




Fig. 2.5.Measurement of voltage dip. 
2.3.3 Effects of Voltage Dips 
Modern manufacturing methods often involve complex continuous processes utilising 
many devices acting together. A failure of one single device, in response to a voltage 
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dip, can stop the entire process. This may be one of the most serious and expensive 
consequences of voltage dip. Moreover, the effects of voltage dips considering different 
types of equipment and economic aspect are summarized below: 
1) IT and process control equipment uses power electronic converter to convert the 
AC voltage to regulated DC voltage. If the supply AC voltage drops below a 
specific limit, due to voltage dip, regulated dc voltage will start to drop and 
ultimately errors will occur in the digital electronics equipment. 
2) Alternating current contactors (and relays) can drop out when the voltage is 
reduced below about 80% of the nominal for duration of more than one cycle. 
3) Harmonic pollution causes extra stress on the networks and makes installations 
run less efficiently. 
4) Electrical equipment (transformers, motors, etc.) may be overheated leading to 
their lifetime reduction. 
5) The existing installations may need to oversize to cope with additional electrical 
stress which in turn increases the installation and running costs and their 
associated higher carbon footprint. 
6) New sites are refused because the new site would pollute the supply network to 
a great extent. 
7) Power drives can be very sensitive to voltage dips. Such systems generally 
contain a power converter/inverter, motor, control element and a number of 
auxiliary components. The effect on the control element can be critical, since it 
has the function of managing the response of the other elements to the voltage 
dip. The reduction in the voltage results in a reduction in the power that can be 
transferred to the motor and hence to the driven equipment. Dips can lead to a 
loss of control [86]. Moreover, behaviour of certain equipment is influenced by 
the phase shift and/or point on wave (e.g., [87]) of voltage dips/sags. 
Due to the advancement and proliferation of information technology and the 
widespread use of power electronic devices in recent years, utilities’ customers in 
various industrial fields are suffering economic losses from short interruptions and 
voltage dips. Losses caused by a voltage dip may only be an annoyance for residential 
customers (as a shutdown of a personal computer) but in the industrial and commercial 
sectors the same event may cost millions of dollars [88]. Sometimes, the economic 
25 
 
impact of sags/dips and interruptions is so strong that the total losses caused are 
expressed in even billions of dollars per year [89, 90]. 
2.3.4 Cause of Voltage Dips 
Voltage dips or sags are predominantly attributable to short circuit affecting the 
power grid or connected installations, and the start of high power motors. However, the 
short circuit remains the leading cause of voltage dips and short interruptions. Short 
circuits may assign one, two or three phases, and can cause additional phase shifts 
between them. The high power motors (asynchronous typically) can also be the cause of 
voltage dips. In general, the motor current reaches the start time of 5 to 6 times the rated 
current and gradually decreases as the machine approaches its rated speed. This 
overcurrent generates a voltage drop which decreases with the decrease of the current. 
Voltage dips caused by the starting of high power motors last between few seconds to a 
few tens of seconds and are characterized by voltage drops on three phases. Moreover, 
the interconnection of the renewable-resources based distributed generation (DG) 
system to the existing power system could lead to power quality (PQ) problems, such as 
voltage sags [91, 92]. Finally, voltage dips can also be caused by transformer saturation 
or changes in the network structure.  
2.3.5 Propagation of Voltage Dips 
Voltage dips can be originated at different buses or lines in electricity network due to 
different reasons as stated in section 2.3.4. Moreover, penetration of distributed 
generation (DG) could have an impact on voltage-sag propagation and characteristics in 
distribution networks [93]. However, when voltage dips propagate through different 
electrical equipment, its magnitude and type are changed at different points as presented 
below. 
2.3.5.1 Dip propagation through network elements 
 










Sags propagate through different network elements of the network, and their severity 
depends on the location of voltage-dip-measurement. The propagation of voltage dips 
depends on two parameters: the power of short circuit and the distance from the fault 
location and the measurement location. To better illustrate the propagation of voltage 
dips, the example of a phase affected by a short circuit at point D is shown in Fig. 2.6. 
Due to a short circuit, the voltage at the fault location D is zero. By applying voltage 









     (2.2) 
If the electric distance between the fault location and the measurement point A is large, 
the impedance of line Zd is increased by a significant amount. Accordingly, the 
amplitude of the voltage VA gets close to that of the source E, i.e., the voltage dips 
measured at point A is mitigated. From Fig. 2.6 and Equation (2.2) it is obvious that 
voltage dips are reduced when they are propagating upstream in the network. However, 
voltage dips propagate downstream without significant change in dip-magnitude. 
Indeed, if we take the example of Fig. 2.6, assuming that the short circuit is occurred 
before the measurement point A, the voltage at the measuring point is zero; therefore, 
the potential downstream point D is also zero. 
2.3.5.2 Dip propagation through transformers 
The type of voltage dips can be changed by the transformers located within the 
network. For example, the voltage dip at left of Fig. 2.7 is characterized by a drop of 
voltage on one phase only. As it passes through the transformer Dy11, it turns into a 
drop of voltage on two phases, namely a and b. 
 







Indeed, a voltage dip can be characterized by different signatures on the primary side 
and secondary side of a transformer based on its type and connection. Depending on the 
changes introduced in the signatures of voltage dips, there are three families of 
transformers [94]. 
 Transformer through which the signature of the voltage dip is not changed 
Voltage on the secondary side could be equal to the voltage of the primary side; 
transformer of YNyn kind belongs to the group. The ratio of the voltages on the primary 
side  ABCv to the secondary side  abcv  can be represented as follows: 
 ABCabc kTvv   (2.3) 
wherek is the ratio and T is the transformation matrix. The transformation matrix for this 
















1T  (2.4) 
 Transformer through which the sequence component is removed 
Voltages on the secondary side are obtained by removing the zero-sequence voltages 
of primary side. The transformers residing in this family are Dd, Dz, YNY, YYN. Their 


















2T  (2.5) 
 Transformer through which the phase voltages are changed 
The voltages on the secondary side are proportional to the difference of two voltages 
on primary side. The transformers residing in this family are Dy, Yz, Yd. Their 






















T  (2.6) 
Similarly, connecting the loads determines the type of voltage sags that they suffer. 
Loads connected in delta or star with floating neutral change the type of voltage dips. 
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2.3.6 Parameters determining the types of voltage dips and swells 
Sags and swells signatures usually depend on several parameters: fault location, fault 
type, system grounding and connection point of monitors[31]. The influence of these 
parameters on the voltage sags and swells signatures is explained below. 
1) Fault Type: Four major types of faults are found in electricity networks, which 
include single line-to-ground, double line-to-ground, phase-to-phase and balanced three-
phase. Among these faults, single line-to-ground faults are the most common. They are 
characterized by a drop in one of the phases; the other two phases remain unchanged or 
increase as a function of system grounding. Double line-to-ground faults initiate major 
drops in two phases with or without phase-angle shift as a function of system 
grounding. The voltage in the non-faulted phase remains unchanged or increases. 
Double phase-to-phase faults are characterized with drops and phase angle shifts of two 
of the phases. The non-faulted phase remains unchanged. Balanced three-phase faults 
are the most severe fault type. They are characterized by equal drops on the three phase 
voltages without phase angle shift. 
2) System Grounding: The system grounding influences the magnitudes of the non-
faulted phases [95]. In high-impedance grounded or ungrounded systems, non-faulted 
phases at the fault location experience voltage rise. In grounded system or low 
impedance grounded systems, the non-faulted phase is not affected. 
3) Fault Location: Transformers usually remove the zero-sequence voltage [94]and in 
this way they change the signature of the PQ disturbance. Therefore, voltage dips 
propagate down to the network changing their phasors’ relation as a function of the 
transformer type. Swells caused by faults do not propagate; they are measured only at 
the same voltage level, where the fault occurs. 
4) Connection of Monitors: Monitors can be connected either between phase and neutral 
(star connection) or between phases (delta connection) [96, 97]. Phase-to-phase 
connection of monitors is usually used in systems with delta connecting loads since they 
measure PQ disturbances as experienced by the loads. However, concerning systems 
with either star or delta connecting loads, phase-to-neutral measurements are 
recommended. Star connection of monitors provides more information about the 
system, for example the fault number and location. Another reason to choose star 
connection is that phase to phase voltages can be deduced from phase to neutral 
voltages, while the contrary is not possible. 
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2.3.7 Different types of voltage dips and swells 
 
 
Fig. 2.8. Voltage dips and swells signatures [31]. 
According to the classification of voltage dips universally recognized [22], there are 7 
main types of voltage dips denoted by the letters A to G shown in Fig. 2.8, where d is 
the amplitude of the largest drop in phase-voltage, also called the depth of the voltage 
dip. For voltage dips of type C, G and I, dip-depth d does not correspond exactly to the 
depth of the voltage dip due to additional phase shifts of voltages. However, for 
insignificant amount of voltage drops, d can be considered identical to the depth of 
voltage dip. 
Sags A, B, C and E are measured voltage level where the fault occurs. They 
propagate downstream network by modifying their signature depending on the type of 
transformers, giving rise to other types of voltage dips that can be categorized as C, D, F 
and G. Fig. 2.9 and Table 2-I show the transformation of voltage dips A, B, C and E, as 
they propagate downstream network, via the Dy (delta-wye) transformers. Sag type A, 
due to 3-phase faults, has the voltage drops of same depth on all three phases without 
additional phase shifts. This type of voltage dip propagates downstream network 
without changing its signature. Sag Type B owes its origin to single-phase faults. They 
are characterized by a voltage drop on one of the phases; the phases are not affected by 
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the phase-shift. This type of voltage dip propagates downstream network by changing 
its signature. For example, passing through a transformer-type Dy it becomes two-phase 
voltage-type C. Sag Type C is produced either by phase-to-phase faults or by the 
propagation of voltage dips of type B or D via transformers. They are characterized by 
voltage drops with additional phase shifts of two phases; the third phase is not changed. 
Propagating downstream in the network, these dips are transformed into type D. Sags 
type D owes their origin to the spread of voltage sag type C via transformers. They are 
characterized by a drop on a main phase and a relatively low additional voltage drops 
and phase shifts for the other two phases. While propagating downstream network, 
these dips are transformed into type C. Sag type E originates from the faults between 
two phases and earth, and has voltage drops without phase-shift. They spread 
downstream network by generating voltage dips type F. Sag type F originates from the 
spread of dip-type E via transformers. They are characterized by a voltage drop on one 
of the phases and phase difference between the other two phases is changed with small 
amount of voltage-drop. Their propagation through a transformer gives rise to dip-type 
G. Sag type G has voltage drops with additional phase shifts on two phases and a low 
voltage drop for the third phase. This type of dip comes from the double transformation 
of a voltage sag type E. 
 
Fig. 2.9.  Transformation of the types of voltage dips 
TABLE 2-I 
PROPAGATION OF VOLTAGE DIPS 
Voltage level Point A Point B Point C 
Types of 
voltage dips 
A A A 
B C D 
C D C 
E F G 












Sags with swells due to faults in ungrounded systems are not represented in the 
classification of [22] because they do not spread, and they are not experienced by delta 
connected loads. However, these dips are considered in our study because they can 
identify and locate some faults. Sags with swells are denoted by the letters H and I, and 
their signatures are also shown in Fig. 2.8 where their depth is given by d. Sag type H 
exhibits voltage drop on one phase and overvoltage on the other two phases. Sag type I 
is characterized by voltage drops on two phases and a voltage of the third phase. Type H 
is caused by single line-to-ground fault and type I is caused by double line-to-ground 
fault. 
Sags type B, D and F are often called single phase dip because they are characterized 
by a voltage drop on one of the phases. Sags Type C, E and G are characterized by 
voltage drop on the two phases and they are called double-phase dips. The voltage sag 
type A is called three-phase dip. Sags type H and I are characterized by both voltage 
drops and swells; they are also called voltage dips with swells. 
2.3.8 Importance of voltage dips/swells classification and the existing 
methodologies to classify voltage dips/swells 
Several methods have been reported to classify Power Quality (PQ) events on power 
systems, but insufficient effort has been given on classifying voltage sags based on 
measurements. Only limited number of algorithms, as found in the literature, are well 
known to characterize voltage sags using direct measurements data, without considering 
the internal circuit behind the phenomenon [22]. The importance in voltage sag 
characterization was first addressed to obtain statistics and then applied in equipment 
testing and stochastic prediction [30]. Lately, advances in PQ monitoring and the 
development of expert systems [98] have required new algorithms and mathematical 
approaches to identity and classify disturbances in power systems to enhance mitigation 
techniques and to improve new control schemes. 
Significant efforts have been directed toward the complete characterization of voltage 
sags. Most of the existing standards and methods characterize voltage dips or voltage 
sags [99], through minimum magnitude and total duration [21, 26-28, 76, 77, 81, 82, 
100]. This voltage sag characterization approach, only suitable for single-phase or 
balanced 3-phase voltage sags, which gives conservative characterization [28]. The 
other notable consequences of this approach are discussed in [29, 30], and [28]. 
Moreover, several methods have been proposed to characterize the types of voltage sags 
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from recorded waveforms. In [101], the potential gradient of positive- and negative-
sequence components of voltages is used for characterization; however it possesses a 
limitation of identifying the single-phase voltage sag only. The SP (six-phase) algorithm 
[30], [102] is a computationally simple algorithm, but gives erroneous characterization 
with large negative phase-angle jump and for reasonable drops in voltage [30]. 
Recently, Bollen and Zhang proposed a symmetrical component based technique to 
classify and characterize voltage dips [23, 29]. In [30], it was reported that the 
symmetrical component technique has some limitations in characterizing unbalanced 
voltage sags originating from large dynamic loads. In [31], a space vector method was 
presented wherein the ellipse inclination angle was used to classify single-phase and 
double-phase voltage dips. However, this method is not suitable for classification of 
voltage dips for the case of large phase angle jump. 
2.4 LITERATURE DISCUSSION AND SUMMARY 
In the previous two sections, i.e., Sections 2.2 and 2.3, a literature review has been 
presented regarding two crucial abnormal events: islanding of distributed generation and 
voltage sags/swells. The conclusions on the literature survey can be summarized as 
follows: 
Islanding of Distributed Generation and its Detection Schemes: 
 Due to disturbance or fault, a segment of distribution network energized with 
DG may be disconnected from the upstream grid side or main supply, which 
gives rise to the situation of islanding.  
 The risk associated with unintentional islanding operation is severe, therefore, 
several islanding detection techniques have been proposed in current literatures.  
 A review of the common islanding detection techniques, which include, active, 
passive and remote islanding detection methods, is conducted in Section 2.2.3. 
 Each of the islanding detection techniques has their distinctive benefits and 
drawbacks. For example, remote methods are effective but expensive; active 
methods are reliable but they suffer from PQ disturbance; and passive methods 
are cost-effective but they suffer from the limitation of non-detection zone 
(NDZ). 
 In recent literatures, with the introduction of intelligent based approaches in 
islanding detection methods, the performance of passive islanding detection 
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method has been critically evaluated and compared with the performance of the 
new intelligent based approaches. However, the performance of passive 
islanding detection methods has not been critically evaluated inside the NDZ of 
conventional relays, such as, vector surge, ROCOF relays. Therefore, there is a 
need for the development of new intelligent basedrelays for detection of 
islanding which can perform effectively inside as well as outside the NDZ of 
conventional relays. 
Voltage Sags/Swells and its Classification and Characterization Methodologies: 
 Voltage dips are one of the most important power quality disturbances for 
industrial, commercial as well as household appliances. 
 Voltage dips are caused by faults and other large increases in currents, which 
could be triggered by transformer energization, motor starting, disconnection of 
distributed generation (DG), etc., both inside the industrial plants and outside of 
them. 
 Propagation of voltage dips through different network elements result in seven 
types of voltage dips. Besides, two types of voltage swells are also found in 
power systems. 
 Classification and characterization of voltage dips and swells are important to 
enhance mitigation techniques and improve new control schemes. 
 Significant efforts have been given to conduct complete characterization of 
voltage sags, which is evident from the study of current literatures. The literature 
surveyreveals that there is a need for new algorithm for classifying and 
characterizing voltage sags and swells, which would be unaffected by phase-







ISLANDING DETECTION OF DISTRIBUTED 
GENERATION USING MULTIPLE-FEATURE-
BASED SUPPORT VECTOR MACHINES 
 
3.1 INTRODUCTION 
In this Chapter, a multiple-feature-based support vector machine (SVM) approach is 
proposed for islanding detection of DG. The proposed method uses multiple-features 
extracted from different network variables, such as, voltage, frequency and rotor angle, 
which show distinguishable variation during the formation of islanding. The extracted 
features are then used as inputs to a support vector machine (SVM) to classify the event 
as islanding or non-islanding. The method has the potential to overcome the limitations 
of conventional protection schemes. To demonstrate the performance of SVM based 
approach, a set of features is generated from numerous set of off-line dynamic events 
simulated under different network contingencies, operating conditions and power 
imbalance levels. Features associated with different islanding and non-islanding events 
are used to train the SVM. The trained SVM is tested on a practical distribution network 
of Australia containing multiple DG units.Variation of detection time as a function of 
power imbalance scenarios is also assessed in the testing phase. Furthermore, the 
performance of the proposed approach is evaluated in terms of reliability and speed of 
islanding detection. 
The remainder of the Chapter is organized as follows. Section 3.2 presents a brief 
overview of the theory of SVM, which is relevant to the classification of two classes. 
Section 3.3 describes the multiple-feature-based SVM method. The experimental 
evaluation of the proposed method is highlighted in Section 3.4. Considering the 
reliability and response-time or detection-time as performance indicators, assessment of 
the SVM based method is conducted in Section 3.5. Discussions followed by 
Conclusion are presented in Sections 3.6 and 3.7. 
35 
 
3.2 BRIEF OVERVIEW OF THE THEORY OF SVM 
For a two-class classification problem, a real valued d-dimensional input or feature 
vector  dn x can be labeled as  1,1ny , which indicates the class of nx . The 
SVM separates the two classes by establishing a decision boundary hyperplane defined 
by its normal vector w and a scalar bias b, 
   bg T  xwx  (3.1) 
The function )sgn( T bxw can be used as a decision function to obtain an output ny  = 
-1 or +1, indicating the class of the input feature vector nx . If the two classes are 
linearly separable, i.e., no input sample nx satisfies 0 b
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bxw  (3.3) 
Here, 1 and –1 on the right-hand sides of the inequalities can be a constant a (> 0) and 
a- , respectively. But by dividing both sides of the inequalities by a, (3.3) is obtained 
[103]. The expression in (3.3) is equivalent to 
   Nnby nTn .....,,2,1for1 xw  (3.4)                   
The Euclidean distance between the hyperplane and the training data nearest to the 
hyperplane is called margin. The objective of SVM is to find the optimal separating 
hyperplane which maximizes the margin and thus, to maximize the generalization 
ability of the classifier. This optimal separating hyperplane is obtained by considering 
the maximum Euclidean distance to the closest training samples known as Support 
Vectors (SVs).  
The Euclidean distance from a training data x to the separating hyperplane is given by 








whereη is the margin. If (w, b) is a solution, (aw, ab) is also a solution, where a is a 
positive scalar. Thus, the following constraint can be imposed [103] 
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 1w  (3.6) 
From (3.5) and (3.6), it is evident that the optimal separating hyperplane can be 
achieved by obtaining w with the minimum Euclidean norm that satisfies (3.4). 
Therefore, the optimal separating hyperplane can be achieved from the following 








   Nnby nn .....,,2,1for1tosubject xwT  (3.8) 
In (3.7), the square of the Euclidean norm ||w|| is used to make the optimization problem 
quadratic programming (QP) [103]. 
Soft-margin support vector machine is applied to deal with linearly non-separable 
training sets. To this end, the amount of training errors is measured by introducing a 
slack variable ξ. For example, the decision boundary hyperplane for linearly separable 
and non-separable training sets of two classes of data are shown in Figs. 3.1(a) and 
3.1(b), respectively. As shown in Fig. 3.1 (b), the decision boundary hyperplane with 
non-separable training sets necessitates the introduction of slack variable ξn to measure 
the amount of training error for one misclassified training sample. Therefore, to deal 
with linearly non-separable training sets, QP expressions of (3.7) and (3.8) are 































where n is a slack variable and the parameter C in (3.9) is a regularization parameter, 
which determines the trade-off between the maximization of the margin and the 





Fig. 3.1.  Linear separating hyperplane for data belongs to: (a) separable training sets, and (b) non-
separable training sets. 
 
To solve the constrained QP problem presented in (3.9) and (3.10), Lagrange multipliers 
0n and 0n  are introduced. Hence, the Lagrange functional given as [103]: 



















),(  bCξb, (3.11) 









































    Nnbyβ nnTnn ....,2,1for01  xw  (3.15) 
 Nnnnnnn ....,2,1for0,0,0,0    (3.16) 
Solving (3.12) to (3.14) and substituting for w and nγ  in (3.11), we obtain the so-called 
































....,2,1for0and0tosubject   (3.18) 
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The solution of the dual problem of (3.17) and (3.18) yields the Lagrange multipliers
nβ








xw   (3.19) 
Clearly, the form of w is determined only the training data corresponding to a non-zero 
Lagrange multipliers 
n , for which the constraints in (3.10) are exactly met; these 
training samples are referred to as support vectors (SVs). The bias b is determined from 











 xxx              (3.20) 
wherex is the input test vector. As indicated earlier, the decision function can be taken 
as  )(xgsgn , with a tuning parameter C. 
A trick of kernel function is incorporated with SVM to deal with the problem of 
nonlinearly separable classes. Suppose the input feature vectors nx  are mapped to a 
high-dimensional feature space as follows 
 )( nn xz   (3.21) 
The solution now involves the feature vectors nz  instead of nx . A kernel function is 
defined as a function which computes the inner product of feature space mappings of 
original data points. Using a kernel function the inner product becomes 
 )(,)( mn xx ),( mn xxK . Therefore, replacing the inner product xx
T
n
 in (3.20) 









 xxx  (3.22) 
The values of the kernel are evaluated over all training samples, in order to solve the 
optimization problem in (3.9)-(3.10). Some popular choices of kernel functions for 
SVMs include 



















 Polynomial kernel of degree p: 
 pT yxyxK )1(),(   
wherekernel parameters p (degree of polynomial) and σ are just like regularization 
parameter C and these are input parameters to the SVM training process and are tuned 
to obtain the desired classification performance. 
3.3 ISLANDING DETECTION OF DISTRIBUTED GENERATION 
USING MULTIPLE-FEATURE-BASED SVM 
The proposed SVM (support vector machine) based methodology is narrated in the 
following three sub-sections. Section 3.3.1 presents the behaviour of network variables 
under islanding situation. Section 3.3.2 describes the process of feature extraction from 
credible islanding and non-islanding events. Section 3.3.3 narrates the proposed SVM 
based method, which include the training and testing procedure of SVM using multiple 
features extracted from islanding and non-islanding events. 
3.3.1 Characterization of Network Variable under Islanding Situation 
The behaviour of network variables can be observed by simulating a test network of 
Fig. 3.2, which illustrates the single line diagram of a simple distribution network 
energized with a synchronous generator (SG) based DG. Simulation yields the vector 
diagram of Fig. 3.3, which shows the voltage behaviour at DG connection point; it is 
drawn based on the values obtained by simulating the islanding scenarios generated by 
opening the circuit breaker (CB) in the system shown in Fig. 3.2. During islanding 
period, the system is composed by the synchronous generator and load only. At this 
instant, the synchronous machine begins to feed a larger (or smaller) load because the 
current provided by (or injected into) the utility side is abruptly interrupted. Thus, the 
generator begins to decelerate (or accelerate) its rotor speed to reduce the power 
mismatch. Therefore, the terminal voltage and angle with respect to a reference are 
affected; which are illustrated in one pre-islanding (solid line) and two post-islanding 
scenarios (dashed and dash-dotted lines) of Fig. 3.3. The dashed and dash-dotted lines 





after the onset of islanding. In islanded mode, change of voltage behaviour in each cycle 










Fig. 3.3.Phasor diagram representing the voltage behaviour at DG connection point of the system shown 
in Fig. 3.2 during pre- and post-islanding condition. 
 
From Fig. 3.3, it is noticeable that islanding provokes the variations of voltage 
magnitude and phase angle. Moreover, a change in frequency is also observed from the 
change of period of voltage cycle. Therefore, in the proposed method, five variables are 
used for feature extraction: frequency (f), rate of change of frequency  dtdff / , 
rotor angle (δ),    voltage (V) in pu, and rate of change of voltage  dtdVv / . In this 
sub-section, in order to show the behaviour of five variables under islanding condition, 
mathematical formulations are carried out followed by the simulation results. The 
dynamic behaviour of the synchronous generator can be determined by using the 











where H is the generator inertia constant, ω0 is the synchronous speed, and δ is the rotor 






















































































































  (3.24) 
whereδ0 is the rotor angle at steady state prior to islanding. The rotor angle δ is 
measured with respect to synchronously rotating reference frame and it varies with time 
during the transient period of islanding. The variation of the rotor angle during the 







0   (3.25) 






  0  (3.26) 









  (3.27) 







0  (3.28) 
According to [105], islanding condition with reactive power imbalance is analogous to 
an incident when a pure reactive load is applied to the generator operating under no-load 








































VXV  (3.29) 
whereXe is the reactive load, Vt  is the generator terminal voltage in pu. In (3.29), direct 
axis transient and subtransient time-constant have been presented as τ0 and τ1 
respectively. And direct axis synchronous, transient, subtransient reactances have been 




|) respectively. Time domain analysis for 1 second 
duration is carried out where islanding occurs at 0.5 second. For this event, the terminal 
































































t   (3.30) 










































































Fig. 3.4.  Behaviour of five network variables: (a) V, (b) dV/dt, (c) f, (d) df/dt, and (e) δ under islanding 
condition (event inception at 0.5 second) using theoretical formula (solid line) and simulation (dash line). 
Formulation of five variables, which include δ, f, df/dt, V and dV/dt, are presented in 
equations (3.24), (3.27), (3.28), (3.30) and (3.31), respectively.  Response characteristic 
of these five variables is carried out by simulating the network of Fig. 3.2 in MATLAB 
SIMULINK. Under islanding situation, behaviour of five variables (using network 
simulation and theoretical formula) is presented in Fig. 3.4, considering a deficit of 
active power imbalance of 50% between load and generation within islanded network. It 


















































































theoretical formula, whereas in simulation, a detailed model of SG (6
th
-order 3-phase 
model in d-q rotor reference) equipped with an automatic voltage regulator is applied. 
Hence, a slight difference is found in Fig. 3.4 for theoretical formula and simulation. 
3.3.2 Extraction of Features 
In the proposed method, five variables are used for feature extraction: normalized 
frequency f, rate of change of frequency 
f = df/dt, normalized rotor angle δ, 
normalized voltage V, and rate of change of voltage v = dV/dt. These variables are 
extracted from the terminal voltage of the DG. The frequency variable, f, is obtained by 
taking the time-inverse of the duration of two consecutive rising zero-crossing points of 
voltage signal. ROCOV  v  and ROCOF  f  are extracted from the change of 
voltage and frequency within small time interval Δt (where Δt can be typically 5×10
-4 
s). 
Rotor angle δ cannot be obtained from terminal voltage of DG in a straightforward 
manner. However, to obtain one such variable which is analogous to the characteristic 
of rotor angle δ and could be available from terminal voltage of DG, phase angle of 
voltage (θ) is used. The process of extraction of phase angle (θ) of V is described below. 
In order to obtain the phase angle (θ) from the terminal voltage v(t), the 
synchronously rotating reference frame is represented by a reference signal s(t) with 50 
Hz frequency.  Assuming a detection time of 200 ms and the power system frequency of 
50 Hz, s(t) of 10 cycles is shown in Fig. 3.5 (a), and v(t) of 10 cycles duration is 
processed to obtain the phase angle deviation from reference signal s(t) as shown in Fig. 
3.5 (b). As indicated in Fig. 3.5 (b), four points – two zero-crossing points, one positive 
half-cycle peak and another negative half-cycle peak points, are determined in each 
cycle. This procedure is followed to obtain m+1 number of points during the duration of 
10 cycles of v(t) signal; the points are denoted as t0,t1, t2, ….tm. Then θ(m), as shown in 















mm m  (3.32) 
whereθ(m) = phase angle of v(t) in degrees with respect to s(t), and T = time period of 
s(t). Thus, phase angle of voltage (θ) is obtained from (3.32) and then, normalized θ is 
used and denoted as δ, which is usedas one of the variables for classification of 





Fig. 3.5.  Extraction of phase angle (θ): (a) Reference signal s(t), (b) Terminal voltage v(t), and (c) Phase 
angle of v(t) with respect to s(t). 
 
Five features are extracted from the five variables as mentioned above, by taking 
Standard Deviation (SD) inside a sliding data-window having a width of ΔT. For 
instance, feature from a signal sʹ(t), which could be any of the five network variables, 
are extracted by taking SD inside the ΔT width of a sliding data-window, as shown in 
Fig. 3.6. Following the same procedure, five features are extracted from five network 
variables, which are obtained during islanding situation with active power imbalance 
(ΔP) of 50% in the islanded segment (see Fig. 3.7). As illustrated in Fig. 3.7, all five 
variables show significant variations from normal condition since ΔP is comparatively 
high, i.e., ΔP = 50%. But for ΔP< 10%, these variables do not show major variations 
and they look almost similar of those corresponding variables obtained under non-
islanding situations such as capacitor switching, load switching etc., as presented in 
[106]. 



















































Fig. 3.7.  Illustration of feature extraction from five network variables: (a) V, (b) dtdV / , (c) f, (d) df/dt , 



















































































































Mathematically, the expressions of the five features are given by 
     tΔT,tτ;τvstdσv   (3.33) 
     tTtfstdf ,;    (3.34) 


































   (3.37) 
where ρfρvδfv σσ,σ,σ,σ and  represent the features extracted from the network 
variables: voltage (V), frequency (f), rotor-angle (δ), rate-of-change-of-voltage  v  and 
rate-of-change-of-frequency  





][  x  (3.38) 
where [.]
T
 denotes the transpose operator. 
3.3.3 SVM based Method for Islanding Detection 
The proposed method can be described in three stages. The first stage involves the 
training of Support Vector Machine (SVM) with different features obtained under 
several islanding and non-islanding situations. In the second stage, the trained SVM is 
applied to test the performance of the proposed approach under different network 
contingencies and conditions. Third stage describes the flowchart of the proposed 
algorithm, which is applied for the detection of islanding. 
 Training of SVM 
In accordance with the definition of supervised learning process, training of SVM 
is conducted off-line and it can be summarized as follows. 
1) A large number, i.e., n number of islanding and non-islanding events, which 




2) For each event, the feature vector x, containing five features, are obtained by 
following the Equations (3.33)-(3.38), considering a typical window width of 
ΔT. It is worth noting that in this experiment, the location of islanding inception 
is known a priori (ground-truth);therefore, any feature vector extracted from a 
window which contains the islanding inception anywhere is labelled as an 
islanding event.  
3) For n number of training events, the feature vectors are kept in a feature matrix 











































4) Each training dataxn corresponds to five features describing a particular 
signature which belongs to one of two classes i.e. yn = –1 for islanding or yn = +1 
for non-islanding. 
5) Applying supervised learning algorithm, k-fold cross-validation is conducted 
using the training data. Firstly, the data are divided into k subsets. Then, k-1 
subsets are used for training, and the remaining subset is used for testing. Using 
soft-margin SVM classification technique and employing linear, polynomial and 
Gaussian RBF kernels, performance of the classifier is computed. The whole 
process is repeated k times and the average classification performance is 
calculated. 
6) Tuning the regularization parameter C, kernel-parameters σ for the RBF kernel 
and the degree p for the polynomial kernel, k-fold cross-validation are conducted 
several times. Thus, the optimal values of C, σ and p are selected by observation. 
7)  Using the optimal value of C, and the kernel-parameters corresponding to 







 Performance Evaluation of Proposed Approach using trained SVM   
Training of SVM yields the decision function based on a number of support vectors 
(SVs). Thus, by obtaining decision rule  ))sgn(g( x from decision function (3.22), the 
input test data x is classified as islanding or non-islanding event.  
In this approach, the binary classification problems, which include islanding class and 
non-islanding class, are encountered. Typically, DR (Detection Rate) and FA (False 
Alarm) are used to show the performance of classifiers while dealing with classification 
problems and it can be presented as below [107]. 
 TN)FP/(FPFAFN)TP/(TPDR  and  
where TP = True Positive, TN = True Negative, FP = False Positive and FN = False 
Negative. In this study, ―Positive‖ implies that an event has been classified as 
―islanding‖ whereas ―Negative‖ indicates the classified event as ―non-islanding‖. 
Therefore, TP indicates the successful classification of islanding events, and FP implies 
that non-islanding events have been classified as islanding or in other words, FP 
indicates the misclassification of non-islanding events. Similarly, TN indicates the 
successful classification of non-islanding events and FN specifies the misclassification 
of islanding events. Thus, performance of the proposed approach is assessed using the 
DR related to islanding detection and FA related to nuisance tripping. In short, DR 
indicates the ratio of successfully detected islanding events to the total number of 
islanding events whereas FA indicates the ratio of misclassification of non-islanding 
events to the total number of non-islanding events. In other words, DR indicates the 
accuracy of the proposed approach in islanding detection whereas FA specifies the rate 
of nuisance tripping of DG during non-islanding conditions. 
 Detection of Islanding using trained SVM   
The flow chart presented in Fig. 3.8 shows the algorithm and steps of applying the 
trained SVM to detect islanding. Five dimensional features  nx  are obtained from the 
available voltage signal at DG connection point. These features are tested with the 
trained SVM. Thus, the classification result which leads to either islanding  1ny  or 
non-islanding  1ny  is obtained. If islanding is detected, a trip signal is sent to 






Fig. 3.8.Flow chart for detection of islanding. 
3.4 TEST RESULTS 
The proposed method has been tested on a practical network in New South Wales, 
Australia. Results will be presented in the following subsections. 
3.4.1 Test System 
 
 
Fig. 3.9.Single line diagram of a test distribution network under study. 
 
Repeated dynamic simulation is carried out using the test network of Fig. 3.9 to 
extract the features corresponding to different islanding and non-islanding conditions. 
The simulation is conducted using MATLAB/SIMPOWER software with 2 KHz 
sampling rate. The test network comprises a radial distribution network which is 
connected with the transmission network of Moree substation, New South Wales 
1If ny
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(NSW), Australia. Data of transmission network side, such as, transmission lines, 
transformers, etc., are collected from TransGrid, a Transmission utility of NSW, 
Australia. Distribution network side comprises three 6-MW synchronous generators 
(SGs) operating as DG. They are connected to the network through 33/0.69 kV 
transformers. The transformers adjacent to SG1, SG2 and SG3 are used for locating the 
relays of circuit breakers. These relays monitor the voltage signals in real-time. Data of 
transformers, transmission lines, distribution lines and DGs are presented in Appendix 
A.1. It should be noted that the simulation study involves the sampling rate of 2 KHz, 
therefore, the relays at circuit breaker’s end would receive the voltage at 2 KHz 
sampling rate (i.e. 40 samples/cycle for 50 Hz system); this sampling rate is realistic in 
power system, since for phasor measurement unit (PMU), which is a reliable device for 
measuring the voltage in electricity grids, can process 10 to 256 samples in each cycle 
for 50 Hz system [108]. 
3.4.2 Generation of Events 
The events for which a part of the network energized by DG is isolated from the grid 
system are considered as islanding conditions. These conditions are generated by 
artificially created instantaneous faults at some nodes in the transmission or distribution 
feeder that result in DG islanding. Normal events that may exist in practical power 
systems due to capacitor switching, loss of lines, load addition, load disconnection, etc., 
for which DG energized network is not isolated, are considered as non-islanding 
conditions. Typically, in the test network, the situations that could be present during 
islanding and non-islanding conditions are as follows [15, 109]: 
 Tripping of main circuit breaker (CB) resulting to an islanded system with DG at 
the presence of different range of active and reactive power imbalance in the 
islanded section. 
 Opening of any breakers between main grid and DG. 
 Events that could trip breakers (CB1 or CB2) in transmission network (see Fig. 
3.9), and eventually island the DG under study. 
 Load disconnection from the distribution network. 
 Switching of capacitor bank in the network. 




 Occurrence of three phase fault in a distribution line, apart from the line 
connected to the target DG. 
Several islanding and non-islanding events are generated by conducting repeated 
dynamic simulation on the test network of Fig. 3.9.  Total 1 second time domain 
simulation is carried out for each event, and an observation period of ΔT cycle is 
considered for extracting the features. As presented in [15], several features are 
extracted by taking the average value of 8 cycles of different network variables such as 
voltage, frequency etc. Similarly, in this study, standard deviation of 10 cycles (i.e. 0.2 
sec duration for fundamental frequency of 50 Hz) of each of the five network variables, 
which include voltage, frequency, rate-of-change-of-frequency, rate-of-change-of-
voltage, and rotor angle, have been considered to extract the features required for 
classification of events.In other word, a typical window width of ΔT = 10 cycles of 
observation period has been considered to extract the features. A list of generated 
islanding and non-islanding events are presented in Table 3-I.  
Variation of active and reactive power is considered to generate a large set of 
islanding events. As presented in [72], active and/or reactive power imbalance in the 
islanded segment, acts as a significant factor in the detection of islanding, especially 
when vector surge or frequency relays are applied. Moreover, four possible 
combinations of power imbalance scenarios may exist during the period of islanding 
[72]. They are:  
1) Scenario (a): Deficit of ΔP (active power imbalance) and deficit of ΔQ (reactive 
power   imbalance), 
2) Scenario (b): Excess of ΔP and excess of ΔQ,  
3) Scenario (c): Excess of ΔP and deficit of ΔQ, and  
4) Scenario (d): Deficit of ΔP and excess of ΔQ.  
Therefore, in this study, all these scenarios are taken into account while generating the 
islanding events. Variation of active and reactive power imbalance is accomplished by 
changing the load and generation profiles. In this study, deficit and excess of active and 
reactive power imbalances are taken into account and the process of generating these 
scenarios are described below. 
52 
 
 Variation of active power imbalance: The deficit of active power imbalance is 
simulated by keeping the active loads at their nominal values and gradually 
varying the active power output from 0 to 1 pu. The excess of active power 
imbalance is simulated by keeping the active power generation at their nominal 
values i.e. 1 pu, and gradually varying the active power loads from 1 to 0 pu. 
 Variation of reactive power imbalance: To generate the situation of deficit of 
reactive power imbalance, the AVR (Automatic Voltage regulator) set point is 
varied from 0.95 to 1 pu and the reactive components of the loads are kept at their 
rated values. This guarantees that there are cases of deficit of reactive power in 
the islanded system. Similarly, excess of reactive power imbalance is generated 
by varying the AVR set point from 1.01 to 1.05 pu. For each AVR set point, 
simulation is carried out as suggested in [72]. 
 
TABLE 3-I 









Tripping of CB at the presence of the followings: 
1) Three types of load: constant impedance (const. Z), constant 
current (const. I) and constant power (const. P) [72]. 
2) All 4 possible combinations of power imbalance scenarios, i.e., 
deficit and excess of active power imbalance from 0% to 99.9% 







At the presence of three types of load (constant impedance, 
constant current and constant power), several non-islanding 
events are generated by considering the following actions [109]: 
1) Switching of capacitor, inductive load and non-linear load at 
different time within 10 cycles of observation period. 
2) Balanced three phase fault with fault clearing time from 0.05 
sec to 0.1 sec within the observation period. 












Fig. 3.10.  Variation of features under critical islanding, non-critical islanding and non-islanding cases 
represented by minimum, maximum and average value of features: (a) 
f ,   (b) v , f  (c) v . 


















































































































As presented in Table 3-I, a total of 2,022 events (including 1,302 islanding and 720 
non-islanding) are generated and 5 features for each events are extracted. These features 
correspond to the events: islanding and non-islanding, and therefore, prior to performing 
the classification task, pattern of features are explored in this sub-section. 
In [104],theeffectiveness ofthe conventional Vector Surge (VS) relay, was 
investigated, and the non-detection zone (NDZ) associated with power imbalance factor 
of the islanded network was discussed. According to [104], for a particular relay setting 
of 10° and detection time (200 ms), a minimum of 43.86% active power imbalance is 
needed for a VS relay to detect islanding in the test network energized with 
Synchronous Generator (Inertia constant H = 1.5). Hence, in order to highlight the 
problematic islanding cases of low power imbalance, islanding events with power 
imbalance of less than 43.86% are considered as critical islanding cases whereas power 
imbalance of greater than 43.86% are considered as non-critical islanding cases. In Fig. 
3.10, minimum, maximum and mean value of features under critical islanding (a total of 
900 events), non-critical islanding (a total of 402 events) and non-islanding cases (a 
total of 720 events) are shown separately.  
From Fig. 3.10 (a), it is observed that considering two features
f and  , minimum 
value of non-critical islanding events is higher than the maximum value of non-
islanding events. Therefore, using these two features 
f and  , non-critical islanding 
cases can be separated from non-islanding cases quite easily. But, the minimum value of 
critical islanding features falls inside the range of the value of non-islanding features as 
shown in Figs. 3.10 (a)-(c). Thus, classification becomes challenging for the critical 
islanding events and non-islanding events. Hence, it is evident that classification will 
give poor results if only one or two features are taken into account. Therefore, in the 
proposed method, multiple features have been used to classify the islanding and non-
islanding events.  
3.4.4 Classification Results of multiple-feature-based SVM Method 
As stated earlier, by simulating the test network of Fig. 3.9, a total of 2,022 events are 
generated. This includes 1,302 islanding and 720 non-islanding events. The number of 
training and test events (including islanding and non-islanding) are presented in Table 
3-II. From Table 3-II it is observed that three types of load has been given equal 
importance (i.e., evenly distributed) while generating these events. Table 3-II also 
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reveals that training stage possess less number of data than testing stage. It gives the 
opportunity of comprehensive scrutiny of the proposed trained SVM tool with as many 
testing data as can be present during different network contingencies and conditions. 
Moreover, it should be noted that the training data was a different subset from the test 
data; however, both sets are taken from the same system modelled in SimPower 
SIMULINK. 
TABLE 3-II 
GENERATED ISLANDING AND NON-ISLANDING EVENTS AT THE PRESENCE OF DIFFERENT TYPES OF LOAD 
Type of load 
Islanding Non-islanding 
Deficit and excess No. of events No. of events 
ΔP (%) ΔQ (%) Training Test Training Test 
Const. P 0-100 0-50 80 354 80 160 
Const. I 0-100 0-50 80 354 80 160 
Const. Z 0-100 0-50 80 354 80 160 
Total 240 1062 240 480 
 
SVM is trained using the procedure presented in section 3.3.3. During the training 
process, k-fold (with k = 5) cross-validation results in optimal regularization parameter 
C = 225. Using the trained SVM, a total of 1,542 test events (consisting of 1,062 
islanding and 480 non-islanding) are tested to investigate the performance of the 
method. The classification-performance of the SVM based method is presented below.  
3.4.4.1 Overall Performance of Proposed Method 
Trained SVM produces a limited number of SVs (Support Vectors) for different 
kernel functions; and with these SVs, an optimal hyperplane is achieved. Using this 
optimal hyperplane, test data are classified. Overall, the performance of the proposed 
method using linear kernel SVM is shown in Table 3-III considering three types of load 
separately and collectively. DR (Detection Rate) and FA (False Alarm) are used as two 
key performance indicators. The performance of the proposed method using Gaussian 
RBF kernel and polynomial kernel SVM is also investigated and test results are 
presented in Table 3-IV . From Table 3-IV it is evident that if parameters of the kernel 





ISLANDING DETECTION USING AN SVM CLASSIFIER WITH LINEAR KERNEL 
Type of load DR (Detection Rate) FA (False Alarm) 
Constant P 99.72% 0.63% 
Constant I 100% 2.5% 
Constant Z 100% 2.5% 
Constant Z, P and I 99.91% 1.88% 
 
TABLE 3-IV 
ISLANDING DETECTION USING SVM CLASSIFIER WITH DIFFERENT KERNELS 
Kernel Parameter value SVs DR FA 
Gaussian RBF σ = 1 42 97.3% 0.4% 
Polynomial p = 2 18 98.3% 0.2% 
 
 
3.4.4.2 Performance under most Critical Islanding Cases 
In order to scrutinize the performance under the most critical islanding cases, the 
proposed method is further tested with islanding events associated with power 
imbalance (ΔP) ranging from 0.5% to 10%. To accomplish this task, all four scenarios 
of power imbalance presented in section 3.4.2 are taken into account. At first, critical 
islanding events corresponding to scenario (a), i.e., deficit of active and reactive power 
imbalance scenarios, are tested. A total of 945 islanding events, considering deficit of 
ΔP ranging from 0.5% to 10% in conjunction with deficit of ΔQ from 0% to 50%, are 
generated. These test data were a new set and not a subset of the training data.Then DR 
is obtained using linear, polynomial and Gaussian RBF kernel for each ΔP level. Total 
480 non-islanding test events as mentioned in Table 3-II are also classified to detect FA 
under each ΔP level of classification. The results are presented in Table 3-V and the 
corresponding performance curve is shown in Fig. 3.11. From Table 3-V and Fig. 3.11, 
it is observed that under most critical islanding cases, the three kernels show almost 
similar performance if a trade-off between detection rate and false alarm rate is 
considered. However, throughout the experimental results and considering less than 1% 
false alarm into account, optimistic performance is achieved for polynomial kernel 
which has successfully classified the islanding events with ΔP of 2% or higher; whereas 
linear or Gaussian RBF kernel needs the power imbalance of 3% or higher to achieve 
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100% accuracy in classifying the islanding events. Considering the pessimistic 
performance (with Gaussian RBF or linear kernel) of the proposed method  it is 
revealed that detection rate falls below 100% when islanding events associated with ΔP 
< 3% are encountered. However, for ΔP ≥ 3%, multi-feature based approach shows 
satisfactory results even for the pessimistic performance scenarios. 
 
TABLE 3-V 
PERFORMANCE OF SVM CLASSIFIER USING DIFFERENT KERNELS UNDER MOST CRITICAL ISLANDING CASES 





Gaussian RBF kernel Polynomial kernel Linear kernel 
DR (%) FA (%) DR (%) FA (%) DR (%) FA (%) 
0.5 135 89.6 0.00 92.6 0.83 82.2 0.42 
1 135 92.6 0.00 96.3 0.83 92.6 0.42 
2 135 98.3 0.00 100 0.83 99.3 0.42 
3 135 100 0.00 100 0.83 100 0.42 
5 135 100 0.00 100 0.83 100 0.42 
7 135 100 0.00 100 0.83 100 0.42 






Fig. 3.11.  Performance curve of multi-feature based SVM method with linear, polynomial and Gaussian 


























Linear kernel Polynomial kernel Gaussian RBF kernel
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To investigate the classification performance of the proposed method, the other three 
combinations, scenarios (b), (c) and (d) as presented in section 3.4.2, are also taken into 
account. Thus, a total of 1,440 islanding events are generated considering ΔP from 0.5% 
to 7% in conjunction with ΔQ from 0% to 50% at the presence of three types of loads 
(constant Z, constant I and constant P). SVM with polynomial kernel of order 3 (p = 3) 
is applied to test the performance. Test results for scenario (b), (c) and (d) are shown in 
Table 3-VI. From the classification results presented in Table 3-VI, it is observed that 
under two scenarios: (d) deficit of ΔP and excess of ΔQ, and (b) excess of ΔP and 
excess of ΔQ, 100% accuracy with 0.83% false alarm is obtained for all the test cases; 
whereas the scenario (c) represented by the combination of excess of ΔP and deficit of 
ΔQ yields 100% accuracy for ΔP ≥ 5%. 
TABLE 3-VI 
PERFORMANCE OF SVM CLASSIFIER UNDER MOST CRITICAL ISLANDING CASES INCLUDING THREE 






Scenario (c): Excess ΔP 
and Deficit ΔQ (0%-50%) 
Scenario (d): Deficit ΔP 
and Excess ΔQ (0%-50%) 
Scenario (b): Excess 
ΔP and Excess ΔQ 
(0%-50%) 
DR (%) FA (%) DR (%) FA (%) DR (%) FA (%) 
0.5 60 91.7 0.83 100 0.83 100 0.83 
1 60 91.7 0.83 100 0.83 100 0.83 
2 60 91.7 0.83 100 0.83 100 0.83 
3 60 91.7 0.83 100 0.83 100 0.83 
4 60 91.7 0.83 100 0.83 100 0.83 
5 60 100 0.83 100 0.83 100 0.83 
6 60 100 0.83 100 0.83 100 0.83 
7 60 100 0.83 100 0.83 100 0.83 
 
3.4.4.3 Performance of SVM based Method with Training and test Data extracted 
from different Monitoring ends 
To investigate the performance of the multiple-feature-based SVM method under 
different monitoring ends, SVM is trained with the features obtained from the voltage 
signal available from one monitoring end (located at a point close to SG1of Fig. 3.9) 
and it is tested with the features extracted at other monitoring ends located at other 
places, such as the locations close to SG2 and SG3. Thus, 434 islanding and 240 non-
islanding events (see Table 3-I) are used for training purpose and the remaining events 
(868 islanding and 480 non-islanding events) are used for test purpose. The test results 




PERFORMANCE OF SVM BASED ISLANDING DETECTION (TRAINING AND TEST AT DIFFERENT 
MONITORING ENDS) 
Kernel Parameter value No. of SVs DR (%) FA (%) 
Linear C = 225 24 99.54 0 
Polynomial 
p = 2 16 99.09 0.31 
p = 3 7 99.64 6.69 
 
From the test results of Table 3-VII, it can be concluded that both linear and 
polynomial kernels show almost similar performance when training and testing are 
carried out at different monitoring ends. However, from the simulation results, it is 
revealed that SVM classifier using linear kernel shows 99.54% detection rate (DR) with 
0% false alarm (FA), whereas polynomial kernel (with p = 2) shows DR of 99.09% at 
the cost of 0.31% false alarm. 
3.4.4.4 Performance of Proposed Method under Change in Network Topology 
To test the proposed method under slight change in network topology, several test 
cases are generated separately by eliminating one branch (DL-3), two branches (DL-3 
and the branch connected through Dxfm-2) and shifting the open (or disconnection) 
point (near the bus bar in between DL-1 and DL-2, and near the bus bar in between DL-
2 and DL-3) in the test network of Fig. 3.9. Thus a total of 640 test islanding events are 
generated and these test events are classified using the trained SVM. It should be noted 
that the trained SVM, which was developed using the training data of Table 3-II, is used 
to test these new set of 640 islanding data.  In other word, retraining was not conducted 
to test the proposed method under the change of network topology. Considering the data 
generated under the change in network topology as mentioned earlier, the test results of 
SVM based method using linear and polynomial kernels are illustrated in Table 3-VIII. 
In this study, a total of 480 non-islanding test events as mentioned in Table 3-II are 
classified to detect FA. From the test results of Table 3-VIII it is evident that higher 
order polynomial kernel (p = 3) shows better performance than lower order polynomial 
kernel (p = 2) in terms of detection rate (DR). However, polynomial kernel of order 3 
shows higher false alarm (FA) than lower order (p = 2) polynomial kernel. On the other 




PERFORMANCE OF SVM BASED ISLANDING DETECTION UNDER MINOR CHANGE IN NETWORK 
TOPOLOGY 
 
Kernel Parameter value DR (%) FA (%) 
Linear C = 225 97.1 0.15 
Polynomial 
p = 2 82.1 0 
p = 3 97.86 4.4 
 
3.4.4.5 Flexibility and Adaptability of Proposed SVM based Method 
The proposed SVM based method is flexible to adapt changes in configuration. In the 
proposed approach, the decision boundary of the SVM based classification technique is 
established throughout the simulation results of a test network with multiple DGs. The 
main criteria that define the decision boundary are based on the number of training 
cases covering as many different non-islanding and islanding events as possible 
including the different network contingencies and power imbalance levels. Therefore, if 
significant changes are made in the network or in the circuit topology, decision 
boundary needs to be re-established by new simulations and with new training sets. 
However, throughout the simulation results, overall performance of the proposed 
method shows satisfactory results even under most critical islanding cases of low power 
imbalance. To scrutinize this method, training and testing are carried out at different 
monitoring ends and under minor change of network topology. With properly tuned 
kernel parameters, test results give detection rate of 98% and above, with less than 2% 
false alarm and thereby show the acceptability of this method. But, to avoid the 
probable false operation of the proposed method under significant change in network 
topology, it is suggested to conduct the training of SVM at each monitoring end 
separately using as many different islanding and non-islanding cases as possible so that 
the SVM based method can adapt the new environment or change in configuration. 
3.4.5 Comparative Analysis between SVM based Method and an 
Intelligent Approach for Islanding Detection 
As a comparative study with the method given in [14], the SVM based method has 
been tested by simulating the test network of [14]. A total of 54 events have been 
generated under the same operating conditions and network contingencies as presented 
in [14]. Thus, five features of the proposed method corresponding to 54 events (27 
islanding and 27 non-islanding) are generated. Event-wise plot of features 
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corresponding to 54 events are shown in Fig. 3.12 and scatter plots of the features are 
shown in Fig. 3.13. It should be noted that features of the proposed method were 
different from the features of [9] and the 27 islanding events represented those islanding 
cases where ΔP ≥ 5%, as reported in [14]. Visual analysis of the proposed features 
indicates that islanding features can be easily distinguished from the non-islanding 
features (as shown in Figs. 3.12 and 3.13).As a result, multi-feature based SVM method 
shows 100% accuracy with 0% false alarm for all test cases. In summary, test results 
indicate that the proposed technique can detect all islanding events in the test cases, 
unlike, the method presented in [14], which fails to detect 3 islanding cases at the 
presence of 5% power imbalance as reported by the authors. However, the proposed 
approach is aimed at critical islanding events, which are associated with low ΔP 
(specifically for ΔP < 5%) in conjunction with all possible combinations (deficit and 
excess) of active and reactive power imbalance. For those cases, the two classes are not 
linearly separable, as shown in Fig. 3.14. Using the proposed approach, those critical 






Fig. 3.12.  Event-wise plot of features for 27 islanding and 27 non-islanding events of [14]. 







































































Fig. 3.13.  Scatter plots of features for 54 events of [14]: (a) 
  versus f , (b) f versus v ,  (c) v  
versus 
f , (d)   versus f . 




































































Fig. 3.14.  Scatter plots of features for non-islanding and islanding events with ΔP < 5%: (a) 
  versus
,f  (b) f versus v ,(c) v  versus f . 
3.5 ASSESSING THE EFFECTIVENESS OF SVM BASED METHOD 
ON THE BASIS OF RESPONSE-TIME FOR ISLANDING 
DETECTION 
In section 3.4, performance of the SVM based method is assessed considering the 
classification results obtained through the detection rate and false alarm for a significant 
amount of islanding and non-islanding events. All these performance analysis 
demonstrate the reliability of the proposed method in terms of accuracy of islanding 
detection with a minor risk of nuisance tripping (false alarm). However, islanding 




















































detection tool has to be implemented in real-time application. Therefore, speed and 
response-time or detection-time of the SVM based algorithm embedded relay or SVMR 
(SVM based Relay) needs to be investigated. It should be noted that in this context, 
speed implies the processing speed of SVMR and it is expected to be fast, given the fact 
that the features extracted in real-time are passed through the trained SVM containing a 
small number of support vectors. And, response-time or detection-time of relay is 
defined as the time-delay, which starts soon after the onset of islanding and finishes as 
soon as islanding is detected. Therefore, detection-time of SVMR at the presence of all 
possible combinations of power imbalance scenarios is explored in this sub-section. To 
this end, the trained SVM, developed in section 3.4.4 using the training data of Table 3-
II, will be used to assess the performance of SVMR. However, a total of 2,319 test 
events, which comprises of 1,848 islanding and 471 non-islanding events, are generated 
separately (see Table 3-IX) by simulating the test network of Fig. 3.9 to investigate the 
performance of SVMR on the basis of response-time for islanding detection. 
TABLE 3-IX 
GENERATED ISLANDING AND NON-ISLANDING EVENTS FOR THE ASSESSMENT OF SVMR ON THE BASIS OF 
RESPONSE-TIME 
Scenarios Islanding events Non-islanding events 
Scenario (a): Deficit ΔP and Deficit ΔQ 462 
471 
Scenario (b): Excess ΔP and Excess ΔQ 462 
Scenario (c): Excess ΔP and Deficit ΔQ 462 
Scenario (d): Deficit ΔP and Excess ΔQ 462 
Total 1848 471 
 
The remaining part of this Section is structured as follows. Firstly, width of the data-
window, which is used during feature extraction process, is optimally selected 
considering the Receiver Operating Characteristics (ROC) of the SVM classifier under 
different window-width. Then, a decision-rule is proposed considering the detection-
time and reliability of islanding detection. Lastly, flowchart of the proposed SVMR and 
its performance is presented on the basis of detection-time. It should be noted that 




3.5.1 Optimal selection of the width of Data-window for SVM based 
method 
In section 3.4, a typical value of data-window-width ΔT was selected as 10 cycles for 
extracting the feature-vector required for classification of islanding and non-islanding 
events. Moreover, for the test data, the location of onset of islanding was a ground-
truth;therefore, any feature-vector extracted from a data-window which contains the 
islanding inception anywhere was labelled as an islanding event. As a result, detection-
time after the inception of islanding was not reflected in the classification results. 
However, if detection-time is considered, then width of data-window ΔT will play a 
vital role. If small ΔT is selected, the detection-time will be small which implies the fast 
response; but it increases the risk of false alarm along with poor detection rate. Large 
ΔT, on the contrary, increases the detection-time. Therefore, the performance of SVM 
classifier is assessed from the classification results of numerous events of Table 3-IX, 
by using the five features extracted through a data-window of ΔT width, as presented in 
section 3.3.2. The width of the data-window is optimally selected by conducting the 
SVM based classification, using the features extracted from the situations having win-
dow-width (ΔT) of one-cycle, five-cycle, eight-cycle and ten-cycle. For each situation, 
the threshold value of SVM classifier is varied gradually to obtain the Detection Rate 
(DR) and False Alarm (FA). Thus, the Receiver Operating Characteristics (ROC) curve, 




Fig. 3.15.ROC curve of the proposed approach for one-cycle, five-cycle, eight-cycle and ten-cycle data-
window length. 
 As indicated in the ROC curve of Fig. 3.15, it is worth noting that the classifier’s 
performance using eight-cycle and ten-cycle data-window are almost similar; and their 




























performances are comparatively better than the five-cycle and one-cycle data-window 
for FA ≤ 5%. However, considering the speed and performance, eight-cycle data-
window has been selected as optimal data-window to investigate the performance of the 
proposed method on the basis of islanding detection-time.   
3.5.2 Development of a Decision-rule for SVMR on the basis of 
Reliability and Response-time of islanding detection 
In order to assess the performance of SVMR on the basis of reliability and response-
time, features are needed to be extracted in real-time. Moreover, in practical situation, 
the inception-time of islanding is not known in advance. Therefore, to investigate the 
performance of the proposed SVMR on the basis of reliability and detection-time, 
sliding data-window of eight-cycle width is moved by a typical step-size of one cycle, 
and the features are extracted inside each window block or sample to classify the event 
as islanding or non-islanding. To accomplish this task, at first, features of the generated 
islanding and non-islanding events are considered with known event inception-time 
(ground-truth). Then eight-cycle data-window, which starts from 15 cycles prior to 
event inception, are moved by one cycle step-size until 20 cycles posterior of event 
inception-time is reached. Thus, 28 samples are obtained for each event including is-
landing and non-islanding. These samples are classified using the trained SVM and 
decisions are made based on the majority voting of the classification results of 
consecutive samples, for example, 3, 5, 7 or 9 samples. Moreover, the decision-rule 
based on the classification results of 1 sample, which does not require majority voting, 
is considered. Higher number of samples, e.g., 11 or higher, may also be investigated 
for the decision making process; however, it would require higher detection-time and, 
eventually makes it less practical option.  It should be noted that odd number of samples 
are considered for the decision-rule, since it simplifies the decision making process; for 
example, 9 samples decision-rule requires at least 5 samples to be classified as islanding 
for the detection of an actual islanding event. Again, note that majority voting of 9 
samples consider the previous consecutive 9 samples in descending order; and it implies 
that in time-domain, the rightmost end of eight-cycle data-window of 9
th 
sample 
specifies the instant of ―event classification time‖ or detection-time (see Fig. 3.16). 















Event classification time 
or detection-time
 
Fig. 3.16. Data-stream for illustrating the rule of majority voting applied in SVMR (SVM based Relay). 
 
Fig. 3.17 illustrates the DR and FA of the proposed approach, using sliding data-
window of eight-cycle width and applying the decision-rule based on the majority 
voting of the classification results of 9 samples, 7 samples, 5 samples, 3 samples and 
one sample. In Figs. 3.17(a) and (b), the x-axis is the ―event classification time‖ or 
detection-time, which starts soon after the inception of islanding and non-islanding 
events, respectively. From Fig. 3.17(a) it is evident that one sample decision-rule can 
yield almost 100% DR within 100 ms of islanding inception. But, this decision-rule 
imposes the risk of 1% FA after 100 ms of event (non-islanding) inception; and it can 
reach to a maximum of 7% FA after 250 ms (see Fig. 3.17(b)). The decision-rule, 
obtained from the majority voting of 7 consecutive samples, gives the performance level 
in between 9 samples and 5 samples. Similarly, the decision-rule of 3 consecutive sam-
ples yields the performance level in between 5 samples and one sample, see Fig. 3.17 
for illustration. In summary, if 200 ms is taken as an allowable detection-time, then 
keeping a trade-off between response-time/detection-time and the reliability as 
demonstrated by the classification results (i.e., DR and FA), decision-rule of 9 samples 
yield comparatively better performance than the decision-rule of 7, 5, 3 samples and one 
sample, see Figs. 3.17(a)-(b). Therefore, 9 samples decision-rule is selected and applied 






Fig. 3.17.  Performance of the proposed SVM based approach, indicated by (a) Detection Rate and (b) 
False Alarm, using decision-rule of 9 samples, 7 samples, 5 samples, 3 samples and one sample. 
3.5.3 Operational flowchart for the application of SVMR and its 
Performance Evaluation on the basis of detection-time 
The operational steps, involved for islanding detection using SVMR, are shown 
in the flowchart of Fig. 3.18.  It is to be noted that decision-rule, using 9 samples of 
majority voting, is applied in this flowchart. The whole process is summarized 
below. 
1) Voltage (V), frequency (f) and rotor angle (δ) are extracted in real-time at the 
target DG location.  
2) 5 features, which include standard deviation of V, f, δ, dV/dt and df/dt, are 
extracted in real-time considering 8 cycles of data-window. 
3) Feature vector )(iX is formed as below: 
},,,,{)( fvfviX    
where i represents the observation instant in terms of cycle of voltage signal. 





















































4) )(iX is classified with trained SVM and result is obtained as 1)( iY  for 
islanding or 1)( iY  for non-islanding. 
5) If 1)( iY , then decision of islanding is made for the i-th sample and a counter 
is set to count the number of islanding sample; if 1)( iY  then counter value is set 
to zero. 
6) If 9 samples of decisions are not available, i.e., i < 9, then increasing i  by 1, i.e., 
1ii , steps 1) to 5) are repeated 9 times until the decisions (islanding or non-
islanding) of 9 samples are available.  
7) When decisions of 9 samples are available, then the decision-rule using majority 
voting of previous consecutive 9 samples are applied. Therefore, event will be 
detected as islanding, if at least 5 out of 9 samples detect the event as islanding. 
And, a trip signal is sent to disconnect the DG. Otherwise, non-islanding event is 
detected and steps 1) to 7) are repeated from the next cycle by increasing i by 1 
i.e. 1ii . 
 
Fig. 3.18.Operational flowchart for islanding detection using SVMR. 
    Formation of feature vector:  
Extraction of normalized voltage (V), frequency (f) and rotor angle (   ) 
from starting of i-th to end of (i+7)-th cycle at target DG location




































Performance of proposed algorithm based SVMR is evaluated by considering the 
response-time of islanding detection. To this end, Fig. 3.19 illustrate the islanding 
detection-time of SVMR, during all possible combinations of power imbalance 
scenarios, which include deficit and excess of active power imbalance (ΔP) and reactive 
power imbalance (ΔQ) inside the islanded network. In Fig. 3.19, y-axis refers to 
―detection time‖ which is considered to be started soon after the onset of islanding. 
Islanding events, which are used for comparative analysis, are generated by keeping ΔP 
= 0.5%, 1%, 1.5%, ……, 99.9% (deficit or excess) in combination with ΔQ = 10%, 
20%, …, 50% (deficit or excess) inside the islanded segment, by varying the load-
generation profile and AVR setting of exciter model of synchronous generator as stated 
in section 3.4.2. Thus, the islanding events corresponding to four possible combinations 
of power imbalance scenarios are obtained. Then ―detection time‖ for each event is 
determined using the SVMR. It should be noted that decision-rule of SVMR has 
employed 9 samples majority voting due to its reliability, as demonstrated in section 
3.5.2. From Fig. 3.19 it is revealed that islanding detection time of SVMR falls within 
the range of 120 ms to 300 ms, which is much lower than the IEEE 1547-2003 recom-
mended standard tripping times of 2 seconds. 
 
 
Fig. 3.19.  Detection time of the proposed SVM based relay (SVMR) under four possible combinations of 
power imbalance: scenario (a) - deficit of ΔP and ΔQ, scenario (b) - excess of ΔP and ΔQ, scenario (c) - 
excess of ΔP and deficit of ΔQ, and scenario (d) - deficit of ΔP and excess of ΔQ. 
 
3.6 DISCUSSIONS 
Proposed multi-feature based SVM method can be applied in real networks provided 
that the SVM is trained with most expected circuit configurations and covering all 


























forms of power imbalance level for islanding events along with all possible types of 
non-islanding events which may occur in the system. Moreover, the speed of response 
of the algorithm embedded relay is expected to be fast, given the fact that the features 
extracted in real-time are passed through the trained SVM containing a small number of 
support vectors. Since the features of the proposed approach depend only on the 
terminal voltage parameters (amplitude, frequency, phase angle, etc.), retraining is not 
needed for this algorithm embedded relay, if minor changes occur in the system, e.g., if 
a new line or DG is installed, or a normally open point is shifted. To confirm this 
assertion, the trained SVM, which was kept unchanged, was tested with several test 
cases (A total of 640 islanding events) generated separately by eliminating one branch, 
two branches and shifting the open point in the test network of Fig. 3.9. The test results 
are presented in Table 3-VIII, which indicates that the performance deteriorates by only 
1% in DR in comparison to the results shown in Tables 3-III and 3-IV. Numerically, in 
the proposed approach, active power imbalance of 0% to 100% and reactive power 
imbalance of 0% to 50% in the islanded system, were considered by varying the load 
and generation profiles (applying the procedure presented in [72]). For islanding cases, 
variations of active and reactive power imbalance, play a vital role in the variation of 
system parameters, such as, voltage, frequency, phase angle, etc. In the proposed 
approach, all possible combinations of active and reactive power imbalances were taken 
into account. Therefore, the trained SVM classifier is expected to be independent of 
network topology. Nevertheless, minor changes in the network can decrease the 
accuracy slightly (1% is obtained in the above test). But, this slight degradation of 
accuracy may be avoided, if larger volume of training data is considered. Therefore, 
retraining is not required if minor changes occur in the system provided that SVM is 
trained with larger volume of data covering all possible combinations of islanding and 
non-islanding events. However, for safe operation of the network with the distributed 
generation, if significant changes in network topology take place, for example, addition 
or disconnection of large DG unit and addition or disconnection of line that plays a 
significant role in the operation of the network, then the system must be remodelled to 
generate the training data and the SVM has to be retrained accordingly. 
3.7 SUMMARY 
This chapter presents a SVM based method for islanding detection of synchronous 
type DG units. The proposed approach employs multiple features which are extracted 
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from five network variables, and then, these features are fed to a support vector machine 
(SVM) classifier to classify the event as islanding or non-islanding. Several islanding 
and non-islanding events have been generated by simulating the practical scenarios in a 
test network of Australia. Supervised SVM classifier with linear, polynomial and 
Gaussian RBF kernels are used to train the selected features of these numerous 
islanding and non-islanding events. With the training data, grid search is carried out to 
fine-tune the kernel parameters (i.e. p and σ). Using the tuned parameters of trained 
SVM, islanding cases are tested and detected.Applicability of the proposed method is 
also tested on the basis of reliability and detection-time. To this end, an optimally 
selected sliding data-window is used; the optimal selection is conducted by analysing 
the Receiver Operating Characteristics (ROC) curve of the SVM classifier using 
different window-width. In summary, the contributions of this chapter can be 
summarized as follows: 
 Islanding events at the presence of constant Z, constant I and constant P load along 
with all possible combinations of deficit and excess of active and reactive power 
imbalance, are detected by the proposed SVM based method with a high degree of 
accuracy, and the rate of false alarm is limited.  
 Proposed method is scrutinized by testing several critical islanding events associated 
with low active power imbalance (for both, deficit and excess) in combinations with 
deficit and excess of reactive power imbalance. 
 For the example test system, the proposed technique has successfully detected the 
islanding events for active power imbalance of 5% and above. 
 The performance of SVM based relay (SVMR), which can be developed from the 
proposed algorithm, is evaluated as an effective tool. The evaluation index includes 
the reliability, which comprises the detection rate (DR), false alarm (FA), and the 






COMPARATIVE STUDY BETWEEN 
CONVENTIONAL AND SVM BASED RELAYS 
FOR ISLANDING DETECTION 
 
4.1 INTRODUCTION 
Due to the rapid increase in the penetration of distributed generation (DG) in the 
distribution networks, the correct operation of islanding or detection of loss-of mains 
(LOM) is an important requirement. Conventional relays, such as, Vector Surge (VS) 
and ROCOF (rate-of-change-of-frequency) relays are usually used to detect islanding; 
however, there is a Non-Detection Zone (NDZ) wherein islanding incidents are 
undetectable by these relays.  
Now-a-days, utilities have raised their voice over the issue related to the false 
operation or malfunctioning of VS and ROCOF relays, which is commonly employed as 
LOM detection method. Normally, setting of VS and ROCOF relays is established by 
the generators’ manufacturers and the utility guidelines for interconnecting distributed 
generation units. Typically, this relay-setting is kept within the range of 0.1 to 1.2 Hz/s 
for ROCOF and 2° to 20° for VS relays [104, 110]. Tuning these relay-setting at very 
small value, e.g., close to 0.1 Hz/s for ROCOF or 2° for VS relay, allows them to 
operate during small frequency variations in the power system, which may violate the 
IEEE guidelines [2] by creating nuisance tripping during normal events of the power 
system. To avoid this violation and nuisance tripping, these relays can be set at larger 
value; but this may cause a failure of islanding detection within the pre-specified time 
for an islanded network with small power imbalance. As a result, Non-detection Zone 
(NDZ), wherein VS and ROCOF relays fail to detect islanding, becomes larger. In 
short, the NDZ of VS and ROCOF relays and the incidents of nuisance tripping, 




This Chapter presents the performance of VS and ROCOF relays in islanding 
detection; the concept of NDZ is used for this performance study. An analytical formula 
is developed for determining the NDZ of VS and ROCOF relays. Extensive simulation 
is conducted to verify the formula, as well as to investigate the boundary limit of NDZ 
under different types of voltage-dependent loads and considering all possible combina-
tions of power imbalance scenarios. Moreover, performance of VS and ROCOF relays 
is compared with the proposed SVM based approach using the performance indicators, 
namely, detection rate (DR) and false alarm (FA). Using the concept of detection-time, 
performance of VS and ROCOF relays is also compared with the SVM based relay 
(SVMR). A test network derived from Australian electricity systems is simulated to 
generate a large number of credible islanding and non-islanding events. In the testing 
phase, all possible combinations of deficit and excess of active and reactive power 
imbalance scenarios, which may exist during the period of islanding, are considered.  
The remaining part of the Chapter is organised as follows. In Section 4.2, the basic 
operating principle of VS relay is discussed; an analytical formula is presented for 
determining the boundary limit of NDZ of VS relay for islanding detection. Moreover, 
extensive simulation is conducted to investigate the boundary limit of NDZ under 
different types of voltage-dependent loads, which include constant impedance, constant 
current and constant power loads; during these investigations all possible combinations 
of deficit and excess of active and reactive power imbalance scenarios are considered as 
well. In Section 4.3, the boundary limit of NDZ for ROCOF relay is investigated under 
different network conditions. In Section 4.4, a credible number of islanding and non-
islanding events, generated by simulating a test network of Australia, are tested to 
investigate the performance of VS and ROCOF relays with variable relay-setting and 
detection time. The comparative analysis of VS and ROCOF relays with SVM based 
approach is carried out in Section 4.5. Section 4.6 concludes the Chapter. 
4.2 BOUNDARY LIMIT OF NON-DETECTION ZONE OF VECTOR 
SURGE RELAY 
This Section investigates the boundary limit of non-detection zone (NDZ) of vector 
surge (VS) relay applied in islanding detection. To do so, performance curve of the 
relay is analysed using the concept of NDZ. Section 4.2.1 describes the basic operating 
principle of VS relay followed by the derivation of an analytical formula of NDZ in 
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Section 4.2.2. Detailed simulation is conducted in Section 4.2.3 to verify the formula as 
well as to investigate the boundary limit of NDZ considering the impacts of load 
dynamics and reactive power imbalance. During this simulation study, all possible 
combinations of active and reactive power imbalance scenarios (deficit and excess), are 
taken into account. Considering all aforementioned conditions, the pessimistic boundary 
limit of NDZ for VS relay is achieved. 
4.2.1 Operating principle of VS Relay 
Commercial vector surge relay measures the time-duration of an electrical cycle and 
starts a new measurement at each rising zero-crossing points of the terminal voltage. 
The current cycle duration of the measured waveform is compared with the previous 
one (reference cycle). In an islanding condition, the cycle duration is found to be either 
longer or shorter, depending on if there is a deficit or excess of power in the islanded 
subsystem, see Fig. 4.1. This change of the cycle duration yields a proportional change 
of the terminal voltage angle Δδ, which is fed to the vector surge relay as input 
parameter. If Δδ exceeds a pre-determined threshold angle α, a trip signal is sent to the 
circuit breaker immediately. Normally, vector surge relay permits this threshold value to 
be tuned in the range from 2° to 20° [104]. VS relay also uses a block function by 
minimum terminal voltage Vmin. If terminal voltage falls down to Vmin, the trip signal 
from the vector surge relay is blocked. This is performed to avoid, for example, the 
activation of the VS relay during short-circuit or generator start-up conditions. 
 
 




4.2.2 Analytical Formula for determining the Non-detection Zone of 
VS Relay 
For VS relays, the critical power imbalance is the active power imbalance for which 
the relay can marginally detect islanding; for any smaller value, it is unable to perform 
within a permissible timeframe. The zone below the critical power imbalance is referred 
to as the Non-Detection Zone [72]. Critical active power imbalance (ΔPvs_crit) acts as a 
separation boundary between detection and non-detection zone of VS relays. This 
separation boundary also indicates the boundary limit of NDZ. Therefore, the 
formulation of the boundary limit of NDZ is carried out by using the concept of critical 
active power imbalance. 
Figure 4.2 illustrates a network with a synchronous generator (SG) type DG operating 
in a grid-connected mode. During islanding, the load is fed from the DG source only. 
Therefore, the boundary of the NDZ of the VS relay can be determined by analysing the 
operation of the SG.  The dynamic behaviour of the synchronous generator can be 











whereH is the generator inertia constant, ω0 is the synchronous speed, and δ is the rotor 
angle with respect to the synchronously rotating reference frame. Since δ varies with 






   (4.2) 
Assuming t0 is the onset of islanding, at t = t0, ωr= ω0 and hence 0/ dtd . Taking this 
initial condition into consideration and integrating equation (4.1) twice, yields the rotor 












  (4.3) 





Fig. 4.2.A synchronous type DG operating in a grid-connected mode. 
For VS relay, the difference of δ within each cycle interval is measured and compared 
with VS relay setting α. The VS relay is triggered when the difference between rotor 
angles (Δδ) within any of the cycle intervals crosses the relay setting α. Figure 4.3 
illustrates an islanding situation where the variation of the terminal voltage v(t) is shown 
in Fig. 4.3(a), and the rotor angle δ(t) is presented in Fig. 4.3(b). A moving window of 




Fig. 4.3.  Pre-islanding (solid line) and post-islanding (dash-dot line): (a) terminal voltage v(t) at SG 
(Synchronous Generator) end (b) rotor angle δ(t) with moving window to detect rotor angle change. 
 
Let Δδ(t) denote the rotor angle change between t and (t+ΔT). Using (4.3), the rotor 
angle change is obtained as: 









  (4.4) 
whereτ = t – t0. An islanding event is detected if Δδ(t) exceeds the relay setting which 
gives 
















































αis negative due to proposed moving window based method of detecting Δδ with 
negative ΔP. Using the expression of total detection time d  ( Td  ), expression 
(4.5) can be re-written as:  







Taking the equality constraint of (4.6) and setting ΔT = 0.02 sec (i.e. one cycle in 50 Hz 
system), Fig. 4.4 (i.e. τd versus ΔP) is obtained for a specific relay setting. For an 
allowable detection time (τd), the critical power ΔPvs_crit, which separates detection and 
non-detection zone, is indicated by the vertical dotted line. 
 
 
Fig. 4.4.Islanding detection time of VS relay as a function of ΔP; and ΔPvs_crit or boundary limit of NDZ 
separating detection zone (DZ) and NDZ. 
 
To find the minimum absolute value of ΔP, i.e. critical active power imbalance 
(ΔPvs_crit) of VS relay, a window width (ΔT) of 0.02 second is considered, as it is the 
period of fundamental frequency of 50 Hz voltage signal. So, by putting ΔT = 0.02 sec 
and τd = 0.2 sec in (4.6), ΔP of VS relay can be obtained with specific relay setting α. 
Thus, as an example, for absolute value of α = 10° and H = 1.5, the minimum absolute 
value of ΔP, i.e. ΔPvs_crit of VS relay can be obtained as 0.4386 pu which indicates the 
boundary limit of NDZ. 
Constant power load model is assumed for developing the expression given in (4.6). 
To extend it in a general form, the load dynamics and power imbalance factor are taken 
into consideration as reported in [104]; thus, the generalized expression of critical active 
power imbalance for constant power (constant P), constant impedance (constant Z), or 
constant current (constant I) load can be obtained from the following: 
 PFPP /10  (4.7) 
 
 















whereΔP0 is the initial power imbalance value at the instant of islanding, ΔP denotes the 
final active power imbalance for constant Z, constant I or constant P load; and PF is a 
factor which is in the range of 1.2 ≥ PF≥ 0.8 considering average power imbalance 
variation of ± 20%. Empirical value of PF is selected as 1, 0.8 and 0.9 for constant P, 
constant Z and constant I load respectively when there is a deficit of electric power 
[104]. Thus, by replacing ΔP given in (4.6) with PFP /10 given in (4.7), the absolute 
critical active power imbalance for constant P, constant I and constant Z load can be 
obtained as 0.4386 pu, 0.4763 pu and 0.5172 pu respectively. Hence, boundary limit of 
NDZ for the VS relay corresponds to the boundary when active power imbalance within 
the islanded network falls down to 43.86%, 47.63% and 51.72% for constant P, 
constant I and constant Z load respectively. 
4.2.3 Simulation study to investigate the pessimistic boundary limit of 
NDZ of VS relay 
Four possible combinations of power imbalance scenarios, as presented in Section 
3.4.2 of Chapter 3, may exist during the period of islanding [13]. For each scenario, 
pessimistic boundary limit of NDZ is defined in terms of maximum numerical value of 
critical active power imbalance for a typical detection time. Firstly, in Section 4.2.3.1, 
scenario (a), i.e., deficit of ΔP (active power imbalance) and deficit of ΔQ (reactive 
power imbalance), is considered while investigating the pessimistic boundary limit of 
NDZ. To this end, performance of VS relays under different load-types and different 
range of reactive power imbalance are explored. Then, scenario (b) – excess of ΔP and 
excess of ΔQ, scenario (c) – excess of ΔP and deficit of ΔQ, and scenario (d) –deficit of 
ΔP and excess of ΔQ, are investigated in Section 4.2.3.2. 
4.2.3.1 Influence of Load Types and Reactive Power Imbalance on NDZ 
The analytical expression (4.7) reveals that load-types have significant impact on the 
boundary limit of NDZ for VS relay. In this sub-section, a time-domain simulation is 
carried out to investigate the impact of load-types and reactive power imbalance (ΔQ) 
on NDZ. Scenario (a) is considered during this simulation study. 
Fig. 4.5 shows the single diagram of the test system used for the simulation study.  In 
Fig. 4.5, 132 kV, 50 Hz, sub-transmission system with short-circuit level of 1500 MVA 
feeds a 33 kV distribution system through a 132/33 kV transformer. Three phase model 
of all network components are used. Two pi-section distribution lines have been 
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modelled with each 10 km long. Synchronous generator (SG) based DG is embedded 
with automatic voltage regulator (AVR) and it is used for this study. Islanding condition 
has been simulated by opening the circuit breaker (CB) at 1.5 sec. The simulation 
procedures for the variation of active and reactive power imbalance are adopted from 
[72]. Thus, repeated dynamic simulation is conducted with different ranges of active 
and reactive power imbalance for different load-types, which include constant 
impedance, constant current and constant power loads. Then the detection time for 
specific relay setting (i.e. α = 10°) is obtained. The power imbalance corresponding to 
the detection time of 200 ms [13] is considered as critical active power imbalance; for 
VS relay, it is denoted as ΔPvs_crit. 
 
 
Fig. 4.5.A five-bus network with synchronous type DG and conventional relay. 
From the simulation results, it is observed that ΔQ has negligible impact on the 
boundary limit of NDZ for constant P load; ΔPvs_crit is obtained as 45.8% for different 
ranges of ΔQ. But the influence of ΔQ on boundary limit of NDZ is quite evident for 
constant Z and constant I load, as shown in Fig. 4.6. From Fig. 4.6, it can be observed 
that the pessimistic boundary limit of NDZ is obtained by keeping the reactive power 
imbalance at its maximum. In this study, a reactive power imbalance of 50% has been 
considered as the maximum reactive power imbalance, since during electric system 
islanding the system voltage may collapse whenever the reactive power imbalance 
exceeds 50% [111]. Thus, for VS relay (α = 10° and detection time = 200 ms), the 
boundary limit of pessimistic NDZ is indicated by the active power imbalance level of 
























Fig. 4.6.  Impact of ΔQ on ΔPvs_crit or boundary limit of NDZ of VS relay (relay-setting = 10°) for (a) 
constant current and (b) constant impedance load. 
4.2.3.2 Influence of active and reactive power imbalance scenarios on 
NDZ 
In Section 4.2.3.1, scenario (a), i.e., the scenario consisting of a deficit of active and 
reactive power imbalance in the islanded system, is considered for investigating the 
boundary-limit of NDZ. It concludes that the pessimistic boundary-limit of NDZ is 
obtained for constant Z load. Therefore, in this sub-section, the remaining three 
scenarios, i.e., scenarios (b), (c) and (d), are investigated at the presence of constant Z 
load to obtain the pessimistic boundary-limit of NDZ. 



































































Fig. 4.7.  Illustration of pessimistic boundary limit of NDZ of VS relay (relay-setting= 10°) under power 
imbalance conditions: (a) excess of ΔP and excess of ΔQ, (b) excess of ΔP and deficit of ΔQ, and (c) 
deficit of ΔP and excess of ΔQ. 
Varying ΔP (deficit or excess) and ΔQ (deficit or excess) on the test system of Fig. 
4.5, detection times for scenarios (b)-(d) are obtained. Thus, the test results for scenarios 
(b), (c), and (d), are acquired and they are illustrated in Figs. 4.7 (a), (b), and (c), 
respectively. Fig. 4.7 (a) shows that for scenario (b), pessimistic boundary limit of NDZ 
or maximum numerical value of ΔPvs_crit is achieved when ΔQ is kept at its maximum 
















































































value, i.e., ΔQ = 50%. However, for scenarios (c) and (d), the pessimistic boundary 
limit of NDZ is obtained at ΔQ = 0%, as shown in Figs. 4.6 (b)-(c). In summary, the 
pessimistic boundary-limit of NDZ of VS relay under four possible power imbalance 
scenarios are presented in Table 4-I. 
 
TABLE 4-I 
PESSIMISTIC BOUNDARY LIMIT OF NDZ OF VS RELAY UNDER FOUR POWER IMBALANCE SCENARIOS (RELAY-
SETTING = 10° AND DETECTION TIME = 0.2 SECONDS) 
Power imbalance scenarios ΔQ (%) ΔPvs_crit (%) 
(a): Deficit ΔP and deficit ΔQ 50 66 
(b): Excess ΔP and excess ΔQ 
50 54.5 
(c): Excess ΔP and deficit ΔQ 0 44 
(d): Deficit ΔP and excess ΔQ 0 52.4 
 
4.3 BOUNDARY LIMIT OF NON-DETECTION ZONE OF ROCOF 
RELAY 
In this Section, boundary limit of non-detection zone (NDZ) for ROCOF relay is 
investigated. To this end, the performance-curves specifying the NDZ, is analysed 
which in turn evaluates the performance of the relay for islanding detection. Section 
4.3.1 describes the basic operating principle of ROCOF relay; using the concept of 
NDZ, an analytical formula is developed in Section 4.3.2. Extensive simulation is 
conducted in Section 4.3.3 to verify the formula as well as to investigate the behaviour 
of ROCOF under different types of voltage-dependent loads, which include constant 
impedance, constant current and constant power loads. During this performance study, 
all possible combinations of active and reactive power imbalance scenarios (deficit and 
excess), are taken into account. Considering all aforementioned conditions, the 
pessimistic boundary limit of NDZ for ROCOF relays is achieved.  
4.3.1 Operating principle of ROCOF Relay 
A simplified diagram of a distribution network is illustrated in Fig. 4.8 to describe the 
operating principle of ROCOF relay. A synchronous generator (SG) based DG, 
embedded with ROCOF relay, is allowed to operate while connected with upstream 
side. Disconnection of DG (By opening the circuit breaker of Fig. 4.8) from the 
upstream grid side, due to faults or any other disturbances, results in islanding. 
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Consequently, SG becomes the only source to feed the loads in the formed island. 
Therefore, a power imbalance between load and generation occurs due to the presence 
of the power mismatch, which was provided by the grid to the DG or injected into the 
grid from the DG, prior to the formation of islanding. This power imbalance causes the 
system frequency to vary dynamically, and this change of frequency is proportional to 
the power imbalance inside the islanded segment. This implies that the islanding events 
with low power imbalance may not be detected within a pre-specified time if change of 
frequency is considered. Therefore, to accelerate the detection process, rate of change of 
frequency is selected as a decisive threshold for ROCOF relays. 
 
 
Fig. 4.8.  A simplified diagram of a network with synchronous type DG and ROCOF relay. 
For ROCOF relays, rate-of-change-of-frequency is calculated within a measuring 
window, typically 2 cycles to 40 cycles of width [110]. The obtained ―rate-of-change-
of-frequency‖ signal is then passed through a low-pass filter 1/(Tas+1), see Fig. 4.9, to 
eliminate the high-frequency transients. The filtered ―rate-of-change-of-frequency‖ 
signal is compared with a pre-specified relay-setting λ; if it exceeds λ, a trip signal is 
sent. Typically, λ lies in the range of 0.1 to 1.2 Hz/s. To avoid the relay tripping during 
generator start-up, the generator’s terminal voltage is also monitored and if it falls 



























 |r(t)| ≥ relay-setting (λ)











4.3.2 Non-detection Zone of ROCOF Relay 
Non-detection Zone (NDZ) of ROCOF relays can be defined by using the concept of 
critical power imbalance, which is considered to be the minimum active power 
imbalance required in a formed island so that ROCOF relay can detect islanding within 
a pre-specified time and relay-setting [13]. The separation between detection and non-
detection zone is marked by the critical active power imbalance, as shown in Fig. 4.10. 
In order to develop the analytical expression of critical power imbalance of ROCOF 
relay, the machine swing equation (4.1) and the rotor speed ωr, as shown in (4.2), is 











wheref0andfr represents the frequency in Hz. Differentiating (4.8) with respect to t, the 







0  (4.9) 
The obtained rate-of-change-of-frequency, as given in (4.9), is passed through the first-
order transfer function block, see Fig. 4.9. Moreover, in (4.9) the parameters f0 andH are 
constant terms; ΔP is also constant for constant power load model. Thus, in the Laplace 
























Considering the time delay of Δt, which occurs due to the measuring window applied in 
calculating the rate-of-change-of-frequency, the allowable detection time τd becomes 
 ttd    (4.12) 









  (4.13) 
Now, the output signal r(t) is monitored by the ROCOF relay; if r(t) exceeds the pre-
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specified relay-setting λ, then the relay triggers. Thus, the condition for triggering the 
relay can be presented as 




  (4.14) 
The terms ΔP and λ can be both positive or negative depending on the excess and deficit 
of active power imbalance in the formed island. Moreover, the relay setting λ should be 
less than the steady-state value, 
2H
ΔPf0 , as obtained from (4.11). Therefore, considering 
the equality constraint in (4.14) with the condition: 
2H
















Equation (4.15) defines the performance curve of ROCOF relay, which is illustrated in 
Fig. 4.10. For an allowable detection time τd and relay-setting λ, the critical power 




Fig. 4.10.Performance curve of ROCOF relays represented by detection time (τd) versus active power 
imbalance (ΔP); and critical power imbalance ΔPc separating detection zone (DZ) and NDZ. 
 
Numerically, for τd = 0.2 s and λ = 1.2 Hz/s, the value of ΔPc for ROCOF relay can be 
obtained from (4.15). Thus, as an example, selecting the parameters as Δt = 0.1 s, Ta = 
0.12 s, H = 1.5, and f0 = 50 Hz, ΔPc yields 12.7%, which indicates the boundary limit of 
NDZ of ROCOF for a relay-setting of 1.2 Hz/s and detection time of 0.2 s.  
Expression (4.15) is derived by considering constant P (constant power) load model, 
and hence it is valid for constant P load only. As reported in [110], the load dynamics 
influence the boundary of NDZ for ROCOF relays, and the impact is represented by the 



























  (4.16) 
where 0ΔP  represents the cΔP  for constant P load, FΔP indicates the cΔP  for constant P 
or constant current (constant I) or constant impedance (constant Z) load; k is a function 
of relay-setting λ. For constant P load k = 1, whereas for constant Z and constant I load, 
k is obtained empirically through repeated dynamic simulations [110]. 
4.3.3 Simulation study to investigate the boundary limit of NDZ of 
ROCOF Relay 
As stated in Section 4.2, four possible combinations of power imbalance scenarios 
may exist under islanding condition. Firstly, in Section 4.3.3.1, scenario (a), i.e., deficit 
of ΔP (active power imbalance) and deficit of ΔQ (reactive power imbalance), is 
considered while investigating the boundary limit of NDZ, which is obtained through 
the performance curves of ROCOF relays under different load-types and reactive power 
imbalance. Then, scenarios (b), (c) and (d) are investigated in Section 4.3.3.2. 
4.3.3.1 Influence of Load Types and Reactive Power Imbalance on NDZ 
As shown in (4.16), for different load-types, the boundary limit of NDZ or ΔPc can be 
obtained through non-linear relationship, which is dependent on the empirical analysis. 
Therefore, a time-domain simulation is carried out to investigate the influence of 
constant P, constant Z, and constant I load on the boundary-limit of NDZ. A simple 5 
bus network, shown in Fig. 4.5, is used for this simulation study, wherein the network 
parameters and other relevant data are adopted from [13]. The ROCOF relay is 
implemented using the algorithm illustrated in Fig. 4.9. However, to incorporate the 
effect of measuring window, the estimated frequency is passed through the operation of 
















wherem specifies the number of cycles, Δfm is the change of frequency within m-th 
cycle, and Δtm is the duration of m-th cycle in seconds. The value of N typically lies 
within 2 to 40 cycles; in this study, N is selected as 5 cycles [110, 112]. 
Repeated dynamic simulations are conducted on the system presented in Fig. 4.5, 
employing different ranges of active power imbalance and different load-types, which 
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include constant P, constant Z and constant I. Then, considering a specific relay-setting 
(i.e. λ = 1.2 Hz/s), the detection time is obtained. The minimum power imbalance, 
which is required for the ROCOF relay to detect islanding within 200 ms [13], is 
regarded as critical active power imbalance ΔPc. Fig. 4.11 shows that for a specific 
relay-setting and detection time, the pessimistic boundary-limit of NDZ or ΔPc is 
obtained for constant Z load (i.e. ΔPc = 19.9%), whereas the optimistic NDZ is obtained 




Fig. 4.11.  Performance curves of ROCOF relays under three types of load (relay-setting: λ= 1.2 Hz/s). 
Since the pessimistic boundary-limit of NDZ is acquired for constant Z load, further 
investigation on the boundary-limit of NDZ, is conducted by analysing the impact of 
reactive power imbalance (ΔQ) at the presence of constant Z load. To this end, repeated 
dynamic simulation is carried out with different ranges of active and reactive power 
imbalance when the loads are of constant Z type. Keeping 0%, 10% and 30% of ΔQ, the 
performance curves are illustrated in Fig. 4.12, which shows that ΔQ has significant 




Fig. 4.12.  Performance curves of ROCOF relays with the variation of ΔQ and at the presence of constant 
impedance load (relay-setting: λ= 1.2 Hz/s). 


























































4.3.3.2 Impact of active and reactive power imbalance Scenarios on NDZ 
Among the four possible power imbalance scenarios, scenario (a) was explored in 
section 4.3.3.1, while investigating the performance of ROCOF relays. Therefore, in 
this sub-section all four scenarios are investigated to obtain the pessimistic boundary-
limit of NDZ for each scenario. In this performance analysis, the maximumvalue of ΔQ 




Fig. 4.13.  Performance curves of ROCOF relays (relay-setting: λ= 1.2 Hz/s) under (a) scenario (a): 
deficit of ΔP and ΔQ, scenario (b): excess of ΔP and ΔQ, scenario (c): excess of ΔP and deficit of ΔQ; (b) 
scenario (d): deficit of ΔP and excess of ΔQ. 
 
Fig. 4.13 illustrates the performance curves of ROCOF relays under four possible 
power imbalance scenarios, considering the pessimistic boundary-limit of NDZ.  To 
obtain the pessimistic limit of NDZ, each scenario is investigated with constant P, 
constant I and constant Z load for 0% <ΔQ ≤ 50% and 0% <ΔP < 100%. Then, the 
maximum numerical value of ΔPc is considered as the pessimistic limit of NDZ of 
ROCOF relay. For scenarios (a) and (b), the pessimistic limit of NDZ is obtained for 
constant Z load with ΔQ of50%,whereas investigation of scenario (c) reveals that the 
pessimistic limit of NDZ is found for constant P load with ΔQ ranges from 0% to 























Scenario (a), const. Z load, Q= 50%
Scenario (b), const. Z load, Q= 50%
Scenario (c), const. P load, Q= 0-50%
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Scenario (d), const. Z load, Q= 0.1%
Scenario (d), const. P load, Q= 0-50%





50%,see Fig. 4.13 (a). By analysing the performance curves of scenario (d), it is evident 
that when ΔQ gets close to50%, a constant P load yields the pessimistic limit of NDZ. 
Moreover, for constant P load, the performance curve does not show significant 
variation when ΔQ changes from 0% to 50%. However, varying ΔQ towards0% yields 
the numerically maximum ΔPc for constant Z load, as depicted in Fig. 4.13(b). Table 4-
II summarizes the pessimistic boundary-limit of NDZ, i.e., ΔPc, of ROCOF relay under 
all four scenarios. 
TABLE 4-II 
PESSIMISTIC BOUNDARY LIMIT OF NDZ OF ROCOF RELAY UNDER POWER IMBALANCE SCENARIOS (RELAY-
SETTING = 1.2 HZ/S AND DETECTION TIME = 0.2S) 
 
In summary, considering all possible power imbalance scenarios and using a specific 
relay-setting of λ = 1.2 Hz/s and a detection time τd = 200 ms, the variation of ΔPc is 
observed for all three types of load; the maximum numerical value of ΔPc is obtained as 
29.5% for scenario (a) i.e. deficit of ΔP and ΔQ. Besides, for scenarios (b), (c) and (d), 
ΔPc is obtained as 20.5%, 12% and 19.9%, respectively.  
The investigations on NDZ of VS and ROCOF relays, as presented in Sections 4.2 
and 4.3, have provided the insight into the performance of these conventional relays for 
a particular relay-setting (α = 10° for VS and λ = 1.2 Hz/s for ROCOF relay) and 
detection-time (200 ms). In continuation with this study, the following Section 
investigates the performance of VS and ROCOF relays under variable relay-setting and 
detection-time. 
4.4 CASE STUDY FOR INVESTIGATING THE PERFORMANCE OF 
VS AND ROCOF RELAYS 
A case study is conducted to investigate the performance of VS and ROCOF relays 
for different relay-setting and detection-time. To do so, a total of 6,000 events, which 
include 4,800 islanding and 1200 non-islanding, are generated from the test network of 
Fig. 3.9 (presented in Chapter 3). It is worth noting that all four possible combinations, 
Power imbalance scenarios Load-type ΔQ (%) ΔPc (%) 
(a): Deficit ΔP and deficit ΔQ Constant Z 50 29.5 
(b): Excess ΔP and excess ΔQ Constant Z 50 20.5 
(c): Excess ΔP and deficit ΔQ Constant P 0-50 12 
(d): Deficit ΔP and excess ΔQ Constant Z 0-0.1 19.9 
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i.e., deficit and excess of ΔP (0%-100%) and ΔQ (0%-50%), are considered while 
generating the islanding events. Table 4-III shows the number of islanding and non-is-
landing events used for the investigation. As shown in Table 4-III, three types of loads 
are given equal importance while generating the islanding and non-islanding events. 
Besides, even distribution of ΔP is maintained in the generated islanding events under 
each type of load. For example, for scenario (a) and constant Z type-load, total 400 
events have been generated by keeping ΔP of 1%, 2%,…,100%, where 4 events are 
generated for ΔP = 1%, another 4 events are generated for ΔP = 2%, and so on. In the 
remaining part of this Section, performance of vector surge and ROCOF relays is 
investigated; in Section 4.4.1 and 4.4.2, performance of VS relay is investigated, 
whereas performance of ROCOF relay is assessed in Section 4.4.3 using a wide range 
of relay-setting and detection-time. 
TABLE 4-III 
ISLANDING AND NON-ISLANDING EVENTS USED FOR THE PERFORMANCE ANALYSIS OF VS, ROCOF AND SVM-
BASED APPROACH 











(a): Deficit ΔP and deficit ΔQ 400 400 400 1200 
1200 
(b): Excess ΔP and excess ΔQ 400 400 400 1200 
(c): Excess ΔP and deficit ΔQ 400 400 400 1200 
(d): Deficit ΔP and excess ΔQ 400 400 400 1200 
 
4.4.1 Performance of VS relay under variable relay-setting 
In this sub-section, using the concept of critical active power imbalance (ΔPvs_crit), VS 
relay is evaluated as a function of relay-setting (α). To do so, a curve, which represents 
ΔPvs_crit as a function α, can be obtained from the equality constraint of (4.6), assuming 
the parameters H, d and ΔT are constant. The curve is illustrated in Fig. 4.14 for H = 
1.5 s, d =200 ms and ΔT =20 ms. The curve reveals the minimum amount of active 
power imbalance or ΔPvs_crit required for a VS relay to detect islanding at different 
relay-setting (α), when DG is synchronous generator (inertia constant H = 1.5 s) type 





Fig. 4.14.  Critical active power imbalance (ΔPvs_crit)associated with islanding detection of synchronous 
generator using VS relay with variable relay-setting |α|. 
According to [104], normally VS relay allows the setting of α in the range from 2° to 
20°. Moreover, using the absolute value of α smaller than 2° may create nuisance 
tripping and as a result, performance of VS relay may degrade severely. Therefore, in 
Fig. 4.14, the curve of VS relay corresponding to different value of ΔPvs_crit is plotted as 
a function of absolute value of α considering |α| ≥ 2° and using (4.6) with equality 
constraint. The curve obtained from analytical expression given by (4.6) is also 
validated by the simulated data of Table 4-III and results are plotted in Fig. 4.14. From 
Fig. 4.14, it can be concluded that VS relay fails when power imbalance is less than 
8.8% considering the minimum relay setting of |α| = 2°. 
4.4.2 Performance of VS relay as a function of relay-setting and 
detection-time 
As stated earlier, normal operating range of VS relay lies within 2° to 20°. Hence, by 
tuning the relay-setting from 2° to 20°, performance of VS relay is investigated using 
the data of Table 4-III and considering a typical detection time ranging from 110 to 200 
ms. In this context, false alarm (FA) and detection rate (DR) are selected as the two key 
performance indicators. Firstly, FA corresponding to 1200 non-islanding events, see 
Table 4-III, are calculated by varying the relay-setting from 2° to 20° for a specific 
detection time (τd) , e.g., 110 ms. Then,  τd is changed to 120 ms and FA is calculated 
for the aforementioned range of relay-setting. Thus, Fig. 4.15 is obtained using variable 
relay-setting and detection time, and it highlights the FA of VS relay. Similarly, DR for 
all four power imbalance scenarios is determined. For each power imbalance scenarios, 
a total of 1200 islanding events are considered separately. The test results are illustrated 






















 = 8.8% (simulation) 
                      
P
vs_crit
 = 8.77% (Analytical Expression)
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in Figs. 4.16(a)-(d). 
 




Fig. 4.16.  Detection rate (DR) of VS relay as a function of relay-setting and detection time (τd), under 
four possible power imbalance scenarios: (a) deficit of ΔP and deficit of ΔQ, (b) excess of ΔP and excess 
of ΔQ, (c) excess of ΔP and deficit of ΔQ, and (d) deficit of ΔP and excess of ΔQ. 
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Fig. 4.15 shows that keeping a very small value of relay-setting, i.e., close to 2°, 
yields a very high percentage of FA. For example, if the relay is set below 10°, the risk 
of FA reaches 20% or more (see Fig. 4.15). Figs. 4.16(a)-(d) illustrate the opposite 
picture of Fig. 4.15 in terms of relay-setting. As shown in Figs. 4.16(a)-(d), for a relay-
setting of 10° or less, DR of 80% or more can be achieved. Moreover, Figs. 4.15 and 
4.16(a)-(d) reveals that, for small relay-setting and small detection time, performance is 
improved in terms of FA (i.e. less FA) whereas poor performance is achieved if DR is 
considered. Therefore, in order to keep a trade-off between DR and FA, settings of VS 
relay are adjusted as per utility and standard requirement. 
4.4.3 Performance of ROCOF relay as a function of relay-setting and 
detection-time 
Normally ROCOF relay is operated by keeping the relay-setting from 0.1 Hz/s to 1.2 
Hz/s. Therefore, by tuning the relay-setting from 0.1 Hz/s to 1.2 Hz/s, performance of 
ROCOF relay is investigated using the data of Table 4-III and considering a typical de-
tection time ranging from 100 to 200 ms. Following the similar strategy as used for VS 
relay, firstly, FA corresponding to 1200 non-islanding events are calculated by varying 
the relay-setting from 0.1 Hz/s to 1.2 Hz/s for a specific detection time (τd) , e.g., 100 
ms. Then,  τd is changed to 101 ms and FA is calculated for the aforementioned range of 
relay-setting. Thus, Fig. 4.17 is obtained using variable relay-setting and detection time, 
and it highlights the FA of ROCOF relay. Similarly, DR for all four power imbalance 
scenarios is determined. For each power imbalance scenarios, a total of 1200 islanding 
events are considered separately. The test results are illustrated in Figs. 4.18(a)-(d). 
 
 










Fig. 4.18.  Detection rate (DR) of ROCOF relay as a function of relay-setting and detection time (τd), 
under four possible power imbalance scenarios: (a) deficit of ΔP and deficit of ΔQ, (b) excess of ΔP and 




As expected, Fig. 4.17 shows that keeping a very small value of relay-setting, i.e., 
close to 0.1 Hz/s, yields a very high percentage of FA. For example, if the relay is set 
below 0.5 Hz/s, the risk of FA reaches 20% or more (see Fig. 4.17). Figs. 4.18(a)-(d) 
illustrate the opposite picture of Fig. 4.17 in terms of relay-setting. As shown in Figs. 
4.18(a)-(d), for a relay-setting of 0.5 Hz/s or less, DR of 70% or more can be achieved. 
Moreover, Figs. 4.17 and 4.18(a)-(d) reveal that, for small relay-setting and small 
detection time, performance is improved in terms of FA (i.e. less FA) whereas poor 
performance is achieved if DR is considered. Therefore, in order to keep a trade-off 
between DR and FA, settings of ROCOF relay are adjusted as per utility and standard 
requirement. Moreover, visual inspection of Figs. 4.18(a) and 5.18(d) reveals that 
scenarios (a) and (d) follow almost similar trend of DR with the variation of relay-
setting. 
4.5 COMPARATIVE ANALYSIS OF VECTOR SURGE AND 
ROCOF RELAYS WITH SVM BASED APPROACH 
TABLE 4-IV 
ISLANDING DETECTION USING AN SVM CLASSIFIER WITH LINEAR KERNEL 
Type of load Detection rate False alarm 
Constant P 98.64% 0.63% 
Constant I 100% 2.5% 
Constant Z 100% 2.5% 
 
In Chapter 3, performance of SVM-based approach for islanding detection of DG is 
elaborately presented. However, in order to conduct the comparative analysis of VS and 
ROCOF relays with SVM-based approach, the events of Table 4-III are tested using the 
trained SVM. It is to be noted that trained SVM, as developed in Chapter 3, were kept 
unchanged, i.e., no re-training was conducted to test the events of Table 4-III. The test 
results are illustrated in Table 4-IV, which indicate the successful classification of the 
islanding events with limited rate of false alarm (less than 3%). In Section 4.5.1, 
comparative analysis between VS and SVM relay is conducted; then, comparative study 
between ROCOF and SVM relay is carried out in Section 4.5.2 on the basis of ROC 
(Receiver Operating Characteristic) curves and detection-time of islanding. 
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4.5.1 Comparative Study between VS relay and SVM based Method 
In this sub-section, VS relay and SVM based method is compared using two criteria 
of performance evaluation. First criteria is based on the ROC curves which is obtained 
by applying the VS and SVM based methods in islanding detection; second criteria is 
based on the performance of VS and SVM relays, by assessing the detection-time of 
islanding using both methods. The comparative study between SVM and VS relays 
using these two performance criteria are presented in Sections 4.5.1.1 and 4.5.1.2, 
respectively. 
4.5.1.1 Comparative Performance Analysis between VS relay and 
SVM Method using ROC curves 
In order to conduct the comparative analysis between VS and SVM-based approach, 
detection time of 200 ms is considered for both methods. In 50 Hz system, 10 cycle cor-
responds to 200 ms; therefore, feature extraction of SVM-based approach is performed 
by using a sliding time window of ΔT = 10 cycle duration, see Section 3.3. Thus, using 
the common platform, i.e., same data of Table 4-III and equal detection time of 200 ms, 
performance of VS and SVM-based approach is compared. The Receiver Operating 
Characteristic (ROC) curves, as shown in Fig. 4.19, are used for this comparative 
analysis. To this end, ROC curves corresponding to four possible combinations of 
power imbalance scenarios are taken into account. Tuning the threshold setting of both 
methods, FA and DR are obtained which gives rise to the ROC curves. For instance, VS 
relay-setting is varied from 2° to 20°, and at each relay-setting, FA and DR are 
considered for plotting the ROC curves of VS relay. In the similar approach, decision 
boundary of trained SVM is tuned by changing the bias value b and the ROC curves are 
acquired thereby. As illustrated in Fig. 4.19, SVM-based approach produces 
significantly better performance than VS relay for scenarios (a), (b), (c) and (d), which 
include all possible combinations of deficit and excess of active and reactive power 
imbalance scenarios soon after the inception of islanding. However, VS relay can 
produce almost same DR of SVM method if FA of 40% or more, i.e., a risk of high 







Fig. 4.19.  ROC curves of VS relay and SVM-based approach under scenarios: (a) deficit of ΔP and 
deficit of ΔQ, (b) excess of ΔP and excess of ΔQ, (c) excess of ΔP and deficit of ΔQ, and (d) deficit of ΔP 
and excess of ΔQ. 
4.5.1.2 Comparative Performance Analysis between VS relay and 
SVM Method on the basis of detection-time 
Using the data of Table 4-III, islanding ―detection time‖ of each event is determined 
for the conventional vector surge relay (VSR) as well as SVM relay (SVMR). But, the 
final value of detection time, as plotted in Fig. 4.20, is selected by taking the average 
value. To do so, at each ΔP level, 10-15 events are considered and their average 
detection time is selected as final detection time at that ΔP level. This same technique is 
followed for all combinations of power imbalance scenarios, which include deficit and 
excess of active power imbalance (ΔP) and reactive power imbalance (ΔQ). Thus, Figs. 
4.20(a)-(d) are obtained and they illustrate the islanding detection time of SVMR and 
VSR. It is worth noting that setting value of VSR was kept at 10° during this 
comparative study, since this setting gives a reasonably good performance if a trade-off 
between DR and FA are taken into account (see Figs. 4.15 and 4.16). Similarly, 9 
sample majority voting, which is demonstrated in Chapter 3 as a reliable decision-rule, 
is considered for SVMR. As shown in Figs. 4.20(a)-(d), SVMR relay can successfully 
operate under all possible combinations of power imbalance scenarios within 200 ms of 
the onset of islanding. However, SVMR requires a slightly higher detection time, i.e., 
200-300 ms under the scenario (b), i.e., excess of ΔP and ΔQ with ΔP < 5% (see Fig. 

































































































4.20(b)). VSR needs larger detection time in comparison to SVMR for scenarios (a)-(d) 
when ΔP < 50%; however, for ΔP ≥ 60%, it requires detection time of around 100-160 
ms, which is slightly lower than SVMR that operates within 160-200 ms of islanding 
inception. Therefore, for an allowable islanding detection time of 200 ms and taking all 
possible combinations of ΔP and ΔQ into account, it can be concluded thatSVMR 





Fig. 4.20.  Detection time of the SVM based relay (SVMR) and vector surge relay (VSR) under four 
possible combinations of power imbalance scenarios: (a) deficit of ΔP and deficit of ΔQ, (b) excess of ΔP 
and excess of ΔQ, (c) excess of ΔP and deficit of ΔQ, and (d) deficit of ΔP and excess of ΔQ. 
4.5.2 Comparative Study between ROCOF relay and SVM based 
Approach 
In this sub-section, ROCOF relay and SVM based method is compared using two 
criteria of performance evaluation as used in Section 4.5.1. The two performance 
criteria, which include the ROC curves and the assessment of the relays on the basis of 
detection-time of islanding, are presented in Sections 4.5.2.1 and 4.5.2.2, respectively. 
4.5.2.1 Comparison of ROCOF Relay and SVM method using ROC 
curves 
In order to conduct the comparative analysis between ROCOF and SVM-based 
approach, detection time of 200 ms is considered for both methods. Thus, using the 
common platform, i.e., same data of Table 4-III and equal detection time of 200 ms, 






















































































performance of ROCOF and SVM-based approachis compared. The Receiver Operating 
Characteristic (ROC) curves, as shown in Fig. 4.21, are used for this comparative 
analysis. Tuning the threshold setting of both methods, FA and DR are obtained which 
gives rise to the ROC curves. For instance, ROCOF relay-setting is varied from 0.1 Hz/s 
to 1.2 Hz/s, and at each relay-setting, FA and DR are considered for plotting the ROC 
curves of ROCOF relay. As illustrated in Fig.4.21, SVM-based approach produces 
significantly better performance than ROCOF relay for scenarios (a), (b), (c) and (d), 
which include all possible combinations of deficit and excess of active and reactive 
power imbalance scenarios soon after the inception of islanding. However, for scenarios 
(a)-(d), ROCOF relay can produce almost same DR of SVM method if FA of 42% or 





Fig. 4.21.  ROC curves of ROCOF relay and SVM-based approach under scenarios: (a) deficit of ΔP and 
deficit of ΔQ, (b) excess of ΔP and excess of ΔQ, (c) excess of ΔP and deficit of ΔQ, and (d) deficit of ΔP 
and excess of ΔQ. 
4.5.2.2 Comparison of ROCOF Relay and SVM method on the basis 
of detection-time of Islanding 
Using the data of Table 4-III, islanding ―detection time‖ of each event is determined 
for the conventional ROCOF relay as well as SVM relay (SVMR). But, the final value 
of detection time, which is plotted in Fig. 4.22, is selected by taking the average value 
as mentioned in Section 4.5.1.2. Thus, Figs. 4.22(a)-(d) are obtained. These figures 






























































































illustrate the islanding detection time of SVMR, and ROCOF relay, during all possible 
combinations of power imbalance scenarios. It is worth noting that ROCOF relay-
setting was kept at 1.2 Hz/s during this comparative study, since this setting gives a 
reasonably good performance if a trade-off between DR and FA are taken into account 





Fig. 4.22.  Detection time of the SVM based relay (SVMR) and ROCOF relay; under four possible 
combinations of power imbalance scenarios: (a) deficit of ΔP and deficit of ΔQ, (b) excess of ΔP and 
excess of ΔQ, (c) excess of ΔP and deficit of ΔQ, and (d) deficit of ΔP and excess of ΔQ. 
 
As shown in Figs. 4.22(a)-(d), SVMR relay can successfully operate under all 
possible combinations of power imbalance scenarios within 200 ms of the onset of 
islanding. ROCOF relay needs larger detection time in comparison to SVMR for 
scenarios (a), (b), (d) when ΔP < 20%, and for scenario (c) when ΔP < 12%; however, 
for ΔP ≥ 20%, it requires detection time of around 100 ms, which is slightly lower than 
SVMR that operates within 160-200 ms of islanding inception. Therefore, considering 
an allowable islanding detection time of 200 ms along with all possible combinations of 
ΔP and ΔQ, SVMR supersedes the performance of ROCOF relay. 
4.6 SUMMARY 
This Chapter has presented performance evaluation of vector surge (VS) and rate-of-
change-of-frequency (ROCOF) relays, and a comparative analysis of VS and ROCOF 






























































































relays with the support vector machines (SVM) based approach, employed in islanding 
detection of Distributed Generation (DG). The performance of VS and ROCOF relays 
was evaluated using the concept of NDZ; the comparative analysis was based on the 
receiver operating characteristic (ROC) curves obtained under all possible combinations 
of power imbalance scenarios, which may exist during the formation of an island. 
During the testing phase, a large number of islanding and non-islanding events were 
generated by simulating the probable practical scenarios in a test network of Australia. 
Test results demonstrate that SVM-based approach is more reliable and effective than 
VS and ROCOF relays, in terms of the detection rate (DR) and false alarm (FA). In 
summary, the following contributions are highlighted in this Chapter: 
 Boundary limit of non-detection zone (NDZ), associated with VS and ROCOF 
relays, is established and formulated for constant P load. It has been further 
investigated for constant Z and constant I load. 
 Boundary limit of NDZ of VS and ROCOF relays, at the presence of constant Z, 
constant I and constant P load along with four possible combinations of deficit and 
excess of active and reactive power imbalance scenarios, are investigated to obtain 
the pessimistic limit of NDZ for VS and ROCOF relays. 
 Using an example test system, performance of VS and ROCOF relays is evaluated 
with variable relay-setting and detection time. 
 Performance of VS and ROCOF relays is compared with the SVM based relay 
(SVMR) on the basis of detection-time of islanding; SVMR demonstrates 
comparatively better performance than VS and ROCOF relays. 
 SVM-based approach is compared with VS and ROCOF relays on the basis of ROC 
curves, which explicitly show the superior performance of SVM-based method over 






VOLTAGE DIPS/SAGS AND ITS ASSOCIATED 





Over the last few years, the concept of power quality (PQ) has been changed 
significantly, due to technological progression and customer awareness of better 
services. A few years ago, the main PQ concerns were the reliability, i.e., the frequency 
of the discontinuity of electricity supply. At present, the problems related to PQ include 
voltage dips, fluctuations, temporary interruptions and harmonics [19]. The increased 
application of non-linear power electronic devices in electric power systems hastens the 
degradation of PQ, thereby necessitating more attention from electricity sector agents 
[20]. 
Voltage dip is usually considered a PQ problem of equal importance as long and short 
interruptions in the supply [21, 22]. They are generally defined as the short-duration 
reduction in root-mean-square (rms) voltage caused by switching and/or starting of 
electrical motors, generators and bulk loads, transformer energization and faults or short 
circuits in the power networks [23]. Even though power utilities and customers are 
exerting extensive efforts to improve the reliability of power networks, it has been very 
challenging to control the external factors that cause voltage dips.  
Deregulation of energy market, economic benefits for distributed generation (DG) 
owners, and higher reliability through the reduction of outage intervals, have increased 
the penetration of local distributed generators, which are typically synchronous 
machines [11, 52]. This increased penetration of DG will have an impact on the PQ 
issues in a number of ways. The positive impact can be observed for certain disturbance 
levels, such as voltage dips, harmonics, and voltage fluctuations. However, utility 
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companies provide specific interconnection guidelines, and these local generators or 
DGs must comply with these guidelines/requirements [2]. Failure to meet these 
requirements will trip the DG; as a result, PQ issues, e.g., voltage dips may occur during 
the disconnection period of DG. 
This Chapter investigates the voltage dips and its associated phase-angle jumps in 
power network due to various kinds of faults. The presence of synchronous type DG is 
also included in the voltage dip investigations. Seven types of voltage dips (A, B, D, F, 
E, C, and G) as proposed in [22], are taken into account during the study.  
The remaining part of the Chapter is structured as follows. Section 5.2 describes the 
analytical expression of voltage dips due to balanced and unbalanced faults; the 
presence of DG is also included in the developed expressions. An illustrative example is 
presented in section 5.3 to validate the developed expressions. Section 5.4 highlights the 
severity of voltage dips for different fault-types, fault-location, size and location of DG. 
Section 5.5 presents a brief discussion addressing the importance of classification and 
characterization of voltage dips. Section 5.6 concludes the Chapter. 
5.2 VOLTAGE DIPS AND PHASE-ANGLE JUMP WITH AND 
WITHOUT DG 
Voltage dips may occur from motor-starting, transformer energizing, and short-
circuits in the transmission and/or distribution system. In this section, voltage dips 
initiated by short-circuits are analysed. Firstly, an analytical expression of voltage is 
presented for a distribution network, where voltage dip occurs due to fault. To this end, 
a general expression of seven types of voltage dips (A, B, D, F, E, C and G), with and 
without DG, is developed.  
 



















In order to determine the voltages at different buses of a test network, the distribution 
network model of Fig. 5.1 is considered. This model comprises source impedance (Zs) 
at the point of common coupling (PCC). The source voltage Es and impedance Zs are 
regarded as Thévenin equivalent of the upstream side. A total of n number of buses is 
shown in the model, where a fault (with fault impedance Zf) occurs at bus x. In this 
model, load currents are assumed to be negligible during fault (since fault currents are 
typically very high in comparison to load current). Synchronous Generator based DG is 
considered to analyse the impact of DG on voltage dips. It is to be noted that firstly, the 
general expressions of voltage dips associated with different types of faults and their 
corresponding types of dips are developed. Then, the contribution of DG is included to 
develop the expressions of voltage-dip and phase-angle jump during fault. 
To formulate the general expressions of voltages during different types of faults, in 
Section 5.2.1, sequence-network diagram is formed considering the positive, negative 
and zero sequence impedance of the network. In Section 5.2.2, the 3-phase voltages 
during-fault (or the during-fault voltage) at a monitoring bus m are determined.  Then, 
in Section 5.2.3, taking seven types of voltage dips into account, voltage-dip dv is 
expressed as a function of sequence-impedance component of the network. Moreover, 
phase-angle jumps associated with different dip-types are presented. Lastly, Section 
5.2.4 shows the derivation of the expressions of voltage-dip dv and phase-angle jumps 
associated with different dip-types, when DG is connected to the network. 
5.2.1 Sequence Network Diagrams for different types of Faults 
Considering the test system of Fig. 5.1, voltage-current relationship can be given in 























































































































     VYI BUS  (5.1b) 
Re-arranging Eq. (5.1b) yields  
         IZIYV  1BUS  (5.2) 
whereZ refers to the bus impedance matrix     1 BUSYZ  and the elements of Z are 
divided into two parts: driving point impedance and transfer impedance, which can be 














The driving point impedance of a bus/node is equal to the Thévenin equivalent 
impedance of the network observed from that bus/node. Therefore, the driving point 
impedance or the diagonal elements of Z is applied to calculate the short-circuit current 
due to faults at different buses. In short-circuit studies, symmetrical components are 
assumed to be independent. In other words, assuming the network to be symmetrical, 
where an unsymmetrical fault takes place, the three sequence components, i.e., positive, 
negative and zero sequence components, are independent of each other.  
For the test network of Fig. 5.1, the positive, negative and zero sequence impedance 
matrixes are built to develop the sequence network diagram associated with balanced 
and unbalanced faults. Therefore, three single-phase sequence network diagrams are 
required for individual consideration. These sequence diagrams are single-phase models 
of the power system and the impedance matrix can be used to model them. Using the 
method proposed in  [113, 114], the three sequence bus impedance matrixes for the 
network can be easily obtained. 
In order to build the sequence impedance matrix, the sequence impedance (positive, 
negative and zero sequence) encountered by the currents is investigated. It reveals that 
sequence currents depend on power system equipment, such as, 
transmission/distribution line, transformer, generator, etc. Both positive and negative 
sequence impedance of non-rotating apparatus, e.g., transmission/distribution line, is 
same. However, zero sequence impedance of overhead line usually lies between two to 
six times of positive sequence impedance, and it depends on grounding wires, tower 
footing resistance, etc. The leakage impedance of transformers represent the positive 
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and negative sequence impedance, whereas zero sequence impedance of transformers 
varies from open circuit to a low value based on the connection of transformer winding, 
the core construction and method of neutral grounding [115]. For evaluating the 
synchronous generator’s performance, the positive sequence synchronous reactance, 
dX , is used in steady state analysis, whereas subtransient reactance  ''dX and transient 
reactance  '
d
X  is used in transient study. Negative and zero sequence impedance of 
synchronous machine are provided by the manufactures, based on their test results. 
From the above discussion it can be concluded that the positive-sequence network is 
almost equal to the negative-sequence with two exceptions: a source is absent in the 
negative-sequence network and the reactance of the generator due to negative-sequence 
may be different from the positive one. The structure of positive-sequence impedance 
matrix  PZ  is similar to the negative one  NZ , but a small numerical difference may 
be found which is negligible. The zero-sequence impedance matrix is quite different 
from negative and positive ones. It has no voltage source and has discontinuities due to 
transformer winding connections; and the impedance values are different from positive 
ones. 
Four major types of short-circuit faults are normally found in power systems, they 
are: a) balanced three-phase fault, b) single-phase/single-line to ground fault, c) phase-
to-phase fault, and d) double line-to-ground fault. Fault a) is known as symmetrical or 
balanced fault whereas faults b), c) and d) are regarded as unsymmetrical or unbalanced 
faults. The connection diagrams of the hypothetical stubs for these four types of faults 
through a fault-impedance Zf are shown in Fig. 5.2.  
Now, considering a fault at bus x (with fault impedance Zf) of Fig. 5.1, the sequence 
network diagrams associated with the four types of faults are illustrated in Fig. 5.3. It 
should be noted that in Fig. 5.3, the superscripts 0, P and N over the variables indicate 
the zero, positive and negative sequence components and 
pref(x)
a
V indicates a-phase 




Fig. 5.2. Hypothetical connection diagrams for (a) 3-phase symmetrical fault, (b) single line-to-ground 
(SLG) fault, (c) phase-to-phase fault, and (d) double line-to-ground fault, through fault impedance. 
 
Fig. 5.3. Sequence network diagrams for (a) 3-phase symmetrical fault, (b) single line-to-ground 





















































































5.2.2 Expression of phase-voltages during different types of Faults 
Development of the expressions of 3-phase voltages during balanced dip (associated 
with balanced faults) and unbalanced dip (associated with unbalanced faults) is 
presented below: 
i) Balanced voltage dip 
Balanced dips are caused by three-phase faults. Considering a three-phase fault at bus 
x of Fig. 5.1 (with fault impedance Zf), voltage at node m (monitoring bus) during the 
fault is given by 
 
mxpref(m)mx
VVV   (5.3) 
where mxV Voltage at monitoring bus m due to 3-phase fault at bus/node x, 
pref(m)V Pre-fault voltage at monitoring bus m, and  
 mxV Change in voltage at monitoring bus m due to 3-phase fault at bus/node x. 
Equation (5.3) shows that the voltage during the fault is equal to the pre-fault voltage at 
the monitoring bus plus the change of voltage due to the fault. 
Now, during three-phase short-circuit at x, the current ―injected‖ into x is given by 
(5.4), where 
pref(x)
V is the pre-fault voltage at bus x, xxZ is the Thévenin impedance or 
the impedance seen from the faulted bus x into the network, and the minus sign is 
considered due to the direction of current. Only positive-sequence values are required to 









  (5.4) 
Once the ―injected‖ current is known, the voltage-change at any bus m can be calculated 
using the transfer impedance between bus m and node x, denoted as mxZ . Thus, change 










  (5.5) 













   (5.6) 
Equation (5.6) shows that the voltage-change at bus m due to a 3-phase fault at node x is 
given by the ratio of the transfer impedance to the driven point impedance at the faulted 
bus/node. 
ii) Unbalanced voltage dip 
Symmetrical components are used for the analysis of unbalanced voltage dips which 
are caused by unsymmetrical faults. As the sequence components are independent in 
symmetrical systems, the during-fault voltage for each sequence components can be 
determined by using (5.3). Before the fault, only a positive-sequence component
 prefP,V  exists in the node voltages; therefore, pre-fault voltage of negative and zero 




P   (5.7a) 
 NVV N 0  (5.7b) 
 00 VV 0  (5.7c) 
Considering phase-a as the symmetrical phase, the phase voltages can be obtained by 





















































From (5.7) and (5.8), the phase-voltages can be presented as 
 
0NPprefP,
a VVVVV   (5.9a) 
 
0NPprefP,





c aaa VVVVV 
2
 (5.9c) 
(a) Unbalanced voltage dip due to single line-to-ground (SLG) fault 
As shown in Fig. 5.3, due to single-phase or single line-to-ground (SLG) fault at bus 















































































  (5.11c) 





















































  (5.12c) 
Transforming back to phase components, the phase-voltages due to SLG faults are 
obtained as follows, 
















  (5.13a) 






















b aaa  (5.13b) 





















c aaa  (5.13c) 
(b) Unbalanced voltage dip due to phase-to-phase fault 
In the analysis of phase-to-phase fault, only the negative and positive sequence 
networks participate. As shown in Fig. 5.3 (c), the positive- and negative-sequence 
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current at the fault location is equal in magnitude, but the direction is opposite. Equation 


















 ;  (5.14) 































Moreover, the change of zero-sequence voltage is zero. Thus, the phase-voltages are 
obtained by adding the pre-fault voltage to (5.15a) and then, performing the 
transformation of sequence components to phase components. This yields the phase-
voltages, at bus m due to phase-to-phase faults at bus x, as given below, 














  (5.16a) 































  (5.16c) 
(c) Unbalanced voltage dip due to double-phase to ground fault 
Following the diagram shown in Fig. 5.3 (d), the fault current due to two-phase-to-
ground fault can be easily derived. The three sequence currents are different as the 
sequence networks are connected in parallel. Thus, the injected currents in the sequence 
networks are given by 
 
 






































  (5.17a) 
 
 














  (5.17b) 
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  (5.17c) 
The nodal voltages can be calculated by means of sequence currents and the transfer 
impedances in the corresponding sequence. The positive-sequence voltage is the only 
sequence voltage that is present prior to the fault and is equal to the pre-fault voltage at 
phase a. Thus, the during fault sequence voltages are 
 
 



















  (5.18a) 
 
 















  (5.18b) 











  (5.18c) 
Finally, the during-fault phase voltages are found by applying the symmetrical 
component transformation as follows, 
 
     

























  (5.19a) 
     



























  (5.19b) 
     





























  (5.19c) 
 
5.2.3 Voltage-dip and phase-angle jump for seven types of Dips 
Seven types of voltage dips normally exist in electricity networks; they are A, B, D, 
F, E, C and G type, as discussed in Chapter 2. Dip-types A, B, and E are obtained due to 
3-phase, single line-to-ground, and phase-to-phase faults, measured at the fault location. 
Dip-type C may result from phase-to-phase fault measured at the fault location. Dip-
types D and F are obtained from the propagation of dip-types C and E via transformers. 
Dip-type G usually results from the propagation of dip-type F [31] and it is usually 
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found for double line-to-ground faults. Phasor representation of seven types of voltage 
dips with severely affected dip-phase is illustrated in Table 5-I. 
TABLE 5-I 
VOLTAGE PHASORS FOR SEVEN TYPES OF VOLTAGE DIPS 
Dip-
type 
Severely affected dip-phase 






a-phase or b-phase or c-
phase 
Voltage phasors (severely affected a-phase): 
C 
ab-phase or bc-phase or ca-
phase 
Voltage phasors (severely affected bc-phase): 
D a-phase or b-phase or c-
phase 
Voltage phasors (severely affected a-phase): 
E ab-phase or bc-phase or ca-
phase 
Voltage phasors (severely affected bc-phase): 
F a-phase or b-phase or c-
phase 
Voltage phasors (severely affected a-phase): 
G ab-phase or bc-phase or ca-
phase 
Voltage phasors (severely affected bc-phase): 
 
In summary, three types of dips are characterized with major drop in one of the 
phases (B, D, and F); they are called single phase voltage dips, see Table 5-I for 
illustration. Three dips are characterized with major drops in two of the phases and are 
called double phase dips (C, E, and G). The dip-type A is called a three-phase dip or 
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balanced or symmetrical dip. Now, the expression of voltage-dip dv is derived for seven 
types of dips, assuming the pre-fault voltage at monitoring bus m and the faulted bus x 
is 01 . 
(a) Voltage-dip dv for type A 
From (5.6), the expression of phase-a magnitude for type-A dip can be given by 









1  (5.20) 
Thus, for dip-type A, the expression of voltage-dip dv, observed at monitoring bus m 
due to fault at bus x, is given by 
 A1
mx








 1 . 
(b) Voltage-dip dv for type B, D and F 
Taking the phase-voltage a into account, from (5.13a), the expression of phase-a 
























  (5.22) 
Thus, for dip-types B, D and F, the expressions of voltage-dip dv, observed at 
monitoring bus m due to fault at bus x, are given by 
 BDF1
mx




























(c) Voltage-dip dv for type E and C 
Taking the phase-voltage b into account, from Eq. (5.16b), the expression of phase-b 



























Thus, for dip-types E and C, the expressions of voltage-dip dv, observed at monitoring 
bus m due to fault at bus x, are given by 
 EC1
mx
























(d) Voltage-dip dv for type G 
Considering the phase-voltage b, from Eq. (5.19b), the expression of phase-b 
magnitude for dip-type G can be given by (assuming pre-fault voltages = 01 ) 
     










































Thus, for dip-type G, the expressions of voltage-dip dv, observed at monitoring bus m 
due to fault at bus x, are given by 
 G1
mx
vd  (5.27) 
where 
     









































The expressions of dv for seven types of dips are summarized in Table 5-II. Along 
with the reduction of the voltage magnitude, as presented through the expressions of 
mx
vd , remote fault also leads to a variation in the phase angle of the voltage. This 
variation of phase angle is known as phase-angle jump [116]. From Eq. (5.6) it can be 









is not a real number. However, for unsymmetrical fault or dip-types 
B, D, F, E, C, and G, the phase-angle jump of each phase-voltage are considered 
separately. From expressions (5.3)-(5.19), the phase-angle jumps corresponding to 
seven types of voltage dips can be easily derived, and these are given in Table 5-III. It is 
to be noted that for deriving the expressions of phase-angle jump, pre-fault voltage is 
assumed to be 01 . Moreover, due to fault at bus x and monitoring point at bus m of 
Fig. 5.1, the phase-angle jumps at a-, b-, and c-phase are denoted as 
mxmxmx
cba   and,, , respectively. 
TABLE 5-II 
EXPRESSIONS OF VOLTAGE-DIP FOR SEVEN TYPES OF VOLTAGE DIPS 
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EXPRESSIONS OF PHASE-ANGLE JUMP FOR DIFFERENT DIP-TYPES 
Dip-
type 
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5.2.4 Voltage-dip dv and phase-angle jump for seven types of Voltage 
Dips with DG 
Table 5-II and 5-III summarize the expressions of voltage-dip and phase-angle jumps 
due to different types of dips. In these expressions, inclusion of DG was not considered. 
Considering a synchronous generator based DG connected at n-th bus of Fig. 5.1, the 
expressions of dv (voltage-dip) and phase-angle jumps associated with balanced and 




i) Balanced voltage dip (Type A) with DG 
Due to balanced or symmetrical fault at bus x, voltage at any monitoring bus m can be 
obtained. To do so, the test network of Fig. 5.1 is simplified to derive the during-fault 
voltage at m and the simplified equivalent network is shown in Fig. 5.4. Now, 
expressing the DG internal voltage as DGE , and applying superposition theorem at 
monitoring bus m, see Fig 5.4, voltage at bus m can be given by 
 



















 (5.28)  
where 
1x
eqZ = Equivalent impedance between bus x and PCC bus or bus 1, 
mn
eqZ = Equivalent impedance between bus m and n, 
xm
eqZ = Equivalent impedance between bus x and m. 
 
Fig. 5.4.  Simplified network diagram of the test system of Fig. 5.1 for dip-type A associated with 
balanced 3-phase or symmetrical fault at bus x. 
Taking the magnitude of phase-voltage a of (5.28) into account, voltage-dip (dv) at 
monitoring bus m due to fault at bus x can be given by 
 




















Besides, phase-angle jump associated with dip-type A can be easily obtained from 
(5.29), which is given by 
 
      














































PCC/Bus 1 Bus x Bus m Bus n
120 
 
Expressions (5.28)-(5.30) are valid for the network topology shown in Fig. 5.1. In 
Fig. 5.1, DG is connected at remote end of a radial distribution feeder, and fault occurs 
between PCC bus and DG-connected bus. Thus, the simplified diagram of Fig. 5.4 is 
obtained and it is solved to get the during-fault (balanced) voltage at any monitoring bus 
m by applying superposition theorem. Similarly, for different positioning of DG along 
with different fault-location in the network, firstly, the simplified diagram needs to be 
obtained; then it can be solved to get the during-fault (balanced) voltage at any 
monitoring bus. 
ii) Unbalanced voltage dip (Type B, D, F, E, C, and G) with DG 
The presence of synchronous generator based DG in the network will obviously have 
an impact on the positive-, negative- and zero-sequence impedance matrix. Therefore, in 
order to develop the expressions of voltage-dip due to unbalanced faults with DG, the 
sequence impedance matrixes are taken into consideration. The positive-, negative- and 
zero-sequence impedance matrixes at the presence of synchronous generator based DG 
are shown in Fig. 5.5, which is acquired due to unbalanced fault at bus x of Fig. 5.1. 
Now, the description of symbols used in Fig. 5.5 is given below: 
0NP
SSS ZZZ ,, are the positive-, negative-, and zero-sequence impedance of upstream 
source, respectively. 
0NP
DGDGDG ZZZ ,, are the positive-, negative-, and zero-sequence impedance of 
synchronous generator based DG, respectively. 
0,1xN,1xP,1x
eqeqeq ZZZ ,, are the positive-, negative-, and zero-sequence equivalent impedance 
between bus 1 and bus x. 
xn0,xnN,xnP,
eqeqeq ZZZ ,, are the positive-, negative-, and zero-sequence equivalent impedance 
between bus x and bus n. 
0'N'P'
xxxxxx ZZZ ,, are the positive-, negative-, and zero-sequence Thévenin equivalent 




Fig. 5.5.  (a) Positive-, (b) negative-, and (c) zero-sequence impedance diagrams of the test system of 
Fig. 5.1 for investigating voltage-dip associated with unbalanced fault at bus x. 
Balanced faults as well as unbalanced faults including SLG, phase-to-phase, and 
double line-to-ground fault can be investigated by connecting the three sequence 
networks of Fig. 5.5 in the order as shown in Fig. 5.3.  It is to be noted that from the 
equivalent network diagrams as illustrated in Fig. 5.5, calculation of Thévenin 
equivalent impedance  0'N'P' xxxxxx ZZZ ,,  is a cumbersome task, especially for a large 
network with multiple DGs. Therefore, in order to make the task independent of 
network topology, bus impedance matrix is utilized. To this end, firstly, a minor 
modification, due to introduction of DG, is incorporated in the admittance matrix of 
















































































































Then, taking the inverse of the bus admittance matrix of (5.31), the bus impedance 
matrix is achieved; thus, the modified bus impedance matrix is denoted by a slight 
change in the notation (addition of a ―dash‖ in the superscript of ―impedance symbol‖) 
and it is given by     1'  'BUSYZ . Now, with the inclusion of DG, the positive-  P'Z , 
negative-  N'Z  and zero-  0'Z sequence impedance matrix are built as discussed in 
section 5.2.1. And, the sequence-impedance matrixes are described as: P'Z positive-
sequence impedance matrix including DG’s positive-sequence  PdgX  reactance while 
building the impedance matrix, N'Z negative-sequence impedance matrix including 
DG’s negative-sequence  NdgX  reactance while building the impedance matrix, 
0'
Z
zero-sequence impedance matrix including DG’s zero-sequence reactance  0dgX . Thus, 
with the introduction of DG, firstly, the sequence-impedance network is formed; then 
sequence network diagrams associated with different types of fault initiated dips are 
developed as discussed in Section 5.2.1. Afterwards, the expressions of voltage-dip dv 
for seven dip-types are obtained, which are summarized in Table 5-IV. Moreover, the 
phase-angle jumps associated with these types of dips are presented in Table 5-V.  
TABLE 5-IV 
EXPRESSIONS OF VOLTAGE-DIP FOR SEVEN TYPES OF VOLTAGE DIPS WITH DG 
Dip-type Voltage-dip (dv) at monitoring node m due to fault at bus x 
A 
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EXPRESSIONS OF PHASE-ANGLE JUMP FOR DIFFERENT DIP-TYPES WITH DG 
Dip-
type 
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In Tables 5-III and 5-V, phase angle jumps associated with dip-types D, F and C are 
not shown, since these types of dips are generated due to propagation of dips through 
different types of transformer winding configurations; it is discussed briefly in the next 
Section. From the expressions shown in Tables 5-IV and 5-V, it is evident that DG will 
have an impact on the value of voltage-dip and phase-angle jump for symmetrical and 
unsymmetrical faults initiated (different types of)voltage dips. In the next section, 
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simulation of a test distribution network is conducted to validate the analytical 
expressions under different types of voltage dips with and without DG. 
5.3 ILLUSTRATIVE EXAMPLE FOR VALIDATING THE 
ANALYTICAL EXPRESSIONS ASSOCIATED WITH VOLTAGE 
DIPS 
In Section 5.3.1, a simulation study is conducted which explores different types of 
dips and their associated phase-angle jumps at different buses during different types of 
faults. Then, in Section 5.3.2, validation of the analytical expressions of Section 5.2 is 
carried out considering the common test system and experimental platform. 
5.3.1 Simulation Study 
Single line diagram of a simple radial distribution network is shown in Fig. 5.6. This 
test system is simulated to analyse the different types of fault-initiated dips at different 
buses of the system. The upstream side of the test system is represented by Thévenin 
equivalent of the utility grid, where voltage level and fault level is considered as 66 kV 
and 1000 MVA, respectively. It is connected to PCC bus through a 66/11 kV 
transformer. Three-phase loads are distributed along the distribution feeder. A 
synchronous generator type DG (capacity of 2 MW) equipped with automatic voltage 
regulator (AVR) is connected at the remote end of the distribution feeder, see Fig. 5.6. 
The details of the test network’s parameters are presented in Appendix A.2. 
 
Fig. 5.6.  Single line diagram of a radial distribution network with synchronous generator (SG) based DG. 
Now, due to fault at any arbitrary bus(for this study, bus 8 is selected), voltages and 







































section 5.2, four types of faults are usually found in power system; they are Single line-
to-ground (SLG) fault, phase-to-phase fault, double line-to-ground fault and 
symmetrical or balanced 3-phase fault. These faults are the primary reason for 
developing different types of dips. However, propagation of dips through different 
network elements can change the type of dips. For example, transformer winding 
connection and load-connection can influence the type of dips. A general discussion on 
transformer winding connection and load connections are presented below. 
(a) Transformer Winding Connection  
Transformer winding connections are classified into three types to explain the 
transfer of three-phase unbalanced voltage dips, as well as the change in voltage dip-
type, from one voltage level to another [22].  
 Type 1 – Transformers that do not change anything to the voltages. The primary 
voltages (per unit) are equal to the secondary per unit voltages. The only 
transformer configuration that falls under this type is the Wye Grounded-Wye 
grounded (Yg-Yg).  
 Type 2 – Transformers that remove the zero-sequence voltage. Basically, the 
secondary voltage (pu) is equal to the primary voltage (pu) minus the zero-
sequence component. The Delta-delta (Dd), Delta-zigzag (Dz) and the Wye-wye 
(with both windings ungrounded or with only one star point grounded) belong to 
this type.  
 Type 3 – Transformers that changes line and phase voltages. Delta-wye (Dy), 
Wye-delta (Yd) and the Wye-zigzag (Yz) fit under this type.  
 
(b) Load Connection  
Three-phase loads in power networks are usually connected in two ways: wye-
connected and delta-connected. These types of connectivity of loads, along with 
different combinations of fault-types and transformer-types, can also influence the type 
of dips. 
In the simulation study, the seven types of dips, as discussed in Section 5.2.3, are 
generated by using the combinations of above three factors, i.e., fault type, winding 
connection of transformer, and load-connection. The combinations, which have been 
applied for generating the seven types of dips, are shown in Table 5-VI. 
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Table 5-VII illustrates the voltage-dip (dv) and phase-angle jumps associated with 
seven types of dips. These dips are encountered at bus 10 of Fig. 5.6, due to fault at bus 
8. Two scenarios are investigated in this simulation study; first scenario did not take DG 
into account, whereas the second scenario included the presence of DG at bus 11. From 
Table 5-VII it is evident that the presence of DG improves the voltage profile during 
dip, by showing comparatively less dv than the dv obtained when DG was not present. 
The reason is, the current provided by DG during fault, may keep the fault-current 
supplied by upstream side to a lesser amount resulting in less voltage drop at the 
monitored buses. Therefore, improvement of voltage-dip (dv) is observed for all seven 
types of dips, see Table 5-VII. However, phase-angle jumps show slight difference for 
the two scenarios under all types of dips. It is due to the fact that DG-reactance 
influences the impedance matrix, and hence, phase-angle jumps are affected. To 
demonstrate the effect of voltage-dip and phase-angle jump with and without DG, Fig. 
5.7 illustrates the instantaneous 3-phase voltages and its associated phase-angle, 
voltage-dip (dv) for type-D dip with severely affected a-phase.  
TABLE 5-VI 






Transformer type Load-connection 
Type 1:Yg-Yg Type 2:Dd Type 3:Dy Wye Delta 
A 3Φ No effect on transformer type No effect on load connection 
B LG Yes   Yes  
C 
LG   Yes Yes  
LL  Yes  Yes  
D 
LG  Yes  Yes  
LL   Yes Yes  
E LLG Yes   Yes  
F LLG   Yes Yes  
G LLG 
 Yes  Yes  
































a ° b ° c ° a ° b ° 
c
° 
A abc-phase  0.9212 65.37 65.37 65.37 0.9122 67.06 67.06 67.06 
B a-phase 0.9488 68.75 15.14 13.59 0.945 70.22 14.93 13.91 
C ca-phase 0.4835 64 7 68 0.4801 60 5 63 
D a-phase 0.7544 70 25 28 0.7499 69 24 27 
E ab-phase 0.4777 58.91 58.74 0 0.4725 58.89 58.70 0 
F a-phase 0.7645 73 19 32 0.7605 71 17 28 
G ab-phase 0.9607 2 68.74 7 0.9577 3 70 8 
 
Table 5-VII shows the voltage-dip (dv) and phase-angle jump at one monitoring bus, 
i.e., at bus 10. To investigate the effect of voltage-dip and phase-angle jumps at all other 
buses in the distribution feeder, a SLG and phase-to-phase fault initiated B- and E-types 
dips are investigated and the results are illustrated in Tables 5-VIIIA and 5-VIIIB, 
respectively. Similar to the previous analysis as conducted for monitoring bus 10, the 
other buses also encounters the difference in voltage-dip (dv) and phase-angle jumps 
with and without DG. However, buses in the proximity of fault encounter larger 













Fig. 5.7. (a) Instantaneous 3-phase voltages, (b) its phase-angles in time-domain, and (c) the associated 



























































































a ° b ° c ° a ° b ° c ° 
B 1 0.059 1.42 1.44 1.86 0.058 1.42 1.17 1.81 
B 2 0.108 2.59 1.44 1.86 0.109 2.60 1.16 1.79 
B 3 0.4015 4.11 5.20 4.10 0.398 4.30 4.99 4.23 
B 4 0.4015 4.11 5.20 4.10 0.398 4.30 4.99 4.23 
B 5 0.6966 8.43 10.52 9.18 0.69 9.11 10.31 9.41 
B 6 0.6966 8.43 10.52 9.18 0.695 9.11 10.31 9.41 
B 7 0.6966 8.43 10.52 9.18 0.695 9.11 10.31 9.41 
B 8 0.9488 68.75 15.14 13.59 0.945 70.22 14.93 13.91 
B 9 0.9488 68.75 15.14 13.59 0.945 70.22 14.93 13.91 
B 10 0.9488 68.75 15.14 13.59 0.945 70.22 14.93 13.91 
B 11 0.9488 68.75 15.14 13.59 0.946 64.69 14.93 13.92 
 
TABLE 5-VIIIB 















b ° c ° a ° b ° c ° 
E 1 0.0912 0 5.77 1.80 0.0897 0 5.80 1.77 
E 2 0.1334 0 9.30 3.20 0.1315 0 9.34 3.15 
E 3 0.2977 0 20.24 14.73 0.295 0 20.33 14.59 
E 4 0.2977 0 20.24 14.73 0.295 0 20.33 14.59 
E 5 0.4221 0 36.67 33.08 0.4182 0 36.77 32.90 
E 6 0.4221 0 36.67 33.08 0.4182 0 36.77 32.90 
E 7 0.4221 0 36.67 33.08 0.4182 0 36.77 32.90 
E 8 0.4777 0 58.91 58.74 0.4725 0 58.89 58.70 
E 9 0.4777 0 58.91 58.74 0.4725 0 58.89 58.70 
E 10 0.4777 0 58.91 58.74 0.4725 0 58.89 58.70 
E 11 0.4777 0 58.91 58.74 0.4723 0 57.99 57.65 
 
5.3.2 Validation of Analytical Expressions of Voltage Dips with and 
without DG 
In Section 5.3.1, the voltage-dip (dv) and phase-angle jumps under different types of 
faults are calculated using the simulated results at different monitoring buses. To 
validate the expressions developed in Section 5.2, this sub-section explores the case by 
case study of different types of fault initiated dips and their associated phase-angle 
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jumps with and without DG employing the developed analytical expressions as well as 
through network simulations. To this end, voltage-dips and phase-angle jumps, as 
observed at bus 10 due to fault at bus 8, are calculated from the impedance matrix of the 
test network shown in Fig. 5.6 and the analytical expressions associated with balanced 
and unbalanced faults. The results can be seen in Tables 5-IXA and 5-IXB. Two 
scenarios, which include the presence of DG and the absence of DG, are taken into 
account in this study. To carry out the validation, the results obtained through 
simulation and analytical expressions are placed side by side. Less than 1% difference is 
found in the test results, which indicate the acceptability of the developed expressions 
of presented in Section 5.2. 
TABLE 5-IXA 
ANALYTICAL EXPRESSION AND SIMULATION-WISE VOLTAGE DIPS, PHASE-ANGLE JUMPS OBTAINED AT BUS 10 DUE TO FAULT AT BUS 
















a ° b ° c ° a ° b ° c ° 
A abc-phase 0.924 67.77 67.77 67.77 0.9212 65.37 65.37 65.37 
B a-phase 0.9478 68.72 14.85 13.51 0.9488 68.75 15.14 13.59 
E bc-phase 0.4667 0 58.89 58.73 0.4777 0 58.91 58.74 
G bc-phase 0.9597 3 69 6 0.9607 2 68.74 7 
 
TABLE 5-IXB 
ANALYTICAL EXPRESSION AND SIMULATION-WISE VOLTAGE DIPS, PHASE-ANGLE JUMPS OBTAINED AT BUS 10 DUE TO FAULT AT BUS 
















a ° b ° c ° a ° b ° c ° 
A abc-phase 0.9147 68.24 68.24 68.24 0.9122 67.06 67.06 67.06 
B a-phase 0.9422 70.18 14.90 13.86 0.945 70.22 14.93 13.91 
E bc-phase 0.4625 0 58.86 58.67 0.4725 0 58.89 58.70 
G bc-phase 0.9571 4 71 9 0.9577 3 70 8 
 
In order to conduct the further validation of the developed expressions, balanced 3-
phase faults are taken into account. The during-fault bus voltages and phase-angle 
jumps at all buses in the distribution feeder are observed with and without DG. The 
voltage-dip (dv) and phase-angle jumps at different buses obtained through simulations 
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are shown in Figs. 5.8 (a)-(b), whereas the dv and phase-angle jumps obtained through 
analytical expressions are highlighted in Figs. 5.8 (c)-(d). Following the similar 
approach, unbalanced faults, such as, SLG and phase-to-phase faults, are investigated 
with and without DG using network simulations and analytical expressions; see Tables 
5-XA, 5-XB, 5-XIA, 5-XIB for illustration. Less than 1% difference is found in all the 




Fig. 5.8. Voltage-dip (dv) and phase-angle jumps at bus 10 due to balanced 3-phase faults at bus 8; 
dvobtained from (a) analytical expression and (b) simulation; phase-angle jumps obtained from (c) 









































































































ANALYTICAL EXPRESSION AND SIMULATION-WISE VOLTAGE DIPS, PHASE-ANGLE JUMPS OBTAINED AT DIFFERENT BUSES DUE TO 












a ° b ° c ° a ° b ° c ° 
B 1 0.0581 1.38 1.15 1.78 0.059 1.42 1.44 1.86 
B 2 0.1069 2.56 1.15 1.78 0.108 2.59 1.44 1.86 
B 3 0.3974 4.07 4.91 4.02 0.4015 4.11 5.20 4.10 
B 4 0.3974 4.07 4.91 4.02 0.4015 4.11 5.20 4.10 
B 5 0.6866 8.39 10.23 9.10 0.6966 8.43 10.52 9.18 
B 6 0.6866 8.39 10.23 9.10 0.6966 8.43 10.52 9.18 
B 7 0.6866 8.39 10.23 9.10 0.6966 8.43 10.52 9.18 
B 8 0.9478 68.72 14.85 13.51 0.9488 68.75 15.14 13.59 
B 9 0.9478 68.72 14.85 13.51 0.9488 68.75 15.14 13.59 
B 10 0.9478 68.72 14.85 13.51 0.9488 68.75 15.14 13.59 
B 11 0.9478 68.72 14.85 13.51 0.9488 68.75 15.14 13.59 
 
TABLE 5-XB 
ANALYTICAL EXPRESSION AND SIMULATION-WISE VOLTAGE DIPS, PHASE-ANGLE JUMPS OBTAINED AT DIFFERENT BUSES DUE TO 












a ° b ° c ° a ° b ° c ° 
B 1 0.0575 1.38 1.14 1.77 0.058 1.42 1.17 1.81 
B 2 0.106 2.56 1.13 1.75 0.109 2.60 1.16 1.79 
B 3 0.3964 4.26 4.96 4.18 0.398 4.30 4.99 4.23 
B 4 0.3964 4.26 4.96 4.18 0.398 4.30 4.99 4.23 
B 5 0.6853 9.07 10.28 9.36 0.69 9.11 10.31 9.41 
B 6 0.6853 9.07 10.28 9.36 0.695 9.11 10.31 9.41 
B 7 0.6853 9.07 10.28 9.36 0.695 9.11 10.31 9.41 
B 8 0.9422 70.18 14.90 13.86 0.945 70.22 14.93 13.91 
B 9 0.9422 70.18 14.90 13.86 0.945 70.22 14.93 13.91 
B 10 0.9422 70.18 14.90 13.86 0.945 70.22 14.93 13.91 








ANALYTICAL EXPRESSION AND SIMULATION-WISE VOLTAGE DIPS, PHASE-ANGLE JUMPS OBTAINED AT DIFFERENT BUSES DUE TO 












a ° b ° c ° a ° b ° c ° 
E 1 0.0802 0 5.74 1.79 0.0912 0 5.77 1.80 
E 2 0.1224 0 9.27 3.19 0.1334 0 9.30 3.20 
E 3 0.2867 0 20.22 14.72 0.2977 0 20.24 14.73 
E 4 0.2867 0 20.22 14.72 0.2977 0 20.24 14.73 
E 5 0.4111 0 36.65 33.07 0.4221 0 36.67 33.08 
E 6 0.4111 0 36.65 33.07 0.4221 0 36.67 33.08 
E 7 0.4111 0 36.65 33.07 0.4221 0 36.67 33.08 
E 8 0.4667 0 58.89 58.73 0.4777 0 58.91 58.74 
E 9 0.4667 0 58.89 58.73 0.4777 0 58.91 58.74 
E 10 0.4667 0 58.89 58.73 0.4777 0 58.91 58.74 
E 11 0.4667 0 58.89 58.73 0.4777 0 58.91 58.74 
 
TABLE 5-XIB 
ANALYTICAL EXPRESSION AND SIMULATION-WISE VOLTAGE DIPS, PHASE-ANGLE JUMPS OBTAINED AT DIFFERENT BUSES DUE TO 












a ° b ° c ° a ° b ° c ° 
E 1 0.0797 0 5.77 1.75 0.0897 0 5.80 1.77 
E 2 0.1215 0 9.31 3.12 0.1315 0 9.34 3.15 
E 3 0.285 0 20.30 14.57 0.295 0 20.33 14.59 
E 4 0.285 0 20.30 14.57 0.295 0 20.33 14.59 
E 5 0.4082 0 36.74 32.88 0.4182 0 36.77 32.90 
E 6 0.4082 0 36.74 32.88 0.4182 0 36.77 32.90 
E 7 0.4082 0 36.74 32.88 0.4182 0 36.77 32.90 
E 8 0.4625 0 58.86 58.67 0.4725 0 58.89 58.70 
E 9 0.4625 0 58.86 58.67 0.4725 0 58.89 58.70 
E 10 0.4625 0 58.86 58.67 0.4725 0 58.89 58.70 




5.4 CHARACTERIZATION OF VOLTAGE DIPS 
In this section, voltage dips are characterized by analysing the voltage-dip and phase-
angle jumps at different buses under several scenarios, which include the fault-type, 
fault location, capacity (sizing) and location of DG in the distribution feeder. 
i) Voltage dips characterization for different fault-types 
Four types of faults, as discussed earlier, are analysed using the test network of Fig. 
5.6. Voltage-dip (dv) and phase-angle jumps at different buses are observed due to fault 
at bus 8. The analytical expressions derived in Section 5.2 are used for this dip-
observation. The results are shown in Table 5-XII. It is to be noted that phase-angle 
jumps of one phase voltage, which shows the highest value, is presented in the Table 5-
XII for different types of faults. However, the phase-angle jumps of other phase-
voltages are also obtained from the network using developed expressions. From the test 
results it is evident that balanced 3-Φ faults yield the higher dv than phase-to-phase 
faults. SLG faults result in higher dv than balanced 3-Φ faults in the vicinity of fault 
location (i.e. adjacent to bus 8). Moreover, double line-to-ground faults show less dv 
than balanced 3-Φ faults at monitoring bus 1 to 4, i.e., close to the upstream side. 
TABLE 5-XII 











































1 0.1314 3.12 0.0575 1.38 0.0797 5.77 0.0947 6.11 
2 0.2067 5.33 0.106 2.56 0.1215 9.31 0.1567 10.31 
3 0.4624 8.36 0.3964 4.26 0.285 20.30 0.4445 22.30 
4 0.4626 8.37 0.3964 4.26 0.285 20.30 0.4445 22.30 
5 0.7088 15.87 0.6853 9.07 0.4082 36.74 0.7315 38.94 
6 0.7084 15.55 0.6853 9.07 0.4082 36.74 0.7315 38.94 
7 0.7085 15.45 0.6853 9.07 0.4082 36.74 0.7315 38.94 
8 0.9118 70.42 0.9422 70.18 0.4625 58.86 0.9577 59.86 
9 0.9138 68.66 0.9422 70.18 0.4625 58.86 0.9577 59.86 
10 0.9147 68.24 0.9422 70.18 0.4625 58.86 0.9577 59.86 




ii) Voltage dips characterization for different fault-location 
In this study, fault locations are selected at bus 1, 5 and 8, and the associated voltage 
dips, phase-angle jumps are monitored at all buses; see table 5-XIII for illustration. It 
should be noted that SLG fault is considered in this study, since 70% (approximately) of 
the faults in the power system are SLG-types[115]. Voltage-dips (dv) in the vicinity of 
faults show the highest value. For instance, when fault occurs at bus 5, then phase-
voltages at bus 5 and its adjacent buses, which are bus 6 and 7, experience the most 
severe dip as shown in Table 5-XIII. However, fault occurred adjacent to upstream bus 
has less severe voltage dips. For example, when fault occurs at bus 1, which is nearest 
to the upstream side, then voltage-dip at a monitoring bus 4 experiences less dip in 
comparison to the fault that occurs at bus 8 located far away from upstream grid, see 
Table 5-XIII for more details. 
 
TABLE 5-XIII 





 Fault location 























1 0.4136 54.07 0.0807 2.02 0.0575 1.38 
2 0.4007 42.18 0.1485 3.84 0.106 2.56 
3 0.3906 40.54 0.5563 8.50 0.3964 4.26 
4 0.3906 40.54 0.5563 8.50 0.3964 4.26 
5 0.38 38.96 0.9209 69.29 0.6853 9.07 
6 0.38 38.96 0.9209 69.29 0.6853 9.07 
7 0.38 38.96 0.9209 69.29 0.6853 9.07 
8 0.3689 37.44 0.8991 54.84 0.9422 70.18 
9 0.3689 37.44 0.8991 54.84 0.9422 70.18 
10 0.3689 37.44 0.8991 54.84 0.9422 70.18 







iii) Voltage dips characterization at the presence of DG with different 
capacities 
In this study, fault-location is considered at bus 8, and the capacity of synchronous 
generator based DG, which is placed at bus 11, is varied from 1 MW to 3 MW keeping 
unity power factor. The voltage-dips and their associated phase-angle jumps due to SLG 
fault is monitored at different buses. The test results are shown in Table 5-XIV. As the 
DG size increases, the injection of fault current from the DG also increases, which 
facilitate to improve the voltage profile during dip. Therefore, during the fault, less 
voltage-dip is found at different buses when 3 MW DG is connected instead of 1 or 2 
MW DG; see Table 5-XIV for more details. 
TABLE 5-XIV 







 DG Size 























1 0.0578 1.38 0.0575 1.38 0.0572 1.38 
2 0.1064 2.56 0.106 2.56 0.1055 2.57 
3 0.3968 4.17 0.3964 4.26 0.3958 4.38 
4 0.3968 4.17 0.3964 4.26 0.3958 4.38 
5 0.6859 8.73 0.6853 9.07 0.6844 9.51 
6 0.6859 8.73 0.6853 9.07 0.6844 9.51 
7 0.6859 8.73 0.6853 9.07 0.6844 9.51 
8 0.945 69.50 0.9422 70.18 0.9385 70.97 
9 0.945 69.50 0.9422 70.18 0.9385 70.97 
10 0.945 69.50 0.9422 70.18 0.9385 70.97 
11 0.9439 66.54 0.9401 64.65 0.9349 62.48 
 
iv) Voltage dips characterization at the presence of DG at different location 
In this study, fault-location is considered at bus 5, and the location of synchronous 
generator based DG is selected at bus 3, 6 and 11. The size of the DG was 2 MW and it 
wasoperating at unity power factor. The test results are illustrated in Table 5-XV. From 
the test results it can be concluded that, placement of DG closer to the fault-location 
causes less severe voltage-dip adjacent to the faulted bus in comparison to the DG-
placement farther away from the faulted node. In this test investigation, considering 
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faulted node as bus 5, bus 6 is the nearest location for DG placement; under this 
scenario, voltages at bus 6 and 7 of the distribution feeder encounters comparatively 
less voltage-dip than the scenario when DG is placed at bus 3 or bus 11. It should be 
noted that SLG fault is considered for this investigation.  
TABLE 5-XV 







 DG Location 























1 0.079 1.99 0.0806 2.02 0.0807 2.02 
2 0.1455 3.79 0.1484 3.85 0.1485 3.85 
3 0.5462 8.32 0.5563 8.50 0.5563 8.50 
4 0.5462 8.32 0.5563 8.50 0.5563 8.50 
5 0.9244 68.65 0.9208 69.30 0.9209 69.30 
6 0.9244 68.65 0.8989 54.79 0.9209 69.30 
7 0.9244 68.65 0.8989 54.79 0.9209 69.30 
8 0.9244 68.65 0.9208 69.30 0.8991 54.85 
9 0.9244 68.65 0.9208 69.30 0.8991 54.85 
10 0.9244 68.65 0.9208 69.30 0.8991 54.85 
11 0.9244 68.65 0.9208 69.30 0.896 52.02 
 
5.5 DISCUSSION 
This Chapter defines the during-fault voltage dips in terms of minimum magnitude of 
3-phase voltages and the phase-angle jumps associated with the fault. This approach 
lacks the classification of voltage dips in terms of severely affected phase-voltages, and 
also the classification of seven types of voltage dips. However, the accurate diagnosis, 
characterization and classification of voltage dips are an important requirement for 
developing voltage-dips-mitigation techniques. Furthermore, classification of voltage 
dips plays an important role in the assessment of voltage dip ride-through capability and 
immunity specifications of electrical equipment. Therefore, an approach for 
classification and characterization of voltage dip/sag is presented in Chapter 6 
highlighting the severely affected phase-voltages. This approach has a great potential to 
be used as a sag/swell monitoring tool or quick screening tool. However, this approach 
finds its limitation for the classification of some voltage dips, more specifically four-
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types D, F, C, and G, which are affected by phase-angle jumps. Therefore, in Chapter 7, 
a detailed and innovative approach for classification and characterization of seven types 
of voltage dips is presented; the proposed detailed approach can effectively classify the 
dips even when the phase-voltages are affected by phase-angle jumps and rotation due 
to loading effects. 
5.6 SUMMARY 
This Chapter mainly investigates the voltage dips and its associated phase-angle 
jumps in power network due to four major types of faults, which include single line-to-
ground (SLG), double line-to-ground, line-to-line or phase-to-phase and balanced 3-
phase faults. The presence of synchronous generator type DG is also included in the 
voltage dip investigations. Seven types of voltage dips, namely, A, B, D, E, F, E, C and 
G, which are associated with these four types of faults, are analysed with and without 
DG. Firstly, analytical expressions of seven types of voltage-dip and their phase-angle 
jumps are developed. Then, a simulation study is conducted to validate the developed 
expressions. Simulation study demonstrates the acceptability of the developed 
expressions for investigating during-fault voltage dips at different buses in a test 
network with and without DG. Lastly, characterization of voltage dip is conducted 
under the influence of DG. The size of DG and its location are also examined to 
highlight the impact of DG during-fault. Moreover, the influence of fault-types and 








Automatic analysis of voltage sags and swells is an essential requirement [31]. Many 
techniques have been developed for the detection and classification of sags and swells 
in electrical power distribution systems. Most of the existing standards and methods, as 
reported in [28], give conservative characterization for 3-phase unbalanced dips or sags, 
since these approaches can only characterize single-phase or three-phase balanced dips. 
Therefore, there is a need for new algorithms that can classify and characterize balanced 
and unbalanced sags and swells altogether keeping a higher level of accuracy for real-
time usage. 
This Chapter presents an algorithm for detection, classification and characterization 
of voltage dips (sags) and swells in electricity networks, using three-phase voltage 
ellipse parameters. The proposed method employs the instantaneous magnitude of three-
phase voltage signals in three axes, which are separated from each other by 120°. Thus, 
resultant rotating vector, namely, three-phase voltage vector, traces an ellipse. Then, the 
parameters of the ellipse, which include minor axis, major axis and inclination angle, 
are used to develop the proposed algorithm for classification and characterization of 
voltage sags and swells. To detect the types of sags/swells (single-phase, phase-to-phase 
or three-phase) in real-time, cycle by cycle classification is carried out. To this end, the 
inclination angle is used to classify the types of sags/swells, whereas the minor and 
major axis are used to quantify the severity of sags/swells. The proposed method is 
validated using real data recorded by IEEE working group and some real data measured 
DETECTION, CLASSIFICATION AND 
CHARACTERIZATION OF VOLTAGE DIPS AND 




from Belgian transmission grid. The method is further tested for the sags and swells 
generated due to balanced and unbalanced faults at different buses, in a test distribution 
network embedded with distributed generation (DG), and in a practical distribution 
network of Australia. This Chapter also demonstrates the capability of the proposed 
algorithm to be used as a real-time sag/swell monitoring tool. 
The remaining part of the Chapter is organized as follows. Section 6.2 describes the 
algorithm of proposed approach for real-time detection, classification and 
characterization of voltage sags and swells using three-phase voltage ellipse parameters. 
Validation of the proposed approach is conducted in Section 6.3, using real data 
obtained from Belgian transmission grid and the real data recorded by IEEE 1159.2 
working group [117]. Fault initiated sags and swells generated in a practical distribution 
network in Australia, are classified and characterized in Section 6.4. Section 6.5 
demonstrates the development of the proposed algorithm as a real-time sag/swell 
monitoring tool. Section 6.6 and 6.7 present the discussions followed by conclusion. 
6.2 PROPOSED APPROACH 
In order to classify and characterize voltage sags and swells, the proposed approach 
employs three-phase voltage ellipse transformation using 3-phase voltages to obtain 
three parameters of an ellipse, which comprise the minor axis, major axis and 
inclination angle. In this section, the proposed approach is described in four sub-
sections. Analytical formulation and visual representation of three-phase voltage ellipse 
and its corresponding parameters are presented in section 6.2.1 and 6.2.2 respectively. 
Shape of 3-phase voltage ellipses, under different types of sags and swells are 
determined and shown in section 6.2.3; the algorithm for classification and 
characterization of sags and swells is narrated in section 6.2.4. 
6.2.1 Analytical formulation of Three-phase Voltage Ellipse 
During the disturbances, phase angle differences among three-phase voltages may 
deviate from the nominal value of 120°. Therefore, voltage signals are pre-processed. 
To do so, voltage magnitude of three-phase voltages are extracted separately for a 
period of one cycle and prior to applying 3-phase voltage ellipse transformation, phase 
voltages are considered to be separated from each other by 120°. Then parameters of the 
ellipse, originated from 3-phase voltage ellipse transformation, are extracted. 
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Considering, phase angle differences among three-phase voltages before, during and 
after the disturbances as 120°, the phase voltages can be presented as: 
 t)(ω(t)va cosaV  (6.1a)  
 )/3cos 2πt(ω(t)vb  bV  (6.1b) 
 )3/4cos(  tω(t)vc cV  (6.1c) 








































































  (6.2) 
The first two components of (6.2) can be presented as a 3-phase voltage vector in a 







































eetE  (6.3)  
The third component, which represents the zero sequence voltage, can be presented as  
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Eq. (6.6) is analogous to the ellipse represented as sum of positive and negative angular 
frequency phasors [118]: 
 tjtj eEeEtE  

)(  (6.7) 
where 
   jψjψ ee EEEE , , and major axis (Ama), minor axis (Ami), inclination 
angle (ψ) are given by 
   EEAma  (6.8) 
 
  EEAmi  (6.9) 
     5.0  (6.10) 
TABLE 6-I 




3-Φ voltage ellipse parameters 
ψ Ama Ami 
Dip 
A )12/()2/(    V  3/)2( VV f   
B )12/()6/(    V  3/)2( VV f   
C )12/()6/5(    V  3/)2( VV f   
AB )12/()3/(    3/)2( VV f   
fV  
BC )12/(0   3/)2( VV f   fV  
CA )12/()3/2(    3/)2( VV f   fV  
ABC - fV  fV  
Swell 
A )12/(0   3/)2( VV f   V  
B )12/()3/2(    3/)2( VV f   V  
C )12/()3/(    3/)2( VV f   V  
AB )12/()6/5(    fV  3/)2( VV f 
 
BC )12/()2/(    fV  3/)2( VV f 
 
CA )12/()6/(    fV  3/)2( VV f 
 
ABC - fV  fV  
 
Thus, by applying 3-phase voltage ellipse transformation on the pre-processed 3-phase 
voltages, three parameters: major axis, minor axis and inclination angle, can be 
obtained. In Table 6-I, analytical formula based three parameters, obtained from three-
phase voltage ellipse transformation under different types of sags and swells, are 
presented using pre-processed voltages, where Vf and V indicates pu voltage of 
sag/swell phase and undisturbed phase respectively. More details of these analytical 
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formulations are given in the Appendix B. 
6.2.2 Visual representation of Three-phase Voltage Ellipse 
The proposed approach applies 3-phase voltage ellipse transformation on three pre-
processed voltage signals. At first, instantaneous pre-processed voltages, as shown in 
(6.1), are represented by the tips of the vectors, which are obtained by mapping 
)(and)(,)( tvtvtv cba  in a_axis, b_axis and c_axis, respectively (see Fig. 6.1(a)). Thus, 
resultant of these three instantaneous vectors, denoted by 

E  and named as three-phase 
voltage vector, rotates with time. Considering a time-duration of one cycle, the tip of 
rotating three-phase voltage vector traces an ellipse as illustrated in Fig. 6.1(a). By 
using the expressions (6.1)–(6.10) and mapping the ellipse in a complex plane, the 
major axis (Ama), minor axis (Ami) and inclination angle (ψ) can be obtained as 




Fig. 6.1.  (a) Generation of 3-Φ voltage ellipse from 3-Φ voltage vector

E ; (b) 3-Φ voltage ellipse and its 
parameters: major axis (Ama), minor axis (Ami) and inclination angle (ψ), in a complex plane. 
 
The variations of magnitudes of 3-phase voltages are reflected on the parameters of 
the ellipse and the decision boundary is set by the inclination angle as shown in Table 6-
I. Phase angle jump is extracted separately to keep the information but it is not used as 
classification parameters since phase-angle jump may degrade the performance. For 
example, three-phase voltage signals, extracted during single phase fault in a DG 
embedded distribution network, are passed through the proposed approach with and 
without pre-processed voltages and it is shown in Fig. 6.2. From Figs. 6.2 (b)–(c), it is 
evident that due to large phase angle jump, single phase sag is incorrectly classified by 













































input three-phase voltages which are not pre-processed. In contrast, the proposed 
method with pre-processed voltages classifies the A-sag correctly (see Table 6-I and 





Fig. 6.2.  Classification of single phase sag (A-phase sag of (a)) using proposed method: (b) without pre-
processed 3-phase voltages and (c) with pre-processed 3-phase voltages. 
6.2.3 Shape of Three-phase Voltage Ellipses during different types of 
Dips and Swells 
The proposed approach transforms 3-phase voltages in one complex variable named 
3-Φ voltage vector (

E ). As observed, under normal condition, peak of the locus of 

)(tE  
represents a circle with radius equal to the nominal voltage, and for 3-phase sag, radius 
of the circle becomes smaller than the nominal voltage. Similarly, for three-phase swell, 
radius of the circle becomes larger than the nominal voltage. But, for single- or double-
phase sag or swell, locus of three-phase voltage vector becomes an ellipse with different 
inclination angle depending on sag/swell severity, and drop/rise in phase voltages. 
Using pu values of 3-Φ voltages and applying the proposed approach, the shape of 
ellipses and their inclination angles (ψ) under different types of voltage sags/swells, are 
shown in Fig. 6.3. Note that Fig. 6.3 is drawn in a complex plane, where real and 
imaginary part of 

)(tE  is mapped in x- and y-axis respectively. 

















































































Fig. 6.3.  Major axis (solid arrow), minor axis (dotted arrow), shape of ellipses under normal condition 
(dashed line) and under (a) A-phase sag, (b) C-phase sag, (c) B-phase sag, (d) CA-phase sag, (e) BC-
phase sag, (f) AB-phase sag, (g) A-phase swell, (h) C-phase swell, (i) B-phase swell, (j) CA-phase swell, 
(k) BC-phase swell, (l) AB-phase swell, (m) ABC or 3-phase sag and swell. 




























































































































Normal condition 3- sag 3- swell
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6.2.4 Classification and Characterization of voltage Dips and Swells 
In Section 6.2.4.1, an algorithm for classification of voltage dips and swells is 
presented. Then, characterization of voltage dips and swells is explored in Section 
6.2.4.2. 
6.2.4.1 Algorithm for Classification of Voltage Dips and Swells 
Flowchart of Fig. 6.4 shows the algorithm of classification of sags and swells, using 
three-phase voltage signals within one cycle window length. At first, the complex phase 
voltages are extracted in each cycle of a sliding window using the DFT (Discrete 
Fourier Transform). Then, the phase voltage magnitude and phase angle, i.e. the voltage 
phasors, at power system frequency (50 Hz or 60 Hz), are extracted; this eliminates the 
harmonics of the input signal. Phase angle jump are calculated from the phasors and 
these are kept as information. Voltage magnitude (pu) of all three phasors are 
considered to be separated from each other by 120° and these voltage phasors are 
regarded as pre-processed voltages. Three parameters including major axis (Ama), minor 
axis (Ami) and inclination angle (ψ) are extracted by applying 3-phase voltage ellipse 
transformation on the pre-processed voltages. 
Analysing the three-phase voltage ellipse parameters under different types of sags 
and swells, as presented in Table 6-I, it can be concluded that ABC sags, ABC swells 
and normal condition (no sag/swell) of the system can be easily classified. To do so, 
some threshold conditions can be applied on the three-phase voltage ellipse parameters. 
According to IEEE 1159.2 standard, V < 0.9 pu is considered as sag whereas V > 1.1 pu 
is defined as swell. Thus, for unbalanced sag and a dip-depth equal to 10% of the 
nominal voltage, the maximum value of (Ami/Ama) and the maximum value of Ami are 
obtained as 0.933, which arecalculated from Table 6-I by putting Vf= 0.9 pu and V = 1 
pu. Similarly, for unbalanced swell and a voltage rise of 10% of the nominal voltage, 
the minimum value of Ama is obtained as 1.0667. Moreover, for balanced sag (ABC sag) 
and balanced swell (ABC swell), value of (Ami/Ama) is obtained as 1. Thus, by 
incorporating the necessary boundary conditions on the three-phase voltage parameters: 
(Ami/Ama), Ama and Ami; ABC sags, normal condition (no sag/swell) and ABC swells of 
the system can be classified as shown in Fig. 6.4. Besides, zero-sequence component 
parameter, as given by expression (6.4), can enhance the classification of normal 
condition, ABC dip and ABC swell. During these conditions, all three-phase voltages 
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are equal and they are separated from each other by 120°, which yields the theoretical 
value of zero-sequence component as zero, see (6.4). Thus, incorporating this additional 
zero-sequence parameter (E0), classification of normal condition, ABC dip and ABC 
swell is conducted, see Fig. 6.4. 
 
 
Fig. 6.4.Flowchart of the proposed algorithm. 
 
In Fig. 6.4, taking IEEE 1159.2 standard into account, the normal condition is defined 
as a condition when the value of major and minor axis lies in the range of 0.933 to 
1.0667. And, to distinguish swells, the condition: (Ama > 1.0667) is applied considering 
the minimum value of major axis under 10% voltage rise of the nominal voltage. For 
ABC swells, theoretical value of (Ami/Ama) is obtained as 1, which implies the difference 
between Ama and Ami is zero. Therefore, to classify ABC swells, the difference between 
major and minor axis is considered to be less than or equal to Δ, where a typical value 
of Δ = 0.05 is selected. Similarly, to classify ABC sags, the conditions: (Ami < 0.933) 
and (Ami = Ama)are applied. Additionally, during this classification stage, the condition 
of zero-sequence component (E0) is applied. 
Real-time extraction of 1 cycle of 3-
phase voltages using sliding window
Extraction of 3-Φ voltage ellipse 

















Sag (A, B, C, AB, BC, CA) 
classification using ψ of Fig. 6.5
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In the last stage of the flowchart, unbalanced or single and double-phase sags/swells 
(A, B, C, AB, BC, and CA) are classified by using one parameter – inclination angle 




Fig. 6.5.Range of inclination angle (ψ) under different types of sags/swells. 
6.2.4.2 Characterization of Voltage Dips and Swells 
Once the different types of voltage dips and swells are classified, their severity can be 
characterized. For balanced three-phase (ABC) dip/swell, severity of dip/swell can be 
calculated from the major or minor axis of the ellipse, see Table 6-I. However, for 
unbalanced dip/swell, i.e., A, B, C, AB, BC, and CA dip/swell, severity of dips and 
swells can be evaluated from the two parameters – minor axis (Ami) and major axis 
(Ama), respectively. Since Ami is a function of faulted or disturbed phase-voltage 
magnitude (Vf) as shown in Table 6-I, Ami is considered as a characterization parameter 
for evaluating the severity of unbalanced voltage dips. Similarly, for unbalanced voltage 
swells, Ama is selected as a characterization parameter since it is a function of Vf.Another 
technique to evaluate the gravity of dip/swell is to estimate the surface area of the 
ellipse in the complex plane. The decrease of the surface area of the ellipse is 
proportional to the dip gravity. Similarly, increase of the surface area of the ellipse is 
proportional to the swell gravity. For example, for a given dip-depth, three phase 
voltage dips are most severe, followed by double phase and single phase dips, which is 
































6.3 VALIDATION OF THE PROPOSED APPROACH 
The proposed method is validated with real data recorded by IEEE working group 
[117] and the real data obtained from [119]. 
6.3.1 Validation of the Proposed Method with real data provided by 
IEEE 1159.2 working group 
Real data, recorded by IEEE 1159.2 working group[117], are used to validate the 
proposed algorithm. Fundamental frequency of the waveforms corresponding to the real 
data was 60 Hz. At first, complex phase voltages are extracted by applying DFT for one 
cycle window length. Then, the magnitudes of 3-phase voltages at ±60 Hz are obtained 
separately and passed through the proposed approach to extract the 3-Φ voltage ellipse 
parameters. Using these ellipse parameters, cycle by cycle classification and 
characterization is conducted. For the recorded waveforms, total 6 cycles are observed 
and classification results of third cycle (0.033 sec to 0.05 sec duration) are presented in 




 column shows the three-phase voltage ellipse 
parameters under different types of sags and swells whereas 5
th
 column presents the 
―classification results‖. Table 6-II illustrates the successful classification of different 
types of sags and swells. Moreover, severity of sags and swells can also be quantified 
from the minor axis (Ami) and major axis (Ama) parameters respectively. 
TABLE 6-II 
CLASSIFICATION OF SAGS/SWELLS WITH REAL DATA RECORDED BY IEEE WORKING GROUP 
Wave number 
Sag and/or swell 
type (ground-truth) 





wave 1 B sag 0.72 1.05 30.92 B sag 
wave 2 C sag 0.56 0.99 149.51 C sag 
wave 6a C sag 0.45 0.72 145.29 C sag 
wave 6b C sag 0.35 0.65 147.64 C sag 
wave 6c AB sag 0.73 0.81 63.65 AB sag 
wave 13 A sag 0.74 1.05 88.61 A sag 
wave 14a C sag and AB swell 0.44 1.10 150.29 C sag and AB swell 
wave 14b C sag and AB swell 0.46 1.09 150.39 C sag and AB swell 
wave 14c C sag and AB swell 0.45 1.07 150.77 C sag and AB swell 




For the application of the proposed approach as a monitoring tool, wave 15 of [117] 
is taken as an example. Cycle by cycle classification and characterization of wave 15, 
during 6 cycles of observation period, are illustrated in Fig. 6.6. As shown in Fig. 
6.6(b), at each cycle, shapes of ellipse are plotted in a complex plane, and the ellipses 
represented by the dashed lines indicate the normal condition whereas ellipses marked 
by the solid lines specify the sag condition (in this case C sag). Moreover, deviation of 
minor axis (Ami), from normal value of 1 pu, can be seen in Fig. 6.6(c), which 
characterizes the sag in terms of severity. In summary, the proposed algorithm is able to 
provide the exact type of sags and/or swells with severity indicator (Ama and/or Ami) as 
reported in Table 6-II. Moreover, the proposed method was also tested with adding 
noise (SNR ranging from 20 dB to 30 dB), and harmonic distortion (THD was varied 
from 1% to 20%); under these conditions, it was found that performance of the 




Fig. 6.6.  (a) wave 15, (b) 3-Φ voltage ellipses at each cycle of wave 15, and (c) Minor axis (Ami) as a 
function of time during 6 cycles of wave 15. 
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6.3.2 Validation of the Proposed Method using real data measured at 
Belgian transmission grid 
To validate the proposed algorithm, voltage sags measured in Belgian transmission 
grid [119] are used. The phasors presented in Table 6-III are extracted from the 
waveform stored during the occurrence of voltage sag. Thus, one single phase sag 
(Event 2) and two double phase sags (Event 1 and Event 3) are obtained for validation of 
the proposed approach. For classification of each type of sags, the three-phase voltage 
parameters including inclination angle, major axis and minor axis, are used as shown in 
the flowchart of Fig. 6.4. The results and their corresponding three-phase voltage 
ellipses in a complex plane, are presented in Table 6-IV and Fig. 6.7 respectively. Table 
6-IV shows the successful classification of two double phase sags (BC-phase and CA-
phase sag) and one single phase sag (A-phase sag), using the inclination angle (ψ) and 
the decision boundary shown in Fig. 6.5. Among these three types of sags, BC-phase 
sag is found to be the most severe sag as characterized by the minor axis. 
TABLE 6-III 
REAL DATA OBTAINED FROM BELGIAN TRANSMISSION GRID 
Events 
Type classified in [119] 
(ground-truth) 
3-phase voltage phasors 
Va Vb Vc 
Event 1 C (CA-sag) 0.838∠5.2° 0.982∠-117.9° 0.876∠115.3° 
Event 2 D (A-sag) 0.726∠1.7° 0.964∠-114.6° 0.958∠116.9° 
Event 3 E (BC-sag) 0.977∠1.2° 0.286∠-166.6° 0.365∠124.2° 
 
TABLE 6-IV 
CLASSIFICATION OF SAGS/SWELLS WITH REAL DATA OF BELGIAN TRANSMISSION GRID 
Events 





Event 1 0.85 0.94 111.82 CA-phase sag 
Event 2 0.80 0.96 90.62 A-phase sag 






Fig. 6.7.  3-phase voltage ellipse during: (a) Event 1, (b) Event 2, (c) Event 3. 
 
6.4 CASE STUDIES 
Using the proposed approach, three cases, which include Case 1, Case 2 and Case 3, 
are studied. Case 1 incorporates a 12 bus test distribution network embedded with 
Synchronous Generator (SG) based DG. Case 2 includes a practical distribution 
network of NSW, Australia. Case 3 incorporates a typical mesh distribution network. 
Several test cases of voltage sags and swells, originated from faults at several buses in 
these distribution networks, have been detected, classified and characterized. 
6.4.1 Case 1 
A test distribution network shown in Fig. 6.8 has been simulated to test the proposed 
method for detection and classification of sags and swells. The simulated system is a 
radial distribution network with base-power of 24 MVA.  It is comprised of a 132-kV, 
50-Hz, subtransmission system with a short-circuit level of 1000 MVA, represented by 
a Thévenin equivalent (marked as Sub in the figure), which feeds a 33-kV distribution 
system through a 132/33-kV transformer. In this system, there are four 6-MVA 
synchronous generator (SG) connected to bus 6, 12, 10 and 8. These four DGs are 
connected to the network through 33/0.69 kV transformers. The lines are modelled as π 
section line. The synchronous generator is represented by a sixth-order three-phase 
model in the d-q rotor reference frame and it is equipped with an AVR (Automatic 
Voltage Regulator) represented by the IEEE—Type 1 model. More details of the 

































































Fig. 6.8.  Single line diagram of a 12 bus test distribution network. 
The test system is simulated at 2 kHz sampling frequency and the relays are placed at 
transformer connection points of SG1, SG2, SG3 and SG4 respectively, to collect three-
phase voltages. Several test cases of voltage sags and swells are generated by artificially 
creating balanced and unbalanced faults at bus number 11 and 4. Total 2 second time 
domain simulation is carried out where fault occurs soon after 1 second with fault 
duration of 5 cycles. And, a typical fault resistance of 0.001 ohm is considered. The 
voltage waveforms are collected from the relay connected at bus 6. By applying the 
proposed approach, cycle by cycle classification is carried out on the collected 
waveforms. The classification results of one cycle, which starts soon after the inception 
of faults, are presented in Table 6-VA. 
From Table 6-VA, it is evident that for the fault at bus 11, balanced and unbalanced 
sags are classified correctly by the value of inclination angle (ψ) (see Fig. 6.5) and 
severity of sags can be realized from the value of minor axis (Ami). Additionally, for the 
fault at bus 4, sag and swell are observed simultaneously where severity of sag and 
swell can be characterized from the value of minor axis (Ami) and major axis (Ama) 
respectively. The three-phase voltage ellipses under the sag/swell conditions of Table 6-
VA are shown in Fig. 6.9. In Table 6-VA, the voltage sags are monitored from bus 6; 
however, the voltage sags encountered at bus 2, due to fault (balanced and unbalanced) 
at bus 11 and 4, are also classified and characterized as illustrated in Table 6-VB. The 
severity of voltage sags can be realized from the parameter Ami. From Tables 6-VA and 
6-VB, it is revealed that the severity of voltage sags observed from bus 2 is 








































fault at bus 4 or bus 11. Moreover, AG fault at bus 11 did not cause a sag; therefore, the 
proposed approach classifies it as normal condition or ―No-sag/swell‖ condition. 
TABLE 6-VA 
CLASSIFICATION AND CHARACTERIZATION OF FAULT INITIATED SAGS/SWELLS OBSERVED FROM BUS 6 
Fault Type Fault at Bus 





AG 11 0.72 0.85 81.39 A-sag 
BG 11 0.73 0.86 25.48 B-sag 
CG 11 0.74 0.87 142.22 C-sag 
AB 11 0.59 0.69 58.8 AB-sag 
BC 11 0.59 0.69 3.56 BC-sag 
CA 11 0.59 0.68 119.15 CA-sag 
ABC 11 0.52 0.53 30.17 ABC-sag 
AG 4 0.46 1.27 88.21 A-sag and BC-swell 
BG 4 0.46 1.24 27.95 B-sag and CA-swell 
CG 4 0.46 1.27 148.36 C-sag and AB-swell 
 
 
Fig. 6.9.  Three-phase voltage ellipses observed under normal condition (dashed line) and under: (a) A-


































































CLASSIFICATION AND CHARACTERIZATION OF FAULT INITIATED SAGS/SWELLS OBSERVED FROM BUS 2 
Fault Type Fault at Bus 
3-Φ voltage ellipse parameters 
Classified Sags/Swells 




AG 11 0.94 1.01 90.66 No-sag/swell 
AB 11 0.88 0.95 60.78 AB-sag 
ABC 11 0.83 0.85 89.77 ABC-sag 
AG 4 0.89 1.00 90.3 A-sag 
BG 4 0.90 0.99 37.01 B-sag 
CG 4 0.90 0.99 143.65 C-sag 
 
6.4.2 Case 2 
In this study, several test cases of balanced and unbalanced fault initiated sags, at 




Fig. 6.10.A test distribution network in Australia. 
Fig. 6.10 shows an 11 kV rural distribution network extracted from the New South 
Wales distribution networks, Australia. The system is simulated in SIMPOWER 

































































distribution network with base power of 100 MVA.  It is comprised of a 66-kV, 50-Hz, 
subtransmission system with a short-circuit level of 1000 MVA, represented by a utility 
source, which feeds an 11-kV rural distribution feeder through a 66/11-kV transformer. 
Total load of 4 MW has been distributed at several buses of the distribution network. 
More details of the network parameters, such as, loads, distribution lines, etc., are 
presented in Appendix A.4. 
Symmetrical faults or ABC faults and non-symmetrical faults, such as, single phase 
faults (AG: A-phase-to-ground, BG: B-phase-to-ground, CG: C-phase-to-ground) and 
double phase faults (AB: line-A-to-line-B, BC: line-B-to-line-C, CA: line-C-to-line-A) 
are simulated at two arbitrarily selected buses, bus 66 and bus 37, of the test network 
shown in Fig. 6.10. These faults initiated sags are monitored from different monitoring 
ends i.e. from bus 49, 46, 8, 70, 62 and 43. Total 2 second time domain simulation is 
carried out where fault occurs soon after 1 second with fault duration of 5 cycles. And, a 
typical fault resistance of 0.001 ohm is considered. By applying the proposed approach, 
the classification results of one cycle, which starts soon after the inception of faults, are 
presented in Table 6-VI and Table 6-VII. Moreover, Fig. 6.11 shows the visual 
presentation of the three-phase voltage ellipses corresponding to the sags of Table 6-VI. 
Figs. 6.4-6.5 and Tables 6-VI and 6-VII show that voltage sags can be classified by 
the inclination angle (ψ) and the sag severity can be characterized by the minor axis 
(Ami). From Tables 6-VI and 6-VII, it can be observed that a sag monitored in the 
vicinity of the fault-location has a lower Ami value than a sag monitored at relatively 
distant end. For example, when a fault occurs at bus 66 (see Fig. 6.10), bus 49 is nearer 
than bus 46 in terms of electrical distance from the fault-location. Therefore, for 
different types of sags, Ami value obtained at monitoring bus 49 gives a lower value (see 
Table 6-VI and Fig. 6.11). Besides, sags encountered at buses 8 and 70, which are 
relatively farther than buses 49 and 46 (in terms of electrical distance from the fault-
location at bus 66), indicates less severity than the sags occurring at buses 49 and 46. 
Some events, such as single-phase faults at bus 66, did not cause a sag at bus 8 or 70; 
hence, it is correctly classified as a ―No-sag‖ condition, see Table 6-VI. Similarly, the 
Ami value obtained from monitoring bus 62 is lower than the Ami value obtained from 
monitoring bus 43, when the fault occurs at bus 37, see Table 6-VII for illustration. 
Moreover, the sag at bus 8, which is relatively farther than bus 62 or 43, indicates less 
severity than the sag observed at buses 62 and 43. In contrast, Ami at bus 70 indicates 
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more severe voltage sag than the sags realized at buses 62 and 43, since bus 70 is 
relatively nearer to the fault-location (bus 37), see Table 6-VII. 
TABLE 6-VI 











49 0.76 0.98 88.14 A-sag 
46 0.86 1.01 87.32 A-sag 
8 0.94 1.01 83.47 No-sag 
70 0.94 1.02 79.08 No sag 
BG 
49 0.76 0.97 29.43 B-sag 
46 0.86 0.99 29.30 B-sag 
8 0.95 0.99 32.05 No sag 
70 0.96 0.99 24.3 No sag 
CG 
49 0.76 0.97 147.07 C-sag 
46 0.86 1.00 145.45 C-sag 
8 0.94 1.00 128.42 No sag 
70 0.95 1.00 121.95 No sag 
AB 
49 0.73 0.91 52.10 AB-sag 
46 0.82 0.96 49.10 AB-sag 
8 0.91 0.99 51.88 AB-sag 
70 0.92 1.00 81.85 AB-sag 
BC 
49 0.74 0.90 170.46 BC-sag 
46 0.83 0.95 167.14 BC-sag 
8 0.92 0.98 165.1 BC-sag 
70 0.93 0.99 166.23 BC-sag 
CA 
49 0.73 0.91 109.74 CA-sag 
46 0.83 0.97 106.08 CA-sag 
8 0.9 1.00 105.2 CA-sag 
70 0.91 1.00 105.1 CA-sag 
ABC 
49 0.63 0.64 81.67 ABC-sag 
46 0.76 0.77 68.81 ABC-sag 
8 0.87 0.89 89.87 ABC-sag 


















62 0.62 0.93 88.08 A-sag 
43 0.67 0.95 88.14 A-sag 
8 0.79 0.96 86.32 A-sag 
70 0.55 0.92 85.35 A-sag 
BG 
62 0.63 0.92 28.82 B-sag 
43 0.67 0.94 28.97 B-sag 
8 0.81 0.95 29.43 B-sag 
70 0.56 0.90 26.29 B-sag 
CG 
62 0.62 0.92 147.20 C-sag 
43 0.67 0.94 147.15 C-sag 
8 0.81 0.95 141.68 C-sag 
70 0.56 0.90 143.83 C-sag 
AB 
62 0.61 0.87 53.48 AB-sag 
43 0.65 0.89 53.63 AB-sag 
8 0.85 0.97 59.45 AB-sag 
70 0.67 0.92 53.65 AB-sag 
BC 
62 0.61 0.86 172.16 BC-sag 
43 0.66 0.88 172.20 BC-sag 
8 0.86 0.95 172.81 BC-sag 
70 0.68 0.90 170.79 BC-sag 
CA 
62 0.60 0.87 111.78 CA-sag 
43 0.65 0.89 111.83 CA-sag 
8 0.84 0.97 110.36 CA-sag 
70 0.67 0.92 109.97 CA-sag 
ABC 
62 0.42 0.42 91.69 ABC-sag 
43 0.50 0.50 93.10 ABC-sag 
8 0.72 0.74 89.73 ABC-sag 







Fig. 6.11.  Three-phase voltage ellipses observed at monitoring bus 46 (solid line) and 49 (dashed line) 
due to faults at bus 66 results in: (a) A-sag, (b) B-sag, (c) C-sag, (d) ABC-sag, (e) AB-sag, (f) BC-sag, 
and (g) CA-sag. 
6.4.3 Case 3 
In Case 3, the detection, classification and characterization of balanced and unbal-
anced fault initiated sags are conducted in a typical mesh distribution network. Fig. 6.12 
shows an 11 kV mesh distribution network, simulated in SIMPOWER SIMULINK to 
generate the fault initiated sags. The simulated system is comprised of an 11-kV, 50-Hz, 
subtransmission system with a short-circuit level of 1000 MVA, represented by a 
source. A total load of 600 kW is distributed at buses 1, 2, 3, 4, and 5 of the distribution 
network. Three synchronous type DGs, each with a capacity of 250 kW, are placed at 
buses 3, 4, and 5. Symmetrical and unsymmetrical faults are simulated at two arbitrarily 
selected buses: bus 3 and bus 5 of the test network of Fig. 6.12. These faults initiated 
sags are monitored from different monitoring ends i.e. from bus 1, 4 and 5. A fault 
occurs 0.2 second after the start of the simulation and lasts for 5 cycles. The 
classification of sags and characterization of sags and swells using the proposed 
approach are presented in Table 6-VIII. Test results indicate that all fault-initiated sags 
are classified correctly from different monitoring points. It is to be noted though that the 
phase-voltages observed at bus 1, which is close to the upstream side or source side, did 
not encounter sag due to AB-phase fault at bus 3; therefore, it is correctly classified as 























































Fig. 6.12.A typical mesh distribution network. 
 
TABLE 6-VIII 















1 0.92 1.01 89.84 A-sag 
4 0.36 1.03 89.56 A-sag 
5 0.81 1.02 89.69 A-sag 
AB 
1 0.92 0.98 69.2 No-sag 
4 0.47 0.79 61.46 AB-sag 
5 0.80 0.93 63.56 AB-sag 
ABC 
1 0.89 0.91 90 ABC-sag 
4 0.04 0.04 95 ABC-sag 
5 0.72 0.74 90.02 ABC-sag 
AG 
5 
1 0.85 1.01 89.9 A-sag 
4 0.66 1.03 89.45 A-sag 
5 0.33 1.02 89.88 A-sag 
AB 
1 0.84 0.95 64.08 AB-sag 
4 0.66 0.87 62.63 AB-sag 
5 0.49 0.82 61.13 AB-sag 
ABC 
1 0.78 0.79 90 ABC-sag 
4 0.49 0.50 90.77 ABC-sag 





















6.5 MONITORING OF VOLTAGE SAG/SWELL IN REAL-TIME 
USING PROPOSED APPROACH 
This Section presents a tool for voltage sag/swell monitoring in electricity network. 
The proposed tool can be used for real-time monitoring of voltage sag/swell if the 
following facilities are available in the network: 
 Time synchronization among all monitoring nodes is readily available according to 
the IEEE Standard C37.118–2005 [120]. 
 The monitoring system requires the instantaneous 3-phase voltages at every 1 cycle. 
Therefore, reliable input data, in the form of 3-phase instantaneous voltage signals, 
is required to be sent to the proposed algorithm embedded tool in real-time. These 
can be obtained using potential transformer (PT), which provides an excellent 
reproduction of primary voltage, both transient and steady-state [1], and reliable 
communication channel, such as, TCP/IP, switched Ethernet, high-speed wide area 
networks, etc. Illustration of such reliable communication channels can be found in 
IEC61850 standard [121], which is employed for substation automation.  
In short, if the facilities, such as, real-time data transfer, data synchronization and level 
of data reliability, etc., are available in an electricity network which is to be monitored, 
then the proposed tool can be installed in a monitoring station to analyse the voltage 
sag/swell in real-time. Taking the availability of the above facilities into consideration, 
this Section demonstrates a real-time sag/swell monitoring tool. To this end, a total of 
14.42 seconds time-domain simulation is carried out using the test network of Fig. 6.8. 
Several types of sags and swells are generated by artificially creating different types of 
faults at buses 11 and 4, with a time interval of 1.3 seconds and fault duration of 5 
cycles. The snapshot of instantaneous 3-phase voltages during normal condition, 
balanced and unbalanced sags and swells are shown in Fig. 6.13. The snapshot of real-
time sag and swell monitoring tool along with log report are shown in Fig. 6.14.  
In Fig. 6.14, ―Real-time Sag Monitoring‖ tool demonstrates the three-phase voltage 
ellipses generated in real-time after processing the time-domain instantaneous 3-phase 
voltages through the proposed approach. The ellipses, corresponding to the balanced 
and unbalanced sags, are created in their respective square blocks. In each block, ―time 
(sec)‖ indicates the instant of the sag or normal condition; and ―Ama‖, ―Ami‖ specifies 
the value of major and minor axis during that instant. Similarly, ―Real-time Swell 
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Monitoring‖ tool demonstrates the shape and behaviour of three-phase voltage ellipses 
under normal and disturbed conditions. The whole scenario can be visualized through a 










Observed and classified sag/swell 
Dip/swell 
type 
Detection time (sec) 
From To 
AG fault 0.1-0.2 
A-sag 0.1 0.2 
ABC-sag 0.2 0.22 
BG fault 1.5-1.6 
B-sag 1.5 1.62 
ABC-sag 1.62 1.64 
CG fault 2.9-3.0 
C-sag 2.9 3.0 
ABC-sag 3.0 3.04 
ABC fault 4.3-4.4 ABC-sag 4.3 4.46 
AB fault 5.7-5.8 
AB-sag 5.7 5.8 
ABC-sag 5.8 5.86 
BC fault 7.1-7.2 
BC-sag 7.1 7.22 
ABC-sag 7.22 7.26 
CA fault 8.5-8.6 
CA-sag 8.5 8.62 
ABC-sag 8.62 8.66 
ABC-swell 9.9-10 ABC-swell 9.9 10 
CG fault 11.2-11.3 
AB-swell 11.2 11.3 
C-sag 11.2 11.3 
AG fault 12.5-12.6 
BC-swell 12.5 12.6 
A-sag 12.5 12.6 
BG fault 13.8-13.9 
CA-swell 13.8 13.9 
B-sag 13.8 13.9 
 
In Fig. 6.14, ―Log Report of Sag-Swell‖ is also shown and it is obtained by storing 
the real-time data: ―time (sec)‖ and ―three-phase voltage ellipse parameters‖, in a log 
file. The log report can be a useful record for off-line analysis of sag/swell data in 
electricity networks. Table 6-IX summarizes this log report and it highlights the 
classification results of different types of sag/swell, which are initiated by different 
types of faults as discussed earlier. Moreover, duration of sag/swell is also obtained 
from the ―Detection time (sec)‖ of sag/swell occurrence. From Table 6-IX, it can be 
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observed that during the transition of A-sag to normal condition, ABC-sag is found. For 
instance, duration of AG fault is 0.1-0.2 sec, and the classified sag is A-sag followed by 
the detection time ranging from 0.1 to 0.2 sec. However, ABC-sag is found from 0.2 to 
0.22 sec, i.e., during the transition of A-sag to normal condition, which is evident from 
Fig. 6.13 and hence, it is reflected in the classification results of Table 6-IX. Similar 




Fig. 6.13.Instantaneous 3-phase voltages observed at a monitoring point during different types of 
faults and under normal condition. 














































































































































































































Fig. 6.14.Snapshot of real-time sag and swell monitoring tool, and the log report for off-line analysis. 



































































































































































































In this Chapter, the three-phase voltage ellipse is formed by considering two 
orthogonal components in a complex plane. These two components are obtained 
through Clarke’s transformation. The third component, i.e., the zero-sequence 
component, is applied as a parameter for the classification algorithm in conjunction with 
the ellipse parameters.  
The proposed three-phase voltage ellipse method is simple to use as an online tool 
and provides a quick screening of voltage dip/swell. It has some limitations in 
classifying the types of voltage dips, which are influenced by phase angle jump, 
specially the types D, F, C, and G, as presented in[22]. However, pre-processed 
voltages, which are applied in the three-phase voltage ellipse method, can identify the 
D, F type dips as double-phase dips and C, G type dips as single-phase dips correctly. In 
short, the method can classify and characterize voltage dip/swell in terms of the severity 
of dip/swell-phase voltages. According to[22], different types of voltage dips are 
originated due to propagation of dips through different network elements, such as, 
transformers of different types (e.g. delta-wye, wye-delta etc.). Transformers cause 
phase-angle shift of voltages along with change of voltage magnitudes; thus, making the 
classification task even more complex. Therefore, the detailed classification of voltage 
dips and swells would require the events to be classified in terms of severity of 
dip/swell-phase as well as with the identification of dip/swell-type. Taking this into 
consideration, a new and detailed approach using 3D polarization ellipse parameters is 
proposed in the next chapter (Chapter 7) to classify and characterize voltage dips and 
swells of different types. 
6.7 SUMMARY 
A new algorithm for classification and characterization of voltage sags and swells is 
proposed in this Chapter. It is based on the shape of three-phase voltage ellipse which is 
defined by the three parameters of ellipse: major axis, minor axis and inclination angle. 
Prior to applying the three-phase voltage ellipse transformations on 3-phase voltages, 
voltage phasors are pre-processed in order to ignore the impact of phase angle jump, 
which may deteriorate the performance of classification. Then three-phase voltage 
ellipse parameters are extracted which are used to classify and characterize voltage sags 
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and swells. The proposed method is validated with real data, and simulated data (sags 
and swells) during balanced and unbalanced faults in test distribution networks (radial 
and mesh networks) as well as in a practical distribution network of Australia. 
Moreover, this chapter also exhibits the development of the proposed algorithm as a 
real-time sag/swell monitoring tool. Based on the validation with recorded waveforms 
and demonstration of the approach as a sag-swell monitoring tool, the proposed method 
would be an important tool for real-time detection and classification of voltage sags and 







Voltage dips are usually characterized by the minimum voltage magnitude and total 
duration [24-27]. According to [28], these standards can be effective for the 
characterization of single-phase and 3-phase balanced voltage dips; however, these 
approaches fail to characterize unbalanced voltage dips, including single- and double-
phase dips. To resolve this problem, Bollen proposed a seven-type dip classification 
[22], referred to as ABC classification. Bollen and Zhang also proposed a symmetrical 
component based technique to classify and characterize voltage dips [23, 29]. In [30], it 
was reported that the symmetrical component technique has some limitations in 
characterizing unbalanced voltage sags originating from large dynamic loads. In [31], a 
space vector method was presented wherein the ellipse inclination angle was used to 
classify single-phase and double-phase voltage dips. However, this method is not 
suitable for classification of voltage dips for the case of large phase angle jump. 
This Chapter presents a new method for classification and characterization of voltage 
dips and swells in electricity networks. The proposed method exploits unique signatures 
and parameters of three phase voltage signals extracted from the polarization ellipse in 
three-dimensional (3D) co-ordinates. Five ellipse parameters, which include azimuthal 
angle, elevation, tilt, semi-minor axis and semi-major axis, are used to classify and 
characterize voltage dips and swells. Seven types of voltage dips, which include a total 
of 19 groups of dips incorporating different kinds of balanced (three-phase dips) and 
unbalanced (single-phase or double-phase) dips, are identified and successfully 
classified using the 3D polarization ellipse parameters. Two types of voltage swells, 
DETECTION, CLASSIFICATION AND 
CHARACTERIZATION OF VOLTAGE DIPS AND 




which include a total of 6 groups, are also classified using the proposed method.Cycle 
by cycle classification is carried out in this approach. The proposed method is validated 
using real measurement data, recorded waveforms provided by the IEEE 1159.2 
working group, and the data of unbalanced dips associated with phase angle jumps, 
voltage drops and rotations due to loading effects. The advantage of this method is that 
it can cope with large angle jumps, and it has the capability to detect both voltage dips 
and swells. 
The remainder of the Chapter is structured as follows. Section 7.2 describes the 
behaviour of the Polarization Ellipse (PE) parameters under the different types of 
voltage dips. The proposed approach for the classification and characterization of 
voltage dips and swells is developed in Section 7.3. Section 7.4 presents the 
experimental validation and results. Section 7.5 concludes the Chapter.  
7.2 CHARACTERIZATION OF 3-PHASE VOLTAGE WAVEFORMS 
USING POLARIZATION ELLIPSE 
In the next subsections, the polarization ellipse is obtained by mapping the three 
phase voltage signals onto three perpendicular axes of a Cartesian co-ordinate system. 
Then five ellipse parameters, namely azimuthal angle (υ), elevation angle (θ), tilt angle 
(ψ), semi-minor axis (Ay) and semi-major axis (Ax) are extracted for different types of 
voltage dips. Moreover, expressions of θ and υ are developed for seven types of voltage 
dips. 
7.2.1 Polarization Ellipse in 3-D 
The instantaneous three-phase voltage signals received at a monitoring end of a 
transmission or distribution network can be presented as 
 )cos()( ΦΦΦ   ttv V  (7.1)                                                                   
where cba and,,Φ   denotes phase-a, phase-b and phase-c, respectively. These 
instantaneous voltages can be represented by the vectors in 3D space, which are 
obtained by mapping  ,)(tva )(tvb  and )(tvc   on the X, Y and Z co-ordinates, 
respectively. The tip of the resultant vector, denoted by R , traces an ellipse in 3D space, 






Fig. 7.1.  Instantaneous voltage vectors of phase-a, phase-b, phase-c, and their resultant rotating vector R; 
dash-dot line highlights the locus ofthe tip of R. 
The phenomenon of obtaining the plane from the locus of resultant rotating vector R  
(see Fig. 7.1) is analogous to the polarization plane obtained from 3D time-varying 
electromagnetic fields. The parameters of the ellipse can be obtained from the phasor 
representations of the 3-phase voltages: ,, ba jαbb
jα
aa ee VVVV  and 
cjα
cc eVV  . 
Altogether, these 3 phasors can be presented in a compact form as: 
 Tjαcjαbjαa cba eee VVVV  . 
The normal vector (U) of the polarization plane is parallel to the cross-product, i.e.,
VVj [122]. Thus, U is obtained as: 
 ),,( ZYX UUUU   
where 
  cbcbX αα  sin2 VVU  (7.2a) 
  acacY αα  sin2 VVU  (7.2b) 
  babaZ αα  sin2 VVU  (7.2c)      
From the normal vector U, azimuthal angle υ and elevation angles θ can be derived as 

















arctan  (7.3) 

































Now,using Cartesian to spherical coordinate conversion [123], the transverse signal 
components are represented as: 
  sinsincoscoscos cba VVVS   (7.5a) 
  cossin ba VVS   (7.5b) 
 
 
Fig. 7.2. PE parameters: θ and υ, extracted from 3D representation of 3-Φ voltage signals in polarization 
concept. 
 
With Sθ and Sυ, which are analogous to the two electric field components of a plane 
electromagnetic wave [124], the elliptical polarization parameters can be obtained from 
the planar 2D ellipse (see Fig. 7.3). To extract the ellipse parameters, namely ellipticity, 
tilt, and the major and minor semi-axes, the Stokes’ parameters incorporated in Poincare 
sphere are used. Equation (7.6) describes the relationships between the polarization 












































































where )()( θargargδ SS   , 3210 ,,, hhhh  are the Stokes’ parameters,   is the 
ellipticity angle and   is the tilt angle. From the relationship of (7.6), the tilt angle 












































































































Fig. 7.3.  PE parameters: Ay, Ax and ψ, obtained from classical 2D representation of polarization plane. 
 
In the next subsection, the five parameters of the 3D PE, namely θ, υ, |ψ|, Ay and Ax, 
are presented for different dip types. 
7.2.2 Polarization Ellipse Parameters under seven types of Dips 
In this subsection, the five parameters, υ, θ, |ψ|, Ayand Ax, are used to characterize 
three-phase voltage dips caused by different types of faults or other incidents (e.g. 
starting of induction motor). Table 7-I presents the seven types of voltage dips 
identified in [22]. In this table, the phasor voltages are expressed as a function of the 
dip-depth d, and the phasor diagram illustrates the phase voltages before (dotted arrow) 
and during (solid arrows) the voltage sags or dips. 
Due to faults or other disturbances, the phase angle differences among the three phase 
voltages may deviate from the nominal value of 120°. Moreover, a significant change in 
phase angle jump could deteriorate the performance of voltage dip classification [30]. 
Therefore, in the proposed method, the PE parameters are obtained from the projected 














voltage phasors of type D (see Table 7-I) is demonstrated in Fig. 7.4. The in-phase and 
out-of-phase projection of 3-phase voltages on a-, b- and c-axis are shown for d = 0.5. 
In general, to extract the projected voltages, the three phasors  , ,a a b b c cV V V      
are obtained in each cycle, and the angle deviations of a , b  and c from a-, b- and 
c-axis, respectively, are calculated. The in-phase  incinbina VVV ___ ,,  and out-of-phase 
 outcoutbouta VVV ___ ,,  projected voltages are obtained as follows: 
   00cos_  aaina VV  (7.10a) 
   3/43/4cos_   bbinb VV  (7.10b) 
   3/23/2cos_   ccinc VV  (7.10c) 
   2/0sin_   aaouta VV  (7.11a) 
   6/113/4sin_   bboutb VV  (7.11b) 
   6/73/2sin_   ccoutc VV  (7.11c) 
 
Fig. 7.4.  Extraction of in-phase and out-of-phase projected voltages on a-axis, b-axis and c-axis for dip-
type D with dip-depth d = 0.5. 
The five PE parameters (θ,υ, |ψ|,Ay and Ax) are extracted from in-phase projected 3-
phase voltages expressed by (7.10). A sixth PE parameter, denoted as 
out
yA , is extracted 
from the semi-minor axis obtained from out-of-phase projected 3-phase voltages given 
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in (7.11). The dip-wise expressions of two PE parameters (θ and υ) are reported in 
Table 7-II. Mathematical derivations of these expressions are presented in Appendix C. 
TABLE 7-I 
PHASOR PRESENTATION OF 3-PHASE VOLTAGES FOR SEVEN TYPES OF DIPS 





















































































































































































Elevation angle (θ) Azimuthal angle (υ) 





















 d  1tan 1  





















    dd   4/44tan 1  





















    dd   2/22tan 1  
b     dd 22/2tan 1    
c 
B  d22tan 1    
4/3  
D 
    dd   4/124tan 1  
F 
    dd   2/122tan 1  
ab 
E 
  d  1/2tan 1  
4/3  
C 
  d34/24tan 1    
G 
  dd 56/)3(22tan 1    
bc 






21 11tan d  
  d  1/1tan 1  
















1 dd  
  d34/4tan 1    





















    dd 56/26tan 1    
ca     dd 26/56tan 1    
 
In the next Section, the algorithm and procedure of classification and characterization 
of voltage dips and swells are presented. 
7.3 CLASSIFICATION AND CHARACTERIZATION OF VOLTAGE 
DIPS AND SWELLS 
For the seven types of dips presented in Table 7-I, there are a total of 19 groups (see 
Table 7-IIIA) covering all possible combinations of dip-affected phase voltages. In 
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Table 7-IIIA, a notation convention has been employed to describe the different voltage 
dip groups: the letters a, b and c  on the left side of the word ―dip‖ indicate the class of 
dip and the capital letters on the right side indicate the dip-type. For example, ab_dip_E 
refers to E type dip with severely affected ab-phase or class of ab-Φ. Similarly, Table 7-
IIIB presents two types of voltage swells, which include 6 swell groups. 
TABLE 7-IIIA 
GROUPS OF DIPS 





1 abc_dip_A abc-Φ or 3-Φ  A abc 
2-4 a_dip_B, a_dip_D, a_dip_F a-Φ  B, D, F a 
5-7 b_dip_B, b_dip_D, b_dip_F b-Φ  B, D, F b 
8-10 c_dip_B, c_dip_D, c_dip_F c-Φ B, D, F c 
11-13 ab_dip_E, ab_dip_C, ab_dip_G ab-Φ E, C, G ab 
14-16 bc_dip_E, bc_dip_C, bc_dip_G bc-Φ E, C, G bc 
17-19 ca_dip_E, ca_dip_C, ca_dip_G ca-Φ E, C, G ca 
 
TABLE 7-IIIB 
GROUPS OF SWELLS 
Serial No. Groups of swells Group name Swell-type 
Severely affected 
swell-Φ 
1 A_swell_I a-Φ swell  I a 
2 B_swell_I b-Φ swell  I b 
3 C_swell_I c-Φ swell I c 
4 AB_swell_H ab-Φ swell H ab 
5 BC_swell_H bc-Φ swell H bc 
6 CA_swell_H ca-Φ swell H ca 
 
Numerical values of four PE parameters, |ψ|, Ay, Ax, and outyA  , are obtained from Eqs. 
(7.2)–(7.9), by varying the dip-depth d (from 0.1 pu to 1 pu). Similarly, the numerical 
values of the other two PE parameters, θ and υ, are acquired from the expressions given 
in Table 7-II. Thus, six PE parameters are obtained. By analysing these parameters for 
abc_dip_A, it is observed that the 3-Φ or abc-phase dips can be easily classified by 
applying a threshold condition on the ratio of the semi-minor to the semi-major axis 
(Ay/Ax) and another threshold condition on semi-minor axis (Ay).  According to IEEE 
1159.2 standard, a voltage less than 0.9 pu is considered as a dip, whereas a voltage 
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greater than 1.1 pu is defined as swell. In the proposed approach, for a dip-depth equal 
to 10% of the nominal voltage i.e. for d = 0.1 pu, the ratio of (Ay/Ax) is obtained as 
0.933. Taking IEEE 1159.2 standard into account, for minimum allowable voltage 
magnitude, i.e., for 9.0||||||  cba VVV pu, Ay is obtained as 1.1023 and for maximum 
allowable voltage limit, i.e., for 1.1||||||  cba VVV  pu, Ayyields 1.286. Thus, by 
incorporating the necessary boundary condition on the PE parameters, Ax and Ay, 
voltage dip, normal condition (no dip) and voltage swell of the system can be classified 
as shown in Fig. 7.5. In the next subsection, i.e., in Section 7.3.1, an algorithm for 
classification of voltage dips is presented. Then, classification of voltage swells is 
explored in Section 7.3.2. Characterization of voltage dips and swells are presented in 
Section 7.3.3. 
7.3.1 Voltage Dip Classification 
The flowchart of Fig. 7.5 shows the algorithm of dip classification using three phase 
voltage signals within one cycle window length. As illustrated in Fig. 7.5, the whole 
classification methodology is carried out in three stages. In the first stage, abc_dip_A 
type is classified by applying the necessary threshold conditions as discussed above. It 
should be noted that in the first stage, two PE parameters, Ay and Ax are obtained by 
considering the actual voltage magnitudes of 3-Φ voltages; the phase angle differences 
among the 3-phase voltages are assumed to be separated by 120°.  
At the commencement of the second stage, six PE parameters are extracted from in-
phase and out-of-phase projected phasors. The dip affected phase is classified in this 
stage. To this end, |ψ| versus υ are considered for six classes of dips: single phase dips 
(a-Φ, b-Φ and c-Φ dip) and double phase dips (ab-Φ, bc-Φ and ca-Φ dip). The optimum 
decision boundaries among these six classes of dips are obtained as the curve bisecting 
two adjacent regions. To do so, at first, the curves (|ψ| as a function of υ) relating the 
―classes of dips‖ presented in Table 7-IIIA, are obtained from Eqs. (7.2)–(7.5), Eq. (7.7) 
and the voltage phasors shown in Table 7-I for 0.1<d<1. These curves are denoted as 




   
bcab
, and  
ca
, where the different subscripts represent 




 are given by 
2/)(  
c









 and  
bc
are represented by Eq. (7.7), 
where the variables Sθ, Sυ and the range of υ are shown in Table 7-IV. Figure 7.6 
illustrates the six decision boundaries separating the different classes. For instance, 
decision boundary  cacD   separating c-Φ and ca-Φ classes is given by  
      
caccac
D 5.05.0   (7.12) 
The other five decision boundaries,which include         caabcbababcc DDDD  ,,,  and
 abbD  , are obtained in the same manner. As Fig. 7.6 shows, if υ< -135°, then  cacD 
,  caaD   and  abaD   are employed, which implies that the class of dip can be a-Φ or 
c-Φ or ca-Φ or ab-Φ. Similarly, for υ ≥ -135°, the decision boundaries  bcbD  ,  abbD 
, and  bccD   are applied. Thus, six classes of dips are classified. 
 




CURVES FOR CLASSIFYING SIX CLASSES OF DIPS 
Curves S  S
 Range of υ 
 
ca
















  2sin15.0   31 j  
 
b
















   2sin1cot5.0   31 j  
 
 
Fig. 7.6.  Decision boundaries: ,)(,)(,)(),(,)(  caabcbababcccac DDDDD  and )(abbD  ,establishing the 
classified zone of six classes of dips, which include a-Φ, b-Φ, c-Φ, ab-Φ, bc-Φ, and ca-Φ; double arrow 
dotted line acts as a logical separator among the classes of dips. 
In the third stage, the dip-type is classified for single-Φ (B, D and F type) and double-
Φ (E, C and G type) dips. For classifying B, D and F types of single-Φ dips, the curves 
(Ax as a function of θ), obtained from (7.2)–(7.5), (7.9) and the phasors of Table 7-I for 
0.1<d<1, are used. The equations of these curves are represented by (7.9), where the 
variables Sθ, Sυ and the range of θ are reported in Table 7-V. These equations show the 
behaviour of PE parameters Ax and θ under B, D and F types of single-phase dips. In 
Table 7-V, the curves, representing B, D and F types of a-Φ, b-Φ and c-Φ dips, are 
denoted as  ,, aBxA  ,, aDxA      ,θA,θA,θA bDx,bBx,aFx,  ,θA bFx,    ,θA cBx,   andθA cDx,
 cFxA ,  respectively. Moreover, Fig. 7.7 shows the decision boundaries, used for the 









































classification of B, D and F types of dips. As an example, the decision boundary
)(aDaBD  , separating a_dip_B from a_dip_D, is given by 
       aDxaBxaDaB AAD ,, 5.05.0   (7.13) 
Similarly, the expressions for ,)(aFaDD  and)(cDcBD  )(cFcDD   are obtained. Using 
the equations of these decision boundaries, the B, D and F type dips can be easily 
classified (see Fig. 7.7). 
TABLE 7-V 
CURVES USED FOR THE CLASSIFICATION OF DIP-TYPE:B, D AND F  
Curves S  S
 Range of θ 



















 bBxA ,  

















 j  
 bDxA ,  


















 j  
 bFxA ,  




















 j  













 j  
 
 
Fig. 7.7.  Decision boundaries: )(aDaBD  (solid line), )(aFaDD   (dash line), )(cDcBD  (dash dotted line), 
)(cFcDD   (dotted line) establishing the classified zone of B, D and F types of single-Φ dips; double arrow 
dotted line acts as a logical separator between a/b-Φ class and c-Φ class of dips. 




















Double-Φ dips (E, C and G type) are classified in two steps. First E and C type dips 
are bundled together as E/C type, the E/C and G types are classified. In the second step, 
the dips E and C are classified. In order to make a distinction among E, C and G types 
of ab-Φ dips, at first, E/C and G type are classified. To do so, Ax relating ab-Φ dips of 
the E, C, and G types are generated from Eqs. (7.2)–(7.5), Eq. (7.9) and the 
corresponding phasors of Table 7-I for 0.1<d<1; these are denoted as  ,, abExA
 abCxA ,  and  abGxA ,  respectively. The curves     abCxabEx AA ,, ,  and  abGxA ,  are 
presented by (7.9), where the variables Sθ, Sυ and the range of θ are shown in Table 7-
VI. Hence, the decision boundary is expressed as, 
     abGxabExabGabE AAD ,, 5.05.0)(   (7.14) 
 
 
Fig. 7.8. Classified zone of ab-Φ dips using decision boundaries: (a) )(abGabED   for E/C and G types; 
(b) )(abCabED   for E and C types. 
Secondly, the classification of ab_dip_E and ab_dip_C is conducted by obtaining the 
curves derived from Eqs. (7.2)-(7.5), Eq. (7.8) and the corresponding phasors of Table 
7-I for 0.1<d<1. In this case, 
out
y
A  is obtained through the proposed PE technique 





































applied to the out-of-phase phasor voltages. To this end, out
y
A  related to ab-Φ dips of 
type E and C type are generated from (7.8); they are denoted as  outabEyA , and  
out
abCy
A , , 
respectively. Thus,  outabEyA ,  is obtained as 0, 
out
abEy
A  and  outabCyA ,  is represented by 
(7.8) followed by Sθ, Sυ and the range of θ as reported in Table 7-VI. The decision 
boundary is denoted as )(abCabED  . The decision boundaries )(abGabED  and 
)(abCabED  , corresponding to the first and second steps of classifying E, C and G type 
of ab-Φ dips, are presented in Figs. 7.8 (a) and 7.8(b), respectively.  
TABLE 7-VI 
CURVES USED FOR CLASSIFYING E, C AND G TYPE OF AB-Φ DIPS 
Curves S  S
 Range of θ 
 abExA ,  







 abCxA ,  






























Following similar steps for classifying ab-Φ dips of type E, C and G, the  bc-Φ and 
ca-Φ dips are distinguished by the decision boundaries obtained from the curves: 
       ,,,, ,,,,  caExbcGxbcCxbcEx AAAA    ,A,A caGx,caCx,   ,A
out
bcC,y
  ,AoutbcE,y 
 outcaE,yA  .and 
out
caC,y
A  It should be noted that  outbcEyA ,  and  
out
caEy
A ,  are 





AA . The rest of the curvesare derived from Eqs. (7.8) and 
(7.9), and the variables presented in Table 7-VII. The curves corresponding to the 
decision boundaries of bc-Φ and ca-Φ dips are shown in Fig. 7.9. The detailed 
derivations of the decision boundaries, corresponding to voltage dips of seven types, are 





Fig. 7.9.  (a) Decision boundaries )(D caGcaE  (solid line), )(D bcGbcE   (dash line) establishing the 
classified zone of E/C and G-type of ca-Φ, and bc-Φ class of dips, (b) Decision boundaries )(D caCcaE 
(solid line), )(D bcCbcE   (dash line) establishing the classified zone of E and C-type of ca-Φ, and bc-Φ 
class of dips; double arrow dotted line acts as a logical separator between bc-Φ and ca-Φ class of dips. 
TABLE 7-VII 
CURVES USED FOR CLASSIFYING E, C AND G TYPE OF BC-Φ AND CA-Φ DIPS 
Curves S  S
 Range of υ 






















 bcCxA ,  




























cossin313  j  















 caCxA ,  






















    cos3/sincos3   
 
































7.3.2 Voltage Swell Classification 
The proposed method is used for classification of voltage swells, which include two 
types of voltage swells: H- and I-type, as reported in [31] and presented in Table 7-VIII. 
The I-type swell includes the single-Φ voltage swells, a-Φ, b-Φ, and c-Φ swells, 
whereas the H-type includes the double-Φ voltage swell, i.e., ab-Φ, bc-Φ, and ca-Φ 
swell, as shown in Table 7-IIIB. As shown in Fig. 7.5, the six swell groups are classified 
by following similar approach to that of classifying six classes of voltage dips. To this 








 and  
CA
, where subscript letter ―A‖ represents a-Φ swell, 
―B‖ represents b-Φ swell and so on. The equations (|ψ| as a function of υ) relating the 
―groups of swells‖ presented in Table 7-IIIB, are obtained from Eqs. (7.2)–(7.5), Eq. 





 are derived as:   ,2/ 
AB
  0 and 
C
. The other four curves, 




 and  
BC
are represented by (7.7), where the variables Sθ, Sυ 
and the range of υ are shown in Table 7-IX. From these expressions, the equations of 
decision boundaries, which bisect two adjacent swell regions, are obtained; see Fig. 
7.10 for illustration. The six groups of swells are classified using the expressions of 
these decision boundaries. The detailed derivations of these decision boundaries, 
corresponding to voltage swells, are presented in Appendix E. 
 
TABLE 7-VIII 
PHASOR PRESENTATION OF 3-PHASE VOLTAGES FOR TWO TYPES OF SWELLS 














































CURVES FOR CLASSIFYING SIX GROUPS OF SWELLS 

































  2sin15.0   31 j  
   cos/cos3sin15.0 22 j  
 
CA






























Fig. 7.10.  Decision boundaries, ,)(D,)(D,)(D),(D,)(D BCBACACBCAABBAB   and )(D CAC ,establishing 
the classified zone of six groups of swells, which include a-Φ, b-Φ, c-Φ, ab-Φ, bc-Φ, and ca-Φ; double 
arrow dotted line acts as a logical separator among the groups of swells. 
7.3.3 Characterization of Voltage Dips and Swells 
Upon completion of the classification task, the severity of voltage dips can be 
characterized using the dip-depth d. In Table 7-II, PE parameter θ and υ are expressed 
as a function of d; therefore, d can be easily calculated from the expressions 
corresponding to the dip-type which is obtained through the classification.For example, 
if an event is classified as a_dip_D with PE parameters θ =121.2° and υ = –142.9°, 
then d can be calculated from the expressions of θ and υ corresponding to a-Φ dip 




































(affected dip-phase is a) and type D, as shown in Table 7-II. The calculation is 
presented below:  
 
    















From the above calculation it is evident that the event, which is classified as a-Φ dip 
and type D, has encountered a dip-depth of 0.3 pu. To derive the general expressions of 
dip-depth d as a function of θ or υ, considering dip-types B, D, F, E, C, and G, the 
expressions of Table 7-II are re-arranged and summarized in Table 7-X. For A-type dip, 
all three-phase voltages are reduced in equal amount; hence, dip-depth can be easily 
obtained as cbad Φ ororΦwhere,1  V . 
TABLE 7-X 
EXPRESSIONS OF DIP-DEPTH AS A FUNCTION OF POLARIZATION ELLIPSE PARAMETERS 
Affected dip-phase Dip-type Dip-depth (d) 
a 
B    tan1  
b    cot1  
a 
D        tan25.01/tan1  
b        tan25.0/tan1  
a 
F        tan5.01/tan1  
b        tan5.0/tan1  
c 
B   2/tan1    
D        tan25.02/tan2  
F        tan5.02/tan2  
ab 
E    tan/21  
C     tan3/243/4  
G        tan522/tan626  
bc 
E   cot1  
ca    tan1  
bc 
C    3/cot44    
ca    3/tan44    
bc 
G        tan52/tan66  
ca        tan25/tan66  
 
 According to IEEE 1159.2 standard, definition of voltage dip involves the dip-depth 
d to lie within 0.1 to 1 pu. Thus, concurrent operation of cycle by cycle 
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classificationand extraction of d, will allow to detect the onset of voltage dip in real-
time. For example, if d is monitored continuously, under normal condition its value will 
be close to 0; if d is found within 0.1 to 1 pu, then dip-inception can be detected. 
Another technique to evaluate the gravity of dip/swell is to estimate the surface area of 
the ellipse. The decrease of the surface area of the ellipse is proportional to the dip 
gravity. Similarly, increase of the surface area of the ellipse is proportional to the swell 
gravity. For example, for a given dip-depth, three phase voltage dips are the most 
severe, followed by double phase and single phase dips, which is reflected in the surface 
are of the ellipse obtained in 3D co-ordinates. 
7.4 VALIDATION AND TEST RESULTS 
The proposed method is validated with recorded waveforms provided by IEEE 
1159.2 [117], real measurement data given in [119], and unbalanced dips associated 
with phase angle jump. 
7.4.1 Voltage Dip Classification from recorded waveforms 
IEEE 1159.2 working group recorded several test waveforms, which include balanced 
and unbalanced voltage sags influenced by industrial power electronic equipment [117]. 
Most of these recorded waveforms are used to validate the proposed method. 
The phase voltages may be influenced by noise and harmonic distortion due to the 
presence of power electronic devices and other electrical equipment. The impact of 
noise can be seen in Fig. 7.11, which shows one of the recorded waveforms wave 
15[117]. To extract the ellipse parameters, the DFT (Discrete Fourier Transform) is 
applied to one cycle long window. The phase voltage magnitude and phase angle at the 
fundamental frequency (in this case ±60 Hz), are extracted and passed through the 
proposed polarization ellipse technique for dip classification. The proposed algorithm 
operates on a sliding time-window of 1 cycle length and each of the recorded 
waveforms has 3-phase voltage signals of six cycle duration. Therefore, if voltage dip or 
swell is found within any window frame passing through the six cycles of voltage 
signal, it is detected; otherwise it is classified as normal condition. However, to test the 
proposed method, normal condition of the recorded waveforms is not shown; only the 
classification results within one cycle window frame, starting at the inception of voltage 
sags, are considered and presented in Table 7-XI. For instance, 3-Φ voltage phasors of 
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third cycle (0.033 to 0.05 sec duration) are considered for the voltage dip-classification 
of wave 15 and marked as classified window. Similarly, voltage phasors of other 
recorded waveforms are classified as shown in Table 7-XI.  
TABLE 7-XI 
CLASSIFICATION OF VOLTAGE DIPS WITH RECORDED WAVEFORMS 
Wave 
number 
Classes of dips 
(ground-truth) 
Polarization Ellipse parameters 
Test results 
(classes of dips) 
Ay/Ax Ay υ°
 |ψ|° 
wave 1 b-Φ 0.72 0.93 -117.9 38.3 b-Φ 
wave 2 c-Φ 0.65 0.79 -135.2 89.7 c-Φ 
wave 3a a-Φ 0.59 0.49 -173.2 43.1 a-Φ 
wave 5 ca-Φ 0.77 0.47 -145.5 69.5 ca-Φ 
wave 6a c-Φ 0.67 0.59 -135.2 89.7 c-Φ 
wave 7 a-Φ 0.59 0.49 -173.5 42.9 a-Φ 
wave 8 a-Φ 0.61 0.41 -165.4 41.2 a-Φ 
wave 11a b-Φ 0.9 0.66 -129.8 40.8 b-Φ 
wave 12 3-Φ or abc-Φ 0.99 0.72 - - 3-Φ or abc-Φ 
wave 13 a-Φ 0.74 0.95 -150.4 35.7 a-Φ 
wave 14c c-Φ 0.59 0.77 -134.2 89.1 c-Φ 
wave 15 c-Φ 0.70 0.89 -134.2 88.8 c-Φ 
 
It is observed that the test recorded waveforms are suffered from voltage dips in 
single-phase or two-phases or 3-phases; the ground-truth for the ―classes of dips‖ is 
presented in column 2 of Table 7-XI. These recorded waveforms are passed through the 
proposed multi-stage classification algorithm. Firstly, the PE parameters are extracted 
for each of the recorded waveforms, see columns 3-6 of Table 7-XI. Then, using the 
decision boundaries as highlighted in Fig. 7.6 and the PE parameters |ψ| and υ of Table 
7-XI, classes of dips are identified. For wave 12, abc-Φ or 3-Φ balanced dip is identified 
by applying the conditions on PE parameters (Ay/Ax)and Ay,see Fig. 7.5. The 
classification results, as presented in 7
th
 column of Table 7-XI, specify the successful 
classification of all the test recorded waveforms with 100% accuracy. In summary, the 
proposed algorithm is able to provide the exact ―classes of dips‖ as reported in the 
results of recorded waveforms. Moreover, dip-depth can be monitored in real-time by 
applying a sliding data-window of one-cycle as illustrated in Fig. 7.11. Thus, dip-






Fig. 7.11.  (a) Recorded waveform wave 15 collected from [117], (b) real-time monitoring of voltage dips 
for wave 15 using dip-depth d.  
7.4.2 Validation of the Proposed Method using real measurement Data 
Voltage dips, measured in Belgian transmission grid as presented in [119], and 
voltage swell, recorded from a medium voltage network [31], are used to validate the 
proposed algorithm. The phasors, illustrated in Table 7-XII, are extracted from the 
waveform stored during the occurrence of a voltage dip or swell. For classification of 
each type of dips/swells, the in-phase and out-of-phase projected voltage phasors are 
obtained by following the procedure presented in Fig. 7.4; the projected phasors are 
then passed through the proposed polarization ellipse technique. The whole 
classification process is conducted in three stages as described in Section 7.3. The first 
stage is disregarded since the PE parameters (Ay/Ax),Ax and Aydo not fall in the groups of 
balanced dip or no dip condition (see Fig. 7.5 and Table 7-XIII). Therefore, in order to 
explore the last two stages of classification, the waveform of dip-type D is taken as an 
example. Applying the PE parameters, |ψ| and υ, see Fig. 7.6, reveals that the ―class of 
dip‖ is a-Φ. Likewise, applying the PE parameters — Ax and θ in Fig. 7.7, implies that 
the type of dip is D. Other two types of dips, Cand E, are classified and characterized 
using similar approach. Upon completion of the classification task, characterization of 
the dips is conducted by extracting dip-depth d as discussed in Section 7.3.3. Among 
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these three types of dips, bc_dip_E type is found to be the most severe dip as indicated 
by the dip-depth value, see Table 7-XIII. Moreover, for H-type swell, using the PE 
parameters, |ψ| and υ, see Fig. 7.10, reveals that the ―group of swell‖ is ab-Φ which is 
denoted as AB_swell_H type. This H-type of swell also experiences a dip in c-phase and 
its severity can be determined from the d value, see Table 7-XIII. In summary, the test 
results, as presented in Table 7-XIII, specify the successful classification of bc_dip_E 
type, ca_dip_C type, a_dip_D type and AB_swell_H type of events. 
TABLE 7-XII 
PHASORS OF 3-PHASE VOLTAGES RECORDED DURING DIPS/SWELLS 
Type Va Vb Vc 
C 0.838∠5.2° 0.982∠-117.9° 0.876∠115.3° 
D 0.726∠1.7° 0.964∠-114.6° 0.958∠116.9° 
E 0.977∠1.2° 0.286∠-166.6° 0.365∠124.2° 
H 1.52∠-15.1° 1.56∠-135° 0.08∠118.2° 
 
TABLE 7-XIII 
CLASSIFICATION OF VOLTAGE DIPS/SWELLS WITH RECORDED DATA 
Dip/Swell 
type 






 υ° |ψ|° 
C 0.91 1.15 126.1 -139.6 55.9 ca_dip_C 0.199 
D 0.85 1.17 121.2 -142.9 34.7 a_dip_D 0.3 
E 0.4 0.99 117.9 -101.4 77.1 bc_dip_E 0.798 
H 0.58 1.822 175.6 -135.7 89.3 AB_swell_H 0.95 
 
7.4.3 Validation of the Proposed Method using unbalanced voltage 
Dips associated with phase-angle jump 
According to [30], the impedance angle or maximum phase angle jump of -10° to 
+10° is found in typical transmission system faults, whereas phase angle jump of -40° to 
-60° occur with faults in distribution lines. In agreement with this, the real cases, which 
are considered in this subsection, possess phase angle jump of less than 60°. 
In [23] and [30], several test events of voltage dips including single-Φ and double-Φ 
dips are presented. Among those test events, six critical events, which include large 
phase angle jump and rotation due to loading effects, are used to validate the proposed 
algorithm. These six events are presented in Table 7-XIV. Event 1 is associated with 
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single-Φ voltage dip [23].  Event 2 illustrates the scenario when phase ―a‖ experiences a 
dip of fifty percent with a phase-angle jump of –30° in a solidly grounded systems [30].  
Event 3 represents a similar case to Event 2 with a larger phase-angle jump, i.e., –40° 
[30]. Event 4 represents the ―bc‖ phase dip incorporating 50% voltage drop along with 
phase-angle jump of –40°. Event 5 and 6 are originated from Event 4 by considering the 
dynamics of the load associated with voltage drops and rotation [30]. Using the 
proposed algorithm, it is revealed in column 6 of Table 7-XIV that single-Φ and double-
Φ dips have been classified correctly.  The classified dip-types of all six events are also 
shown in column 7 of Table 7-XIV. Comparative analysis between space vector method 
presented in [31] and the proposed PE method are conducted on the basis of classifi-
cation results of these six critical events. Among these six events, space vector method 
fails to classify four critical events (Events 3-6 as highlighted in Table 7-XIV) 
influenced by large phase-angle jump; whereas the proposed PE method has 
successfully classified all six events. Moreover, the proposed method was tested with 
adding noise (SNR ranging from 20 dB to 30 dB), see Table 7-XV, and harmonic 
distortion (THD was varied from 1% to 20%); under these conditions, it was found that 
performance of the proposed method was not affected. 
TABLE 7-XIV 
CLASSIFICATION OF UNBALANCED VOLTAGE DIPS ASSOCIATED WITH PHASE-ANGLE JUMP, VOLTAGE DROP 
AND ROTATION DUE TO LOAD EFFECTS 











Event 1 0.316∠-11° 0.842∠-103.0° 0.848∠97.7° a-Φ a-Φ D a-Φ 
Event 2 0.497∠-30° 1.003∠-120° 1.003∠120° a-Φ a-Φ B a-Φ 
Event 3 0.497∠-40° 1.003∠-120° 1.003∠120° a-Φ a-Φ B ab-Φ 
Event 4 1.00∠0° 0.847∠-157.1° 0.397∠123° bc-Φ bc-Φ E c-Φ 
Event 5 0.85∠0° 0.717∠-157.0° 0.338∠124° bc-Φ bc-Φ G c-Φ 
























































A new method for classification and characterization of voltage dips and swells is 
proposed in this Chapter. Using the proposed approach, a total of seven types (A, B, D, 
F, E, C, and G) of dips, which include 19 possible groups of dips, are classified and 
characterized. Two types of voltage swells (H- and I-type), which include a total of 6 
groups, are also classified using the developed method. The proposed method is 
designed based on the Polarization Ellipse (PE) parameters, in 3D co-ordinates, 
extracted from three phase voltage signals.  Six PE parameters are extracted from in-
phase and out-of-phase projected voltage phasors on a-, b- and c-axis. Based on the PE 
parameters, the expressions corresponding to seven types of dips and two types of 
swells, and their decision boundaries are developed. Using the decision boundaries and 
PE parameters, three-stage classification algorithm is proposed. The proposed algorithm 
can effectively classify the balanced dips, six classes (single-Φ and double-Φ dips) and 
their corresponding types of dips (B, D, F, E, C and G). Moreover, the developed 
analytical expressions of decision boundaries require less computation time for cycle by 
cycle classification. Therefore, the speed of the proposed algorithm is expected to be 
fast. The proposed algorithm is validated with recorded waveforms extracted from IEEE 
1159.2 working group report and real measurement data of Belgian transmission grid. 
Besides, the proposed PE algorithm is able to classify the unbalanced dips associated 
with phase angle jump. Thus, the proposed method has a great potential to be used as an 
important tool for classification and characterization of voltage dips and swells in 






The presence of DG strengthens the distribution system and introduces a damping for 
disturbances. For example, by using active control on the voltage at the terminals of the 
generator units, voltage fluctuations and voltage dips can be mitigated. However, 
utilitiesmay have specific interconnection guidelines for these local generators or DGs 
and they must comply with these guidelines/requirements for integration to the utility 
networks[2]. Controllers of these DGs do not need to control the grid frequency but can 
support voltage of the system, when they remain in grid-connected (i.e. in parallel 
operation mode). On the other hand, DG needs to control the voltage and frequency 
when they tend to operate in a stable stand-alone mode in a power system island. Stand-
alone operation of DG may be triggered by islanding, which is defined as a situation 
when a segment of the distribution system is isolated from the utility-grid due to faults 
or other disturbances, and yet that isolated segment remains energized by DGs [2]. 
Stand-alone islanded operation increases the reliability, and therefore, several research-
ers have investigated the islanded operation of DG under micro-grid environment [125-
127]. In [127], the authors have raised several issues for further investigation in the 
context of micro-grid. Two such issues are reliability of islanding detection, and voltage 
quality issues relevant to the sensitive loads inside the islanded network. In Chapter 3, 
an SVM based islanding detection method is proposed and the performance of the 
method is assessed under critical conditions emphasizing the reliability of the islanding 
detection process; further details of the SVM base method can be found in [106, 128]. 
However, the second issue, i.e., voltage quality issues, such as voltage dips, which may 
occur due to islanding and its subsequent scenarios including transitional state, island 
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stabilization state, and grid-reconnection state, have not been critically examined. 
Besides, widespread expansion of DG integration in future grid may increase the 
occurrence of voltage dips caused by these post-islanding scenarios, which may raise a 
concern in the future. Therefore, classification and characterization of voltage dips, due 
to these scenarios, are required to be critically investigated. 
This Chapter investigates the voltage dips and swells associated with pre- and post-
islanding scenarios of a distribution network embedded with DG under different 
network contingencies and conditions. To carry out this investigation, the 3D 
polarization ellipse technique, as proposed in Chapter 7, is employed for the 
classification and characterization of voltage dips and swells.  
The remainder of the Chapter is structured as follows. Section 8.2 describes the test 
system employed for the study of voltage dips and swells associated with pre- and post-
islanding scenarios. Section 8.3 characterizes thevoltage dips and swells arising due to 
pre- and post-islanding scenarios, which include the transitional state of islanding, 
disconnection of DG or establishment of island with proper controlling action, grid re-
connection state, etc.;the 3D polarization ellipse parameters are applied for this 
characterization. Section 8.4concludes the Chapter. 
8.2 TEST SYSTEM 
Fig. 8.1 shows the single line diagram of a test distribution network of New South 
Wales, Australia, which will be used for the simulation study of pre- and post-islanding 
scenarios. The test system is an 11-kV radial distribution network having base-power of 
100 MVA. It is connected to a subtransmission system of upstream grid-side through a 
66/11-kV transformer. The subtransmission system is a 66-kV, 50-Hz system with 
short-circuit (SC) level of 1000 MVA;it is represented by a Utility Source in Fig. 8.1. 
In the test system, there is one 6-MVA synchronous generator (SG) used as DG and it is 
connected to bus 8 through 11/0.415 kV transformer. The SG is represented by a sixth-
order 3-phase model in the d-q rotor reference frame and it is equipped with a steam-
turbine governor and an exciter represented by the IEEE—Type 1 model. Exciter and 
governor of the synchronous generator are controlled in such a way that it allows the 
flexibility of operating the SG in grid-connected mode or stand-alone mode. The dis-
tribution lines are modelled as π-section line. Loads,shown in each buses of the 
distribution feeder, are modelled as constant impedance load. A total of 18 MW load is 
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distributed along the distribution feeder. Some loads are considered as noncritical loads, 
and they can be disconnected or connected according to the requirement of island 
stabilization state or grid-reconnection state. The relay is placed at transformer 
connection point of the DG to collect three-phase voltages.More details of the test 
system parameters are presented in Appendix A.4 and the data of DG is presented in 
Appendix A.3. 
The simulation system also includes measurement circuitry; including frequency 
estimation block, angle tracking block and instantaneous voltage measurement block. 
The frequency estimation block is implemented based on a cycle-to-cycle calculation of 
the time interval between two consecutive rising zero-crossing of the voltage waveform. 
The angle tracking block measures the real-time angle-difference between the two sides 
of Circuit Breaker (CB) connecting the grid-side and DG-side. Instantaneous voltage 
measurement block collects the instantaneous 3-phase voltages from DG end. These 
phase-voltages are processed using the proposed approach to classify and characterize 
voltage dips during dynamic and steady state operating conditions followed by 
islanding.  
 



































































8.3 CHARACTERIZATION OF VOLTAGE DIPS AND SWELLS 
DURING AND SUBSEQUENT TO ISLANDING SCENARIOS 
This Section deals with the characterization of voltage dips caused by islanding and 
its subsequent scenarios. The scenarios include transitional state of islanding, 
stabilization of islanding and grid-reconnection of island. Under these scenarios, voltage 
dips are characterized and classified. To this end, the 3D PE algorithm, which is 
proposed in Chapter 7, is applied to classify the voltage dips and swells, and severity of 
dips is measured by dip-depth d. In Section8.3.1, pre-islanding scenarios are briefly 
discussed followed by the simulation study of the test system of Fig. 8.1. In Section 
8.3.2, post-islanding scenarios are narrated followed by the classification and 
characterization of voltage dips using 3D PEalgorithm throughout the simulation study 
of the test system. 
8.3.1 Pre-islanding Scenarios 
Different switching incidents, e.g., unplanned or pre-planned switching incidents can 
give rise to islanding situation. Pre-planned islanding may result in minimal transients 
during the islanding period, if proper sharing between loads and DG units in the island 
are maintained. On the contrary, unplanned islanding does not allow maintaining the 
balance between load and generation in the island in a planned way. Therefore, severe 
transients may be found due to unplanned islanding. In this study, unplanned islanding 
is considered while conducting several case studies using the 11-kV test system of Fig. 
8.1. The case studies include the classification and characterization of voltage dips 
originated from different types of permanent faults under grid connected environment. 
These permanent faults, which initiate the islanding phenomenon, are described as pre-
islanding scenarios which include 1) Single line-to-ground (SLG) fault, 2) phase-to-
phase fault and 3) balanced 3-phase fault. Using the test system of Fig. 8.1, a study 
forinvestigating these pre-islanding scenarios is carried out through simulations and 
described below. 
1) Single line-to-ground (SLG) fault: A permanent SLG fault, i.e.,a-phase to 
ground fault, occurs on the 11-kV line (Bus 1 of Fig. 8.1) at t = 4.3 sec. The fault is 
cleared by the operation of CB, 10 cycles after the fault inception, e.g., at t= 4.5 sec, and 
an islanded zone is formed due to the fault mentioned above. The islanding phe-
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nomenon is detected 10 cycles after the CB’s open, e.g., at t = 4.7 sec, soon after that 
the control strategy of the DG units is activated to allow the stable islanded operation 
which will be elaborately discussed under the post-islanding scenarios of Sections8.3.2 
and 8.3.3. Fig. 8.2 shows the transients during the fault, fault clearing, separation and 
onset of islanding. During the fault, voltage severely drops, see Figs. 8.2 (a) and 8.2 (c), 
and this impact is reflected in the characterization parameter d, which is obtained by 
using the proposed 3D PE algorithm, see Figs.8.2 (b) and 8.2 (d). It should be noted that 
Fig. 8.2(a) shows the terminal voltage of DG, whereas Fig. 8.2(c) shows the terminal 
voltage of a bus located at remote end from the DG. The characterization parameter d 
shown in Figs. 8.2(b) and 8.2(d) represents the voltage dips at DG end and remote end, 
respectively. Moreover, classification of voltage dip yields the F-type dip with severely 
affected a-phase (a_dip_F) at DG end, see Fig. 8.2 (b), whereas D-type dip with 
severely affected a-phase (a_dip_D) is observed at remote end, see Fig. 8.2 (d) for 





Fig. 8.2.  (a) Pre-islanding (due to SLG fault) voltage observed at DG end and (b) its corresponding dip-
depth parameter; (c) pre-islanding (due to SLG fault) voltage observed at  remote end from DG and (d) its 
corresponding dip-depth parameter. 
2) Phase-to-phase fault: This case study is identical to the previous case except that 
the fault is phase-to-phase. Therefore, just like the previous case, a permanent phase-to-
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phase fault, i.e., a-phase to b-phase fault, is forced to occur on the 11-kV line (bus 1 of 
Fig. 8.1) at t = 4.3 sec. Study results are illustrated in Fig. 8.3 for phase-to-phase fault, 
e.g., a-phase to b-phase fault. Voltage dips encountered at DG end and remote end 
during these transients are successfully classified (ab_dip_C) and characterized as 
illustrated in Figs. 8.3(b) and 8.3(d). Similar observation is found for b-phase to c-phase 
and c-phase to a-phase faults. 
3) Balanced 3-phase fault: This case study investigates the islanded operation and 
its electrical transients due to a permanent balanced 3-phase fault on the 11-kV line. The 
time intervals corresponding to fault clearing and islanding detection are the same as 
those of the previous case studies except that system islanding is detected within 8 
cycles (as opposed to 10 cycles in the previous cases). In this case, islanding detection 
within 8 cycles is possible because of the severe voltage drop due to the 3-phasefault; it 
allows the features, used for islanding detection, to deviate significantly and thereby 
accelerating the detection process [106, 128]. Figs. 8.4(a) and8.4(c) show the system 
transients at DG end and remote end, respectively, during the pre-islanding 
period.Voltage dips during these transients are classified (abc_dip) and charac-




Fig. 8.3.  (a) Pre-islanding (due to phase-to-phase fault) voltage observed at DG end and (b) its 
corresponding dip-depth parameter; (c) pre-islanding (due to phase-to-phase) voltage observed at remote 
end from DG and (d) its corresponding dip-depth parameter. 
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Fig. 8.4.  (a) Pre-islanding (due to balanced3-phase fault) voltage observed at DG end and  (b)its 
corresponding dip-depth parameter; (c) pre-islanding (due to balanced3-phase fault) voltage observed at 
remote end from DG and (d) its corresponding dip-depth parameter. 
8.3.2 Post-islanding Scenarios 
In this sub-section, post-islanding scenarios are briefly described through three states: 
1) transitional state, 2) island stabilization state, and 3) grid-reconnection state. It is to 
be noted that the voltage dips associated with post-islanding scenarios arising from the 
anti-islanding operations are investigated in detail in [129], whereas this study explores 
the voltage dips associated with island stabilization states leading towards the micro-
grid and then, returning to grid-reconnection state when fault is cleared. 
1)  Transitional state of Islanding:Transitional state is defined as a state which starts 
soon after the onset of islanding and ends as soon as islanding is detected. The islanding 
detection is conducted by islanding detection tool or relay. As presented in[106, 128], 
10 cycles of post-islanding data are required to detect islanding. Therefore, in this study, 
10 cycles of time duration is considered as transitional state duration.  
Operating conditions prior to islanding or grid-connected mode and the type of DG, 
influence the severity of post-islanding scenarios. In agreement with this, voltage dips 
during the transitional state also experience an impact based on the type of DG and 
operating mode of DG. In this study, synchronous type DG, governed by biomassbased 
steam turbine, (biodiesel or diesel engine, or gas turbine can also be considered) and an 






























































































exciter, which can be operated either in voltage control mode or power factor control 
mode, is considered. As reported in [130], in grid-connected mode, speed governor 
needs to be operated in droop control mode and the exciter in power factor control 
mode. Conversely, stabilization of islanding requires the speed governor to be operated 
in isochronous mode and the exciter in voltage control mode. Therefore, transition of 
operating modes need to be performed as soon as islanding is detected. During the 
transitional state, islanding is not detected and hence, the exciter and governor of 
synchronous DG operate in grid-connected mode. Moreover, the power imbalance 
between load and generation in the island influences the voltage dips or swells. If, 
inside the formed island, there is a deficit of active power imbalance, i.e., load is higher 
than the generation of DG, then voltage dips are expected to occur. Similarly, for excess 
of active power imbalance, voltage swells are expected during the transitional state. 
2)  Stabilization of Islanding state:  After the transitional state of islanding,continuity 
of electrical supply is ensured by stabilizing the island. To do so, the balance between 
load and generation is required to be maintained. By applying the load shedding 
approach and proper control mode on exciter (isochronous mode) and prime mover 
(droop-control mode), the islanding state can be stabilized[131]. 
3)  Grid-reconnection state:After the onset of islanding, reconnection of the islanded 
network to the utility grid is allowed when restoration of the main grid and the islanded-
side is attained. Grid restoration is ascertained when the system voltages and 
frequencies, return to a normal operating range, and are maintained in that normal state 
for a considerable period of time, e.g., five minutes [2]. To carry out this reconnection, 
proper synchronization between the islanded-side and the grid-side is required. Limits 
have been imposed for acceptable range of errors corresponding to voltage magnitude, 
frequency and phase-angle between the islanded-side and the main grid. For islanded 
network, energized with DG units ranging from 1.5-MW to 10-MW, reconnection is 
allowed if voltage error lies below 3%, frequency error is less than 0.1 Hz, and phase-
angle error lies below 10° [2]. Obeying these limits ensures the reconnection of the 




8.3.3 Simulation Study for the Characterization of Voltage Dips under 
post-islanding scenarios 
In this study, unplanned islanding is considered while conducting several case studies 
using the test system of Fig. 8.1. The case studies include the classification and 
characterization of voltage dips originated from the post-islanding scenarios which 
encompass the transitional state, island stabilization state and the grid-reconnection 
state. In general, throughout these case studies, characterization of voltage dips is illus-
trated during the steady state response and the dynamic response of the system under 
post-islanding scenarios. To this end, a simulation study has been carried out for the 
duration of 21.5 sec to investigate the behaviour of the system during post islanding 
scenarios. Fig. 8.5 shows the behaviour during transitional state and island stabilization 
state, and Fig. 8.6 shows the system behaviour during grid-reconnection state. The 
simulation procedure and characterization of voltage sags/swells under these post-
islanding scenarios are described below. 
To investigate the voltage dips during the transitional state and island stabilization 
state, the test system of Fig. 8.1 is simulated by opening CB, which yields the onset of 
islanding. While simulating the islanding scenario, deficit of active power imbalance is 
considered, and as expected, voltage dips are obtained in the transitional state and island 
stabilization state. At t = 4.5 second, islanding occurs andat t = 4.7 s the event is 
detected by using the method proposed in[106, 128]. Then, control of island operation is 
maintained by using the load-shedding approach, where indirect communication be-
tween loads and generators uses the frequency and knowledge of the generators’ droop-
characteristic as presented in [131]. The generator’s capacity is 6 MW and loads inside 
the formed island are 18 MW. During grid connected mode, the excess active power 
load was fed by upstream grid. Therefore, during islanding period, deficit of active 
power occurs, and it drives the frequency to 44 Hz (see Fig. 8.5(a)), which in turn 
increases the possibility of instability in the islanded system. Hence, to keep the system 
stable, load-shedding is conducted gradually from 4.7-4.8 s. Since 12 MW load and 
generation imbalance exists in the islanded system, a total of 12 MW noncritical loads 
are disconnected to retain the frequency and voltage in stable state. Switching operation 
for load-balancing is conducted during the subsequent 5 cycles of transitional state, 
which lies within 4.7 to 4.8 seconds. Moreover, from Figs. 8.5 (a)-(b), it is revealed that 
at t =9.5 s, the frequency and rotor angle of the DG is stabilized, i.e., the island state is 
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stabilized. Three-phase voltage signals, obtained during these transitional and island 
stabilization states, are passed through the proposed 3D polarization ellipse method. 
Fig. 8.5(c) illustrates the characterization of voltage dips using the dip-depth (d) 
parameter on real-time basis. If dsurpasses0.1 pu, then dip is observed; otherwise no dip 
is observed as indicated in Fig. 8.5(c). For the purpose of visualization, classification 
results are also shown in Fig. 8.5(c). During the most part of island stabilization state no 
dip is observed; however, the transient of voltage is reflected in one of the 3D PE 
parameters: normalized Ay, which can be observed from Fig. 8.5(d). Besides, classifi-
cation of dips is presented in Table 8-I, which shows a balanced or abc_dip during the 
transitional state and a small fraction of island-stabilization state.  
As illustrated in Fig. 8.5, island is stabilized at 9.5 s which can be observed from the 
frequency and rotor angle at DG connection point. At t = 20.1 s, grid-reconnection is 
conducted by re-connecting the breaker (CB) between the grid-side and islanded 
network. It should be noted that prior to performing the grid-reconnection, the 
parameters: voltage, frequency, phase sequence and phase angle between grid-side and 
stabilized island side were kept within the standard limit as presented in [2]. To do so, 
voltage, frequency and phase sequence were monitored continuously, and at t = 9.5 s the 
errors corresponding to these parameters were found within acceptable range. But, 
phase angle error was found to be deviated by more than 10°. However, using the 
controllable voltage source as grid-source, phase-angle error or phase-angle difference 
between grid and islanded-side was adjusted before re-connection took place. As shown 
in Fig. 8.6, at t = 19 s phase-angle adjustment starts and at t = 20 s the adjusted voltage, 
frequency, rotor-angle and phase-angle errors are found within acceptable limits which 
permits the grid-reconnection. At t = 20.1 s grid-reconnection are forced to occur and 
the DG terminal voltage is monitored continuously. At t = 21 s the system reaches to 
steady-state condition as observed from the DG terminal voltage. The steady condition 
is further verified by the frequency and rotor angle at DG end, see Figs. 8.6 (b)-(c). 
During grid-reconnection period, no voltage dips are observed. However, the slight 
variation of voltages, during the transient period of grid-reconnection state, is reflected 
in the normalizedAy parameter as shown in Fig. 8.6(d). Moreover, classification results 











Fig. 8.5.  (a) Frequency, (b) rotor angle, (c) characterization of voltage dip using dip-depthand (d) 
normalized Ay, during transitional state and stabilization state of islanding. 
 





















































































Fig. 8.6.  (a) Phase-angle error adjustment at t = 19 s, and grid-reconnection at t = 20.1 s; (b) frequency, 
(c) rotor angle, and (d) characterization of grid-reconnection scenario using normailzed Ay, observed at 
DG end. 




























































































CLASSIFICATION RESULTS DURING POST-ISLANDING SCENARIOS 
 
Scenarios Time Classification results 
Transitional state of islanding 4.5-4.7 s abc_dip 
Island stabilization state 
4.7-4.8 s abc_dip 
4.8-9.5 s No dip 
Grid-reconnection state 20.1-21 s No dip 
 
In the above study, grid-reconnection is observed after maintaining the phase-angle 
error within standard permissible limit. However, if there is an absence of phase-angle 
error adjustment mechanism, and grid-reconnection takes place, then voltage transients 
(with voltage swell)can also be observed using the proposed 3D polarization ellipse 
method.  
It is worth-noting that,for the simulation study demonstrated in this Section, various 
operations followed by the post-islanding scenarios are forced to happen within very 
short time-durations. For practical scenarios, the time-durations may be different 
depending on the standard agreement set by the utility, customer and DG operator.  
However, the proposed 3D polarization can effectively perform to characterize the 
voltage dips and swells irrespective of the time-durations of the scenarios.  
8.4 SUMMARY 
Introduction of distributed generation (DG) may provide special benefits in a number 
of ways. For example, it can strengthen the distribution system in terms of load carrying 
capacity and voltage support, and introduce a damping for the voltage disturbance, such 
as, voltage dips, harmonics, etc. On the contrary, penetration of DG may give rise to 
islanding event, which can have adverse effects if it is not properly detected. 
Development of reliable islanding detection methods, allows the flexibility of stand-
alone operation of synchronous generator based DG under islanded mode. This stand-
alone operation is achieved by appropriate switching operation of the controllers from 
grid-parallel mode to stand-alone mode. Conversely, when grid-restoration or 
reconnection is permitted, reverse switching operation, i.e., stand-alone mode to grid-
parallel mode, is employed. If islanding is detected properly, then depending on the 
agreement set by the utility and/or customer, DG is disconnected, or remains connected 
that result in a micro-grid. However, for both cases, voltage dips and swells may occur, 
which are encountered during and subsequent period of islanding. 
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To investigate the voltage dips associated with the islanding event of distributed 
generation (DG) and its subsequent operations, this chapter conducted the classification 
and characterization of voltage dips using the 3D polarization ellipse 
algorithm.Islanding and its subsequent scenarios are simulated using a test distribution 
network embedded with synchronous generator (SG) based DG, for which voltage dips 
are characterized.To this end, the3D polarization ellipse parameters and the proposed 
method of Chapter 7, which can characterize (using the dip-depth parameter d) as well 
as classify seven types of voltage dips, is employed. The pre-islanding voltage dips, 
which could be triggered by balanced or unbalanced faults,have been classified and 
characterized. Moreover, three states of post-islanding scenarios, which is composed of 
transitional state, island stabilization state, and grid-reconnection state, are also 
characterized. In summary, using the proposed 3D PE method, this Chapter has mainly 
focused on characterization of the voltage dips and swells associated with a special case, 







CONCLUSIONS AND  
DIRECTIONS FOR FUTURE WORKS 
 
This thesis has developed comprehensive and realistic approaches for solving two 
critical issues in electricity network using voltage and its associated features: 1) Anti-
islanding protection of distributed generation with special emphasis on critical islanding 
events, and 2) classification and characterization of voltage dips and swells. General 
conclusions of the thesis and directions of future works are provided below.  
9.1 CONCLUDING REMARKS 
A brief literature review, to address the two critical issues, islanding detection and 
characterization of voltage dips/swells, are presented in Chapter 2. A review on 
islanding detection schemes as presented in existing literatures and non-detection zone 
of conventional relays is carried out and presented. Classification of different types of 
voltage dips and swells, their phasor representation, and propagation of voltage dips 
through different network elements, e.g., transformers, causing transformation of dip-
types, are described. Importance and requirement of new islanding detection schemes 
and voltage dips/swells characterization methods are also highlighted. Existing studies 
in literature facilitate to construct the basis of the work presented in this thesis.  
A novel approach, which involves multiple features and a support vector machine 
(SVM) classifier,has been developedin Chapter 3 for islanding detection of distributed 
generation. The developed approach uses multiple features extracted from the network 
variables including voltage, frequency and rotor angle. These variables show 
distinguishable behaviour for classifying the islanding and non-islanding events as 
presented through analytical expressions as well as simulations. Five features, extracted 
from these variables using sliding data-window, are used to train the SVM with linear, 
Gaussian RBF and polynomial kernels. The islanding events, considering all possible 
combinations of power imbalance scenarios with special emphasis on the critical events 
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associated with NDZ of conventional relays, are taken into account during the training 
period. Thus, the trained SVM ensures the successful classification of islanding events 
both outside and inside the NDZ as demonstrated using the simulation results. 
In Chapter 4,an analytical approach that providethe expressions of boundary limit of 
NDZ for rate-of-change-of-frequency (ROCOF) and vector surge (VS) relays is 
developed using the concept of critical active power imbalance inside the islanded 
segment. These analytic expressions are useful for the performance study of ROCOF 
and VS relays for islanding detection. For example, the time required for the ROCOF 
and VS relays to trigger under different power imbalance conditions can be easily 
obtained from these expressions. Similarly, if VS and ROCOF relays are required to 
operate within specific time (e.g., 200 ms) of onset of islanding, the minimum amount 
of power imbalance can be easily determined. Extensive simulation is conducted to 
verify these expressions as well as to investigate the performance of VS and ROCOF 
relays under deficit and excess of active and reactive power imbalance. Three types of 
load, which include constant impedance, constant current and constant power load, are 
also considered during these simulation studies. Moreover, a comparative study of VS 
and ROCOF relays with SVM based approach is conducted considering the 
performance indicators, namely detection rate and false alarm, under different network 
contingencies. Test results demonstrate the superiority of SVM based method over 
ROCOF and VS relays. 
Chapter 5 mainly investigates the voltage dips and its associated phase-angle jumps 
in power network due to four major types of faults. The presence of synchronous 
generator type DG is also included in the voltage dip investigation. Seven types of 
voltage dips, namely, A, B, D, E, F, E, C and G, are analysed with and without DG. 
Firstly, analytical expressions of seven types of voltage-dip and their phase-angle jumps 
are developed. Simulation study demonstrates the acceptability of the developed 
expressions for investigating voltage dips at different buses during the occurrence of 
fault in a test network with and without DG. Also, characterization of voltage dip is 
conducted under the influence of DG. The size of DG and its location are examined to 
highlight the impact of DG during fault. Moreover, the influence of fault-types and 




A new approach has been developed in Chapter 6 for classifying and characterizing 
voltage sags and swells. To this end, three-phase voltage ellipse parameters are used 
where, inclination angle is used to classify sags/swells, and minor and major axis are 
used to characterize the severity of sags and swells, respectively. The developed 
approach provides the flexibility of applying it as an online monitoring tool. Moreover, 
offline record of the voltage data can also be analysed using the approach as per utility 
and/or customer requirements. This helps quantify the quality of voltage, in terms of 
sags and swells, their levels and propagation at different points of the networks.  
A novel approach, using polarization ellipse (PE) parameters in 3D co-ordinates, is 
developed in Chapter 7 for classifying and characterizing voltage dips and swells of 
different types. A multi-stage classification algorithm, incorporating the decision 
boundaries derived for different types of dips and swells, is applied in the classification 
process. The proposed strategy is able to provide a good level of accuracy for the 
classification and characterization of the critical voltage dips associated with phase 
angle jump, rotation of phase-voltages due to loading effects, etc. The decision 
boundaries applied in this strategy are derived using simple analytical expressions; as a 
result, the approach requires less computation time for cycle by cycle classification. 
Therefore, the proposed approach can be used as a real-time voltage dip/swell 
monitoring tool and suitable for online implementation.  
Chapter 8 mainly demonstrates the applicability of 3D polarization ellipse technique 
proposed in Chapter 7. A special case study, which includes the islanding event of 
distributed generation (DG) and its subsequent operations, is conducted to investigate 
the voltage dips and swells. Islanding and its subsequent scenarios are simulated using a 
test distribution network embedded with synchronous generator (SG) based DG, and the 
voltage dips are characterized using 3D PE technique. The pre-islanding voltage dips, 
which could be triggered by balanced or unbalanced faults, are classified and 
characterized. Moreover, three states of post-islanding scenarios, which are composed 
of transitional state, island stabilization state, and grid-reconnection state, are classified 
and characterized and results are presented.  
9.2 DIRECTIONS FOR FUTURE WORKS 
General directions for future work are provided below. 
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 The SVM based approach was described in Chapter 3 for islanding detection of 
distributed generation (DG). The type of DG which was used throughout the thesis 
was synchronous-type DG. Therefore, the proposed approach can be extended for 
inverter-based and asynchronous or induction generator based DG. Since in the 
SVM based approach, only time-domain voltage signal is required to extract the 
features, the extension of the proposed approach for other types of DG is expected 
to be feasible. 
 Islanding is a critical protection issue for the safe operation of future micro-grid or 
smart-grid. Hence, islanding detection method needs to provide reliability with the 
possibility of limited amount of nuisance tripping. In the SVM based approach, 
simulated data, considering all possible combinations of power imbalance, are used 
to train the SVM. Real data, collected from practical network during islanding 
events, can enhance the reliability of SVM based method.  
 In Chapter 4, analytical formulae, for establishing the NDZ of VS and ROCOF 
relays, are developed to investigate the performance of these relays in islanding 
detection. Some constraints have been imposed while deriving those analytic 
expressions or formulae. For instance, classical model of synchronous generator 
(SG) is used to develop the expressions. Replacing the classical model of SG with 
higher order, e.g., sixth-order three-phase model in the d-q rotor reference frame, 
more precise and accurate expressions can be obtained. Thus, the derived 
expressions could be made more precise for analysing the performance of ROCOF 
and VS relay.   
 In Chapter 5, analytical expressions of phase-voltages associated with four major 
types of faults, which include balanced and unbalanced faults, are developed. 
Steady-state analysis is carried out to develop these expressions. Incorporating 
dynamic analysis of the power systems, more precise expressions, which may 
facilitate to explain the transient phenomenon during voltage dips/swells, can be 
obtained.   
 The 3D polarization ellipse (PE) approach, as presented in Chapter 7,can be 
extended to classify some other power quality events, such as, voltage interruption, 
flicker, etc. Using the parameters of PE, and considering the definition of voltage 
interruption and flicker, a simple classifier can be designed to classify these events. 
210 
 
Moreover, using 3D PE parameters along with multiple voltage features, a 
comprehensive classifier, for example, multi-class SVM can be designed to classify 
and characterize power quality events as reported in IEEE 1159 standard. 
 In Chapter 8, the applicability of the proposed 3D polarization ellipse technique is 
demonstrated by a special case study, which is associated with pre- and post-
islanding scenarios. However, the application of the proposed approach can be 
extended and tested for various case studies (including practical scenarios). For 
example, customers, adjacent to an industrial area, may be affected by voltage dips 
due to starting of heavy loads, e.g., motor-start. By explaining this scenario, i.e., 
how frequently and severely different types of voltage dips occur, emphasizing its 
importance and describing some factors that affect it, the realistic problems can be 
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A.1 A Practical Power Network Extracted from New South Wales 
Electricity Networks 
Test system (Fig. 3.9) data: 
a) Transmission network side 
Gen: Rated kV=132, Vbase=132 kV, SC MVA=1000, f=50 Hz. 
SM-1, SM-3 and SM-4: rated MVA=5, rated kV=132, Vbase=132 kV, f=50 Hz, 2 pole 




























0qT =0.21, RS = 
0.0014. 
Exciter of SM-1, SM-2, SM-3 and SM-4: Tr(s) = 0.02, Ka = 300, Ta(s) = 0.001, Ke = 1, 
Te(s) = 0, Kf = 0.001, Tf(s) = 0.1, VRMAX(pu) = 11.5 and VRMIN(pu) = -11.5. 
Equivalent inductance of Transformers: 
Xfm-1 = 0.013H, Xfm-2 = 0.017H, Xfm-3 = 0.034H, Xfm-4 = 0.055H, Xfm-5 = 
0.0634H, Xfm-6 = 0.055H, Xfm-7 = 0.029H, Xfm-8 = 0.057H. 
 
b) Distribution network side: 
Xfm-9: rated MVA = 100, rated kV = 132/33, f = 50 Hz, R1 = 0.00375 pu, X1 = 0.1 pu, 
Rm = 500 pu, Xm = 500 pu. 
SG1, SG2 and SG3: rated MVA = 6, rated kV = 0.69, Vbase = 0.69 kV, f = 50 Hz, 2 pole 
pairs, H = 1.5 s, dX  = 1.4, 
'
dX  = 0.23, 
"
dX  = 0.12, qX  = 1.37, 
"
qX  = 0.12, 
'




0qT = 1.25, 
"
0qT = 0.19, RS = 0.0014.  
Exciter of SG1, SG2 and SG3: Tr(s) = 0.005, Ka = 270, Ta(s) = 0.1, Ke = 1, Te(s) = 0.65, 
Kf = 0.048, Tf(s) = 0.95, VRMAX(pu) = 7 and VRMIN(pu) = -4. 
Dxfm-1, Dxfm-2, Dxfm-3: rated MVA = 30, rated kV = 33/0.69, f = 50 Hz, R1 = 0.00375 
pu, X1 = 0.1 pu, Rm = 500 pu, Xm = 500 pu. 
L-1, L-2 and L-3: 1.5 MW, 0.5 MVAR; L-4: 13.5 MW, 2.1 MVAR; 
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DL-1, DL-2 and DL-3: R0 = 0.413 Ω/km, R1 = 0.1153 Ω/km, X0L = 1.043 Ω/km, X1L = 
0.33 Ω/km, X0C = 1.574 μΩ/km, X1C = 3.6 μΩ/km, Length = 10 km. 
 
A.2 Data of A test Distribution Network 
TABLE A.2 











Vbase (kV) 66 
Loads data   
(L1, L2, L3 ,L4, 
L5, L6, L7, L8, 




Rated kV 66 
SC MVA 1000 















Rated MVA 50 Rated MVA 5 
Frequency 50 Hz Frequency 50 Hz 
Resistance 
(pu) 
0.00375 Resistance (pu) 0.00375 
Inductance 0.1 pu Inductance 0.1 pu 
Lines data 
(Z1, Z2, Z3 ,Z4, 
Z5, Z6, Z7, Z8, 
Z9 ) 
Resistance 0.4 Ω/km 
Synchronous 
generator data 




Vbase (kV) or 
Rated kV 
0.415 





Tr (s) 0.005 Pole pairs 2 
Ka 200 H (s) 1.5 
Ta (s) 0.001 Xd (pu)
 1.4 
Ke 1 Xd
' (pu) 0.23 





' (s) 5.5 
Td0
" (s) 0.05 
Tf (s) 0.1 
Tq0
' (s) 1.25 
Tq0
" (s) 0.19 
VRMAX (pu) 7 Stator resistance 0.0014 pu 















A.3 Data of A test Distribution Network 
TABLE A.3 











Vbase (kV) 132 Loads data    (L-
1, L-2, L-3,L-4) 
PL 3 MW 
Rated kV 132 QL 0.5 MVAr 
SC MVA 1000 Loads data   (L-
5, L-6) 
PL 6 MW 














Rated MVA 100 Rated MVA 30 





Resistance (pu) 0.00375 










(SG1, SG2, SG3, 
and SG4) 





Vbase (kV) or 
Rated kV 
0.69 
Line Length 10 km Rated MVA 6 
Exciter  
of SG1, SG2, 
SG3, and SG4 
Tr (s) 0.005 Pole pairs 2 
Ka 200 H (s) 1.5 
Ta (s) 0.001 Xd (pu)
 1.4 
Ke 1 Xd
' (pu) 0.23 





' (s) 5.5 
Td0
" (s) 0.05 
Tf (s) 0.1 
Tq0
' (s) 1.25 
Tq0
" (s) 0.19 
VRMAX (pu) 7 Stator resistance 0.0014 pu 














A.4 A Practical Distribution Network Extracted from New South Wales 
Electricity Networks 
TABLE A.4.1 
LOADS OF THE SYSTEM OF FIG. 6.10 
 
Load bus P (kW) Q (kVAR) 
1 60 15 
2 100 25 
3 70 20 
4 100 10 
6 50 35 
7 100 20 
8 70 20 
9 100 15 
10 60 20 
17 100 20 
21 50 15 
23 100 25 
24 60 15 
26 100 25 
27 70 20 
28 100 10 
31 60 35 
32 70 20 
33 60 20 
34 75 15 
35 60 20 
36 70 20 
37 60 15 
38 70 25 
39 60 15 
40 70 25 
41 45 20 
42 60 10 
43 40 35 
44 60 20 
45 40 20 
46 60 15 
47 40 20 
49 70 20 
50 40 15 
51 60 25 
52 40 15 
53 85 25 
54 75 20 
56 80 10 
57 75 35 
58 80 20 
59 100 20 
60 70 15 
61 90 20 
62 60 20 
63 185 15 
64 80 25 
65 185 15 
66 60 25 
69 185 20 





IMPEDANCE DATA OF THE SYSTEM OF FIG. 6.10 
 
From node To node Resistance (Ω) Reactance (Ω) 




1 3 2.099 2.8944 
3 5 7.830 5.1479 
5 8 5.858 5.8750 
5 44 15.210 5.6598 
44 45 8.692 3.2342 
44 47 4.356 4.2253 
45 46 2.143 1.6650 
47 48 13.011 4.5424 
48 66 5.060 1.5377 
48 49 2.345 0.9425 
66 67 3.250 0.7540 
67 68 10.035 7.3511 
8 51 13.286 1.5112 
51 54 8.048 2.0266 
51 53 8.007 0.2795 
8 9 5.141 3.3802 
10 11 1.377 0.9054 
11 12 4.459 2.9318 
11 65 17.680 7.5998 
12 64 11.801 7.6172 
12 13 6.086 4.0010 
13 43 10.428 4.6708 
13 14 6.086 4.0010 
14 62 11.451 2.2981 
14 15 4.066 2.6731 
15 40 12.535 5.1364 
15 16 3.948 1.4262 
16 36 2.472 0.9312 
16 17 8.958 5.8895 
18 19 3.896 0.4964 
19 24 13.410 9.0760 
19 32 11.546 4.6708 
19 60 8.057 4.0010 
19 29 5.039 2.2981 
29 57 4.056 1.4244 
20 70 6.046 2.6263 








A.5 Data of A test Distribution Network 
TABLE A.5 
TEST SYSTEM DATA (FIG. 4.5) 
 
Network Elements Parameters Value 
Thévenin equivalent data (Sub) 
Vbase (kV) or rated kV 132 
SC MVA 1000 
Frequency 50 Hz 
Transformer data 
(Connected between Bus 1 and Bus 2) 
Rated kV 132/33 (Δ/Yg) 
Rated MVA 100 
Frequency 50 Hz 
Resistance (pu) 0.00375 
Inductance 0.1 pu 
Lines data 
(DL-1, DL-2) 
Resistance 0.4 Ω/km 
Inductive reactance 1.6 Ω/km 
Line Length 10 km 
Exciter of Synchronous generator 
Tr (s) 0.005 
Ka 200 
Ta (s) 0.001 
Ke 1 
Te (s) 0 
Kf 0.001 
Tf (s) 0.1 
VRMAX (pu) 7 
VRMIN (pu) 0 
Transformer data 
(Connected at Bus 5) 
Rated kV 33/0.69 (Δ/Yg) 
Rated MVA 30 
Frequency 50 Hz 
Resistance (pu) 0.00375 
Inductance 0.1 pu 
Synchronous generator data 
 
Frequency 50 Hz 
Vbase (kV) or Rated kV 0.69 
Rated MVA 30 
Pole pairs 2 
H (s) 1.5 
dX  (pu) 1.4 
'
dX  (pu) 0.23 
"
dX  , 
"
qX  0.12 
'
0dT  (s) 5.5 
"
0dT  (s) 0.05 
'
0qT  (s) 1.25 
"
0qT  (s) 0.19 
Stator resistance 0.0014 pu 






Three-phase Voltage-ellipse Parameters under Voltage 
Dips and Swells 
 
B.1 Formulation of 3-phase Voltage-ellipse parameters under Voltage 
Dips/Sags 
Theoretical value of 3-phase Voltage-ellipse parameters under different types of sags 
are obtained as follows 
1) A-sag: 
Phase-voltage magnitudes: 
fcbfa VV  VV  for, VVV  




































ff VVEVVE  
Thus, from (6.8), (6.9) and (6.10) π/2ψ,V)/3(2VAV,A fmima   
2) B-sag: 
Phase-voltage magnitudes: fcafb VV  VV  for, VVV  




































   ff VVEVVE  
Thus, from (6.8), (6.9) and (6.10) π/6ψ,V)/3(2VAV,A fmima   
3) C-sag: 
Phase-voltage magnitudes: fbafc VV  VV  for, VVV  




































   ff VVEVVE  





ffbac VV  VV  for, VVV  




































   ff VVEV2VE  
Thus, from (6.8), (6.9) and (6.10) π/3ψ,VA,V)/3(VA fmifma  2  
5) BC-sag: 
Phase-voltage magnitudes:
ffcba VV VV  for, VVV  





































   ff VVEV2VE  
Thus, from (6.8), (6.9) and (6.10) 0ψ,VA,V)/3(VA fmifma  2  
6) CA-sag: 
Phase-voltage magnitudes:
ffcab VV VV  for, VVV  





































   ff VVEV2VE  
Thus, from (6.8), (6.9) and (6.10) π/3ψ,VA,V)/3(VA fmifma 22   
7) ABC-sag: 
Phase-voltage magnitudes: ffcba VV V  forVVV  
From (6.6),  tjωtjωf eeV(t)E 

 .0 ; from (6.7), 0, 
 EVE f  
Thus, from (6.8) and (6.9) 





B.2 Formulation of 3-phase Voltage-ellipse parameters under Voltage 
Swells 
Theoretical value of 3-phase Voltage-ellipse parameters under different types of swells 
are obtained as follows 
1) A-swell: 
Phase-voltage magnitudes: VV VV fcbfa  for, VVV  




































   VVEV2VE ff  
Thus, from (6.8), (6.9) and (6.10) 0ψ,VA,)/3V(VA mifma  2  
2) B-swell: 
Phase-voltage magnitudes: VV VV fcafb  for, VVV  




































   VVEV2VE ff  
Thus, from (6.8), (6.9) and (6.10) π/3ψ,VA,)/3V(VA mifma 22   
3) C-swell: 
Phase-voltage magnitudes: VV  VV fbafc  for, VVV  




































   VVEV2VE ff  
Thus, from (6.8), (6.9) and (6.10) π/3ψ,VA,)/3V(VA mifma  2  
4) AB-swell: 
Phase-voltage magnitudes: VV  VV ffbac  for, VVV  






































   VVEVVE ff  
Thus, from (6.8), (6.9) and (6.10) π/6ψ,)/3V(2VA,VA fmifma 5  
5) BC-swell: 
Phase-voltage magnitudes: VV  VV ffcba  for, VVV  





































VVEV2VE ff  
Thus, from (6.8), (6.9) and (6.10) π/2ψ,)/32V(2VA,VA fmifma   
6) CA-swell: 
Phase-voltage magnitudes: VV  VV ffcab  for, VVV  





































   VVEVVE ff  






Formulation of Polarization Ellipse parameters, elevation 
angle (θ) and azimuthal angle (υ), under different types of 
Voltage dips 
Seven types (A, B, D, F, E, C, and G) of voltage dips comprise 19 groups of dips. 
The phasor diagram representing these 19 groups of dips are illustrated in Fig. C.1, 
where dip-depth is denoted by d and three phase voltages before and during the 
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Fig. C.1.  Phasor diagram representing 19 groups of dips: (a) A-type, (b) a_dip_B, (c) 
b_dip_B, (d) c_dip_B, (e) a_dip_D, (f) b_dip_D, (g) c_dip_D, (h) a_dip_F, (i) b_dip_F, 
(j) c_dip_F, (k) ab_dip_E, (l) bc_dip_E, (m) ca_dip_E, (n) ab_dip_C, (o) bc_dip_C, (p) 
ca_dip_C, (q) ab_dip_G, (r) bc_dip_G, and (s) ca_dip_G. 
For the formulation of θ and υ, the projected voltage magnitudes on a-axis, b-axis and 
c-axis, are considered. The a-, b- and c-axes are separated by 120°, where αa = 0°, αb = 
240°, and αc = 120°. Fig. 7.4 illustrates the procedure of extracting the projected voltage 
phasors, denoted as Va_in, Vb_in and Vc_in, using Eqs. 7.10(a)–(c). Then, magnitude of the 
projected phasors, i.e., |Va_in|, |Vb_in| and |Vc_in| are mapped onto three perpendicular axes 
of an XYZ Cartesian co-ordinate system; θ and υ are obtained from the polarized plane 
in 3D co-ordinates using Eqs. (7.3)–(7.4). 
1) a_dip_B 
 
3-phase voltage phasors 
   3j10.5;3j10.5(1  cba VVV d);  
11 ___  incinbina VVV d;  
 
X, Y and Z component of normal vector U to the polarized plane: 
  3sin2 __  cbincinbX VVU   









a a a a











  )1(3sin2 __ d bainbinaZ VVU   
Thus, the elevation (θ) and azimuthal (υ) angles are obtained as 






















      ddj  1arctan133angleangle x  yUjU  
2) b_dip_B 
 
3-phase voltage phasors 
   3j10.5,(13j10.5,1  cba VVV d)  
11 ___  incinainb VVV d;  
X, Y and Z component of normal vector U to the polarized plane: 
  )1(3sin2 __ d cbincinbX VVU   
  3sin2 __  acinaincY VVU   
  )1(3sin2 __ d bainbinaZ VVU   
Thus, the elevation (θ) and azimuthal (υ) angles are obtained as 


































arctan313angleangle x  yUjU  
3) c_dip_B 
 
3-phase voltage phasors 
    d) (13j10.5,3j10.5,1 cba VVV  
11 ___  inbinainc VVV d;  
X, Y and Z component of normal vector U to the polarized plane: 
  )1(3sin2 __ d cbincinbX VVU   
  )1(3sin2 __ d acinaincY VVU   
  3sin2 __  bainbinaZ VVU   
Thus, the elevation (θ) and azimuthal (υ) angles are obtained as 
      ddjθ 22arctan1233angleangle 22z  yx UUjU  
       4/31313angleangle x   djdyUjU  
4) a_dip_D 
3-phase voltage phasors 
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X, Y and Z component of normal vector U to the polarized plane: 
   2__ 25.013sin2 d cbincinbX VVU   
    dd  125.013sin2 __ acinaincY VVU   
    dd  125.013sin2 __ bainbinaZ VVU   






















































x  yUjU  
5) b_dip_D 
Following the formulation procedure as presented for a_dip_D, the projected voltage 
magnitudes of 3-phase voltages for b_dip_D are obtained as 
d;d; 25.011 ___  incinainb VVV  
X, Y and Z component of normal vector U to the polarized plane: 
    dd  125.013sin2 __ cbincinbX VVU   
   2__ 25.013sin2 d acinaincY VVU   
    dd  125.013sin2 __ bainbinaZ VVU   






















































x  yUjU  
6) c_dip_D 
Following the formulation procedure as presented for a_dip_D, the projected voltage 
magnitudes of 3-phase voltages for c_dip_D are obtained as 
d;d; 25.011 ___  inbinainc VVV  
X, Y and Z component of normal vector U to the polarized plane: 
    dd  125.013sin2 __ cbincinbX VVU   
233 
 
    dd  125.013sin2 __ acinaincY VVU   
   2__ 25.013sin2 d bainbinaZ VVU   

































arctanangle 22z yx UUjU  
         4/3125.013125.013angleangle x   ddjddyUjU  
7) a_dip_F 
3-phase voltage phasors 



































































































































X, Y and Z component of normal vector U to the polarized plane: 
   2__ 5.013sin2 d cbincinbX VVU   
    dd  15.013sin2 __ acinaincY VVU   





















z yx UUjU  
















x  yUjU  
8) b_dip_F 
Following the formulation procedure as presented for a_dip_F, the projected voltage 
magnitudes of 3-phase voltages for b_dip_F are obtained as 
d;d; 5.011 ___  incinainb VVV  
X, Y and Z component of normal vector U to the polarized plane is obtained as 











































Following the formulation procedure as presented for a_dip_F, the projected voltage 
magnitudes of 3-phase voltages for c_dip_F are obtained as 
d;d; 5.011 ___  inbinainc VVV  
X, Y and Z component of normal vector U to the polarized plane is obtained as 
    25.013;15.013 ddd Y  ZX UUU  

















arctanangle 22z yx UUjU  
         4/315.01315.013angleangle x   ddjddyUjU  
10) ab_dip_E 
 
3-phase voltage phasors 
      3j10.5;3j110.5;1  cba VVV dd  
1;1 ___  incinbina VVV d  
X, Y and Z component of normal vector U to the polarized plane: 
  )1(3sin2 __ d cbincinbX VVU   
  )1(3sin2 __ d acinaincY VVU   
  2__ )1(3sin2 d bainbinaZ VVU   
Thus, the elevation (θ) and azimuthal (υ) angles are obtained as 















arctan)1(3)1(3angleangle 222z yx UUjU  
       4/31313angleangle x   djdyUjU  
11) bc_dip_E 
Following the formulation procedure as presented for ab_dip_E, the projected voltage 
magnitudes of 3-phase voltages for bc_dip_E are obtained as 
1;1 ___  inaincinb VVV d  
X, Y and Z component of normal vector U to the polarized plane is obtained as 
   213;13 dd Z  XY UUU  
    222z 11arctanangle dθ  yx UUjU  


















Following the formulation procedure as presented for ab_dip_E, the projected voltage 
magnitudes of 3-phase voltages for ca_dip_E are obtained as 
1;1 ___  inbincina VVV d  
X, Y and Z component of normal vector U to the polarized plane is obtained as 
   213;13 dd Z  YX UUU  
    222z 11arctanangle dθ  yx UUjU  
        ddjd  1arctan1313angleangle 2x  yUjU  
13) bc_dip_C 
3-phase voltage phasors 








     
 





















































































X, Y and Z component of normal vector U to the polarized plane: 
   2__ 75.013sin2 d cbincinbX VVU   
   d75.013sin2 __  acinaincY VVU   


































x  yUjU  
14) ca_dip_C 
Following the formulation procedure as presented for bc_dip_C, the projected voltage 
magnitudes of 3-phase voltages for ca_dip_C are obtained as 
1;75.01 ___  inbincina VVV d  
X, Y and Z component of normal vector U to the polarized plane is obtained as 



































djd  yUjU  
15) ab_dip_C 
Following the formulation procedure as presented for bc_dip_C, the projected voltage 
magnitudes of 3-phase voltages for ab_dip_C are obtained as 
1;75.01 ___  incinbina VVV d  
X, Y and Z component of normal vector U to the polarized plane is obtained as 
















arctanangle 22z yx UUjU  
       4/375.01375.013angleangle x   djdyUjU  
16) bc_dip_G 
3-phase voltage phasors 
































































































































































































































































































Following the formulation procedure as presented for bc_dip_G, the projected voltage 







d  inbincina VVV  








































































































x  yUjU  
18) ab_dip_G 
Following the formulation procedure as presented for bc_dip_G, the projected voltage 







d  incinbina VVV  





























Y ZX UUU  






































































Formulation of Decision Boundaries for Classification of 
Dips 
 
D.1 Decision boundaries for classification of six classes (a-φ, b-φ, c-φ, ab-
φ, bc-φ, and ca-φ) of dips 
As shown in Fig. (7.6), the decision boundaries used for classification of 6 classes (a-φ, 
b-φ, c-φ, ab-φ, bc-φ, and ca-φ) of dips are 
      
cacc
ψ0.5ψ0.5D ca  (D.1.1) 
      
bccc
ψ0.5ψ0.5D bc  (D.1.2) 
      
abaaba
ψ0.5ψ0.5D   (D.1.3) 
      
bcbbcb
ψ0.5ψ0.5D   (D.1.4) 
      
caacaa
ψ0.5ψ0.5D   (D.1.5) 
      
abbabb
ψ0.5ψ0.5D   (D.1.6) 
Besides, from expression (7.7), it is evident that |ψ| is a function of Sθ and Sυ; therefore, 
to obtain the expressions (D.1.1)-(D.1.6), firstly, Sθ and Sυ are expressed as a function of 
υ for a-φ, b-φ, c-φ, ab-φ, bc-φ, and ca-φ dips. Then, putting the expressions of Sθ and Sυ 
in (7.7) for respective classes of dips, the decision boundaries (D.1.1)-(D.1.6) are 
achieved. It is to be noted that from (D.1.1)-(D.1.6),  
a
corresponds to PE parameter 
 for a-φ class of dip, and this notation-technique is followed for other expressions as 
well. 













































































ina eVeVS  




















































































ina eVeVS  








































































ina eVeVS  
4) ca-υ class of dip 



























































ina eVeVS  
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ina eVeVeVS  







































































ina eVeVeVS  






















D.2 Decision boundaries for classification of different types (B, D, F, E, C, 
and G) of dips 
As shown in Fig. (7.7), the decision boundaries used for classification of 3 types (B, D, 
and F) of dips are 
       aDx,aBx,aB 0.5A0.5AD aD  (D.2.1) 
       aFx,aDx,aD 0.5A0.5AD aF  (D.2.2) 
       cDx,cBx,cB 0.5A0.5AD cD  (D.2.3) 
       cFx,cDx,cD 0.5A0.5AD cF  (D.2.4) 
Besides, from expression (7.9), it is evident that Ax is a function of Sθ and Sυ; therefore, 
to obtain the expressions (D.2.1)-(D.2.4), firstly, Sθ and Sυ are expressed as a function of 
θ for B, D, F types corresponding to a-φ, b-φ, and c-φ classes of dips. Then, putting the 
expressions of Sθ and Sυ in (7.9) for respective types of dips, the decision boundaries 
(D.2.1)-(D.2.4) are achieved. It is to be noted that from (D.2.1)-(D.2.4), aBx,A  
corresponds to PE parameter x,A fora_dip_B, i.e. a-φ class dip and type B; this notation-
technique is followed for other expressions as well. 
1) a_dip_B 





















1   
By eliminating (1-d) from the expressions of θ and υ we get, 




















































































































ina eVeVS  
2) a_dip_D 
d;d;d; 25.0125.011 ___  incinbina VVV  
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By eliminating d from the expressions of θ and υ we get, 























































ina eVeVS  
3) a_dip_F 
d;d;d; 5.015.011 ___  incinbina VVV  


























































By eliminating d from the expressions of θ and υ we get, 



































































ina eVeVS  
4) c_dip_B 










  dincV  






ina eVeVeVS   
243 
 

















 S  








































































































































































































ina eVeVS  
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As shown in Fig. (7.8), the decision boundaries used for classification of E, C, and G 
types of ab-φ dips are 
       abGx,abEx,abE 0.5A0.5AD abG  (D.2.5) 
       outabCy,
out
abEy,abE 0.5A0.5AD abC  (D.2.6) 
Firstly, Sθ and Sυ are expressed as a function of θ for E, and G types corresponding to 
ab-φ class of dip. Then, putting the expressions of Sθ and Sυ in (7.9) for respective types 
of dips, the decision boundary (D.2.5) is achieved. Similarly, for decision boundary 
(D.2.6), E and C types of ab-φ dip is considered; then, Sθ and Sυ corresponding to
    outabCy,
out
abEy, AA , are derived and put in (7.8). 
1) ab_dip_E 




















































ina eVeVS  
For the variables Sθ and Sυ, corresponding to  outabEy,A , out of phase components of 3-
phase voltage phasors, i.e.,
outaV _ , outbV _  and outcV _ , are considered. From the phasor 
diagram shown in Fig. C.1 (k), it is evident that   .0___  outcoutbouta VVV  Therefore, 





The variables Sθ and Sυ, corresponding to  outabCy,A , are developed below: 
Out of phase components of 3-phase voltage phasors are considered. Thus,  










































 baoutboutaZYX VVUUU   





































outa eVeVS  
3) ab_dip_G 
























































































ina eVeVS  
The decision boundaries corresponding to E, C and G types of bc-φ and ca-φ dips are 
       bcGx,bcEx,bcE 0.5A0.5AD bcG  (D.2.7) 
       outbcCy,
out
bcEy,bcE 0.5A0.5AD bcC  (D.2.8) 
       caGx,caEx,caE 0.5A0.5AD caG  (D.2.9) 
       outcaCy,
out
caEy,caE 0.5A0.5AD caC  (D.2.10) 
Following the similar technique as used for the formulation of decision boundaries 
corresponding to ab-φ dip, the decision boundaries corresponding to E, C and G types 
of bc-φ and ca-φ dips can be easily obtained. The developed expressions are presented 






Formulation of Decision Boundaries for Classification of 
Swells 
Two types (H and I type) of swells comprise 6 groups of swells. The phasor diagram 
representing these 6 groups of swells are illustrated in Fig. E.1, where three phase 
voltages before and during the occurrence of swell is represented by dotted and solid 
arrow line, respectively. 
 
 
Fig. E.1.  Phasor diagram representing 6 groups of swells: (a) a-φ, (b) b-φ, (c) c-φ, (d) 





















As shown in Fig. (7.9), the decision boundaries used for classification of 6 groups of 
swells, which include I-type (a-φ, b-φ, and c-φ swell) and H-type (ab-φ, bc-φ, and ca-φ 
swell), can be presented as 
      
BABBAB
ψ0.5ψ0.5D   (E.1) 
      
AABAAB
ψ0.5ψ0.5D   (E.2) 
      
CBCCBC
ψ0.5ψ0.5D   (E.3) 
      
ACAACA
ψ0.5ψ0.5D   (E.4) 
      
BCBBCB
ψ0.5ψ0.5D   (E.5) 
      
CACCAC
ψ0.5ψ0.5D   (E.6) 
Besides, from expression (7.7), it is evident that |ψ| is a function of Sθ and Sυ; therefore, 
to obtain the expressions (E.1)-(E.6), firstly, Sθ and Sυ are expressed as a function of υ 
for a-φ, b-φ, c-φ, ab-φ, bc-φ, and ca-φ swells. Then, putting the expressions of Sθ and Sυ 
in (7.7) for respective classes of swells, the decision boundaries (E.1)-(E.6) are 
achieved. It is to be noted that from (E.1)-(E.6),  
A
corresponds to PE parameter 
 for a-φ swell, and this notation-technique is followed for other expressions as well. 
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2) b-υ swell 
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Hence, 2/)()(   θargargδ SS ; Now, 
 
2
)cos(2
arctan
2
1
22







SS
SS
AB
 
 
 
 
 
 
  
