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Abstract: Leaf area index (LAI) is an important parameter to describe the capacity of forests to
intercept light and thus affects the microclimate and photosynthetic capacity of canopies. In general,
tropical forests have a higher leaf area index and it is a challenge to estimate LAI in a forest with
a very dense canopy. In this study, it is assumed that the traditional Light Detection and Ranging
(LiDAR)-derived fractional vegetation cover (fCover) has weak relationship with leaf area index in a
dense forest. We propose a partial least squares (PLS) regression model using the height percentile
metrics derived from airborne LiDAR data to estimate the LAI of a dense forest. Ground inventory
and airborne LiDAR data collected in a selectively logged tropical forest area in Eastern Amazonia
are used to map LAI from the plot level to the landscape scale. The results indicate that the fCover,
derived from the first return or the last return, has no significant correlations with the ground-based
LAI. The PLS model evaluated by the leave-one-out validation shows that the estimated LAI is
significantly correlated with the ground-based LAI with an R2 of 0.58 and a root mean square error
(RMSE) of 1.13. A data comparison indicates that the Moderate Resolution Imaging Spectrometer
(MODIS) LAI underestimates the landscape-level LAI by about 22%. The MODIS quality control
data show that in the selected tile, the cloud state is not the primary factor affecting the MODIS LAI
performance; rather, the LAI from the main radiative transfer (RT) algorithm contributes much to the
underestimation of the LAI in the tropical forest. In addition, the results show that the LiDAR-based
LAI has a better response to the logging activities than the MODIS-based LAI, and that the leaf area
reduction caused by logging is about 13%. In contrast, the MODIS-based LAI exhibits no apparent
spatial correlation with the LiDAR-based LAI. It is suggested that the main algorithm of MODIS
should be improved with regard to tropical forests. The significance of this study is the proposal of a
framework to produce ground-based LAI using forest inventory data and determine the plot-level
LAI at the airborne and satellite scale using LiDAR data.
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1. Introduction
Tropical forests comprise nearly 50% of the global forest cover [1]. Thus, understanding the
growth stage of forests is an important basis for understanding their ecological responses to climate
change [2]. The foliage is the exchange surface between the photosynthetic active component of the
plant and the atmosphere, and controls the light, thermal, and moisture conditions in the canopy.
A simple measure of the amount of foliage is the leaf area index (LAI), which is half of the foliage area
per unit of ground area [3]; LAI can be unitless or in the units of m2/m2; in this study, we use the
unitless format.
Selective logging is an important harvesting method in forested areas throughout the humid
tropics [4]. Logging results in many changes in the forest structure and contributes substantially
to gross carbon fluxes in the Brazilian Amazon and in other tropical regions [5]. Selective logging
can be monitored by determining the changes in the forest gap fraction [4] or LAI [6]. Therefore,
measurements of LAI in selective logging areas are important for monitoring the impact of forest
management and for understanding the carbon cycle dynamics in tropical forests.
LAI can be directly or indirectly measured. Since direct methods are labor intensive, indirect
methods, which usually involve the use of optical sensors, are often preferred due to their high
efficiency [7]. Measured LAI from indirect are influenced by the leaf clumping effects, or the clumping
index [8]. When the clumping index is not accounted for, the output of indirect methods, such as
LAI-2000 canopy analyzer (Li-Cor Biosciences, Lincoln, NE, USA) and hemi-spherical imaging method,
is called effective leaf area index. Thus, in this paper, when we refer to indirect measurements of LAI,
we mean effective LAI.
The most commonly used methods for estimating LAI across landscapes rely on the relationships
between the LAI and various manipulations of spectral information from aircraft- or satellite-based
imagery [9–11]. Throughout the past decade, Light Detection and Ranging (LiDAR) data have provided
an alternative approach for estimating LAI across landscapes [12–15].
In previous studies, numerous LiDAR-derived metrics have been proposed to link the LiDAR
data with ground-measured LAI; for example, fractional vegetation cover indices [16–19], height
and density metrics [20], and the combination of these metrics have been used [21]. An analysis of
the success of the use of LiDAR for the estimation of forest LAI shows that there are few reports on
estimating LAI in very dense forests. Commonly LiDAR metrics have been used as suitable surrogates
to approximate LAI of canopies with a relatively low LAI (e.g., LAI = 3–5). However, in forests with
high leaf density, e.g., an LAI higher than 5.0, the shadowing effect becomes more significant [22].
Clark et al. [23] reported that the maximum LAI of tropical forest is 12.0 with a mean value of 6.0 on a
regional scale. For dense forest cover, which is common in the tropical forests of Eastern Amazonia,
improved methods are required to estimate forest LAI from LiDAR data.
The canopy leaf amount based on area (m2) or weight (leaf mass per area (LMA) has a high
correlation with the canopy height [24,25]. For example, Cavaleri et al. [26] measured the height
and LMA of all species encountered along 45 vertical canopy transects across a Costa Rican tropical
rain forest. Their results showed a remarkably linear relationship between canopy height and LMA
throughout the entire vertical canopy profile. The relationship between canopy height and forest
LAI is the basis for estimating LAI using height-related metrics from LiDAR data, e.g., mean height,
top-of-canopy height, and height percentiles.
Unlike a single height variable, LiDAR-derived height percentiles are a series of statistical
descriptors of the canopy’s vertical profile. As a result, the height percentiles offer the potential
to reveal multi-layer information on the canopy rather than information for only the top; these metrics
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have been used to estimate a variety of forest structure characteristics [21,27]. However, due to
the collinearity between the height percentiles, a careful design of the regression model is required
before using these metrics as explanatory variables, to eliminate or minimize the collinearity of the
predictors [28,29].
Global LAI data from optical sensors are available from the Moderate-Resolution Imaging
Spectroradiometer (MODIS) satellites. Examples include the MODIS global LAI products at four- or
eight-day temporal resolution [30–32], which have been used to evaluate the effects of climate change
and the responses of tropical forests [33,34]. However, as a passive sensor, MODIS is affected by
cloudy conditions and dense forest cover, which is particularly problematic when studying tropical
forests [35]. A comparison between the LAI from LiDAR and MODIS sensors will highlight the
potentials and limitations of the two types of LAI products for determining the effects of logging
activities on forest canopies.
The first objective of this study is to estimate the LAI of a dense tropical forest in Eastern Amazonia
using height percentile metrics derived from airborne LiDAR data. It is assumed that there is no
significant relationship between the traditional LiDAR fractional and LAI in a dense forest. A partial
least squares (PLS) regression model [36], which is a linear learning model that uses variables to
capture the maximal covariance between the input and output data, is developed using ground-based
plot LAI data and LiDAR metrics. Our second objective is to compare LiDAR-derived and the
MODIS-derived LAI estimates at the landscape scale and determine their relationship and potential
limitations. The quality control (QC) data of the MODIS LAI are used to determine the factors affecting
the performance of the MODIS products. In addition, the damage caused by selective logging is
analyzed using both types of LAI data.
In this study, we first generate the plot-based LAI from forest inventory datasets that are used as
training data to link with the LiDAR metrics. Next, a PLS model is established and evaluated using
the plot-based LAI and LiDAR-based height percentiles. Finally, we generate the landscape-level LAI
and determine the relationship between the satellite-based and LiDAR-based estimations of the LAI at
the pixel scale and at the unit scale used for the selective logging.
2. Materials and Methods
2.1. Study Area
The study area is located at Fazenda Cauaxi in the Paragominas Municipality of Pará State,
Brazil (Figure 1a–c). The average annual temperature is 25 ◦C and the average annual precipitation is
2200 mm [37]; the area is classified as a moist tropical forest [38]. The terrain is characterized with flat
to steep slopes, and the soils in the region are predominately classified as dystrophic yellow latosols
according to the Brazilian soil classification system [39].
This site covers an area of 3 × 4 km2, divided into 12 logging plots of approximately 100 hectares.
Ten of them have been logged through reduced-impact logging (RIL) from 2006 to 2013 and the
remaining two are still unlogged. In this study area, there are 167 trees species; the three most dominant
species are Jatereu (Lecythis idatimon Aubl.), Abiurana (Pouteria gongrijpii Eyma), and Matamata branco
(Eschweilera coriacea (DC.) S.A. Mori).
2.2. Field Data
The forest inventory was collected in 2014 in 88 plots of 50 × 50 m each and distributed in the
12 logging plots (Figure 1(d,d1,d2)). At each plot, a sub-plot (strip) along one side of the plot with
dimensions of 5 × 50 m (250 m2) was also demarcated [40]. According to the diameter at breast height
(DBH), two sampling methods were used for collecting the survey data: at the plot level, all trees
with a DBH equal to or greater than 35 cm were measured, whereas trees with a DBH equal to or
greater than 10 cm were only measured in the subplot area (5 × 50 m). The ground data surveying
was conducted from 18 February to 25 April 2014 [41].
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Figure 1. The location of the experiment in Brazil (a–c) and the plot distribution along the
transect overlaid on the Light Detection and Ranging (LiDAR)-derived canopy height model (d).
The enlarged images of the plots in the unlogged and selectively logged areas are shown in subplots
(d1,d2) respectively.
The ground-based LAI was generated from the forest inventory data using the above-ground
biomass (AGB) allocation method. This method is based on the assumption that the AGB of the forest
is comprised of a woody component and a leaf component and that there is an empirical ratio between
these parts. We summarize the process in the following flowchart (Figure 2).
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Figure 2. Workflow for the generation of the plot-based leaf area index (LAI) from ground measured
diameter at breast height (DBH). The superscripts a, b, c denote the references [42–44] respectively.
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For the calculation of the AGB in this area, we used the allometric equation (Equation (1)) derived
from [42] which was used by Silva et al. [40] in the same research area.
AGB (kg) = exp
(
−1.803− 0.976E + 0.976 ln(ρ) + 2.673 ln(DBH)− 0.0299 ln2(DBH)
)
, (1)
where AGB (kg) is the live aboveground biomass of the trees in kg; DBH (cm) is the diameter at breast
height (1.30 m), ρ is the wood density, which is derived from a published database [43], and E is a
measure of the environmental stress and it is set as a constant of 0.103815 [40]. The total live AGB of
the plots and sub-plots is obtained by aggregating the individual tree biomass values and converting
to Mg/ha.
The next step is to determine the ratio of the leaf biomass to the AGB for the tropical forest.
McWilliam et al. [44] collected data in central Amazon tropical forest (Manaus, Brazil) and analyzed
data from published historical literature [45]. Their results showed that the mean ratio of the leaf
biomass to the AGB was 2.5% for a range of the AGB from 190 Mg/ha to 405 Mg/ha. Therefore, we
used the mean value of 2.5% as the ratio of the leaf AGB for most trees. However, this value is not a
constant during all growth stages of trees. According to the research result of Reich et al. [46], trees with
a lower AGB have a larger fraction of leaves than those with a higher AGB. In this study, the lower
AGB threshold is defined as the mean AGB minus the standard deviation. The calculated mean AGB
is 232 Mg/ha and the standard deviation is 84 Mg/ha (cf. Section 3.1); therefore, the threshold is
approximated to 150 Mg/ha. When the AGB is lower than the threshold, the leaf biomass ratio (LBR)
of 3.7%, which is the maximum value in [44], is used as the ratio to calculate the leaf biomass. Finally,
the following equation is used to calculate the leaf biomass from the total AGB:
Lea fbiomass = α · f orestAGB
α =
{
0.025, f orestAGB > 150
0.037, f orestAGB ≤ 150
(2)
The specific leaf area (SLA) is defined as the ratio of the leaf area to the dry mass of the leaf
(m2/kg) [47] and is used to calculate the leaf area from the leaf weight. For tropical forest leaves,
the SLA ranges from 8.0 to 9.0 m2/kg [44,48]. Here, we used the value of 9.0 m2/kg derived from
measured results by [44] because there are similar tree species in our research area.
Using the workflow presented in Figure 2 and Equations (1) and (2), the ground-based LAI is
calculated from the inventory DBH variable by using the proxy variable AGB.
2.3. Remote Sensing Data
2.3.1. LiDAR Data Collection and Processing
The LiDAR data were collected on 26 December and 27 December 2014 using the ALTM300 sensor.
The flight altitude was 850 m, and the pulse density was 37.5 pulses/m2. The LiDAR acquisition
covered most of the field inventory area [49]. Herein, even though the plot corners were geolocated
with differential GNSS to within <1 m in most cases [50], we chose to optimize plot location to reflect
canopy conditions according to Silva et al. [40]. After geometrically registering the two datasets, it was
found that three of the 88 plots were located outside the LiDAR coverage area; thus, only the inventory
data of 85 plots were used to link the ground- and LiDAR-based observations.
The original LiDAR data had a very high sampling frequency of 37.5 pulses/m2 which leads
the mean point density of 57 point/m2. To improve the data processing efficiency, we thinned the
original LiDAR data to lower densities using LASThin utility of LASTool software [51]. The reduction
algorithm places a uniform grid over the point cloud and within each grid keeps only random points
up to the desired density. We set LASThin utility to select 2 points per meter in x and y direction (grid
size of 0.5 m) and it produces LiDAR point density of 4 point/m2. Though the estimated forest LAI
is affected by point density, study result from Luo et al. [52] showed that when point density varied
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from 4 to 8 point/m2, RMSE of estimated LAI varied from 0.45 to 0.47 and R2 varied from 0.74 to
0.78. Singh et al. [53] reached the similar conclusion while they studied the influence of LiDAR point
density on the forest biomass. As a result, we assume that the bias of estimated LAI caused by different
point density is ignorable.
The digital terrain model (DTM) generated from the same LiDAR data was resampled to a
resolution of 1 × 1 m [41]. The next step in the LiDAR data preprocessing was the classification of
the cloud points as ground and forest (non-ground) using the LASGround utility in the LASTool
software [51]. The input parameter for the offset, which is the threshold to separate ground from
vegetation in LASGround, was set to 1.5 m. Finally, the LiDAR data were processed using FUSION
software [54] to extract a series of LiDAR metrics, as described in Table 1. The grid size of the LiDAR
data was set to 50 × 50 m, which corresponds to the size of the ground plot. The metrics of 85 grids at
the locations of the ground plots were extracted as training data to develop the relationship between
the ground-based LAI and LiDAR data.
Table 1. Metrics derived from the LiDAR data.
Metrics Definition
H_Px Height percentiles, where x is 10th to 90th at the interval of 10, and additionalpercentiles of 1st, 5th, 25th, 75th, 95th, and 99th are included
fCover_last Canopy fractional cover using last return data
fCover_first Canopy fractional cover using first return data





where Nc and Ng are the point counts returned from the canopy and the ground, respectively.
The LiDAR return points are labeled by the return number according to their return order of
a pulse. For fCover_last, the last return points of the canopy and ground are used in Equation (3),
and for fCover_first, the first return points are used. The height percentiles are calculated using only
the first returns.
The metrics are used to link the LiDAR observations with the ground-based LAI. We expected
that the variables derived from the metrics with high correlations with the ground-based LAI could be
used as predictor variables to estimate LAI.
2.3.2. MODIS Data Collection and Processing
The MODIS (version 6) LAI product (MCD15A3H) is a four-day composite dataset with 500-m
pixel size [55]. It is estimated using an algorithm that compares the MODIS surface reflectance with the
reflectance in a Look-Up-Table (LUT), which is simulated from a three-dimensional radiative transfer
(RT) model. The LUT is parameterized by varying biophysical parameters such as LAI and land cover
and the estimated LAI is based on finding the “best” matches between the MODIS data and the RT
model. When this method fails to find the “best” LAI, a backup algorithm based on biome-specific
empirical relations between the normalized difference vegetation index (NDVI) and LAI is utilized.
The information on the algorithm and the cloud state of the reflectance data is recorded in the quality
control (QC) layer, which is distributed together with the LAI product [30,55].
According to the MODIS reflectance data quality, the LAI retrieved via the RT inversion algorithm
is separated into two retrieval classes. We refer to such pixel retrievals as Main_Best and Main_Sat.
The former is the solution of low variance, which has the best possible result and the latter is the
solution when the LAI is considered saturated. The LAI values derived from the backup algorithm
also are classified into two types depending on the reasons why the main algorithm failed due to
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geometry problems (we refer to this as Backup_Geo) or problems other than geometry (we refer to this
as Backup_Oth).
Based on the date of the LiDAR data acquisition, we selected the MODIS LAI dataset on the
day-of-year (DOY) 361 in this area (tile H13V09). We converted the MODIS LAI product from the
original sinusoidal projection to the UTM/WGS84 projection using the MODIS reprojection tool (MRT).
To overlay the MODIS data with the LiDAR and ground inventory data, the projection of all the spatial
data are unified into UTM zone 22S, datum SIRGAS 2000 using the QGIS software [56].
2.4. Modeling LAI from LiDAR Data and PLS Regression
PLS regression is a bilinear calibration method that uses data compression by reducing the
number of measured collinear variables (represented here by the LiDAR height percentiles) to a
few non-correlated principal components (PCs) [57]. The process of projecting the original height
percentile variables to PCs was conducted to maximize the covariance of the response variable (LAI)
and independent variables (height percentile metrics). This process is similar to another multi-variable
analysis method, principal component analysis (PCA), which creates PCs to explain the observed
variability of the predictor variables but without considering the response variable. PLS takes the
response variable into account and, therefore, models are produced to fit the response variable with
fewer components. The detailed mathematical basis of the PLS algorithm is described in Rosipal and
Krämer [36].
In general, PLS regression uses component projection successively to find latent structures. For our
analysis, the number of latent components is based on the estimated prediction uncertainty of the
regression model due to two sources of information. The first one is the proportion of variance
explained by the components, and the second one is the mean squared error (MSE) from a k-fold cross
validation (CV) [58].
Visual inspections of the variance-explained plots and the validation MSE plots are used to find
the optimal number of PCs. In most cases, this procedure reduces the number of LiDAR-derived
height percentile variables to a few independent PCs. This provides a means to determine the absolute
and relative importance of each height percentile for predicting the LAI. The MATLAB function
PLSREGRESS was used to obtain a PLS estimate [59]. The final model had the following form:




bc × tc (4)
where tc (c = 1, . . . , n) are the scores of the original x variable (height percentile). The scores are
calculated on the basis of mean-centered data. For a linear regression of t versus y, the PLS-regression
coefficients [60] b0, b1, . . . , bn are obtained and Equation (4) is used to predict the LAI once the LiDAR
height percentile metrics are obtained.
The PLS model is validated using the leave-one-out CV (LOOCV), which is a special case of the
k-fold CV, in which the number of folds equals the number of samples. This means that the function is
trained 85 separate times using all the data except for the sample that is left out and a prediction is
made for that point. The root means square error (RMSE) and coefficient of determination (R2) are
computed and used to evaluate the performance of the PLS model.
2.5. Comparing LiDAR and MODIS-Derived LAI Estimates
After the PLS model is validated as described in Section 2.4, the model is applied at the landscape
level to compute the LAI for the entire study area. When the LiDAR LAI is overlaid on the MODIS
LAI, there are about 60–80 LiDAR cells in one MODIS pixel. The number varied depending on the
LiDAR pixel locations relative to the grid boundaries of the MODIS pixels (Figure 3). To guarantee the
representation of the LiDAR LAI data in the MODIS pixel, we select the MODIS pixel containing at
least 70 LiDAR LAI grid cells. We calculate the mean and standard deviation (STD) of the LiDAR LAI
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in each MODIS pixel using the Zonal Statistics Plugin in QGIS software [56]. The mean LiDAR LAI in
one MODIS pixel is the indicator of the LAI at the landscape scale and the STD is the description of the
LAI’s spatial variability. The comparison of the LiDAR and MODIS LAI is conducted by inspecting
the bias of the MODIS LAI with the LiDAR LAI plus/minus its STD. The QC layer information of the
MODIS LAI is used to further understand the factors related to the bias.
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3. Results and Discussion
3.1. Leaf Area Index at the Plot Level Calculated from Inventory Data
The plot AGB ranges from 61 to 527 Mg/ha and the mean value is 232 (±84) Mg/ha. Note that
for deriving Equation (2), which is used to calculate the ground-based LAI from t e AGB, we use the
AGB data from published work which has a maximum AGB of 405 Mg/ha. Although the calculated
maximum AGB values in this research area are larger than 405 Mg/ha, it is evident in Figure 4a that
only a few AGB values occur in that range (about 2%). This result corroborates the rationale behind
using the leaf ratio value in Equation (2).
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and (b) leaf area index (LAI). The frequency distribution is fitted using a Gaussian model (black curve).
The mean values and standard deviations are plotted as the vertical dashed lines and horizontal
lines, respectively.
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The ground-based LAI calculated using the workflow shown in Figure 2 ranges from 2.05 to 11.86
with a mean value of 5.36 (±1.7). The frequency distribution is illustrated in Figure 4b. Since the LAI
values will be used as training data in the PLS model (cf. Equation (4)), it is critical to check their
validity before they are used to model the LiDAR metrics. We used published LAI data that were
measured near our research area or came from areas with a similar forest type to evaluate the plot-level
LAI calculated from the forest inventory data.
Metcalfe et al. [61] measured the LAI of a tropical forest at an experimental site located in the
Caxiuanã National Forest, Pará State, Brazil (1◦43′3.5”S, 51◦27′36”W), which is the nearest location
where a historic LAI dataset was recorded. They reported LAI values derived from hemispherical
images ranged from 4.90 to 5.80 with the mean of 5.30 (reproduced from Figure 1 in [61]). The measured
values are very close to the LAI values in this study (mean LAI 5.36). Another dataset for a tropical
forest (northern Costa Rica, Central America) was destructively measured by Clark et al. [23],
who reported LAI values in a similar range (1.20–12.94) to our results (2.05–11.86) but a slightly
higher average LAI value of 6.0. The consistency or approximation of our calculated LAI with the
ground-measured results indicates that our results are rational for representing the LAI in the research
area and can be used as training data for modeling the LiDAR LAI.
3.2. Exploratory Correlation of LiDAR Metrics with Plot-Based LAI
We determined whether the LiDAR-derived canopy cover metrics could be used to estimate the
LAI for a closed canopy. The statistics of the fCover are listed in Table 2.
Table 2. Statistics of the LiDAR-derived fractional cover.




Standard deviation 4.2 6.5
The results show that in the research area, the mean values of the two fractional covers are
96.5% and 89.6% respectively and this result is comparable with other published fractional cover
data. Stark et al. [62] observed similar high fractional cover in an Amazon tropical forest in Brazil.
They reported a fractional cover of 96% for a mean gap fraction of 4% in a one-hectare plot.
The scatter plot between fCover and LAI (Figure 5) provides a visual illustration of the relationship
between the plot-based LAI and the LiDAR canopy cover. As expected, the canopy cover values
calculated from the first and last return points are at the top of the scatter plot, i.e., most of the values
are large (the minimum values were 80% and 68% respectively) or saturated (about 51% of the plots
had a cover value larger than 98%). This result indicates that the fractional cover values from the first
or last return points are not good proxies to estimate LAI in this research area.
This conclusion differs from previous studies [12,17,63,64]. However, a detailed analysis of the
published studies indicates that the success of the LiDAR-derived fractional cover or related variables,
e.g., penetration ratio, was attributed to the case of lower LAI values. In most cases, there were
much larger gaps within or between the forest canopies in the previous studies. It was reported that
the maximum ground-measured LAI was relatively low (<3.5). Our result showed that as the LAI
increased, the number of LiDAR returns that penetrated the forest was lower and this illustrates the
difficulty in detecting the effective fractional cover in tropical forests. In this case, alternative modeling
methods or complex vegetation indices for LiDAR data are needed. For example, Heiskanen et al. [16]
reported that they successfully estimated the LAI in a tropical forest for maximum LAI values of 7.0
using Solberg’s cover index (SCI) [18]. Nevertheless, much care should be taken in a situation when,
as stated by Olivas et al. [65], fCover approaches ∼80% because it is difficult to detect large changes in
the LAI for such high cover.
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Figure 5. Scatter plots of ground LAI and LiDAR-derived fractional cover. The subplots (a,b) show
the fractional cover calculated from the first and last return points respectively. The points in the red
circles are used as examples in Figure 6.
Compared to the fCover metrics, the height percentile metrics are more effective for describing
the structure of a tropical forest. We use two points with different LAI values (2.05 and 5.96) but
similar fCover (94.2% and 95.0%) in Figure 5a (red circle) to illust ate the d fficulty in estimating LAI
from the LiDAR fCover variables. The L DAR-derived height distribution are shown in F gure 6.
Although the fCover values are similar for the points (Figure 5a), much difference of the tree height
percentiles is observed in Figure 6. This result indicates that, as the fCover is a two-dimensional
(2-D) variable that is used to represent the three-dimensional (3-D) tree canopy, in order to determine
the variation of the leaf amount along the vertical profile, variables related to the canopy’s internal
structure, such as multi-height percentile variables, might be more suitable for estimating the LAI for
very dense canopies.
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We calculate the correlation coefficients between the plot-based LAI and the fifteen height
percentiles and the plot is illustrated in Figure 7. Two points can be deduced from the results.
First, all the height percentile variables have a positive correlation with the canopy LAI. This is in
agreement with the well-known fact that trees with a larger height have more leaves to support their
photosynthetic activities [25,66]. However, we want to emphasize the second point revealed in this
figure. The coefficients range from 0.22 to 0.69 and the strongest correlations are observed for the 60th
height percentile. Although all the percentile variables have a positive correlation with the LAI, none
of them explain more than 50% of the variability of the LAI if only one height percentile variable is
used as a predictor in a linear regression model (maximum R2 = 0.48). Thus, it is difficult to estimate
LAI using an ordinary linear regression method.
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Applying a multiple linear or stepwise regression may partly solve the above-mentioned problem
by using multiple LiDAR- erived metrics as predictors of the LAI. However, another problem is that
the predictors in th regression mod l exhibit collinearity, which ca be manifested by their correlation
coefficients as illustrated in Figure 8. This result shows that the largest coefficients are near the diagonal
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3.3. PLS Model and Validation
The basis of the PLS model is to maximize the information of multiple variables by projecting the
original variables (x or predictors and y or response) into fewer “newer” components with minimum
correlation [60]. The performance of the projection process can be indicated by the MSE of the new
components relative to the original variables. In theory, more predictors provide more explanatory
power; however, using redundant predictors results in overfitting. The optimum number of predictors
can be determined by visually checking the plot of the explained variance by the model vs. the number
of the PLS components and the MSE of the predictors and response variables vs. the number of the
PLS components.
The Matlab PLSREGRESS function produces the explained variance vs. the number of predictors
and we plot it in Figure 9a. The results show that 62.5% of the variance of the model is explained when
only the first component is used as a predictor; this number increases to 67% when five components
are incorporated into the PLS model. When more predictors are used, the rate of increase in the
explained variance decreases. However, this does not imply that five components are the optimum
number. The best option to select predictors is to combine the results of the explained variance and
the predictive error of the candidate models. Figure 9b shows that the lowest error for the response
variable (LAI) and a relatively low error for the predictor variables (height percentiles) occur when one
predictor is used. After that point, there is no apparent improvement in the response variable although
the MSE of the predictor variables continues to decrease. This indicates that the contribution of the
second and subsequent components may result in an overfitting of the model of the LAI. Therefore,
based on the analysis of the PLS predictors, we select one component as the predictor of the final
PLS model.Remote Sens. 2018, 10, x FOR PEER REVIEW  13 of 24 
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Figure 9. Percent of the explained variance (a) and the mean squared error (MSE) vs. the number of
partial least squares (PLS) components (b).
The major difference between the PLS model and an ordinary linear regression model is that
the former uses the transformed variables rather than the original LiDAR metrics, i.e., any of the
selected predictors is the linear combination of the 15 height percentile metrics. The weight of the
linear combination corresponds to the contribution of the original LiDAR metrics to the predictor.
Since the first predictor of the PLS explains nearly 62.5% variance of the plot LAI (Figure 9a),
the weight of the first predictor which is one of the outputs of Matlab PLSREGRESS function, is plotted
in Figure 10 to better understand the contribution of the individual LiDAR height perc ntile metrics.
We can s e that the contribution of th fir t predictor is high r for the height percen il s that are larger
than the 10th percentile. Recalling the correlation coefficie ts in Figure 7, it can be inferred that the
PLS uses all the information of the LiDAR metrics that have a relatively high correlation with the plot
LAI. In this step, we find that all the metrics have a relatively high contribution except for the lower
percentile heights, which are near the ground, i.e., the height of the 1st and 5th percentile. For the
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height metrics higher than the 5th percentile, P20 and P95 have the highest weight. This shows that
the information from the upper layer (P95) and the low-middle layer (P20) have similar and high
contributions to the estimated LAI.
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Figure 10. The weight (contribution) of the LiDAR-derived height percentile metrics to the first PLS
component. The x-axis labels represent the height percentile metrics as indicated in the x-axis of
Figure 7.
The PLS model is then applied on the plot level and the 85 plot-level LAI values are calculated
from the LiDAR height percentile metrics. The LOOCV result is shown in Figure 11. A Pearson’s
correlation analysis is performed to determine the relationship between the predicted LiDAR LAI
values and the ground-based values. There is a very strong, positive correlation between the LiDAR
LAI and ground LAI values (N = 85, r = 0.72, p < 0.0001) as indicated by the scatter plot (Figure 11a).
The PLS model of the LAI explains 58% of the variation in the ground-based LAI with an RMSE of 1.13.Remote Sens. 2018, 10, x FOR PEER REVIEW  14 of 24 
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Figure 11. Leave-one-out cross-validation result of the PLS model. The scatter plot (a) shows the paired
comparison and the Q-Q plot (b) shows the similarity in the distribution of the two LAI datasets.
The accuracy of the estimated LAI is comparable with that of a previous study conducted in a
tropical forest. Tang et al. [67] estimated the LAI of a tropical forest at La Selva, Costa Rica using
airborne LiDAR data and an inverted geometric optical and radiative transfer (GORT) model [68].
This study was conducted in a similar forest environment where the maximum LAI was 10.0.
The reported R2 and RMSE values ranged from 0.42 to 0.63 and 1.36 to 1.91 respectively.
In our study, when the ground-based LAI is lower than 8.0, the points in the scatter plot are
near the 1:1 line, which indicates that there is a low bias between the LiDAR-based LAI and the
ground-based LAI, as shown in the Q-Q plot in Figure 11b. A Q-Q plot is a probability plot that
Remote Sens. 2018, 10, 970 14 of 23
compares the probability distribution of two datasets by plotting their quantiles against each other.
Each point plotted on the Q-Q plot represents the same quantile in each data set. If the two distributions
are similar, the points will lie on or near the line y = x. As suggested by the Q-Q plot, it can be concluded
that the LAI datasets have similar distributions when the LAI values are lower than 8.0.
For LAI values that are higher than 8.0, the ground-based LAI values tend to be underestimated
by the PLS model. This can be partly explained by the fact that the LiDAR signal is less sensitive
to very high LAI values in areas of dense leaf layers. Although the active LiDAR sensor is superior
to passive remote sensing for determining the LAI in dense forests, signal saturation still occurs.
However, the saturation occurs at higher LAI values than in reported passive optical methods, in
which saturation occurs when the LAI > 4.0 or 6.0, depending on the measuring instruments [65] or
the forest structure [1,69,70].
3.4. Comparison of LiDAR and MODIS LAI
There are 43 MCD15A3H pixels that meet the criterion that at least 70 LiDAR cells fall in one
MODIS pixel. In the corresponding MODIS pixels, we compare the LiDAR- and MODIS-based LAI
in Figure 12. The average value of the landscape-level LiDAR-based LAI (6.26) is very close to the
ground-measured result reported by Williams et al. [71] in the Eastern Amazon forest. They reported
that at the regional scale, the LAI at 13 sites varied from 5.2 to 7.0 with a mean of 6.2. In general,
the LiDAR-based LAI values have a higher mean than the MODIS product and the bias is 1.38.
This means that MODIS underestimates the tropical forest LAI by about 22% compared to the
LiDAR-derived LAI. Previous studies also noted the underestimation of the MODIS-based LAI
compared to ground measurements in tropical forests [72–74]. For example, the LAI values from
MODIS were 17% lower than the LAI ground measurements in a forest with high LAI values [73].
In a conifer forest, Jensen et al. [75] observed that the MODIS LAI product resulted in an average
underestimation of 10%–50%, depending on the algorithm.Remote Sens. 2018, 10, x FOR PEER REVIEW  15 of 24 
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Figure 12. Boxplots of LiDAR landscape-level LAI and the MODIS MCD15A3H product. The central
line in the box indicates the median and the bottom and top edges indicate the 25th and 75th percentiles.
Outliers are plotted using the “+” symbol.
In the boxplots, the different positions of the median values also suggest that the MODIS
observations deviate considerably from its mean value (middle of the upper and lower box boundaries)
whereas the LiDAR data provides a nearly normal distribution. The asymmetric distribution of the
MODIS LAI values indicates a skew towards the upper boundary (75% quantile), which indicates
that there are many MODIS observations with high LAI values. This may be explained by the fact
that in dense canopies, the MODIS surface reflectance was saturated and was, therefore, insensitive to
changes in the LAI [30].
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To further address the specific factors affecting the performance of the MODIS LAI product,
we plot the 43 landscape-level pixels of the LiDAR LAI and the corresponding pixels of the MODIS
LAI in Figure 13. The standard deviations of the LiDAR LAI data are also plotted as the vertical bars.
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The results in Figure 13 indicate that most pixels are cloud-free and only 5 pixels contain clouds.
Although cloud-free conditions prevailed, when grouping the MODIS LAI values by the algorithm,
we observe a relative low retrieval ratio [30], i.e., only 9 out of 43 pixels are fall into the Main_Best
category (green labels). In addition, the LAI values of those pixels are relatively low compared to those
produced by the backup algorithms (Backup_Geo and Backup_Oth) or the solution that indicates
a saturated reflectance (Main_Sat). The reason for the higher LAI values obtained from the backup
and the Main_Sat algorithms is related to the reflectance saturation of a dense forest, which has been
well documented in previous studies [9,76]. We will focus on the underestimation of the Main_Best
algorithm because it is assumed to provide the best quality LAI data.
Pinto-Júnior et al. [74] stated that in the southern Amazon Basin, the presence of clouds increased
the reflectance values and consequently reduced the mean LAI. However, this is not the case in our
study. The results of this study suggest that in the dry season [4] of the Amazon tropical forest,
the cloud condition is not the primary factor affecting the MODIS LAI products. The main algorithm
of the MODIS LAI product uses the reflectance in the LUT simulated from a 3-D RT model to match
the MODIS surface reflectance [30]. The low retrieval ratio of the main algorithm can be explained by
the inability of simulating a range of observed reflectance values over the Amazon tropical forest [77].
The lower LAI values of the main algorithm may be attributed to the fact that the MODIS product
is predominantly correlated with the overstory LAI rather than the total forest LAI [73]. This result
partly supports the findings of [75], who reported that the MODIS main algorithm was rarely used to
retrieve LAI values greater than 4.0 when they evaluated the MODIS LAI values of a conifer forest.
The findings of this study are also consistent with the results of Cohen et al. [78], who validated
the MODIS LAI in a tropical forest using the Bigfoot field data (TAPA site, part of the Large-Scale
Biosphere-Atmosphere Experiment in Amazonia) [78]. Their result showed that the MODIS LAI
product was very unstable in a tropical forest area and the mean generally varied between 3.0 and 6.0.
Although they validated the Collection 4 MODIS LAI, which differs from the version (Collection 6)
used in this study work, the main conclusion still holds for the comparison of the MODIS LAI with the
LiDAR LAI data.
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3.5. LAI in Selectively Logged Forests
We then explore the spatial distribution of the two types of landscape-level LAI products by
mapping them at two scales, i.e., first, the LiDAR-based LAI is scaled up to the same resolution as
the MODIS data (Figure 14a,b), and then the data are aggregated at the 100-ha scale and overlaid
with the work units (Figure 14c,d). We expected to find a spatial correlation between the LiDAR-
and MODIS-based LAI values and wanted to investigate the impact of the logging operation on the
landscape-level LAI values.Remote Sens. 2018, 10, x FOR PEER REVIEW  17 of 24 
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and the average gap fraction of two unlogged blocks is 0.032. This result is almost identical to the result 
of Pereira et al. [4], who reported a gap fraction of 0.031 in unlogged blocks at the landscape scale while 
they investigated the impact of ground logging activities in a tropical forest in an area (3°43.878′ S, 
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Figure 14. LiDAR-based LAI and MODIS-based LAI values in resolution of 463 m (a,b) and aggregated
into work-unit scale (c,d). The left column shows the LiDAR LAI (a,c) and the right column the MODIS
LAI (b,d). The pixel indices are indicated in subplot (a,b). The years of the reduced-impact logging
(RIL) or the unlogged status are indicated in the labels of the subplots in (c,d) in red text.
A visual analysis of the 463-m resolution maps (Figure 14a,b) does not reveal any spatial patterns,
which indicates that there is no apparent spatial correlation between the two datasets. Specifically,
the MODIS-bas d LAI exhibits more homogeneity than the LiDAR-based LAI and the homogeneous
patches also have relatively higher LAI values. Yet, this homogeneity does not reflect the ground-based
spatial patterns shown in the LiDAR-based LAI values (Figure 14a) but rather results from the
reflectance saturation that affects the MODIS algorithm. This result is also manifested by the skewness
in the boxplot (Figure 12) and the larger values produced by the backup algorithm to the right part to
the pixel index 43 in Figure 13.
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In the aggregated 100-ha scale LAI maps with the work units, the maximum value of the LiDAR
LAI in the unlogged area is 7.31 (right bottom in Figure 14c) and the average LiDAR LAI value for the
two unlogged blocks (6.58 and 7.31) is 6.94 (Figure 15). There were no LAI measurements in logged
areas to compare our results with, but some gap fraction data were available. As there is an exponential
function relationship between LAI and gap fraction, we converted the calculated LAI into gap fraction
(GF) according to the Beer-Lambert law and using the extinction coefficient of 0.5 [79,80],
GF = exp(−0.5LAI) (5)
The calculated gap fraction values of the two unlogged blocks are 0.037 and 0.026 respectively,
and the average gap fraction of two unlogged blocks is 0.032. This result is almost identical to the
result of Pereira et al. [4], who reported a gap fraction of 0.031 in unlogged blocks at the landscape
scale while they investigated the impact of ground logging activities in a tropical forest in an area
(3◦43.878′S, 48◦17.438′W) very close to our research area.
The logged blocks have an average lower LAI value of 6.04 (Figure 15); compared with the
unlogged blocks, this amounts to a 13.0% reduction in the LAI caused by the RIL. This value is similar
to the result of Pereira et al. [4], who reported a reduction in the LAI of 13.2% after three years of RIL
but it is lower than the value of 36% when RIL is conducted within one year (reproduced from Table
3 in [4]). In the same area, this result is very close to the reduction in the AGB of 15.5% reported by
Longo et al. [50], who compared the aboveground carbon density of intact and RIL forests. This result
is also consistent with the findings of Aragão et al. [81], who suggested that selective logging practices
in Eastern Amazonia did not result in significant changes in the LAI values.
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In contrast, the maximum value of the MODIS LAI occurs in the logged area in 2007 (right upper
in Figure 14d), which is irrational taking into account the logging activity although some regrowth of
the forest had occurred. Furthermore, compared to the unlogged area, the average LAI in the logged
areas exhibit an unexpected higher value (Figure 15). Considering the data quality analysis mentioned
above (Section 3.4), t an be concluded that the MODIS LAI produ t needs be improve t account
for the f rest characteristics in the Amazon basin. For example, the LUT should be based on a more
detailed land cover classification, or more complex RT model with higher accuracy under saturated
conditions should be used [9].
3.6. Factors elated to the Uncertainty of the Results
There was a lag of about 8–10 months between the g ound inventory (Febru ry to April) and the
LiDAR (Dece ber) collection dates; th refore, when the LiDAR-derived metrics were used to link
them with the ground-based LAI, we assumed that the LAI at the study site had remained stable.
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Although we could not fully validate this assumption for this research area in the absence of a time
series of ground-measured LAI values, there is evidence supporting that there is no strong pattern
of seasonal variation in the LAI in the Amazonian tropical forest [48]. There is also some evidence
from ground camera images from the PhenoCam Network in Rio Tapajos, Santarém, Brazil, where a
similar forest type was observed from 2009 to 2011 [82]. Here, we present three pictures from January
to December in 2011 to determine if seasonal dynamics of the forest were apparent. Greenness is one
of the proxy variable to estimate LAI from RGB images [83]. similar to [83], we calculate the greenness
index (GI), which is the ratio of digital number of green band to the sum of red, green and blue bands,
to represent the forest structure in daily image, and take the averaged GI from month images as month
indictor (Figure 16). In the selected 3 months, the value of GI varied from 0.335 to 0.338, and this
result shows that there is no evidence of leaf dynamics in this area (Figure 16). Based on these results,
the uncertainty caused by the date lag is negligible.Remote Sens. 2018, 10, x FOR PEER REVIEW  19 of 24 
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Two parameters can affect the ground-based LAI values, i.e., the LBR and the SLA when the
ground-based LAIs r calculated from the AGB. In fact, it is difficul to measure the abov parameters
at the landsc pe scale, even th ugh some researchers demonstrated that the relati ship between
leaf area and pl nt biomass was non-line r and vari d depending on the carbon partitioning [84].
For example, Metcalfe et al. [61] suggested th t the SLA exhibit d significant chang over time and the
annual SLA ranged from 8.5 to 13 in a tropical forest. Kalacska et al. [1] also suggested that in order to
calculate LAI from litter collected in traps, the SLA must be calculated for each species rather than using
the mean value of multiple species. To minimize the uncertainty of the LBR and SLA, we calculated
the leaf biomass using a piecewise linear equation to simulate the nonlinear feature of the relationship
between the plant biomass and the leaf biomass (Equation (2)). The SLA values were obtained from the
literature while accounting for the similarity of the dominant plant species. Although a careful effort
was made to select these parameters, the results presented may be improved when newer ground
data are obtained in this research area. However, the SLA parameter only affects the magnitude of
the LiDAR-based LAI and the correlation between the ground-based LAI and LiDAR-based height
percentiles still holds even if new SLA values are available. In contrast, changes in the LBR will change
the result with regard to magnitude and correlation because its effect on the ground-based LAI is
nonlinear, as shown in Equation (2).
The performance of the PLS model will be influenced by the data used as a validation dataset.
In this study, t maximize the use of the ground LAI, we calibrated and validated the PLS m del using
the same dataset but with a leav -on -out cross v lidatio (LOOCV) method. T e ideal method is to
separate the original dataset into two independent subsets, i.e., one for calibration and another for
validation. However, it would require a larger dataset than we had available for this study.
4. Conclusions
I this study, we proposed a framework to stimate th LAI in a selectively logged tropical
forest at the plot scale and landscape scale. The ground-based LAI values were computed from forest
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inventory data measured in the field and a PLS regression method was proposed to determine the
ground-based LAI and the plot and landscape scales. Finally, the LiDAR-based LAI was compared
with the MODIS-based LAI for a number of logging units.
The proposed PLS method uses the LiDAR-based height percentiles and differs from an approach
using only one LiDAR metric. The results show that, by utilizing multi-height percentile metrics,
which are related to the leaf density of the canopy layers in the vertical profile, the new method has the
ability to obtain canopy information from multiple layers rather than only from the top of the canopy.
The plot-level LAI obtained by the PLS model is significantly correlated with the ground-based LAI
with R2 = 0.58 and RMSE = 1.13. The weight of the PLS model suggests that all the selected height
percentile metrics are positively correlated with the LAI but have different explanatory power. The
first component of the PLS model explains 62.5% of the variance of the LAI and its major contribution
comes from the low-middle to upper layers of the canopy.
Compared with the LiDAR-based LAI, the MODIS-based LAI values underestimated the tropical
forest LAI by about 22%. A quality analysis of the selected tile reveals that clouds are not an
important factor affecting the performance of the MODIS LAI but the main algorithm, which produces
significantly lower LAI values, may be the main source of uncertainty. The LAI values from the backup
algorithm have relatively higher values but are a result of the reflectance saturation and skewed
towards the upper boundary of the results. The MODIS- and LiDAR-based LAI values show no
apparent spatial correlation at the landscape scale. The LiDAR-based LAI estimates indicate that the
RIL activity causes a decrease in the LAI of about 13% compared to the intact forest, but this is not
captured by the MODIS-based LAI estimates.
It should be noted that the work of comparison with the MODIS-based LAI and the LiDAR-based
LAI is not a substitution for the MODIS product validation in this area. A strict validation campaign
involves more aspects than were considered in this study, such as a ground sampling strategy,
transferring function, and upscaling [76,77]. Furthermore, multi-temporal LAI datasets may be useful
to fully understand the LAI dynamics across seasons. However, this validation scheme is beyond the
scope of this study.
To our knowledge, this was the first effort to compute LAI estimates from a ground-based
inventory dataset in a selectively logged tropical forest. This can overcome the lack of LAI ground
data because forest inventory data are much more abundant than LAI ground data. The significance
of this effort is also reflected by the development of a robust method for estimating LAI in a tropical
forest using LiDAR active remote sensing. The proposed workflow may be of interest to researchers in
the field of forest management who want to develop LAI datasets from the ground to the landscape
scale, but it is advised that the parameters discussed in Section 3.6 should be calibrated locally.
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