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ABSTRACT 
Metric fixed point theory is a branch of fixed point theory which finds primary 
application in functional analysis. It can be considered as a branch of the functional 
analysis in which conditions on the mappings or on the domain and ranges of the 
underlying spaces play a crucial role in proving new results. Although it has purely 
metric setting, yet it is considered a major and one of the most rapidly growing 
branch of non-linear functional analysis. 
Historically speaking, the most fruitful and fundamental concept of 'metric 
spaces' was introduced by a French mathematician M.Frechet in his doctorial dis-
sertation submitted to Paris University in the year 1906. As metric spaces played a 
very crucial role in the further development of Analysis and Topology, it also present 
a natural setting for the rapid development of fixed point theory as well. 
After axiomatic development of 'metric spaces' due to M.Frechet (1906), the 
study of contractive mappings played a central role in metric fixed point theory. 
The first metrical fixed point theorem for contractive mappings was given by a Pol-
ish mathematician Stefan Banach in 1922 which is popularly referred as Classical 
Banach Contraction Principle whose details are available in Section 1.2. Though 
Banach proved his classical theorem as early as 1922 its extensions and general-
izations started only at the begining of the last three decades, when Kannan [56, 
1968], made a break through and derived a fixed point theorem for self-mappings of 
a metric space satisfying a quite tricky contraction condition. The salient feature of 
these extensions and generalizations lies in the fact that unlike Banach Contraction 
Principle the mapping under consideration need not be essentially continuous. 
After Kannan's paper a good number of research papers appeared in the last 
three decades and by now there exists a vast literature on the subject. One of the 
most significant generalization of Banach Contraction Principle due to Jungck [44 
appeared in 1976 and our entire plan of work revolves around Jungck's theorem. As 
Jungck's theorem involves the condition of 'continuity \ 'commutativity' and 'com-
pleteness ' therefore it can be generalized by improving either any one, or any two or 
all of these three conditions. In fact the tradition of improving 'commutativity' con-
dition was initiated by Sessa [77] and by now there exists an extensive literature on 
this subject. Only recently, Singh [84] and Pant [64] endeavoured to improve 'con-
tinuity' and 'comp/e^eness' requirements in such results. The results of this thesis 
are the outcome of our efforts to improve these conditions namely : 'commutativity', 
'continuity' and 'completeness'. 
The purpose of our work is five fold : 
(i) To study the common fixed points of six noncontinuous singlevalued map-
pings satisfying certain contraction conditions (Chapter 2). 
(ii) To study the common fixed points of expansive mappings satisfying suitable 
impHcit relations (Chapter 3). 
(iii) To introduce the concept of composite asymptotic regularity {abbreviated 
as c.a.r.) and utilize the same to prove common fixed point theorems. (Chapter 4). 
(iv) To generalize some earlier results in best approximation theory by employ-
ing the notion of best approximation (Chapter 4). 
(v) To study the coincidence and common fixed points of nonlinear hybrid 
contractions ( Chapter 5, Chapter 6 and Chapter 7). 
The present thesis comprises of seven chapters and each chapter is divided into 
sections and sometimes a section into sub-sections. Numbers like 2.1 indicate Sec-
tion 1 of Chapter 2 whereas 2.1.2 indicates Sub-section 2 of Section 1 of Chapter 1. 
As usual the numbers in brackets refer to the references listed in the bibliography. 
vni 
Each chapter begins with a brief introduction to its contents. The organization 
of material presented in the text is hsted in the 'contents'. 
As usual Chapter 1 is elementary in nature where we have incorporated relevant 
preliminary concepts, important results and definitions which are used throughout 
the text. This chapter is mainly aimed at making the thesis as self contained as 
possible. 
Chapter 2 deals with the common fixed points of four or six single-valued map-
pings satisfying relatively more general rational inequalities than used earlier in 
the hterature. In Section 2.2 of this chapter, we prove some common fixed point 
theorems without any continuity of the involved maps. Also, the commutativity re-
quirements of the maps have been confined to merely points of coincidence. Besides 
these two improvements the completeness of the space X is weakened to a set of 
four alternative natural conditions. Our results are more general and yield several 
earher results due to Aqeel-Imdad [2], Jeong-Rhoades [43], Diviccaro et al. [17], 
Gajic [25] and others as special cases. In Section 2.3, making use of our main result, 
we prove a common fixed point theorem for four finite families of mappings. Few 
examples, for a good insight into the results, are presented in the last section. Most 
of the contents of this chapter are published in Bull. Cat. Math. Soc., 93(4)(2001), 
263-268. 
Chapter 3 comprises of some common fixed point theorems satisfying certain 
implicit relations. The implicit relations utilized in this chapter are some what of 
dual type to those considered by Popa [75]. In process related results due to Wang et 
al. [103], Gillespie [26], Taniguchi [101], Popa [75] and several others are generalized 
and improved. So far we are not aware of any result dealing with expansive implicit 
conditions and hence our results are seeming new to the hterature. 
IX 
Chapter 4 consists of three sections : Section 4.1 gives a brief introduction to the 
contents of the chapter while in Section 4.2, we introduce the notion of 'composite 
asymptotic regularity' and utihze it to prove a common fixed point theorem which 
generaUzes earher known results due to Nesic [66], Guay and Singh [29], Sharma 
and Yuel [91] and several others. In the last section, as an application of one of 
the earlier result, we prove a common fixed point theorem in best approximation 
theory which generalizes earlier results of Sahab et al. [85], Brosowski [8], Singh [95], 
Hicks and Humphries [34] and others. The contents of Section 4.2 are published in 
Italian Jour, of Pure and Appl. Math., Vol (11)(2001), 9-14 whereas, the contents 
of Section 4.3 are published in Math. Sci. Res. Hotline, 5(1) (2001), 51-59. 
In the last three chapters, we prove some hybrid fixed point theorems for two 
pairs of mappings satisfying relatively more general rational inequalities and deduce 
several known results as corollaries. Some related common fixed point theorems for 
six single-valued mappings are also derived. The last section of each chapter (resp. 
Chapter 5, 6 and 7 ) is devoted to illustrative examples which in turn demonstrate 
the validity of the hypotheses and degree of generality of our results over earlier 
ones. In Chapter 5, the results of Fisher [22, 24], Kannan [56, 57], Hardy-Rogers 
32] and several others are generalized and improved for multi-valued as well as for 
single-valued mappings. Chapter 6, generalizes the results of Jeong-Rhoades [43], 
Aqeel-Imdad [1], Fisher [22, 23, 24] and others, whereas in Chapter 7, results due 
to Cho et al.[13], Diviccaro et al.[17], Popa [74] and several others are generahzed 
and improved. Contents of Chapter 5 and Chapter 6 are to appear in Southeast 
Asian Bull, of Mathematics, Vol. (11) (2002) and in Journal of Analysis, respec-
tively, whereas the contents of Chapter 7 are already published in Indian Jour, of 
Mathematics, 44(1) (2002), 59-71. 
In the end, a bibliography is given which by no means is exhaustive one but 
lists only those books and papers which have been referred to in the text. 
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CHAPTER 1 
PRELIMINARIES 
'what is now proved was 
once only imagined' 
(vnlltam Blake) 
CHAPTER 1 
Preliminaries 
§ 1.1. A few historical remarks 
It happens quite often in mathematics that the exact solution of a system of 
equations can be neither determined explicitly nor it can be computed conveniently. 
Under such circumstances, the following question naturally arises : Does there exist 
any solution to the system? or a deeper question : How many different solutions 
has the system? After obtaining an affirmative answer to the problem of existence, 
one proceeds then to look for the exact solutions. In mathematics, the problem of 
solving a system of equations can be reduced in general to the problem of determin-
ing the fixed points of self-mapping / of an appropriate space X. The problem of 
solving an equation is not only equivalent in general to the problem of determining 
the fixed points of a self-mapping but in fact the fixed point theory has its origin in 
the former. 
The earliest fixed point theorem is that of L.E.J. Brouwer [9, 1912] which as-
serts that a continuous mapping f of the closed unit ball in FT has at least one fixed 
point, that is, a point x such that f(x) = x. The existing literature contains various 
generahzations of this historic theorem. In this regard the survey article of Park 
67] deserves special mention. Indeed such generahzations arise through altering the 
hypothesis on the space X and/or that on the mapping / itself, as suggested by the 
mathematical problems under investigation. For example, in the theory of differ-
ential equations and functional analysis X is usually supposed to be a topological 
space of more general type, while in the theory of numerical analysis and in practical 
computation of fixed points, / is usually required to be compact. 
Since the appearance of Brouwer fixed point theorem in 1912 and its subsequent 
generalizations, fixed point theorems provided powerful tools in demonstrating the 
existence of solutions to a large variety of problems in applied mathematics. How-
ever, from the computational stand point, their usefulness was limited. 
Brouwer's theorem was extended to infinite dimensional spaces by Schauder [87 
in 1930. He proved that a continuous mapping of a compact convex subset of a Ba-
nach space has at least one fixed point. Tychonoff [102] extended Brouwer's result to 
a compact convex subset of a locally convex topological vector space whereas Kaku-
tani [53] proved a generalization of Brouwer's theorem to multifunctions. Bohnen-
blust and Karlin [7] gave the multi-valued analogue of Schauder's fixed point theorem 
whereas multi-valued analogue of Tychonoff's fixed point theorem was given by Fan 
21] and Glicksberg [27], independently. 
The simplest of all the metric fixed point theorems is the classical Banach 
Contraction Principle which states that a contraction mapping of a complete metric 
space into itself has a unique fixed point. A number of extensions and generalizations 
of this celebrated theorem have been obtained in recent yeaxs. The most significant 
generalization of Banach Contraction Principle is due to Jungck which appeared 
in 1976 and the entire contents of this thesis revolves around this theorem and is 
the outcome of our endeavour to improve 'commutativity' as well as 'contraction' 
conditions in Jungck's type theorems. 
The present chapter is elementary in nature where we incorporate some prelim-
inary notions along with some relevant results which will be firequently needed in 
our subsequent discussions. Many interesting results and definitions related to the 
fixed point theory could not be accomodated because of the limited size of the text. 
For a comprehensive account of fixed point theory, books by Aksoy and Khamsi [3], 
Dugundji and Granas [19], Goebel and Kirk [28], Istratescu [42], Rus [83] and Smart 
97] are of special recommendation. 
§ 1.2. Banach Contraction Principle 
In analysis and functional analysis, one generally comes across the equations of 
the form Tx = Q and Tx = y. The main problem is to solve these equations. There 
are often several methods available, some of which are used to find exact solutions 
and others to find approximate solutions. Fixed point theory has also been widely 
used to tackle such problems. In order to illustrate the fact, let us consider the 
simple quadratic equation — 63: + 5 = 0. Clearly, x = 1 and x = b are the roots 
of this equation. Also, we can write this equation in the following manner : 
0:2 + 5 
On putting x = f{x), where f{x) — x'^ + 5/6, we notice that x — 1 and x = 5 are 
the two fixed points of / . 
From the above discussion, one notes that the problem of finding the solution 
of an equation g{x) = 0, is the same as finding a fixed point of a function /(x), 
where g{x) = f{x) - x. The fixed point theory is thus concerned with the study 
of the functional equation T{x) = x in a metric or nonmetric setting. As men-
tioned earlier the most significant result of fixed point theory was given by a Polish 
mathematician Stefan Banach in 1922, and is popularly referred as classical Banach 
Contraction Principle. This principle states that every contraction mapping of a 
complete metric space into itself has a unique fixed point. The Banach contraction 
theorem is important as a source of existence and uniqueness theorems in different 
branches of analysis, (e.g. classical existence uniqueness theorem). This theorem 
provides an illustration of the unifying power of functional analytic methods and 
of the usefulness of fixed point theorems in analysis. A number of extensions and 
generalizations of this celebrated theorem have been obtained in recent years. A nice 
treatment of this development can be found in Rus [83], Smart [97] and Istratescu 
42]. The advantage of the Banach Contraction Principle is that it always gives a 
unique fixed point whereas the only disadvantage attached is that the condition of 
'contraction map' is very restrictive. In order to accomodate a wider class of con-
tinuous and discontinuous functions, attempt were made to replace the contraction 
condition by some more general condition whose references can be found in survey 
articles of Rhoades (see [77], [78] and [79]). In fact, Jungck [44] in 1976, proved the 
following : 
Theorem 1.2,1. Let f and g be commuting (i.e. fg = g f ) self-maps of a 
complete metric space {X,d) such that f { X ) C g[X) and g is continuous. If there 
exists a G (0,1) such that 
(a) d i f x j y ) < ad(gx,gy), 
for x,y E X, then / and g have a unique common fixed point, say ^ in X. (i.e. 
f z = gz^z). 
Soon after the work of Jungck [44], Fisher [23] proved a common fixed point theorem 
for three self-mappings using the following : 
(b) d{Aa;, Ay) < ad{Ix, Jy), with a < 1. 
Kannan [56, 1968] gave a fixed point theorem for a non-continuous self-map satis-
fying the following more tricky contraction condition : 
(c) d{Tx,Ty) < a[d{x,Tx) + d{y,Ty)] with a < 1/2 
Inspired by the result of Kannan, Hardy-Rogers [32] gave a generalization of a 
fixed point theorem of Reich, in the year 1973. In proving their result they employed 
the following contraction condition : 
(d) d{Tx, Ty) < a[d{x, Tx) + d{y, Ty)] + h[d{y, Tx) + d{x, Ty)] + cd{x, y), 
for all x,yeX,a,b,c>Q,2a + 2b + c<l. 
Since then several efforts have been made to vary the contraction conditions and 
even now the researchers are keen to improve the existing contraction conditions by 
replacing them with various kind of general conditions. For example in 1979 Fisher 
[24] proved a result satisfying the following rational contraction condition : 
(e) d{Sx,Ty) < 
h[d{x,Ty)]^ + c[d{y,Sx) 
d{x,Ty)^d{y,Sx) 
with d{x,Ty) + d{y,Sx) 0,6,c > 0,6 + c < 1, or d{Sx,Ty) = 0, if d(x,Ty) + 
d{y, Sx) = 0. 
Recently, Ahmad and Imdad [1] generahzed the result of Fisher [24] by proving a 
common fixed point theorem for four self-mappings with a more general contraction 
condition which runs as follow : 
( / ) d{Ax,Sy)<a d{Ax,Ix)]'+[d(Sy,Jy) 
2' 
+ Pd{Ix,Jy), 
d{Ax,Ix) + d{Sy,Jy) 
with d{Ax, Ix)+d{Sy, Jy) a, P > 0,a +/3 <l,ov d{Ax, Sy) = 0, iid{Ax, Ix) -h 
diSy,Jy)^0. 
The rational type contractions have been improved by many researchers in 
various ways. In recent years, researchers of this domain gave several extensions 
and unifications of the known results using more general rational contractions. 
In this regard the work of Jeong-Rhoades [43], Gajic [25], Diviccarro et al. [17] 
and Aqeel et al. [2], are worth mentioning. The multi-valued analogues of such 
results have also been proved by many researchers. In a similar attempt Cho et al. 
[13] used the following hybrid contraction : 
(g) ff^(Sx,Ty) < 
cdifx, Sx)<F{9y, Ty) + bd{fx, Ty)dP[gy, Sx) 
8{fx,Sx) + 6{gy,Ty) 
for all x,y e X for which 6{fx,Sx) + 6{gy,Ty) 0, where p > 1,6 > 0 and 
1 < c < 2. 
Hybrid contractions attracted the attention of many researchers, and many ar-
ticles on coincidence and common fixed point theorems appeared in the last three 
decades and by now there exists a considerable hterature on the subject. To men-
tion a few, we cite ([13], [54], [55] and [74]). It is not possible to accomodate all 
the contraction conditions existing in the literature. Here we have cited only those 
contraction conditions which are relevant to the contents of our exposition. 
The other contraction conditions relevant to the present work are as follows : 
Ciric [14] : 
{h) d{Tx,Ty) < amax{d{x,y),l/2[dix,Ty) + diy,Tx)],d{y,Ty),dix,Tx)}, 
for all x,y e X and a G [0,1). 
Nesic [66]: 
(i) d{Tx, Ty) < pd{x, y) -F q[d{x, Tx) + d{y, Ty)] + r[d{x, Ty) + d{y, Tx)] 
-^F{d{x,Tx).d{y,Ty)), 
for all x,y e X, where p,r > 0, p -1- 2r < 1, 9 + r < 1, and F : ^ be a 
mapping such that F(0) = 0 and F is continuous at 0. 
§ 1.3. On some weak conditions of commutativity 
The last three decades have produced a spate of articles proposing various gener-
alizations and extensions of the well known Banach Contraction Principle as already 
discussed in Section 1.2. Since then typical approaches have been made either to 
vary the contraction condition or to introduce more number of functions in contrac-
tion conditions under examination. In this regard, the Jungck's extension of Banach 
Contraction Principle deserves special mention (see Theorem 1.2.1). 
The 'commutativity'condition in Jungck's theorem and related results were uti-
lized to generalize such results, subsequently, a variety of variants and generaliza-
tions of the above result due to Jungck [44] and allied results involving commuting 
maps appeared (e.g. [11], [15], [59] and [96]). Naturally, any such result involv-
ing 'commutativity' condition can be improved by widening the class of commuting 
maps which could be accomplished by defining some weaker condition than 'com-
mutativity'. In this regard, Sessa [88] initiated a generalization of the commuting 
map concept by defining the following : 
Definition 1.3.1. Let / and g be mappings of a metric space {X, d) into itself. 
Then {/, g} is said to be a weakly commuting pair if 
d{fgx,gfx) <d{fx,gx), 
for all X e X. Clearly, a commuting pair is weakly commuting, but the converse 
is not necessarily true. Examples supporting the fact can be found in [88]. Conse-
quently, various generahzations and variants of Jungck's theorem and, in turn, that 
of Banach Contraction Principle appeared in terms of weakly commuting pairs (see 
81] and [90] for details). 
In 1986, Jungck [46] extended the concept of 'weak commutativity' in the fol-
lowing way : 
Definition 1.3.2. Let / and g be mappings from a metric space {X,d) into 
itself. The mappings / and g are said to be compatible if 
li^d{gfx^jgxr,) = 0, 
whenever lim„_oo/2;n = limn-.oo52;„ — z, for some z e X. It is obvious that two 
weakly commuting mappings are compatible, but the converse is not true. Some 
examples for this fact can be found in [46 . 
Since then several authors endeavoured to introduce compatible like conditions 
such as : Compatible mappings of type (A) [48], Compatible mappings of type (B) 
62], Compatible mappings of type (P) [68], Compatible mappings of type (C) [70], 
Biased maps [43] and similar others, but they are beyond the need of this exposition. 
A comprehensive and lucid collections of such conditions and their interplay can be 
found in Murthy [64], It is not possible to mention all the existing weak conditions 
of commutativity in the literature. Here, we opt to record only those which are 
relevant to the contents of the present work. Indeed, the most frequently utilized 
such conditions (along with Definitions 1.3.1 and 1.3.2) is 'coincidently commuting' 
property which appeared in 1999 (cf. [16] also see [51]) and is defined as follows : 
Definition 1.3.3. A pair of self-mappings (/, g) on X is said to be coincidently 
commuting if both / and g are commuting at the coincidence points of / and g. 
Using this definition, several researchers improved a number of common fixed 
point theorems and gave several interesting results in the metric fixed point theory. 
Results in this direction due to Dhage [16], Jungck-Rhoades [50, 51], Cho et al. [13], 
Imdad and Khan [40] and others are of interest. 
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§ 1.4. Some definitions and results in hybrid context 
Let (X, d) be a metric space, then following the conventions and notations of 
Nadler [65], we have the following : 
Let CB{X) denote the family of all nonempty closed and bounded subsets of a 
metric space (X, d). The Hausdorff metric H on CB{X) induced by the metric d is 
defined as 
H{A,B) = max < sup d{x, B), sup d{y, A) >, 
l.i£A V€B J 
for A,B ^ CB{X), where d{x,A) = mfyeAd{x,y). Clearly, {CB{X),H) is a met-
ric space, and if a metric space {X,d) is complete, then so is (CB{X),H) (cf. 
Kuratowski [53]). 
We note that the metric H depends on the metric for X and that two equivalent 
metrics for X may not generate equivalent Hausdorff metrics for C5(X)(cf.[58]). 
It will be understood, unless otherwise stated, that the symbol H stands for the 
Hausdorff metric obtained from a fixed preassigned metric. 
Further, let 6{A,B) = sup{d(a;,y) : x e A &nd y e B} for all A,B e CB{X). 
If A consists of a single point a, then 8{A, B) can be written as 6{A, B) = 8{a, B). 
If S(A, B) = 0, then A = B = {a}, (cf. [84] ) 
The following definitions will be needed in the sequel. 
Definition 1.4,1. Let {X,di) and iX^d2) be metric spaces. A function F : 
X CB{Y) is said to be a multi-valued Lipschitz mapping of X into Y if and only 
if 
H{F{x),F{z))<ad,ix,z), 
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for all X, z e X, where a > 0 is a fixed real number. The constant a is called a 
Lipschitz constant for F. If F has a Lipschitz constant a < 1, then F is called a 
multi-valued contraction mapping. Sometimes it is also referred as Nadler's contrac-
tion (cf. [65]). 
Definition 1.4.2. A point a; € X is said to be a fixed point of multi-valued 
mapping F : X C B { X ) if a; € F{x). 
In what follows, let {X, d) be a metric space and let f X ^ X, S •. X 
CB{X) be single-valued and multi-valued mappings, respectively. 
Definition 1.4.3 ([55]). The mappings / and S are said to be weakly com-
muting if for SiWx ^ X and fSx G CB{X) 
H{SfxJSx)<d{fx,Sx), 
where H is the Hausdorff metric defined on CB{X). 
Definition 1.4.4 ([13]). The mappings / and S are said to be compatible if 
whenever {Xn} and {?/„} are sequences in A' such that lim„_>cxi f^n = lim„_^oo Vn = z 
for some z G X, where € Sxn for n — 1,2, 
Definition 1.4.5 ([55]. The mappings / and S axe said to be compatible if 
and only if fSx e CB(X) for all x e X and H{SfxnJSxn) 0, whenever [xn} 
is a sequence in X such that Sxn —> M G CB{X) and fxn t e M. 
Remark 1.4.1. (i) If S is restricted to be a single-valued mapping in Defini-
tions 1.4.3, 1.4.4 and 1.4.5, then we deduce the concepts of weak commutativity [88 
(i.e. Definition 1.3.1) and compatibility [46] (i.e. Definition 1.3.2) for single-valued 
mappings. 
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(ii) If the mappings / and S are weakly commuting, then they are compatible, 
but not conversely. Examples supporting this fact can be found in Cho et al. [13 . 
(iii) Definition 1.4.4 is sHghtly different from that of Kaneko's Definition ( cf. 
[55]). 
We now state some important results from the multi-valued context needed in 
our subsequent discussion. 
Lemma 1.4.1 ([55]). Let / : X ^ X and 5 : X CB{X) be weakly com-
patible. If f z G Sz for some z E X, then fSz = S f z . 
Lemma 1.4.2 ([65]). Let A,B e CB{X) and k > I. Then for each a e A, 
there exists a point b E B such that d{a, b) < kH{A, B). 
Remark 1.4.2. Let A,B E CB{X) and let a E A. If e > 0, then it is a 
simple consequence of the definition of H{A, B) that there exists b £ B such that 
d{a,b)<H{A,B) + e{d. [65]). 
§ 1.5. Some more definitions and results 
In the end, we collect remaining definitions and results relevant to our subse-
quent discussion. 
Definition 1.5.1 ([10]). A mapping T : X X of a. metric space {X,d) into 
itself is said to be asymptotically regular at a point a; in A", if 
lim = 0. 
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Definition 1.5.2 ([33]). Let T be a self-mapping of a metric space {X,d), 
then a sequence {xn} in X is said to be asymptotically T-regular, if 
lim d{Xn,TXn) = 0. n—too 
Definition 1.5.3. A self-mapping T of a normed space X is said to be non-
expansive (resp. I-nonexpansive), if 
II Tx - Ty ||<|| x-y\\{ resp. || Tx - Ty ||<|| Ix - ly jj), 
for all x,y e X. 
A translation map f : R R (i.e., f{x) — x + p,p a positive constant), is a non-
expansive map, but / has no fixed point whereas identity function is a non-expansive 
map with each point of the domain as fixed point. Thiis a non-expansive mapping 
may not have a fixed point or may have more than one fixed points. 
We also need the following lemmas for our future use. 
Lemma 1.5.1 ([46]). Let / and 5 be mappings from a metric space {X,d) 
into itself. If / and S are compatible and f z = Sz for some z £ X, then 
fSz = SSz = S f z = f f z . 
Lemma 1.5.2 ([46]). Let / and S be self-mappings of a metric space {X,d). 
If / and S are compatible and fxn, Sxn —>• z for some z E X, then we have the 
following : 
(i) limn_»oo Sfxn = fz , if / is continuous at z, 
(ii) fSz = S f z and f z — Sz, if / and S are continuous at z. 
•k-k-k-k 
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CHAPTER 2 
ON COMMON FIXED POINTS 
OF NONCONTINUOUS NON-
COMMUTING MAPPINGS 
'No idea is so antiquated that it 
was not once modem. No idea is 
so modem that it will not some day 
antiquated' 
(Ellen Glasgow) 
CHAPTER 2 
On common fixed points of noncontinuous 
noncommuting mappings 
§ 2.1. Introduction 
Every metrical common fixed point theorem generally involves conditions on 
commutativity and continuity of the involved maps besides a suitable contraction 
condition. Researchers in this domain are aimed at weakening one or more of these 
conditions. 
Since the appearance of weak commutativity of Sessa [88], researchers started 
utilizing weak conditions of commutativity. Recent literature has witnessed the 
evolution of several such conditions of commutativity such as : Compatible mappings 
of type (A) [48], Compatible mappings of type (B) [62], Compatible mappings of type 
(P) [68], Compatible mappings of type (C) [70], Biased maps [43] and several others. 
The details of such weak conditions of commutativity are included in Chapter 1 (see 
Section 1.3.). In our subsequent work we choose to utilize the most natural of these 
weak conditions namely 'coincidently commuting property' (cf. [16] also see [51]). 
It has been known since the paper of Kannan [56] that there exist maps pos-
sessing discontinuities in their domain but still admitting fixed points. However, in 
every case the maps involved were continuous at the fixed point. Recently, some 
authors endeavoured to relax continuity requirements in such results and in this 
regard the work of Singh-Mishra [93] and Pant [72, 73] deserves special mention. 
• Most of the contents of this chapter are published in Bull. Cal. Math. Sac., 93 
U) (2001), 263-268 
In this chapter combining these ideas we demonstrate the effectiveness of the 
coincidence commutativity concept under quite tight conditions. Here we notice 
that an appreciable number of fixed point theorems can be improved by muting the 
continuity requirements of the maps completely besides reducing the commutativity 
requirement of the maps to merely coincidence points. Also, the completeness re-
quirement of the space X is weakened to a set of foiu: alternative natural conditions. 
In process results of Fisher [22, 24], Diviccaro et al. [17], Aqeel et al. [2], Imdad-
Ahmad [38], Jeong-Rhoades [43], Kannan [56], Hardy-Rogers [32], Ahmad-Imdad 
2] and others are generahzed and improved. 
§ 2.2. Fixed point theorems via certain rational inequalities 
Here, we prove two general common fixed point theorems satisfying unified 
rational inequalities for pairwise coincidently commuting mappings. We utilize our 
main theorems to demonstrate how several fixed point theorems can be improved by 
muting the continuity requirements and improving commutativity requirement upto 
the extent of coincidently commuting property. The main results of this section are 
Theorem 2.2.1 and Theorem 2.2.2. 
Theorem 2.2.1. Let A,B,S,T,I and J be self-mappings of a metric space 
{X, d) with AB{X) C J{X) and ST{X) C I{X). If one of AB(X), ST{X), I{X) or 
J(X) is a complete subspace of X and for any x, y in X, either 
Mar^ qt. \ ^ ABx)d{Jy, STy) + bodjlx, STy)d{Jy, ABx) 
d[ABx,STy) < d{Ix^ABx) + d{Jy,STy) 
+dQd{Ix,Jy), (2.2.1.1) 
whenever d{Ix, ABx) -j- d{Jy, STy) ^ 0, provided ao, 6o, d^ > 0, so that at least one 
of these is non zero and ao -t- 2do < 2, or 
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d{ABx, STy) = 0, if d{Ix, ABx) + d{Jy, STy) = 0, (2.2.1.2) 
Then the following conclusions hold : 
(a) {AB, I) has a point of coincidence, 
(b) {ST, J) has a point of coincidence. 
(c) Further, if the pairs {AB, I) and {ST, J) are coincidently commuting, then 
AB, ST, I and J have a unique common fixed point z. 
(d) Moreover, if the pairs {A, B), {BA, B), {S, T), {TS, T), {A, I), {B, I), {S, J) 
and {T, J) commute at z, then z also remains the unique common fixed point of 
A, B,S,T, I and J separately. 
Proof. Let € X be an arbitrary point of X. Since AB{X) C J{X), we 
can find a point xi in X such that ABxq = Jxi. Also, since ST{X) C I { X ) , we 
can choose a point X2 with STxi = 1x2- Thus in general for the point X2n one 
can find a point X2n+i such that ABx2n = Jx2n+\ and then a point X2n+2 with 
STx2n-\-i = Ix2n+2 for Ti = 0,1,2, — Let us put U2n — d{ABx2n, STx2n+i) and 
U2n+i — d{STx2„+\, ABx2n+2)- Now, we distinguish two cases : 
Case (i) : Suppose that U2n + U2n+\ 0 for n = 0, 1,2, Then on using 
the inequality (2.2.1.1), we have. 
aQU2n • U2n+l , , 
«2n+l < ; h dQU2n, 
U2n + U2n+\ 
so that + < 0. The positive root k of the quadratic 
equation t'^ + {l-ao- do)t - do = 0 is [{(1 - Cq - do)^ + - (1 - ao - do)]/2 
and since gq + 2do < 2, it follows that k < I. Thus ti2n+i < ku2n < k'^'^'^^uo, for 
n = 0,1,2, — It follows that the sequence {yn} defined as y2n = — ABx2n 
and t/2n+i = = STx2n+i iov u ^ Nq — N U {0}, is a Cauchy sequence. 
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Now suppose that I{X) is complete. Then by observing that the subsequence 
{y2n+i} which is contained in I{X) must gets a limit 2: in I{X). Let u E 
then lu = z. Now one needs to note that the subsequence {?/2n} converges to 
Otherwise suppose that {y2n} converges to ^ z, then we have 
d{y2n,y2n+l) = d{ABX2n, STX2n+l) 
^ aod{IX2n, ABx2n)d{Jx2n+l,STx2n+l) + bQd{IX2n, STX2n+l)d{ JX2n+1, ABx2n) 
d{IX2n, ABx2n) + d(JX2n+U STx2n+l) 
+ dod{IX2n,JX2n+l) 
which on letting n —> 00, reduces to 
diz,z')<(^^^]d(z,z')<diz,z'), 
\ ^ / 
which is a contradiction giving thereby z — z'. 
To prove ABu — z, set x = u and y = X2n+i in (2.2.1.1), then 
d{ABu,STX2n+l) 
^ aadjlu, ABu) • d{Jx2n+\, STx2n+\) + hQd{Iu, STx2n+i) • d{Jx2n+u ABu) 
d{Iu, ABu) + d{JX2n+l,STX2n+l) 
+dQd{Iu, Jx2n+l) 
which on letting n —> 00, reduces to 
diABu,z)<0, 
giving thereby ABu = Thus we have ABu — lu = z, which shows that {AB, I) 
has a point of coincidence. This proves (a). 
Since AB(X) C J{X),ABu = z implies that 2 G J{X). Let v € then Jv = 
Now using the earlier arguments it can be easily shown that STv = z, giving thereby 
Jv = STv = so that {ST, J) has a point of coincidence which establishes (b). 
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If we assume that J{X) is complete, then arguments analogous to the previous one 
can be produced to establish (a) and (b). The remaining two cases pertain essentially 
to the previous cases. Indeed, if ST{X) is complete, then z e ST{X) C I{X). 
Similarly, if AB{X) is complete, then z G AB{X) C J{X). Thus in each case (a) 
and (b) are completely established. 
To prove (c), note that {AB^ I) and {ST, J) axe coincidently commuting at u and v 
respectively, then 
2 = ABu = Iu=Jv = STv, (2.2.1.3) 
ABz = AB{Iu) = I{ABu) = Iz, (2.2.1.4) 
and STz = ST{Jv) = J{STv) = Jz. (2.2.1.5) 
To prove ABz = z, we note that 
d{Iz,ABz)-\-d{Jv,STv) = Q, 
which, due to (2.2.1.2), amounts to say that 
d{ABz, STv) = d{ABz, z) = 0, 
yielding thereby ABz = z. Similarly, one can also show that STz = z. Now, in 
view of (2.2.1.4) and (2.2.1.5), z is a common fixed point of AB, ST, I and J. The 
uniqueness of the common fixed point of AB, ST, I and J is an easy consequence of 
contraction condition (2.2.1.1). 
If the pairs {A, I), {BA, B), (B, I), (A, B), {S, T), (TS, T), (S, J) and {T, J) commute 
at z, then 
Az = AiABz) = A{BAz) = AB{Az), = A{Iz) = I{Az), 
Bz = B{ABz) = BA{Bz) = AB{Bz), Bz = B{Iz) = I{Bz), 
Sz = S{STz) = S{TSz) = ST{Sz), Sz = S{Jz) = J{Sz), 
Tz = T{STz) - TS{Tz) = ST{Tz), Tz = T{Jz) = J{Tz), 
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which estabUsh that Az and Bz are common fixed point of the pair (AB, I), whereas 
Sz and Tz are the common fixed point of the pair {ST, J). Now due to the uniqueness 
of common fi:x:ed point of both the pairs, one gets 
z = Az = Bz = Sz = Tz^ Iz = Jz. 
Case (ii) : If d{ABx, Ix) + d{STy, Jy) = 0 implies d{ABx, STy) = 0, then we 
argue as follows : 
Let Un + Mn+i = 0 for some n. Then = yn+i = yn+2- If n = 2k, we have 
y2k+2 = ABx2k+2 — SO there exist Vi,wi such that vi = ABwi — Iw\. 
Similarly, there exist V2,W2 such that V2 — STw2 = Jw2. Since d(ABwi, Iwi) + 
d{STw2,Jw2) = 0, from (2.2.1.2) d{ABwi,STw2) = 0, implies vi = ABwi = 
STw2 = V2. Note also that Iv^ = I{ABwi) = AB{Iwi) = ABvi. Similarly 
STv2 = Jv2. Define = ABvi, y2 = STv2. Since d{ABvu Ivi)+d(STv2, M ) = 0, 
it follows from (2.2.1.2) that d{ABvi,STv2) = 0. i.e., yi = t/a- Thus ABvi = M = 
STv2 = Jv2. But vi = V2, therefore AB,I,ST and J have a common coincidence 
point. Define w = ABvi, it then follows that w is also a common coincidence point 
of AB, ST, I and J. If ABw ^ ABvi = STvi, then d{ABw, STv^) > 0. But since 
d(ABw,Iw)+d(STvi,Jvi) = 0. It follows from (2.2.1.2) that d{ABw,STvi) = 0. 
i.e.. ABw = STvi, which is a contradiction. Therefore, ABw — ABvi = w and w is 
a common fixed point of AB, ST, I and J. The rest of the proof is identical to that 
of Case (i), hence it is omitted. This evidently completes the proof. 
Corollary 2.2.1. The conclusions {a),(b),{c) and {d) of Theorem 2.2.1 re-
main valid if we replace contraction condition 2.2.1.1 by any one of the followings 
(modifying the rest of the hypotheses accordingly) : For all x,y in X. 
(A\ A c ^ ^  aQd{Ix, Ax)d{Jy, Sy) + hQd{Ix, Sy)d{Jy, Ax) 
- d{Ix,Ax) + diJy,Sy) 
+dod{Ix, Jy) 
(deduced by restricting B — T = Ix) 
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^t A A \ ^ aod{Ix, Ax)d{Jy,Ay) + bQd{Ix, Ay)d{Jy, Ax) 
^ d{Ix,Ax) + d{Jy,Ay) 
+dQd{Ix, Jy) 
(deduced by restricting A = S and B = T = Ix) 
(n\ At A A \ ^ aod{Ix, Ax)d{Iy, Ay) + bod{Ix, Ay)d{Iy, Ax) 
(6) d[Ax,Ay) < d{Ix,Ax) + d{Iy,Ay) 
(deduced by restricting A ^ S,I = J and B ^T = Ix) 
m^ AfA^ c. N ^ Ax)diy, Sy) + bodjx, Sy)d{y, Ax) 
^ ^ - d{x,Ax) + d{y,Sy) 
+dQd{x, y) 
(deduced by restricting I = J — B = T = Ix) 
(E) d(Ax,Sy)<dod(Ix,Jy) 
(deduced by restricting B = T = Ix, do = bo = 0) 
Remark 2.2.1. By choosing ao,bo,do and A,B,S,T,I and J suitably in 
Corollary 2.2.1, one can derive improved and generalized versions of certain re-
sults contained in Fisher [22, 24], Diviccaro et al. [17], Aqeel-Imdad-khan [2], 
Jeong-Rhoades [43] and Imdad-Ahmad [38]. Note that most of the results in 
2, 17, 22, 24, 38, 43] involves three or four maps out of which atleast one is required 
to be continuous whereas, our Theorem 2.2.1 never needs continuity requirement 
besides increasing the number of involved maps from four to six and improving 
'commutativity' requirement upto the extent of 'coincidently commuting property'. 
Also, completeness requirement of the space is weakened to a set of four alternative 
conditions which is also situationally useful. 
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While proving our next theorem, we adopt a more natural way than employed 
earlier. In fact, first we prove a common fixed point theorem for two pairs of coin-
cidently non-commuting mappings which is then utilized to prove a common fixed 
point theorem for four finite families of mappings. In doing so, we are motivated 
by the observations that any common fixed point theorem for four mappings can be 
used to prove common fixed point theorems for six, eight or any finite number of 
mappings as pointed out in Imdad [36 . 
Theorem 2.2.2. Let A,S,I and J be self-mappings of a metric space {X,d) 
with A(X) C J{X) and S(X) C I{X) satisfying the conditions 
^(A., Sy) < + a^A., Jy) + d{Sy. Ix) 
\d{AxJx)]^-[d{Sy,Jy)] 
+a^d{Ix,Jy) (2.2.2.1) 
if d{Ax, Ix)-\-d{Sy, Jy) 0, a, > 0 (with at least one a j ^ 0) and 2ai+2a2+a3 < 1, 
or , d{Ax, Sy) = 0, whenever d{Ax, Ix) + d{Sy, Jy) = 0, (2.2.2.2) 
for all X, y in X. If one of A{X), S{X), I{X) or J{X) is a complete subspace of X, 
then 
(e) (/I, I) has a point of coincidence. 
(f) (S, J) has a point of coincidence. 
Moreover, if the pairs {A, I) and {S, J) are coincidently commuting, then A, S, I 
and J have a unique common fixed point 2;. Also, remains the unique common 
fixed point of both the pairs separately. 
Proof. Following the proof of Theorem 2.2.1 one can construct a sequence {zn} 
such that Z2n = Ax2n = JX2n+l, = Sx2n+1 = I^2n+2 for « = 0, 1, 2, 
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For the sake of brevity, we write U2„ = d{Ax2n, Sx2n+i) and U2n+i = 
d{Sx2n+\-, Ax2n+2)- Now wc distinguish two cases, 
Case (i) : Suppose U2„ + U2n+i 0, forn = 0,1,2, . . . . Then from inequahty 
(2.2.2.1), we have 
d(z2n+l, ^2n+2) = d(Sx2n+l, Ax2n+2) 
< a i 
which yields to 
d(AX2n+2, IX2n+2)] + ld(SX2n+l, Ja;2n+l) 
+a2[d{Ax2n+2, J^2n+l) + d{Sx2n+l^ I^2n+2) 
d{z2n+l, Z2n+2) < d{z2n+uZ2n)-1 - ai - ao 
Similarly, one can show that 
d{z2n, Z2n+l) < ^ ^ ^ ^ ^ ^ d{Z2n, Z2n-l)-1 - ai - ao 
Thus for every n we have 
rf(z„,z„+i) < < < < 
which shows that {zn} is a Cauchy sequence in X. Now suppose that I{X) is a 
complete subspace of X, then note that the subsequence {z2n+i} which is contained 
in I{X) must gets a limit 2; in X. Let u E {I)~^{z), then lu = z. Now one needs to 
note that the subsequence {z2n} also converges to z. Otherwise suppose that {-^sn} 
converges to some z' ^ z^ then we have 
d{z2n, Z2n+l) = d{Ax2n, Sx2n+l) 
'd{Ax2n, IX2n)? + [d{Sx2n+l, Jx2n+l)? < di 
d{Ax2n, IX2n) + d{Sx2n+l, JX2n+l} 
+ a2[d{Ax2n, JX2n+l) + d{Sx2n+l, Ix2n)] + azd{IX2n, Jx2n+\j 
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which on letting n oo, and using the fact that 
a' + b' (a + bf ^ < ^ < a + b, reduces to 
a + b a + b 
d{z, z') < (2ai + a3)d{z, z') < d{z, z'), 
which is a contradiction, giving thereby z = z'. 
To prove Au = z, set a; = w and y = X2n+i in (2.2.2.1), then 
[d{Au, Iu)f + [d{Sx2n+U JX2n+l)? 
d{Au,Sx2n+\) < Oil 'd{Au, /u)] 4- [d{Sx2n+l, JX2n+l) 
+ a2[d{Au, Jx2n+x) + d{Sx2n+u lu)] 
+azd{Iu,JX2n+\)^ 
which on letting n —> oo, reduces to 
d{Au, z) < (ai + a2)d{Au, z), 
implying thereby Au = z. Thus one gets Au — Iu = z, which shows that {A, I) has 
a point of coincidence. This proves (e). 
Since A{X) C J(X),Au = z implies that 2 e J{X). Let v G then Jv = z. 
Again using the earlier arguments, it can be easily shown that Sv = z, giving 
thereby Jv = Sv = z which establishes (f). If one assumes J{X) to be a complete 
subspace of X, then analogous arguments can be produced to establish (e) and 
(f). The remaining two cases pertain essentially to the previous one. Indeed, if 
S(X) is complete, then z € C I{X). Similarly, if A{X) is complete, then 
2 G A{X) C J{X). Thus in each case (e) and (/) are completely established. 
Moreover, if the pairs {A, I) and (5, J) are coincidently commuting at u and v 
respectively, then 
z = Au = Iu = S v J v (2.2.2.3) 
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Az = A{Iu) = I{Au) = Iz (2.2.2.4) 
Sz = S{Jv) = J{Sv) = Jz (2.2.2.5). 
Now in order to prove Az = z, we note that 
d{Az, Iz) + d{Sv, Jv) = 0 
which due to (2.2.2.2), amounts to say that 
d{Az, Sv) = d{Az, z) = 0, 
yielding thereby Az = z. Similarly one can show that z — Sz. Thus 2; is a common 
fixed point of 5,7 and J . The uniqueness of common fixed point follows easily. 
Case (ii) : Suppose d{Ax, Ix) + d{Sy, Jy) = 0, imphes d{Ax, Sy) = 0, then we 
argue as follows : 
Let Un + Un+\ = 0 for some n. Then = = 2:„+2- If n = 2k, we have 
z2k+2 = = It then follows that there exist two points wi and W2 such 
that vi = Awi = Iwi and V2 -- Sw2 — Jw2. Since d[Awi, Iwi) + d{Sw2, JW2) = 0) 
from (2.2.2.2) d{Awi,Sw2) — 0, implies Vi = Awi = Sw2 = V2. Note also that 
Ivi = I{Awi) = A{Iwi) — Avi. Similarly Sv2 = Jv2. Define yi = Avi, y2 = Sv2. 
Since d{Avi, Ivi) + d{Sv2, JV2) = 0, it follows from (2.2.2.2) that d(Avi,Sv2) = 0, 
i.e., yi = y2. Thus Avi = Ivi = Sv2 = Jv2. But vi = V2. Therefore, A,B,I 
and J have a common coincidence point. Define w = Avi, it then follows that 
w is also a common coincidence point of A,S,I and J. If Aw ^ Avi = Svi, 
then d{Aw,Svi) > 0. But since d{Aw,Iw) + d{Sv-i,Jvi) = 0, it again follows 
from (2.2.2.2) that d{Aw,Svi) = 0 i.e.. Aw = Svi, a contradiction. Therefore, 
Aw = Avi = w and w is a. common fixed point of A, S, I and J. The rest of the 
proof is identical to the Case (i), hence it is omitted. 
This completes the proof 
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Corollary 2.2.2. The conclusions of Theorem 2.2.2 remain true if conditions 
(2.2.2.1) and (2.2.2.2) are replaced by any one of the following contractions : 
(A)' Either d{Ax, Sy) < ai 
d{Ax,Ix)]' + [d{Sy,Jy)] 
d{Ax,Ix) + d{Sy,Jy) 
+a2[d{Ax,Jy)+d{Sy,Ix)], 
provided d{Ax, Ix) + d{Sy, Jy) 0, ai , aa > 0, 2ai + 20:2 < 1, or 
d{Ax, Sy) = 0, if d{Ax, Ix) + d{Sy, Jy) = 0. 
(B)' Either d{Ax, Sy) < + a,d{Ix, Jy), 
d{Ax, Ix) + d{Sy, Jy) 
provided d{Ax, Ix)+d{Sy, Jy) ^ 0, one of ai and as is non-zero with 2oLi-\-az < 
1, or 
d{Ax, Sy) = 0, whenever d{Ax, Ix) + d{Sy, Jy) = 0. 
{Cy Either d{Ax, Sy) < ai 
d{Ax,Ix)]' + [d{Sy,Jy) 
d{Ax,Ix) + d{Sy,Jy) ' 
provided d(Ax, Ix) + d(Sy, Jy) ai > 0 with ai < 1/2, or 
d{Ax, Sy) = 0, whenever d{Ax, Ix) + d{Sy, Jy) = 0. 
(£))' d{Ax, Sy) < ai[d{Ax, Ix) + d{Sy, Jy)] + a2[d{Ax, Jy) + d{Sy, /a;)] 
+ asdilx, Jy), 
provided 2a 1 + 2a2 + as < 1, or 
{E)' d{Ax, Sy) < ai[d{Ax, Ix) + d{Sy, Jy)] with ai < 1/2, or 
(F)' d{Ax, Sy) < a2ld{Ax, Jy) + d{Sy, Ix)] with a2 < 1/2, or 
{G)' d{Ax, Sy) < asd{Ix, Jy) with ag < 1. 
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Proof . Corollaries corresponding to the contraction conditions (A)', {B)' and 
(Cy are immediate from Theorem 2.2.2 by setting as = 0,a2 = 0 and a2 = = 0, 
respectively. The corollary corresponding to the contraction condition {D)' follows 
from Theorem 2.2.2 after noting the fact 
+ < [djAx, 1.) +djSy, Jy)? ^ ^^^^^^ ^^^ ^ ^^^^^ ^^^ 
d(Ax, Ix) + d{Sy, Jy) " d{Ax, Ix) + d{Sy, Jy) 
Finally one notes that contractions {E)', {F)' and {G)' are special cases to the con-
traction {D)'. 
Remark 2.2.2. Corollary 2.2.2 corresponding to the condition {D)' is an ex-
tension of a theorem of Hardy and Rogers [32] to four discontinuous pairwise co-
incidently commuting mappings. Corollary 2.2.2 corresponding to the condition 
[A)' unifies the result of Fisher [24] and Kannan [56, 57] whereas, Corollary 2.2.2 
corresponding to the condition [B]' extends the result of Ahmad and Imdad [2 . 
Corollary 2.2.2 corresponding to the condition (C)' extends a theorem of Fisher [24 
to four discontinuous coincidently commuting mappings. 
§ 2.3. Fixed point theorems for families of mappings 
In this section, as an ai)plication of Theorem 2.2.2, we prove a common fixed 
point theorem for four finite families of mappings which runs as follow : 
Theorem 2.3.1. Let M i , A j , . . . .. • , { / i , / s , • • •,/p} and 
{Ji, J2, • •., Jq} be four finite families of self-mappings of a metric space {X, d) with 
A = A1A2... Am, S = S1S2, •••Sn, I = hh •••Ip and J = J1J2... J , satisfy-
ing conditions (2.2.2.1) and (2.2.2.2) with A{X) C J (X) ,5 (X) C I{X). If one of 
A{X), S{X), I{X) or J{X) is a complete subspace of X, then 
(g) {A, I) has a point of coincidence. 
(h) {S, J) has a point of coincidence. 
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Moreover, If AiAj = AjAi, h h = h h , SrSs = SsSr, JtJu = JuJt, AJk = 
IkAi and SrJt = JtSr for all i,j G 7i = {1,2, . . . , m}, k,l £ h = [1,2,... r, s G 
/a = {1, 2 , . . . , n} and u e /4 = {1,2, . . . , q}, then (for all i e Ii, k e l2,r e h and 
t G h) At, Ik, Sr and Jt have a common fixed point. 
Proof. The conclusions (g) and (h) are immediate as A, S, I and J satisfy all 
the conditions of Theorem 2.2.2. Now appealing to componentwise commutativity 
of various pairs, one can immediately prove that AI = IA and SJ = JS and hence, 
obviously both the pairs {A, I) and (5, J) are coincidcntly commuting. Note that all 
the conditions of Theorem 2.2.2 (for mappings A, S, I and J) are satisfied ensuring 
the existence of unique common fixed point z. Now one needs to show that 2 remains 
the fixed point of all the component maps. For this consider 
A{AiZ) = ({Ai, ^2, . . . , Am)Ai)z={AiA2 . . . Am-l)i{AmAi)z) = {Ai... A,n-l)iAiAmZ) 
= (^1 . . . Am-2){Am-lAi{AmZ)) = {Ai . . . Am-2}iAiAm-liAmZ)) = . . . 
= AiAi{A2A3A4... Amz) = AiAi(A2A3... A^z) = Ai{Az) = AiZ. 
Similarly, one can show that, 
Aihz) = h{Az) = hz, I{hz) = h{Iz) = hz, 
I{AiZ) = Ai{Iz) = AiZ, S{SrZ) = Sr{Sz) = SrZ, 
S{Jtz) = Jt{Sz) = Jtz, J{Jtz) = Jt[Jz) = Jtz, 
and J{SrZ) = SriJz) = SrZ, 
which show that (for all i, r, k and t) AiZ, IkZ are other fixed points of the pair {A, I) 
whereas SrZ and JtZ are other fixed points of the pair {S, J). Now appealing to the 
uniqueness of common fixed points of both the pairs separately, we get 
Z = AiZ = SrZ = IkZ = JtZ, 
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which shows that z is a common fixed point of Ai,Sr, Ik and Jt for all i,r,k and t. 
This completes the proof. 
By setting Ai = A2 = ... = A^ = F, Si = S2 = . • • ^ Sn = G, h = 
I2 = ... = Ip = B and Ji = J2 = ... — Jq = T in Theorem 2.3.1, we deduce the 
following: 
Corollary 2.3.1. Let F, G, B and T be self-mappings of a metric space (X, d) 
with C and C Bp{X) satisfying the condition 
Bpx) + r^y) 
+a2[d{F'^x, T'^y) + diG^'y, B^x)] + azd{B^x, Vy), 
if d{F'^x,BPx) + d{G''y,T^y) ^ 0 , a i > 0(z = 1,2,3) and at least one a^ ^ 0 and 
2ai + 2^2 + 03 < 1, or = 0, whenever B^x) + T'^y) = 0, 
for all x,y^X. If one of BP{X) or Ti{X) is a complete subspace 
of X, then F, G, B and T have a unique common fixed point provided FB — BF 
and GT = TG. 
Remark 2.3.1. By restricting four families as {Ai,A2}, {.Si, 52}, {/i} and {Ji} 
in Theorem 2.3.1, we deduce a substantial but partial generalization of the main re-
sult of Imdad and Khan [40] as such a result will deduce stronger commutativity 
condition besides relaxing continuity requirements and improving completeness re-
quirement of the space to four alternative natural conditions. 
Remark 2.3.2. Corollary 2.3.1 is a slight but partial generalization of Theo-
rem 2.3.1 as the commutativity requirements (i.e. FB = BF and GT = TG) in this 
corollary are stronger as compared to Theorem 2.3.1. 
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Remark 2.3.3. A result similar to Corollary 2.2.2 can be derived from Corol-
lary 2.3.1 for iterates of maps. For the sake of brevity, we have not included the 
entire details. 
§ 2.4. Illustrative examples 
Our first example illustrates the hypotheses of Theorem 2.2.1 besides establish-
ing its utility over related results contained in [2, 17, 22, 24, 25, 38 and 43 . 
Example 2.4.1. Consider X = [0,6] equipped with usual metric. On X define 
self maps A, B,S,T, I and J as follows : 
f 0 i f x = 0, 
1 if 0 < a; < 6, 
B{x) 
I Oifx^O, 
2 if 0 < rr < 6, 
f 0 i f x = 0, 
S(x) = 
0 i f x = 0, 
I(x) = <[ 5 if 0 < a; < 6, J(x) = -j 6 if 0 < a; < 6, T(x) = 
3 if a; = 6, [ 1 if a; = 6, 
so that 
AB(x) = 
' O i f x ^ O o r 2; = 6, 
3 if 0 < a; < 6, 
0 if a; = 0, 
4 if 0 < a; < 6, 
6 if a: = 6, 
0 if X - 0, 
1 if 0 < a; < 6, 
and ST(x) = 
0 if a; == 0 or a; = 6, 
3 if 0 < a; < 6. 
It is worth noting that all the six maps are discontinuous even at their unique 
common fixed point '0'. Note that AB(X) = {0,1} C {0,1,6} = J(X}, and 
ST(X) = {0,3} C {0,3,5} = I(X). Also, the pairs (AB,I) and (ST, J) commute 
at '0' which is their common coincidence point. Also all needed pairwise commuta-
tivity is immediate at coincidence point '0'. By a routine calculation one can verify 
the contraction condition (2.2.1.1) for control constants qq = ll/10,^'o = 1 and 
do = 1/5. Clearly, all the conditions of Theorem 2.2.1 are satisfied and '0' is the 
unique common fixed point of A, B, S, T, I and J. 
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However, the unification of contraction condition (2.2.1.1) remains genuine be-
cause for 0 < x < 6 and 0 < y < 6 the contraction condition (2.2.1.1) with 
flo = = 0 imphes 2 < do which is a contradiction to the fact 0 < rfo < 1 
( cf. [2, Theorem 1 . 
Our next example discusses the validity of the hypotheses and degree of gener-
ahty of Theorem 2.2.2 over relevant results especially those contained in [23, 40 . 
Example 2.4.2. Consider X — [0,6] with usual metric. Set ^ = 5 and I = J 
and define self-mappings A and I as follows : 
r 0if3; = 0 o r x = 6 f 0 if rr - 0, 
Aix) = j I{x) = 1 3 if 0 < X < 6, 
[ 1 if 0 < a; < 6, [ 1 if x = 6, 
Again all the maps in this example are discontinuous even at their unique 
common fixed point '0' which is their common coincidence point as well. Clearly, 
A{X) = {0,1} C I{X) = {0,1,3}. Also the pair {A, I) is commutative at coinci-
dence point '0'. Now one can easily verify the contraction conditions (2.2.2.1) (resp. 
2.2.2.2) for ai = a2 = 1/12 and as = 1/2, in turn satisfying all the hypotheses of 
Theorem 2.2.2 with '0' as the unique common fixed point of the involved maps. 
Remark 2.4.1. Example 2.4.1 and 2.4.2 exhibit that the main theorem of 
Imdad and Khan [40] and other related results (cf. [16, 24, 40, 44]) for two or more 
maps cannot be used in this context as all the involved maps in our results are discon-
tinuous whereas, all the earlier known theorems require the continuity of atleast one 
of the involved maps. Also, Example 2.4.2 shows that the pair {A, I) is not compat-
ible as there exists no sequence {xn} C [0,6] such that Hm„_oo I^n = linin-oo Axn-
Thus all the known theorems (cf. [46, 47, 48]), in the literature with compatibility 
requirements cannot be used in the context of this example. 
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Finally, for the verification of the hypotheses involved in Theorem 2.3.1, we give 
the following example. Here, we notice that requirement of commutativity at the 
coincidence points is necessary in Theorem 2.3.1. 
Example 2.4.3. Let X = (0,1,1/2,1/2^, 1/2^ . . .} be a metric space with the 
usual metric d{x,y) =\ x - y \ for all a:, y € X. Define mappings A,I : X ^ X 
by A(0) = 1/22,^(1/2") = l/2"+2^/(0) = 1/2,7(1/2") = 1/2"+^ for n = 0,1,2, . . . 
respectively. Also set yl = 5 and I = J. Clearly 
A{X) = {1/2', l / 2 ^ . . . } C {1/2, l / 2 ^ l/2\ ...} = I{X). 
By a routine calculation one can verify that the contraction condition (2.2.2.1) or 
(2.2.2.2) is satisfied for ai = 1/8, a2 = 1/6, = 1/4. Thus all the conditions of 
Theorem 2.3.1 axe satisfied except the completeness of the subspace A{X) and S{X). 
Note that A and I have no point of coincidence. Here it is fascinating to note that 
in the set up of Theorem 2.3.1 even the completeness of the spa^e cannot ensure the 
existence of coincidence point as the space X is complete in the present example. 
Also note that A and S are not continuous at the origin. 
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CHAPTER 3 
FIXED POINT THEOREMS FOR 
EXPANSIVE TYPE MAPPINGS 
VIA IMPLICIT RELATIONS 
'There are no problems we cannot solve together, 
and very few that we can solve by ourselves' 
(Lyndon B. Johnton) 
CHAPTER 3 
Fixed point theorems for expansive type 
mappings via implicit relations 
§ 3.1. Introduction 
The well known Banach fixed point theorem has been generalized in various 
ways by many authors by improving 'contraction' and 'commutativity' conditions. 
In recent years some fixed point theorems for expansive mappings have been proved. 
To mention a few, we cite Wang et al. [103], Gillespie et al. [26], Taniguchi [101] 
and several others. 
Recently, Popa [75] proved interesting fixed point theorems employing imphcit 
relations satisfying the following suitable conditions : 
Gi : G is non-increasing in variables t^ and t^ 
G2 there exists 6 e (0,1) such that for u,v > 0 with 
G2(a) • G{u, V, v,u,u + V, 0) < 0, or 
G2{b) : G{u, V, u, v,0,u + v) < 0, implies u<6 v. 
G3 : G(u, u, 0,0, u, u) > 0, for every u > 0. 
In this chapter, we endeavour to utilize implicit relations to prove fixed point 
theorems for expansive type of mappings. The implicit relations utilized in this 
context are some what of dual type to those considered by Popa [75] as embodied 
in Gi,G2 ( i.e. G2(a) -^nd ^2(6)) and G3. 
In what follows R'^ denotes the set of non-negative reals and the set of all 
continuous functions F{t\, t2,... •. R% R satisfying the following conditions : 
Fv : F is non-decreasing in variables and t^  
F2 : there exists G (1,00) such that for u, w > 0 with 
F2(a) : F{u, V, u,v,u + V, 0) > 0, or 
F2(b) : F{u, f , V, u,0,u + v) > 0, imphes u > hv. 
F3 : F{u, u, 0,0, u, u) < 0, for every w > 0. 
Before proving our results, it seems desirable to furnish examples 
of implicit functions equipped with above mentioned properties namely : 
i.e. F2{a) and ^2(6)) and F3 so as to substantiate the generality of our re-
sults proved in this chapter. 
Example 3.1.1, Define F : R^ R-f. as 
cts -)- dti 4-1 
with 6, c, rf > 0 and a > 1 + 6. Then 
Fx : obvious, 
F2{a) F{u, v,u,v,u + v,0) = u - av >0,=> u> av, 
F2(b) : F{u, v,v,u,0,u + v) = u - av >0 u> av, 
F3 : F{u, u, 0 , 0 , « ) = (1 - a + b)u < 0. 
Example 3.1.2. Define F : R l R as 
ti F{ti, t2,... ,te) ^ tx - amm{t2,t3,U} - b 
Vt^+1 
with a> l,a + b> 1 
Fi : obvious, 
•^2{a) : F{u, v,u,v,u + v,0) =u- a min {u,v} - bu > 0 ^ u> (^—"j v, 
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-^ 2(6) F{u, v,u,v,u + v,0) = u — a min {u,v} — bu > 0 ^ u > ( j ^ ) v, 
Fs : Fin, u, = min {«, 0} - = ^ ^ ^ ^ < < 0. 
Example 3.1.3. Define F \ ^ R as 
F{h, te) = h - at2 - b{t3 + U) + c(t5 + te) 
where a + 2b>a>l + 2c. Then 
Fi : obvious 
^2(a) : F{u, v,u,v,u + v,0) = u- av - b{u + I)) + c{u + v) 
= {l-b + c)u -{a + b-c)v >0 
^a + b-c\ 
1-b + c - i ^ - r ^ / 
F2{b) '• F{u, v,v,u,0,u + v) — u-av- b{v + u) + c(u + f ) > 0 
u > a + b- c\ w as in F2(a). 
Fs : F{u, u, 0,0,u,u) — u ~ au + c{u u) — (l - a 2c)u < 0. 
Example 3.1.4. Define F{ti,t2,... ,te) : Rl ^ R as 
TPfi i f ^ / ni + cU) P [ti, 12,..., t e j =ti - at2 -
where 0 < 6 < 1, 0 < c < 1 and a > 1, Then 
Fi : obvious, 
F2{a) '• F{u, v,u,v,u + v,Q) =u — av — bu — cv>Q 
F2{b) • F{u, v,v,u,0,u + v) = u-av-bv-cu>0 =>u> 
'a + b^ 
u, 
Fa : F(u, u, 0,0,u,u) = u - au = {1 - a)u < 0, for every u> 0 
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Example 3.1.5. Define F{h,... : Rl ^ R as 
1 / .. \ 
F{ti, • • • , k) = k~ at2 - bts -cU- - h 
where 0 < 6 < i, 0 < c < | and a > 1. Then 
Fi : obvious, 
-^2(a) : F{u, v,u,v,u + v,0) = u- av -bu - cv - ^u>0 
'2{a + cy 
u > 
1 - 2 6 
•^2(6) : F{u, v,v,u,Q,u + v) = u — av — bv — cu — ^u > 0 
u > 
\ l - 2 c ^ 
Fs : F{u, u, 0,0,u,u)^u-au-^ 
_ 2u^(l - g) + u{l - 2a) 
2{u+l) 
for all u > 0 as a > 1. 
<0 , 
§ 3.2. Fixed point theorems satisfying implicit relations 
In this section we aim to prove some common fixed point theorems via imphcit 
relations satisfying Fi, F2(a),-^ 2(6) and F^ and obtain results for a wider class of 
expansive mappings in metric spaces than those noticed in the existing literature. 
Here our improvement is four fold : 
(1) The continuity requirements of the maps are completely relaxed. 
(2) The commutativity requirements of the maps are minimized to coincidence 
points only. 
(3) The completeness requirement of the space X is weakened to a set of four 
alternative but natural conditions. 
(4) The 'expansive conditions' are substituted by implicit relations 
(i.e.Fi,F2 and F3) which are situationally more general than the expansive con-
ditions utilized earlier. 
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First we prove the following : 
Theorem 3.2.1. Let F, G, S and T be self-mappings of a metric space {X, d) 
satisfying 
^[d{Fx,Gy)4{Sx,Ty)AFx,Sx)4{Gy,Ty)4{Fx,Ty)4{Gy,Sx) ) > 0 (3.2.1.1) 
for all rr,y e X and $ G If one of F{X),G{X), S{X) or T{X) is a complete 
subspace of X with F and G axe surjective ^ i.e. T{X) C X = F{X) 
and = ) , then 
(ai) (T, G) has a point of coincidence. 
(02) {S, F) has a point of coincidence. 
Moreover, if the pairs (T, G) and (S, F) are coincidently commuting, then 
F, S, G and T has a unique common fixed point. 
Proof. For an arbitrary xq in X, as earlier, one can always construct a sequence 
{j/n} in X such that 
ysn = Fx2n+\ = Tx2n and y2n+\ = Gx2n+2 = Sx2n+1 (3.2.1.2) 
Now using (3.2.1.1), (3.2.1.2) and the property (Fi), it follows 
0 <^(d{Fx2n+l,Gx2n+2), d(Sx2n+uTX2n+2), d{FX2n+l, Sx2n+l), 
d{Gx2n+2,Tx2n+2), d{FX2n+l,TX2n+2), d{Gx2n+2, Sx2n+l) ) 
< $ ( d{y2n,y2n+l), d{y2n+l,y2n+2), d{y2n,y2n+l), 
d{y2n+uy2n+2), y2n+l) + C?(2/2n+l, y2n+2), 0 
Now by (^2(0) j there exists h> 1 such that 
diy2n,y2n+l) > h d{y2n+l,y2n+2), 
or , d{y2n+l,y2n+2) < l/h d{y2n,y2n+l), 
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similarly, one can also show that 
d{y2n,y2n+l) <l/h % 2 n - l , ? / 2 n ) -
Consequently, for every n one can have 
/ I ] " 
d(pn,yn+l) < (^J^j d(po,yi), 
which shows that is Cauchy in X. 
Now if G(X) is a complete subspace of X, then note that the subsequence 
{y2n+i} which is contained in G(X) must gets a Hmit z in X. Let u G then 
Gu = z. Now one needs to note that the subsequence {y2n} also converges to z. 
Otherwise suppose that {y2n} converges to some z' ^ z, then from (3.2.1.1), we have 
^ d{Fx2n+uGx2n+2), d{Sx2n+l,Tx2n+2), d{Fx2n+l, Sx2n+l), 
d{Gx2n+2,Tx2n+2), d{Fx2n+uTX2n+2), d{Gx2n+2, Sx2n+l) ) > 0 
or $ ( fl!(2/2„,?/2n+l), %2n+l,2/2n+2), %2n,y2n+l), 
d{y2n+l ,y2n+2), ci(y2n, y2n+l) + % 2 n + l , y2n+2), 0 ) > 0 
using (F2(a)), it follows that there exists h> 1, such that 
d{y2n, y2n+l) > h d{y2n+l, y2n+2), 
letting n oo, it reduces to 
rf(z,z') > hd{z,z'), 
or d{z,z') < l/h d{z,z') <d{z,z'), 
which is a contradiction giving thereby z = z'. 
To prove Tu = z, set x = X2n+\ and y = u'm (3.2.1.1), then we have 
$ ( d{Fx2n+l, Gu), d{Sx2n+l, Tu), d{Fx2n+l, Sx2n+l), 
diGu,Tu),d{Fx2nu,Tu),d{Gu,Sx2n+i) ) > 0 
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Letting n —> oo, we obtain 
( 0,d{z,Tu),0,d{z,Tu),d{z,Tu),0 ) > 0 
So by ^F2(a)), there exists h > 1, such that 0 > hd{z,Tu). Consequently, Tu = z. 
Thus, we have Tu = Gu = z, which shows that (T, G) has a point of coincidence. 
This proves (ci) of our hypotheses. Since T{X) C F{X) Tu = z imphes that 
2 e F{X). Let V G F~^{z), then Fv = z. Now using the earher arguments it can 
be easily shown that Sv = Fv = z, so that {S, F) has a point of coincidence. This 
proves (02) of our hypotheses. 
If we assume F{X) to be complete, then argument analogous to the previous 
one establishes (ai) and (02). The remaining two cases pertain essentially to the 
previous cases. Indeed, if S{X) is complete, then z G 'S'(X) C G{X). Similarly, if 
T{X) is complete, then z G T(X) C Thus in each case (ai) and (^2) are 
completely established. Now to produce the common fixed point one needs to recall 
that the pairs (T, G) and (S, F) are coincidently commuting at u and v respectively 
i.e., 
z^TU = GU = Sv = FV, (3.2.L3) 
Tz = TiGu) - G{Tu) = Gz, (3.2.L4) 
Sz = S{Fv) = F{Sv) = Fz. (3.2.1.5) 
To prove Tz = z, note that 
$( d{Fv,Gz), d{Sv,Tz), d{Fv,Sv), d{Gz,Tz), d{Fv,Tz), d{Gz,Sv) ) >0 
or ^(^d{z,Tz),d{z,Tz),0,0, d{z,Tz), d{z,Tz) ) > 0 
which contradicts {F3) giving thereby Tz = z and we have Tz — Gz = z, which 
shows that z is a common fixed point of the pair {T,G). Similarly, one can show 
that Sz = Fz — z. Thus, evidently z is a common fixed point of F, G, S and T. 
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For uniqueness, let us suppose that F, G, S and T have two common fixed points 
z and z' such that z ^ z'. Then (3.2.1.1), gives us 
$( d{Fz,Gz'), d{Sz,Tz'), d{Fz,Sz), d{Gz',Tz'), d{Fz,Tz'), d{Gz\Sz) ) >0 
or d{z,z'), d{z,z')M d{z,z'), diz,z') ) > 0 
which contradicts (F3) giving thereby 2 = z'. This completes the proof. 
Next we formulate the following : 
Theorem 3.2.2. Let S,T and {gijieN be mappings from a metric space (X, d) 
into itself satisfying 
<1' ( d{g,x,g,+,y)4{Sx,Ty)4{9^x,Sx)4{9^+ly.Ty)4{g^x,Ty)4{9^+ly,Sx) ) >0 (3.2.2.1) 
holds for all x,y e X and for every i G N, where $ 6 If one of S{X) or T{X) is 
a complete subspace of X with .^re surjective, then S, T and have a 
unique common fixed point. 
Proof. We begin by noting that for z = 1 all the conditions of Theorem 3.2.1 
are satisfied ensuring the existence of unique common fixed point 2 for the mappings 
5, T,gi and 52- Here, it is worth noting that 2 is unique common fixed point for 
mappings S,T and gi and for S,T and g2, respectively. To substantiate this let u 
be another fixed point of S, T and gi with u^ z, then using (3.2.2.1), we get 
^(d{g^u,g2z), d{Su,Tz), d{g^u,Su), d{g2Z,Tz), d{g,u,Tz), d{g2Z,Su) ) > 0 
or d{u,z), d{u,z),0,0, d(u,z), d{u,z) ) > 0 
which contradict (F3). Hence z — u. Similarly, it can be shown that 2 is a unique 
common fixed point of the mappings S, T and g2. 
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Corollary 3.2.1. By choosing F,G,S and T suitably and modifying the re-
maining hypotheses accordingly, the derived conclusions of Theorem 3.2.1 remain 
true, if for &\l x,y ^ X and $ G the implicit condition (3.2.1.1) is replaced by 
any one of the following : 
{a,)^{d(Fx,Fy), diSx,Ty), d{Fx,Sx), d{Fy,Tyl d{Fx,Ty), d{Fy,Sx) ) > 0 
(obtained by setting F = G) 
{a,)^(diFx,Gy), diSx,Sy), diFx,Sx), d{Gy,Sy), diFx,Sy), diGy,Sx) ) > 0 
(obtained by setting S = T) 
{a,)^{d{Fx,Fy), d{Sx,Sy), d{Fx,Sx), d{Fy,Syl d{Fx,Sy), d{Fy,Sx) ) > 0 
(obtained by setting F = G and S^T) 
(ae)^{diFx,Gy), d{x,y), diFx,x), d{Gy,y), d{Fx,y), d{Gy,x) ) > 0 
(obtained by setting S — T = Ix) 
{aj)^{d{Fx,Fy), d{x,y), d{Fx,x), d{Fy,y), d{Fx,y), d{Fy,x) ) > 0 
(obtained by setting F = G and S — T = Ix) 
Remark 3.2.1. We are not aware of any result dealing with expansive im-
plicit condition as embodied in (03) to (ay) and hence they are seeming new to the 
literature. 
Corollary 3.2.2. The conclusions of Theorem 3.2.1 remain true if for all x,y 
in X imphcit relation (3.2.1.1) is replaced by one of the following : 
b( d{Fx,Ty)-d{Gy,Sx) 
(a,) Gy) > ^(S.. Ty) - ,^ j.) j . . ( g ; , 4 ) 
with 6, c, cf > 0 and a > 1-|- 6. 
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(ag) d{Fx,Gy) > ain:in{d{Sx,Ty),d{Fx,Sx),d{Gy,Ty)} 
bd{Fx,Gy) 
l + (d(Fx,Ty)d{Gy,Sx) ) 
with a > l , a + 6 > l 
1/2 
(aio) d(Fx,Gy) > ad{Sx,Ty) + b{ d{Fx,Sx) + d{Gy,Ty) ) 
-c{d{Fx,Ty) + d{Gy,Sx) ) 
with a + 2b>a>l + 2c. 
(an) diFx^Gy) > ad^Sx.Ty) + HF^^Sx)^ciGy,Ty) 
l+[d{Fx,Ty)d{Gy,Sx) ) 
with 0 < t < 1,0 < c < 1 and G > 1. 
{ai2) d{Fx,Gy)>ad{Sx,Ty) + bd{Fx,Sx) + cd{Ty,Gy) 
d{Fx,Gy) 1 
+ 2 l + {diFx,Ty)diGy,Sx) ) 1/2 
with 0 < 6 < i , 0 < c < 5 and a > 1. 
Proof. The proof of Corollary 3.2.2 follows from Theorem 3.2.1 if we define 
F : (i?4.)® ^ R, respectively for ag to ai2, as follows: 
F{ti,t2,...,tQ) = ti -at2 + 
cts + dt4 + 1 
with b,c,d>0 and a > 1 + 6. 
F(ti, t2, . . . , te) = t i - amin {^ 2, s^, ^ 4} - b 
with a > l , a + ^?>l 
^ U ^ 
+ 1/ 
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F{ti,t2, ...,U) = ti-at2- b{t3 + ^4) + cih + u) 
with a + 2b>a>l + 2c. 
with 0 < 6 < 1,0 < c < 1 and a > 1. 
1 / t ' ^ 
F{ti,t2, ...,U) = ti-at2- btz -cU~ -
with 0 < 6 < 5 , 0 < c < ^ and a > 1, respectively. 
Remark 3.2.2. Corollary 3.2.2 corresponding to expansive conditions 
(ag), (og), (flio), (gii) and (012) are seeming new to literature as most of them are 
not investigated so far. 
As an application of Theorem 3.2.1, one can derive a common fixed point the-
orem for four finite families of mappings as follows : 
Theorem 3.2.3. Let {Fu F j , . . . , {Gi, G2, • • •, Gn), {-Si, ^2 , . . . , Sp} and 
{Ti, T2,... , Tg} be four finite families of self-mappings of a metric space {X, d) with 
F = F1F2 •••Fm, G = G1G2 •••Gn, 5 - 5i52 • • • Sp and T = TiTs • • • Tg satisfying 
condition (3.2.1.1). If one of F(X),G{X),S{X) or T{X) is a complete subspace 
of X with F and G are surjective, then the conclusions (ai) and (02) of Theorem 
3.2.1 remain valid. Moreover, if FiFj = FjFi, SkSi = SiSk, GrGs = TtTu = 
T^Tt, FiSk = SkFi and GrTt = TtGr for all i,j G = {1,2, . . . , m}, k,l e 82=-
{l ,2 , . . . ,p} , r , s G = { l , 2 , . . . , n} and t,u e S^ { l ,2 , . . . ,g} , then (for all 
i ^ Si,k ^ S2,r ^ Ss and t G 54) Fj, Sk, Gr and Tt have a common fixed point. 
Proof. The proof follows from Theorem 3.2.1 (also see Theorem 2.3.1 of Chap-
ter 2). 
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By setting F^ ^ F^ = ••• = F^ = A, Gi = G2 = • • • Gn = B, Si ^ S2 = 
••• Sp = I and Ti = T2-Tg = J in Theorem 3.2.3, we deduce the following : 
Corollary 3.2.3. Let A,B,I and J be self-mappings of a met-
ric space (X,d) with A"" and are surjective i.e. J'^{X) C X = A"^{X) 
and IP{X) CX = J5"(X) ) satisfying 
for all x,y e X md^ e If one of A^'iX), B^{X), P{X) or is a com-
plete subspace of X, then A, B, I and J have a unique common fixed point provided 
AI - IA and BJ = JB. 
Remark 3.2,3. Corollary 3.2.3 is a shght but partial generahzation of Theorem 
3.2.1. Note that by setting m — n=p — q=l, one gets Theorem 3.2.1 with the 
'commutativity' of both the pairs instead of 'weak commutativity' (i.e. coincidently 
commuting property). 
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CHAPTER 4 
SOME COMMON FIXED 
POINT THEOREMS 
'Whenever science makes a discovery, the 
devil grabs it while the angels are 
debating the best way to use it' 
(Alan Valentine) 
CHAPTER 4 
Some common fixed point theorems 
§ 4.1. Introduction 
The present chapter comprises of three sections: Section 4.1 offers a brief in-
troduction to the contents of this chapter. In Section 4.2, we introduce the notion 
of compositely asymptotically regular {abbreviated as c.a.r.) maps and utihze it to 
prove a common fixed point theorem satisfying a relatively more general contraction 
condition. Our work generahzes some earlier results of Nesic [66], Quay and Singh 
29], Sharma and Yuel [91] and several others. Section 4.3 opens with some basic 
definitions and a brief introduction on results on best approximation theory. Also, 
some important results, like the one by Sahab, khan and Sessa [88], have been de-
lineated there. Among the main features of this section is the well known result of 
Jungck [47](Theorem 4.3.1). An extension and unification of this important result 
is given in the form of Theorem 4.3.2. Finally, using Theorem 4.3.2, we prove our 
main result employing the notion of best approximation. Our results are in fact the 
generalizations and extensions of earlier known results of Brosowski [8], Singh [95], 
Hicks-Humphries [34], Sahab et al. [85] and others. 
§ 4.2. Composite asymptotic regularity and common fixed 
points 
In this section, we propose a generahzation to the concept of asymptotically 
regular {abbreviated as a.r.) mapping (cf. Definition 1.5.1) by introducing the 
notion of compositely asymptotically regular {abbreviated as c.a.r.) mappings. 
* The contents of Section 4.2 are published in Italian Jour, of Pure and Appl. 
Math., Vol. (11) (2001), 9-14, whereas the contents of Section 4.3 are pubhshed 
in Math. Sci,. Res. Hotline., 5 (1) (2001), 51-59. 
In doing so, we are motivated by those functions which are not a.r. but their 
composition is a.r. To substantiate this, let us consider the following example. 
Example 4.2.1. Let X = Rhe the set of reals equipped with usual metric. 
On X define the pair of maps {S, T) by 
S{x) = 3; - 1 and T{x) = x+l, 
for all x e R . Then 
lim d(S"x, S^'-^^x) = lim \ x - n - x + (n + 1) \= 1, 
whereas 
lim drr^x, = lim x + n-x-(n + l) =1, 
n—KX> ^ ' n—00 ^ ' 
which show that both the maps S and T axe not a.r. But on taking their composi-
tion, we get STx = x and hence, we deduce 
lirur^^^d [{ST)''x, = l^im | rr - a: 0, 
which shows that the pair {S,T) is c.a.r. 
Thus it secnis worthwhile to introduce the following : 
Definition 4.2.1. A pair of self-mappings (5, T) of a metric space {X,d) is 
said to be c.a.r. at a point x if their composition SoT is a.r. at x. 
It is immediate to note that if we choose T — Ix {or S = Ix), where Ix is the 
identity mapping on X, then the notion of c.a.r. mappings reduces to that of a.r. 
mapping. 
Let denotes the set of non-negative real numbers, and let F : R'^ R^ he 
a mapping such that F{0) = 0 and F is continuous at 0. 
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Employing the notion of c.a.r. mappings, we first prove the following : 
Theorem 4.2.1. Let S and T be self-mappings of a complete metric space 
(X, d) satisfying 
d(STx, STy) < 
< a max {d{x, y), d{x, STx), d(y, STy),d{x, STy),d{y, STx)} + 
+ F ( mm{d'{x, y),d{x, STx) • d{y, STy),d{x, STx) • d{x, STy), 
d{y,STx) • d{y,STy),d{x,STy) • d{y,STx)} ) , (4.2.1.1) 
for all x,y in X, where 0 < a < 1. Then ST has a unique fixed point r provided 
the pair {S,T) is c.a.r. at some point of X. Moreover, if the pair {S,T) commutes 
at 2 and Tz, then the fixed point of ST also remains the fixed point of S and T 
separately. 
Proof . Let the pair {S,T) be c.a.r. at xq in X, then using (4.2.1.1), we get 
d( {ST)^xo,{ST)^Xo ) < 
<amax{d [{ST)^''xo, (5T)"-ixo) , d {{ST)"'-'xo, {ST)"'xo) , 
d {iST)--'xo, ( 5 T ) % ) , d {{ST)'--'xo, (ST)''xo) , d {{ST)''-'xo, (5T)"'.ro)} 
+F (mm{d' ({ST)^-'xo, iST)^-'xo) , d {(ST)^-'xo, {ST)^Xo) . 
d {{ST)--'xo, (5^)%) , d {(ST)"'-'xo, {ST)^xo) • d {{ST)"'-'xo, iST)"xo), 
d {{ST)^-'xo, (ST)'-xo) • d {ST)-xo), d {{ST)^-'xo, {ST)'^xo) • 
d {{ST)--'xo,{ST)^xo)}) (4.2.1.2) 
Substituting 
d {{ST)'^-'xo, < d {{ST)'^-'xo, {ST)"'xo) + d ( {ST)^xo, {ST)-xo 
+d ( iST)-xo, {ST)-'xo ) , 
d (iST)"'-'xo, (5T)"xo) < d {{ST)"'-'xo, {ST)"'xo) + d ( {ST)^xq, {ST)^xq ) 
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d [{STr-'xo, (STrxo) < d {{srr-'xo, (STrxo) + d ( (ST^xo, (ST^xo ) , 
in (4.2.1.2) and using the composite asymptotic regularity of the pair {S,T) at xq, 
we get as n,m ^ oo 
d( iST)^xo,{STrxo ) < 
<amax{rf ( (ST)"'XO,{ST)"XO ) ,0,0,rf( {ST)"'xq,{STYxq ) ,d ( {ST)"'xo,{STYxq ) } 
+F (min ( {ST^xo ) , 0,0,0, d^ ( {ST^xo, {ST)-xo ) }) , 
which yields to d ( {ST)"'XQ, (5T)"a;o ) <ad[ (STYXQ ) + F(0). Since 
a < 1 and F(0) = 0, we get d{{ST)'^xo,{ST)''xo) ^ 0 as n ,m oo. Hence 
{(S'r)"'rro} is a Cauchy sequence in X and so, since {X,d) is complete, it converges 
to a point z in X. Now using (4.2.1.1), we obtain 
d{z, STz) < 
d ( z, )+d[ {STfxo, STz ) < 
< d ( z, {STYxo ) + amax { cZ ( [STf-^xo, z),d[ iST)^xo ) , 
d{z, STz), d ( iST)^-'xo, STz ),d(z, (ST)"xo ) } + F ( min ( d'( (ST)''-'xo, z ) , 
d( ) • d(z,STz),d( (ST^-^xo, (STYxo )-d( (STJ^^'ho, STz ) 
d ( z,iST)-xo )-diz, STz), d{ {ST)''-'xo,STz ) z,{ST)^xo ) } ) 
<d[z, {ST)^xo ) + amax{ d ( z),d( {ST)''-^xq, (<ST)"a;o ) ,d{z, STz) 
d ( ^ ) + d{z, STz) ],d[z, {ST)^xo ) } + F ( min { ( {ST)^-^xo, z ~ 
d{ iST)--'xo,{ST)^xo )-diz, STz), d{ {ST)--'xo,{ST)^xo )-d{ {ST)^-'xo, STz 
d ( z, {ST)^xo ) • d{z, STz), [ d ( {ST)^-'xo, z ) + d{z, STz) ]-d(z, {ST)-xo 
which on letting n,m oo, reduces to 
d{z, STz) < ad{z, STz) < d{z, STz), 
a contradiction giving thereby 2 = STz. 
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The uniqueness assertion follows immediately from contraction condition 
(4.2.1.1) of the hypotheses. 
Now, it remains to show that 2 is also a common fixed point of S and T 
separately. For this let us write 
Sz = S{STz) = S{TSz) = STiSz), 
Tz = T{STz) = TS{Tz) = ST{Tz), 
which show that Sz and Tz are other fixed points of ST. Therefore, in view of the 
imiquoness of the fixed point of ST, one can write 
Sz = Tz = STz = z 
which shows that 2; is the common fixed point of S, T and ST. 
Remark 4.2.1. By choosing S, T and F suitably, one can deduce earlier results 
from Nesic [66], Guay and Singh [29] and others. 
Theorem 4,2.2. Let {X,d) be a metric space and S and T be mappings of X 
into itself satisfying (4.2.1.1), where 0 < a < 1. If the pair (S, T) is c.a.r. at a point 
; in A' and the sequence of iterates {(S'r)"a;} has a subsequence converging to a 
point u in X, then u is the unique fixed point of ST and {(5'T')"'a:} also converges 
to u. 
Moreover, if the pair {S, T) commutes at u and Tu, then the fixed point of ST 
also remains the fixed point of S and T separately. 
Proof. Let the pair {S,T) be c.a.r. at some point x of X and consider the 
sequence {(S'r)"a:}. Suppose that lim^ = u and STu ^ u. 
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By (4.2.1.1), we obtain 
d{u, STu) < 
<d[u, {ST)^''x )+d[ {ST)^>'x, ) + rf ( STu ) < 
<d(u, ) + rf ( ) + a max { d ( u ) , 
(^Tf^x, ),diu,STu),d[ {ST)'''x,STu ),d[ ) } , 
+ f ( min{ ),d[ )-d{u,STu), 
d ( ) • d ( ^Tm ) , d ( ) • 5'T^z), 
d ( ) • ci ( M, ) } ) 
which on letting A; —>• oo, reduces to 
d{u, STu) < a max (0,0, d{u, STu), d{u, STu), 0} + F(0), 
since a 6 [0,1) and F(0) = 0, we get d{u,STu) < ad{u,STu) < d{u,STu), a 
contradiction, giving thereby STu = u. 
Now 
d ( u, {ST)''x )=d[ STu, {ST)''x ) < d (^STu, ((S^)"+^r, . 
Since the pair {S,T) is c.a.r. using (4.2.1.1), STu — u and letting n oo, we 
obtain 
d ( u, {ST)^x ) <amsc^{d[u, {ST)''x ),0,0,d(u, {ST)^x ),d(u, (ST)"x ) }+F(0). 
d ( u, (ST)''x )< ad (u, (ST)^x ) + F(0). 
Since a < 1 and F(0) = 0, we get d^ u, (ST)"'x j —>• 0 as n ^ oo. Consequently, 
{(ST)"x} converges to u. The remaining part follows from Theorem 4.2.1. 
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The following theorem regarding ST is predictable. 
Theorem 4,2.3. Let S and T be self-mappings of a metric space {X,d) such 
that ST is continuous. Then the following conclusions hold : 
(a) If a sequence {xn} in X converges to a fixed point z of ST, then {x^} is 
asymptotically 5T-regular. 
(b) If {xn} be a sequence in X admitting a subsequence {a^n,} with lim, = 2 
and lim, d{STxn^,XnJ = 0, then z is a fixed point of ST. If the pair {S, T) commutes 
at 2 and Tz, then Sz and Tz also remains the fixed point of ST. 
Proof. The proof is straightforward, hence it is omitted. 
§ 4.3. Best approximation and common fixed points 
In what follows, we consider a selfmap T of a normed linear space X, a subset 
C oi X, and x e X. Let F{I, T) denotes the set of common fixed point of I and T 
whereas F{A, B,S,T, I, J) denotes the set of common fixed point of the mappings 
A,B,S,T,I, and J , let D be the set of C-approximants to x and dC denotes the 
boundary of C in X. 
Brosowski [8] proved that if T is nonexpansive with x G F{T),T{C) C C 
and D is nonempty, compact convex, then T has a fixed point in D = Bc{x). 
Subrahmanyam [100] substituted the nonempty requirement of Bc{x) with the finite 
dimensionality of C (as a subspace of X). Singh [95], relaxing the hnearity of the 
operator T and the convexity of D in the result of Brosowski [8], proved the following: 
Theorem A. Let T : X ^ X he a. contractive operator on X. Let C be a 
T-invariant subset of X and let x G F{T). If D C X is non-empty, compact, and 
starshaped, then D n F{T) (j). 
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Later, he observed that only the nonexpansiveness of T on = U {x} is 
enough for his earher result. Hicks and Humphries [34] noted that Singh's earlier re-
sult (Theorem A) remains true if T{C) C C is replaced by T{dC) C C. Smoluk [98^  
noted that the finite dimensionality of C in Subrahmanyam's result can be replaced 
by the assumptions that T is linear and T{D) is compact for every bounded subset 
D of C. Habiniak [31] removed the linearity of T from Smoluk's result whereas, 
Sahab et al. [85] improved and generalized the results of Hicks and Humphries [34 
and the results of Singh [95, 96] by proving the following: 
Theorem B. Let X be a normed space, I and T self-maps of X with 
X e F{T,I),C C X with T{dC) C C, and q e F{I). If D = Bc{x) is com-
pact and Q'-starshaped, I{D) = D,I is continuous and hnear on D,I and T are 
commuting on D and T is /-nonexpansive on {a;}, then I and T have a common 
fixed point in D. 
Since then several interesting results have been given in approximation theory 
using the fixed point theory by many researchers. Applications of the fixed point 
theorems to simultaneous best approximation were given by several authors (for 
instance see Sahney and Singh [86]). For further references and a survey of the 
subject, we refer to Brosowski [8] and Cheney [12]. 
In this section using a fixed point theorem of Jungck [41], we first derive a com-
mon fixed point theorem in compact metric spaces involving six mappings, which 
is then used to prove yet another extension of Theorem B employing the notion of 
best approximation. But before proving our results, first recall the following basic 
definitions : 
In an attempt to generahze the notion of convex sets Doston [18] introduced 
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the notion of starshaped set which asserts that a subset C of a normed linear space 
X is said to be starshaped with respect to a point q E C if for all x £ C and all 
A, 0 < A < 1 , X x + — X)qEC. Clearly, a convex set is starshaped with respect 
to each of its points but the converse is not always true. 
The set of all best approximants to x is denoted by 
D{x, C) = {yeC-.\\x-y\\^ d{x, C)} = Bc{x) 
A point X E C, C is a subset of a normed linear space X, is said to be a best 
approximation for f x , where / : C A', if for .r e C 
\x- f x 11= d{fx, C) = inf {II f x - y \\ : y e C} 
The following theorem is due to Jungck [47 . 
Theorem 4.3.1. Let A,S,I and J be continuous self-mappings of a compact 
metric space {X,d) with A{X) C J{X) and S{X) C /(X). If {A, I) and (5, J) are 
compatible and satisfy 
d(Ax,Sy) <M{x,y), 
where 
M{x, y) = max {d{Ix, Jy), d{Ix, Ax),d{Jy, Sy), l/2[d{Ix, Sy) + d{Jy, Ax)]} , 
for all x,y E X, with M{x,y) > 0, then A, S, I and J have a unique common fixed 
point. 
First of all, as an application of Theorem 4.3.1, we derive a common fixed point 
theorem for six self-mappings, as follows : 
Theorem 4.3.2. Let A, B, S, T, I and J be self-mappings of a compact metric 
space {X, d) such that A{X) C TJ{X), S[X) C BI{X) with A, 5, TJ and BI being 
continuous. If {A, BI) and (5, TJ) are compatible and satisfy 
d{Ax,Sy) < M{x,y), 
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where 
M{x,y)==max{d{BIx,TJy)4{BIx,Ax)4{TJy,Sy)^/2[d{BIx,Sy)+d{TJy,Ax)^^^ 
for all x,y E X with M{x, y) > 0, then A, 5", EI and TJ have a unique common fixed 
point z in X. Moreover, if the pairs (fi, /), {IB, 7), (T, J), (JT, J), {A, B), (A, /), 
{S, T) and (5, J) commute at the fixed point z, then 2; remains the unique common 
fixed point of A, B, S, T, I and J separately. 
Proof. We begin by noting that the continuity of BI (resp. TJ) does not de-
mand the continuity of 5 or / or both (resp. T or J or both). But for maps A, S, BI 
and T J all the conditions of Theorem 4.3.1 are satisfied ensuring the existence of 
unique common fixed point 2 of A, 5, BI and TJ. Here it is worth noting that is 
the common fixed point of both the pairs {A, BI) and {S, TJ) respectively. 
Now it remains to show that z is also a common fixed point oi A, B,S,T,I and 
J. For this let z is the unique common fixed point of both the pairs {A, BI) and 
{S,TJ), then 
Bz - B{BIz) = B{IBz) = BI{Bz), Bz = B{Az) = A{Bz), 
Iz = I{BIz) = IB{Iz) = BI{Iz), Iz = I{Az) = A{Iz), 
Tz = T{TJz) = T{JTz) = TJ{Tz), Tz = TiSz) = S{Tz), 
Jz = J{TJz) = JT{Jz) = TJ{Jz), Jz - J{Sz) = S{Jz), 
which show that Bz and Iz (resp. Tz and Jz) are other fixed points of the pair 
{A,BI) (resp. {S,TJ)). Now in view of the uniqueness of common fixed point of 
the pairs {A,BI) and {S,TJ), we get 
z = Bz^Iz = Tz = Jz = Biz = TJz ^ Az = Sz, 
which shows that 2: also remains the common fixed point of A, B, S, T, I and J sep-
arately. This evidently completes the proof. 
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Remark 4.3.1. By restricting A, B, S, T, I and J suitably and modifying the 
remaining hypotheses accordingly, one can derive a multitude of known and unknown 
fixed point theorems. So far we are not famihar of any fixed point theorem involving 
five or six mappings in compact metric spaces. 
Following the lines of Popa [76] and Theorem 4.3.2 one can predict the following : 
Theorem 4.3.3, The conclusions of Theorem 4.3.2 remain true if we replace 
the condition (4.3.2.1) by the following (retaining the rest of the hypotheses and 
notations) : 
d{Ax,Sy) < M{x,y), 
where 
M{x,y)^max {d{BIx,TJy),l/2 [d{BIx,Ax)+d{TJy,Sy)] ,1/2 [d{BIx,Sy)+d{TJy,Ax)]}, 
As an application of Theorem 4.3.2, we now prove our main result (employing 
the notion of best approximation) which generalizes earlier results due to Brosowski 
8], Hicks-Humphries [34], Singh [95], Sahab et al. [85] and others. 
Theorem 4.3.4. Let A,B,S,T,I and J be self-mappings of a normed 
space X and C be a subset of X such that A,S : dC —> C with 
X e F{A, B, S, T, I, J). Let A, B, S, T, I and J satisfy the condition 
\Ax-Sy\\<Mix,y), (4.3.4.1) 
with A and S being continuous where Bcix) = D and 
M{x, y) = max { || BIx - TJy ||, 1/2[|| BIx - Ax \\ + |( TJy - Sy ||], 
l/2[(( BIx - 6'?/ II + II TJy - Ax ||] } , 
for all x,y e D' = DU{x}. 
Further, suppose that the pairs {A, BI) and (5, TJ) are compatible with BI and 
TJ being linear and continuous on D. If D be a nonempty, compact and starshaped 
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with respect to a point q e F{BI, TJ) and BI{D) = D = TJ{D), then 
provided the pairs {B,I),{IB,I),{T,J),{JT,J),{A,B),{S,T),iA,I) and (5, J) 
commute at the common fixed point of BI, TJ, A and S. 
Proof. Let y^D, then BIy e D as BI{D) = D. Also liy^dC then Ay e C 
as A{dC) C C. 
Using condition (4.3.4.1), we obtain 
\ Ay - X 11=11 Ay - Sx ||< M{y,x), 
giving thereby Ay E D. Thus A is a, self-mapping of D. Similarly S is also a 
self-mapping of D. 
Let be a sequence of real number such that 0 < < 1 and converging to 
T . Define sequences {An} and {^n} of mappings by 
AnX = tnAx + (1 - tn)q 
SnX = tnSx 4- (1 - tn)q, 
for all x G D and for eacli v 
Since D is starshaped with respect to q hence {An} maps D into itself and also 
so does {iSn}. Since BI is hnear and q = BIq (due to g G F{BI,TJ)), one can have 
( An{BI) )x,n^tn{ A{BI) ) + (1 - Q q , 
and 
{BI)A n j ^m — ( iBI)A )xm+il- tn)BIq. 
Since {A,BI) are compatible, therefore making m —> oo (keeping n fixed), we get 
0 < lim \\iBI)AnXm-An{BI)x,n\\< lim \ \\{BI)Axm-A{BI)x, m—»oo Tn—>oo L ^ ' 
+ ( l - t „ ) 11 q-BIq II 1 = 0 , 
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whenever limm-»oo Axm = limm_,oo Blxm = t e D, for all m. Hence {BI, An) are 
compatible on D. Similarly it can be shown that (TJ, Sn) are compatible on D. 
Further from (4.3.4.1), we have 
II AnX - SnV 11= tn || Ax - ||< tnM{x,y) < M{x,y), 
for all x,y ^ D. Since BI and TJ are continuous and D is compact, therefore by 
Theorem 4.3.2 one gets 
F{An) n F{BI) n n F{TJ) = {Xn}, 
for each n. Also, since D is compact, has a convergent subsequence 
converging to z in Z). Since 
Xn, = An,Xni = tn.AXn, + (l - tnjq, 
and A is continuous, we have, as z —> oo that Az = z, giving thereby z ^ DD F{A). 
Similarly, it can be shown that z £ D r\ F{S). Since BI and TJ are continuous, we 
have 
Biz — BI hm Xm — lim BIx^ — lim = 2, 
i—>00 i—>00 i—>00 
TJz = TJ hm Xm = lim TJxm = lim Xn, = z, t—too i—»oo t—»oo 
yielding thereby Biz = TJz = Az = Sz - z. 
Let the pairs {A, BI) and (5, TJ) have different fixed point u and v respectively, 
then 
u-v 11=11 Au-Sv ||< max || BIu - TJv ||, 1/2[|| BIu - Au \\ + || TJv - Sv ||], 
1/2 [II BIu - II + II TJv - Au 
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which is a contradiction, implying thereby u = v, thus both the pairs have the same 
common unique fixed point u = v = z. 
Now on the hnes of the proof of Theorem 4.3.2 it can be easily shown that 2 
remains the unique common fixed point of A, B, S, T, I and J separately. 
Hence, we conclude that 
This completes the proof. 
Remark 4.3.2. (i) Theorem 4.3.4 extends the result of Sahab et al. [85 ] as we 
use generaUzed contractions along with compatibihty (cf. [46]) instead of commuta-
tivity (cf.[88]). Also, Theorem 4.3.4 involves six mappings instead of two mappings. 
In process, related results due to Hicks-Humphries [34], Singh [95], Brosowski [8 
and others are modified and improved either partially or completely. 
(ii) If we use a fixed point theorem in complete spaces corresponding to The-
orem 4.3.3 then the continuity requirement of any one of the maps A, S, EI or TJ 
can serve the purpose which is possible due to the fact that compact metric spaces 
are always complete. But due to a shorter proof we opt to utilize Theorem 4.3.3. 
Remark 4.3.3. We conclude our discussion by observing that any common 
fixed point theorem for four mappings can be used to prove common fixed point 
theorems for six, eight or any finite numbers of mappings. For details, we refer to 
Imdad [36 . 
•k-ki^-k 
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CHAPTER 5 
FIXED POINT THEOREMS FOR 
MULTIVALUED AND SINGLE-
VALUED MAPPINGS 
'Approach your problems from the right end 
and begin with the answers. Then, one day, 
perhaps you will find the final question' 
(R. Van Gulik) 
CHAPTER 5 
Fixed point theorems for multivalued and 
singlevalued mappings 
§ 5.1. Introduction 
The study of fixed points for multi-valued mappings was initiated by Nadler 
[65] wherein he proved a multi-valued version of Banach Contraction Principle which 
states that a multi-valued contraction mapping of a complete metric space X into 
the nonempty closed and bounded subsets of X has a fixed point. This analogue 
of Banach Contraction Principle is also sometimes referred as Nadler's contraction 
principle. Since then various well known metrical fixed point theorems for single-
valued mappings were extended to multi-valued mappings and by now there exists 
an extensive hterature on this subject. For a systematic, uptodate and detailed 
account of work of this kind, we refer to Kaneko [54, 55], Singh [62] and others. 
Recently, some non-hneax hybrid contractions, (i.e., contractive conditions in-
volving single-valued and multi-valued mappings) have been studied by Mukhcrjco 
63], Rhoades et al. [82], Sessa et al. [89, 90], Imdad-Ahmad [37] and several others. 
In this chapter, using certain weak conditions of commutativity 
^cf. [16], [46], [51] j , we generalize some results of Fisher [22, 24], Kannan [56, 
57], Hardy-Rogers [32] and others for multi-valued mappings satisfying a rel-
atively more general rational inequality. In doing so, we are motivated by 
a theorem of Fisher [24] which we opt to state before presenting our results. 
•k The contents of this chapter are to appear in Southeast Asian Bull, of 
Mathematics. 
Theorem 5.1.1. Let S and T be two self-mappings of a complete metric space 
(X, d) such that for all x, y in X, either 
(a) d{Sx,Ty) < 
b[d{x,Ty)]' + c[d{y,Sx) 
d{x,Ty) +d{y,Sx) 
if d{x, Ty) + d{y, 0, b, c > 0 and b + c < 1, or 
(6) d{Sx, Ty) = 0 if d{x, Ty) + d{y, Sx) = 0. 
If one of S and T is continuous then S and T have a unique common fixed point. 
§ 5.2. Results on nonlinear hybrid contractions 
In this section, first we prove a coincidence and common fixed point theorem 
for hybrid pairs of weakly commuting mappings whereas, the next theorem is the 
outcome of replacing the 'weak commutativity' by 'compatibility' in our first theorem 
(i.e. Theorem 5.2.1). Our results are quite general and yields several earher results 
as special cases. 
In all the proofs that follow, we use the definitions and results of Nadler [65] as 
cited in Section 1.4 and Definition 2.1.1. 
Theorem 5.2.1 Let S,T,I&nd J be self-mappings of a complete metric space 
{X, d) with SI and TJ as rf-continuous whereas F,G : X CB{X) are multi-valued 
mappings such that 
(i) G{X) C SI{X) and F{X) C TJ{X), 
(ii) the pairs {SI, F) and {TJ, G) are weakly commuting, 
(iii) for &\\x,y ^ X, 
HiFx Gy) < a mFx,TJy)Y + {D{Gy,SIx)}^ 
^ ' [ D{Fx,TJy)^-D{Gy,SIx) 
+(3[D{Fx,SIx)+D{Gy,TJy)]-^-td{SIx,TJy). (5.2.1.1) 
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If D{Fx, TJy) + D{Gy, Six) a, /?, 7 > 0 with Fy, Gx ^ Gy and 
2 a + 2^ + 7 < 1. 
Then the following conclusions hold : 
(a) There exists a point z E X such that SIz = TJz E Fz D Gz, i.e., 2 is a 
coincidence point of the pairs {SI,F) and {TJ,G). 
(b) For each x e X either (i) Six ^ { S I f x Six ^ 
Fx ( resp. TJx ^ {TJfx TJx ^Gx) or (m) Six e Fx ^ {SI)''x z for 
some z G X resp. TJx G Gx (TJ)'^x —y z for some z E X then 2 is a com-
mon fixed point of the pair {SI, F) resp. (T J, G) ^ provided F and G are H-
continuous. 
(c) Moreover, if the pairs of self-mappings (5,1), (57, S) ( resp. (T, J), {TJ, T) ) 
are coincidently commuting and the pairs (5,1) ( resp. (T, J) ) are coin-
cidently idempotent then 2 is a common fixed point of S, / , SI and 
resp. r , j , r j and G ). 
Proof. Assume 9 = f z ^ ^ , let XQ E X and yi be an arbitrary point in FXQ. 
Since FXQ C T J { X ) , there exists a point XI in X such that yi = TJXI € FXQ and 
•M) tlicrc exists a point y2 G Gxi such that 
d{yu 2/2) < HiFxo, Gx,) + 6, 1 + a + jj 
which is always possible in view of Lemma 1.4.2. Since Gx, C SI{X) there exists a 
point X i ^ X such that yi = SIx^ and so we can find G Fxi such that 
%2,y3) < li{Gx,,Fxi) -f B\ \-\-a-\- p 
Inductively, one can define a sequence {y„} in X such that 
y2n = SIX2n G Gx2n-\,n G N, y2n+l TJx2n+L G FX2n, U G NQ = N U {0}, 
where N denotes the set of positive integers. 
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Now using (5.2.1.1), one can have the following 
d{y2n^U 2/2n+2) < Gx^n+l) + (5.2.1.2) 
< a 
DiFx2n, TJX2n+l) + D{Gx2n+l, SIX2n) 
+ P[D{Fx2n, SIX2n) + /^(Gxsn+l, TJx2n+l)\ 
1 + a + /y 
which on simplifying reduces to 
d{y2n+\,y2n+2) < Ol[D{Fx2n,TJX2n+l) + D(Gx2r,+ ]. SIX2n) 
+ P[D{Fx2n, SIX2n) + D{Gx2n+l. TJX2n+l)', 
l + a + p 
which further yields to 
a + + 7 
d{y2n+l,y2n+2) < Z 2/2n+l) + 
Also from 
1 - a - p 1 + a + p 
Q2n+l 
= 0%2n,y2n+l) + 7 ™ ^ • (5.2-1.3) 1 + a + p 
d{y2n,y2n+l) < H{Fx2n, Gx2n-,) + (5.2.1.4) 1 + a + p 
and using (5.2.1.1), one can obtain 
Q2n 
diy2n,y2n+l) < & a!(?/2n, 2/2n-l) + ^ . (5.2.1.5) 1 + a + p 
Combining (5.2.1.3) and (5.2.1.5), we get 
d{yn+l,yn+2) < + < < . !/2)+^ ^ ^ ^ ^• (5.2.1.6) 
Thus a straight forward computation shows that {y„} is a Cauchy sequence in the 
complete metric space {X, d) and so has a limit point z in X. On the other hand, 
subsequences {SIx2n} and {TJx2n+i} of also converge to 
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Now suppose that SI is continuous, then {Sl^Xin converges to SIz. Using 
weak commutativity of the pair {SI,F), we have SI{Fx2n) 6 CB{X), X2n e 
then it follows that 
H ( F(SIX2„),S!(Fx2n) ) < D{Fx2n,SIX2n) < %2n+l, 2y2n) 0 BS n OC. 
But D ( SI{TJx2n+i), F{SIx2n) )<H[ S I{Fx2n), F{S Ix2n) ). So in view of the 
continuity of SI, we obtain 
D [ S I z , F { S I x 2 n ) ) ^ 0 a s n - ^ o o . (5.2.1.7) 
Similarly, using weak commutativity of the pair (TJ, G), we get 
D ( TJz, GiTJx2n+i) ) ^ 0 as n oo, (5.2.1.8) 
which is always possible in view of the continuity of TJ . 
Using (5.2.1.1), we have 
D{FiSIX2n),TJz )<H{ FiSIX2n),G{TJX2n+l) ) + D { G{TJx2n+i),TJz ) , 
< a 
{D {F{SIX2n),TJ(rjX2n+l))y + {D {G^JX2n+l),SI{SIX2n))V^ 
D {FiSIX2n),TJ(rjX2n+l))+D {G(rjX2n+l),SI{SIX2n)) 
+P[D ( F{SIX2n\ SIiSIX2n) )+D{ G(rjX2„+l), TJ{TJX2n+{) ) 
+ 7 rf ( SI{SIX2n\ TJ{TJX2n+l) )+D{ G{TJX2n-,l), TJz ) , 
which on using (5.2.1.7), (5.2.1.8) and letting n —oo, reduces to 
d{SIz,TJz) < {2a + ^)d{SIz,TJz), 
a contradiction, giving thereby SIz = TJz. 
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Further from (5.2.1.1), we get 
D{SIz, FZ)<D[ SIZ, G{TJX2n+l) )+H{ G{TJx2n+l), Fz ) , 
D {Fz,TJ{TJx2n+i)) + D {G{TJx2n+{),SIz) 
+/? [D{FZ, SIZ) + D ( G{TJx2n+i)^TJ{TJx^n+i) )] + ( SIz, TJ{TJx2n+i) ) , 
which on using (5.2.1.7), (5.2.1.8), SIz = TJz and letting n —> oo, reduces to 
D{SIz,Fz) < ia + P)D{SIz,Fz), 
a contradiction giving thereby SIz E Fz. 
Again using (5.2.1.1), we have 
D{TJZ, GZ)<d[ TJZ, F{SIx2n) )+h{ F{SIx2n, Gz) ) , 
<d[ TJZ,F{SIx2n) )+a 
[D (F(5/X2„),TJ2)}2 + {Z) {Gz,SI{SIX2n))] 
D {F{SIX2n\TJz)^D {Gz,SIiSIX2n)) 
[D ( F{SIX2n), SIiSIX2n) ) + D{Gz, TJz)] +7d ( SI{SIX2n),TJz ) , 
which on using (5.2.1.7), (5.2.1.8), SIz = TJz and letting n oo, reduces to 
D{TJz,Gz) < ia + p)D{TJz,Gz), 
a contradiction yielding thereby TJz € Gz. Thus we have shown that SIz — TJz G 
Fz n Gz. 
For proving (6), assume that Six ^ {SI^x which implies that Six ^ Fx, we 
deduce that Six = {SI)'^x e SI{Fx) = F{SIx), which is always possible in view of 
Lemma 1.4.1. Assuming that Six G Fx imphes that (S'/)"x —> 2 for some z in X, 
then it is straight forward to note that SIz = zhy continuity of SI. We assert that 
{ S l f x 6 F{SlY-^x for each n. To see this, let {Sifx = SI{SIx) e SI{Fx) = 
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F{SIx). Also {SI f x = SI ( iSI)^x ) e 5 / ( FiSI)x )=f( {Slfx ). Repeat-
ing this argument, one inductively obtains {SI^x G ( {SlY~'^x j which together 
with the continuity of F gives d{z, Fz) < z, {SI)''x ) + d ( Fz ) < 
d ( 2, F{SlY-^x, Fz ) 0, i.e., z e Fz as Fz is closed. Hence ^ 
is a common fixed point of the pair {SI, F) ^ resp. {TJ, G) j. 
For proving (c), let us write 
= S{SIz) = S{ISz) = SI{Sz) = IS{Sz) = I{S^z) = I{Sz) = SIz = 2, 
Iz = I{SIz) - IS{Iz) = SI{Iz) = S{Pz) = S{Iz) = SIz = z, 
which show that 2 is a common fixed point of S, / , SI and F. Similarly it can be 
shown that 2 is also a common fixed point of T, J, TJ and G. 
Corollary 5.2.1. Theorem 5.2.1 remains true if contraction condi-
tion (5.2.1.1) is replaced by any one of the following : for all x,y in 
X ( with D{Fx, TJy) + D{Gy, Six) ^ 0 ). 
{D{Fx,TJy)}H{D{Gy,SIx)y' 
{A)H{Fx,Gy)<a 
with 2a + 20 < 1, or 
(B) H{Fx,Gy)<a 
with 2q: -f- 7 < 1, or 
(C) H{Fx,Gy)<a 
D{Fx,TJy)+D{Gy,SIx) 
[D{Fr. TJy)Y + {D{Gy,SIx)Y' 
+(i[D{Fx,SIx)^D{Gy,TJy) 
D{Fx,TJy) + D{Gy,SIx) 
{D{Fx,TJy)Y + {D{Gy,SIx)Y^ 
D{Fx,TJy) + D{Gy,SIx) 
+ ^d{SIx,TJy) 
with ce > 0,a < - ,or 
Li 
{D) H{Fx,Gy) < a[D{Fx,TJy) + D{Gy, SIx)]+l3[D{Fx,SIx) +D{Gy,TJy) 
with 2a-|-2/?-(-7 < 1, or 
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(E) H{Fx, Gy) < a[D{Fx, TJy) + D{Gy, 5/3;)] with a < or 
(F) H{Fx, Gy) < l3[D{Fx, Six) + D{Gy, TJy)] with < or 
(G) H{Fx,Gy) < ^d{SIx,TJy) with 7 < 1. 
Proof. Corollaries corresponding to the contractions (A), (B), and (C) can 
be deduced directly from Theorem 5.2.1 by choosing 7 = 0,/? = 0 , = 7 = 0, 
respectively. The corollary corresponding to the contraction condition (D) also 
follows from Theorem 5.2.1 by noting that 
{DiFx,TJy)y + {D{Gy,SIx)y ^ [D{Fx,TJy) + DiGy, Six)]' 
D{Fx,TJy) + DiGy,SIx) - D{Fx,TJy) + D{Gy, Six) 
= D{Fx,TJy) + DiGy,SIx). 
Finally, one may note that the contraction conditions (E), (F) and (G) are special 
cases to the contraction condition (D). 
Remark 5.2.1. The foregoing corollary presents generahzed hybrid fixed point 
theorems corresponding to the results contained in Fisher [23, 24], Kannan [56, 57 
and Hardy-Rogers [32 . 
We prove our next theorem by replacing the hypothesised commutativity of 
pairs of maps by hypothesising compatibility for the corresponding pairs. 
Theorem 5.2.2. Let S,T,I,J,F and G be the same as defined in Theorem 
5.2.1 satisfying (i), (iii) and condition (ii) is replaced by 
(ay the pairs {SI, F) and {TJ, G) are compatible. 
Then the conclusions (a), (b) and (c) (of Theorem 5.2.1) remain true. 
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Proof. Proceeding as in Theorem 5.2.1, one can show that {y„} is a Cauchy 
sequence which converges to a point 2 in X. Further, from (5.2.1.2) and (5.2.1.3), 
we recall that 
H{FX2n, Gx2n+l) < y2n+l) + , ^ n « = 0, 1, 2, .... 1 + a + p 
which yields that the sequence 
{FXQ, Gxi, FX2, ..., GX2n-l, Fx2n, Gx2n+1, • • •} 
is a Cauchy sequence in the complete metric space {CB{X), H) and hence converges 
to some M G CB{X). Consequently, the subsequences {^3:271} and {Gx2n+i} also 
converge to M. 
Now 
Diz, M) < d{z, TJx2„+i) + DiTJx2n+i, M), 
< d{z, TJx2n+l) + H{Fx2n, M). 
On letting n —> 00, we get 2 e M as M is closed. Further the compatibihty of F 
and SI implies that 
H ( F{SIx2n), SI{Fx2n) ) 0 as n ^ DO. 
But D ( SI{TJx2n+i), F{SIx2n) )<h{ F{SIx2n), SIiFx2n) ) . So in view of the 
continuity of SI, we get D SIz, F{SIx2n) ) ^ 0 as n —> oo. Similarly, as the pair 
{TJ, G) is compatible with TJ continuous, we get 
D ( TJz, G{TJx2n+\) ) ^ 0 as n ^ CO. 
Now arguing as in Theorem 5.2.1, one can prove (a), (6) and (c). 
This completes the proof 
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Remark 5.2.2. (i) Our foregoing theorem is more general as it involves six 
mappings. Further by restricting S, T, I, J, F and G suitably one can derive im-
proved versions of the results contained in Fisher [23, 24], Kannan [56, 57], Hardy 
and Rogers [32] and others. 
(ii) It would be interesting to investigate whether or not the continuity of in-
volved maps can be further weakened. 
§ 5.3. On common fixed points of single-valued mappings 
This section comprises of a common fixed point theorem for single-valued map-
pings in a metric space. Here all the maps involved are single-valued and continuous. 
Theorem 5.3.1. Let S,T,I,J,F and G be continuous self-mappings of a 
metric space {X,d) such that the pairs {SI,F) and {TJ,G) are compatible. If 
F{X) C TJ{X), G{X) C SI{X) and for all x,yeX, either 
{d{Fx,TJy)y + {d{Gy,SIx)y' 
d{Fx, Gy) < a 
d{Fx,TJy) + d{Gy,SlT) 
+ (5\d{Fx, Six) + diGij. TJ,,)] + ^d{SIx, TJy), (5.3.1.1) 
if d(Fx, TJy) -)- d{Gy, Six) 0, a, /?, 7 > 0,2a 2/? + 7 < 1, or 
d{Fx, Gy) = 0 if d{Fx, TJy) + d{Gy, Six) - 0. (5.3.1.2) 
Then SI, TJ, F and G have a unique common fixed point z in X. Moreover, z 
is a unique common fixed point of the pairs {SI, F) and (TJ, G). 
Further, if the pairs {S,I),{S,F),iISJ),iF,I),{T,J),{JT,J),{T,G) and 
{G, J) commute at the points of coincidence, then ^ remains a unique common 
fixed point of S, I, T, J, F and G separately. 
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Proof. The existence of the point w with SIw = Fw and TJw = Gw for 
contraction condition (5.3.1.1) follows from Theorem 5.2.1. Hence we need to prove 
the same for condition (5.3.1.2). For this d{Fw,TJw) + d{Gw,SIw) = 0 implies 
that d{Fw, Gw) = 0, which gets us 
Fw = SIw = TJw = Gw. 
Since the pair {SI,F) is compatible and SIw — Fw, therefore by Lemma 1.5.1, we 
have 
SliFw) = FFw = F{SIw) = SI{SIw), (5.3.1.3) 
which implies that d(FFw,TJw) + d{Gw, SI{Fw)) = 0, which due to (5.3.1.2) 
yields d{FFw, Gw) — 0, giving thereby FFw = Gw, and we obtain 
F{SIw)^ FFw = Gw = SIw, (5.3.1.4) 
Therefore SIw = z is a fixed point of F. Further, (5.3.1.3) and (5.3.1.4) implies 
that 
Fz - SIz = 2. 
Similarly, one can show that 
Gz = TJz = z. 
Using (5.3.1.2), as d{Fz,TJz) + d{Gz, SIz) = 0, it follows that d{Fz, Gz) = 0 and 
so Fz = Gz. Therefore, the point z is a common fixed point of SI,TJ,F and 
G. The rest of the proof is straight forward, hence it is ommited. This evidently 
completes the proof 
§ 5.4. Illustrative examples 
Our first example is furnished to demonstrate the validity of the hypotheses 
and degree of generahty of Theorem 5.3.1. (resp. Theorem 5.2.1). 
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Example 5.4.1. Consider X = [0,1] with usual metric. Define self-mappings 
Fx = x/l2, Tx = x/2, Jx = a;/4, Gx = x/lQ, Sx = x/b, Ix = Sx/G so 
that TJx = x/8 and Six = x/6. Clearly G(X) = [0,1/16] C [0,1/6] = SI{X) 
and F{X) = [0,1/12] C [0,1/8] = TJ{X). Also the pairs of mappings {SI, F) and 
( r J, G) are commuting hence weakly commuting or compatible or weakly compati-
ble. 
Now for any x,y in X one can have 
H{Fx,Gy)^d{Fx,Gy) 
X y 1 X y 
< a 
12 16 ' 2 6 8 
d{Fx,TJy)]^ + [d{Gy,SIxy^ 
^^d{SIx,TJy) 
d(Fx,TJy) + d{Gy,SIx) 
]+p[d{Fx,SIx) + d{Gy,TJy) 
+ l/2d{SIx,TJy), 
which verifies the contraction condition (5.2.1.1) with 7 = 1/2 and 2a + 2P < 
1/2. Clearly '0' is the unique common fixed point of F, G, S, T, I and J. 
However, our unification is genuine because for rr = 0, y = 1 the contraction 
condition (5.2.1.1) with a = 7 = 0 implies 1/16 < ^/16 or > 1 which is a con-
tradiction. Also for j: = 1, y = 0 the contraction condition (5.2.1.1) with /? = 7 = 0 
implies 1/12 < 5q!/36 or 2a > 6/5 which is again a contradiction. 
We conclude by observing that the conditions x ^ y, Fx ^ Fy, Gx ^ Gy are 
necessary in Theorem 5.2.1. To substantiate this, we consider the following example. 
Example 5.4.2. Consider X = [0,1] with usual metric. Define Sx — 
l - x J x = 2x,Tx = \ - 2x, Jx = x/2, Fx = Gx ^ {0,1} so that SIx = l - 2x and 
TJx = 1 - X for all X e X. 
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It is straight forward to note that all the conditions of Theorem 5.2.1 (a) are 
satisfied except x ^ y,Fx ^ Fy,Gx ^ Gy. One may note that TJ( l /2) = 1/2 ^ 
F( l /2 ) n G(l/2) and 5/(1/3) = 1/3 ^ F(l/3) n G(l/3) which show that F, G, SI 
and TJ have no coincidence or fixed points. 
69 
CHAPTER 6 
HYBRID FIXED POINT THEOREMS 
SATISFYING A RATIONAL 
INEQUALITY 
'We judge ourselves by what we feel 
capable of doing, while others judge us 
by what we have already done' 
(Longfellow) 
CHAPTER 6 
Hybrid fixed point theorems satisfying a rational 
inequality 
§ 6.1. Introduction 
Recently, Kaneko [54] and Singh et al. [92] extended the notion of weak com-
mutativity for single-valued mappings to hybrid pair consisting of single-valued and 
multi-valued mappings whereas for compatible mappings the same is pursued by 
Kaneko and Sessa [55]. Using these notions several hybrid versions of known fixed 
point theorems were given and by now there exist a multitude of hybrid analogues 
with interesting apphcations in the study of fixed points. For a comprehensive 
account of work of this kind, we refer to [13], [54], [55], [92] and references cited 
therein. 
In Section 6.2 of the present chapter, we attempt to generahze the results of 
Ahmad-Imdad [1], Fisher [22, 24], Jeong-Rhoades [43], Hardy-Rogers [32] and Kan-
nan [56, 57] and prove hybrid fixed point theorems for two pairs of mappings. In 
process several related results in the literature are generalized and improved. We 
conclude our discussion in Section 6.3 by furnishing an example which verifies the 
hypotheses of our main results and also establishes the genuineness of the extensions 
of our results over earher ones. 
§ 6.2. Fixed point theorems via rational inequalities 
Results in this section are amply motivated by a theorem of Jeong 
and Rhoades [43] which, we opt to state before presenting our main result. 
* The contents of this chapter are to appear in Journal of Analysis 
Theorem 6.2.1. Let A, S, I and J be self-mappings of a complete metric space 
(X,d) satisfying A{X) C J{X), S{X) C I{X) and for each x,yeX, either 
d{Ax, Sy) < a {d{Ax,Ix)y + {diSy,Jy)y 
d{Ax, I t ) + d{Sy, Jy) 
+ Pdilx, Jy), 
iid{Ax,Ix) + d{Sy,Jy) ^ 0, a, > 0, a + /? < 1, or 
d{Ax,Sy) = 0, \id{AxJx) + d{Sy,Jy) = 0. 
If either, (a) {A, I) are compatible, or / is continuous and (5", J) are weakly 
compatible, or {b) (5, J) are compatible, 5 or J is continuous and {A, I) are weakly 
compatible. Then A, S, I and J have a unique common fixed point. 
In an attempt to extend Theorem 6.2.1 for hybrid pairs satisfying a relatively 
more general contraction condition, we formulate the following : 
Theorem 6.2,2. Let /and J be self-mappings of a complete metric space 
{X, d) with SI and TJ as of-continuous whereas F,G : X ^ CB{X) are multi-valued 
mappings such that G{X) C SI{X) and F{X) C TJ{X). If the pairs {SI,F) and 
(TJ, G) are weakly conunuting, and satisfy 
H{Fx,Gy)<a \{D{Fx,SIx)}' + {D{Gy,TJy)r 
DiFx,SIx) + D{Gy,TJy) 
+l3[DiFx,TJy) + D{Gy,SIx) 
+'yd{SIx,TJy), (6.2.2.1) 
for all x,y e with D{Fx,SIx) + D{Gy,TJy) 0, > 0, 
2a + 2;5 + 7 < 1. 
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Then the following conclusions hold : 
(a) There exists a point z e X such that SIz — TJz e FzH Gz, i.e., z is a 
coincidence point of the pairs {SI,F) and (TJ,G). 
(b) For each 3; € X either (z) Six ^ {Slfx ^ Six 0 Fx 
( resp. TJx / {TJ)^x ^ TJx ^ Ox ) or (ii) Six e Fx ^ 2 for some 
z e X resp. TJx e Gx {TJ^x —> z for some 2 G X then 2 is a common 
fixed point of the pair ( 5 / , F ) ( resp. (TJ,G) ) provided F and G are//-continuous. 
(c) Moreover, if the pairs of self-mappings (5", /) , [SI, S) ( resp. 
are coincidently commuting whereas, the pairs (5,1) ( resp. (T, J) j are co-
incidently idempotent then 2 is a common fixed point of S,I,SI and F 
( resp. T,J,TJ and G ). 
Proof . Assume 6 = f z ^ , let XQ ^ X and yi be an arbitrary point in FXQ. 
Since FXQ C TJ{X), there exists a point XI in X such that yi — TJXI G FXQ and 
so there exists a point y2 € Gxi such that 
^(z/i,Y2) < H{FXO,Gxi) + e, 
which is always possible in view of Lemma 1.4.2. Since Gxi C SI{X) there exists a 
point X2 E: X such that j/2 = SIx2 and so we can find y^ E Fx2 such that 
diy2, yz) < H{Gx,, FX2) + 
Inductively, we can define a sequence {yn} in X such that 
y2n = SIX2n G Gx2n-1, 2/2n+l = TJx2n+l E Fx2n, 
and we have 
diy2n+l,y2n) < H{Fx2n, Gx2n-l) + ! 7 7 ^ ^ ^ l + a + P 
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d{y2n+i,y2n+i) < H{Fx2n,Gx2n+i) + ] , "" /n u E No = N U {0} 1 + a + p 
where N denotes the set of positive integers. 
Now using (6.2.2.1), we obtain 
diy2n+uy2n+2) < HiFx^r., + | " "" " ^ 
1 + a + p 
< a 
(6.2.2.2) 
DiFX2n, SIX2n) + D{Gx2n+l,TJx2n+l) 
[D{Fx2n, TJx2n+l) + D{Gx2n+l, SIX2n)] 
1-a-P 
+^d{SIX2n,TJx2n+l) + 1 + a + p 
Q2n+1 
On simphfying, we obtain 
d{y2n+uy2n+2) < « [D{Fx2n, SIX2n) + D{Gx2n+l, TJx2n+l) 
+/? [D{Fx2n. TJX2n+l) + D{Gx2n+l, SIX2n) 
+^d{SIX2n, TJx2n+{) + | ~ "" ~ f 1 + a + p 
which further yields to 
Q, + ^ 4- ^ 
d{y2n+uy2n+2) < 1 2/2n+l) + 1 - a - / ? 
= 0d{y2n,y2n+l) + 
l + a + /3 
Q2n+l 
l + a + /?" 
Also from 
%2n,y2n+l) < H{FX2n.Gx2n-l) + ! , "" ^ ^ 1 + a + p 
and using (6.2.2.1), we obtain 
d{y2n,y2n+\) < 0d{y2n,y2n~l) + 7 - ^ l + a + z? 
Combining (6.2.2.3) and (6.2.2.5), we get 
%n+l,yn+2) < y + < . . . < 
(6.2.2.3) 
(6.2.2.4) 
(6.2.2.5) 
l + a + /3 l + a + 
(6.2.2.6) 
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Thus a straight forward computation shows that {?/„} is a Cauchy sequence in the 
complete metric space {X,d) and so gets a hmit z in X, whereas the subsequences 
{5/3:2„} and {rJx2„+i} of {?/„} also converge to z. 
Now suppose that SI is continuous, then {SI)'^X2n converges to SIz. Using 
weak commutativity of the pair {SI, F), we have SI{Fx2n) € CB{X), then it follows 
that / / ( FiSIX2n),SI{FX2n) ) < D{FX2n, SIX2n) < rf(2/2n+l, Z/2n) ^ 0 aS n ^ CX). 
But D ( SI{TJx2n+i),F{SIx2n) ) < ^^ { SI{Fx2n), F{SIx2n) )• So in view of the 
continuity of SI, we have, as n —> oo. 
D{SIz,F{SIX2n) ) ^0. (6.2.2.7) 
Similarly, using weak commutativity of the pair {TJ, G) and continuity of TJ, one 
gets 
D ( TJz, GiTJx2n+i) ) 0. (6 .2 .2 .8) 
Using (6.2.2.1), we have 
D( FiSIX2n),TJz )<H{ F{SIX2n),G{TJX2n+l))+D{ GiTJx2n+l),TJz ) , 
{D{F{SIX2n),SI{SIX2nW + {D{G{TJx2n+l),TJ{TJx2n+l))V < a 
DiF{SIX2n),SIiSIX2n)) + DiG{TJx2n+l),TJ{TJx2n+l)) 
+ P[D{ FiSIX2n), TJ{TJX2n+x) )+D{ G(TJx2„+I), SI{SIX2n) ) 
+ ^d ( SI{SIX2n), TJ{TJx2n+l) )+D[ G{TJx2n+l), TJz ) , 
which on letting n —> oo and using (6.2.2.7), (6.2.2.8), reduces to 
d[SIz, TJz) < (2/? + -i)d{SIz, TJz), 
a contradiction, giving thereby SIz = TJz. Further from (6.2.2.1), we get 
D{SIz, FZ)<d{ SIZ, G{TJx2n+i) ) + h { G{TJx2n+i), Fz ), 
'{D{Fz,SIz)y + {D{G{TJx2n+l),TJ{TJx2n+l))}' 
<D[SIz,G[TJX2.,x) j + a ^ D[Fz,SIz)^DiGiTJx2r.,,),TJ[TJx2.,.)) 
+/? [ D ( Fz, TJ{TJX2n+l) )+d[ G{TJx2n+i), SIz ) ] ( SIz, TJ{TJx2n+l) ) , 
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{D{F{SIx2n),SI{SIx,r,))}' + {D{Gz,TJz)} 
D{F{SIx2nlSI{SIx2n)) + D{Gz,TJz) 
employ ing (6.2.2.7), (6.2.2.8) a n d SIz = TJz, we o b t a i n 
D{SIz, Fz) <ia + p)D{SIz, Fz), 
as n —> oo, which is a con t rad ic t ion yielding the reby SIz G Fz. 
Again using (6.2.2.1), we obtain 
D{TJZ, GZ)<D[ TJZ, F{SIX2N) ) + ^ ( F{SIX2N, Gz) ) , 
< D ( TJz, FiSIx2n) ) + a 
+P[d{ F{SIX2n),TJz )+D{GZ, SI{SIX2n) ) ] + ( SI{SIX2n), TJz ) , 
letting n —> oo and making use of (6.2.2.7), (6.2.2.8) and SIz = TJz, one gets 
D{TJz, Gz) <{a + p)D{TJz, Gz), 
which is a contradiction giving thereby TJz 6 Gz. Thus we have shown that 
SIz — TJz e Fz r\ Gz. i.e., z is a coincidence point of the pairs (57, F) and 
{TJ,G). 
For proving (b), assume that Six ^ {SI)^x which imph<-.>^  that Six ^ Fx, we 
deduce that Six = {SI)'^x G SI{Fx) = F{SIx), which is always possible in view of 
Lemma 1.4.1. Assuming that Six G Fx implies that {SI)^x —> z for some z in X, 
then it is straight forward to note that SIz — zhy the continuity of SI. We assert 
that (5/)"rr G F{SI)''-^x for each n. To see this, let {SI)'^x = SI{SIx) G SI{Fx) = 
F{SIx). Also {Sifx = SI ( { S I f x ) E SI [ F{SIx) ) = f [ {SI)^X ). Repeat-
ing this argument, one inductively obtains (5/)"a; G F ( ) which together 
with the continuity of F gives 
d{z,Fz)<d[ Z,{SI)^X )+D( (SI)''X,FZ )<D( z,(SI)''x )+e( F{SI)^-'X,FZ 
75 
i.e., z e Fz as Fz is closed. Hence 2 is a common fixed point of the pair 
( 5 J , F ) ( r e s p . {TJ,G)). 
For proving (c), let us write 
Sz = S{SIz) = S{ISz) - SI{Sz) = IS{Sz) = I{S^z) = I{Sz) = SIz = z 
Iz = I{SIz) = IS{Iz) = SI{Iz) = S{Pz) = S{Iz) = SIz = z, 
which show that 2 is a common fixed point of 5,1, SI and F. Similarly it can be 
shown that z is also a common fixed point of T, J, TJ and G. 
Our next theorem presents yet another sharpened version of Theorem 6.2.2 and 
hence that of Theorem 6.2.1. The only improvement in this theorem is to require 
{SI, F) and (TJ, G) to be compatible pairs as opposed to weakly commuting pairs. 
Theorem 6.2.3. Theorem 6.2.2 remains true if we replace 'compatibility' for 
'weak commutativity' in the hypotheses and retain the rest of the conditions as they 
stand. 
Proof. Proceeding as in Theorem 6.2.2, one can show that is a Cauchy 
sequence and converges to a point z in X. Further, from (6.2.2.2) and (6.2'.2.3), we 
recall 
H{Fx2n,GX2n+x) < y2n+l) + T ^ " ^ = 0' • - ) 1 + a + p 
which yields that the sequence {Frro, Gx\, Fx2, . . . , Gx2n-i, Gx2n+i,...} is a 
Cauchy sequence in the complete metric space {CB{X), H) and hence converges 
to some M E CB(X). Consequently, the subsequences {Fx2n} and {Gx2n+i} also 
converge to M. 
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Now 
D{z,M) < d(z,TJX2n+l) + D{TJX2n+l,M), 
< d{z, TJX2n+l) + H{FX2n, M), 
SO on letting n ^ oo, we get 2 G M as M is closed. Further the compatibility 
of the pair {SI,F) implies that / / ( F{SIx2n), SI{Fx2n) ) 0 as n ^ oo. But 
D ( SI{TJx2n+i), F{SIx2n) ) < ^ ( SI{Fx2n), F{SIx2n) ) • So in view of the con-
tinuity of SI, we get D SIz, F(SIx2n) ) —> 0 as n ^ oo. Similarly, as the pair 
(TJ, G) is compatible with TJ continuous, we get D TJz, G{TJx2n+i) ) ^ 0 as 
n ^ CO. Now arguing as in Theorem 6.2.1, one can establish (a), (b) and (c). 
If we set 7 = 0, in Theorem 6.2.2 (resp. in Theorem 6.2.3), we have the 
following : 
Corollary 6.2.1. Let (X, d) be a complete metric space and let SI, TJ : X 
X be continuous single-valued mappings and F,G : X CB(X) be /f-continuous 
multi-valued mappings such that GiX) C SI{X) and F{X) C TJ{X). 
If the pairs {SI, F) and {TJ, G) are weakly commuting (resp. compatible mappings) 
and satisfy 
H{Sx, Gy) < a 
{D{Fx,SIx)Y + {D{Gy,TJy)} 
D{Fx,SIx) + D{Gy,TJy) 
+l3[D{Fx, TJy) + D{Gy, Six)], (6.2.1.1) 
ioi sl\x,y eX,Wii\iD{Fx,SIx) + D{Gy,TJy)^Q, a,P,j>Q, 2a+ 2/3+ ^<1. 
Then the conclusions (a), (b) and (c) of Theorem 6.2.2 (resp. of Theorem 6.2.3) 
remain true. 
77 
Corollary 6.2.2. Theorem 6.2.2 (resp. Theorem 6.2.3) remains true if we 
replace contraction condition (6.2.2.1) by the following : 
H{Fx, Gy) < a[D{Fx, Six) + D{Gy, TJy)] + p[D{Fx, TJy) + D{Gy, Six)] 
+ ^[d{SIx,TJy)l 
for all x,y e X, with a,/?,7 > 0 and 2q; + 2/? + 7 < 1. 
( 6 . 2 . 2 . 1 ) 
Proof. Corollary 6.2.2 follows from Theorem 6.2.3 by noting that 
{D{Fx,SIx)}' + {D{Gy,TJy)}^ ^ [D{Fx,SIx) + D{Gy,TJy)]' 
D{Fx,SIx) + DiGy,TJy) D{Fx,SIx) + D{Gy,TJy) 
^D{Fx,SIx) + D{Gy,TJy). 
(i) The foregoing corollaries present generalized hybrid fixed point theorems 
corresponding to the results contained in Fisher [22, 24], Kannan [56, 57], Jeong-
Rhoades [43], Ahmad-Imdad [1], Hardy-Rogers [32] and others. 
(ii) By setting ^ = 0,/? = 7 = 0, in contraction condition 6.2.2.1 (resp. in 
Corollary 6.2.2), one can deduce further corollaries. 
(iii) Further by choosing S,T,I,J,F and G suitably and modifying the re-
maining hypotheses accordingly, one can derive a multitude of known and unknown 
hybrid fixed point theorems from Corollaries 6.2.1 and 6.2.2. So far we are not aware 
of any hybrid fixed point theorem involving six mappings in the literature. 
As an application of Theorem 6.2.3, we derive a common fixed point theorem 
for six single-valued mappings as follows : 
Theorem 6.2.4. Let S,T,I,J,F and G be continuous self-mappings of a 
complete metric space {X, d) such that the pairs (SI, F) and (T J, G) are compatible. 
If F{X) C TJ{X), GiX) C SI{X) and for all x,yeX, either 
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d{Fx, Gy) < a {d{Fx,SIx)Y + {d{Gy,TJy)Y 
d{Fx,SlT) + d{Gy,TJy) 
+ (5[d{Fx, TJy)-^d{Gy, Six)] +^d{SIx, TJy) (6.2.4.1) 
when d{Fx, Six) + d{Gy, TJy) a, /?, 7 > 0 and 2a + + 7 < 1, or 
d{Fx, Gy) = 0, if d{Fx, Six) + d{Gy, TJy) = 0. (6.2.4.2) 
Then SI, TJ, F and G have a unique common fixed point z in X. Moreover, z 
is a unique fixed point of the pairs {SI, F) and {TJ, G). 
Further, if the pairs {S, I), {S, F), {IS, I){F, I), (T, J), {JT, J), {T, G) and (G, J) 
commute at then z remains a unique common fixed point of S, I, T, J, F and G 
separately. 
Proof. The proof is straight forward and can be obtained on the lines of The-
orem 5.3.1, hence it is omitted. 
Remark 6.2.1. (i) One may note that Theorem 6.2.4 can also be proved inde-
pendently on the lines of Imdad and Tariq [41] without any continuity under tight 
commutativity requirement of 'coincidently commuting property 
(ii) By choosing S, T, I, J, F and G suitably one can derive analogous results for 
single-valued mappings as those deduced in the foregoing corollaries. Some of them 
are new whereas rest are the improved versions of the results contained in Fisher [22, 
23, 24], Kannan [56, 57], Jeong-Rhoades [43], Ahmad-Imdad [1] and Hardy-Rogers 
•321. 
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§ 6.3. Related example 
Finally, we furnish an example to demonstrate the genuineness of our unification 
in Theorem 6.2.4 and hence in Theorem 6.2.2. 
Example 6.3.1, Consider X = [0,1] with the usual metric. Define self-
mappings Fx = x/l2, Tx = rr/2, Jx = x/A, Gx = j;/16, Sx = x/5, Ix = 
so that TJx = x/S and Six = a:/6. Clearly, G{X) = [0,1/16] C [0,1/6] = SI{X) 
and F{X) = [0,1/12] C [0,1/8] = TJ{X). Also the pairs of mappings {SI, F) and 
(T" J, G) are commuting hence wealcly commuting or compatible or weakly compati-
ble. 
Now for any x,y in X, one can have 
H{Fx,Gy)=diFx,Gy) = 
12 16 
1 ^ _ y 
2 6 8 
= ^ d{SIx,TJy) 
<a 
'[d{Fx,SIx)]^ + [diGy,TJy) 
diFx,SIx) + d{Gy,TJy) 
+ /3[d(Fx, TJy) + d{Gy, Six)] 
+ l/2d{SIx,TJy), 
which verifies the contraction condition (6.2.4.1) with 7 = 1/2 and 2a-\-2f3 < 1/2. 
Clearly '0' is the unique common fixed point of F, G, S, T, I and J. 
However, our unification is genuine because for x = 1/2, y — l/Z the contraction 
condition (6.2.4.1), with a = 7 = 0, gives 2/? > 1 which is a contradiction. Also for 
X = 0,y = 1 the contraction condition (6.2.4.1) with = 7 = 0 gives a > 1 which 
is again a contradiction. 
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CHAPTER 7 
ON COINCIDENCE AND COMMON 
FIXED POINTS OF NONLINEAR 
HYBRID CONTRACTIONS 
'Knowledge is two fold, and consists not only 
an affirmation of what is true, but in the 
negation of that which is false' 
(Charles Culton) 
CHAPTER 7 
On coincidence and common fixed points of 
nonlinear hybrid contractions 
§ 7.1. Introduction 
The study of fixed point theorems for multi-valued mappings was initiated by 
Kakutani [53] in the year 1941. He extended Brouwer's fixed point theorem for the 
n-cell to upper semi-continuous compact, nonempty, convex set-valued mappings 
of the n-cell. Later in 1946 Eilenberg and Montgomery [20] generahzed Kakutani's 
result to acyclic absolute neighborhood retracts and upper semi continuous mappings 
F such that F{x) is nonempty, compact, and acyclic for each x. Strother [99] in the 
year 1953 showed that every continuous multi-valued mapping of the unit interval of 
/ into the nonempty compact subsets of I has a fixed point but that the analogous 
result for the 2-cell is false. 
The development of metric fixed point theory for multifunctions was initiated 
by Nadler [65] and subsequently pursued by Markin [61], Assad and Kirk [5], Brow-
der [9] , Himmelberg [35] and several others. Hybrid fixed point theory for nonlinear 
single-valued and multi-valued functions is a relatively new development in the do-
main of contractive type multi-valued theory. 
During the last three decades several authors produced a spate of articles em-
ploying suitable contractive and weaker versions of commutativity conditions for 
hybrid pairs. See for instance ([13], [14], [54], [55] and the references given therein). 
* The contents of this chapter are published in Indian Jour, of Mathematics, 44 
(1) (2002), 59-71 
In this chapter we investigate the coincidence and common fixed points of non-
hnear hybrid contractions for multi-valued as well as for single-valued mappings. 
Our results generahze some earlier results of Cho et al. [13], Fisher [22, 23, 24], Di-
viccaro et al. [17], Popa [74] and several others. In proving our results we follow the 
definitions and conventions of Nadler (cf. Chapter 1, Section 1.4) and use some ba-
sic needed results established therein. We need not mention here the same to avoid 
the repetition. However, we use the following definition to prove our main theorem 
which merely restricts the full force of idempotence to points of coincidence. 
Definition 7.1.1 A pair of self-mappings (/, I) on X is said to be 'coincidently 
idempotent' ii both the partners / and I are idempotent at the points of coincidence 
of / and I. 
§ 7.2. Coincidence and common fixed point theorems 
In this section we prove some common fixed point theorems for nonlinear hybrid 
contractions for multi-valued mappings and derive several well known results as 
corollaries. 
In what follows, and T{X) denote 5(X) = U^ex-^x and T{X) = U^^^xTx, 
respectively. 
Our objective is to prove the following : 
Theorem 7.2.1 Let f,g,I and J be self-mappings of a complete metric space 
(X, d) with f l and gj be d-continuous whereas 5, T : X —> CB(X) be if-continuous 
multi-valued mappings such that. 
(i) T{X) C f I { X ) and S{X) C gJ{X), 
(ii) the pairs ( / / , S) and [gJ, T) are compatible mappings 
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(iii) for all x,y e X. 
cdifix, Sx)dP{gJy, Ty) + bd{flx, Ty)dP{gJy, Sx) HPiSx,Ty) < 
6{fIx,Sx) + 6{gJy,Ty) 
+ adPigJy,Ty), (7.2.1.1) 
for which 5{flx, Sx)+6{gjy, Ty) ^ 0, where p > 1, fe > 0, c > 0 and 1 < (c+2a) < 2. 
Then the following conclusions hold : 
(a) There exists a point z € X such that fiz G Sz and gJz E Tz, i.e., 2 is a 
coincidence point of the pairs ( / / , 5) and {gJ,T). 
(b) For each x e X either (i) fix f { f i f x fix 0 Sx (resp. gJx ^ {gJfx ^ 
gJx ^ Tx) or (ii) fix e Sx {flT^ z for some z e X (resp. gJx € Tx ^ 
{gJYx z for some z ^ X), then 2 is a common fixed point of the pair { f I , S ) 
(resp. {gJ,T)). 
(c) Moreover, if the pairs of self-mappings (/, /), ( / / , / ) , {g, J) and {gj, g) commute 
at the points of coincidence whereas, the pairs ( / , / ) and (5, J) are coincidently 
idempotent then 2 is a common fixed point of / , / , f l and S and of g, J, gJ and T. 
Proof. Choose a real number k with 1 < k < (2/c + and let xq be an 
arbitrary point in X. Since 5x0 C gJ{X), there exists a point xi in X such that 
gJxi e Sxo and so there exists a point y eTxi such that 
digJxuy)<kH{Sxo,Txi), 
which is always possible in view of Lemma 1.4.2. Since Txi C f I { X ) there exists a 
point X2 X such that y = flx2 and we obtain 
d{gJxi,fIx2)<kH{Sxo,Tx,). 
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Similarly, there exists a point x^ E X such that gJx^ G Sx2 and 
d{gJx^,fIx^)<kH{Sx2,Tx,). 
Inductively, one can obtain a sequence {3;„} in X such that 
fIX2n e Tx2n-1, U € N, 
gJX2n+l e Sx2n, U E NQ = N U {0}, 
d{gJX2n+uf IX2n) < kH{Sx2n,Tx2n-l), U E N, 
and d{gJX2n+l,f IX2N+2) < KH{SX2N,TX2N+L), N e Nq, 
where N denotes the set of positive integers. 
First, suppose that for some NE N. 
Sx2n) + 8{gJx2n+l,Tx2n+\) = 0 , 
then flx2n £ Sx2n and gjx2n+i £ Tx2n+i, which show that X2n is a coincidence 
point of f l and S whereas X2n+i is a coincidence point of gj and T. 
Similarly, if 8{fIx2n+2, Sx2n+2) + 5{gJx2n+hTx2n+i) = 0, for some n E N, then 
X2n+i is a coincidence point of gJ and T whereas X2n+2 is a coincidence point of f l 
and S. 
Now, suppose that 6{flx2n, Sx2n) + 8{gJx2n+i,Tx2n+i) 0, for some n E No- Then, 
using (7.2.1.1), we obtain 
d''{gJx2n+lJIX2n+2) < k^H^{Sx2n,Tx2n+l), 
< F 
< F 
cd{fIX2n, Sx2n)dP{gJX2n+l,TX2n+l) + bd{fIX2n, TX2n+l)dPi9JX2n+l, SX2n) 
6{fIX2n, Sx2n) + S{gJX2n+l,Tx2n+l) 
+adP{gJx2n+uTx2n+i) 
cd{fIX2n,gJX2n+l)d^{9Jx2n+lJIX2n+2) + bd{fIX2nJIX2n+2)d^{^^ 
d{fIX2n,gJX2n+l)+d{gJx2n+l,fIX2n+2) 
+adP{gJX2n+lJIX2n+2)] (7.2.1.2) 
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If d{g JX2n+\ J I X2n+2) = 0 and d{fIx2n,gJx2n+i) 0 in (7.2.1.2), then gJx2n+i = 
fIx2n+2 G Tx2n+i and so X2n+i IS a coincidence point of gJ and T. But the case 
of d(flx2n,gjx2n+i] = 0 and d{gJx2n+i,fIx2n+2) ^ 0 in (7.2.1.2) cannot occur. 
Infact, a d{fIx2n,gJx2n+i) = 0 and d{gJx2n+iJIx2n+2) 0 in (7.2.1.2), then we 
have dP(gJx2n+i,fIx2n+2) < k^adP(gJx2n+i, fIx2n+2)- Since < 1 as c > 0 and 
1 < A; < (2/c + we get d{gJx2n+i, fIx2n+2) — 0, which is impossible. 
Now from (7.2.1.2), we have 
dP(gJX2n+l,fIX2n+2) [ d{f IX2n, gJX2n+l) + d{gJx2n+U f IX2n+2) 
< kPdF{gJx2n+l,fIX2n+2) cdifIX2n,9Jx2n+l) + ad{fIX2n,gJx2n+l) + ad{gJX2n+lJIX2n+2) 
which imphes that 
digJx2n+ufIX2n+2) < ^ ^ ^ l ^ f e p Q ^^ d{f IX2n, 9JX2n+l), Or 
d(gjx2n+l, fIX2n+2) < /3d{flx2n, gJX2n+\), 
where P = {kP{c + a)-1/1- fc^a). 
Again, using (7.2.1.1), we get 
dr(9Jx2n+3,fIX2n+2) < k^HP{Sx2n+2,TX2n+l), 
'cd[fIX2n+2,SX2n+2)dP{gJx2n+l,TX2n+\) + hd{fIX2n+2P^X2n+l)dP{gJx2n+^^ 
6 (fIX2n+2,Si:2n+2 ) + S (gJx2n+l ,TX2n+l) 
+adP{gJx2n+i,Tx2n+i) 
cd{fIX2n+2,9Jx2n+5)dP{gJX2n+lJIX2n+2) + bd{fIX2n+2jIX2n+2)dP{9Jx2n+2,^^ 
d{fIX2n+2 ,gJX2n+3 ) + d{gJX2n+l ,fIX2n+2 ) 
+adP{gJX2n+lJIX2n+2) 
dF{gJX2n+3,fIX2n+2) d{f IX2n+2, 9 JX2n+3) + d{g JX2n+1, f IX2n+2) < 
< kPcd{fIX2n+2, gJx2n+i)dP{gJX2n+lJIX2n+2) 
•^k^adJ'{9 J X2n+l JI X2n+2) d{f IX2n+2^gJ X2n+3) + d{g J X2n+lJ IX2n+2) 
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which imphes that, if 
d{gJx2n+Z,IIX2n+2) a = 
d{fIX2n+2,gJx2n+\y 
then a^ + a^'^ < kP{c + (1 + Thus a < 1 and we have 
d{gJx2n+3jIX2n+2) < d{fIX2n+2,9JX2n+l)-
Repeating the above argument, since 0 < P < 1, where = , it follows 
that {gJxi, flx2, gJx^, flx^,..., gJx2n-i, flx2n, 9Jx2n+u . . .} is a Cauchy sequence 
in X. Since {X, d) is a complete metric space, let hm„_,oo gJ^-2n+i — linin-.oo flx2n = 
z. 
Now, we will prove that f i z e Sz, that is, z is a coincidence point of f l and S. 
For every n G N, we have 
d ( fIigJX2n+l), Sz)<d( fligjx2n^l), S{fIX2n) )+H{ Siflx2n), Sz ) 
(7.2.1.3) 
It follows from the //-continuity of S that 
lim i / ( S{fIx2n),Sz ) = 0 , (7.2.1.4) n—*oo \ / 
since flx2n —> 2 as n oo. 
Since the pair ( / / , 5) are compatible mappings and lim„_oo fizn = lim n—>oo Vn — 
where yn = gJx2n+\ G Sx2n and z^ = X2n, we have 
^hrn = jkn fJigJx2n+i),SfIx2n ) = 0. (7.2.1.5) 
Thus from (7.2.1.3), (7.2.1.4) and (7.2.1.5), we have \imn-.oo d{f I{gJX2n+i), Sz) = 0 
and so, from d{fIz,Sz) <d(^ flz,fl{gjx2n+i) ) fI{9J^-2n+i),Sz ) and the 
continuity of / / , it follows that d{flz, Sz) = 0, which implies that fiz e Sz as 
Sz is a closed subset of X. Similarly, we can prove that gjz G Tz, that is, z is a 
coincidence point of gJ and T. 
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For proving (b), assume that fix ^ which impHes that fix ^ Sx, we deduce 
that fix = {fl)^x e fI{Sx) = S{flx), which is always possible in view of Lemma 
1.4.1. Assuming that fix G Sx implies that {fl)"'x —> 2 for some z in X, it is 
straight forward to note that fiz = zhy continuity of f l . We assert that {fl)"'x G 
for each n. To see this let, {fl^x = f l { f l x ) G fI{Sx) = S{flx). 
Also { f i f x = fl[ { f i f x ) e / / ( S{flx) ) = S[ { f i f x ). Repeating this 
argument, one inductively obtains {f lYx G <5 ( {fIY~'^x ) which together with 
the continuity of S gives. 
d{z, Sz)<d[ z,{flTx ) +d{ {flYx,Sz )<d[ z,{flYx ) +h[ Sifir-'x,Sz ) 0, 
i.e., z E Sz as Sz is closed. Hence 2 is a common fixed point of the pair ( / / , 5). 
Similar argument shows the existence of common fixed point for the pair {gJ,T). 
For proving (c), let us write 
f z = f i f l z ) = f { l f z ) ^ f l i f z ) = l i f i f z ) ) = I { f h ) = l { f z ) = f l z = z 
Iz = l i f l z ) = I f i l z ) = fl{lz) = /(/^z) = f I z = 2. 
which show that 2 is a common fixed point of / , I, f l and S. Similarly it can be 
shown that 2 is also a common fixed point of g, J, gj and T. 
Corollary 7.2.1. By restricting f^g, / , J, S and T suitably and modifying the 
conditions (i) and (ii) accordingly, the derived conclusions corresponding to (a), (b) 
and (c) of Theorem 7.2.1, remain true if we replace contraction condition 7.2.1.1 by 
any one of the followings : 
cdifix, Sx)dP{gJy, Sy) + bd{flx, Sy)d^{gJy, Sx) 
{A) H%Sx,Sy) < 
8UIx,Sx) + 6{gJy,Sy) 
•\-adP{gJy,Sy), 
where b{flx, Sx) + 8{gJy, Sy) ^ 0. (obtained by setting S = T) 
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^ , ^ cd{fIx,Sx)dnfIy,Ty) + bd(fIx,Ty)dP{fIy,Sx) 
^^^ " - 5ifIx,Sx) + 6ifIy,Ty) 
+adP{fIy,Ty), 
where 6{flx, Sx) + 8{fly, Ty) ^ 0. (obtained by setting f = g and I = J) 
cdjfx, Sx)dP(gy, Ty) + bdjfx, Ty)dP{gy, Sx) 
6{fx,Sx) + 8{gy,Ty) 
+adngy,Ty), 
{C) H^iSx,Ty) < 
where 6{fx, Sx) + 6{gy, Ty) ^ 0. (obtained by setting I = J = Ix) 
cdifix, Sx)dP{gy, Ty) + bd{flx, Ty)d^{gy, Sx) (D) H^{Sx,Ty) < 
6{fIx,Sx) + 6{gy,Ty) 
+adP{gy,Ty), 
where 8{flx, Sx) + 6{gy, Ty) ^ 0. (obtained by setting J = Ix) 
cd(x, Sx)dP{y, Ty) + bd{x, Ty)dP{y, Sx) 
(E) HP{Sx,Ty) < 
6{x,Sx)+6{y,Ty) 
+a.dPiy,Ty), 
where 6(x, Sx) + S{y, Ty) ^ 0. (obtained by setting f — g = I = J = Ix) 
cdifx, Sx)dP(fy, Sy) + bd{fx, Sy)d^{fy, Sx) {F) HP{Sx,Ty) < 
6{fx, Sx) + 8{fy, Sy) 
where 8{fx, Sx)-\-8{fy, Sy) ^ 0. (obtained by setting f ^ g, S = T and I = J = Ix) 
Remark 7.2.1. (i) Corollary 7.2.1 corresponding to contraction conditions (A) 
to (F) presents a multitude of known and unknown hybrid fixed point theorems. 
Particularly, Corollary 7.2.1 corresponding to contraction condition (C) presents an 
improved version of Theorem 2.1 of Cho et al. [13] which in turn generalizes a result 
due to Popa [74 . 
(ii) if we set p = 1 in Theorem 7.2.1 and in Corollary 7.2.1, we can derive 
analogous results which are still new and present sharpened versions of some known 
results especially those contained in Cho et al. [13] and Popa [74]. Apart from 
known results some unknown results can also be derived. 
§ 7.3. Fixed point theorems for single-valued mappings 
In this section, using Theorem 7.2.1, we derive some common fixed point theo-
rems for single-valued mappings in a metric space. For this let S and T denote the 
single-valued self-mappings of a metric space {X,d) in Theorem 7.2.1, then we have 
the following : 
Theorem 7.3.1 Let f,g,I,J,S and T be continuous self-mappings of a com-
plete metric space {X, d) such that the pairs ( / / , S) and {gj, T) are compatible. If 
C gJiX),T{X) C fI{X) and for all x,yeX, either 
. . . ^ . . cdjflx, Sx)d^[gJy,Ty) + hd{flx,Ty)d^{gJy, Sx) 
^ ' dUlx,Sx) + d{gJy,Ty) 
^adP{gJy,Ty), (7.3.1.1) 
when d{flx, Sx) -f d{gjy, Ty) 0, where p > 1,6 > 0, c > 0 and 1 < (c -f- 2a) < 2, 
or 
d{Sx, Ty) - 0, if d{flx, Sx) -f d{gjy, Ty) = 0. (7.3.1.2) 
Then fI,gJ, S and T have a unique common fixed point z in X. Moreover, 2 
is the unique common fixed point of both the pairs ( / / , S) and {gj, T) separately. 
Further, if the pairs (/, /), ( / / , / ) , (/, 5), {S, I), (g, J), (gj, g), {g, T) and (T, J) 
commute at the points of coincidence, then z remains the unique common fixed 
point of / , / , S, T, g and J. 
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Proof. The existence of the point v with fiv = Sv and gJv = Tv is ensured 
by Theorem 7.2.1. From (7.3.1.2) since d(flv, Sv) + d{gjv, Tv) - 0, it follows that 
d{Sv,Tv) = 0 and so 
Sv = fIv = gJv = Tv 
Since the pair ( / / , 5) are compatible and fIv = Sv, by Lemma 1.5.1, we have 
fI{Sv) = SSv = Siflv) = f l i f l v ) , (7.3.1.3) 
which implies that d{fI{Sv), SSv)+ d{gJv,Tv) = 0, which on using (7.3.1.2) yields 
to d{SSv, Tv) = 0, giving SSv = Tv, and we obtain 
S{flv) = SSv=^Tv = fIv (7.3.1.4) 
Therefore fIv = z is a fixed point of S. Further, (7.3.1.3) and (7.3.1.4) implies that 
Sz = fiz = z. 
Similarly, we can show that 
Tz = gJz = z. 
Using (7.3.1.2), since d{flz, Sz) + d{gJz,Tz) = 0, it follows that 
d{Sz, Tz) = 0 and so Sz = Tz. 
Therefore, the point z is a common fixed point of f l , gj, S and T. The rest of the 
proof is straight forward hence it is omitted. 
Remark 7.3.1, By choosing f,g, I, J, S and T suitably one can derive analo-
gous results for single-valued mappings as those contained in Corollary 7.2.1 some of 
these are new whereas, rest are partially improved versions of the results contained 
in Fisher [22, 23, 24], Diviccaro et al. [17], Cho et al. [13], and others. 
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As a sample we present the following corollary deduced by setting p = 1 and 
f = g = I = J = S ^ T m Theorem 7.3.1. 
Corollary 7,3.1. Let / be a self-mapping of a complete metric space {X,d) 
with f { X ) C P{X) such that either 
cdipx, fx)d{py, f y ) + bdipx, fy)d{py, f x ) 
d i f x j y ) < d{PxJx)+diPyJy) 
+ad{pyjy) (7.3.1.1) 
when d{px, f x ) + d{py, /y) 0,6 > 0, c > 0 , 1 < (c + 2a) < 2, 
or d{fx^ f y ) = 0 if d{f'^x, f x ) + d{f'^y, f y ) = 0. Then / has a unique fixed point. 
§ 7.4. Some illustrative examples 
In this section, we furnish some examples to discuss the validity of the hy-
potheses of theorems discussed in the preceding sections which also establish the 
genuineness of our extensions over the earlier related results in the literature. 
Example 7.4.1. Let X = {1,2,3,4} be a finite set equipped with the metric 
d defined as 
d{l, 3) = d{l, 4) = d{2,3) = d{2,4) = d{3,4) = 1, 
and d{l,2) = 2. 
On X define / , / , J, S and T as follows : 
/ l = l , / 2 = 2 , /3 = 4 , /4 = 3, g = f , 
51 = 5 2 - 5 4 = 2,53 = 3, 
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T1 = T2^T3 = TA = 2, II = 1,12 = 2,13 = 3,14 = 4, 
J1 = 1,J2 = 2, J3 = J4 = 3. 
Now from 
Sifl{l)) = S i f l ) = 5(1) = 2 = f2^ / ( /2) = fliSl) 
5(//(2)) - S{f2) = 5(2) = 2 = f2 = / ( /2) = / / (52) , 
rf(5(//3), / / (53)) = d{SA, /4) = rf(2,3) = 1 = d{A, 3) = d{fI3, S3), 
d{SifM), fI{SA)) = d{S3, /2) - d{3,2) = 1 = d{fM, 54), 
fJ{Tl) = TifJl), fJ{T2) = T{fJ2), fJ{T3) = T{fJ3), fJ{TA) = T( /J4) , 
It follows that the pairs ( / / , S) and (/J, T) are respectively weakly commuting and 
commuting, hence compatible. Also the maps / , I, J, S and T are continuous and 
5(X) = {2,3} C {1,2,3,4} = f I { X ) , T{X) = {2} C {1,2,4} = f J { X ) . 
Now adopting Theorem 7.3.1 for p = 1, a routine calculation verifies the contraction 
condition (7.3.1.1) if we choose c = 3 / 2 , 6 = 2 and a = 1/5. Clearly, 2 is the unique 
common fixed point of / , I, J, S and T. 
However, our extension is genuine because on choosing rr = 3 and y = 4 in con-
traction condition g (cf. Chapter-1, Section 1.2), of Cho et al. [13], we get 1 < c/2 
which is not in heu of 1 < c < 2. 
Indeed Theorem 7.3.1 assures that f,I,S,T,g and J have a unique common 
fixed point in X. However, either / , or / or 5 or T or 5 or J may have other fixed 
points. One may note that the following component maps have more than one fixed 
point. For e.g. F{f) = {1,2}, F{I) = (1,2,3,4}, F(5) = {2,3}, Fig) = {1,2} and 
F{J) = (1,2,3}, where F{f) denotes the fixed point set of the map / and so on. 
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The following example exhibits that the condition of compatibility is necessary 
in Theorem 7.3.1. 
Example 7.4.2. Let X = [0,1] with the Euclidean metric d(x,y) = 
\ X — y (. Set f = g,S = T,I = J = ix{'. the identity mapping on X) and 
define f,S : X ^ X by 
Sx = - and f x = l-x 
4 2 
for all X ^ X. Note that / and S are continuous and 5(X) = C [0, J{X). 
Since d{Sx, Sy) = 0 for all x,y € X, all the conditions of Theorem 7.3.1 are satisfied 
except the compatibility of / and S. In fact, let {xn} be a sequence in X defined 
by = i for n = 1,2, Then we have 
hm fxn = lim — lim Sxn = lim 7 = ^ 
n-»oo Ti-»oo 2 4 n-*oo n—too 4 4 
but 
Thus / and S are not compatible mappings. But / and S have no common fixed 
points in X. 
Finally, one may note that the condition (7.3.1.1) (cf. Corollary 7.3.1) is not 
always a contraction as it needs f ( X ) C P{X). The following simple example il-
lustrates the situation better. 
Example 7.4.3 Consider X — [0, oo) equipped with usual metric. Define 
f{x) ~ 2x. Then for any x,y in X{x > y), the following holds : 
2x-2y \=d{fx,fy) 
< c 
Ax-2x Ay h\Ax-2y 2a: -Ay 
Ax-2x\ + Ay- ' \Ax-2x + 1 Ay -2y\ 
+ a\Ay-2y 
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Since x > y ^ ^x > Ay > 2y Ay ~2y < Ax-2y,2x - Ay <2x--2y < Ax-2y 
and Ay -2y <Ay - 2x and therefore 
2x - 2y |< 
Ax-2x\ \Ax-2y\ Ax-2y\ \Ay-2x 
Ay - 2y 
+ a \ Ax — 2y 
\Ax-2x 
< (a + b + c) \ Ax -2y 
< (a + b + c) \ Ax-Ay+ 2y 
<2{a + b + c)\2x-2y\ +2(a + b + c)y, 
which shows that condition (7.3.2.1) is verified as 6 > 0, c > 0 and \ < {c + 2a) < 2. 
Also '0' is the unique fixed point of / . Here, one may note that / is not a contraction 
in the usual sense. 
(7.3.2.1) 
•k-ki^-k 
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