We investigate the way in which the Gribov problem is manifested in the BRST quantization of simple quantum mechanical models by comparing models with and without a Gribov problem. To keep contact with the measure and action of the Faddeev-Popov path integral we quantize in the Hilbert space with conventional inner product and we consider only the conventional choice of the gauge fixing fermion. Furthermore we quantize under the standard assumption of hermitian BRST charge. In the construction of the physical subspace we are careful to avoid any formal arguments, and impose explicitly independence of physical transition amplitudes from the gauge fixing fermion. We find that the Gribov problem manifests itself on two levels. On the kinematical level we find that all physical states have zero norm. More crucially, however, we find on the dynamical level that no globally well defined gauge condition exists such that the physical subspace, constructed under the condition above, is isomorphic to the set of Dirac states. Thus BRST quantization is not equivalent to Dirac quantization. This can also be interpreted as a violation of the Batalin-Vilkovisky theorem. This implies a breakdown of unitarity and a general dependence of physical quantities on the gauge condition.
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I. INTRODUCTION.
The Gribov problem is one of the main obstacles in the non-perturbative quantization of gauge theories [1] . Singer's work [2] has shown that the Gribov problem is deeply rooted in the global structure of the configuration space of a gauge theory and that it can not be easily avoided unless one resorts to rather unconventional gauge fixing conditions with mostly undesirable features.
The way in which the Gribov problem effects the conventional Faddeev-Popov path integral has been investigated by many authors, and several suggestions as to how it can be circumvented have been put forward (see e.g. ref. [3] and references therein). A question which has received much less attention relates to the effect the Gribov problem has on the BRST quantization. Fujikawa suggested that it may be related to a spontaneous breakdown of the BRST symmetry [4] . On the other hand Govaerts suggested that it may be connected to a violation of the Batalin-Vilkovisky theorem [5] . Normally it is merely stated that the BRST is a local construction, and hence it is ignorant of the Gribov problem which is a global feature. However, in the construction of the physical Hilbert space, following the BRST approach, the boundary conditions on the wave functions, and thus the global structure of configuration space, is certainly important. One therefore expects the Gribov problem to show up explicitly here.
Our main concern here will therefore be the construction of the physical subspaces, following the BRST quantization, of models exhibiting the Gribov problem and those not possessing the Gribov problem. From this we extract the distinguishing feature which isolates the effect of the Gribov problem.
We proceed along the conventional lines of BRST quantization and the normal assumptions of quantum mechanics. Thus we quantize in the Hilbert space with conventional inner product and with the assumptions that (1) the BRST operator is hermitian and (2) physical observables are hermitian on the physical subspace [6] . We also restrict our considerations to the conventional choice of gauge fixing fermions, giving rise to the Faddeev-Popov action [6] . This is done to keep contact with the Faddeev-Popov path integral which results from this inner product and gauge fixing fermion. In this way we can isolate the point at which the conventional approach breaks down in the presence of Gribov copying.
Our approach is somewhat unconventional when we construct the physical subspace. As usual we construct the physical states as the zero ghost number states annihilated by the BRST charge [6] . In addition, however, we also require explicitly that physical transition amplitudes are independent from the gauge fixing fermion, i.e., that the Batalin-Vilkovisky theorem holds. This is done in order to make the tacit assumptions behind the BatalinVilkovisky theorem explicit. We then define the physical subspace as usual through the cohomology, i.e, physical states are defined mod exact states. The question that arises is if the physical subspace defined in this way for a particular gauge fixing fermion is isomorphic to the set of Dirac states. If it is not, the BRST quantization can not be equivalent to the Dirac quantization and such a gauge fixing fermion has to be discarded. Alternatively one can interpret it as a breakdown of the Batalin-Vilkovisky theorem for this gauge fixing fermion.
Using the conventional gauge fixing fermion, we find in the presence of the Gribov problem that no globally well defined gauge fixing condition exists which yields a physical subspace isomorphic to the set of Dirac states. In particular such a gauge fixing condition can not be of the class C 2 everywhere. This seems to confirm the conclusions of [5] . Here we concentrate on the conventional BRST quantization using a conventional gauge fixing fermion which leads to the Fadeev-Popov path integral. There are of course unconventional alternatives which one can begin to investigate. Firstly, one can consider other possible inner products [7] or choices of gauge fixing fermions which may allow for a consistent quantization even in the presence of Gribov copying. This will, however, lead to unconventional path integrals. More drastically one can consider dropping the condition of a hermitian BRST charge. This will, however, at the very least, require a drastic revision of the BRST quantization procedure. The reason is simply that one looses the property that BRST exact states are orthogonal to physical states and, particularly, that BRST exact states have zero norm. Thus the basic philosophy of the BRST quantization scheme, namely, that BRST exact states have to be identified with the null vector as they have zero norm, is invalidated. Furthermore one cannot argue that BRST exact states will not contribute to physical transition amplitudes. We shall not pursue these possibilities here as they already begin to address the issue of modifying the conventional BRST procedure in order to avoid the Gribov problem.
The paper is organized as follows: In section 2 we present the two quantum mechanical models we study and discuss their BRST quantization. In section 3 we construct the physical subspaces associated with the models and show how the Gribov problem manifest itself. In section 4 we present our conclusions.
II. THE MODELS
The Lagrangians describing the models we consider are
with x ∈ IR 2 , y ∈ IR and T the 2 × 2 anti-symmetric matrix with T 12 = 1. We shall refer to (2.1a) as model I and (2.1b) as model II.
Both models exhibit a gauge symmetry. In the case of model I we have invariance under the transformation x → e θT x, y → y +θ and for model II under x 2 → x 2 + θ, y → y +θ. As normal the gauge invariance is associated with the existence of constraints. They are the primary first class constraints
for model I and
for model II, where p q denotes the momenta canonically conjugate to variable q. The Hamiltonians associated with the models are (i = 1, 2)
with V 1 a function of x 2 only and V 2 a function of x 1 only. We want to stress that model I has a Gribov problem, but model II not [8] . Consider for example a gauge fixing condition χ (x) such that it is continuous and single valued. Then one easily sees that for any x satisfying χ(x) = 0 the equation for Gribov copies χ (e θT x) = 0 always has an even number of solutions, thus a Gribov problem exists (a gauge fixing surface (the curve χ(x) = 0) intersects each gauge orbit (a circle centered at the origin) at least twice). For model II it is, however, possible to find gauge conditions with the above properties such that the gauge condition has a unique solution (e.g. χ(x) = x 2 = 0).
To BRST quantize one extends the classical phase space to include the Lagrange multiplier y and its canonically conjugate momenta p y . One also introduces ghost and anti-ghost degrees of freedom, associated with the two constraints in each model, and their canonically conjugate momenta [6] . The extended phase space is thus (x, p x , y, p y , η, p η , η, p η ) where all variables are taken to be real. Denoting by q i , p i bosonic variables and θ α , π α fermionic variables, one introduces the graded Poison bracket as usual [6] [
Here ∂ denotes left derivation and ǫ F is the Grassmann parity (ǫ F = 0 bosons, ǫ F = 1 fermions). Note that our definition deviates slightly from that of [6] as we treat the ghost momenta as real variables. The Poison brackets of the coordinates and momenta are given by
One also introduces the ghost number [6] 6) and the BRST charge for the two models [6] 
Note that ǫ N = 0, ǫ Q i = 1 and Q 2 i = 0. Finally one extends the dynamics to the full phase space by introducing the BRST extended Hamiltonian [6] 
Here ρ is a gauge fixing fermion of the general form
with ρ 1 and ρ 2 arbitrary functions of x, y. Here we only consider the conventional choice [6] 
where χ(x) is an arbitrary real gauge fixing function. Any system observable can be extended to the full phase space in this way. One easily verifies that
so that the ghost number and BRST charge are conserved.
Quantization proceeds as usual by replacing the observables by linear operators acting in some Hilbert space and the Poison bracket by −i the graded commutator
This results in the following canonical commutation relations for the coordinates and momenta
We use the Schrödinger realization for the operator algebra (2.12). For this purpose we consider the space of functions ψ (x, y, η, η) with inner product [6] ψ | φ = i dx dy dη dη ψ * φ (2.13) (note that (dηdη) * = −dηdη, therefore the factor i). For the moment we leave the boundary conditions on the function ψ (x, y, η, η) open. We shall address this issue below. The operator algebra (2.12) is then realized by
14)
The ghost number operator, BRST charge and Hamiltonian are obtained by applying (2.14). One easily checks that η, p η have ghost number 1, while η, p η have ghost number −1. Thus Q i have ghost number 1 and ρ ghost number −1. The ghost number also provides a grading on the Hilbert space and we can write
where V 0 , V −1 and V 1 are, respectively, the ghost number 0, -1 and 1 states
As the ghost number operator is anti-hermitian, one easily verifies that [6] 
The conventional BRST procedure is to identify the physical subspace with the zero ghost number cohomology of Q, i.e.,
The rational behind this procedure is that Q−exact states are orthogonal to physical states and have zero norm. Thus they do not contribute when the matrix elements of any physical observables, i.e., an observable that commutes with Q, are calculated. Hence Q−exact states should be identified with the null vector, which leads us to the cohomology. The hermiticity of Q is rather crucial for this procedure. The reason is that in the absence of hermiticity one fails to conclude that for any state ψ 0 such that Qψ 0 = 0, ψ 0 | Q φ = 0 or that Q φ | Q ψ = 0. Before proceeding to identify the physical subspace, or effectively solving the cohomology problem, we should therefore sharpen our definition of the Hilbert space (2.13) to ensure hermiticity of Q. This requires a closer look at boundary conditions.
For a unifying treatment of the two models, let us denote the constraints σ i = −i
∈ (−∞, ∞). With this notation, the notation of (2.16), and using (2.17), one easily verifies that hermiticity of Q requires
Here we used +y, +q and −y, −q to denote the upper and lower bounds of the integration, respectively. Furthermore dx denotes the measure after the q degree of freedom has been integrated out. Since (2.19b) has to hold for arbitrary C 1 and C 2 , we have to impose the boundary conditions C ±y = 0, C +q = C −q for model I and C ±y = 0, C ±q = 0 for model II. Returning to (2.19a) A point to note is that a sufficient, but not necessary, condition to ensure hermiticity of Q (see eq. (2.7), (2.13) and (2.14)) is to impose hermiticity of p y . We refrain from imposing this stronger condition for two reasons (1) p y is Q-exact and thus not physical and (2) it is easy to see that hermiticity of p y leads to more stringent boundary conditions on A and B than (2.20) so that it yields a smaller physical subspace.
III. THE PHYSICAL SUBSPACE
Now that we have identified the Hilbert space in which the physical subspace should be sought, i.e., the cohomology problem should be solved, we can proceed to do so. We therefore have to solve the conditions for a physical state [6] N ψ ph = Q ψ ph = 0 , where H i and H s i were defined in (2.8) and (2.3), respectively. Since Q-exact states are orthogonal to physical states and have zero norm, the gauge dependence, which only enters through the Q-exact part, drops out from the physical transition amplitude. Although this argument is formally correct, it tacitly assumes that the state |φ belongs to the Hilbert space on which Q is hermitian, i.e., that the boundary conditions (2.20) hold for this state. Clearly this is by no means guaranteed and depends on the properties of the gauge fixing fermion. One can therefore take the point of view that the gauge fixing fermion has to be restricted to a certain class or, alternatively, that given the gauge fixing fermion, certain limitations on the physical states are implied.
Although the first point of view is more constructive, it is easier to implement the second. Therefore we take here the point of view that, given the gauge fixing fermion, the only acceptable physical states are those for which the transition amplitudes do not depend on the gauge fixing fermion, i.e., for which the Batalin-Vilkovisky theorem holds. Thus we impose this explicitly as an additional condition, apart from (3.1), on the physical states. As before the physical states are defined mod Q-exact states. We denote the quotient space obtained in this way by V ′ ph . For an acceptable gauge fixing fermion this subspace should be isomorphic to the set of Dirac states.
For a physical transition amplitude to be independent of the gauge fixing fermion, we have to require
Expanding the exponential on the left hand side of (3.3) we note that a generic term has the form
where we have used (3.1) and [Q , H s i ] = 0. We note from (3.4) that for (3.3) to hold, we must require
We now proceed to construct the physical subspace satisfying the conditions (3.1) and (3.5), subject to the boundary conditions (2.20). We take for the gauge fixing fermion the conventional form (2.9b). We first solve the condition (3.1). A general ghost number zero state has the form A η η + B. The condition Q ψ ph = 0 then implies
The solution can easily be written down
where p y a = 0 and F is given by
Before proceeding, we calculate the norm of the states (3.7). A simple calculation shows that the norm is given in model I (boundary conditions (2.20a)) by
and in model II (boundary condition (2.20b)) by
We first analyze model I. Then condition (3.5a) and (2.20a) imply
We first show that for a finite norm we must have a = 0. Since we require ψ ph |ψ ph < ∞, we note from (3.7b), (3.8a) and (3.9) that we must have for a = 0 that F ±y < ∞. Thus B ±y = (i p y F ) ±y = 0. From (3.9) we then have F +y = F −y = −iσ −1 a (obviously (3.9) can only be satisfied if the scalar (w.r.t. rotations) part of a vanishes), which yields from (3.8a) a zero norm. These are in fact Q-exact states which lie in the cohomology class of the null state. To see this, note that these states can be expressed as QCη with C = iF − σ −1 a so that C ±y = 0 and thus Cη ∈ V −1 . For a = 0 we must have (σ F ) ±y < ∞ and thus B ±y = B (note that (3.9) can only be satisfied if the scalar part of χ vanishes). We therefore have for the set of physical states (3.1)
The norms of these states are given by
The Gribov problem manifests itself already on the kinematical level in eq. (3.12). To see this we note that the global (in the sense that it is independent of the state vector) term 2π 0 dθχσ −1 χ factorizes from (3.12). Since χ has no scalar part it can be written as χ = σχ ′ , so that this term becomes 2π 0 dθχ ′ σχ ′ . A single valued χ ′ will be periodic in θ so that this term vanishes and all physical states have zero norm. Seeing that this is a global term one can of course argue that this difficulty can be avoided by some appropriate regularization to yield finite norms. As one may expect, the Gribov problem is of a more fundamental nature and can not be avoided by this naive argument. Indeed, below we show that the Gribov problem also manifest itself on the dynamical level in the form of a breakdown of the Batalin-Vilkovisky theorem on the subspace (3.11). This is the crucial point at which the Gribov problem causes a breakdown of the conventional BRST quantization scheme.
Assuming some regularization of the global factor in the norm (3.12), we note that there is an infinity of physical states having the same norms. All these states differ by a Q−exact state, as one may expect, and therefore constitute only one element of the cohomology and thus one physical state. This is easy to see. Decomposing B = B 0 +B with σ B 0 = 0, we note that B . Then from (3.10) F ′±y = F ±y . Hence F ′ = F + δF with δ F ±y = 0 and B ′ = B + δ B with δB = ip y δF . Therefore we can express the difference between two such states as QiδFη where iδFη ∈ V −1 . We conclude therefore that the states (3.11) mod Q−exact states are in a one-to-one correspondence with the Dirac states.
At this point we have recovered the well known result [6] that the zero ghost number cohomology is in a one-to-one correspondence with the Dirac states. We have only been very careful in insuring that the gauge fixing fermion applied to a physical state leads to a state in the Hilbert space with boundary conditions (2.20). However, we still have to fulfill the conditions (3.5b) and (3.5c) to ensure that the Batalin-Vilkovisky theorem holds. If these condition lead to further constraints on the physical states, we will lose the isomorphism with the Dirac states which would imply a breakdown of the Batalin-Vilkovisky theorem on the subspace (3.11). We start with (3.5b). We note that
with
We note from (2.20a) and (3.9) that B ′ +q = B ′ −q . Using (3.9) with a = 0 we have B ′ ±y = 0 and F ′ ±y = 0 so that (3.13) belongs to (3.11) with b ±y 0 = 0. This is, of course, consistent with the fact that (3.13) is Q−exact and has zero norm. Thus (3.5b) is satisfied without any additional constraints.
The crucial condition in which the Gribov problem exhibits itself is condition (3.5c). This states that if ψ ph belongs to (3.11), so must H with f real. Since χ is real and H s 1 is hermitian, consistency requires that f is a function of r only. Calculating the commutator we have
from which we conclude
From the first equation in (3.19) we calculate ∇ 2 χ = −iσf so that the second equation implies σf = 0, consistent with our earlier observation that f is a function of r only. From (3.19) we then find
From (3.20) follows that in general ∂ 2 ∂ 1 χ = ∂ 1 ∂ 2 χ almost everywhere so that χ is almost nowhere of class C 2 . Demanding equality we solve f (r) = r −2 and χ = − arctan(x 2 /x 1 ), so that χ is everywhere of class C 2 except at the origin. Note also that χ is not a single valued function of x. The latter result is of course no surprise as χ is just the angle θ and
. Going to polar coordinates, the laplacian contains σ 2 1 so that the commutator with χ is proportional to σ 1 .
We conclude that there is no globally well defined χ such that (3.16) holds for all scalar functions. Thus for any globally well defined gauge condition this implies that the set of states for which the Batalin-Vilkovisky theorem holds, does not coincide with the set (3.11) and can therefore not be isomorphic to the set of Dirac states. Consequently we have to interpret this as a breakdown of the Batalin-Vilkovisky theorem on the space (3.11) for this particular class of gauge fixing conditions. Since this class of gauge fixing fermions leads to the Fadeev-Popov prescription, it signals a similar problem there.
Let us return to model II. Conditions (3.4) and (2.20b) now lead to
For a finite norm we must have for a = 0 that F ±y < ∞ and F ±q < ∞. Thus B ±y = (i p y F ) ±y = 0 and (σ F ) ±q = 0. Combining this with (3.21b), we note that in order to have a finite norm we must require a +q = a −q = 0 and (assuming χ ±q = 0) B ±q = 0. From (3.21a) we also have a = iσF +y = iσF −y . As before the resulting state is Q−exact and has zero norm . If a = 0 we have for a finite norm (σ F ) ±y < ∞ and F ±q < ∞ so that B ±y = B The main difference now resides in the structure of σ. In model II σ 2 = p 2 , and one easily checks that (3.16) is satisfied for any function of x 1 if we choose χ = x 2 . Thus a globally well defined gauge fixing function exists such that the Batalin-Vilkovisky theorem holds on the space (3.11) which is isomorphic to the set of Dirac states. Returning to the norm (3.12) the global term that factorizes for χ = x 2 is ∞ −∞ dx 2 x 3 2 , which yields after regularization a well defined definite norm.
It is interesting to note that if the potential V (r) of model I has a well developed minimum at r = 0, and one expands around this minimum, keeping only leading order terms, then model I reduces 'locally' to model II so that a gauge condition like χ = x 2 can be used 'locally' in model II.
IV. DISCUSSION AND CONCLUSIONS.
We have investigated the BRST quantization of models with and without a Gribov problem, using the conventional class of gauge fixing fermions which leads to the FadeevPopov prescription. In the construction of the physical subspace we have insisted that physical transition amplitudes are independent from the gauge fixing fermion, and thus that the Batalin-Vilkovisky theorem holds. In the presence of the Gribov problem we found no globally well defined gauge fixing condition which yields a physical subspace, constructed under the aforementioned condition, isomorphic to the set of Dirac states. This we interpret as a breakdown of the Batalin-Vilkovisky theorem. In the absence of the Gribov problem a globally well defined gauge fixing condition, yielding a physical subspace isomorphic to the Dirac states, does exist, implying that in this case the BRST quantization procedure is equivalent to the Dirac procedure.
Here we have not considered other possible choices of the inner product or gauge fixing fermions which would lead to unconventional actions and measures in the path integral formulation, but which may resolve the problem encountered in the conventional approach. Indeed, one can take the point of view that the inner product and gauge fixing fermion should be constructed so that the condition imposed above holds on the physical subspace which should be isomorphic to the set of Dirac states.
