This paper establishes the time consistent property, i.e., the dynamic programming principle (DPP), for learning mean field controls (MFCs). The key idea is to define the correct form of the Q function, called the IQ function, for learning MFCs. This particular form of IQ function reflects the essence of MFCs and is an "integration" of the classical Q function over the state and action distributions. The DPP in the form of the Bellman equation for this IQ function generalizes the classical DPP of Q-learning to the McKean-Vlasov system. It also generalizes the DPP for MFCs controls to the learning framework. In addition, to accommodate model-based learning for MFCs, the DPP for the associated value function is derived. Finally, numerical experiments are presented to illustrate the time consistency of this IQ function.
Introduction
MFC/MKV controls. McKean-Vlasov (MKV) processes are stochastic processes governed by stochastic differential equations whose coefficients depend on distributions of the solutions. They were first studied by Henry McKean in 1966 [24] . Nowadays, MKV processes are broadly applied to model collective behaviors of stochastic systems with a large number of mutually interacting agents. MKV controls concern the optimal control of such systems where exchangeable agents interact through the empirical measure of their states. As such, MKV controls are often called mean-field-type controls (MFCs) and are closely related to Mean-Field Games (MFGs). (See [20] and [16] and the references therein).
Mathematically, MFC is the limiting regime of games with infinite number of players, and studies the Pareto optimality for such collaborative games. Therefore analyzing MFCs is simpler than directly studying the large stochastic systems, with good approximations of the latter [19] . In addition to the rapid development on theory of MKV systems and MFCs, [3, 7] , there is a growing literature on their applications, including the MKV system in [13] for systemic risk assessment, MKV controls in [25] for a large benevolent planner such as government or the central bank to control taxes or interest rates, and MKV controls in [1] for consumers to choose between new energy resources such as solar panels and traditional ones.
MKV/MFC and time inconsistency. Dynamics of most controlled stochastic systems, unless with clear underlying physics principles, are unknown a priori. Examples abound: multi-player online role-playing games [17] , high frequency tradings [22] , and the sharing economy [15] , to name a few. Thus it is necessary to consider both learning and control simultaneously. However, literature on learning MFCs virtually does not exist, except for some very recent works of [8] , [9] and [29] . They design learning algorithms with the assumption of the dynamics programming principle (DPP) (i.e., the Bellman equation) in their learning frameworks. Indeed, it appears natural to assume DPP for MFCs: MFCs are similar to classical control problems and Markov decision problems (MDPs), both of which rely on the well-established DPP for analysis. However, MFCs differ fundamentally from classical controls or MDPs in that parameters in MKV systems depend on both the marginal distributions of the state and the control. In fact, it has been well recognized that DPP in general does not hold for the controlled MKV system due to its non-Markovian nature ( [2] , [5] , and [6] ). That is, MFC problems are inherently time inconsistent. This time inconsistency issue for MFCs has only recently been resolved in a series of papers by considering appropriately enlarged state spaces, including [21] and [26] for a finite time horizon MFCs and [11] for a general MFC framework.
Our Work: time consistency in learning MFCs. Nevertheless, the plague of this time inconsistency issue persists in designing learning algorithms for MFCs. In particular, Example 3.1 in Section 3.1 shows that with a misspecified Q function, MFC problem would be time inconsistent again: with different initial actions the Q-learning algorithm converges to different values. Time consistency property is critical for various RL algorithms. For model-free learning, consistency of Q function is essential for algorithms including Q-learning ( [31] ) and Actor-Critic method ( [18] ). For model-based learning, consistency of the value function is the foundation for algorithms involving value iteration and policy evaluation ([12] ).
In this paper, we resolve this time inconsistency issue. For model-free learning, our focus is the Q function; for model-based learning, we consider the value function. We will rigorously establish DPP for both an appropriately-defined Q function and its corresponding value functions.
Our first step is to define the correct form of Q function for learning MFCs. To differentiate it from the classical Q function, we call it an IQ function. This particular form of IQ function reflects the essence of MFC (or MKV control problem) as a collaborative game and as the central controller's control problem. A central controller is to coordinate efforts from each individual agent for social optimality. Mathematically, it is an "integration" of the classical Q function over distributions of the state and action from each individual, hence the name "integrated Q (IQ)" function. (See Section 3.4). We then establish the DPP in the form of the Bellman equation for this IQ function. This DPP generalizes the classical DPP of Q-learning for the MDP setting to the MKV system. (See [30] [31] , and the standard references [4] and [27] for the classical DPP). It also generalizes the DPP for MFCs controls ( [21] , [26] , and [11] ) to the learning framework. In addition, to accommodate model-based learning for MFCs, we establish the DPP for the value function. Finally, we illustrate through numerical experiments the time consistency of this IQ function.
Our contribution. Our work of DPP for learning MFCs differs in two key aspects from [21] , [26] , and [11] on DPP for value functions of MFCs: one is the aforementioned IQ function for the learning environment, another is the incorporation of relaxed controls instead of strict control adopted in these works. Relaxed control is a larger set of strategies often encountered in the optimization and learning literature. Relaxed controls are essential for reinforcement learnings which are characterized with exploration and exploitation [27] . Indeed, with limited information of the system, it is necessary to explore and consider a randomized policy with actions/controls sampled from a distribution of actions. (See [32, 10] , and [23] ). This kind of randomized strategies, also known as mixed strategies for game theory, is exactly the relaxed control in control theory. (See [33] and also some recent work [28] ). From a control perspective, relaxed controls are also necessary. In classic controls with concave reward functions, the optimal control is necessarily a pure control even for MFGs and MKV controls [19] . However, for large-scale optimization and machine learning problems, l 1 and l 2 norms or entropy terms of the action/state distributions are often introduced either for regularization purpose or to encourage exploration. Consequently, the value function is neither convex nor concave and the optimal control may be a relaxed type.
To the best of our knowledge, this is the first time DPP is rigorously established for learning MFCs, both for the IQ function and for the value function.
Outline of the paper. The rest of the paper is organized as follows. Section 2 formulates the discrete time MFCs problem, with preliminary analysis. Section 3 introduces the IQ function for learning MFCs and establishes corresponding DPP in the form of Bellman functions for both the IQ function and the value function. The paper concludes by revisiting the motivating example 3.1 with the performance of the IQ function. In MFCs, a central controller dictates all agents. At each time t , t being a positive integer no more than T , the state of each agent is s t ∈ S. The central controller observes the probability distribution µ t ∈ P(S) of state s t , (a.k.a. the population state distribution). Each agent takes an action a t ∈ A according to some policy π t assigned by the central controller. Then each agent will receive a reward r(s t , µ t , a t ) and her state will move to the next state s t+1 according to a probability transition function of mean field type P (s t , µ t , ·). P and r are possibly unknown.
The accumulated reward of the central controller at the time t, given a random variable ξ and a policy π π π, is defined as v π π π t (ξ) = E π π π T i=t γ i−t r i |s t = ξ , (2.1) subject to
where the factor γ ∈ (0, 1], E π π π denotes the expectation under policy π π π, P : S × P(S) × A → P(S) is probability transition function, and r : S × P(S) × A → R immediate deterministic reward function. When T < ∞, we fix γ = 1. When T = ∞, we take 0 < γ < 1.
The admissible control policies are restricted to be of a Markovian feedback form. That is, at each time 1 ≤ t ≤ T , π t = π t (s t , µ t ). Moreover, the control is a relaxed type, that is, π t : S × P(S) → P(A) maps current state and the current state distribution to a distribution over the action space. This differs from a strict control α t which is defined from S × P(S) → A. In fact, a strict control is viewed as π t = δ αt , the point mass at some α t : S × P(S) → A. We denote by Π t the admissible policy set starting from time t. A = {π : S × P(S) → A} and (P(A)) S = {h : S → A}.
The goal of the central controller is to maximize over all policies the reward function
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and to search for an optimal policy (if it exists) when P or r are unknown.
Preliminaries
Throughout the paper, we shall assume for the well-definedness of the problem
The following problem setting will ensure the Outstanding Assumption (A). Assume S and A are endowed with appropriate respective metrics d S and d A . Let P(S) be endowed with a Wasserstein distance of order 2 such that for any given two probability measures ν 1 , ν 2 ∈ P(S)
If both S and A are finite, then we assume that P(S) and P(A) are compact and embedded in some Euclidean spaces. Moreover, assume
Note that classical MDP problems with finite state and action trivially satisfy Assumptions (A1)-(A2)-(A3). Note also when S or A is continuous space, one can use the norm instead of the metric in Assumption (A1)-(A2)-(A3). One can check that under Assumption (A1), for every policy π π π ∈ Π, there exists some constant C with a bit use of notation
under Assumption (A2),
Then the Outstanding Assumption holds with suitable choice of γ with respect to the constant C.
Next, one can establish the following lemma for relaxed controls. This lemma shows that the value function v π π π t (ξ) can be rewritten in terms of state distribution flow µ µ µ = {µ t } t and depends on initial random variable ξ only through its probability distribution µ. In particular, when h = δ α for some α : S → A (i.e., π t is a strict control),
withr defined in (2.4) .
We also have the flow property of µ t . Note that the distribution flow {µ i } i≥t depends on policy π π π and initial distribution µ starting from time t. In the rest of the paper, if needed, we shall stress this dependence by writing {µ t,µ,π π π i } i≥t . Lemma 2.2 (Flow property of µ t ) Given any h : S → P(A), then the evolution of the state distribution is given by
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Here
In particular, when h = δ α for some α : S → A (i.e., π t is a strict control),
Proof. Fix π π π ∈ Π 1 . For any bounded measurable function ϕ on S, by the law of iterated conditional expectation:
a∈A π t (s, µ t , da)P (s, µ t , a, ds ).
2 Notice that the above argument holds for both a finite horizon and an infinite horizon case.
The above lemma on the flow property of µ is critical for establishing the DPP for learning MFCs. It suggests that MFCs may be viewed as an MDP problem with the state variable s t replaced by the probability distribution flow µ t .
Bellman equation of IQ function for learning MFCs
In this section, we will address the time inconsistency issue of Q-learning for MFC problem.
The first step is to define appropriate Q function for learning MFCs.
Learning MFC and time inconsistency: an example
Recall the classical RL for MDP problem: at each time t = 1, · · · , T , the agent at state s t ∈ S chooses her action a t ∈ A according to some policy π : S → P(A), she will then receive a reward r(s t , a t ) and her state moves to s t+1 according to P (s t , a t , ·), where r and P are possibly unknown. The Q function is used to derive the total reward for the agent given her current state s t and action a t :
where r is the reward function, v t is the optimal value function of the problem at time t, and P (s t , a t , ·) is the Markov transition probability. However, such Q function update with the state variable s and the action variable a will not be time consistent for learning MFCs, as indicated below. (i = 0, 1). After each action she will receive a reward −W 2 (µ t , B). Here µ t denotes the probability distribution of the state at time t, and B is a given Binomial distribution with parameter p (0 ≤ p ≤ 1). Fix any arbitrary initial state distribution
Assume now the central controller takes the standard form of Q function with the state variables s instead of the state distribution µ, then at each iteration t, the standard Qlearning update leads to
Here l is the learning rate, γ is the discount factor to balance the immediate and the future rewards, and r t is the observed reward sampled from taking action (a 1 , a 2 ). Here (s 1 , s 2 ) = (0, 1) is fixed from a central controller's perspective as she needs to coordinate players in both states. Note that µ t does not appear in this standard Q function. Following this Q-update, the experiment result on the convergence of Q function with different initial actions is reported below, with T = 100, µ 1 = (0.3, 0.7), p = 0.6, l = 0.4 and γ = 0.5. 
Initial actions
Here a j t ∈ {N, M } is the action from all players in state j at time t ≥ 1. Note the time inconsistency here: when the learner takes different initial actions, the Q table will converge to different values as {Q T (s 1 , s 2 , i, j)} i,j shows. The culprit: with this Q function, the state space and the action space are not sufficiently rich to ensure the DPP or the Bellman optimality for (3.7). Secondly, Lemma 2.2 suggests that once a policy π π π ∈ Π 1 is given, the dynamics of the state distribution is determined by µ t+1 = Φ(µ t , π t (µ t )), which is a deterministic process through π t in P(S). Therefore, the second argument of the Q function should be an element in (P(A)) S , rather than a single action in A or a probability distribution on A.
IQ function for learning MFCs
Hence, the proper definition for learning MFCs should take the following form.
Definition 3.1 (IQ for learning MFCs)
Q t (µ, h) = sup π π π∈Π t+1 Q π π π t (µ, h),
DPP: Bellman Equation for IQ function
Now we establish the DPP for this IQ function, in the form of the following Bellman equation. (2) Finite horizon: for any (µ, h) ∈ P(S) × (P(A)) S , we have
We prove for the infinite horizon case. The proof can be easily adapted to the finite time horizon case. Two technical lemmas proceed the proof of Theorem 3.1. The first one shows that value function v and the IQ function are independent of time. The second one establishes the relation between the value function v and the IQ function, as in the classical MDP problem between the value function and the Q function. v π π π 1 (µ), Q t (µ, h) = sup π π π∈Π 2 Q π π π 1 (µ, h).
Here Π t is the admissible policy set starting from time t.
Proof Let us introduce the pair of state distribution and policy {(μ i ,π i )} ∞ i=1 by the shift
Given
µ 1,µ,π π π i+1 = Φ(μ 1,µ,π π π i ,π i (μ 1,µ,π π π i )), i ∈ N.
Then, for any µ ∈ P(S) v t (µ) = sup π π π∈Πt v π π π t (µ) = sup π π π∈Π 1vπ π π 1 (µ),
Repeat the same argument for Q as for v Q t (µ, h) = sup π π π∈Π t+1 Q π π π (µ, h) = sup π π π∈Π 2 Q π π π 1 (µ, h).
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Therefore, in the remaining part of the paper, we shall omit t in v t (µ) and Q t (µ, h) in the infinite horizon case. Proof. Fix some arbitrary µ ∈ P(S) and any given π π
=r(µ, π t (µ)) + γv π π π −t t+1 (Φ(µ, π t (µ))), = Q π π π −t t (µ, π t (µ)), (3.12) where we denote by π π π −t := {π i } ∞ i=t+1 , and in the second equality, we used the Markov property of {µ t,µ,π π π i } ∞ i=t from Lemma 2.2. To prove (3.11) . First, we show v(µ) ≤ sup h∈(P(A)) S Q(µ, h). To see this, note v π π π t (µ) = Q π π π −t t (µ, π t (µ)) ≤ Q(µ, π t (µ)) ≤ sup h∈(P(A)) S Q(µ, h), (3.13) where the first inequality is by definition of Q(µ, h), and π t (µ) ∈ (P(A)) S for each µ ∈ P(S). Taking supremum over all policies π π π ∈ Π t in (3.13) shows that v(µ) ≤ sup h∈(P(A)) S
Q(µ, h). (3.14)
To see v(µ) ≥ sup h∈(P(A)) S Q(µ, h), fix any arbitrary µ ∈ P(S), π t ∈ A, for any > 0, there exists π π π = {π l } ∞ l=t+1 such that Q π π π t (µ, π t (µ)) ≥ Q(µ, π t (µ)) − .
then from (3.12) and (3.15) v(µ) ≥ vπ π π t (µ) = Q π π π t (µ, π t (µ)) ≥ Q(µ, π t (µ)) − , Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1.
Note that Q(µ, h) = sup π∈Π t+1 Q π t (µ, h) for any t ∈ N. Without loss of generality take t = 1, then
where the second equality is from the Markov property of µ t , t ∈ N, the third equality is by the definition of the value function, and the last inequality is from Lemma 3.4. 2 So far, we have established the necessary condition for the Bellman optimality. That is, the IQ function satisfies the Bellman equation and is time consistent. We can further establish that this Bellman equation is sufficient, as the following verification theorem.
Proposition 3.1 (Verification theorem) IfQ : P(S) × (P(A)) S → R satisfies Bellman relation (3.9) with lim t→∞ γ tQ (µ, h) = 0 for any (µ, h) ∈ P(S) × (P(A)) S . Suppose that for every µ ∈ P(S), one can also find a stationary policy π * (µ) ∈ (P(A)) S that achieves sup h∈(P(A)) SQ(µ, h) , then π * is an optimal policy of problem (2.2).
Proof. On one hand, given any µ ∈ P(S), for any given policy π π π = {π i } ∞ i=1 ∈ Π 1 , the evolution of {µ 1,µ,π π π i } ∞ i=1 is given by (2.5) . From (3.9)
multiplying by γ i−1 and rearranging yield
Given lim t→∞ γ tQ (µ, h) = 0, by taking the limit t → ∞,
Therefore,
On the other hand, since π * (µ) ∈ arg maxQ(µ, h) for every µ ∈ P(S), then for every i ≥ 1 Q(µ 1,µ,π * i , π * (µ 1,µ,π * i )) =r(µ 1,µ,π * i , π * (µ 1,µ,π * i )) + γQ(µ 1,µ,π * i+1 , π * (µ 1,µ,π * i+1 )).
Repeat the same argument for π * as for π sup h∈(P(A)) SQ (µ, h) =Q(µ, π * (µ)) = v π * 1 (µ), which shows that π * is an optimal policy. 2
IQ function vs classical Q function.
As discussed earlier, the appropriate IQ function for learning MFCs is to "lift" the classical Q function for learning MDPs by replacing the state space S and action space A with the state space P(S) and action space (P(A)) S respectively. There is a more precise and analytical connection between their respective Bellman equations, and hence the term of IQ function. To see this, recall the classical Q-learning for an infinite time horizon MDP problem, when there is no state distribution in the probability transition function P or in the reward function r. For simplicity, we assume S and A are finite space so that r is bounded. Then Q in (3.9) is the integral ofQ of the following form, Since bothQ and Q satisfy Bellman equations (3.9), we have Q =Q from the uniqueness of the fixed point of a contraction mapping (F w)(µ, h) =r(µ, h) + γ sup h ∈(P(A)) S w(Φ(µ, h), h ).
DPP for the value function
Q-learning update is essential for model-free RL of control problems, while model-based learning algorithms such as the value iteration rely on the DPP for the value function. We see in fact, the Bellman equation for v is a simple corollary of Lemma 3.4 and Theorem 3.1. for any µ ∈ P(S). Now, with this DPP for the value function, we can design the value iteration. Given π ∈ A, define the operator T π : B(P(S)) → B(P(S)) such that (T π w)(µ) :=r(µ, π(µ)) + γw(Φ(µ, π(µ))), (3.22) and another operator T : B(P(S)) → B(P(S)) such that where T n is n times composition of T .
Proof of Proposition 3.2 relies on the following Lemma.
Lemma 3.5 Assume without loss of generality v 1 = 0, then for any µ ∈ P(S) and π π π = {π t } n t=1 with π t ∈ A for every 1 ≤ t ≤ n,
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where T π 1 · · · T πn is the composition of all T π i .
Proof. The proof of (3.24) and (3.25) are by the forward induction. Here we state the proof of (3.25). The result clearly holds for n = 1 as sup π 1 ∈A (T π 1 v 1 )(µ) = sup π 1 ∈Ar (µ, π 1 (µ)) = sup h∈(P(A)) Sr
Suppose that (3.25) holds for n = k. Then when n = k + 1
where the first equality is from the definition of T in (3.25) ; the second equality is by the assumption that (3.25) holds at time n = k. 2
Proof of Proposition 3.2 We write v π π π (µ) in two parts v π π π (µ) =
where the second equality is by (3.24) . Assumption (A) implies lim n→∞ sup π π π ∞ t=n+1 γ t |r(µ t , π t (µ t ))| = 0. Taking supremum over π π π ∈ Π 1 in (3.26) together with (3.25) gives v(µ) ≤ (T n v 1 )(µ) + γ sup π π π ∞ t=n+1 γ t |r(µ 1,µ,π π π t , π t (µ 1,µ,π π π t ))|,
γ t |r(µ 1,µ,π π π t , π t (µ 1,µ,π π π t ))|. 
Example 3.1 revisited
We now revisit Example 3.1. We first show that the optimal control is indeed a relaxed type. We then illustrate through numerical experiment the time consistency with the IQ function. to move then s t+1 = 1 − i. (i = 0, 1). In each round t, after actions from each individual, the central controller will receive a reward −W 2 (µ t , B). Here µ t denotes the probability distribution of the state at time t, and B is a given Binomial distribution with parameter p (0 ≤ p ≤ 1). Fix any arbitrary initial state distribution
the equality holds, i.e., the optimal value function is attained, if and only if the dynamic of state distribution corresponding to optimal policy π * is given by
which gives a stationary optimal policy
Now, the Q-learning update at each iteration t using the IQ function is
Here l is the learning rate and γ is the discount factor. In the algorithm, we shall use element (p, 1 − p) in the Euclidean space R 2 to denote the Binomial distribution with parameter p.
Next, we design a simple algorithm (Algorithm 1) to show the performance of the IQ update (4.31), with the following specifications.
(a) Dimension reduction: Since µ t (1)+µ t (2) = 1 (t = 1, 2, · · · , T ) , π(1, S)+π(1, M ) = 1 and π(2, S) + π(2, M ) = 1 for any distribution µ t and policy π, we can reduce the dimension of the IQ function. If we define Q(µ 1 , α 1 S , α 2 S ), with µ 1 the population probability at state 1, α 1 S the action probability to "stay" at state 1, and α 2 S the action probability to "stay" at state 2, then Q(
(b) Distribution discretization: Classic Q-learning algorithms are designed for discrete state and action spaces. To examine the time-consistency property of (3.9) we discretize the state and action distribution with finite precision and apply the classic Q-learning update to (4.32) with finite-dimensional inputs. For simplicity, we assume uniform discretization such thatP (A) := {i/N a : 0 ≤ i ≤ N a } and P (S) := {i/N s : 0 ≤ i ≤ N s } for some constant integers N a > 0 and N s > 0. For more refined discretization beyond the uniform one, see -Net in [14] . Note here the focus is to test the time consistency instead of designing the most efficient algorithm.
(c) Algorithmic design: The algorithm is summarized in Algorithm 1. Note that (4.32) is the reduced form of the original update (4.31) with discretized distribution. In order to perform the for-loop (Step 3, 4, and 5) in Algorithm 1, we assume the accessibility to a population simulator (µ ,r) = G(µ, π).
(d) Metric design: Explicit calculations show that the stationary optimal policy is given by (4.30) . Therefore, we design the following matrix to check the convergence of the Q table to the true value and the speed of the convergence.
Here for simplicity we take N s = N a = N . Then the algorithm is summarized as follows.
Algorithm 1 MFC Q-learning with distribution discretization 1: Input: N a and N s . 2: for t = 1, · · · , T do 3:
for α 1 S ∈ { i Na , 0 ≤ i ≤ N a } do 4: for α 2 S ∈ { i Na , 0 ≤ i ≤ N a } do 5: for µ 1 ∈ { i Ns , 0 ≤ i ≤ N s } do 6: µ 1 = Proj(Φ 1 (µ 1 , α 1 S , α 2 S ),P (S)) 7:
Q t+1 (µ 1 , α 1 S , α 2 S ) = (1 − l)Q t (µ 1 , α 1 S , α 2 S ) (4.32) + l * r t + γ * max Remark 4.2 In general, distribution discretization is sample-inefficient and suffers from the curse of dimensionality. For example, in Example (3.1), there are two states and two actions, with N = N s = N a = 10 with precision 0.1. The Q function is a table of dimension 1000. This complexity grows exponentially with the number of states and actions. Moreover, although E(t) converges relatively fast, there is unavoidable errors due to truncation, as seen in Figure 2 . The optimal value Q( i N , p, q) can not be distinguished from its surrounding areas, where the areas with the lightest color all correspond to the largest value. This is because the accuracy is only up to 0.1 in each iteration. Therefore, it is desirable to develop sample-efficient and accurate Q-learning algorithms for learning MFC with the correct Bellman update (3.9). This is our next research project.
