Essential genes are genes that critical for the survival of an organism. The prediction of essential genes in bacteria can provide targets for the design of novel antibiotic compounds or antimicrobial strategies. Here we propose a deep neural network (DNN) for predicting essential genes in microbes. Our DNN-based architecture called DeeplyEssential makes minimal assumptions about the input data (i.e., it only uses gene primary sequence and the corresponding protein sequence) to carry out the prediction, thus maximizing its practical application compared to existing predictors that require structural or topological features which might not be readily available. Our extensive experimental results show that DeeplyEssential outperforms existing classifiers that either employ down-sampling to balance the training set or use clustering to exclude multiple copies of orthologous genes. We also expose and study a hidden performance bias that affected previous classifiers.
Introduction

1
Essential genes are those genes that are critical for the survival and reproduction of an 2 organism [17] . Since the disruption of essential genes induces the death of an organism, 3 the identification of essential genes can provide targets for new antimicrobial/antibiotic 4 drugs [7, 13] . The set of essential genes is also critical for the creation of artificial 5 self-sustainable living cells with a minimal genome [16] . Essential genes have also been a 6 cornerstone in understanding the origin and evolution of organisms [18] . 7 The identification of essential genes via wet-lab experiments is labor intensive, knock-out [3, 12] , RNA interference and transposon mutagenesis [8, 32] . Moreover, these 10 experimental approaches can produce contradicting results [23] . With the recent Sequence based features can be directly obtained from the primary DNA sequence of 21 a gene and its corresponding protein sequence. Functional features such as network 22 topology requires knowledge of protein-protein interaction network, e.g., STRING and 23 HumanNET [15, 37] . Gene expression and functional domain information can be 24 obtained from databases like PROSITE and PFAM [10, 14] . Some of the less studied 25 bacterial species, however, lack these functional and topological features, which prevents 26 the use of classifiers that rely on them. Sequence based classifiers are the most practical 27 methods because they use the minimal amount of features. 28 Several studies have been published on the problem of predicting essential genes 29 from their sequence. In [35] , the authors developed a tool called ZUPLS that uses (i) a 30 Z-curve derived from the sequence, (ii) homology mapping and (iii) domain enrichment 31 score as features to predict essential genes in twelve prokaryotes after training the model 32 on two bacteria. Although ZUPLS worked well on cross-organism prediction, the limited 33 number of bacterial species used as training dataset cast doubts on the ability of 34 ZUPLS to generalize to more diverse bacterial species. In [22] , the authors proposed a 35 computational method that employs PCA on features derived from the gene sequence, 36 protein domains, homologous and topological information. Among the studies that 37 predicts essential genes across multiple bacterial species, [30] employed several genomic, 38 physio-chemical and subcellular localization features to predict gene essentiality across 39 fourteen bacterial species. In their work, the authors dealt with the redundancy in the 40 dataset (i.e., homologous genes shared by multiple bacterial genomes) by clustering 41 genes based on their sequence similarity. In [29] , nucleotide, di-nucleotide, codon, and 42 amino acid frequencies and codon usage analysis were used for predicting essentiality in 43 sixteen bacterial species. The authors used CD-HIT [20] for homology detection in both 44 essential and non-essential genes. In [28] , the authors identified essential genes in fifteen 45 bacterial species using information theoretical features, e.g., Kullback-Leibler divergence 46 between the distribution of k-mers (k = 1, 2, 3), conditional mutual information and 47 entropy features. Although their work showed promising results for intra-organism and 48 cross-organism predictions, the model performed rather poorly when trained on the 49 complete bacterial dataset. Recently, [23] showed the most extensive prediction analysis 50 on thirty-one bacterial species. The authors employed the features proposed in [30] , and selection operator (Lasso) and used SVM as the classifier.
54
The latest work in gene essentiality prediction [2] uses network based features and
55
Lasso for feature selection with Random Forest as classifier. The authors used a 56 recursive feature extraction technique to compute 267 features in three different 57 categories i.e. local features such as degree, egonet features which refers to the node and 58 the induced subgraph formed by a node and all of its neighbors and regional features 59 which is a combination of local and egonet features. They also used fourteen network 60 centrality measures as a separate feature set for the essentiality prediction. Finally they 61 combined their network based features with the sequence based features in [23] and [35] 62 for their prediction model. For the models in [23] , [2] and [35] , the authors 63 down-sampled non-essential genes to balance the training set but did not realize that 64 their dataset contained multiple copies of homologous genes which created a "data leak" 65 issue which biased their results (see below).
66
In this work we propose a feed forward deep neural network (DNN) called
67
DeeplyEssential that uses features derived solely from the primary gene sequence to 68 identify essential genes in bacterial species, thus maximizing its practical application 69 compared to other predictors that require structural or topological features which might 70 not be readily available. To the best of our knowledge, this is the first time a deep 71 neural network has been used for gene essentiality prediction. Codon frequency has been recognized an important feature for gene essentiality 99 prediction [23, 30] . Given the primary DNA sequence of a gene, its codon frequency is 
Gene length and GC content 106
Other distinguishing features for gene essentiality are gene length and GC content.
107 Figure 2 shows the distribution of gene length in GP, GN and complete dataset 108 (GP+GN). Observe that in the complete dataset and the GN dataset, gene have similar 109 average length in the two classes, while in the GP dataset essential genes are on average 110 longer than non-essential genes. As said, the GC content is another informative feature 111 of essentiality prediction. Figure 3 shows the difference in distribution in GC content 112 between two classes. Observe that non-essential genes have higher GC content than 113 essential genes. 
Relative synonymous codon usage
115
Unbalanced synonymous codon usage is prevalent both in prokaryotes and eukaryotes [26] . The degree of bias varies among genes not only in different species but also among genes in the same species. Differences in codon usage in one gene compared to its surrounding genes may imply its foreign origin, different functional constraints or a different regional mutation. As a result, examining codon usage helps to detect changes in evolutionary forces between genomes. Essential genes are critical for the survival of an organism thus codon usage acts as a strong distinguishing feature. To calculate the relative synonymous codon usage we compare the observed number of occurrence of each codon to the expected number of occurrences (assuming that all synonymous codons have equal probability). Given a synonymous codon i that has an n-fold degenerate amino acid, we compute the relative synonymous codon usage (RCSU) as follows
where X i is the number of occurrence of codon i, and n is 1, 2, 3, 4, or 6 (according to 116 the genetic code). 
Codon adaptation index
118
The codon adaptation index (CAI) estimates the bias towards certain codon that are more common in highly expressed genes [26] . The CAI is defined by the geometric mean of the relative adaptedness statistics. The relative adaptedness for codon i is defined on Figure 1 . Normalized codon frequency of gene sequences in GP + GN dataset the relative frequency of the codon in a species-specific reference set of highly expressed genes. Formally, the relative adaptedness is defined by
where RCSU max and X max are corresponding RCSU and X value of the most frequently used codon. The CAI for a gene is defined by
where L is the number of codons in the gene excluding methionine, tryptophan, and Multi-layer perceptron (MLP) consists of multiple layers of computational units where 134 the information flows in forward direction, from input nodes through hidden nodes to 135 the output nodes without any cycles [33] . MLP networks have been used successfully for 136 several molecular biology problems, see, e.g. [11, 21, 34] . The architecture of
137
DeeplyEssential is composed of an input layer, multiple hidden layers and an output 138 layer. The output layer encodes the probability of a gene to be essential. The addition 139 of dropout layer makes the network less sensitive to noise in the training and increase 140 its ability to generalize. This layer randomly assign zero weights to a fraction of the 141 neurons in the network [36] .
142
Let − → x = (x 1 , · · · , x n ) T be the input to the MLP. Let vector y denotes the output of the i th hidden layer. The output y depends on the input in the previous layer as follows
where a is the activation function, b is the bias and W is the weight matrix for each 143 edge in the network. During training, the network learns the weights W and the bias b. 144 DeeplyEssential uses a rectified linear unit (ReLU) in each neuron in the hidden 145 layers. ReLU is an element-wise operation that clamps all negative values to zero.
146
In the output layer DeeplyEssential uses a sigmoid as the activation function to 6/18 where M is the number of classes (two in our case),ŷ is the binary indicator if class 147 label c is the correct classification for observation o, and p is the predicted probability 148 observation o is of class c. Figure 4 illustrates the architecture of the neural network 149 used in DeeplyEssential. 
Classifier design and evaluation
152
As mentioned in Section 2.1, the number of non-essential genes is significantly larger 153 than the number of essential genes. To address this imbalance in the training set and 154 allow for unbiased learning, we randomly down-sample non-essential genes. In [42] , the 155 authors showed that balancing the dataset did not negatively influence the prediction of 156 gene essentiality. hidden layers, the batch size, the dropout rate and the type of optimizer were selected 163 by optimizing the performance of the classifier. Table 2 
166
Observe in Figure 4 that the final fully-connected layer reduces the 1024 dimensional 167 vector to a two-dimensional vector corresponding to the two prediction classes
168
(essential/non-essential). The sigmoid activation function forces the output of the two 169 neurons in the output layer to sum to one. Thus their output value represents the 170 probability of each class. Among the available optimizer in Table 2 , we chose adadelta 171 because of its superior performance. Adadelta is parameter-free, thus we do not need to 172 define the learning rate. The training was ran for 100 epochs with early stopping 173 criteria.
174
We trained DeeplyEssential on three datasets, namely GP, GN and GP+GN (see 175 Section 2.1 and Section 3.2). For each dataset, 80% data is used for training, 10% data 176 for validation and 10% data for testing. The random selection was repeated ten times, 177 i.e., a ten-fold cross-validation was performed to complete the inference. 
Evaluation metrics
179
The tools described in [23] , [30] , [29] and [28] are currently unavailable. We ran
180
DeeplyEssential on the datasets used in the corresponding papers, and compared
181
DeeplyEssential's classification metrics to the published metrics.
182
We evaluated the performance of DeeplyEssential using the Area Under the 
189
All experiments were carried out a Titan GTX 1080 Ti GPU, running Keras 2.1.5. 190
Gene essentiality prediction
191
We collected essential and non-essential gene for thirty bacterial species as described in 192 Section 2.1 into three datasets, namely GP, GN and GP+GN. After re-balancing the 193 dataset by down-sampling non-essential genes, we extracted the features for each gene 194 as explained in Section 2.2. Table 3 shows the basic statistics for each dataset. Table 4 shows the training classification performance of DeeplyEssential,
196
averaged over ten repetitions. The violin plot in Figure 5 shows the distribution of
197
AUCs across the ten repetitions of the experiment, which appears very stable. The well-known that class imbalance can negatively affect the performance of a classifier [41] . 208 To quantify how class imbalance affects the performance of our classifier we trained
209
DeeplyEssential on the full (unbalanced) dataset that has 322.6% more non-essential 210 genes than essential genes. Figure 6 shows that the sensitivity and Positive Predictive 211 Value (PPV) of the classifier trained on unbalanced data is much worse than the down-sampled the majority class data to match the size of the minority class.
215
DeeplyEssential also uses this approach. DeeplyEssential compared to the two published methods that use down-sampling.
217
Observe that DeeplyEssential achieves the best AUC, sensitivity and PPV. Bacteria are unicellular organisms with a relatively small set of genes. Across bacterial 221 species a significant fraction of genes are conserved because they performs similar 222 fundamental biological functions. These conserved (homologous) genes are quite similar 223 at the sequence level. All published methods rely on dataset containing multiple 224 bacteria on which genes have been labeled essential or non-essential. Let x and y be two 225 homologous genes, i.e., x and y have very similar sequence. If x is used on the training 226 and y if used for testing, this introduces a bias, or a "data leak". Training examples and 227 testing examples are supposed to be distinct, and in this hypothetical scenario they are 228 not.
229
To quantify the effect of the data leak issue, we clustered the set of all genes across 230 the thirty bacterial species using OrthoMCL [19] . OrthoMCL is a popular method for 231 clustering orthologus, homologous and paralog proteins which uses reciprocal best hit 232 alignment to detects potential in-paralog/recent paralog pair, and reciprocal alignments 233 best hits across any two genomes to identify potential ortholog pairs. A similarity graph 234 is then generated based on the proteins that are interlinked. To split large clusters, a
235
Markov Clustering algorithm (MCL) is then invoked [38] . Inside MCL clusters, weights 236 between each pair of proteins is normalized to correct for evolutionary differences. samples. The prediction was repeated ten times. Table 6 shows the clustering step 243 heavily influences DeeplyEssential's prediction performance: AUC decreased by more 244 than 7% (on average), while the accuracy decreased by 6.9% (along with significant 245 decrease in all performance measures). Figure 8 shows the difference in performance 246 before and after clustering. While the AUCs were stable across experiments, sensitivity, 247 specificity and PPV varied largely across experiments for clustered dataset. 
Comparison with methods that address orthologus genes
249
Some published studies have addressed the data leak issue by identifying homologus 250 genes using sequence similarity metrics. In [28] , the authors used the Kullback-Leibler 251 divergence (KLD) to measure the distance between k-mer distribution (for k = 1, 2, 3) 252 obtained from sequences. In [29] , the authors used CD-HIT to remove redundancy in 253 the training data and improve the generalization ability of their model. As explained in 254 the previous section, DeeplyEssential uses OrthoMCL to cluster homologous genes 255 to prevent similar genes to appear in both training and testing dataset. Our experiments showed that DeeplyEssential has better predictive performance 291 both on down-sampled and clustered datasets. On the down-sampled dataset used 292 in [23] , DeeplyEssential showed an improvement of 12.8% in AUC compared to [23] 293 and achieved a slightly better AUC on the network-based feature model [2] . In addition, 294 DeeplyEssential produced significantly better sensitivity and precision than the 295 three methods in Table 5 , achieving 6.2% improved sensitivity and 137.4% improved 296 precision compare to [2] . If one uses all the 597 features in the prediction model in [2] , 297 then this latter method achieves 1.7% improved AUC compared to DeeplyEssential. 298 We believe that collecting this very large amount of features from multiple databases 299 does not warrant the additional (minor) benefit in predictive performance.
300
DeeplyEssential also achieved better performance on clustered datasets. Table 7 and 301  Table 8 show 7.9% and 29.2% improved AUC compared to [29] and [28] DeeplyEssential has better predictive performance than existing prediction tools. We 309 believe that DeeplyEssential could be further improved if more annotated bacterial 310 data was available, making it an essential tool for drug discovery and synthetic biology 311 experiments in microbes. 
