A frequency domain methodology is proposed for estimating parameters of covariance functions of stationary spatio-temporal processes. Finite Fourier transforms of the processes are defined at each location. Based on the joint distribution of these complex valued random variables, an approximate likelihood function is constructed. The sampling properties of the estimators are investigated. It is observed that the expectation of these transforms can be considered to be a frequency domain analogue of the classical variogram. We call this measure frequency variogram. The method is applied to simulated data and also to Pacific wind speed data considered earlier by Cressie and Huang (1999) . The proposed method does not depend on the distributional assumptions about the process.
INTRODUCTION AND NOTATION
Spatio-temporal data arise in many areas such as epidemiology, environmental sciences (in particular weather sciences), marine biology, agriculture, geology and finance to name a few. It is therefore necessary to develop suitable statistical methods for analysis of such data. There is a vast literature devoted to the analysis of spatial data (i.e. data that are a function of spatial coordinates only). Once an extra dimension, like time, is introduced, the available methodology is no longer applicable, and any method developed should take into account not only spatial and temporal dependencies but also their interaction. The literature on spatio-temporal processes is a bit sparse compared to the literature on spatial processes. Recent books by Cressie and Wikle (2011) and Sherman (2010) should help to fill in this gap. In the following, we briefly introduce the notation and summarize the contents of the paper.
Let the spatio-temporal process be denoted by Z.s; t/, where ¹.s; t/ 2 R d Zº. Assume that the process is observed at m different spatial locations and n equally spaced time points. So, we have a total of m:n D M 1 observations of the process ¹Z.s i ; t/ W i D 1; 2; : : : ; mI t D 1; 2; : : : ; nº. To ensure that the random process has finite second-order moments, we assume that VarOEZ.s; t/ is finite. The mean and covariance functions of the process are defined as follows:
.s; t/ D EOEZ.s; t/ C.s i ; s j I t C u; t / D CovOEZ.s i I t C u/; Z.s j I t/ ¹i D 1; 2; : : : ; mI t D 1; 2; : : : ; nº:
(1)
We note that C.s i s j I 0/ and C.0I u/ correspond to the purely spatial and purely temporal covariances of the process respectively. A further, stronger, assumption is isotropy. The random process Z.s i I t j / is said to be spatially isotropic if
CovOEZ.s i I t C u/; Z.s j I t/ D C.ks i s j kI u/:
The variogram for the aforementioned spatio-temporal process can be defined similarly to that of spatial processes as 2 .hI ujÂ Â Â/ D Var ¹Z.s C hI t C u/ Z.sI t/º :
In the case of second-order stationarity, the variogram reduces to 2 .hI ujÂ Â Â/ D 2¹C.0I 0jÂ Â Â/ C.hI ujÂ Â Â/º; h 2 R d ; u 2 Z:
The knowledge of the covariance function C.hI ujÂ Â Â/ (vis-è-vis variogram) is essential for the linear prediction of an unknown observation at a known location. We briefly outline the approach. Denoting the observed sample by Z.s/ D .Z.s 1 I t 1 /; : : : ; Z.s M1 I t M1 // 0 , one is often interested in predicting the process at a specified location and time point, say Z.s 0 ; t 0 /, based on the observation vector. The minimum mean square (optimal) linear predictor is well known to be 
where c.s 0 I t 0 / D CovOEZ.s 0 I t 0 /; Z.s/, † D ¹CovOEZ.s i I t i /; Z.s j I t j /º and .s/ D E.Z.s//. When the mean and the dispersion matrix˙are known, the aforementioned predictor is called the simple kriging predictor (see, e.g. Cressie, 1993, Ch. 3) . The mean square prediction error is given by 2 c.s 0 ; t 0 / 0 † 1 c.s 0 ; t 0 /. To evaluate (6), we need the inverse of †, and as the number of spatial locations and length of time series increase, the inversion becomes complicated. In many practical situations, we need to estimate † and c.s 0 ; t 0 /. Though in theory † can be estimated, the estimation of the elements of c.s 0 ; t 0 / is not possible, as we do not have observations at the location s 0 . So as to circumvent this, it is often assumed that a parametric covariance function can be specified. The covariance function will be a function of some unknown parameters, which may need to be estimated from the data. Any covariance function defined and used must be positive definite (see Cressie and Wikle, 2011) . Once a covariance function is decided, an important problem is the estimation of the parameters of this function using the data. Though there is a substantial literature for the estimation of the parameters of the covariance functions and their limitations in the case of purely spatial processes, there has been limited research in the case of spatio-temporal processes.
In this article, our objective is to consider the estimation of the parameters of spatio-temporal covariance functions using the frequency domain approach. Cressie and Huang (1999) , Gneiting (2002) and Ma (2002) , among others, have constructed non-separable spatio-temporal covariance functions and have considered the estimation of the parameters using similar methods as were used for spatial data. There are several limitations of their approaches, and it is our objective here to provide a more useful and satisfactory approach.
We propose a frequency domain method for the estimation of a given spatio-temporal covariance function (or, equivalently, its spectral density function).
The approach proposed is akin to the likelihood approach proposed by Whittle (1953 Whittle ( , 1954 and is often used in time-series modelling. Our approach takes into account spatial correlation, temporal correlation and spatiotemporal interaction. In Section 2, we briefly outline the earlier time domain approaches for the estimation of 359 parameters and their limitations. In Sections 3 and 4, we describe the frequency domain approach and study the asymptotic sampling properties of the estimators thus obtained. Simulation results are discussed in Section 5. Using the methods proposed here, we consider the estimation of the parameters of three well-defined spatiotemporal covariance functions and use them to model the covariance function of the Pacific wind speed data earlier considered by Cressie and Huang (1999) .
NON-SEPARABLE CLASS OF COVARIANCES AND THE ESTIMATION
We briefly describe the class of covariance functions proposed by Cressie and Huang (1999) and extended by Gneiting (2002) and the methods of their estimation. As pointed out by several authors, it is non-trivial to construct non-separable class of covariances, which are positive semi-definite. Important developments in the construction of spatio-temporal covariances are given by Brown et al. (2000) , Cressie and Huang (1999) , Gneiting (2002) and Ma (2003) . Gneiting (2002) and Gneiting et al. (2007) have proposed a flexible class of non-separable spatio-temporal covariance functions based on generalization of the ideas of Cressie and Huang (1999) . It is given by
where it is assumed that .´/ is a completely monotone function of´2 .0; 1/ with liḿ
.w/ is a positive function of w 2 .0; 1/ with completely monotone derivative. w in turn is a function of parameters, which control the range of the covariance.
2 > 0 and ı d=2 are scalar parameters.
For details, we refer to Gneiting (2002) and to the recent article Kent et al. (2011) . The authors of the latter article point out that in certain circumstances, covariances defined by Gneiting (2002) possess a counter-intuitive dimple, and in some cases, the magnitude of the dimple can be non-trivial. Since we are assuming spatial and spatiotemporal stationarity, we expect that the covariances tend to zero monotonically as the spatial and temporal lags increase. So, one should be careful in the choice of covariance functions. However, in this article, we are primarily interested in the estimation of parameters of a given class of covariance functions (or, equivalently, its spectral density function) and not in the choice of these functions. We now consider the estimation of the spatio-temporal variogram defined by (4). Given the sample ¹Z.s i ; t/; i D 1; 2; : : : ; m; t D 1; 2; : : : ; nº from ¹Z.s; t/º, we define the estimator 2 O .h.l/I u/ as
where N.h.l/I u/ Á°.i; j; t; t 0 / W s i s j 2 h.l/I jt t 0 j D uI .i; j / D 1; 2; : : : ; m ± :
jN.h.l/I u/j is the number of distinct elements in the set N.h.l/I u/I l D 1; 2; : : : ; LI u D 0; 1; : : : ; U . This follows from the spatial case where the aforementioned estimator, due to Matheron (1963) , is known as the classicalZ.s i ; t/ Z.s j ; t 0 / 2 are proportional to chi-square variables, the sum in (8) is no longer the sum of independent chi-squares, and as such, the assumptions on which the sampling properties of the aforementioned estimator are based are unrealistic. We may point out here that Li et al. (2007) have derived the asymptotic distribution of the variogram estimate and also given asymptotic expressions for the variances and covariances in terms of the fourth-order moments. These expressions are not easily computable. However, Cressie and Huang (1999) have adapted assumptions extending from Cressie (1985) in case of spatial processes to propose a least squares based parameter fitting criterion. Their proposal can be summarized as follows.
If 2 .h.l/I ujÂ Â Â/ is the representative parametric variogram of the spatio-temporal process Z.s; t/, with unknown parameter vector Â Â Â, for a chosen spatial distance h.l/, l D 1; 2; : : : ; L, they approximate
and hence propose that the parameter vector Â Â Â be estimated by minimizing the following weighted least squares criterion:
In the following sections, we propose a frequency domain method that circumvents the outlined dependency problems and study the asymptotic properties of the estimators obtained by this method.
ESTIMATION OF SPACE-TIME PARAMETERS-FREQUENCY VARIOGRAM APPROACH
Consider the stationary spatio-temporal random process ¹Z.s i ; t/; i D 1; 2; : : : ; m; t D 1; 2; : : : ; nº. We further assume that the process is isotropic, and without loss of generality, we assume that the mean is zero with variance and covariances given by EOEZ.s i ; t/ D 0; for all i and t;
VarOEZ.
We may point out that the assumption of spatio-temporal isotropy along with second-order stationarity implies the following symmetry relation (see Gneiting, 2002) ,
Note that in the literature, the aforementioned second-order property (12) is referred to as space-time symmetry (see Li et al., 2007; Gneiting et al., 2007 
the second-order periodogram of ¹Y ij .t /º as
where 
for juj Ä n 1; The sampling properties of the finite FT and the periodogram in the case of a second-order stationary process have been thoroughly investigated and reported. For details, see Brillinger (2001) , Priestley (1981) and the recent article of Dwivedi and Subba Rao (2011) .
From (13) and (14), we obtain
Let g s i ;s j .!; Â Â Â/ denote the second-order spectral density function of the series ¹Y ij .t /; i ¤ j º, which is a function of the parameter vector Â Â Â. Then for large n, the expectation in the left-hand side of (17) can be approximated by
where f .! k ; Â Â Â/ is the second-order spectral density function of stationary spatial processes ¹Z.s i ; t/I i D 1; 2; : : : ; mº and f khk .! k ; Â Â Â/ is the cross-spectral density function of the process at locations ¹Z.s i ; t/º and ¹Z.s j ; t/º, given by
In view of the assumption of isotropy, the aforementioned cross-spectral density function reduces to
As mentioned earlier, the cross-spectral density function f h .! k ; Â Â Â/ is usually a complex valued function, but the assumption of stationarity and isotropy, c.s i s j ; u/ D c.ks i s j k; u/ and c.ks
Note that an interesting consequence of (18) is that the spectral density function of (18) can be interpreted as the frequency domain analogue of the classical semi-variogram (of a spatial process), namely,
We call g khk .! k ; Â Â Â/ (20), frequency variogram (FV). Also note that I s i ;s j .! k /, defined in (16), is the corresponding asymptotically unbiased estimator. Let us define
which lies between OE0; 1 for all k and all khk. This measure is similar to the coherency measure used in signal processing and multi-variate time series to study the linear dependence between two series. If they are strongly linearly dependent, of course, the spatial coherency will be close to 1. If khk D 0 obviously, it is equal to one. We may point out here that when the process is separable, the aforementioned ratio W khk .! k ; Â Â Â/ will be a function of the spatial component only and does not depend on the temporal spectral function. We may also point out that Fuentes (2006) defined coherency function and constructed tests for separability. By plotting the measure W khk .! k ; Â Â Â/ for a given h and at each frequency, one can have an idea in which frequency bands the two spatial series are strongly correlated. Also, averaging over all frequencies (suitably normalized) and plotting these values against Euclidean distances khk, one can have an idea of the spatial distance over which the processes are correlated. Such plots may be helpful in modelling. This measure can be used as part of exploratory data analysis to provide an idea about the range parameter of the spatio-temporal covariance, similar to the use of a variogram plot for modelling spatial processes. These ideas need to be further investigated. Of course, the measure of spatial coherency proposed here needs to be studied further. As we pointed out earlier, our objective in this article is the estimation of the parameters only.
It is well known (see, for example, the books of Priestley (1981) , Brillinger (2001) and Brockwell and Davis (1991) , and the recent article of Dwivedi and Subba Rao (2011) ) that the discrete finite FTs of a stationary process are asymptotically uncorrelated over distinct canonical frequencies and have complex normal distribution (see Brillinger, 2001 , Thm 4.4.1), and further, the FTs at distinct frequencies of two random processes are also asymptotically independent, and each have complex normal distribution (see Brillinger, 1983, Ch. 2; Calder and Davis, 1997) . In view of this asymptotic property, the vector J 0 khk D OEJ khk .! 1 /; J khk .! 2 /; : : : ; (14), is distributed as asymptotically multi-variate complex normal with mean zero and variance-covariance matrix with diagonal OEg khk .! 1 ; Â Â Â/; g khk .! 2 ; Â Â Â/; : : : ; g khk .! M ; Â Â Â/ 0 .
We note that because of the asymptotic independence, the off-diagonal elements are zero. In view of the aforementioned distributional properties, following Whittle (1954 Whittle ( , 1953 and Walker (1964) (see also Calder and Davis, 1997) , the log likelihood of J khk can be shown to be proportional to 363
Here, N.h/ is the collection of all distinct location pairs s i and s j such that N.h/ D ¹s i ; s j W ks i s j k D khkº. However, Q n;N.h/ .Â Â Â/ depends on spatial lag h. So we propose a weighted sum of Q n;N.h/ .Â Â Â/ over all possible Euclidean distance lags as our estimating function. One can choose those lags for which jN.h l /j 30, as recommended by Chilès and Delfiner (1999) . Assuming that the m spatial locations lead to a finite number L of lag bins, such that each bin has a cardinality jN.h l /j, we propose the following criterion as the estimation criterion:
For estimation, we minimize Q n .Â Â Â/ with respect to parameters Â Â Â . Here, we have used equal weights 1=L for each lag, since Q n;N.hl / .Â Â Â/ includes weights,
, proportional to the cardinality of each lag. However, one can use other spatial weighting criteria.
In the next section, we state the asymptotic distributional properties of the spatio-temporal parameter estimators derived from equation (23) for the process ¹Z.s; t/I s 2 R d ; t 2 Zº. In defining the aforementioned criterion, (23), we have assumed that the correlation between two distinct location pairs, belonging to the same spatial lag N.h/, say (s i ; s j ) and (s 0 i ; s 0 j ), is negligible. This would certainly result in some loss of efficiency, but the computational gains are substantial, since we avoid the formidable challenge of inverting a huge spatio-temporal covariance matrix.
The ideas involved in proposing (23) are analogous to a composite likelihood function. An early proposal for such an approximate likelihood criterion was suggested by Subba Rao (1970) in the context of non-stationary time-series analysis. Subba Rao (1970) defined this likelihood function as the weighted likelihood function. Several authors have since studied such criteria. In particular, the work of Lindsay (1988) brought this method to widespread attention. Fuentes (2007) has proposed an approximate likelihood method for irregularly based spatial data. For review of the literature on composite likelihood, we refer to the recent article Varin et al. (2011) on composite likelihood estimation.
We may point out that a similar method was recently proposed (a time domain approach) for spatio-temporal processes by Bevilacqua et al. (2012) , which is a generalization of the approach proposed by Curriero and Lele (1999) , for spatial processes. They arrived at the likelihood under Gaussianity assumption of the original spatiotemporal process. Further, their time domain criterion (see Bevilacqua et al., 2012 , eq 5) depends on weights that rely on spatial distances and temporal differences, which have to be chosen. When working with spatio-temporal data, one usually observes large datasets of time series at a relatively small (and fixed) number of spatial locations, which are restricted because of various technical, geographic and economic reasons. That is, in reality, the spatial domain is generally fixed and cannot be increased. In the present frequency domain approach, we do not have truncation over time and hence avoid the choice of time threshold.
In the following section, we discuss sampling properties of the estimates of the parameters.
ASYMPTOTIC CONVERGENCE OF PARAMETER ESTIMATES
Let us denote the true parameter vector by Â Â Â 0 . We now show that the parameter estimator O Â Â Â n obtained by minimizing (23) with respect to the unknown parameter vector Â Â Â converges in probability to the original parameter vector Â Â Â 0 as n ! 1. For our proof, we use the well-known lemma based on the Arzela-Ascoli theorem (see, for example, Billingsley, 1968, p. 221) . For convenience, state the result in Theorem 1 for any sequence of random functions Q n .Â Â Â/. Throughout our discussion, we assume that Â Â Â 2 R p , where is a compact set and Q n .Â Â Â/ has a unique minimum.
Suppose that Q .Â Â Â/ has a unique minimum and 1. for every Â Â Â 2 , we have Q n .Â Â Â/ a.s.
! Q .Â Â Â/ (pointwise convergence), 2. the parameter space is compact, 3. Q n .Â Â Â/ is stochastic equicontinuous.
! Â Â Â 0 as n ! 1. The same result holds if we replace almost sure convergence by convergence in probability.
For the details of the proof, we refer to Billingsley (1968) . In Lemma 3, we use the preceding theorem to show consistency of the estimators. We now introduce some assumptions that are needed for obtaining the asymptotic properties of the estimator O Â Â Â n . 
Let f u;u .!/ and f u1;u2 .!/ and f u1;u2u1;u4 .! 1 ; ! 2 ; ! 3 / denote the corresponding second-order spectra, cross-spectra and cumulant spectra respectively, of the process ¹Y s i .t /I i D 1; 2; 3; 4º (for definitions, see Brillinger, 2001 ).
Lemma 2. Suppose Assumption 1 holds. Then define
where K ul .:/ is a bounded continuous function and I ul .:/ is the periodogram of Y s1;s2 .t /. Then we have (ii)
Proof By taking expectation on both sides of (24), we obtain
The last approximation is obtained by using results on discrete FTs (see Briggs and Henson, 1995, Ch. 2) . To obtain an expression for the asymptotic variance, we use the following well-known results (see Brillinger, 2001 , Ch. 2 and 3).
(ii)
(iv)
Using the aforementioned results in the evaluation of Var¹ 1 p n W n º, we obtain the result (ii) of the lemma.
We now consider the asymptotic properties of the parameter estimator
Assumption 2.
(iv) The parameter space ‚ is compact and is such that for all Â Â Â 2 ‚, f u1;u2 .!I Â Â Â/ is a well-defined spectral density and f u1;u1;u2;u2 .! 1 ; ! 2 ; ! 3 IÂ Â Â Â Â Â Â Â Â/ a well-defined tri-spectrum. (v) The true parameter vector Â 0 Â 0 Â 0 lies in the interior of ‚. (vi) g ul .! k ; Â Â Â/ is bounded away from zero and infinity.
Define the criterion
Q n .Â Â Â/. Also let r 2 Q n .Â Â Â/ denote the matrix of second derivatives of Q n .Â Â Â/ with respect to Â Â Â and .r 2 Q n .Â Â Â// 1 be the corresponding inverse matrix.
Lemma 3. Suppose Assumptions 1 and 2 hold. Let
The proof is given in Appendix A.
Now, we can prove asymptotic normality of
For the proof, we also need that the second-order derivative r 2 Q n .Â Â Â/ converges uniformly. We omit the proof here, since it is very similar to the preceding proof under the additional assumption that the derivative of Theorem 2. Let Assumptions 1 and 2 be true so that Lemmas 2 and 3 hold. Then we have
Proof See Appendix B.
In the following section, we use the method described earlier for the estimation of unknown parameters of a parametric covariance function of simulated spatio-temporal random processes. We consider Gaussian and nonGaussian processes. The estimates are compared with maximum likelihood (ML) estimates.
SIMULATION
For our simulation study, to ascertain the performance of the proposed FV approach, we generated two spatiotemporal datasets with the same covariance function (29). The first series we consider is a multi-variate linear Gaussian AR(1) model, which has the mentioned covariance structure. The second series is non-Gaussian, generated by multiplying two stationary Gaussian random processes with the same covariance structure as before. The covariance function used for generating the aforementioned two series corresponds to a separable process, and it is given by
We note that the aforementioned covariance function has parameters Â Â Â D ¹ ; ;˛º 0 . , where i; j D 1; 2; : : : ; m. Using these Gaussian vectors, the spatio-temporal series Z.s; t/ is now generated from the AR(1) model
Example 1. Let us the define the vectors
where is a scalar and j j < 1. It can easily be shown that the series Z.s; t/ thus generated will have the spatiotemporal covariance function given by the expression (29). For our simulation, we have chosen D 1,˛D 5:38, D 0:5, m D 289, n D 480 and L D 5 in the summation given in (23). So as to assess the sampling properties of the estimates obtained by both the ML and FV methods, we simulated 1000 realizations. The bias and the mean square errors are computed using the following formulae.
The ML estimates are obtained using the function optim() in R, and FV estimates obtained by minimizing Q given by (23) (with L D 5) using the nlm package Pinheiro et al. (2012) for the statistical system R (R Development Core Team, 2012).
The estimates, their biases and mean squares computed using the preceding formulae are summarized in Table I . The mean square errors of the estimates obtained from maximizing the Gaussian likelihood are smaller than FV estimates as one would expect, and we also note that no assumption of Gaussianity is made in computing FV estimates. Later, we will also remark on the computational times required. In our computation of ML estimates, we made use of the fact that the underlying model is linear satisfying multi-variate AR(1) model; this became possible because of the separable covariance structure we assumed. It must be pointed that the assumption of separability is very restrictive and unrealistic in real situations, and covariance functions are usually more complex than the ones we assumed here. In our second example, we consider non-Gaussian but separable process.
Example 2. For our second illustration, we generated the spatio-temporal process Z.s; t/ by multiplying two independent Gaussian processes, namely, Z.s; t/ D X.s/Y.t /, where spatially dependent random process X.s/ is assumed to have mean zero and covariance function.
Cov.X.s i /; X.s j // D 2 : exp. ˛1ks j s j k/. Thus, the covariance function here is the reparametrized form of (29) with the range parameter˛1 in the exponent. The time series Y.t/ is generated from AR(1) model
where e.t/ is a sequence of i.i.d. Gaussian variables with mean zero mean and variance one. For our simulations, we have chosen m D 49, n D 400, D 1,˛1 D 3 and D 0:5. We simulated 1000 realizations as before, and estimates and their mean square errors are computed using the formulae given earlier. The estimates obtained by the ML and FV methods are given in Table II . The variance-covariance matrices of these estimates are given in Table III . We note that if we define the vector Z.t / by stacking all n time series observed at all the m locations, the dimension of the covariance matrix will be mn mn (here mn D 19; 600). The inversion of this huge matrix may cause problems to the calculation of the ML estimates. This matrix may be really huge when the number of spatial locations and/or time points is large. However, in view of our assumption that the process is separable, we can achieve significant simplifications by using the fact that the covariance matrix † can be written as a Kronecker product, † D S.Â/˝T .Â/, of two smaller dimensional matrices. We note from Table III of the variance-covariance matrices that the trace of the matrix of the FV method, if taken as our measure, is smaller than the trace of the ML method. We note that the ML estimates are computed on the basis of the likelihood obtained under Gaussianity assumption even though the process we generated is not Gaussian. Therefore, it is not surprising that the estimates obtained by the ML method are not that efficient. The estimation based on FV, similar to Example 1, is robust against any departure from Gaussianity. The following further remarks are in order. Remark 1. The simulations were run on a Windows 7 operating system with 32-GB RAM and Xeon processor (Microsoft, Redmond, WA). To compute ML estimates, it took more than 4 days, and it had to run in four parallel sessions to enhance the speed. The simulation times were computed using the function Sys.time () in R. These timings could be improved by programming the computation of the likelihood in a lower level language, but the critical issue is that the Gaussian likelihood involves a general covariance matrix of size mn mn, which is bound to become impractical for large numbers of locations and/or time points.
Remark 2. Further, in this particular simulation study, the separable covariance matrix is a Kronecker product of spatial and temporal covariances. Thus, we were able to exploit the algebra of Kronecker products to enhance the computational speed of the Gaussian likelihood. In absence of such a structure (as would be the case for nonseparable processes), the huge computational cost of the likelihood makes the ML estimation prohibitively slow. The computations were carried out in R using the general optimization functions optim(.) and nlm(.).
APPLICATION TO WIND SPEED DATA
The data provide the record of east-west wind speed on a 17 17 rectangular lattice at grid spacings of 210 km, every 6 h from November 1992 to February 1993. So the process is observed at 289 locations and 480 time points (that is, m D 289 and n D 480).
Before parameter estimation, we check if the data are weakly stationary. In Figure 1 , the spatial and temporal 'mean against standard deviation' plots for the wind speed data are given to check the assumption of heteroscedasticity. The figures do not indicate any particular pattern, and thus an assumption of homoscedasticity may be justified as noted by Cressie and Huang (1999) . We observe the plots of spatial and temporal means to look for the presence of any deterministic trend. Note that the spatial and temporal sample averages are defined as follows: In Figure 2 , the spatial averages (over all locations) displayed against time points and the corresponding temporal sample autocorrelation [autocorrelation function (ACF)] plot for the series are displayed. Here, we define the sample ACF at lag u by O t .u/ as
where
Z.s i ; t/ and
The temporal averages are displayed on their corresponding locations in the 3D image of Figure 3 . Cressie and Huang (1999) assumed spatial and temporal second-order stationarity for the Pacific wind data. However, from the mean and ACF plots of Figure 2 , it is clear that there is a long-term temporal deterministic trend in the wind speed data. The 3D spatial plot of Figure 3 has a cascading shape with the height decreasing from the west to east direction of the observation domain, which indicates the presence of a spatial deterministic trend as well. The plots show that there may be a long-term trend present in the data.
To remove the trend, we subtract the temporal averages of each location from the respective time series. We denote the adjusted data by Z .s i ; t/ defined as 
The respective adjusted means are denoted by N Z .s i ; :/ and N Z .:; t /. The mean plots are given in Figures 2 and 3 . From Figure 4 , we observe that the deterministic temporal trend has been removed from the observations Z .s i ; t/. The 3D plot of temporal averages in Figure 5 shows that the cascading effect has been removed. From now on, we treat Z .s; t/ as a second-order stationary spatio-temporal process and denote it by Z.sI t/. We now fit three covariance models, given later, to the spatio-temporal process Z.sI t/. The first two models are non-separable spatio-temporal second-order stationary covariance functions chosen from Cressie and Huang (1999) , while the third is a generalized version of the first model obtained by Gneiting (2002) . All the three covariance functions are convex functions, chosen based on the spatio-temporal sample variogram (see Cressie and Huang, 1999) . In all these models, 'a' is the temporal scale parameter and b 2 is the spatial range parameter. Parameter 'g' in Model-3 is the non-separability parameter. Cressie and Huang (1999) have discussed that variogram of the wind speed data may have discontinuity at origin. To incorporate this 'nugget' (see Cressie, 1993, Ch. 2) effect, we have also included a parameter . Following Cressie and Huang (1999) , a purely spatial covariance is also incorporated to address the fact that the empirical spatial variogram does not change shape at larger temporal lags. Since we have carried out a trend adjustment on the original data, we choose the second-order stationary exponential variogram, instead of the power variogram used by Cressie and Huang (1999) . The parameter estimates are given in Table IV .
Model-2:
We noted that the Pacific wind speed data were observed on a 17 17 rectangular lattice. We obtain estimates by minimizing (23) for the first 13 vertical lag distances. The reported estimates are the sample means of these estimates. For more details on computation of lags for the data, see Cressie and Huang (1999) . Note that the aforementioned covariance functions have finite spectral density function but do not have closed form expressions. Therefore, we have used the finite FT. We used the fft(.) routine in the stats package in R (R Core Team, 2002) .
Based on the minimum values of Q n .Â Â Â/, we recommend the use of the covariance Model-1 for the transformed data among the three models, though there is not much significant difference between 1 and 3. A further analysis, such as cross-validation, may be further necessary to differentiate between these two. Since we used Cressie and Huang (1999) is not appropriate.
CONCLUSION
The method of estimation proposed here is based on discrete FTs of the stationary processes. We exploited the interesting properties of these transforms evaluated at canonical frequencies so as to obtain a likelihood function for the maximization as is often performed in time series. As we noticed, the advantage of these transforms is that they are approximately uncorrelated (in the case of Gaussian processes, they are independent) even though the original processes are non-Gaussian. Since the estimation is dependent on discrete FTs, calculated at each location, our analysis is based on these complex valued realizations at each location. In doing so, our methodology depends on spatial parameters only (though is an implicit function of time). As we have seen, the asymptotic properties of the estimates can be obtained under fairly general conditions, and this was not possible (at least not easy) if we use the spatio-temporal domain approaches suggested earlier. The practical estimation method depends on obtaining the FTs, and the minimization can easily be performed using routines readily available in standard software (such as R) as is used in the time-series literature (may need minor changes).
With an extensive literature, ML estimation in conjunction with the assumption of Gaussianity remains perhaps the most used statistical estimation method in applications. However, because of the rapid development of data storage facilities, massive covariance matrices, as in the aforementioned examples, are becoming a common feature of many scientific investigations. Such complex and big data call to question the classical assumptions of Gaussianity and ML as a method of estimation both from distribution and computational points of view. In this article, we have proposed a Fourier domain method of estimation for large spatio-temporal datasets, which is comparable in terms of efficiency and faster computationally and does not need specification of distributions. We have earlier assumed that the parameter space ‚ is compact. Proving conditions (1) and (2) is equivalent to proving equicontinuity in probability. To prove that, we note that from mean value theorem, we havě
where L Â L Â L Â lies in the interval .Â Â Â 1 ; Â Â Â 2 /. We observe that 
Now, under the assumption that g ul .:/ is bounded, from the preceding equation, we obtain
From Lemma 2, it follows that the expectation of M n tends to (as n ! 1) This implies thatˇ1
and hence equicontinuity in probability. Thus, by Theorem 1, we have convergence in probability.
APPENDIX B: PROOF OF THEOREM 2
Proof Since rQ n .Â Â Â/ is a vector, we consider a Taylor expansion pointwise on rQ n .Â Â Â/. Thus, pointwise, we have by the mean value theorem
Note that the preceding expression is a scalar. Now, using the uniform convergence of r 2 Q n .Â Â Â/, we have
