The cutting-stock problem is the problem of filling an order at minimum cost for specified numbers of lengths of material to be cut from given stock lengths of given cost. When expressed as an integer programming problem the large number of variables involved generally makes computation infeasible. This same difficulty persists when only an approximate solution is being sought by linear programming. In this paper, a technique is described for overcoming the difficulty in the linear programming formulation of the problem. The technique enables one to compute always with a matrix which has no more columns than it has rows. OME linear programming problems arising from combinatorial prob-< lems become intractable because of the large number of variables involved. Usually each variable represents some activity, and the difficulty is that there are too many possible competing activities satisfying the combinatorial restrictions of the problem. An example of this is the cutting-stock problem described below in a form similar to that used by EISEMANN . [1] The purpose of this paper is to point out that this difficulty can be overcome by a method basically identical with the idea that can be considered as implicit in references 2 and 3, and whichisessentiallythis. When, in the simplex method, we reach the stage of 'pricing out' or looking for a new column or activity that will improve the solution, instead of looking over a vast existing collection of columns to pick out a useful one, we simply create a useful column by solving an auxiliary problem. In reference 2 the problem is a shortest-path problem, in reference 3 a problem in linear programming.
In the problem considered here the auxiliary problem will be of the integer programming variety, but of such a special type (the 'knapsack' type) that it is solvable by several methods (see reference 4). If the same technique were applied to the problems discussed in reference 5, the calculation of WAGNER AND WHITIN 91 would be applicable to the auxiliary problem, while for the problem discussed in reference 6 a general integer programming technique such as discussed in references 7 or 8 would presumably be required.
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Turning to the cutting-stock problem we assume that a stock of standard lengths L1, L2, * Lk of one material is maintained from which one is to cut lengths to fill incoming orders. An unlimited number of pieces are assumed available in stock for each of the stocked lengths L1, L2, ... I Lk.
An order consists of a request for a given number Ni of pieces of length ti of the stocked material, for i= 17 2 *m* n.
As long as for some j and all i, Lj>t an order can be filled. A cost is assigned to each of the stocked lengths and the cost of filling an order is simply the total cost of the stock material cut to fill the order. The problem is to fill the orders from stock at the least cost.
By an activity, we will mean the cutting of a specified stock length in a specified manner. Thus, for example, the cutting from a stock length 17 of three pieces, one of length 5 and two of length 4, is an activity. By assigning a variable to each of the possible activities that cut ordered lengths t4, -* *, m from stock lengths L1, *i*, Lk, the cutting stock problem can be posed as an integer linear programming problem, where the value taken by a variable indicates the number of times the activity is to be engaged in. The variables xi, * x. assigned to activities must satisfy m inequalities: for which (1) is a minimum. There are two factors contributing to making this formulation of the cutting-stock problem impractical. First is the size of n, which can be enormous when the number k of stock lengths and the number m of requested lengths is any reasonable size. Second is the restriction to integers.
Consider the second factor first. If the restriction were removed, then a solution to the cutting-stock problem would in general be noninteger. Given a noninteger solution there are several traditional ways that one can determine an integer approximate solution; for example, one can round up to the nearest integer adding necessarily to the cost or one can round down to the nearest integer and treat the filling of the created unfilled portion of the order as a separate problem to be solved by ad hoc methods. If the noninteger values are large, the fractional change in the cost caused by rounding out will usually be small. Since the cost first obtained is the smallest possible with or without the restriction to integers, a small increase in it can often be tolerated even though the resulting cost may not be the least possible attainable with integers. We will, at any rate, only consider in this report the linear programming solution of the cutting-stock problem in which the variables are not restricted to be integer, since our purpose is the description of an efficient method for dealing with the first factor, the very large number n of variables.
It is worth noting that the removal of the restriction to integers on the variables allows one to drop the slack variables from equation (2), since for any solution of (2) Although the slack variables can be dropped when the restriction to integers is removed, there may be advantages to not dropping them. For without the slack variables every minimal solution to the problem will in general be in terms of exactly in activities, while with the slack variables a minimnal solution may be in terms of less than m activities. It is therefore possible when one considers the final rounding out to an integer solution that the solution obtainled with the use of slack variables will be better than one obtained without. We will in any case describe a computation routine for the problem with slack variables that can be modified to a routine for the problem without slack variables by dropping one step.
The simplex computational procedure when used to determine a solution of (2) subject to (3) for which (1) is a minimum provides for any given basic feasible solution of (2) and (3) a successor basic feasible solution for which the value of (1) is less than for the given solution.
In particular if a basic solution of (2) and (3) 
and b1 a1+ * * * +bn arn>c.
It is of course important that C -A-1 is always on hand as a part of the normal simplex computational procedure.
One method of determining whether there exist positive integers ai satisfying (6) and (7) would be to determnine nonnegative integers satisfying (6) for which bi a,+---+bm a,, is a maximum, for if such integers did not satisfy (7) then none would. Hence the problem of choosing a new variable in the simplex procedure for the cutting-stock problem can be expressed as the problem of finding a solution for up to k auxiliary problems (one for each of the stock lengths L1, * * , Lk) each one of which is an integer linear programming problem. We will show that these k auxiliary problems can be solved by a single dynamic programming computation or in some cases by an even more rapid ad hoc method.
Since the problem of maximizing b1 al+,** +bm am subject to (6) is a generalization of the knapsack problem, it can be solved by dynamic programming in a manner very similar to that described by DANTZIG in reference 4. Defining F,(x) to be the maximum of b1 a,+* +b8 a, subject to the inequality x> {l al+ * --+1s as, then F,+i (x) =maxr,rbs?++Fs(x-r4+i)}, where r need only be chosen such that 0< r < [x/44+i], and square brackets are used to denote the largest integer part of the argument appearing within them. That only one complete dynamic programming computation is necessary in order to introduce a new variable in the simplex procedure can be readily seen, for if say L1 is the largest of the stock lengths then in the course of computing Fm( L1) one has automatically also computed
Fm(L2), . * Fm(Lk).
But even this amount of computation will frequently be more than is necessary since one need only find some al, ***, am satisfying both the inequalities (6) and (7) when L is taken to be one of the stock lengths Li, * * *, Lk and c is taken to be the cost of the stock length. Thus, any simple ad hoc method of solution may be used until the method does not yield a solution to (6) and (7) when the dynamic programming computation may be made. For example, one can use the following simple method adapted from one described by Darntzig [4] for the knapsack problem: Let i1, i2, *.** im be such that b1/tiC _ b i2/fi2 >.
> bi/.fi, Choose a=i L/til], ai2=[(L-Cil ail)/i2[I, ai3+[(L-fN a1-+ i-2 ai2)/fi3], and so
on. Only when this simple method has failed to provide a solution to (6) and (7) for all of the stock lengths would it be necessary to use dynamic programming to try to find a solution or show that no solution existed for (6) and (7) for any of the stock lengths. In detail, a routine for determining a solution of (2) and (3) for which (1) is a minimum is the following:
(1) Determine m initial activities and their costs as follows: for each i, choose a stock length Lj for which Lj> li and define the ith activity to be the one cutting ai = [Lj/fi] pieces of length fi from Lj. The cost of the ith activity will be the cost cj of the stock length Lj from which the ith activity cuts the pieces of length Ci. That integers should resuilt as the solution of the example is, of course, fortuitous.
