Abstract. Let ξ(u), u ∈ R be an ergodic stationary Markov chain, taking a finite number of values, and consider the diffusion process generated by the SDE
Large Deviations Principle (LDP) of the Freidlin-Wentzell type as the process X ε :
with a = 1 Eξ −2 (0)
. For κ = 0, X ε converges weakly to the the solution of the SDE dXt = b(Xt)dt + √ adBt.
Introduction. The model and main result
In this paper we study the Large Deviation Principle (LDP) for the family of scalar diffusion processes {X ε } ε→0 evolving in a random environment. The random environment we deal with is an ergodic stationary Markov chain ξ = (ξ(u)) u∈R taking values in the finite real set A = {a 1 , . . . , a m } with |a i | > 0, ∀ i = 1, . . . , m.
Recall that the chain ξ is ergodic if zero is a simple eigenvalue of its transition intensity matrix, denoted hereafter by Λ. In this case its invariant measure π is unique and all its atoms π j , j = 1, . . . , m are positive.
The random environment ξ(u) is incorporated into the main model in the following way. Let B = (B t ) t≥0 be a Brownian motion independent of ξ and let X ε = (X ε t ) t≤T be the solution of the Itô equation on any finite interval [0, T ], with Lipschitz continuous bounded drift b(x) and diffusion coefficient ε κ ξ x/ε , where x 0 ∈ R, κ is a positive constant and ε is a small positive parameter. Since the diffusion coefficient is not a Lipschitz function, a weak solution of (1.1) will be considered. The detailed discussion of this issue is deferred to Section 2.
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The main concern of this paper is to prove the LDP for the family of diffusion processes {X ε } ε→0 in the space of continuous functions (C [ 
The reader is referred to the monographs [6] , [3] , [16] , [4] for a comprehensive study on LDP.
Since the environment in our model is a realization of an ergodic process, one can expect a homogenization effect for the diffusion coefficient. In order to formulate the main results let us introduce (recall a j > 0)
. Theorem 1.1. For any T ≥ 0 and κ = 0, the family {X ε } ε→0 converges weakly to the process (X t ) t≤T solving the SDE
This fact hints that the family {X ε } ε→0 may share the same LDP with the family { X ε } ε→0 , where
We show that this supposition is valid if κ is not too large. In other words, the diffusion process in random environment verifies the LDP of the Freidlin-Wentzell type. Theorem 1.2. For any T and κ ∈ 0, 1 6 , the family {X ε } ε→0 obeys the LDP with the rate function
Following the common terminology from the literature on processes in random environments (see e.g. [19] ) our result can be viewed as annealed LDP.
Remark 2. It is not clear at this point, whether the same or any kind of LDP holds for κ ≥ 1/6. In fact, the homogenization effect of the random environment may not be fast enough to provide the appropriate averaging for large κ.
The rest of the paper is organized as follows. The next section discusses the interpretation of X ε as a weak solution of (1.1). Section 3 outlines the method, used to prove the main results. In Section 4 we derive several auxiliary results needed to implement the method. The proofs of Theorems 1.1 and 1.2 are given in Sections 5 and 6.
Diffusion in random environment
Several constructions for scalar diffusion processes in random environment are known: e.g. [1] , [18] . We interpret X ε as the weak solution of (1.1) constructed explicitly via the time and measure changes (see e.g. [15] ).
Let ξ = ξ(u) u∈R be the Markov chain defined in the introduction and β = (β t ) t≥0 be a Wiener process independent of ξ. Suppose the pair (ξ, β) is defined on a stochastic basis (Ω, F, F = (F t ) t≥0 , Q) satisfying the general conditions. Assume that ξ is F 0 -measurable and the increments of β on the non-overlapping intervals are conditionally independent given F 0 . Introduce the stopping time
Since ξ 2 (u) is strictly positive,
and so τ t is absolutely continuous with respect to dt:
Define the filtration G = (G t ) t≥0 with G t := F τt , so that (β τt , G t ) is a continuous martingale with the quadratic variation process τ t . Set Y t = x 0 + β τt . Then the Itô integral
is well defined and (B t , G t ) t≥0 is a continuous martingale with the quadratic variation process B t ≡ t. Hence by the Levy-Doob theorem (B t , G t ) t≥0 is a Brownian motion. So,
Independence of B and ξ follows from the fact that ξ is G 0 -measurable (recall that F 0 = G 0 ) and B is a Brownian motion with respect to G. Thus, Y = (Y t ) t≤T solves (1.1) with zero drift on the stochastic basis
A weak solution of (1.1) with nonzero drift b(x) is obtained with the help of Girsanov's change of measure: namely, Y = (Y t ) t≤T solves (1.1) under a new measure P with dP = z T dQ, where
is a bounded process, the Girsanov exponential z T has the expectation
Hence by the Girsanov theorem the random process
is a Brownian motion with respect to (G t ) t≤T under P. Moreover, the distribution of ξ under Q and P is the same, since the restrictions Q 0 and P 0 of Q and P to G 0 coincide. The independence of ξ and B is argued as before. Hence Y solves
The Method
Both the weak convergence in Theorem 1.1 and the LDP in Theorem 1.2 are verified by means of the "stochastic exponential" technique (see, e.g., Ch. 8 in [10] and [12] , [13] , [14] ). Below we give the essential details for reader convenience.
Let X ε t and X ε t be the solutions of (1.1) and (1.2) respectively and λ(t) be a piecewise constant function. Define the stochastic exponentials
These processes compensate exp t 0 λ(s)dX ε s and exp t 0 λ(s)d X ε s up to continuous martingales
respectively. For the setting under consideration, both the weak convergence and the LDP are determined by the limiting behavior of these stochastic exponentials, namely
For κ = 0, the latter is the well known condition for weak convergence (c.f. Problem 1, §1, Ch. 8 in [10] ):
This limit should hold for any piecewise constant function λ(s) and hence for the setting under consideration is equivalent to
The uniform convergence in (3.2) follows from the Law of Large Numbers for ergodic processes and a generalization of the Dini theorem (see Section 5). For κ > 0, (3.1) is nothing but the condition of Puhalskii's Theorem 2.3 from [12] (see also [13] ), stating that X ε and X ε satisfy the same LDP. In our case it reads lim ε→0 ε 2κ log P sup
For κ ∈ 0, 1 6 , (3.3) is verified with the help of the Poisson equation technique (see Section 6).
Preliminaries
Several notations are used through the text: -x * stands for the transposition of x, -diag(x), x ∈ R m is a diagonal matrix with x i on the diagonal, -l denotes a generic constant whose meaning depends on the context.
Then (see Ch 9, §2 in [10] ), t 0 Ψ(ξ(s))ds obeys, the so called Poisson decomposition:
where V t is F ξ -adapted process and M t is F ξ -martingale with pathes from the Skorokhod space. Due to the specific properties of ξ, the processes V t and M t has the following structure.
Lemma 4.1.
(1) |V t | ≤ l; (2) M t is a purely discontinuous square integrable martingale with bounded jumps and its quadratic variation process M t has a bounded density with respect to dt, i.e.
Proof. Notice that Ψ(ξ(t)) = f * I(t), where
and f * π = f * EI(t) = Ef * I(t) = EΨ ξ(t) = 0. Since the zero eigenvalue of Λ is simple, the Poisson equation
is solvable and the solution with the property g * π = 0 is unique. Only this solution will be considered in the sequel. By Lemma 9.2, Ch.9, §9.1 in [9] ,
is a purely discontinuous martingale with respect to F ξ with bounded jumps. Then g * N t = g * I(t) − g * I(0) − t 0 g * Λ * I(s)ds and, due to (4.2),
Hence with V t = g * I(t) and M t = g * N t the required statement holds provided that M t = m t dt with m t ≤ l. The latter is verified by the Itô formula
On the other hand, since I(t)I * (t) = diag(I(t)):
Combining both representation for I(t)I * (t) one concludes that the process
is a martingale with predictable paths of locally bounded variation, starting from zero. It is well known (see, e.g. Theorem 1 in Ch. 2, §2, [10] ) that such a martingale is indistinguishable from zero, that is, the latter implies
Consequently, M t = g * N t g, so that, the quadratic variation process of M t has the bounded density
4.2.
Exponential estimate for martingales with bounded jumps. Let L = (L t ) t≥0 be a martingale with L 0 = 0 and paths from the Skorokhod space D [0,∞) and bounded jump process 
This result is known (see, e.g. [11] and [5] ).
Proof. In view of Remark 3 and the obvious inequality
Recall some notions from the theory of martingales (for more details, see e.g. [10] or [8] ). The integer-valued measure µ = µ(dt, dz) is associated with the jump process △L t , so that for any measurable set A and t > 0,
We denote by ν = ν(dt, dz) the compensator of µ. The condition |△L t | ≤ K enables us to choose a version of ν with ν(R + × {|z| > K}) = 0 which will be used in the sequel. The martingale L t can be represented as the Itô integral relative to the random martingale measure µ − ν:
For any λ ∈ R the random process
is well defined and increases with t. Its jump process
is nonnegative. The random process
is called the cumulant process of λL t in the sense that the stochastic exponential E t (λ) = e Kt(λ) compensates e λLt up to a martingale exponential z t (λ) = e λLt−log Et(λ) .
Recall that any nonnegative local martingale is also a supermartingale, i.e., lim t→∞ z t (λ) = z ∞ ∈ R + exists almost surely and for any stopping time τ , Ez τ (λ) ≤ Ez 0 ; in our setting Ez τ (λ) ≤ 1. Set σ t = e λLt−Gt(λ) and notice that z τ ≥ σ τ for any stopping time τ . This lower bound is implied by log(1 + x) − x ≤ 0 for x ≥ 0 and the fact that the jumps △G t (λ) of G t (λ) are nonnegative. The random process z t (λ), being nonnegative local martingale, is supermartingale too, so that, lim t→∞ z t (λ) = z ∞ (λ) ∈ R + , a.s. Therefore, for any stopping time τ , Ez τ (λ) ≤ 1 and, in turn, Eσ τ (λ) ≤ 1. By taking λ such that |λK| < 1, for any z with |z| ≤ K, we obtain
For any λ with |λ|
The left hand side of this inequality is independent of λ. So, we can choose
to obtain the desired result.
5. The proof of Theorem 1.1 Theorem 1.1 is in the spirit of V. V. Yurinsky, [17] . The proof uses some arguments from A. Butov and E. Krichagina, [2] . Proof. By the Chebyshev inequality P sup t≤T |X ε t | > C ≤ 1 C 2 E sup t≤T |X ε t | 2 it suffices to show only that E sup t≤T |X ε t | 2 ≤ l for some positive constant l. Since b(x) and ξ 2 (t) are bounded,
and by the Doob inequality
We are now in the position to prove (3.2). The Itô integral
is a continuous martingale with respect to G = (G t ) t∈[0,T ] with the quadratic variation process
Further, we shall use the zero mean process
and the obvious identity
Clearly, it left to check that
Proof. The function H(x) is continuously differentiable with H ′ (x) = x 0 ζ(s)ds and has the second Sobolev derivative H ′′ (x) = ζ(x). Since the random environment process is bounded and is independent of the Brownian motion, Krylov's generalization of the Itô formula, [7] , is applicable to 2ε 2 H(X ε t /ε) and gives the required formula.
Due to Lemma 5.2, it suffices to check the following relations:
Moreover, by Lemma 5.1, it suffices to prove only that for any C > 0,
Let τ C = inf{t ≤ T : |X ε t | > C} with the convention inf{∅} = ∞. The following upper bounds are valid on the set sup t≤T |X ε t | ≤ C .
So, the first three limits in (5.2) follow from
In fact, the last limit in (5.2) is also implied by (5.3) since by the Doob inequality
Notice also that by the stationarity of ζ(t), In contrast to the diffusion approximation, the LDP analysis requires an exponential tightness.
Lemma 6.1. For any T > 0 and any κ > 0,
Proof. Recall that U ε t is defined in (5.1) and |b(x)| ≤ l. Then, sup t≤T |X t | ≤ |x 0 | + lT + ε κ sup t≤T |U ε t | and only
is to be proved. The continuous martingale ε κ U ε t possesses the quadratic variation process ε κ U ε t , where ε κ U ε T ≤ ε 2κ T max i≤m a 2 i . Hence, by Remark 3,
On the set {sup t≤T |X ε t | ≤ C}, we have the following upper bounds
Then the first three limits in (6.2) follow from
Let us check that the last limit in (6.2) is also implied by (6.3). With The random variable L T is upper bounded: Since |V v/ε | is bounded in ε, the proof of (6.3) is reduced to: lim ε→0 ε 2κ log P sup 0≤v≤C ε 1−2κ M v/ε > η = −∞.
Now we apply Lemma 4.2 to the purely discontinuous square integrable martingale ε 1−2κ M t/ε with the jump process bounded by lε 1−2κ and the quadratic variation process with density, with respect to the Lebesgue measure, bounded by lε 2(1−2κ) /ε. Then, with κ < Consequently, ε 2κ log P sup 0≤v≤C ε 1−2κ M t/ε > η ≤ ε 2κ log 2 − η 2 l(2ε 1−4κ η + ε 1−6κ C) − −− → ε→0 −∞.
