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Abstract
We define a new class of generalized totally nonnegative matrices, shortly GTN-matrices,
over a noncommutative ring with identity and a positive part. The class of GTN-matrices is
closed under multiplication, every submatrix of a GTN-matrix is a GTN-matrix as well. We
also define a standard form of a GTN-matrix. We then study the invertible GTN-matrices of
a fixed order and classify them; the classes form a partially ordered set, can be (noncommu-
tatively) multiplied and multiplication preserves ordering. © 2002 Elsevier Science Inc. All
rights reserved.
AMS classification: 15A23; 15A33
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1. Introduction
The present paper is essentially the final part of a series of papers of which the
main idea was to extend the factorization theorems on totally nonnegative matrices
to the block case.
In contrast to the papers [5,6] where only the notion of a (noncommutative) ring
with identity was used, we had to turn in [7] to a special kind of ring which we called
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ring with a positive part. We succeeded to prove analogous theorems on products and
factorizations known already from Gantmacher and Krein [8], Cryer [4], Ando [1],
Gasca and Peña [9], etc., but only for the case of (strictly) totally positive matrices.
This paper is intended to remove such restriction.
In addition, we also introduce the concept of majorization for the invertible case
which to our knowledge has not been studied even in the classical case.
We shall use the same notation that we adopted in [5–7].
First, let R be a noncommutative ring with identity 1, and let R+ denote its pos-
itive part which has the property that if a and b are in R+, then a + b and a · b are
in R+. If a ∈ R+, then a is invertible and a−1 is again in R+. We write a > 0 if
a ∈ R+.
If A is an n× n matrix, and N = {1, . . . , n}, then for N1 ⊂ N and N2 ⊂ N ,
A(N1|N2) denotes the submatrix of A with row indices in N1 and column indices
in N2. As in [5], if apq is an entry of A = (aij), then we denote its relevant submatrix
A({p − q + 1, . . . , p}|{1, . . . , q}) if p  q, or A({1, . . . , p}|{q − p + 1, . . . , q}) if
p < q as A(pq) and its cocomplement, i.e., the Schur complement A(pq)/A(p−1,q−1)
(if min(p, q) > 1, otherwise apq) as γ (apq), if it exists.
Also, again we use the notation for normalized bidiagonal matrices as in [6]. As
usual, Eij denotes the matrix which has 1 in its (i, j) position and zeros elsewhere.
An n× n matrix A has the consecutive-column property (CC-property) if for
all i, j ∈ N , A(ij) is invertible whenever i  j . Similarly, we say A has the consec-
utive-row property (CR-property) if for i, j ∈ N , A(ij) is invertible whenever i  j .
If A satisfies both the CC- and CR-properties, then we call A totally invertible
(TNS).
The main result of [6] is the following theorem.
Theorem 1.1. Let A be an m× n TNS-matrix over R, m  n. Then A can be factor-
ized as
A = BDFC, (1)
where B = B1 · · ·Bm−1, D = diag{d1, . . . , dm}, F = F2F3 · · ·Fn−m+1,
C =
(
In−m 0
0 C0
)
, C0 = Cm−1 · · ·C1,
Bi =↘


× 1
0 1
...
...
0 1
bm−i+1,1 1
...
...
bmi 1


, Ci =↘


1 0
...
...
1 0
1 c1,m−i+1
...
...
1 cim
1 ×


, i = 1, . . . , m− 1,
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Fk =↘


1 0
...
...
1 0
1 f1k
...
...
1 fmk


, k = 2, . . . , n−m+ 1;
here all entries bij, m  i  j  1, cij, 1  i  j  m, di, i = 1, . . . , m, fik, i =
1, . . . , m, k = 2, . . . , n−m+ 1 are invertible elements in R. The factorization in
this form is unique.
We shall call form (1) of Theorem 1.1 the standard form for A, and the entries bij,
cij, di , and fij are called parameters.
A (rectangular) matrix A is called generalized totally positive matrix (GTP-ma-
trix) if the cocomplement of each entry in its relevant submatrix exists and is positive
[7].
The following theorem characterizes these matrices in our terminology.
Theorem 1.2. Let A be an m× n matrix. The following statements are equivalent:
1. A is a GTP-matrix.
2. JmAJn is a GTP-matrix, where Jm, etc., is the m×m permutation matrix having
ones on the skew diagonal.
3. A is a TNS-matrix and all its parameters in the standard form are positive.
We define now (all over R) an LB-matrix, respectively, UB-matrix, as a square
bidiagonal matrix the diagonal entries of which are either one, or zero, and the sub-
diagonal, respectively, superdiagonal entries are either zero or positive. A B-matrix
is either a k × (k + 1) matrix the diagonal entries of which are one or zero and the
entries in the parallel second diagonal are either zero, or positive entries in R, or
a transpose of such matrix. In the first case, we say that such B-matrix is long, in
the second case short. Finally, a D-matrix is a diagonal matrix the diagonal entries
of which are either positive or zero, and a PD-matrix will be a D-matrix with all
diagonal entries positive.
In more detailed investigations, we shall say that an LB-matrix is reduced if in
the case that the diagonal entry is zero, the subdiagonal entry in the corresponding
column is either one or zero. Similarly, a UB-matrix is reduced if the transpose is a
reduced LB-matrix.
A short B-matrix A is called reduced if the LB-matrix obtained from A by adding
a new column with the last entry one (and zero elsewhere) is reduced; analogously,
long reduced B-matrices are defined.
A generalized totally nonnegative matrix (even rectangular), shortly GTN-matrix,
over R is a matrix which is a product of LB-, UB-, B- and D-matrices in any order.
12 M. Fiedler, T.L. Markham / Linear Algebra and its Applications 345 (2002) 9–28
In this sense, we have the following theorem.
Theorem 1.3. Every submatrix of a GTN-matrix is again a GTN-matrix. The prod-
uct of GTN-matrices (which can be multiplied) is also a GTN-matrix.
Proof. The second part is immediate. The first part follows from the fact that every
submatrix of a matrix can be obtained by successive multiplications by B-matrices
of the form(
I 0 0
0 0 I
)
from the left and transposes of such matrices from the right. 
Further, we define a generalized invertible totally nonnegative matrix (shortly
GITN-matrix) as any finite product of invertible LB-, UB-, and PD-matrices (of the
same size) in any order. Thus, the product of GITN-matrices is again a GITN-matrix
and every GITN-matrix is a GTN-matrix.
In Section 2, we show that every GTN-matrix can be brought to a standard form,
an analogous form as in (1), where the matrices Bi , Cj are reduced LB-, respectively,
UB-matrices, the matrix D a PD-matrix and the matrices Fj matrices the last m rows
of which are reduced B-matrices.
In Section 3, we show that every GITN-matrix A can be expressed in the form
A = BDC, where B is a lower triangular GITN-matrix which is a product of in-
vertible LB-matrices only, D is a PD-matrix, and C is an upper triangular
GITN-matrix which is a product of invertible UB-matrices. In addition, B and C
are in the standard form similarly like above with an additional condition
that some of the parameters can be zero (the remaining positive). This will allow
us to classify GITN-matrices according to the pattern of positive elements in this
form.
To simplify formulations, we shall introduce two relations in the class of GITN-
matrices of the same size. For GITN-matrices A1 and A2, we say that A2 majorizes
A1, A1 ≺ A2, if A1 and A2 have standard forms in which every parameter positive
for A1 is also positive for A2. If then both A1 ≺ A2 and A2 ≺ A1 hold, we say that
A1 and A2 are equivalent, denoted as A1 ∼ A2.
An easy consequence is that the classes of this equivalence are closed under
multiplication; the product does not depend on the representatives from the
classes.
The results of this paper are related on one side to the authors’ previous results on
GTP-matrices, on the other side to the theory developed for the commutative case in
[3] by Brenti and in [2] by Berenstein et al. By a basic result of Cryer [4], the class
of GTN-matrices generalizes the usual class of totally nonnegative matrices (in other
terminology, totally positive matrices).
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2. GTN-matrices
Let us introduce first some notions. Let A be an n× n LB-matrix which is not
diagonal. We say that A has height h if the smallest index r for which (A)r+1,r is
positive satisfies r = n− h. We denote it as h(A). For a diagonal matrix A, we set
h(A) = 0.
Thus an LB-matrix A has at most h(A) positive subdiagonal entries. In a similar
way, we define the height of a UB-matrix U as the previously defined height of the
transpose matrix UT. Finally, we define also the height of a long B-matrix Z as the
height of the UB-matrix obtained from Z by adding a new row (0, 0, . . . , 0, 1); if Z
is short, its height is that of ZT.
An LB-matrix A will be called simple, shortly SLB-matrix, if it has only one
subdiagonal entry positive and all diagonal entries one, except possibly those in the
row and column containing that positive off-diagonal entry; then, the diagonal entry
can be zero.
To have a notation, we denote by Lk the class of SLB-matrices which have height
k. However, we include in Lk even the case that the matrix is diagonal, i.e., that its
height is zero.
Similarly, we shall denote by Uk the analogously defined class of simple UB-
matrices, shortly SUB-matrices, for which the height is again k, eventually zero.
Our first task will be to state a basic observation and prove several lemmata.
Observation 2.1. Let A be an LB- (or, UB-) matrix, let D be a PD-matrix of the
same order. Then there exists an LB- (or, UB-) matrix A′ such that AD = DA′. If
in the product BD, B is a B-matrix and D a PD-matrix, then there exist a B-matrix
B ′ and a PD-matrix D′ for which BD = D′B ′. An analogous result holds for the
product DB.
Lemma 2.2. Let A be an n× n LB-matrix. Then A = A1A2 · · ·An−1, where Ak ∈
Ln−k for k = 1, . . . , n− 1.
Conversely, any product of such matrices A1 · · ·An−1 is an LB-matrix.
Proof. Follows easily by induction with respect to n. 
Lemma 2.3. Let A be an n× n UB-matrix, B an n× n LB-matrix. Then there exist
an LB-matrix X, a UB-matrix Y, and a PD-matrix D such that AB = XDY.
Proof. By Lemma 2.2, B is a product of SLB-matrices and we shall first prove the
lemma for one factor Bk . Let k ∈ {1, . . . , n− 1} and suppose Bk has in the (k + 1)st
row the kth entry bk+1,k , the kth diagonal entry εk , and the (k + 1)st diagonal entry
εk+1, whereas A = (aij). We write X = (xij) and Y = (yij).
We distinguish several cases; in each case, ABk = XY and Y is both left and right
PD-multiple of an LB-matrix and X is in Ln−k .
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Let first akk be zero, ak,k+1bk+1,k > 0. Choose ykk = ak,k+1bk+1,k , xk+1,k =
ak+1,k+1bk+1,ky−1kk , the remaining entries of X as in I, yk,k+1 = ak,k+1εk+1,
yk+1,k+1 = 0, the remaining entries of Y as in A.
If now not only akk but also ak,k+1 is zero, then choose xkk = 0,xk+1,k =
ak+1,k+1bk+1,k , yk,k+1 = 0, ykk = 1, the remaining entries of Y as in A. If akk = 0,
ak,k+1 > 0 but bk+1,k = 0, then xkk = 1, xk+1,k+1 = εk+1, yk,k = 0, the remaining
entries of Y as in A.
Let now akk be positive so that z := akk + ak,k+1bk+1,k > 0. Choose xk+1,k =
ak+1,k+1bk+1,kz−1 and the remaining entries in X as in I, and further ykk =
akk, yk,k+1 = εk+1. If ak,k+1bk+1,k = 0, set yk+1,k+1 = 0. If ak,k+1bk+1,k > 0, set
yk+1,k+1 = ak+1,k+1a−1k,k+1akkz−1ak,k+1z. The remaining entries of Y will be equal
to those of A.
We have now by Lemma 2.2 and Observation 2.1
AB = AB1 · · ·Bn−1
= X1D1Y1B2 · · ·Bn−1
...
= X1D1X2D2Y2B3 · · ·Bn−1
= X1D1X2D2 · · ·Xn−1Dn−1Yn−1
= X1X′2 · · ·X′n−1DYn−1
= XDY,
as asserted.
Here, as well as in the sequel, it will be advantageous to use again the counter-
identity matrix from condition 2 of Theorem 1.2. 
Remark 2.4. Clearly, the matrix JAJ is that centrally symmetric to A.
Corollary 2.5. Let A1 be an n× n LB-matrix, B1 an n× n UB-matrix. Then there
exist a UB-matrix X1, an LB-matrix Y1, and a PD-matrix D1 such that A1B1 =
X1D1Y1.
Proof. The matrix A = JA1J is a UB-matrix, B = JB1J an LB-matrix. By
Lemma 2.3, there exist an LB-matrix X, a UB-matrix Y, and a PD-matrix D such
that AB = XDY . Thus A1B1 = X1D1Y1 for X1 = JXJ, Y1 = JYJ, and D1 = JDJ,
where X1, Y1, D1 have the desired property. 
Lemma 2.6. Let
A =↘

a1 b1· · · · · ·
am bm


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be a B-matrix. Then A is the product of a simple B-matrix
A1 =↘


a1 b1
0 1
· · · · · ·
0 1


and the matrix
A2 =↘


× 1
0 1
a2 b2
· · · · · ·
am bm

 .
Conversely, any product of this form is a B-matrix.
Proof. Immediate. 
Lemma 2.7. Let A be an n× n LB-matrix, B an n× n UB-matrix, D a PD-matrix.
If k > 0, then there exist an LB-matrix A1, a UB-matrix B1, and a PD-matrix D1
such that A1D1B1 = ADB + kE11.
Proof. It suffices to change the (1, 1)-entries in A and B appropriately by adding
positive numbers and factoring out a PD-matrix. 
Lemma 2.8. Let A be an (m− 1)×m B-matrix, B an m× (m− 1) B-matrix. Then
there exist an LB-matrix X, a UB-matrix Y, and a PD-matrix D such that AB = XDY.
Proof. By Lemma 2.6, A = A1A2 and, for the transpose, BT = B1B2. By Corollary
2.5, the product A2BT2 = X1D1Y1, where X1 is a UB-matrix, Y1 an LB-matrix, and
D1 a PD-matrix. But A1X1D1 multiplied by Y1BT1 has the form A3D3B3 + kE11,
where A3 is an LB-matrix, B3 a UB-matrix, and D3 a PD-matrix. By Lemma 2.7,
the result follows. 
Lemma 2.9. Let A be an n× n LB-matrix, B an n× n matrix in Li . Then there
exist a matrix X in Li−1 and an LB-matrix Y such that h(A) = h(Y ) and AB = XY;
if i = 1, we set X = I .
Proof. If B diagonal, the result is true for X = I . The same holds for i = 1. Let
thus i > 1 and let for k = n− i, bk+1,k be the only positive subdiagonal entry of B.
SupposeA = (aij) and denote the matrices to be determinedX = (xij) and Y = (yij).
Let first ak+1,kbk,k + ak+1,k+1bk+1,k be positive. Choose
ykk = akkbkk,
yk+1,k = ak+1,kbk,k + ak+1,k+1bk+1,k,
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yk+1,k+1 = ak+1,k+1bk+1,k+1,
yk+2,k+1 = ak+2,k+1ak+1,k(ak+1,kbk+1,k+1 + ak+1,k+1bk+1,k)−1,
xk+2,k+1 = ak+2,k+1bk+1,k(ak+1,kbk,k + ak+1,k+1bk+1,k)−1,
the remaining entries of X being as in I and the remaining entries of Y as in A. Then,
indeed, AB = XY and h(A) = h(Y ).
Let now ak+1,kbk,k + ak+1,k+1bk+1,k = 0. This can happen in four ways; in each
case, we only list those entries of X and Y which differ from I and A, respectively.
Suppose first that ak+1,k = 0. If also ak+1,k+1 = 0, choose
xk+1,k+1 = 0,
yk+1,k = 1,
xk+2,k+1 = ak+2,k+1bk+1,k,
yk+2,k+1 = ak+2,k+1bk+1,k+1,
yk+1,k+1 = 0.
If ak+1,k+1 > 0 so that bk+1,k = 0, choose
yk+1,k = 0, yk+1,k+1 = ak+1,k+1bk+1,k+1,
yk+2,k+1 = 0, xk+2,k+1 = ak+2,k+1a−1k+1,k+1bk+1,k+1.
Let now ak+1,k > 0 so that bkk = 0. If ak+1,k+1 = 0, choose
ykk = 0, xk+1,k+1 = 0, yk+1,k = 1,
yk+2,k+1 = ak+2,k+1bk+1,k+1, xk+2,k+1 = ak+2,k+1bk+1,k.
If ak+1,k+1 > 0 so that bk+1,k = 0, choose yk+1,k = 0, yk+1,k+1 = ak+1,k+1
bk+1,k+1. In all these cases, AB = XY as well as h(A) = h(Y ) again. 
Lemma 2.10. Let A be an (n− 1)× n B-matrix, B an n× n LB-matrix. Then there
exist an (n− 1)× (n− 1) LB-matrix X, an (n− 1)× n B-matrix Y, and a PD-
matrix D such that AB = XDY.
Proof. By Lemma 2.2, B can be written as B1 · · ·Bn−1, where Bk ∈ Ln−k are the
SLB-matrices for k = 1, . . . , n− 1. We shall prove that ABk = XkDkYk , where
Xk is an SLB-matrix in Ln−k , Yk is a B-matrix, and Dk is a PD-matrix for k =
1, . . . , n− 1.
Let first k = n− 1. Then ABn−1 is a B-matrix so that Xn−1 = Dn−1 = I and
Yn−1 = ABn−1 satisfy the condition.
Let now k ∈ {1, . . . , n− 2}. It is immediate that it suffices to take the kth and
(k + 1)st rows of A and the kth, (k + 1)st and (k + 2)nd columns of B, and the same
for Xk and Zk = DkYk .
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Let us show now that if in the relation
(
ak bk 0
0 ak+1 bk+1
) εk 0 0ck+1 εk+1 0
0 0 1


=
(
ε′k 0
c′k+1 ε′k+1
)(
a′k b′k 0
0 a′k+1 b′k+1
)
on one side each entry is either zero or positive, then on the other side there exist
entries which are again either zero or positive, for which the equality holds.
Let the left-hand side be given and let first akεk + bkck+1 be positive. Then for
bk > 0, ε′k = 1, b′k = bkεk+1, a′k = akεk + bkck+1,
c′k+1 = ak+1ck+1(akεk + bkck+1)−1, ε′k+1 = 1,
a′k+1 = ak+1b−1k akεk(akεk + bkck+1)−1bkεk+1, b′k+1 = bk+1
is a solution; if bk = 0, then b′k = 0 and a′k+1 = ak+1εk+1 instead.
Let now akεk + bbck+1 be zero. If ak = 0 and bk = 0, then
ε′k = 0, a′k = ck+1, c′k+1 = ak+1,
ε′k+1 = 1, a′k+1 = 0, b′k = εk+1, b′k+1 = bk+1
is a solution.
If ak = 0, bk /= 0 so that ck+1 = 0, then a′k = 0, ε′k = bk , b′k = εk+1, ε′k+1 = 1,
b′k+1 = bk+1, c′k+1 = 0, a′k+1 = ak+1εk+1 is a solution.
If ak /= 0 (so that εk = 0) and bk = 0, then ε′k = 0, b′k = 0, a′k+1 = ak+1εk+1,
ε′k+1 = 1, b′k+1 = bk+1, c′k+1 = ak+1, a′k = ck+1 is a solution.
Finally, if ak /= 0 and bk /= 0 so that εk = 0 and ck+1 = 0, then
a′k = 0, ε′k = 1, b′k = bkεk+1, c′k+1 = 0,
ε′k+1 = 1, a′k+1 = ak+1εk+1, b′k+1 = bk+1
is a solution.
Similarly, if the entries on the right-hand side are given, the solution for the entries
of the left-hand side can be found.
We have now by this result and Observation 2.1
AB = AB1 · · ·Bn−1
= X1D1Y1B2 · · ·Bn−1
...
= X1D1X2D2Y2B3 · · ·Bn−1
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= X1D1X2D2 · · ·Xn−1Dn−1Yn−1
= X1X′2 · · ·X′n−1DYn−1
= XDY,
where X is by Lemma 2.2 an LB-matrix, Y = Yn−1 a B-matrix, and D = D1D2 · · ·
Dn−1 a PD-matrix. 
Lemma 2.11. Let A be an m× (m− 1) B-matrix, B an (m− 1)×m B-matrix.
Then there exist a UB-matrix X and an LB-matrix Y such that AB = XY.
Proof. If we add to A a zero column as the mth, the new matrix X will be a UB-
matrix; similarly adding a zero row to B we obtain an LB-matrix Y. Since AB = XY ,
the result follows. 
Lemma 2.12. Let A and B be n× n LB-matrices such that (A)21 = 0. Then there
exist LB-matrices X and Y such that (Y )n,n−1 = 0 and AB = XY.
Conversely, to given LB-matrices X and Y satisfying (Y )n,n−1 = 0 there exist
LB-matrices A and B satisfying (A)21 = 0 and XY = AB.
Moreover, in the first part of the assertion, one can omit the assumption (A)21 =
0, in the second the assumption (Y )n,n−1 = 0.
Proof. Observe first that both parts of the assertion are equivalent: If AB = XY, then
BTAT = Y TXT and, for the counter-identity matrix J, (JBTJ )(JATJ ) = (JY TJ )
(JXTJ ). The matrix JBTJ is LB, (JATJ )n,n−1 = 0, JY TJ is LB and satisfies
(JY TJ )12 = 0, JXTJ is LB.
We shall thus prove the second part only. Let Y be factorized according to Lemma
2.2: Y = Y1 · · ·Yn−2, Yk ∈ Ln−k , k = 1, . . . , n− 2. By Lemma 2.9, XY1 = A1B1,
where A1 ∈ Ln−2 and B1 is LB. Further, XY1Y2 = A1A2B2, where A2 ∈ Ln−3 and
B2 is LB. Thus, after n− 2 steps, XY = A1A2 · · ·An−2Bn−2 which is XY = AB
with the required properties. 
The rest is obtained by observing that we can have one more factor Yn−1.
Lemma 2.13. Let A be an (n− 1)× n B-matrix, B an n× n UB-matrix. Then there
exist an (n− 1)× n B-matrix X, an n× n UB-matrix Y satisfying (Y )12 = 0 and
(Y )11 = 1, and a PD-matrix D such that AB = DXY.
In addition, one can always arrange that (X)n−1,n > 0.
Proof. Denote by A˜, B˜ the matrices JAJ, JBJ, respectively. The matrix A˜ can be
written, by Lemma 2.6, as D˜A˜0A˜1, where D˜ is a PD-matrix, A˜0 is a simple B-matrix,
and A˜1 as well as B˜ are LB-matrices; in addition, (A˜1)21 = 0. By Lemma 2.12, there
exist LB-matrices X˜1 and Y˜ satisfying (Y˜ )n,n−1 = 0 such that A˜1B˜ = X˜1Y˜ . Then
X˜ = D˜A˜0X˜1 is a product of a PD-matrix and a B-matrix and A˜B˜ = X˜Y˜ . Going
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back to A, B, X, and Y, we obtain AB = DXY for some PD-matrix D and (Y )12 = 0.
To complete the proof, observe that the entries (X)11 and (Y )11 as well as (X)n−1,n
and (Y )nn occur only in their product. 
Lemma 2.14. Let A be an (n− 1)× n B-matrix, B an n× (n+ 1) B-matrix. Then
there exist an (n− 1)× n B-matrix X and an n× (n+ 1) B-matrix Y satisfying
(Y )12 = 0, (Y )11 = 1 such that AB = XY.
Proof. If we remove from B the last column, thus obtaining a UB-matrix B˜, there ex-
ist by Lemma 2.13 matrices X and Y ′ with described properties such that AB˜ = XY ′.
The last column of B has the form ben so that the last column of AB is a multiple of
en+1. Since the entry (X)n−1,n can be chosen positive by Lemma 2.13, it is possible
to complete Y ′ by one more column of the form yen+1 to the B-matrix Y so that
AB = XY . 
Theorem 2.15. Let A be an m× n GTN-matrix over R, m  n. Then A can be
factorized as
A = BDFC,
where
B = B1 · · ·Bm−1, D = diag{d1, . . . , dm}, F = F2F3 · · ·Fn−m+1,
C =
(
In−m 0
0 C0
)
, C0 = Cm−1 · · ·C1,
Bi =↘


× 1
0 1
...
...
0 1
0 ε.
bm−i+1,1 ε.
...
...
bmi ε.


, Ci =↘


1 0
...
...
1 0
ε. 0
ε. c1,m−i+1
...
...
ε. cim
ε. ×


, i = 1, . . . , m− 1,
Fk =↘


1 0
...
...
1 0
ε. f1k
...
...
ε. fmk


, k = 2, . . . , n−m+ 1;
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here each of the entries bij, m  i  j  1, cij, 1  i  j  m, di, i = 1, . . . , m,
fik, i = 1, . . . , m, k = 2, . . . , n−m+ 1 is either zero or a positive element in R,
and each ε. is either one or zero.
In addition, all matrices Bi, Ci and Fi are reduced.
Proof. By definition, A is a product of the LB-, UB-, B-, and D-matrices. By Lemma
2.9 and Observation 2.1, each LB-matrix can be moved to the left and each UB-
matrix can be moved to the right. Also if two B-matrices with transpose dimensions
are consecutive, their product can be replaced (moving also the PD-factors) by the
product of an LB-matrix and an UB-matrix. It follows that A can be written in the
form LDZU, where L is a product of LB-matrices of order m, U a product of UB-
matrices of order n, D a diagonal matrix, and Z is a product of n−m long B-matrices
of increasing orders: Z = Z1 . . . Zn−m.
We shall show now that every product P = P1 · · ·PN of LB-matrices can be
expressed in the “standard” form B from the theorem. We shall use induction with re-
spect to the number of (nondiagonal) factors N in this product. For N = 0 or N = 1,
this assertion is correct since Bm−1 includes this case. If N > 1, then P2 · · ·PN =
B1 · · ·Bm−1 by the induction hypothesis. Let r be the height of P1. If r = 1, then
P1B1 has again height 1 and P is in the standard form. Let thus r > 1. Then P1B1 =
P (2) is an LB-matrix with height r. By Lemma 2.9, P (2)B2 = B˜1P (3), where B˜1
is an LB-matrix of height 1 and P (3) an LB-matrix with height r. We then contin-
ue, until we get P1B1 · · ·Br = B˜1 · · · B˜r−1P (r), where P (r) is an LB-matrix with
height r. Thus P = B˜1 · · · B˜r−1P (r)Br+1 · · ·Bm−1 is a standard form of P. Using
this result for the transpose UT of U, assume that U is already in the standard form
U = Un−1Un−2 · · ·U1, where Uk has height at most k. If m = n, we are finished.
Let now m < n. We shall proceed by diminishing the heights of the factors Zi
and Ui . By Lemma 2.13, the product Zn−mUn−1 can be written as Z′n−mU ′n−1,
where Z′n−m is an (n− 1)× n B-matrix and U ′n−1 a UB-matrix with height at most
n− 2. Let U ′n−2 · · ·U ′1 be a standard form of the product U ′n−1Un−2 · · ·U1. We
then diminish the height of Z′n−m in the product Zn−m−1Z′n−m using Lemma 2.14:
Zn−m−1Z′n−m = Z′n−m−1Z′′n−m, then the height ofU ′n−2 inZ′′n−mU ′n−2 using Lemma
2.12, further transforming the product of the new U ′′n−2 with U ′n−3 · · ·U ′1 to standard
form, etc. This procedure can be performed, until we reach the form in the theorem.
Let us now show that all matrices Bi , Ci , and Fi can even be reduced. Observe
that every product D1B of an LB-matrix B and a PD-matrix D1 can be written as
B0D2, where D2 is a PD-matrix and B0 is reduced. It follows that B1 · · ·Bn−1 can
be written as B0,1 · · ·B0,n−1D̂, where the B0,k’s are reduced and D̂ is PD. Similarly,
Cn−1 · · ·C1 can be written as D0C0,n−1 · · ·C0,1, where D0 is PD and the Ck,0’s are
reduced.
If now F2 · · ·Fn−m+1 is the product obtained in the previous step, then first, for
D′ =
(
In−m 0
0 D0
)
,
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Fn−m+1D′ = Dn−m+1F0,n−m+1. Then Fn−mDn−m+1 can again be written
as Dn−mF0,n−m, so that Fn−mFn−m+1D′ = Dn−mF0,n−mF0,n−m+1, etc., until
F2 · · ·Fn−m+1D′ = D1F0,2 · · ·F0,n−m+1, where D1 is a PD-matrix. Multiplying D1
with the previous matrices D̂D, we obtain the desired form. 
Remark 2.16. If the combinatorial scheme of the zeros in the standard form is
prescribed, we conjecture that the presented form has the minimal number of “free
parameters” in those entries in which neither zero, nor one is specified.
Example 2.17. Every 1 × 4 GTN-matrix can be brought to the standard form
(
a11 a12 a13 a14
) = d1 (ε1 f1) (1 0 00 ε2 f2
)1 0 0 00 1 0 0
0 0 ε3 f3

 ,
where the number d1 is positive, the numbers f1, f2, f3 are positive or zero and the
numbers ε1, ε2, ε3 are one or zero. If εk is zero, the corresponding fk is either one
or zero.
Remark 2.18. Let us say now that two bidiagonal matrices (LB-, UB- or B-ma-
trices) A1, A2 are weakly equivalent, written A1 ∼w A2, if there exist PD-matrices
D1 and D2 such that A2 = D1A1D2; in other words, weakly equivalent bidiagonal
matrices have exactly the same zero-positive structure. Further, two GTN-matrices
A1, A2 are strongly equivalent, written A1 ∼s A2, if there exist their factorizations
A1 = P1 · · ·PN , A2 = Q1 · · ·QN into products of the same number of LB-, B-, D-,
and UB-matrices in some order such that Pk ∼w Qk for all k. Here, two PD-matrices
of the same order are also considered weakly equivalent.
Observe now that if two GTN-matrices are strongly equivalent then the reduc-
tion process described in the proof of Theorem 2.15 leads to standard forms with
the same structure of positive and zero parameters. Thus, these two matrices are
also equivalent in the sense defined in Section 1. Conversely, if two GTN-matri-
ces are equivalent, i.e., their (some) standard forms have the same zero-positive
structure, then there exist factorizations of both matrices for which the correspond-
ing (may be even simple) bidiagonal matrices are weakly equivalent; this means
that they are strongly equivalent. Therefore, strong equivalence is identical with
equivalence.
3. GITN-matrices
In this section, we shall often use the relations introduced in Remark 2.18.
Observe first that trivially the following holds:
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Theorem 3.1. Every submatrix of a GITN-matrix is a GTN-matrix. The product of
GITN-matrices (which can be multiplied) is also a GITN-matrix.
Clearly, in the product form of a GITN-matrix only invertible LB-, UB- and D-
matrices will occur. Therefore, we shall omit in this section the word invertible.
Similarly, the classes Lk have here the sense.
It is immediate that the following lemmata hold: 2.1–2.3, 2.5, 2.9, and 2.12.
Lemma 3.2. If L is an SLB-matrix and U an SUB-matrix, then there exist bidiagonal
matrices L1 and U1 such that L1 ∼w L, U1 ∼w U for which UL = L1U1.
Proof. Suppose L = I + aEk+1,k , U = I + bEl,l+1 are n× n matrices and both a,
b are positive. If k /= l, then it is easily checked that UL = I + bEl,l+1 + aEk+1,k =
LU . Let now k = l. Then UL = L1U1, where
L1 = I + a(1 + ba)−1Ek+1,k,
U1 =
n∑
j=1,k /=j /=k+1
Ejj + (1 + ba)Ekk + b−1(1 + ba)−1bEk+1,k+1 + bEk+1,k.
Clearly, L1 ∼w L, U1 ∼w U . 
An easy corollary of the definition of the GITN-matrix and the previous lemma
on switchings is:
Corollary 3.3. Every GITN-matrix A can be written in the form A = BDC, where
B is a product of LB-matrices, D is a PD-matrix, and C is a product of UB-matrices.
Before we prove the basic theorem on the standard form of a GITN-matrix, we
need another lemma which is analogous to Lemma 2.9.
Lemma 3.4. Let A be an n× n LB-matrix with subdiagonal entries ai+1,i , B an
SLB-matrix in Ln−k, bk+1,k > 0, k ∈ {1, . . . , n− 1}. Then:
1. If k < n− 1, then there exist a matrix X ∈ Ln−k−1 and an LB-matrix Y such that
AB = XY. (In X, xk+2,k+1 is the only possibly nonzero subdiagonal entry.)
2. If k = n− 1, then AB is an LB-matrix, so that X = I and Y = AB also satisfy
the previous condition.
Proof. It is easily checked that if k < n− 1,
xk+2,k+1 = ak+2,k+1bk+1,k(ak+1,k + bk+1,k)−1,
yi+1,i = ai+1,i for i = 1, . . . , k − 1, k + 2, . . . , n− 1,
yk+1,k = ak+1,k + bk+1,k,
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yk+2,k+1 = ak+2,k+1ak+1,k(ak+1,k + bk+1,k)−1,
is a solution.
If k = n− 1, only the entry an,n−1 is increased by bn,n−1 if we multiply A
by B. 
We are now able to prove the main result:
Theorem 3.5. Every GITN-matrix can be written in the standard form
A = BDC,
where B = B1 · · ·Bn−1, D = diag{d1, . . . , dn}, C = Cn−1 · · ·C1,
Bi =↘


× 1
0 1
...
...
0 1
bn−i+1,1 1
...
...
bni 1


, Ci =↘


1 0
...
...
1 0
1 c1,n−i+1
...
...
1 cin
1 ×


, i = 1, . . . , n− 1,
here all entries di, i = 1, . . . , n, are positive, and each of the entries bij, n  i 
j  1, cij, 1  i  j  n, is either positive, or zero.
Proof. By Corollary 3.3, it suffices to show that every product of SLB-matrices can
be written in the form of the lower triangular part of a standard form (and thus every
product of SUB-matrices in the form of an upper triangular part).
We prove this by induction with respect to the number N of (nondiagonal) factors.
ForN = 1, the assertion is true. The induction step will be completed if we show that
the product of a matrix in standard form with an SLB-matrix Ln−j can be brought
to a standard form again. This, however, is a consequence of Lemma 3.4, since for
j = n− 1 it follows from case 2 of the lemma whereas for j < n− 1 we moveLn−j
in front of the last factor of the standard form and change it to Ln−j−1 by case 1,
continuing until the case 2 occurs.
To be able to perform a more detailed analysis of GITN-matrices, we shall distin-
guish whether an SLB-matrix in Lk , i.e., of the form I + aEn−k+1,n−k, a > 0, k ∈
{1, . . . , n− 1}, is not diagonal or diagonal. For this purpose, we adopt the notation
Lεk , where ε = 1 for the case a > 0 and ε = 0 for the case a = 0.
Similarly, Uεk is defined for an SUB-matrix and ε = 1 or 0. 
Observe that the LB-matrixBi in Theorem 3.5 belongs to the class (of equivalence
with respect to ∼) which can be written as the product Lε1n−iLε2n−i−1 · · ·Lεn−i1 . Thus
we have:
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Corollary 3.6. Every n× n GITN-matrix belongs to a class
L
ε.
1 (L
ε.
2 L
ε.
1 ) · · · (Lε.n−1Lε.n−2 · · ·Lε.1 )(Uε.1 Uε.2 · · ·Uε.n−1) · · · (Uε.1 Uε.2 )Uε.1
for some exponents ε. ∈ {0, 1}.
Remark 3.7. The standard form of a GITN-matrix need not be unique. We do not
investigate here the problem of uniqueness.
Lemma 3.8. In the notation just introduced, we can write:
1. LpLq = LqLp if |p − q| > 1.
2. LpLp = Lp for all p.
3. LpL0q = Lp, L0pLq = Lq for all p, q.
4. Lk+1LkLk+1 = LkLk+1Lk for all k ∈ {1, . . . , n− 1}.
Proof. Properties 1–3 are immediate, property 4 is equivalent with Lemma 3.4 (and,
in a more general form, with Lemma 2.9). 
Remark 3.9. Analogous formulae hold for upper triangular matrices, and, in addi-
tion, the formula
5. LpUq = UqLp for all p, q
holds. This approach can be used to develop a purely algebraic theory of the GITN-
classes. (Compare [2,3].)
Theorem 3.10. Let A be a GITN-matrix. Then:
1. JAJ is also a GITN-matrix; here, J is the counter-identity matrix defined in
Theorem 1.2.
2. SA−1S is also a GITN-matrix, where S is the diagonal matrix diag{1,−1, 1, . . .}
of the same size.
Proof. 1. If A is a product of SLB-, SUB- and D-matrices Pi , then JAJ is the product
of the matrices JPiJ which are also SUB-, SLB- or D-matrices.
2. Proof is similar since SP−1i S are also SLB-, SUB- or D-matrices. 
Lemma 3.11. Let Gn be the n− 1 × n matrix (In−1, 0). If A is an n× n GITN-
matrix, then GnAGTn is also a GITN-matrix. A standard form of GnAGTn is
obtained from the standard form of A mentioned in Corollary 3.6 by removing all
terms L1.
Proof. Follows from the fact that GnL1GTn is a D-matrix and GnLiLjGn =
GnLiG
T
nGnLjG
T
n (and similarly for Uk) since the reduction of A from the product
form of SLB-, SUB- and D-matrices to a standard form leads to the reduction of
GnAG
T
n . 
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Lemma 3.12. Let A be a GITN-matrix. Then every principal submatrix of A which
is formed by consecutive rows is also a GITN-matrix.
Proof. Follows from repeated use of Lemma 3.11 first for the matrix A, thus obtain-
ing a matrix Â and then for the matrix J ÂJ ; this last matrix is a GITN-matrix by
condition 1 of Theorem 3.10. 
Lemma 3.13. Let A be a GITN-matrix, let M be a complement of a set of consec-
utive row indices. Then the Schur complement of A(M|M) in A is also a GITN-
matrix.
Proof. Observe first that A(M|M) is invertible by Lemma 3.12. Since the
inverse of the mentioned Schur complement is a principal submatrix of A−1
which—multiplied by S from both sides—is a GITN-matrix by condition 2 of
Theorem 3.10, again by Lemma 3.12 and condition 2 of Theorem 3.10 we obtain
the result. 
Theorem 3.14. Let A be a GITN-matrix. Then every principal submatrix of A is also
a GITN-matrix.
Proof. It suffices to prove the assertion by showing it for the matrix obtained by
removing one row and column. We use induction with respect to the order n
of A. If n = 2, the assertion follows from Lemma 3.12 and condition 1 of Theo-
rem 3.10. Suppose A = (aik) has order n > 2 and the assertion is true for GITN-
matrices of order n− 1. Denote by A1 the matrix obtained from A by deleting
the kth row and column. For k = n, the assertion is true by Lemma 3.12. Let thus
k < n. The Schur complement Â of ann in A is a GITN-matrix by Lemma 3.12.
Removing the kth row and column from Â, we obtain a GITN-matrix Â1 by the
induction hypothesis. It follows that Â1 is invertible so that, Â1 being the Schur
complement of ann in A1, A1 is invertible. Since A1 is a GTN-matrix, it is a
GITN-matrix. 
We now introduce orderings in the classes of GITN-matrices. First, we say that
a (lower, respectively, upper) bidiagonal matrix B1 is weakly majorized by a (lower,
respectively, upper) bidiagonal matrixB2 if in every position ofB1 with a positive en-
try, B2 has also a positive entry. We then write B1 ≺w B2. In addition, a PD-matrix is
weakly majorized by every bidiagonal matrix. Clearly, if B1 ≺w B2 and B2 ≺w B1,
then B1 ∼w B2.
Further, we say that a GITN-matrix A1 is strongly majorized by a GITN-matrix
A2, written A1 ≺s A2, if for some ordered factorizations A1 =∏Ni=1 Pi and A2 =∏N
i=1 Qi with the same number of factors and Pj , Qj bidiagonal or PD-, Pj ≺w Qj
for all j.
We now prove two basic facts.
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Lemma 3.15. Let A, B be GITN-matrices given as in Theorem 3.5. Whenever A1
and B1 satisfy A1 ≺s A, B1 ≺s B, then there exist an SLB-matrix X1 and a lower
bidiagonal matrix Y1 such that
X1 ≺s X and Y1 ≺s Y, A1B1 = X1Y1,
where X and Y are matrices from Lemma 3.4 satisfying AB = XY.
Proof. First, let us formulate an observation which immediately follows from
Lemma 3.4. 
Observation 3.16. Let in the decomposition AB = XY from Lemma 3.4, both A and
B be n× n GITN-matrices. Consider the following cases:
Case A. B ∈ Ln−k .
Case Aa. Let ak+1,k /= 0, then Y ∼w A; for k < n− 1, X ∈ Ln−k−1 for k = n−
1, X is PD.
Case Ab. Let ak+1,k = 0. If k < n− 1, then yk+2,k+1 = 0, yk+1,k /= 0; if also
ak+2,k+1 /= 0, then X ∈ Ln−k−1 and (in a clear sense), Y +X ∼s A+ B. If k =
n− 1 or if ak+2,k+1 = 0, then X is PD and Y ∼s A+ B.
Case B. B is PD-. Then X is PD- and Y ∼s A.
We can now distinguish six possible cases of relationship between the pairs A,
B and A1, B1. The first symbol means the type of the pair A,B, the second that of
A1, B1.
I. Aa, Aa. Then X1 ∼s X and Y1 ∼s A1 ≺s A ∼s Y .
II. Aa, Ab. So that (A1)k+1,k = 0. For k < n− 1, either (A1)k+2,k+1 > 0 and
then X1 ∈ Ln−k−1 and Y1 +X1 ∼s A1 + B1 or (A1)k+2,k+1 = 0, and then X1 is
PD and Y1 ∼s A+ B. This second case occurs also if k = n− 1. In the first case,
X1 ≺s X and Y1 +X1 ∼s A1 + B1 ≺s A ∼s Y which implies Y1 ∼s Y . In the sec-
ond case, X1 ≺s X and Y1 ∼s A1 + B1 ≺s A+ B ∼s A ∼s Y .
III. Aa, B. Then X1 ≺s X, Y1 ∼s A1 ≺s A ∼s Y .
IV. Ab, Ab. Then B ∈ Ln−k, B1 ∈ Ln−k, ak+1,k = (A1)k+1,k = 0. If ak+2,k+1 >
0, then X ∈ Ln−k−1 and Y +X ∼s A+ B. The case that (A1)k+2,k+1 = 0 (or,
k = n− 1) implies that X1 is PD and Y1 ∼s A1 + B1 ≺s A+ B ∼s Y +X. Since
(A1)k+2,k+1 = 0, Y1 ≺s Y . Suppose now that (A1)k+2,k+1 /= 0. Then Y1 +X1 ∼s
A1 + B1 ≺s A+ B ∼s Y +X which again implies Y1 ≺s Y . SinceX ∈ Ln−k−1 and
X1 ∈ Ln−k−1, this case is settled.
V. Ab, B. Then, X1 is PD and Y1 ∼s A1 ≺s A ∼s Y.
VI. B, B. Then, both X and X1 are PD- and Y1 ∼s A1 ≺s A ∼s Y .
Lemma 3.17. Let L be an SLB-matrix, U a SUB-matrix. Whenever L′ ≺w L and
U ′ ≺w U, then there exist an SLB-, respectively, SUB-matrix L′1, respectively, U ′1
such that L′1 ≺ .L1, U ′1 ≺ U1, and U ′L′ = L′1U ′1, where L1, U1 are matrices from
Lemma 3.2 for which UL = L1U1.
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Proof. Immediate. 
Theorem 3.18. Let A1, A2 be GITN-matrices of the same size. Then A1 ≺s A2 if
and only if A1 ≺ A2 in the sense mentioned in Section 1.
Proof. Let first A1 ≺s A2, i.e. for some ordered factorizations A1 =∏Ni=1 Pi and
A2 =∏Ni=1 Qi with the same number of factors and Pj , Qj bidiagonal or PD,
Pj ≺w Qj for all j. By Lemma 3.17, if L is an SLB and U an SUB, then whenever
L1 ≺w L andU1 ≺w U , thenU1L1 ≺s LU . This implies that we can assume that the
first M factors among the Pj ’s (as well as among the Qj ’s) are lower bidiagonal and
the remaining upper bidiagonal. Then, the products of the lower bidiagonal matrices
can be brought (by the same operations for both Pj ’s and Qj ’s) to standard forms
using the simplification rule in Lemma 3.15. The same can be done for the upper
bidiagonal products. We thus arrived at standard forms of both matrices A1 and A2
having the property that the standard form ofA1 is strongly majorized by the standard
form of A2. Then A1 is majorized by A2, i.e., A1 ≺ A2. 
The converse follows immediately from the factorizations in Corollary 3.6.
Corollary 3.19. Let A1, A2, and A3 be GITN-matrices of the same size. Then:
1. If A1 ≺ A2, then also A1A3 ≺ A2A3.
2. If A1 = A2A3, then A2 ≺ A1, A3 ≺ A1.
Remark 3.20. It is clear that majorization is a partial ordering in the set of classes
of equivalence and, the product of two classes is again a class. The minimal class
consists of positive diagonal matrices, and the maximal class is the class of square
GTP-matrices [7] since all entries in the standard form are positive.
Theorem 3.21. If A1 ≺ A2, then also JA1J ≺ JA2J and SA−11 S ≺ SA−12 S.
Proof. Follows from the fact that to factorizations for A1 and A2 which satisfy ele-
mentwise the majorization relations correspond factorizations for both JA1J , JA2J
also satisfying these relations. Since SA1S, etc. are again GITN-matrices having
analogous factorizations, the same reasoning applies. 
4. Concluding remarks
Let us show that the case of usual real totally nonnegative matrices is included in
our considerations.
Indeed, the square totally nonnegative matrices can be factorized as products of
LB-, UB- (and PD-) matrices as was observed in [4, Theorems 1.1 and 4.1] and in [1,
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Theorem 3.5]. Thus they are GTN-matrices. Let now A be an m× n totally nonneg-
ative matrix, m < n (otherwise, we go over to transpose matrices). Then the matrix
A1 obtained from A by adding n−m rows (0, . . . , 0, 1) is again totally nonnegative.
However, the factorization of A into a product of LB-, UB-, D- and B-matrices is
obtained from the factorization of the square matrix A1 by multiplication from the
left by B-matrices(
Ik 0
)
, k = n− 1, n− 2, . . . , m.
It follows that also rectangular totally nonnegative matrices are GTN-matrices.
We leave open the problem to find explicitly a standard form of a general GTN-
matrix, as well as some other open questions:
Is it true that if, for two GITN-matrices A1, A2, A1 ≺ A2 hold, then there exist
GITN-matrices A3, A4, A′1, such that A2 = A3A′1A4 and A′1 ∼ A1?
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