Abstract-The restriction to Gaussian inputs in the limiting expression for the capacity regions of memoryless Gaussian interference and multiple-access channels is shown to fall short of achieving capacity even if the inputs are allowed to be dependent and nonstationary. In addition, the equality between the limiting and the single-letter characterizations of memoryless multiple-access channel capacity is established directly, without recourse to independent coding theorems.
I. INTRODUCTION
The capacity of information-stable channels is given in terms of limiting expressions involving mutual informations. In the special case of memoryless channels, those limiting expressions usually reduce to single-letter characterizations (not involving limits). Despite many efforts during the last twenty years, no single-letter characterization of the capacity region of the memoryless interference channel has been found, except in particular cases with strong interference (e.g., [l] ). In general, only outer bounds and achievable regions have been found. The best achievable region was obtained in [2] and two of its extreme points were shown to be optimal in [3] . Outer bounds have been obtained in [4] , [5] .
Limiting characterizations of capacity regions for multiuser channels date back to the work of Shannon [6] on two-way channels. It was shown in [7] that the capacity region of the discrete memoryless multiple-access channel (MAC) is given by CMAC = lim co n-03
.( U (RI, Rz):
Rz 5 5 I(X,";Y") > (1) 12 12 where (Xy , X,") and Y" are the length-n input and output of the channel and co(.) denotes the convex hull operation. Simultaneously, Ahlswede [8] showed that the capacity region of the discrete memoryless interference channel is equal td the limiting expression CIC = lim co n-CC U (RI, Rz): RI 5 $ I(X;; Y;") R2 5 + I(X,"; Y2")
. (2) pxl" x; 'PX1" pxz"
In fact, the convex hull operation in the above limiting expressions can be omitted since the capacity region is expressed as the limit of Manuscript received November 5, 1991; revised July 10, 1992 The general limiting expressions for the capacity of single-user [lo] and multiple-access channels [ll] with memory have lead to closedform expressions in several important instances. No such explicit computations have been reported with (1) and (2) . In fact, apparently (3) has never been derived from (1); it has always been the result of an independent coding theorem.
This correspondence contains two results. In Section II, it is shown that multivariate Gaussian input distributions do not achieve the limiting characterizations of the capacity regions of Gaussian multiple-access or interference channels, regardless of the memory or nonstationarity allowed. In Section III it is shown that expressions (1) and (3) are equal without recourse to independent derivations via coding theorems. The relevance of those observations is as follows. Lacking a single-letter characterization of the interference channel capacity region (which may not exist), it is tempting to evaluate (2) directly. Recently, it has been reported in [12] that a boundary point in the capacity region of a particular Gaussian interference channel is obtained by evaluating the limiting expression with Gaussian inputs for 12 = 2. Previous experience with well-known linear Gaussian channels subject to power constraints indicates that their capacity is achieved by Gaussian inputs. Thus, it would simplify the computation of (2) enormously if the input random variables therein could be restricted to be Gaussian, (albeit with arbitrary memory structure). The result in Section II shows that such a common shortcut is not possible here. Besides serving as an independent check, the relevance of the result in Section III stems from the fact that in the more general case of the interference channel, only the limiting expression ifi (2) but not the single-letter characterization, the counterpart to (3), is known.
II. MULTIVARIATE GAUSSIAN DISTRIBUTIONS ARE NOT OPTIMAL
In this Section, we show that Gaussian inputs do not achieve the limiting characterization of the Gaussian MAC capacity region even if they are allowed to be dependent and nonstationary. A fortiori, the same conclusion holds for the more general interference channel.
Let us define c* to be the limiting expression in (1) for the white Gaussian MAC with the union taken over only multivariate Gaussian distributions. Then, C' = lim U c*(Cl, X2), n-CC c,,c220 4Ck)S""k We need the following lemma whose proof is a straightforward exercise.
Lemma 1: Let A, B, C be any positive semidefinite matrices such that A 2 B (i.e., A -B is also positive semidefinite). Then,
With this lemma, we obtain an outer bound to C* in the following theorem.
Theorem 1: If w1 > 0 and wa > 0, then :RIRz) 1 -CXa +2 (8) where cu 4 wi/(2wa + WI), CYZ k w2/(2wi + WZ), and X; and A; are the unique solutions of 
and respectively.
Proof: For any n and Xi,& E IR"'" such that Cl,C2 2 0 and tr(Ci) 2 TLW; for i = 1,2, we shall show that Cz(Ci,Ca) is a subset of the right hand side of (8) . Since C2 is symmetric, we can diagonalize C2 by a unitary matrix Pa and write A2 = Pa&P~ where A2 is a diagonal matrix with diagonal entries Xa; arranged in descending order (i.e., Xai 2 X22 2 . . . 2 Xan 2 0). Let ~1, ~2, A; and Xz be defined as in the theorem and let ka = roan1 (the smallest integer larger than or equal to elan) and X2 = x2kz. Then, it is clear that CQ E (0,l) and aaX 5 n-l c& X2; 5 wa. Also, let CT = P2Cl PF and let its ith diagonal entry be UT;. Furthermore, let (12) where A2 is the k2 x k2 matrix formed by the first La rows and the first IF2 columns of ha and II, is the k x k identity matrix.
Then, for any (R;,RZ) E CZ(Cl,Cz), we have (17) (18) Equation (14) follows from the fact [13, p. 6511 that det(1 + AB) = det (I + BA), and inequality (15) follows from Lemma 1 since (Aa + 1)-l 2 (A; +1)-l.
Inequality (16) follows from the Hadamard inequality and (17) is a consequence of the concavity of the log function. Finally, (18) follows from the water-filling argument.
Similarly, the rate sum must satisfy R; + R; 
Then, it is easy to check that f(&) and g(Xz) are strictly decreasing and strictly increasing, respectively, in the interval [0, X;]. Therefore, (25) we have Since (a2/2)log[l + w2/a2] + ((1 -a2)/2) log[l + wl/(lcya) + X2] is increasing in X2 and is equal to (l/2) log[l + w1 + w2 + (1 -cya)Xa] when Xa = w1 + ~212, we have, using XG defined in (10) and (27) (27) implications in the Gaussian interference channel in which only the limiting expression, but no single-letter characterization, is known. However, it is important to note that this result applies only to the limiting expression (1). Gaussian distributions do achieve the Gaussian MAC capacity region in the single-letter characterization and the limiting expression in [ll] . Furthermore, every point in the capacity region can be achieved by codewords drawn from i. 
and Xg E (0, w1 + wa/2). Combining (18) and (28) 
satisfying 2R1 + R2 = f(0) + g(XG), is in the region CG, we hav; shown that C* is a proper subset of CC.
In this section, we have shown that multivariate Gaussian distributions do not suffice in order to achieve the capacity region in the limiting expression. We can repeat the similar argument on RI and R; + R,* using 01 and Xi + xi& where k1 = [alnl and Xi; is the ith diagonal entry of Ai = PI Cl PT. Then, we have (R;,R;) E u XlElo,~; 1
III. EQUALITY OF THE Two CHARACTERIZATIONS
In this section, we show that the limiting characterization in (1) and the single-letter characterization in (3) for the memoryless multipleaccess channel are the same directly without recourse to independent coding theorems.
Let us denote the limiting expression in (1) by Cl;, and the single-letter characterization in (3) by C,l. 
Proof: First of all, it is easy to show that CIirn & C,l. Indeed, for all n and independent Xp and X,", we have, $I(XF:Y") < +x;:I-" IX,")
5 + -pI(xli:I.; IX,") (36) 2=1 (37) where (35) follows from the independence of X; and X2, and (36) arbitrarily close to 1(X1; Y ] X2) and 1(X2; Y), respectively, as we and (37) follow because the channel is memoryless. Similarly, we wanted to show. 0 have
