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Abstract
Many codes and sequences designed for robust or secure communications are built from
Hadamard matrices or from related dierence sets or symmetric block designs. If an alpha-
bet larger than f0; 1g is required, the natural extension is to generalised Hadamard matrices,
with entries in a group. The code and sequence construction techniques for Hadamard matrices
are applicable to the general case. A cocyclic generalised Hadamard matrix with entries in an
abelian group is equivalent to a semiregular central relative dierence set and to a divisible de-
sign with a regular group of automorphisms, class regular with respect to the forbidden central
subgroup. In this introduction we outline the necessary background on cocycles and their prop-
erties, give some familiar examples of this unfamiliar concept and demonstrate the equivalence
of the above-mentioned objects. We present recent results on the theory of cocyclic generalised
Hadamard matrices and their applications in one area: error-correcting codes. ? 2000 Elsevier
Science B.V. All rights reserved.
Keywords: Generalised Hadamard matrix; Orthogonal cocycle; Semiregular relative dierence
set
1. Introduction
The purpose of this paper is threefold: to provide an introduction to the coho-
mology theory underpinning cocyclic generalised Hadamard matrices, sucient for a
newcomer to begin work in the area; to survey recent theoretical results on cocyclic
generalised Hadamard matrices; and to indicate briey how they are used to construct
error-correcting codes. A bibliography of publications on cocyclic matrices and cocyclic
codes is given in a subsection of the references.
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Whilst the link between the cohomology of nite groups and combinatorial designs
provided by cocyclic matrices has only been studied in the past decade, cocycles occur
naturally in many areas. The underlying ideas have been investigated for well over
a century. Mobius introduced the concept of 2-complexes into surface topology in
the mid-1860s, and Mayer introduced the corresponding algebraic chain complexes, in
which n-cocycles map n-simplexes into abelian groups, in the 1920s and 1930s. During
the latter period Schreier, Baer, Hall and Fitting also considered 2-cocycles (disguised
as \factor sets") in the study of group extensions, following their introduction by Schur
in projective representation theory at the beginning of the century. In the 1960s Mackey
analysed the quantum system of a free particle in space, and found that the unitary
operator representation of its symmetry group denes a 2-cocycle, mapping to the unit
circle in C .
In the mid-1980s, de Launey (see [4]) derived a functional constraint on the en-
tries of a two-dimensional combinatorial design which is necessary and sucient
to enable the two-dimensional design to be extended to form a sequence of proper
higher-dimensional designs. Subsequently, de Launey rederived his equation by con-
sidering the development of an abstract (two-dimensional) combinatorial design from
an initial row and Horadam identied his dening \abelian extension function" as
a 2-cocycle [19]. Hence 2-cocycles also arise naturally in combinatorial design the-
ory.
Throughout this paper we deal only with 2-cocycles, although n-cocycles are dened
on nite groups for any n>1. The emphasis is on the representation of 2-cocycles as
two-dimensional matrices with internal structure; the higher-dimensional matrices they
generate are not considered (but see [4,7,21,40] for more on this). In Section 2 the
basic properties of (2-)cocycles and cocyclic matrices are described, examples are given
and computational algorithms outlined.
In Section 3 we examine the eect of imposing a combinatorial property we term
orthogonality, on cocycles. This is the property a cocycle must have if it is to give
rise to a cocyclic generalised Hadamard matrix. Unfortunately, orthogonality is not
preserved under the natural equivalence operation, cohomology, on cocycles, and this
has until now limited the eectiveness of searches through the group of cocycles for
orthogonal cocycles. Recently the author has identied a stronger equivalence relation
termed shift equivalence, within the cocycle classes, which preserves orthogonality. This
is applied to establish a correspondence between \bundles" of orthogonal cocycles and
equivalence classes of cocyclic generalised Hadamard matrices.
The paper closes with a brief discussion of current applications of cocyclic (gener-
alised) Hadamard matrices to error-correcting codes (Section 3.5) and the bibliography
in the special subsection already mentioned. The reader is referred to the texts [34,45],
[33,49] and [47] for further background information on cohomology of groups, design
theory and coding theory, respectively.
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2. Cocycles
If G is a nite group of order v and C is a nite abelian group of order w, a cocycle
is a mapping  : G  G ! C satisfying the cocycle equation
 (g; h) (gh; k) =  (g; hk) (h; k); 8g; h; k 2 G: (1)
A cocycle  dened on G  G is naturally displayed as a G-cocyclic matrix; that
is, a square matrix whose rows and columns are indexed by the elements of G under
some xed ordering, and whose entry in position (g; h) is  (g; h). (In [2,3,20] this is
termed a pure cocyclic matrix.) We write
M = [ (g; h)]g;h2G:
Each cocycle  determines an extension group E of order vw which consists of the
set of ordered pairs f(a; g): a 2 C; g 2 Gg with multiplication
(a; g)(b; h) = (ab (g; h); gh): (2)
Example 2.1 (Horadam and de Launey [19; Example 4:1]). If G = ha : av = 1i = Zv
with indexing f1; a; a2; : : : ; av−1g and if ! 2 C, the mapping  ! : G  G ! C given
by  !(ai; aj) = !b(i+j)=vc is a cocycle (cf. [4, 4:6]), and M ! is the (back) !-cyclic
matrix
M ! =
2
666664
1 1    1 1
1 1    1 !
...
...
...
...
1 1    ! !
1 !    ! !
3
777775 :
Example 2.2. If G = ha : av = 1i = Zv with indexing f1; a; a2; : : : ; av−1g and c is in
C, then  (ai; aj) = cij, for all 06i, j6v− 1, is a cocycle and M is a Vandermonde
matrix. If o(c) = v, M is the Discrete Fourier Transform matrix.
Example 2.3. If G= ha; b : a2 = b2 = (ab)2 = 1i = Z22 with indexing f1; a; b; abg, then
(cf. [4, 3:10]) the cocyclic matrices over G are2
664
1 1 1 1
1  −1 
1 −1  
1   2
3
775 ;
where ; ; ;  2 C, and  is an element of order dividing 2.
Example 2.4. If G = (Z2)n with indexing given by the binary representation of the
integers f0; : : : ; 2n − 1g, and C = f1g = Z2 then  (u; C) = (−1)uC, for all u; C 2 G,
is a cocycle and M is the Sylvester{Hadamard matrix of order 2n.
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The cocycles of Example 2.4 are derived from bilinear forms (inner products) by
exponentiation. In fact, any bilinear form f dened on a vector space V over a nite
eld F , is a cocycle (V;+)  (V;+) ! (F;+), since f(g; h) + f(g + h; k) = f(g; h)
+ f(g; k) + f(h; k) = f(g; h + k) + f(h; k), but not conversely. An example is eld
multiplication (cf. [4, 4:5]), for which bilinearity is guaranteed by the distributive
laws. More generally, (cf. [4, 3:7:i]) any set mapping which is homomorphic in each
coordinate is a cocycle.
Example 2.5. Let (F;+; ) be a nite eld with additive (abelian) group G = (F;+).
The multiplication cocycle F : G  G ! G is dened by F(g; h) = g  h, 8g; h 2 G.
In fact, F in Example 2.5 need only be a nite semield [17, 3:4]. If F is a nite
commutative semield which is not a eld, the only eld property which does not hold
is associativity of multiplication, and (F;+) is an abelian group of order pa>16, for
p a prime, with a>3 (see [36, VI:8:4]).
Since the composition of a cocycle with a homomorphism C ! C0 of abelian groups
is a cocycle, the multiplication cocycle projects via the relative trace function.
Example 2.6. Let F = Fqm and K = Fq be nite elds and let TrF=K be the relative
trace function. Then TrF=K   : (F;+)2 ! (K;+) is a cocycle.
2.1. Properties of cocycles and cocyclic matrices
Note that setting h=1 in the cocycle equation (1) implies  (g; 1)= (1; k)= (1; 1),
8g, k 2 G. We follow standard usage and assume from now on that  is normalised;
that is,  (1; 1) = 1. Consequently, M may be written with rst row and column
all 1’s.
A cocycle is a coboundary @ if it is derived from a set mapping  : G ! C having
(1) = 1 by the formula
@(g; h) = (g)−1(h)−1(gh): (3)
A cocycle  is symmetric if  (g; h) =  (h; g) for all g; h 2 G. Equivalently, M is
a symmetric matrix. If  is a coboundary, this symmetry property will hold for the
commuting pairs gh = hg 2 G, and cocycles which are symmetric on all commuting
pairs of elements in G are called \almost" symmetric. It is an open question to identify
the \almost" symmetric cocycles for any G. See the work of Flannery [11, Section 4]
for the current state of this problem.
For each G and C, the set of cocycles forms an abelian group Z2(G;C) under
pointwise multiplication, and the coboundaries form a subgroup B2(G;C).
Lemma 2.7. For each  2 Z2(G;C);  v 2 B2(G;C).
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Proof. Given  , dene  : G ! C to be (g) =Qh2G  (g; h). Then (@)−1(g; k) =
@(g; k)−1=(
Q
h2G  (gk; h)
−1)(
Q
h2G  (g; h))(
Q
h2G  (k; h))=
Q
h2Gf (gk; h)−1 (g; kh)
 (k; h)g=Qh2G  (g; k) =  (g; k)v =  v(g; k).
Two cocycles  and  0 are cohomologous if there exists a coboundary @ such
that  0 =   @. Cohomology is an equivalence relation and the cohomology class
of  is denoted [ ]. It follows that the quotient group Z2(G;C)=B2(G;C) consisting
of the cohomology classes, forms an abelian group H 2(G;C), which is known as the
second cohomology group of G with coecients in C. From Lemma 2.7 we know the
exponent of H 2(G;C) divides jGj.
2.2. Computation of cocycles
Until recently little was known about the specic computation of 2-cocycles. Much
research in cohomology of groups focuses on global properties such as their spectral
sequences and the graded rings they form. However, it has been possible to apply
results from cohomology theory to derive two algorithms for the computation of all
cocyclic matrices for a given G. The rst applies to any abelian group G and the
second without restriction.
The key to these calculations has been to break the computation into two parts: the
rst removes from consideration the actual target or coecient group C by deriving
a minimal generating set of cocycles for a \universal" coecient group U (G); and
the second then maps these generators to the particular coecient group presently of
interest.
Denition 2.8. Let R be the subgroup of the integral group ring Z(G  G) which
is generated by f(1; 1); (g; h) + (gh; k) − (g; hk) − (h; k); g; h; k 2 Gg. The universal
coecient group U (G) for G is dened to be the quotient group U (G)=Z(GG)=R.
The universal cocycle  G : G  G ! U (G) for G is dened by  G(g; h) = (g; h) + R,
g; h 2 G.
The universality of this abelian coecient group and cocycle derives from the fact
that for each coecient group C, any cocycle  2 Z2(G;C) must factor through the
universal cocycle  G. That is, if we dene   : U (G)! C by  ((g; h)+R)= (g; h),
extended linearly to all of U (G), then   is a homomorphism and     G =  .
Theorem 2.9 (Horadam and de Launey [19, Theorem 11:1]). The universal coecient
group has torsion-free and torsion components whose isotypes are given by the iso-
morphism
U (G) = Z v−1  H2(G); (4)
where the nite abelian group H2(G) is the second integral homology group; or Schur
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multiplicator; of G. Consequently;
Z2(G;C) = Hom(Z ; C)v−1  Hom(H2(G); C): (5)
When (5) is factored out by the group of coboundaries, we obtain the \Universal
Coecient Theorem", a standard cohomological result:
H 2(G;C) = ExtZ (G=G0; C) Hom(H2(G); C): (6)
For the rst algorithm, where G is abelian, we use (4) to derive a standard minimal
set of generators for U (G), which is then mapped to C to provide a standard minimal
set of generators for Z2(G;C).
Theorem 2.10 (de Launey and Horadam [7, 4:5]). Let G be abelian; with torsion in-
variant form
G = Zn1  Zn2      Znm ; nijni+1; 16i<m;
where Zni = hxi : xnii i; so that each g 2 G has a unique representation g =
Qm
i=1 x
ai
i .
Then U (G) is generated by the set(
(xk ; x
ak
k ); ak 6= 0;
 
k−1Y
i=1
xaii ; x
ak
k
!
; ak 6= 0; k>2;
k−1Y
i=1
xaii 6= 1
)
of v− 1 coset representatives of innite order; together with m(m− 1)=2 coset repre-
sentatives cij of nite order; where
cij = (xi; xj)− (xj; xi); o(cij) = ni; 16i< j6m:
For example, if G = Zv is cyclic, as given in Example 2.1, then H2(G) = 0, and
each cocycle in Z2(G;C) is uniquely determined by its values on the v − 1 elements
(a; a); (a; a2); : : : ; (a; av−1). Refer to [4,7,20] for further details.
For the second algorithm, we use the Universal Coecient Theorem (6) and
[11, 3:6] to write each cocycle as a triple product of a coboundary, an \ination"
cocycle and a \transgression" cocycle. The ination cocycle corresponds to a coset
representative in ExtZ (G=G0;−) and may be selected to have a standard form, so that
the corresponding cocyclic matrix is a Kronecker product of back !-cyclic matrices
such as in Example 2.1, and an all-1’s matrix. The coboundary matrix may be de-
rived from the multiplication table of G. The most dicult component to compute
is the transgression cocycle | the representative of Hom(H2(G);−) | and Flannery
provides the theoretical basis for this computation in [10,11]. Flannery and O’Brien
[13] have implemented the method of [11] as a practical algorithm in MAGMA. Their
program computes explicitly a full set of representative cocycles for the elements of
H 2(G;C). Refer to these and to [19,2,20] for further details.
We give three illustrations.
If p is odd, the multiplication cocycle of Example 2.5 is a coboundary only
[17, 3:8].
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The Sylvester{Hadamard matrix of Example 2.4 represents an ination cocycle only,
since it equals
nO
i=1

1 1
1 −1

:
The matrix of Example 2.3 is a Hadamard product2
664
1 1 1 1
1 1 −1 
1 −1 1 
1   2
3
775 ·

1 1
1 

⊗

1 1
1 

·
2
664
1 1 1 1
1 1 1 1
1  1 
1  1 
3
775 ;
in which  determines a coboundary,  and  determine the ination cocycle and  a
trangression cocycle.
If the second algorithm is applied to an abelian group, it may output a dierent
minimal generating set from the rst (see [12, p. 769]).
2.3. Cocycles and central extensions
An extension of C by G is a short exact sequence of groups
1! C !E !G ! 1: (7)
(Some authors call this an extension of G by C; we will also call E an extension of
C by G.)
Each cocycle  determines a central extension of C by G,
1! C ! E ! G ! 1;
in which the image Cf1g of C lies in the centre of E . The set T ( )=f(1; g); g 2 Gg
is a normalised transversal of C  f1g in E .
Conversely, each extension (7) of C by G with (C) central in E, determines cocycles
as follows. Each normalised transversal T of (C) in E determines a transversal function
 : G ! E (that is, with    = 1G and (1) = 1) and vice versa, by the equivalence
(tg) = g , (g) = tg. Then the element tgth(tgh)−1 lies in the image of C in E. The
derived cocycle is
 T (g; h) = −1(tgth(tgh)−1); g; h 2 G: (8)
Further, there is an isomorphism  : E T ! E given by (a; g) 7! (a)(g).
It is easy to check that if ’ : G  G ! C is a cocycle then  T (’) = ’, while if
S is a normalised transversal of (C) in E then T ( S) = f(1; g); g 2 Gg in E S and
(T ( S)) = S.
If a dierent normalised transversal T 0 (transversal function 0) is selected in (8) then
the cocycle  T ′ so determined will be cohomologous to  T . Cohomologous cocycles
determine isomorphic extension groups: it is easy to check that the mapping  : E !
E @ given by (a; g)=(a(g); g) is an isomorphism which xes Cf1g. In particular,
if @ is a coboundary then E@ = C  G.
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3. Orthogonal cocycles and their equivalences
The denition of cocycle orthogonality arises as an equivalent formulation of the
condition that the G-cocyclic matrix M be a generalised Hadamard matrix GH(w; v=w)
over C, a condition shown by Perera to be equivalent to the existence of a relative
(v; w; v; v=w)-dierence set in E relative to (C). We sketch these equivalences below.
Denition 3.1. A cocycle  : G  G ! C is orthogonal if, for each g 6= 1 2 G and
each c 2 C, jfh 2 G:  (g; h)=cgj=v=w, or equivalently, if in ZC, for each g 6= 1 2 G,P
h2G  (g; h) = v=w(
P
c2C c).
For example, the cocycles of Example 2.1 are never orthogonal if v> 2 and C 6=
f1g. Some of the cocycles of Example 2.3 are orthogonal over C = Z22 or Z2 and
some are not, while none are orthogonal over C = Z4 (see [18, Example 4:10]). The
cocycles of Example 2.2 are orthogonal when o(c) = p and v = pm, for p a prime.
The cocycles of Example 2.4 are always orthogonal. The cocycles of Example 2.2
are always orthogonal [17, Lemma 3:5]. The cocycles of Example 2.6 are always
orthogonal.
3.1. Generalised Hadamard matrices
The denition of a generalised Hadamard matrix originated with Butson [35] and
Drake [41], and was followed up in the work of Brock, Jungnickel, de Launey, Se-
berry and others. A short summary of present knowledge can be found in the survey
[36, IV:11:3]; also see the earlier survey [38].
Denition 3.2 (Drake). A v v matrix M with entries in a nite multiplicative group
W of order w, where w divides v, is a generalised Hadamard matrix GH(w; v=w)
over W if, whenever i 6= k and i, k 2 f1; : : : ; vg, the list of quotients mijm−1kj , 16j6v;
contains each element of W exactly v=w times. A GH(w; v=w) is normalised if the rst
row and rst column consist entirely of the identity element of W .
If M  denotes the matrix with mij = m
−1
ji , 16i, j6v, and we view M and M
 as
matrices with entries in ZW , then the matrix equation dening a GH(w; v=w) is
MM = vIv + v=w
 X
u2W
u
!
(Jv − Iv):
Examples of generalised Hadamard matrices are known where W is non-abelian: de
Launey [39] constructs GH(w; v=w) with entries from non-abelian groups of prime-power
order. No example is known of a GH(w; v=w) for which w is not a prime-power.
Left-multiplying a row or right-multiplying a column of a GH(w; v=w) over W by
an element of W will still give a GH(w; v=w), as will permuting rows or columns.
Applying a xed automorphism of W to all the entries of a GH(w; v=w) will still give
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a GH(w; v=w) (this operation leaves the matrix unchanged when W = Z2). These op-
erations determine equivalence classes of GH(w; v=w)s, which will contain normalised
representatives.
In order to investigate generalised Hadamard matrices which are also cocyclic, we
have to restrict our study to generalised Hadamard matrices over an abelian group C,
and impose the additional constraint of uniform distribution of the quotients
 (a; g) (b; g)−1, g 2 G for all distinct row pairs of a cocyclic matrix.
Henceforth, x an ordering G= f1= g1; g2; : : : ; gvg and C = f1= a1; a2; : : : ; awg, and
assume w divides v.
Denition 3.3. A v v matrix M is a G-cocyclic GH(w; v=w) over C if
(i) M is a normalised GH(w; v=w) over C and
(ii) there is a cocycle  : G  G ! C such that M =M .
For example, if C = f1g = Z2, the G-cocyclic GH(2; v=2) are the G-cocyclic
Hadamard matrices, which have been extensively studied (see the select bibliography).
A second important subclass consists of the group-invariant GH(w; v=w) (see [44,5])
since every G-invariant GH(w; v=w) is equivalent to a G-coboundary GH(w; v=w).
Every normalised GH(w; v=w) necessarily has a uniform distribution of the elements
of C in each non-initial row. Application of the cocycle equation (1) shows that this
condition is in fact sucient for a cocyclic matrix with entries in C to be a GH(w; v=w).
Lemma 3.4 (Uniform distribution) (Perera and Horadam [30, Lemma 2:2]). The G-
cocyclic matrix M over C is a generalised Hadamard matrix if and only if; for
every h 2 G; h 6= 1; Pg2G  (h; g) = v=w(Pa2C a) in ZC; or equivalently; if and only
if; for every h 2 G; h 6= 1; Pg2G  (h; g)−1 = v=w(Pa2C a) in ZC. This statement
also holds if M is replaced by its matrix of inverses M
(−1)
 .
The derivation of the denition of an orthogonal cocycle from the Uniform Distri-
bution Lemma is immediately apparent.
3.2. Relative dierence sets and divisible designs
The denition of a (normal) relative (v; w; k; )-dierence set is due to Elliot and
Butson [42]. A relative (v; w; k; )-dierence set in a nite group E of order vw relative
to a normal subgroup N of order w, is a k-element subset R of E such that the
multiset of quotients d1d−12 of distinct elements d1; d2 of R contains each element of
EnN exactly  times, and contains no elements of N . There is always a short exact
sequence 1! N ! E ! E=N ! 1.
A square (group) divisible (v; w; k; )-design consists of a set of vw points and a set
of vw blocks, each containing k points. The point set is partitioned into v point classes
(\groups") of w points each, such that two points in distinct point classes are both
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contained in precisely  blocks, and no block contains distinct points in the same point
class. Since the design is square, each point is contained in precisely k blocks.
When k = v, these designs are characterised by the existence of a suitable incidence
matrix A for which AA> = vIvw − Jw ⊗ Iv + Jvw (cf. [33, I:7:6] or [48, p. 3]). When
k = v>3, the class of square divisible (v; w; v; )-designs coincides with the class of
transversal designs TD(v; w) [33, Proposition I:7:3]. The following denition was
introduced by Jungnickel [44, Section 6].
Denition 3.5 (Jungnickel). A square divisible (v; w; v; )-design is class regular with
respect to W if it admits an automorphism group W that acts regularly on each point
class.
3.3. Equivalence theorems
Almost two decades ago, Jungnickel proved that generalised Hadamard matrices and
class regular divisible designs are equivalent.
Proposition 3.6 (Jungnickel [44, 6:5, 6:8]). The existence of a v  v generalised
Hadamard matrix GH (w; v=w) with entries in W is equivalent to that of a divisi-
ble (v; w; v; v=w)-design; class regular with respect to W.
When we constrain Jungnickel’s result by requiring that the GH (w; v=w) be cocyclic,
the following explicit constructive equivalences are obtained (see [30] for details).
Given the orthogonal cocycle  (or cocyclic generalised Hadamard matrix M ), con-
struct the divisible design having point set E , point classes the cosets of (C) in E ,
and regular action given by right multiplication in E . Given the relative dierence set
T ( ) in E , its dening equation in the group ring (Z [C])[E ] maps to an equation
in the twisted group ring (Z [C]) [G] which reduces to the denition of an orthogonal
cocycle.
Setting  = @ gives the corresponding set of equivalences for G-invariant (i.e.
G-coboundary) GH(w; v=w) and splitting relative dierence sets.
Theorem 3.7 (Equivalence) (Perera and Horadam [30, Theorem 4:1]). Let G be a -
nite group of order v and C be a nite abelian group of order w such that wjv. Then
the following statements are equivalent to the statement that there is an orthogonal
cocycle  2 Z2(G;C).
I. There is a G-cocyclic GH (w; v=w) M over C.
II. There is a relative (v; w; v; v=w)-dierence set T ( )=f(1; g): g 2 Gg in the central
extension E of C by G; relative to C  f1g.
III. There is a divisible (v; w; v; v=w)-design; class regular with respect to C; with the
central extension E of C by G as a regular group of automorphisms.
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Fig. 1. The ve-fold constellation.
Theorem 3.7 is a natural generalisation of the corresponding set of equivalences, rst
demonstrated by de Launey in 1993, for G-cocyclic Hadamard matrices (see [6]). In
this case C = f1g and two further equivalences are known.
Proposition 3.8 (Binary equivalence). When C = f1g = Z2; the equivalent state-
ments of Theorem 3:7 are further equivalent to the following statements.
IV. There is a Hadamard group E [27,12].
V. If E is abelian; there is a generalised perfect binary array (GPBA) coordinatised
by G [43] and [25, 4:3].
If, in addition to having C=f1g, the cocycle  is a coboundary, the binary equiva-
lences specialise to the well-known equivalences between Menon{Hadamard dierence
sets, group-invariant Hadamard matrices and perfect binary arrays (PBAs) (see [6]).
Very recently, Hughes [24] has identied the type of correlated array which extends
the equivalence of Proposition 3.8V to the general situation of Theorem 3.7. He writes
each orthogonal cocycle  in the form  = @, and calls  : G ! C a base sequence
with respect to . When C = f1g and  is symmetric, a base sequence is the same
as a GPBA.
The interequivalence of these ve areas I{V can be visually represented as the
ve-fold constellation which is pictured in Fig. 1. Underlying the main constellation
is a copy suxed \a", denoting the case where G is an abelian group A. The table of
equivalences given in Table 1, provides the key.
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Table 1
Table of equivalences for orthogonal cocycles
I II III IV V
Key G C Cocycle Hadamard Relative Divisible Extension Correlated
 matrix di. set design group array
Had. ds
1a ab. Z2 @ A-invariant  abelian Hadamard Z2  A PBA
A splitting design
Symmetric Jedwab
symm. A-cocyclic Abelian group GPBA
2a ab. Z2 (4t; 2; 4t; 2t)
A
non- Non-symm Central
symm. A-cocyclic nonabelian
3a ab. @ A-invariant Abelian (v; w; v; v=w) C  A
A generalised splitting
Symmetric
symm. A-cocyclic Abelian
generalised
4a ab. (v; w; v; v=w)
A
non- Non-symm Central
symm. A-cocyclic nonabelian
generalised
1 Z2 @ G-invariant Menon ds (4u2; 2; 4u2; 2u2) Z2  G
 splitting
2 Z2 G-cocyclic Central (4t; 2; 4t; 2t) Hadamard
group
3 @ G-invariant Splitting (v; w; v; v=w) C  G
generalised
4 @ G-cocyclic Central (v; w; v; v=w) base seq.
generalised w.r.t. 
Clearly, the importance of the equivalence theorems is that results and techniques
are translatable from each area to each other. In particular, every existence and non-
existence result in each area translates across all areas. For instance, every abelian
relative (v; w; v; v=w)-dierence set must derive from a symmetric orthogonal cocycle
dened on an abelian group G, and vice versa. New classes of the former have recently
been found by Arasu, de Launey, Davis, Jedwab and Mowbray (see e.g. [37]).
For most existence searches, it is sucient to check equivalence classes of objects for
the presence of an object with the necessary property, since the property is preserved by
the appropriate equivalence. For instance, given a central extension (7), it is sucient
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to check the equivalence classes of normalised transversals of G in E to prove the
existence or non-existence of relative (v; w; v; v=w)-dierence sets in E relative to (C),
since equivalence of transversals preserves relative dierence sets, and each equivalence
class of transversals consists entirely of relative (v; w; v; v=w)-dierence sets or contains
no relative (v; w; v; v=w)-dierence sets.
Denition 3.9. Given two v v matrices M and M 0 with entries in the abelian group
C, we say M and M 0 are equivalent (written M  M 0) if M 0 can be obtained from
M by a sequence of the equivalence operations:
 permutation of the rows or the columns,
 multiplication of the rows or the columns by elements of C, and
 replacement of every entry by its image under a xed automorphism of C.
These operations preserve GH (w; v=w) over C, and each equivalence class [M ] either
consists entirely of GH (w; v=w) or contains no GH (w; v=w).
In [18, Theorem 3:2] it is shown that equivalence classes of relative (v; w; v; v=w)-
dierence sets in E relative to (C) will determine (Aut(C)Aut(G))-orbits of coho-
mologous orthogonal cocycles. However, the converse is not true, because cohomology
of cocycles does not preserve orthogonality. A stronger equivalence relation on cocy-
cles, derived by the author in [18], is required to ensure this.
3.4. Shift equivalence
The natural notion of equivalence of cocycles | cohomology | does not preserve
the combinatorial property of orthogonality. This has proved a considerable barrier in
the past to computer-based searches for cocyclic (generalised) Hadamard matrices, since
every cocycle in Z2(G;C), even if generated quickly by the algorithms of Section 2.2,
has had to be tested separately for orthogonality. However, the cohomology classes do
have a ne (or \atomic") structure which captures orthogonality.
Denition 3.10 (Horadam [18; 3:3]). Cocycles  ; ’ 2 Z2(G;C) are shift-equivalent,
written  s ’ via a, if there exists a 2 G such that  =’ @’a, where ’a(g)=’(a; g),
g 2 G.
Denition 3.11 (Horadam [18; 3:4]). Let O( ) denote the orbit of  under the
(Aut(C)  Aut(G))-action  (;) =     (  ). The bundle B( ) of  2 Z2(G;C)
is B( ) =
SfO( 0) :  0 s  g. If E is a group containing a central subgroup N iso-
morphic to C such that E=N = G, write B(C; E; G) for the set of bundles of cocycles
 2 Z2(G;C) for which E = E by an isomorphism preserving the images of C.
In other words, the orbits of members of each cohomology class [ ] in H 2(G;C)
partition into bundles, depending rstly on the isotype of the extension group E deter-
mined by O([ ]) and secondly on the way in which [ ] partitions into shift-cohomology
classes.
128 K.J. Horadam /Discrete Applied Mathematics 102 (2000) 115{131
Theorem 3.12 (Bundle isomorphism) (Horadam [18, 4:9]). Let E be a group contain-
ing a central subgroup N isomorphic to C such that E=N = G. Denote by R(N; E; G)
the set of equivalence classes of normalised relative (v; w; v; v=w)-dierence sets in E
relative to N. Let H(C; E; G)B(C; E; G) denote the set of bundles of orthogonal
cocycles. Then the sets R(N; E; G) and H(C; E; G) are isomorphic under the mapping
[R ] 7! B( R); [R ] 2 R(N; E; G).
This gives an exact description of the set of orthogonal cocycles corresponding to
each equivalence class of semiregular relative dierence sets.
We close this subsection with the derivation of the corresponding result for equiva-
lence classes of generalised Hadamard matrices.
Let  and ’ be cocycles in Z2(G;C). Then B( ) =B(’) if and only if there exist
a 2 G and  2 Aut(C),  2 Aut(G) such that  (g; h)= ( 0((g); (h))), where  0 is
the cocycle  0(g; h) = ’(ag; h)’(a; h)−1.
Let M , M’ and M ′ be the respective cocyclic matrices. Matrix M ′ is equivalent
to M’ by the following sequence of operations: move the (ag)th row of M’ to the
row indexed by g; and multiply the column indexed by h by ’(a; h)−1. Matrix M 
is equivalent to M ′ by the following sequence of operations: permute the rows and
columns of M ′ simultaneously according to the automorphism ; and replace every
entry in the matrix so obtained by its image under the automorphism .
Corollary 3.13. Let  and ’ be cocycles in Z2(G;C). If B( )=B(’) then M  M’.
The bundle B( ) consists of orthogonal cocycles if and only if the equivalence class
[M ] consists of GH (w; v=w) over C.
3.5. Applications to error-correcting codes
In [22], the author introduced a very general description of cocyclic codes in order
to demonstrate the previously unrecognised (and well-hidden) presence of cocycles in
several code construction techniques, and to encourage the transfer of ideas from nite
group cohomology into the theory of error-correcting codes. Three main categories
of cocyclic codes have so far been identied (see [22,15]). Category I, the cocyclic
Hadamard codes, concerns us here.
Denition 3.14. A cocyclic Hadamard code is a code derived from any of the equiv-
alent objects of Theorem 3.7, or from objects equivalent to them.
Many codes are built from Hadamard matrices or from related symmetric block
designs or dierence sets. These include the three constructions of binary Hadamard
codes from the binary version H of a Hadamard matrix [47, Chapter 2]. When the
Hadamard matrix used for the constructions is cocyclic, the resulting codes are Category
I. Consequently, the simplex and 1st-order Reed{Muller codes (constructed from the
Sylvester Hadamard matrices) and the extended quadratic residue codes (constructed
from the Paley Hadamard matrices) are binary cocyclic Hadamard codes.
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Alternatively, a binary linear code of length 2v is formed with generator matrix
[Iv H ]. This method is especially useful for construction of self-dual codes (cf. [50]).
Baliga [1] uses this construction where H is the binary version of a matrix equivalent
to a (Zt Z22 )-cocyclic Hadamard matrix, to identify doubly and singly even self-dual
codes. These include the [24,12,8] extended Golay code and other extremal codes,
which are therefore binary cocyclic Hadamard codes.
Many of the code construction techniques for Hadamard matrices and designs (cf.
[32, p. 41, Section 7]) are applicable to the generalised Hadamard matrix case. Macken-
zie and Seberry [46] describe several of these constructions using generalised Hadamard
matrices, which give constant weight codes and codes with high distance relative to
length. Further, they show the analogue of Levenstein’s construction holds to give
optimal codes, meeting the w-ary version of Plotkin’s bound.
For cocyclic generalised Hadamard matrices these constructions all give cocyclic
Hadamard codes. For example the p-ary Reed-Solomon codes are derived from the
Zp-cocyclic generalised Hadamard matrix of Example 2.2.
As a nal illustration, the Z4-linear Kerdock, Preparata and Goethals codes are all
quaternary cocyclic Hadamard codes, since their generator or parity-check matrices are
derived from the Teichmuller set, a relative (2m; 2m; 2m; 1)-dierence set in Zm4 relative
to Zm2 [17].
4. For further reading
The following references are also of interest to the reader: [9,14,16,23,26,28,29,31,45].
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