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Abstract
The eccentricity of a vertex v in a graph G is the maximum distance from v to any other
vertex. The vertices whose eccentricity are equal to the diameter (the maximum eccentricity)
of G are called peripheral vertices. In trees the eccentricity at v can always be achieved by the
distance from v to a peripheral vertex. From this observation we are motivated to introduce
normality of a vertex v as the minimum distance from v to any peripheral vertex. We consider
the properties of the normality as well as the middle part of a tree with respect to this concept.
Various related observations are discussed and compared with those related to the eccentricity.
Then, analogous to the sum of eccentricities we consider the sum of normalities. After briefly
discussing the extremal problems in general graphs we focus on trees and trees under various
constraints. As opposed to the path and star in numerous extremal problems, we present several
interesting and unexpected extremal structures. Lastly we consider the difference between
eccentricity and normality, and the sum of these differences. We also introduce some unsolved
problems in the context.
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1 Introduction
The eccentricity of a vertex v in a connected graph G is the largest distance from v to any other
vertex, i.e.
eccG(v) = max
u∈V (G)
d(v, u) (1)
where dG(v, u) (or simply d(v, u)) is the distance between v and u in G. Very often, when it is clear
what the underlying graph is, we simply write ecc(v) without identifying G.
The diameter of a graph G is the largest eccentricity:
diam(G) = max
v∈V (G)
eccG(v).
Similarly, the radius of a graph G is the smallest eccentricity:
rad(G) = min
v∈V (G)
eccG(v).
The eccentricity, along with diameter and radius, are among the best-known concepts defined
on distances in graphs [2, 3, 4, 6, 7, 8]. It is known that the eccentricity of a vertex, considered as
a function of the vertex, is concave up along any path in a tree [5]. Consequently, the eccentricity
of a vertex in a tree is maximized at a leaf and minimized at one or two adjacent vertices. More
generally, a vertex v of G with eccG(v) = diam(G) is called a peripheral vertex of G and the set
of peripheral vertices of G is called its periphery and is denoted by P (G). The sum of distances
between peripheral vertices has been proposed as a variation of a well-known chemical index called
the Wiener index (defined as the sum of the distances between all vertices) [2]. On the other hand,
the center of a graph is the collection of vertices with eccG(v) = rad(G), denoted by C(G). The
center of a graph and its properties has been studied as early as in [5].
The sum of eccentricities of a graph is defined as
Ecc(G) =
∑
v∈V (G)
eccG(v).
Compared with ecc(v) (considered as a local function on vertices), Ecc(G) is a global function or
graph invariant. As it is the case with many graph invariants, it is interesting to consider extremal
problems that seek graph structures that maximize or minimize a given invariant. For trees this has
been extensively examined [7].
In this paper we also mostly discuss trees. First we note that the eccentricity at a vertex in a
tree T can also be viewed as
eccT (v) = max
u∈P (T )
d(v, u). (2)
That is, in a tree the largest distance from any vertex is always obtained with some peripheral
vertex. Note that this is not true for general graphs, as shown in Figure 1.
The equivalence between (1) and (2) in a tree will be discussed in Section 2, where we also
introduce the natural variation called the normality at a vertex:
normT (v) = min
u∈P (T )
d(v, u) (3)
2
v1 v2
v3 v4
v5
v6 v7
Figure 1: A graph G with P (G) = {v1, v5} and eccG(v3) = d(v3, v7) > d(v3, v1) = d(v3, v5).
The normality of a vertex measures how close a vertex is to the periphery of the graph. Consequently
the normality at a peripheral vertex is zero. Simple observations related to the normality are also
presented in Section 2.
Similar to Ecc(G), from the normalities at individual vertices we may also define the sum of
normalities:
Norm(G) =
∑
v∈V (G)
normG(v).
Extremal problems with respect to Norm(·) in trees will be investigated in Section 3.
In general graphs, some common properties of distance-based graph invariants fail for Norm(·).
Take, for instance, the tree T as shown in Figure 2, we have
• P (T ) = {v1, v4, v5} and Norm(T ) = 1 + 1 = 2;
• P (T + v1v5) = {v1, v4} and Norm(T + v1v5) = 1 + 1 + 1 = 3.
Thus adding an edge, which decreases the distances between vertices, increased the sum or normal-
ities.
v1 v2 v3
v4
v5
v1 v2 v3
v4
v5
Figure 2: The tree T (on the left) and the graph T + v1v5 (on the right).
In this particular case it is because of the change in the number of peripheral vertices. Conse-
quently it makes sense to study the extremal problems in trees with a given number of peripheral
vertices. This will also be done in Section 3.
Another natural quantity is the difference between the eccentricity and normality at a vertex,
denoted by
λT (v) = eccT (v)− normT (v).
This measures the “span” of distances from a vertex to the periphery of the graph. Then the “span”
of a graph is simply the sum of these quantities over all vertices, denoted by
Λ(T ) =
∑
v∈V (T )
λT (v).
A preliminary study of these concepts are provided in Section 4.
As is the case with the eccentricity, we often drop the subscript G or T if it is clear what the
underlying graph or tree is.
3
2 The eccentricity and normality of a vertex
First we show that the definitions in (1) and (2) are indeed equivalent in trees.
To see this, first we note the following fact.
Proposition 2.1 In a tree T with a longest path of length d = diam(T ) from u to w, the eccentricity
of any vertex v is either d(v, u) or d(v, w).
Now it suffices to show the following.
Proposition 2.2 In a tree T , the eccentricity of any vertex v is obtained between v and some
peripheral vertex.
Proof. Let the path P (u,w) from u to w be one of the longest paths in T , then d(u,w) = diam(T )
and u,w ∈ P (T ). Then by Proposition 2.1 the eccentricity of any vertex v is d(v, u) or d(v, w), i.e.
obtained between v and at least one of u and w (hence some peripheral vertex).
With the equivalent definition (2) of the eccentricity, we now examine the analogous concept (3).
It is easy to see that the normality of a vertex is minimized (equals zero) at peripheral vertices. A
natural question is to find the collection of vertices that maximize the normality in a tree T :
Cnorm(T ) = {v ∈ V (G)| norm(v) = max
u∈V (G)
norm(u)}.
There are many examples of trees where C(T ) = Cnorm(T ), such as the path Pn and the star Sn.
On the other hand, in the tree shown in Figure 3 we have
P (T ) = {v1, v2, v3, v4} and Cnorm(T ) = {v5, v6, v7, v8}
while
C(T ) = {v9, v10}.
v1
v2
v3
v4
v5
v6
v7
v8
v9 v10
Figure 3: A tree T with disconnected Cnorm(T ) 6= C(T ).
Hence Cnorm(T ) may even be disjoint from C(T ). This example also shows that Cnorm(T ) is not
necessarily connected.
4
3 The extremal problems with respect to the sum of normal-
ities
First we introduce a special tree on n vertices. Recall that an r-comet on n vertices is obtained
from attaching n− r pendant edges to one end of a path on r vertices. The other end of the path
is called the head of the comet. Note that when r = n− 1 this is simply a path.
Definition 1 Let T̂n,d be a tree of order n obtained from a path of length d by identifying the head
of an r-comet of n− d vertices with the middle point (or one of the two middle points if d is odd) of
the path, where
r = min
{⌊
d
2
⌋
− 1, n− d− 1
}
(See Figure 4).
v0 v2 v vdv1 vd−1vd−2
Figure 4: The tree T̂n,d with order n and diameter d
Note that when d is large (i.e. when n− d ≤
⌊
d
2
⌋
) the comet attached in the middle is simply a
path.
For a general connected graph G of order n, it is easy to see that
Norm(G) ≥ 0
with equality if and only if every vertex is in P (G). This is obviously the case with the complete
graph Kn or the cycle Cn.
On the other hand, because of the example in Figure 2 it is not obvious that the maximum
Norm(G) must be obtained by a tree. However, among connected graphs of order n and diameter d
it seems that the T̂n,d indeed maximizes the sum of normalities. We will verify this for trees.
3.1 Extremal Norm(T ) in trees
First we note the following simple observation.
Proposition 3.1 For any tree T with order n ≥ 3,
Norm(T ) ≥ 1
with equality if and only if T ∼= Sn.
Proof. In any tree of order n ≥ 3, there is at least one internal vertex v that is not a peripheral
vertex. Then
Norm(G) ≥ norm(v) ≥ 1
with equality if and only if there is exactly one internal vertex that is adjacent to peripheral vertices.
This happens if and only if T is the star.
Now to maximize Norm(T ), let us first consider trees of a given order with a prefixed diameter.
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Theorem 3.1 Among all trees of order n with given diameter d, Norm(T ) is maximized by T̂n,d.
To prove Theorem 3.1, we first introduce some observations on the characteristics of such an
extremal tree. Sometimes we only deal with even d as the case for odd d is similar.
Let P := v0v1 . . . vd be a longest path with v0, vd ∈ P (T ) and let T1, T2, · · · , Td−1 be the compo-
nents containing v1, v2, · · · , vd−1, respectively, in T −E(P ) (Figure 5). The next observation claims
that each Ti must be a path (if |V (Ti)| is small) or a comet with its head identified with vi. Note
that in the case of T1 and Td−1, the “degenerated” comet is simply a star.
v0 vi−1 vi vdv1 vd−1
Ti−1 TiT1 Td−1
Figure 5: The tree T with diameter d and components in T − E(P ).
Lemma 3.2 With the above notations, each Ti (for 2 ≤ i ≤ d− 2) must be:
• a path if |V (Ti)| ≤ min{i, d− i};
• an r-comet with r = min{i, d− i} − 1, if |V (Ti)| > min{i, d− i}.
Proof. Consider Ti and assume, without loss of generality, that i ≤
⌊
d
2
⌋
. Then min{i, d− i} = i.
• If |V (Ti)| ≤ i, it is easy to see that none of the vertices in Ti are peripheral vertices, and∑
v∈V (Ti)
normT (v) ≤ i+ (i+ 1) + . . .+ (i+ |V (Ti)| − 1)
with equality if and only if Ti is a path.
• If |V (Ti)| > i, first note that the distance from a vertex v ∈ V (Ti) to vi is at most i (otherwise
we would have d(v, vd) > i+ (d− i) = d, a contradiction to the assumption of diameter).
Also note that norm(v) = 0 if d(v, vi) = i (which makes d(v, vd) = d and consequently v a
peripheral vertex). Thus we only need to consider the vertices in Ti that are at distance at
most i− 1 from vi in
∑
v∈V (Ti)
normT (v). Then it is easy to see that∑
v∈V (Ti)
normT (v) ≤ i+ (i+ 1) + . . .+ (i+ (i − 2)) + (2i− 1) + (2i− 1) + . . .+ (2i− 1)︸ ︷︷ ︸
(|V (Ti)|−(i−1)) copies
with equality if and only if Ti is an (i− 1)-comet.
Now our extremal tree is shown in Figure 6. We will show, next, that all but possibly one middle
component (T⌊ d
2
⌋ or T⌈d
2
⌉) are single vertex trees.
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v0 vi−1 vi vdv1 vd−1
Figure 6: The extremal tree from Lemma 3.2.
Lemma 3.3 In an extremal tree shown in Figure 6, we must have
|V (Ti)| = 1
for all i except for one of T⌊ d
2
⌋ and T⌈d
2
⌉.
Proof. First note that the extremal tree under consideration has all peripheral vertices as v0 or vd
or in T1 and Td−1. It is easy to see that the contribution from T1 and Td−1 to Norm(T ) is zero. For
any Ti with i 6=
⌊
d
2
⌋
or
⌈
d
2
⌉
and 2 ≤ i ≤ d− 2, we have
∑
v∈V (Ti)
normT (v) =
{
i+ (i+ 1) + . . .+ (i+ |V (Ti)| − 1), or
i+ (i+ 1) + . . .+ (i+ (i− 2)) + (2i− 1) + (2i− 1) + . . .+ (2i− 1).
Assume, for contradiction (and without loss of generality), that |V (Ti)| > 1 for some 1 ≤ i <
⌊
d
2
⌋
.
We now consider the tree T ′ obtained from T by “moving” Ti from vi to vi+1 (i.e. removing all
edges adjacent to vi in Ti and connecting those neighbors of vi in Ti with vi+1).
Now, in T ′, the contribution to Norm(·) from the vertices in V (Ti)− {vi} has strictly increased
from T to T ′. This is a contradiction.
Thus the only possible nontrivial Ti’s are when i =
⌊
d
2
⌋
or
⌈
d
2
⌉
. If d is even then
⌊
d
2
⌋
=
⌈
d
2
⌉
and
we are done. If d is odd, it is easy to see that moving both components to a single vertex does not
change Norm(T ).
We can now easily justify Theorem 3.1 with the above observations.
Proof.With the above notations and from Lemma 3.3, there is only one nontrivial Ti with i =
⌊
d
2
⌋
or
⌈
d
2
⌉
. Applying Lemma 3.2 to such a tree shows that the extremal structure must be T̂n,d.
With Theorem 3.1, we may now consider the value of Norm(T̂n,d) for different d with given order
n.
First, if d is even, the above argument can be easily adapted to compute
Norm(T̂n,d) = 2(1 + · · ·+
d
2
− 1) +
d
2
+
d
2
+ 1 + · · ·+
d
2
+
d
2
− 2 + (n−
3d
2
+ 1)(d− 1)
=
d
2
(
d
2
− 1) +
d
2
(
d
2
− 1) + (1 + 2 + · · ·+
d
2
− 2) + (n−
3d
2
+ 1)(d− 1)
=
d(d− 2)
2
+ (n−
3d
2
+ 1)(d− 1) +
(d− 2)(d− 4)
8
= −
7
8
d2 + (n+
3
4
)d− n (4)
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when n− d ≥
⌊
d
2
⌋
(i.e. d is not too large). Similarly, we also have
Norm(T̂n,d) = 2(1 + · · ·+
d
2
− 1) +
d
2
+
d
2
+ 1 + · · ·+
d
2
+ (n− d− 1)
=
d
2
(
d
2
− 1) +
d
2
(n− d) +
(n− d− 1)(n− d)
2
=
d(d− 2)
4
+
(n− d)(n− 1)
2
=
1
4
d2 −
n
2
d+
n2 − n
2
(5)
when n− d <
⌊
d
2
⌋
.
Comparing (4) and (5) shows that Norm(·) is always optimized in the first case. The same is
true for the case of odd d and we have, for odd d that is not too large,
Norm(T̂n,d) = 2(1 + · · ·+
d− 1
2
) +
d− 1
2
+ 1 + · · ·+
d− 1
2
+
d− 1
2
− 1 + (n−
3d
2
+
1
2
)(d − 1)
= (
d
2
+
1
2
)(
d
2
−
1
2
) + (
3d
2
−
3
2
)(
d
4
−
3
4
) + (n−
3d
2
+
1
2
)(d − 1)
= (d− 1)(n−
5d
4
+
3
4
) +
(3d− 3)(d− 3)
8
= −
7
8
d2 + (n+
1
2
)d− n+
3
8
(6)
From (4) and (6) it remains to find the optimal d that maximizes these expressions. We omit
the specific computations.
Theorem 3.2 For any tree T on n vertices, we have
Norm(T ) ≤
⌊
2n2 − 4n+ 1
7
⌋
with equality if and only if T ∼= T̂n,d, for
d =

4n
7 , n ≡ 0 mod 7;
4n−4
7 or
4n+10
7 , n ≡ 1 mod 7;
4n+6
7 , n ≡ 2 mod 7;
4n+2
7 , n ≡ 3 mod 7;
4n−2
7 , n ≡ 4 mod 7;
4n+8
7 , n ≡ 5 mod 7;
4n+4
7 , n ≡ 6 mod 7.
3.2 Extremal Norm(T ) in trees with given number of peripheral vertices
A natural extension of the previous section is to study the extremal problem among trees with a
given number of peripheral vertices. We first consider the question of maximizing Norm(T ), for this
purpose we define another special tree similar to T̂n,d in the previous section. Recall that a dumbbell
D(n, a, b) is a tree obtained from attaching a pendant edges to one end of a path on n−a−b vertices
and b pendant edges to the other end.
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Definition 2 Let T˜n,k,d be a tree of order n with k ≥ 2 peripheral vertices, obtained from a dumbbell
D(k+ d− 1, a, b) with a, b ≥ 1 and a+ b = k, by identifying the head of an r-comet of n− k− d+2
vertices with the middle point (or one of the two middle points if d is odd) of the path, where
r = min
{⌊
d
2
⌋
− 1, n− k − d+ 1
}
(See Figure 7).
v2 vv1 vd−1vd−2...
...
Figure 7: The tree T˜n,k,d.
When k = 2 it is easy to see that T˜n,k,d = T̂n,d in Definition 1. Similar to before, when
n− k − d+ 1 ≤
⌊
d
2
⌋
− 1 the “comet” attached in the middle is simply a path.
Following exactly the same argument we have the following analogue of Theorem 3.1.
Theorem 3.3 Among all trees of order n with given diameter d and k peripheral vertices, Norm(T )
is maximized by T˜n,k,d.
Again following similar computations we may find the optimal d. We have, however, chosen to
not include the tedious computations.
Theorem 3.4 Among all trees of order n with given diameter d and k peripheral vertices, Norm(T )
is maximized by T˜n,k,d for some⌊
4(n− k) + 10
7
⌋
≤ d ≤
⌈
4(n− k) + 11
7
⌉
.
To minimize Norm(·) among trees of given order n with k peripheral vertices, we first define the
special tree that will be shown to be extremal.
Definition 3 Given k and (large) n, the tree S˜n,k of order n with k peripheral vertices is obtained
through the following process (Figure 8):
• first join the ends of k paths of length 3, resulting in the so called “balanced starlike tree” S
on 3k + 1 vertices;
• attach n− 3k − 1 pendant vertices to one of the k vertices that has normality 2 in S.
Theorem 3.5 Among trees with k peripheral vertices and of order n ≥ 3k+1, Norm(·) is minimized
by S˜n,k.
Proof. We proceed by considering the largest possible numbers of vertices that can have small
normalities. First there are exactly k vertices with normality zero, namely the peripheral vertices.
9
...
· · ·
(n−3k−1) vertices︷ ︸︸ ︷
Figure 8: The tree S˜n,k of order n with k peripheral vertices.
Note that each peripheral vertex is a leaf, their unique neighbors yield at most k vertices with
normality 1.
We also claim that there are at most k vertices with normality 2. This is because: for any
vertex v with normality 2, it cannot be a leaf as that will make v another peripheral vertex. Then if
d(v, w) = d(u,w) = 2 for two non-peripheral vertices v, u and peripheral vertex w, the three vertices
share a common neighbor x. Then u and v are not connected through any other path in the extremal
tree, resulting in vertices of eccentricity larger than w, a contradiction. Therefore, corresponding to
each peripheral vertex there is at most one vertex of normality 2.
Lastly, the remaining n− 3k vertices each must have normality at least 3 and this lower bound
is indeed achieved by S˜n,k.
Remark 3.4 In fact, to minimize Norm(·), in the second step of the above process we may attach
the remaining vertices (as leaves) to any number of the k vertices that has normality 2 in S. Hence
the extremal tree here is not unique.
4 The properties of λ(·) and Λ(·)
As the normality is introduced as a variation of the eccentricity, it makes sense to consider their
difference λ(·) at a vertex and the sum Λ(·).
4.1 On the behavior of λ(·)
First we show that λ(v), as a local function on vertices of a tree T , behaves very much like the
eccentricity. As it is maximized at all peripheral vertices (those who maximize the eccentricity) and
minimized at the center (where the eccentricity is minimized).
Theorem 4.1 In a tree T the maximum λ(·) is obtained at the peripheral vertices and the minimum
λ(·) is obtained at the center vertices.
Proof. Since
λ(v) = ecc(v)− norm(v)
and ecc(·) is maximized at the peripheral vertices (with ecc(v) = diam(T )) and norm(·) is minimized
at the peripheral vertices (with norm(v) = 0), we have
λ(v) ≤ diam(T )
10
with equality if and only if v ∈ P (T ).
Now to minimize λ(·), we consider two cases depending on the diameter of T .
• If d = diam(T ) is even, let P be a path of length d between peripheral vertices u and w. Then
the unique vertex v ∈ C(T ) is in the middle of the path P with ecc(v) = d2 .
Suppose now norm(v) = d(v, x) for some peripheral vertex x. By Proposition 2.1 the eccen-
tricity at x must be obtained by d(x, u) or d(x,w), and equals d since x ∈ P (T ). Then it is
easy to see that d(v, x) = d2 and hence
λ(v) = ecc(v)− norm(v) = 0.
• If d = diam(T ) is odd, then by similar arguments we have the minimum λ(·) obtained at the
center vertices with
λ(v) = ecc(v)− norm(v) =
d+ 1
2
−
d− 1
2
= 1.
Remark 4.1 From the proof it is easy to see that the peripheral vertices are the only ones with the
maximum value of λ(·). On the other hand, vertices in the center of T has the minimum value of
λ(·) but they are not necessarily the only ones. Take, for instance, the tree T̂n,d from Definition 1,
λ(·) is minimized by all vertices in the “pendant comet”.
4.2 On the extremal values of Λ(·)
For trees of small order this can be simply treated on a case by case basis. For large n we first
introduce another special tree on n vertices.
Definition 4 For large enough n the tree Ŝn is obtained from attaching n− 5 pendant edges to the
middle point of a path on 5 vertices. See Figure 9.
. . .︸ ︷︷ ︸
(n−5) vertices
Figure 9: The tree Ŝn.
Theorem 4.2 For any tree T on n ≥ 8 vertices, we have
Λ(T ) ≥ 12
with equality if and only if T ∼= Ŝn.
Proof. First it is easy to see that Λ(Ŝn) = 12.
Now for any tree T of order n ≥ 8, we consider its diameter d.
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• If d ≥ 4, consider a longest path v0v1 . . . vd, then
λ(v0) = λ(vd) = d
and
λ(v1) = λ(vd−1) = d− 2.
Consequently
Λ(T ) ≥ 2d+ 2(d− 2) ≥ 12
with equality if and only if d = 4 and all other vertices has λ(v) = 0. This is only the case
when T ∼= Ŝn.
• If d = 3, then T is the so-called dumbbell and all but two of its vertices (which has λ(v) = 1)
are peripheral vertices with λ(·) value 3. Hence
Λ(T ) = 3(n− 2) + 2 > 12
for n ≥ 6.
• If d = 2, then T is a star and all but one vertex are peripheral vertices, with λ(v) = 2. Then
Λ(T ) = 2(n− 1) > 12
for n ≥ 8.
The argument in the first part of the above proof can be used to answer the same question in
trees with a given order and diameter.
Theorem 4.3 Among trees on n ≥ 8 vertices with diameter d ≥ 4, Λ(T ) is minimized by appending
pendant edges to the middle (or as close to middle as possible, depending on the parity of d) of a
path of length d.
Next we consider maximizing Λ(T ) in trees. Again, it seems to be easier to first consider trees
with a given diameter.
Theorem 4.4 Among trees of order n with diameter d, Λ(T ) is maximized by a dumbbell D(n, a, b)
for some a, b ≥ 1 and a+ b = n− d+ 1.
Proof. Let T be such an extremal tree that maximizes Λ(T ) among trees of order n with diameter
d. Now consider a longest path P := v0v1 . . . vd with v0, vd ∈ P (T ). First we claim the following.
Claim 4.2 For any internal vertex vi ∈ V (P ) and any peripheral vertex w different from v0 and vd,
d(vi, w) ≥ min{i, d− i}.
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Proof. Suppose, without loss of generality, that i ≤ d − i. Note that by Proposition 2.1 the
eccentricity at w is obtained at one of v0 and vd, say vd. Thus d(w, vd) = d = d(v0, vd) as w ∈ P (T ).
Then it is easy to see that
d(vi, w) ≥ d(vi, v0) = i.
Now for i = 0, 1, 2, . . . , d, we have
λ(vi) = ecc(vi)− norm(vi) ≤ max{i, d− i} −min{i, d− i} = |d− 2i|.
For any other vertex v we have
λ(v) = ecc(v)− norm(v) ≤ d− 0 = d.
Hence
Λ(T ) =
∑
v/∈V (P )
λ(v) +
d∑
i=0
|d− 2i| ≤ (n− d− 1) · d+
d∑
i=0
|d− 2i|
with equality if and only if all vertices not on P are peripheral vertices, or equivalently, that T is
the dumbbell as described.
It is easy to compute the maximum Λ(T ) depending on the parity of d:
• If d is even, Λ(T ) ≤ (2n−d)d2 ;
• If d is odd, Λ(T ) ≤ (2n−d)d+12 .
Letting f(x) = (2n − x)x for any given n it is easy to see that f(x) is increasing for d ≤ n.
Following from simple algebra we have the following.
Theorem 4.5 For any tree T on n ≥ 8 vertices, we have
Λ(T ) ≤
⌊
n2 + 1
2
⌋
with equality if and only if T is a path (for both odd and even n) or an (n− 2)-comet (for even n).
5 Concluding remarks
In this paper we introduced the “normality” at a vertex, corresponding to the well studied
eccentricity. Basic properties and related extremal problems are discussed. Some questions that are
proposed in the context remain open.
Furthermore, it will be interesting to further investigate this new concept in different collections
of trees under specific constraints (in addition to the number of peripheral vertices and diameter),
and compare the extremal structures with other well-known extremal trees.
13
References
[1] A. A´da´m, The centrality of vertices in trees, Studia Sci. Math. Hung. 9 (1974) 285–303.
[2] Y. Chen, H. Wang, X. D. Zhang, PeripheralWiener index of trees and related questions, Discrete
Appl. Math. 251 (2018) 135–145.
[3] P. Dankelmann, S. Mukwembi, Upper bounds on the average eccentricity, Discrete Appl. Math.
167 (2014) 72–79.
[4] S. M. Hedetniemi, E. J. Cockayne, Linear algorithms for finding the Jordan center and path
center of a tree, Trans. Sci. 15 (1981) 98–114.
[5] C. Jordan, Sur les assemblages de lignes, J. Reine Angew. Math. 70 (1869) 185–190.
[6] A. Rosenthal, J. Pino, A generalized algorithm for centrality problems on trees, J. Assoc.
Comput. Mach. 36 (1989) 349–361.
[7] H. Smith, L.A. Sze´kely, H. Wang, Eccentricity sums in trees, Discrete Appl. Math. 207 (2016)
120–131.
[8] K. Xu, Y. Alizadeh, K. C. Das, On two eccentricity-based topological indices of graphs, Discrete
Appl. Math. 233 (2017) 240–251.
14
