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Naslov: Priporočanje slikovnih in besedilnih predstavitev turističnim ponu-
dnikom
Matrična faktorizacija je metoda za zlivanje podatkov, ki jo lahko uporabimo
za priporočilne sisteme. V magistrski nalogi smo se ukvarjali s priporočilnim
sistemom iz domene turizma, ki uporabnikom priporoča turistična doživetja.
Turistični ponudniki za predstavitev svoje ponudbe izberejo slike in opise.
Naš cilj je bil izbrati take slike in opise, ki najbolje odražajo oceno ponud-
nika. Uporabljali smo sintetične podatke o uporabnikih in njihovih ocenah
ponudnikov ter implementirali generator slik in opisov. S klasifikacijskimi
algoritmi smo iz množice slik in besedil odstranili šum in izbrali slike in
besedila, ki najbolje odražajo ponudnikovo povprečno oceno. Ustreznost iz-
branih primerov smo vrednotili tako, da smo jih uporabili za napovedovanje
ocen z matrično faktorizacijo. Uspešnost napovedi smo primerjali z napo-
vedmi matrične faktorizacije z uporabo naključno izbranih slik in besedil ter
matrično faktorizacijo brez stranskih virov. Izkazalo se je, da uporaba izbra-
nih slik in besedil ne izbolǰsa napovedi v primerjavi z naključno izbranimi
slikami ali besedili in matrično faktorizacijo brez dodatnih virov. Uporabili
smo tudi zbirko realnih podatkov s spletnimi slikami in opisi nastanitev. Iz
slik in opisov smo z algoritmoma k-najbližjih sosedov in naključni gozdovi
napovedovali ocene nastanitev. Izkazalo se je, da iz podatkov nismo izluščili
dovolj vzorcev, da bi z uporabljenimi pristopi lahko napovedali ocene na
podlagi slik in opisov turističnih ponudnikov.
Ključne besede
priporočilni sistemi, matrična faktorizacija, zlivanje podatkov
Abstract
Title: Recommending photos and descriptions to tourism providers
Matrix factorization is a method for data fusion that can be used for recom-
mender systems. In the thesis, we implemented a recommender system for
recommending experiences to tourists. Tourism providers promote their ex-
periences with images and descriptions. Our goal was to choose images and
descriptions that best reflect a provider’s rating. We used synthetic data for
users and ratings and implemented a data generator for images and descrip-
tions. We removed noise from the data using k-nearest neighbors algorithm
and for each provider selected one image or one description that represents
the provider’s rating. The selected images and descriptions were used as
a source for matrix factorization for predicting ratings. We compared our
process to matrix factorization with no additional sources and to matrix fac-
torization where we chose random images and descriptions and used them as
a source. Our process with selected images and descriptions did not improve
the AUC score compared to selecting random images and descriptions and
using no additional sources. We also tested on online images and descriptions
of real accommodations. We used k-nearest neighbors and random forests
algorithms to predict average ratings for accommodations from images and
descriptions. We concluded that with the methods we used, we were not able
to extract patterns from data, which would enable the prediction of ratings
based on images and descriptions.
Keywords
recommendation systems, matrix factorization, data fusion
Poglavje 1
Uvod
Za mnoge probleme strojnega učenja je na voljo veliko raznolikih in poten-
cialno koristnih podatkov. Metode za zlivanje podatkov omogočajo hkratno
uporabo več virov. Matrična faktorizacija je metoda za zlivanje podatkov,
kjer so podatki predstavljeni kot sistem matrik podatkovnih tipov in relacij
med njimi [1, 2]. Uporablja se jo za različne probleme, ena od aplikacij so
tudi priporočilni sistemi. Pretekle raziskave se ukvarjajo predvsem s tem,
kako izračunati napovedi na podlagi virov podatkov. Lahko pa se vprašamo,
kateri viri in kateri deli podatkov so najbolj pomembni za izračun matrike
napovedi. S tem problemom se bomo ukvarjali na primeru priporočilnega
sistema iz domene turizma, ki uporabnikom priporoča turistična doživetja.
Ponudniki turističnih doživetij imajo na voljo veliko slik in informacij, ki jih
lahko vključijo v besedilni opis svoje ponudbe. Prostor za predstavitev in
pozornost uporabnikov, ki izbirajo ponudbo, pa sta omejena. Zato je po-
membno, da ponudniki izberejo slike in opise, ki dobro predstavijo njihovo
ponudbo in so primerni za uporabnike, ki bi jih njihova ponudba dejansko
zanimala. Naš namen je pomagati ponudnikom turističnih doživetij pri izbiri
ustreznega slikovnega in besedilnega opisa. Uporabniki se bodo tako lažje
odločili za njim ustrezne ponudbe, hkrati pa bo tudi priporočilni sistem bolje
napovedal uporabnikove preference.
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1.1 Cilji in pregled dela
Za izdelavo magistrske naloge smo si zastavili naslednje cilje:
• Izdelava algoritma za določanje pomembnosti posameznih objektov v
podatkovnem viru.
• Vrednotenje vpliva izbora najpomembneǰsih objektov na uspešnost pri-
poročilnega sistema, ki temelji na matrični faktorizaciji.
• Ugotoviti kakšne so lastnosti realnih podatkov turističnih ponudnikov.
V magistrski nalogi smo uporabljali realne in sintetične podatke. Najprej
smo implementirali generator slik in opisov. Z algoritmi za klasifikacijo in
vizualizacijo smo preverili, kakšne lastnosti imajo realni podatki in poskušali
najti način, s katerim lahko na podlagi slik in opisov napovemo povprečno
oceno ponudnika. Glavni del naloge je implementacija postopka izbiranja
objektov v stranskem viru, za katerega smo uporabljali sintetične podatke.
V prvem koraku postopka smo odstranili šum iz podatkov, kar pomeni, da
smo odstranili tiste primere (slike ali besedila), ki ne odražajo ponudnikove
povprečne ocene. Množico podatkov brez šuma smo uporabili za klasifika-
cijo s k-najbližjih sosedov ali naključnimi gozdovi in za vsakega ponudnika
izbrali primer, ki najbolj odraža njegovo povprečno oceno. Izbrane primere
smo uporabili za matrično faktorizacijo za napovedovanje ocen ponudnikov.
Rezultate smo primerjali z matrično faktorizacijo brez stranskih virov in z
matrično faktorizacijo, ki namesto sistematično izbranih objektov v stran-
skem viru uporablja naključno izbrane objekte. Tako smo preverili, če upo-
raba izbranih stranskih virov izbolǰsa napovedi.
1.2 Pregled področja
Priporočilne sisteme delimo na vsebinsko (ang. content-based) in sodelo-
valno filtriranje (ang. collaborative filtering). V tem delu se bomo ukvarjali s
1.2. PREGLED PODROČJA 3
sodelovalnim filtriranjem, ki je najbolj razširjen pristop. Pri metodah sode-
lovalnega filtriranja analiziramo preteklo aktivnost uporabnikov z namenom,
da najdemo povezave med uporabniki in objekti. Tako lahko napovemo
uporabnikove preference na podlagi njegovih ocen in ocen drugih uporabni-
kov [2, 3, 4].
Matrična faktorizacija je metoda za sodelovalno filtriranje, ki za matriko
relacij med dvema tipoma podatkov poǐsče dve ali več matrik, imenovanih
latentne matrike, katerih produkt je dober približek originalni matriki re-
lacij. Obstaja več metod za matrično faktorizacijo, na primer singularni
razcep (ang. singular value decomposition) in analiza glavnih komponent
(ang. principal component analysis). Pri priporočilnih sistemih sta pogo-
sta problema velikost podatkov in veliko število manjkajočih vrednosti. Ta
problem se pojavi na primer, ko napovedujemo ocene uporabnikov za veliko
število objektov in za posameznega uporabnika poznamo le majhno število
ocen, ostali objekti pa so neocenjeni. Matrična faktorizacija dobro deluje na
takih podatkih [2, 4, 5, 6, 7].
Najpomembneǰse izhodǐsče za delo je članek [1], kjer je predstavljen algo-
ritem za matrično tri-faktorizacijo (DFMF), ki simultano faktorizira matrike
podatkov. Matrična tri-faktorizacija matriko faktorizira na produkt treh ma-
trik. Glavna prednost metode je, da omogoča, da je med podatki več relacij
in tudi več različnih tipov podatkov. Zahteva zelo malo transformacije vho-
dnih podatkov. Ni potrebno, da obstaja relacija med vsemi tipi podatkov in
ni nobenih omejitev glede strukture posameznih matrik. Drugi algoritmi po-
gosto delujejo le za simetrične matrike. Uspešnost algoritma so ocenjevali na
različnih napovednih nalogah z merami F1 in AUC. Uporabili so 10-kratno
prečno preverjanje, kjer je v vsaki iteraciji en del podatkov testna množica,
ostali deli pa učna. Končni rezultat je povprečje rezultatov v posameznih
iteracijah. Rezultate matrične tri-faktorizacije so primerjali s tremi drugimi
metodami: naključni gozdovi, z večjedrno metodo (ang. intermediate inte-
gration by multiple kernel learning) in sorodno metodo tri-faktorizacije tri-
SPMF (ang. relational learning by matrix factorization). Izkazalo se je, da
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je algoritem DFMF v večini primerov bolǰsi kot ostali algoritmi, v nekaterih
primerih pa približno enako dober.
Poleg priporočilnih sistemov ima matrična faktorizacija tudi druge aplika-
cije, na primer iskanje skupin, klasifikacijo, zmanǰsevanje dimenzij podatkov
in odkrivanje vzorcev v podatkih [8, 9, 10]. Obstaja veliko sorodnih del, ki
uporabljajo eno od različic matrične faktorizacije za reševanje različnih pro-
blemov, na primer priporočanje filmov uporabnikom [11]. Veliko aplikacij je
s področja medicine. V članku [12] se ukvarjajo s problemom prioritizacije
genov, katere cilj je iz nabora genov identificirati tiste gene, ki so najbolj po-
membni za nek specifičen problem. Najprej na več naborih podatkov upora-
bijo metodo matrične faktorizacije, nato pa s pomočjo verig latentnih matrik
določijo pomembnost posameznega gena na podlagi podobnosti z nekaj po-
znanimi geni. V članku [13] uporabljajo algoritem DFMF za napovedovanje
neželenih učinkov zdravil z združevanjem običajno uporabljenih podatkov o
toksičnosti zdravil z novimi viri podatkov. Izkaže se, da je uspešnost DFMF
v primerjavi z zlaganjem (ang. stacking) algoritmov za klasifikacijo večja. Še
nekaj primerov uporabe matrične faktorizacije je odkrivanje podobnosti med
pacienti za namene odkrivanja levkemije [14], odkrivanje povezav med bole-
znimi [8], identificiranje novih možnosti za uporabo obstoječih zdravil [15, 16]
in napovedovanje funkcije genov [17].
Tudi na področju turizma se pogosto uporablja priporočilne sisteme. V
članku [18] se ukvarjajo s priporočanjem turističnih destinacij na podlagi
informacij o preteklih obiskih. Pri tem se pojavi problem hladnega zagona
za nove destinacije, ki so ga rešili tako, da so zanje namesto informacij o
obiskih uporabili informacije na podlagi njihovih slik, ki so jih izračunali
s konvolucijsko nevronsko mrežo. Za priporočilni sistem so uporabili ma-
trično faktorizacijo. S priporočanjem turističnih destinacij se ukvarjajo tudi
v člankih [19] in [20].
Da lahko matrično faktorizacijo in druge algoritme za strojno učenje upo-
rabimo za podatke v obliki slik in besedil, je potrebno primere preslikati v
vektorje. Za vložitve slik lahko uporabimo nevronsko mrežo za klasifikacijo
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slik, ki je bila naučena na nekem drugem naboru slik. To imenujemo prenos
znanja (ang. transfer learning) [21]. Izkaže se, da je vektor, izračunan na
predzadnjem nivoju mreže za klasifikacijo slik, dobra vektorska predstavitev
slike. Za to se uporablja na primer nevronske mreže InceptionV3, ResNet50
in Xception. InceptionV3 je naučena na zbirki slik ImageNet in klasificira
slike v 1000 razredov. Xception dosega nekoliko večjo točnost pri klasifi-
kaciji na zbirki ImageNet, precej bolǰso pa pri večjih zbirkah slik s 17000
razredi [22, 23, 24]. Take mreže so tipično zgrajene iz nekaj konvolucijskih
nivojev, ki jim sledi nekaj polno povezanih nivojev. V članku [25] so pri-
merjali uspešnost klasifikacije slik malignega in benignega tkiva z mrežami
InceptionV3, ResNet50, Xception, konvolucijsko nevronsko mrežo in nekaj
drugih algoritmov za klasifikacijo. Izkazalo se je, da je InceptionV3 najbolj
uspešna z AUC 0.91. Slike so klasificirali tudi z uporabo atributov dobljenih
iz mrež InceptionV3, ResNet50 in Xception. Atribute so združili in klasifici-
rali slike z umetno nevronsko mrežo. Ta pristop se je izkazal za najbolǰsega
z AUC 0.93. V članku [26] prav tako uporabljajo atribute slik, dobljene iz
predzadnjega nivoja umetne nevronske mreže, naučene za klasifikacijo neke
druge zbirke slik. V članku [27] se ukvarjajo s klasifikacijo slik zdravega in
nezdravega človeškega hrustanca. Primerjali so uspešnost različnih metod za
prenos učenja. Iz dveh konvolucijskih nevronskih mrež InceptionV3 in Caffe-
Net so izračunali atribute in primere klasificirali. Točnost so merili z AUC,
rezultate pa so tudi vizualizirali z algoritmom t-SNE. Najbolǰso točnost so
dosegli z uporabo mreže InceptionV3 in sicer AUC 0.95, mreža CaffeNet pa
je bila tudi precej uspešna z AUC 0.91.
Tudi besedila lahko z vložitvami predstavimo v obliki vektorjev tako,
da vsako besedo, ki sestavlja besedilo, preslikamo v vektor. Razdalje med
posameznimi vektorji besed morajo biti manǰse, če so si besede po kontekstu
bolj podobne. V članku [28] sta predstavljeni dve metodi za vložitve besed, ki
uporabljata nevronsko mrežo z enim skritim nivojem. Metodi sta se izkazali
za uspešni v primerjavi z obstoječimi pristopi. Prva je zvezna vreča besed
(ang. continuous bag-of-words). Pri tem pristopu model predvideva trenutno
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besedo iz okna okolǐskih besed v kontekstu, vrstni red besed pa ni pomemben.
Druga je preskočni n-gram (ang. continuous skip-gram), kjer model namesto
napovedi besede iz okna napove druge besede v oknu na podlagi trenutne
besede. Izkaže se, da povečanje velikosti okna izbolǰsa vektorje besed, ki jih
model izračuna, hkrati pa se poveča tudi računska kompleksnost. Ker so bolj
oddaljene besede ponavadi manj povezane s trenutno besedo kot tiste, ki so ji
blizu, imajo oddaljene besede manǰso težo kot bližnje besede. V članku [28] so
predstavili še nekaj nadgradenj pristopa preskočni n-gram (ang. continuous
skip-gram), ki so se izkazale za uspešne.
Poglavje 2
Podatki
V delu uporabljamo realne in sintetične podatke. Realni podatki so zajeti
s spletne strani večjega spletnega posrednika nastanitev, sintetični podatki
pa so narejeni z generatorjem slik in besedil ter generatorjem turističnih
ponudnikov in ocen uporabnikov.
2.1 Realni podatki
Uporabili smo podatke zajete s spletne strani za rezervacijo turističnih na-
stanitev večjega spletnega posrednika. Imamo podatke o 349 nastanitvah
z dveh lokacij, ki ju v nadaljevanju imenujemo kategorije, in sicer 199 iz
Kranjske Gore in 150 iz Pirana. Za vsako nastanitev so zbrane naslednje
informacije: slike, opis in ocena. Ocene na spletni strani se gibljejo med 1 in
10, ampak v zajetih podatkih ni ocen nižjih od 5, večina pa je vǐsjih od 8.5.
Distribucija ocen za nastanitve iz Kranjske Gore in Pirana je prikazana na
sliki 2.1. Ker imamo za nekatere ocene precej več nastanitev kot za druge,
smo ocene združili in namesto ocen od 1 do 10 uporabili ocene od 1 do 3.
Ocene smo združili tako, da je število nastanitev oz. ponudnikov za vsako
oceno približno enako. Nastanitve z oceno manǰso ali enako od 9.0 imajo
oceno 1, nastanitve z oceno večjo od 9.0 in manǰso ali enako od 9.5 oceno 2,
nastanitve z oceno večjo od 9.5 pa oceno 3. Nastanitve imajo precej različno
7
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Slika 2.1: Histogram ocen ponudnikov.
število slik, gibljejo se med 7 in 45. Število slik nastanitev je prikazano na
histogramu na sliki 2.2.
Slike nastanitev oz. ponudnikov smo vizualizirali z metodo t-SNE (ang.
t-distributed stochastic neighbor embedding) [29] (slika 2.3) in MDS (ang.
multidimensional scaling) [30] (slika 2.4). Na obeh slikah sta prikazana dva
grafa, kjer vsaka točka predstavlja eno sliko. Na zgornjem grafu so točke
obarvane glede na kategorijo (Kranjska Gora ali Piran), na spodnjem pa
glede na interval, v katerega spada povprečna ocena ponudnika. Z grafov je
razvidno, da v podatkih ni očitnih skupin, ki bi odražale kategorijo ali oceno
ponudnika. Na sliki 2.5 so prikazane slike nastanitve s slabo oceno 7.2, na
sliki 2.6 pa slike nastanitve z dobro oceno 9.9.
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Slika 2.2: Histogram števila slik ponudnikov.
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Slika 2.3: Kategorije in ocene za slike ponudnikov prikazane s t-SNE.
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Slika 2.4: Kategorije in ocene za slike ponudnikov prikazane z MDS
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Slika 2.5: Primer slik nastanitve z oceno 7.2.
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Slika 2.6: Primer slik nastanitve z oceno 9.9.
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2.2 Sintetični podatki
Ker realni podatki nimajo lastnosti, na katerih bi lahko zanesljivo preverjali
algoritme, smo uporabljali sintetične podatke, ki ustrezajo določenim krite-
rijem. Za podatke o uporabnikih in ocenah turističnih ponudb smo uporabili
podatke, narejene s programom, ki ni bil razvit v okviru tega dela. V podat-
kih je 300 turističnih ponudnikov, ki so razdeljeni v 7 kategorij. Kategorije
so predstavljene v tabeli 2.1. Imamo tudi podatke o 1000 uporabnikih. Vsak
ima 5 atributov v diskretni obliki (Tabela 2.2), ki opisujejo njihove lastnosti
in interese. Atribut kategorija je enak kot kategorija ponudnika. Generirane
so tudi ocene uporabnikov, vsak uporabnik pa oceni le nekaj ponudnikov.
Ocene so cela števila od 1 do 10. Vsak ponudnik ima nekaj ocen uporab-
nikov in eno skupno oceno, izračunano iz povprečja vseh ocen uporabnikov
za določenega ponudnika. Distribucija povprečnih ocen ponudnikov je pred-
stavljena na sliki 2.7. Ocene uporabnikov pretvorimo v matriko dimenzije
1000 × 300 tako, da so v vrsticah uporabniki, v stolpcih pa ponudniki. V
matriki je element (i, j) ocena, s katero je uporabnik i ocenil ponudnika j.
Od 30000 elementov matrike je ocen 8448, kar je 28.16 %.
Za ponudnike smo potrebovali slike in opise, zato smo implementirali
generator slik in besedil, ki je bolj podrobno predstavljen v poglavju 3.2.
Vsak ponudnik ima 10 slik in opis iz 100 besed. Slike so narejene tako, da ima
vsak ponudnik določeno število slik, ki ustrezajo njegovi kategoriji in oceni
in nekaj slik, ki pripadajo drugi kategoriji in oceni. Besedila so sestavljena iz
10 kraǰsih besedil dolžine 10 besed, izmed katerih jih nekaj ustreza kategoriji
in oceni, nekaj pa ne. Primeri generiranih slik iz vseh kategorij so prikazani
na sliki 2.8.
Uporabljali smo naslednje zbirke podatkov, kjer ima vsak ponudnik do-
ločen del pravilnih primerov (slik ali besedil), ki ustrezajo njegovi kategoriji
in oceni in določen del napačnih primerov, ki ne ustrezajo njegovi kategoriji
in oceni:
• 80 % pravilnih in 20 % napačnih slik,
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• 80 % pravilnih in 20 % napačnih besedil,
• 60 % pravilnih in 40 % napačnih slik,
• 60 % pravilnih in 40 % napačnih besedil.
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Slika 2.7: Histogram povprečnih ocen ponudnikov.
Tabela 2.1: Generirane kategorije in število ponudnikov za vsako kategorijo.





Šport in rekreacija 46
Zdravje 27
Vera 15
Tabela 2.2: Atributi uporabnikov.
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Slika 2.8: Primer generiranih slik (kolažev), ena slika za vsako kategorijo.
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Poglavje 3
Metode
V nadaljevanju predstavimo uporabljene metode in mere. Sledi opis genera-
torja slik in besedil, s katerim smo naredili podatke, ki smo jih uporabili za
delo. Na koncu opǐsemo še postopek napovedovanja ocen iz slik in besedil z
algoritmi za klasifikacijo, ki smo ga izvajali na realnih podatkih.
3.1 Uporabljene metode in mere
3.1.1 Vektorska predstavitev slik in besedil
Da smo lahko slike in besedila uporabili za nadaljnje postopke, smo jih naj-
prej pretvorili v vektorje. Po zgledu drugih raziskav smo za atribute slik upo-
rabili izhod predzadnjega nivoja mreže InceptionV3, ki je globoka nevronska
mreža za klasifikacijo slik, naučena na zbirki slik ImageNet [25, 26, 31]. Kot
ogrodje za globoko učenje smo uporabili modul Keras za TensorFlow, kjer je
dostopna tudi mreža InceptionV3. Za vsako sliko smo dobili vektor dolžine
2048.
Za besedila smo uporabili model Word2Vec iz knjižnice gensim [32]. Mo-
del Word2Vec se uporablja za vložitev besedil. Je nevronska mreža z dvema
nivojema za rekonstrukcijo jezikovnega konteksta besed. Vhod v Word2Vec
je zbirka besedil, na podlagi katere se ustvari vektorski prostor, ki ima tipično
nekaj 100 dimenzij. Vsaka unikatna beseda iz zbirke besedil je predstavljena
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z unikatnim vektorjem v prostoru. Vektorji besed so v prostoru postavljeni
tako, da se besede, ki imajo skupni kontekst v zbirki besedil, nahajajo blizu
v prostoru. V podatkih imamo za vsakega ponudnika eno besedilo. Besedilo
smo razdelili na kraǰsa besedila dolžine 10 besed in vsakega obravnavali kot
ločeno besedilo. Z Word2Vec smo za vsako besedo izračunali vektor dolžine
100, ki predstavlja to besedo v vektorski obliki. Za vektor besedila smo
uporabili povprečje vektorjev vseh besed v besedilu (povprečje vrednosti po
komponentah) [33, 34, 35, 36].
3.1.2 k-najbližjih sosedov
Metoda k-najbližjih sosedov oz. KNN (ang. k-nearest neighbors) se upora-
blja za klasifikacijske in regresijske probleme [37]. Metoda ne zgradi modela,
ampak uporablja podatke v osnovni obliki, čemur pravimo leno učenje (ang.
lazy learning). Postopek učenja k-najbližjih sosedov izhaja iz ideje, da imajo
primeri, ki so si blizu v prostoru, enak ali podoben razred ali vrednost. Ko
gre za klasifikacijski problem, je izhod algoritma razred. Vsak primer je
razvrščen v razred, ki je določen z glasovanjem sosedov. Primer je dodeljen
razredu, ki je najpogosteǰsi med njegovimi k najbližjimi sosedi. Za regre-
sijske probleme je vrednost izračunana kot povprečje vrednosti k najbližjih
sosedov.
Ko pri klasifikacijskem problemu napovedujemo razred yi za primer xi,
poǐsčemo k primerov iz učne množice, ki so primeru xi najbližje. To je







Z Y je označena množica vseh možnih razredov, δ pa je definirana kot:
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δ(a, b) =
1 a = b0 a 6= b . (3.2)
Za k tipično izberemo neko manǰse liho število. Če v podatkih ni šuma, je
najbolǰsi k 1. S povečevanjem parametra k pa algoritem deluje dobro tudi na
podatkih z nekaj šuma. Po drugi strani se lahko, če je vrednost k prevelika,
zgodi, da na dodelitev razreda vplivajo tudi sosedi, ki so zelo oddaljeni od
obravnavanega primera in so posledično lahko dodeljeni razredi napačni.
3.1.3 Združevanje atributov
Združevanje atributov (ang. feature agglomeration) je metoda, ki za vsak
primer poǐsče manǰse število atributov [38]. V nekaterih primerih se izkaže,
da klasifikacijske ali regresijske metode bolje delujejo na primerih z manǰsim
številom atributov, ker nekateri atributi ne nosijo veliko informacij. Zdru-
ževanje atributov temelji na hierarhičnem gručenju (ang. hierarchical clu-
stering), ki je metoda za gručenje oziroma iskanje skupin v podatkih [37].
Obstajata dva pristopa k hierarhičnemu gručenju. Prvi ang. agglomerative
deluje od spodaj navzgor, kar pomeni, da je vsak primer najprej svoja sku-
pina, nato pa v vsakem koraku združimo najbližji dve skupini. Drugi način
ang. divisive pa deluje od zgoraj navzdol, kjer so najprej vsi primeri v isti
skupini, nato pa skupino v vsakem koraku rekurzivno razdelimo. Združevanje
atributov uporablja prvi način od spodaj navzgor. Hierarhično gručenje se v
osnovi uporablja za gručenje primerov, za združevanje atributov pa namesto
primerov uporabimo vektor, kjer vsak element predstavlja vrednost atributa
za en primer. Gručenje torej namesto na vektorjih primerov uporabimo na
vektorjih atributov. Z združevanjem atributov združimo atribute, ki so si
podobni oz. vsebujejo približno isto informacijo in s tem zmanǰsamo dimen-
zijo podatkov in odstranimo odvečne atribute, ki lahko poslabšajo točnost
napovedi.
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3.1.4 Metoda k-voditeljev
Metoda k-voditeljev se uporablja za iskanje skupin v podatkih. Z njo lahko
n primerov razvrstimo v k skupin tako, da so elementi čim bolj podobni
elementom v isti skupini in da vsak element pripada natanko eni skupini [39,
40]. Parameter metode je število skupin k. Algoritem ima naslednje korake:
1. Izberemo k naključnih točk T = {c1, c2, ..., ck} iz množice primerov. Te
točke so centri skupin.
2. Za vsako točko, ki ni bila izbrana za center, izračunamo razdaljo do
centrov in ji dodelimo tisti center Ci, ki ji je najbližje.
3. Za vsak i = {1, 2, ..., k} izračunamo nov center ci tako, da je to center





4. Ponavljamo 2. in 3. korak, dokler se T ne spreminja več.
3.1.5 Naključni gozdovi
Algoritem naključni gozdovi oz. RF (ang. random forests) je nadgradnja
odločitvenih dreves (ang. decision trees) [41]. Odločitveno drevo je metoda,
kjer ciljno vrednost napovedujemo na podlagi odločitvenega drevesa pri ka-
terem vsak list drevesa predstavlja eno ciljno vrednost (npr. razred ali ver-
jetnost, da primer pripada razredu). Drevo je zgrajeno tako, da se v korenu
vhodna množica podatkov razdeli na dve podmnožici. Skladno s kriterijem
ocenjevanja pomembnosti atributov je izmed vseh atributov izbran najbolǰsi
atribut in prag za delitev množice na dva dela. Ta korak se rekurzivno ponovi
v vsakem notranjem vozlǐsču, dokler ni dosežen ustavitveni pogoj. Pogoj je
lahko, na primer, da so v posameznih podmnožicah samo primeri istega ra-
zreda ali pa, da je dosežena določena globina drevesa. Prednost algoritma
je, da lahko proces gradnje drevesa dobro rekonstruiramo in interpretiramo
ter da je precej neobčutljiv na vključevanje nepomembnih atributov, saj se
v procesu gradnje drevesa upošteva le najpomembneǰse atribute. Po drugi
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strani pa je problem algoritma, da lahko model preveč prilagodimo učnim
podatkom in šumu, kar se lahko zgodi v primeru, ko je zgrajeno drevo zelo
globoko.
Ta problem nastopi z manǰso verjetnostjo, če uporabimo algoritem na-
ključni gozdovi, ki je v osnovi podoben odločitvenim drevesom, vsebuje pa
določene izbolǰsave. Temelji na metodah ang. bagging in glasovanju (ang.
voting). Bagging pomeni, da isti algoritem poženemo večkrat z različno
učno množico, glasovanje pa pomeni združevanje napovedi različnih hipotez
v končno napoved. Bagging zmanǰsuje preveliko prilagajanje učni množici.
Čeprav so napovedi posameznih odločitvenih dreves občutljive na šum v po-
datkih, povprečje napovedi več odločitvenih dreves ni občutljivo na šum,
če modeli med seboj niso korelirani. Vhod algoritma naključni gozdovi je
množica n-dimenzionalnih vektorjev oz. primerov X = {x1, x2, ..., xm}, vek-
tor pripadajočih ciljnih vrednosti Y = {y1, y2, ..., ym} in število dreves T . Za
vsak i iz množice {1, ..., T} izberemo m primerov iz X in pripadajočih ciljnih
vrednosti iz Y tako, da se lahko večkrat ponovijo. Nekateri primeri so tako
izbrani večkrat, nekateri pa nikoli niso izbrani. Izbrane primere označimo
z Xt, ciljne vrednosti pa z Yt. Na izbrani učni množici {Xt, Yt} zgradimo
model in ga označimo s fb.
Postopek gradnje modela je skoraj enak kot za odločitveno drevo, razlika
je le v tem, da najbolǰsega atributa ne izbiramo izmed vseh n atributov. V
vsakem vozlǐsču najprej izberemo podmnožico atributov moči k in najbolǰsi
atribut izberemo iz te podmnožice. Temu rečemo ang. feature bagging. Ra-
zlog za izbiranje podmnožice atributov je, da s tem zagotovimo, da je T
dobljenih dreves med seboj različnih. Če ne bi izbirali podmnožice atributov
in bi imeli nekaj atributov, ki so zelo povezani s ciljno vrednostjo, bi si bila
drevesa, zgrajena v posameznih korakih algoritma, zelo podobna, saj bi vsa
delila množico primerov na podlagi istih atributov.
Pri napovedovanju razreda testnih primerov uporabimo vseh T odloči-
tvenih dreves za glasovanje. Z vsakim od T dreves napovemo razred. Kot
končno napoved izberemo tisti razred, ki ga je napovedalo največje število
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dreves. Tipične vrednosti za T so okoli 100. S povečevanjem T se povečuje
napovedna točnost, saj se zmanǰsuje preveliko prilagajanje učni množici.
Izkaže se, da se ob povečanju T točnost na neki točki začne približevati
limiti in se ne izbolǰsuje več.
3.1.6 Silhuetna metoda
Silhueta je mera, ki nam pove, koliko je nek primer oddaljen od drugih pri-
merov v svoji skupini in koliko je oddaljen od primerov iz drugih skupin [42].
Silhueto za primer i označimo s s(i), skupino, ki ji primer i pripada, pa z
A. Če skupina A poleg primera i vsebuje tudi druge primere, izračunamo
povprečje razdalj med primerom i in vsakim primerom v skupini A in ga
označimo z a(i). Če skupina A vsebuje samo primer i, velja, da je silhueta
s(i) enaka 0.
Za vsako skupino C, ki ni skupina A, izračunamo povprečje razdalj med
primerom i in vsakim primerom v skupini C. Izberemo tisto skupino, katere
povprečna razdalja do primera i je najmanǰsa in razdaljo označimo z b(i),





Vrednosti silhuete so realna števila na intervalu [−1, 1]. Ko je vrednost
silhuete s(i) blizu 1, je primer i bolj podoben primerom iz svoje skupine A
kot primerom iz druge skupine B. To pomeni, da primer izrazito bolj spada
v svojo skupino kot v naslednjo najbližjo skupino. Silhueta 0 pomeni, da sta
povprečni razdalji a(i) in b(i) enaki in da ni jasno, ali primer spada v skupino
A ali B. Vrednost silhuete blizu -1 pa pomeni, da je primer i izrazito bolj
podoben primerom skupine B kot primerom skupine A, kateri pripada.
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Tabela 3.1: Kontingenčna matrika.
Pravilen razred
Pozitiven Negativen
Napovedan razred Pozitiven TP FP
Negativen FN TN
3.1.7 Mera uspešnosti AUC
Za merjenje uspešnosti klasifikacijskih algoritmov se pogosto uporablja kon-
tingenčna matrika (ang. confusion matrix ) (Tabela 3.1). Vrstice matrike
predstavljajo napovedane razrede, stolpci pa pravilne razrede. Element na
mestu (i, j) je število primerov, ki pripadajo razredu j, njihov napovedan
razred pa je i.
V primeru binarnega klasifikatorja lahko en razred označimo kot pozitiven
razred, drugega pa kot negativen. Elemente kontingenčne matrike označimo
s TP (ang. true positive), TN (ang. true negative), FP (ang. false positive)
in FN (ang. false negative). TP predstavlja število pozitivnih primerov, ki so
bili klasificirani kot pozitivni. TN je število primerov, ki pripadajo negativ-
nemu razredu in so bili klasificirani kot negativni. FP je število primerov, ki
so negativni, klasificirani pa so bili kot pozitivni. FN pa je število primerov,
ki pripadajo pozitivnemu razredu, klasificirani pa so bili v negativni razred.
Na podlagi kontingenčne matrike lahko izračunamo različne mere. ROC
(ang. receiver operating characteristic) je krivulja, ki jo lahko narǐsemo iz
kontingenčne matrike in iz nje izračunamo mero AUC (ang. area under the
curve). Krivulja ROC prikaže učinkovitost binarnega klasifikatorja za vse
vrednosti praga, ki deli primere v pozitiven in negativen razred. Z njo lahko
primerjamo različne klasifikatorje in izberemo najbolǰsi prag za ločevanje ra-
zredov. V osnovni obliki jo lahko uporabimo le za dvorazredne probleme,
s prilagoditvami pa tudi za več razredov. Za krivuljo potrebujemo FPR
(ang. false positive rate) in TPR (ang. true positive rate). FPR določa,
koliko napačnih pozitivnih primerov se pojavi med vsemi negativnimi vzorci,
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izračunamo pa ga kot FP
FP+TN
. TPR pa določa, koliko pravilnih pozitivnih pri-
merov se pojavi med vsemi pozitivnimi vzorci, izračunamo pa ga kot TP
TP+FN
.
Prostor za krivuljo ROC ima na osi x FPR, na osi y pa TPR. Če je krivulja
ROC klasifikatorja diagonalna, to pomeni, da je enako dober, kot naključno
izbiranje. Krivulja ROC najbolǰsega možnega klasifiktorja gre skozi točko
(0, 1).
Mera AUC je realno število na intervalu [0.5, 1], kjer je 0.5 najslabša
vrednost, 1 pa najbolǰsa, izračunamo pa jo kot ploščino pod krivuljo ROC.
AUC je enak verjetnosti, da bo klasifikator naključno izbrani pozitivni primer
uvrstil vǐsje od naključno izbranega negativnega primera [43, 44].
3.1.8 Matrična faktorizacija
Matrična faktorizacija oz. DFMF matrike podatkov razdeli na produkt treh
matrik [1]. Za izračun napovedi lahko uporabimo več virov podatkov, v
našem primeru podatke o uporabnikih ter slike in opise ponudnikov za napo-
vedi ocen uporabnikov. Upošteva r vrst objektov različnih tipov E1, E2, ...,
Er in zbirko podatkovnih virov, od katerih se vsak nanaša na par tipov objek-
tov (E1, E2). Tipa objektov sta na primer uporabnik in ponudnik. Če imamo
ni primerov tipa Ei in nj primerov tipa Ej, predstavimo opažanja iz podat-
kovnega vira, ki se nanaša na (Ei, Ej) za i 6= j v redki matriki Rij ∈ Rni×nj .
To je na primer matrika ocen, kjer za vsakega uporabnika poznamo njegovo
oceno za nekaj ponudnikov. Ni potrebno, da obstajajo relacije med vsemi
tipi objektov. Podatkovni vir, ki vsebuje informacije o povezavi primerov
istega tipa Ei, je predstavljen z matriko omejitev Θi ∈ Rni×ni . Vsak tip ima
lahko več matrik omejitev. ti ≥ 0 podatkovnih virov za tip Ei predstavljenih
z matrikami omejitev Θ
(t)
i za t ∈ {1, 2, ..., ti} zapǐsemo v obliki matrike, ki
ima na diagonali bloke matrik omejitev Θ
(t)
i .
Algoritem simultano faktorizira vse matrike Rij in Θi. Za vse matrike
Rij poǐsče matrike Gi ∈ Rni×ki , Gj ∈ Rnj×kj in S ∈ Rki×kj in regularizira
aproksimacije z matrikami omejitev Θi in Θj, tako da je Rij ≈ GiSijGTj .
Rij(p, q) je aproksimiran z notranjim produktom p-te vrstice matrike Gi in
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linearno kombinacijo stolpcev matrike Sij, utežene s q-tim stolpcem matrike




∗ R12 . . . R1r
R21 ∗ . . . R2r
...
Rr1 Rr2 . . . ∗
 (3.4)
Bloki matrike predstavljeni z * so relacije med objekti istega tipa, ki jih
algoritem v matriki R ne upošteva. Blok v i-ti vrstici in j-tem stolpcu (Rij)
predstavlja relacijo med primeri tipa Ei in Ej. Razlika med DFMF in ostalimi
sorodnimi algoritmi za matrično faktorizacijo je v tem, da je matrika R lahko
nesimetrična oz. da Rji 6= RTij, relacije Rij pa so lahko tudi neznane.











∗ Sk1×k212 . . . Sk1×kr1r




r2 . . . ∗
 . (3.6)
Matrika S ima enako bločno strukturo kot matrika R in je v splošnem
nesimetrična. Če v matriki R manjka neka relacijska matrika, manjka tudi
pripadajoč faktor v matriki S. ki je parameter, ki določa velikost latentnega
prostora. Faktor Sij predstavlja latentno relacijsko matriko med tipoma Ei in
Ej. Faktor Gi je specifičen za tip Ei in se uporablja za rekonstrukcijo vsake
matrike relacij, ki povezuje tip Ei z nekim drugim tipom. Vsaka matrika
relacij Rij je faktorizirana kot GiSijG
T
j . Celotna matrika z vsemi relacijami
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je naslednja: 
∗ G1S12GT2 . . . G1S1rGTr
G2S21G
T






2 . . . ∗
 . (3.7)










V enačbi kriterijske funkcije ||.|| predstavlja Frobeniusovo normo, tr je
sled, R pa vse relacije, ki so vključene v model. Cilj je, da dobimo čim bolǰso
aproksimacijo vhodnih podatkov in da upoštevamo matrike omejitev.
3.2 Generiranje podatkov
Generatorja slik in besedil sta implementirana v programskem jeziku Python.
Koda je dostopna v GitHub repozitoriju [45]. Podatki so generirani tako, da
tvorijo skupine glede na kategorijo in oceno, imajo pa tudi nekaj šuma iz
napačnih skupin, torej primerov, ki ne ustrezajo kategoriji in oceni ponu-
dnika. S tem na nek način simuliramo realne podatke.
3.2.1 Generiranje slik
Generator slik naredi zbirko slik tako, da vsakemu ponudniku dodeli določeno
število slik, ki ustrezajo kategoriji in oceni ponudnika, določeno število slik
pa v resnici pripada drugi kategoriji in oceni. Posamezna slika je kolaž,
sestavljen iz več slik (slika 2.8).
Parametri za generator slik so naslednji:
• n: število slik v kolažu,
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• t : število pravilnih slik za ponudnika, ki ustrezajo njegovi kategoriji in
oceni,
• f : število napačnih slik za ponudnika, ki ne ustrezajo njegovi kategoriji
in oceni,
• r : število ocen.
Slike, iz katerih smo naredili zbirko podatkov, smo pridobili s knjižnico
Google API Python client [46], ki za podano iskalno besedo pridobi slike, ki
ustrezajo definiranim parametrom (format slike, velikost slike in število slik).
Za vsako kategorijo smo definirali 8 iskalnih besed in prenesli slike.
Za vsako sliko smo izračunali silhueto, kjer smo za razred izbrali katego-
rijo, ki ji slika pripada. Za vsako kategorijo smo obdržali 50 slik z najvǐsjimi
vrednostmi silhuete. S tem smo zagotovili čim večjo razliko med slikami iz
različnih kategorij in podobnost med slikami iste kategorije.
Iz vsake skupine slik smo naključno izbirali po n slik in iz njih naredili
kolaž slik. Vsaka slika v zbirki podatkov je torej kolaž iz n slik. S tem, da iz
slik naredimo kolaž, namesto da uporabimo le eno sliko, lahko zagotovimo,
da so si slike iz določene kategorije bolj podobne. Za vsako kategorijo smo
naredili r ∗ 12 slik. Izračunali smo silhueto za vse slike in obdržali tiste z
najbolǰso silhueto. Tako smo dobili skupine slik, ki se dobro ločijo glede
na kategorije. Dobljene slike iz vsake kategorije smo z metodo k-voditeljev
razdelili v r skupin, kar je toliko skupin, kolikor želimo različnih ocen, ker si
morajo biti slike z isto oceno čim bolj podobne med sabo. Obdržali smo le
slike z najvǐsjo silhueto. Skupina, v katero je bila slika dodeljena, predstavlja
oceno, kategorija slike pa je bila izbrana že na začetku.
Ko imamo slike z ocenami za vse kategorije, moramo slike še dodeliti
posameznim turističnim ponudnikom, za katere imamo podano kategorijo in
oceno. Za vsakega ponudnika želimo imeti t slik, ki so pravilne oz. ustre-
zajo kategoriji in oceni ponudnika in f slik, ki so napačne oz. ne ustrezajo
ponudnikovi oceni in kategoriji. Pravilne slike izberemo naključno med sli-
kami s ponudnikovo kategorijo in oceno. Napačne slike pa izberemo tako, da
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naključno izberemo napačno kategorijo in oceno in nato izberemo naključne
slike z izbrano kategorijo in oceno.
Ustreznost generiranih podatkov smo preverjali s klasifikacijo. Slike smo
razdelili na učno (80 %) in testno (20 %) množico in z algoritmom k-najbliž-
jih sosedov napovedali ocene in kategorije. Izkazalo se je, da so v primeru,
ko ni šuma, vse slike pravilno klasificirane, pri podatkih s šumom pa napaka
približno ustreza šumu, na primer za podatke z 20 % šuma je klasifikacijska
točnost približno 0.8.
Dobljene podatke smo vizualizirali z metodama t-SNE in MDS. Primer
sintetičnih slik brez šuma je prikazan na sliki 3.1 z metodo t-SNE in na
sliki 3.2 z metodo MDS, kjer so na zgornjem grafu označene kategorije, na
spodnjem pa ocene. Vsaka točka na grafu predstavlja eno sliko.
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Slika 3.1: Kategorije in ocene za generirane slike brez šuma prikazane z
algoritmom t-SNE.
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Slika 3.2: Kategorije in ocene za generirane slike brez šuma prikazane z
algoritmom MDS.
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3.2.2 Besedila
S podobnim postopkom kot slike smo generirali tudi besedila. Vsako besedilo
ima l besed. Besedilo je sestavljeno iz 10 kraǰsih delov besedil enake dolžine
l
10
. Napačni kategoriji in oceni pripada f delov, ostali pa pripadajo pravilni
kategoriji in oceni.
Za vsako kategorijo smo definirali nekaj angleških besed, nato pa smo
z uporabo leksikografske baze WordNet [47, 48] za vsako besedo pridobili
še nekaj sinonimov. Za dostop do baze WordNet smo uporabili knjižnico
NLTK [49]. Za vsako kategorijo smo obdržali enako število besed.
Sestavili smo besedila dolžine l
10
iz naključno izbranih besed za vsako ka-
tegorijo. Z metodo k-voditeljev smo razdelili besedila v toliko skupin, kolikor
želimo različnih ocen. Za vsako skupino smo obdržali besedila z najbolǰso
silhueto. Na ta način smo za vsako kategorijo dobili zbirko besedil, ki ustre-
zajo določeni kategoriji in oceni. Besedila smo združili v dalǰsa besedila za
vsakega ponudnika tako, da smo naključno izbrali 10− f besedil s ponudni-
kovo kategorijo in oceno in f besedil z naključno izbrano napačno kategorijo
in oceno.
Če generator besedil ustvari ustrezne podatke smo preverjali tako, da
smo besedila razdelili na okna dolžine l
10
in vsako kraǰse besedilo obravnavali
kot ločeno besedilo. Množico besedil smo nato razdelili na učno (80 %)
in testno (20 %) množico in z algoritmom k-najbližjih sosedov napovedali
ocene. Izkazalo se je, da so v primeru, ko ni šuma, vsi deli besedil pravilno
klasificirani, pri podatkih s šumom pa napaka ustreza šumu.
Primer generiranih besedil brez šuma, kjer celotno besedilo pripada pra-
vilni kategoriji in oceni je prikazan na sliki 3.3, kjer so na zgornjem grafu
označene kategorije, na spodnjem pa ocene. Za vizualizacijo smo uporabili
algoritem t-SNE. Vsaka točka na grafu predstavlja enega izmed delov bese-
dila. Primer besedil z 20 % šuma pa je prikazan na sliki 3.4.
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Slika 3.3: Kategorije in ocene za generirana besedila brez šuma prikazane
z algoritmom t-SNE.
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Slika 3.4: Kategorije in ocene za generirana besedila z 20 % šuma prikazane
z algoritmom t-SNE.
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3.3 Napovedovanje ocen s klasifikacijo
Zanimalo nas je, če v realnih podatkih z nastanitvami iz Kranjske Gore in
Pirana obstaja korelacija med slikami in opisi ponudnika in njegovo pov-
prečno oceno. Cilj je bil ugotoviti, kako bi izbrali tiste slike in dele besedil,
ki najbolje odražajo ponudnikovo povprečno oceno. Ocene smo napovedovali
z algoritmoma za klasifikacijo k-najbližjih sosedov in naključni gozdovi. Za
ocene posameznih slik in besedil smo določili povprečno oceno ponudnika, ki
mu slike ali besedila pripadajo. Uporabili smo knjižnico scikit-learn [50] za
klasifikacijo in matplotlib [51] za vizualizacijo rezultatov.
3.3.1 Napovedovanje ocen iz slik
Pri pregledu slik smo ugotovili, da ponudniki pogosto uporabijo veliko slik,
ki so po vsebini skoraj enake, na primer veliko podobnih slik kuhinje. Prav
tako pa pogosto slike sploh ne prikazujejo ponudnikove nastanitve, ampak
neko znamenitost iz okolice. Iz vizualizacije podatkov s t-SNE (slika 2.3) in
MDS (slika 2.4) lahko vidimo, da v podatkih ni očitnih skupin in da je šuma
zelo veliko. Zato lahko pričakujemo, da model, ki se uči na vseh podatkih, ne
bo dobro napovedoval ocen, saj se uči tudi iz primerov, ki ne odražajo ponu-
dnikove ocene. Poleg tega je število slik ponudnikov zelo različno, zato lahko,
če uporabimo vse slike, ponudniki z več slikami bolj vplivajo na napovedi.
Zato nas je zanimalo, če lahko najdemo način, kako iz slik posameznega po-
nudnika izbrati podmnožico slik, kjer imajo vsi ponudniki enako število slik
in na kateri lahko zgradimo dober napovedni model. Za vsakega ponudnika
smo izbirali podmnožico 6 slik na tri načine.
Prvi način je bil z metodo k-voditeljev. Za vsakega ponudnika smo slike
s k-voditeljev razdelili v 6 skupin. Izračunali smo silhueto za vse primere,
kjer smo za razred izbrali skupino, ki jo je določila metoda k-voditeljev.
Iz vsake skupine smo izbrali najbolj centralni primer oz. primer z najvǐsjo
silhueto. Tako smo za vsakega ponudnika dobili 6 slik. Drugi način je bil s
silhueto ponudnika. Za vsakega ponudnika smo izračunali silhueto, kjer smo
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za razred določili ponudnika in izbrali 6 slik z najvǐsjo silhueto. S tem smo
izbrali slike, ki so najbolj centralne za določenega ponudnika. Tretji način
pa je bil namenjen predvsem primerjavi. Za vsakega ponudnika smo izbrali
6 naključnih slik. Ocene pa smo napovedovali tudi z učenjem na vseh slikah.





Za vsako od zgornjih možnostih pa smo uporabili naslednje algoritme:
• k-najbližjih sosedov (KNN),
• naključni gozdovi (RF),
• k-najbližjih sosedov z združevanjem atributov (KNN FA).
Združevanje atributov smo uporabljali v kombinaciji s k-najbližjih sose-
dov, ker imajo slike 2048 atributov, velik del teh atributov pa ni informativen.
Z združevanjem atributov smo dimenzijo podatkov zmanǰsali na 50. Algo-
ritem naključni gozdovi sam izbira pomembne atribute, zato združevanja
atributov za naključne gozdove nismo uporabili.
3.3.2 Napovedovanje ocen iz besedil
Opise ponudnikov smo razdelili na okna dolžine 10 in vsak del besedila obrav-
navali posebej. Zanimalo nas je, ali lahko posameznim delom besedil pravilno
napovemo oceno. Uporabili smo k-najbližjih sosedov in naključne gozdove.
Združevanja atributov v tem primeru nismo uporabili.
38 POGLAVJE 3. METODE
3.3.3 Vrednotenje napovedovanja ocen
Zgradili smo toliko napovednih modelov, kolikor imamo ponudnikov. Vsakič
smo dali primere (slike ali besedila) enega ponudnika v testno množico, pri-
mere ostalih ponudnikov pa v učno množico. Tako samo za vse primere
ponudnika dobili napovedi ocen. Napovedi smo prikazali s kontingenčno ma-
triko, iz katere lahko vidimo, koliko primerov je napovedanih pravilno in
koliko napačno ter v katere razrede so bili napovedani primeri.
Iz napovedanih ocen primerov smo skupno oceno ponudnika določiti na
več načinov:
• povprečna ocena vseh napovedanih ocen,
• povprečna ocena najbolǰsih 5 napovedanih ocen,
• povprečna ocena najslabših 5 napovedanih ocen,
• mediana vseh napovedanih ocen.
Ocene ponudnikov smo prikazali na grafu (ang. violin plot), kjer je na osi x





Glavni cilj magistrskega dela je bila implementacija postopka izbiranja stran-
skih virov in vrednotenje postopka z uporabo izbranih primerov za matrično
faktorizacijo oz. DFMF (ang. data fusion by matrix factorization). Za ra-
zvoj smo uporabili knjižnico za DFMF scikit-fusion [52], knjižnico za strojno
učenje in delo s podatki scikit-learn [50] in matplotlib [51] za vizualizacijo
rezultatov. Za postopek smo uporabljali samo sintetične podatke, realnih pa
ne. Implementacija je dostopna v repozitoriju GitHub [53].
4.1 Vhodni podatki in parametri
Cilj postopka izbiranja najpomembneǰsih stranskih virov je za vsakega po-
nudnika izbrati eno sliko ali en del besedila, ki najbolj ustreza njegovi pov-
prečni oceni in izbrane primere uporabiti za stranski vir za matrično faktori-
zacijo za napovedovanje ocen uporabnikov. Napovedane ocene z uporablje-
nimi izbranimi stranskimi viri primerjamo z napovedanimi ocenami matrične
faktorizacije, ki uporablja samo matriko ocen, stranskih virov pa ne, in tako
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preverimo uspešnost uporabe in izbiranja dodatnih virov. Izbiranje virov pri-
merjamo tudi s postopkom, kjer za vsakega ponudnika izberemo naključen
primer in izbrane primere uporabimo za matrično faktorizacijo. Tako lahko
preverimo, če naš postopek izbiranja virov deluje bolje od naključnega izbi-
ranja.
Vhod v algoritem so naslednji podatki:
• množica primerov za ponudnike v obliki vektorjev,
• matrika uporabnikov,
• matrika ocen.
Množica primerov so vektorske predstavitve slik ali besedil. Ko upora-
bljamo slike, je v množici 10 slik za vsakega ponudnika. Za besedila pa imamo
za vsakega ponudnika en opis dolžine 100, ki ga razdelimo na 10 manǰsih oken
dolžine 10 in vsakega obravnavamo kot drugo besedilo.
Matrika uporabnikov vsebuje podatke o uporabnikih v diskretni obliki.
Vrednosti pretvorimo v matriko z ang. one hot encoding [54]. Na ta način
vsak atribut, ki ima n različnih vrednosti, pretvorimo v binarno obliko tako,
da ustvarimo n atributov z binarnimi vrednostmi 0 in 1.
Postopek ima dva parametra:
• klasifikacijski algoritem,
• centriranje podatkov.
Klasifikacijski algoritem je lahko k-najbližjih sosedov (KNN), naključni
gozdovi (RF) ali naključno izbiranje. Centriranje podatkov pa je logična
vrednost, ki se nanaša na matriko ocen in določi, ali za matrično faktorizacijo
uporabimo prvotno obliko matrike ali centrirano matriko.
Izbiranje najpomembneǰsih stranskih virov je sestavljeno iz treh korakov.
Najprej odstranimo šum iz podatkov, kjer izločimo primere, ki ne ustrezajo
svojemu razredu. Nato na primerih, ki ostanejo v množici, uporabimo klasi-
fikacijski algoritem za napovedovanje ocen in za vsakega ponudnika izberemo
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tisti primer, ki je z največjo verjetnostjo klasificiran pravilno. Na koncu na
izbranih primerih uporabimo matrično faktorizacijo za napovedovanje ocen.
Koraki so podrobneje opisani v naslednjih podpoglavjih.
Postopek smo izvajali samo na sintetičnih podatkih. Za slike in besedila
smo uporabljali naslednje množice primerov:
• 80 % pravilnih in 20 % napačnih slik za vsakega ponudnika,
• 80 % pravilnih in 20 % napačnih besedil za vsakega ponudnika,
• 60 % pravilnih in 40 % napačnih slik za vsakega ponudnika,
• 60 % pravilnih in 40 % napačnih besedil za vsakega ponudnika.
4.2 Odstranitev šuma
Za strukturo podatkov predvidevamo, da ima vsak ponudnik nekaj primerov,
ki ustrezajo njegovi oceni in nekaj primerov, ki ji ne ustrezajo. Primer lahko
pomeni eno od slik ponudnika ali en del opisa ponudnika. Če bi za gradnjo
modelov uporabljali vse primere, bi bili modeli naučeni tudi na podatkih, ki
so označeni z napačno oceno, in bi posledično lahko pričakovali, da bodo ne-
katere primere klasificirali narobe. Najbolj kritični bi bili tisti primeri, ki bi
jim algoritem napovedal vǐsjo oceno, kot jo v resnici odražajo, saj bi bili taki
primeri izbrani za nadaljnjo uporabo v postopku. Zato smo za prvi korak po-
stopka izbiranja najpomembneǰsih stranskih virov implementirali odstranitev
šuma (slika 4.1). Cilj tega koraka je, da iz podatkov izločimo primere, ki so
napačno označeni oziroma ne ustrezajo svojemu razredu. Za naše sintetične
podatke bi torej model zaznal tiste slike in besedila, ki v resnici pripadajo
drugi kategoriji in oceni in take primere izločil iz nadaljnjega postopka. Na
množici primerov brez šuma lahko v naslednjih korakih postopka zgradimo
bolj natančen model.
Odstranitev šuma poteka kot iterativno izločanje napačno označenih pri-
merov. V vsaki iteraciji smo množico primerov razdelili na tri približno
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STRANSKIH VIROV
enako velike dele z naključno izbranimi primeri na enak način kot za tri-
kratno prečno preverjanje. Za testno množico smo vsakič izbrali drugega
od treh delov, preostala dva dela pa za učno množico. Na učni množici smo
zgradili model s klasifikacijskim algoritmom k-najbližjih sosedov ali naključni
gozdovi, ki je bil določen kot parameter postopka izbiranja. Napovedali smo
ocene za testno množico. Ko smo to naredili za celotno množico smo za vsak
primer dobili informacijo o tem, ali je njegova prvotna ocena v podatkih
verjetno pravilna, če je bila napovedana ocena enaka kot ocena v podatkih,
ali napačna, če je napovedana ocena drugačna. Za nadaljnje iteracije smo
obdržali samo tiste primere, ki so bili klasificirani pravilno. Pri tem smo
upoštevali še dodaten pogoj, da mora vsak ponudnik imeti vsaj en primer.
V primeru, da so vsi ponudnikovi primeri klasificirani napačno, smo enega od
njih vseeno obdržali. Izračunali smo klasifikacijsko točnost za vsako od treh
testnih množic in kot klasifikacijsko točnost za iteracijo uporabili povprečje
vseh treh klasifikacijskih točnosti. Zanko smo ustavili, ko je bil izpolnjen
eden od naslednjih ustavitvenih pogojev:
• absolutna razlika med klasifikacijsko točnostjo trenutne in preǰsnje ite-
racije je manǰsa ali enaka kot 0.005,
• število iteracij je večje ali enako 10.
Za vrednotenje postopka odstranjevanja šuma smo pri generiranju po-
datkov označili pravilne in napačne primere oz. primere, ki odražajo upo-
rabnikovo oceno in primere, ki je ne. Narisali smo graf, kjer smo za vsako
iteracijo opazovali, kako se zmanǰsuje število pravilnih in napačnih primerov.
Idealen rezultat bi bil, da bi v zadnji iteraciji imeli le še pravilne primere,
vsi napačni pa bi bili izločeni in da hkrati ne bi izgubili prevelikega števila
pravilnih primerov. Postopek smo vrednotili na množici podatkov z 80 %
pravilnih in 20 % napačnih slik in na množici podatkov s 60 % pravilnih in
40 % napačnih slik.
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4.3 Izbiranje primerov
Ko imamo množico primerov s čim manj šuma, moramo za vsakega ponu-
dnika izbrati le en primer, ki ga bomo uporabili za stranski vir za matrično
faktorizacijo. Cilj tega koraka je, da za vsakega ponudnika izberemo eno od
njegovih slik ali delov besedila, ki najbolj ustreza njegovi povprečni oceni
(slika 4.1).
Postopek smo ponovili tolikokrat, kolikor imamo ponudnikov in v vsakem
koraku slike ali dele besedil enega ponudnika določili za testno množico, pri-
mere vseh ostalih ponudnikov pa za učno množico. Na učni množici smo zgra-
dili model z algoritmom k-najbližjih sosedov ali naključni gozdovi, določen
s parametrom postopka izbiranja, in napovedali ocene za vse primere ponu-
dnika iz testne množice. Izmed pravilno klasificiranih primerov smo izbrali
tistega, ki ima največjo verjetnost za pripadnost svojemu razredu.
4.4 Matrična faktorizacija
Za zadnji korak postopka izbiranja stranskih virov smo izbrane primere upo-
rabili kot vhod v algoritem za matrično faktorizacijo oz. DFMF, predstavljen
v članku [1]. Z DFMF smo napovedovali ocene uporabnikov. Uporabili smo
knjižnico za DFMF scikit-fusion [52]. Za vhod v DFMF smo uporabili na-
slednje tri matrike:
• matrika podatkov o uporabnikih dimenzij 1000× 32,
• matrika ocen uporabnikov za ponudnike dimenzij 1000× 300,
• matrika primerov oz. matrika slik ali besedil:
– matrika slik ponudnikov dimenzij 2048× 300,
– matrika besedil ponudnikov dimenzij 100× 300.
Matrika ocen je glavna matrika, matrika podatkov o uporabnikih in ma-
trika primerov pa sta stranska vira. Za matriko primerov smo uporabili slike
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ali besedila izbrane v preǰsnjem koraku “izbiranje primerov,” kjer smo za
vsakega ponudnika izbrali en primer.
Za glavno matriko ocen nas zanima točnost napovedi. Za vsakega ponu-
dnika smo iz matrike ocen naključnih 80 % njegovih ocen uporabili kot učno
množico, 20 % pa kot testno množico. Pri tem smo kot število ocen za po-
nudnika upoštevali ocene tistih uporabnikov, katerih oceno imamo, praznih
polj v matriki oziroma manjkajočih ocen pa nismo upoštevali.
Parameter za postopek izbiranja najpomembneǰsih stranskih virov je tudi
logična vrednost, ki določa, če je matrika ocen centrirana ali ne. Necentrirana
matrika ocen je matrika v prvotni obliki z ocenami od 1 do 10. Centriranje
podatkov uporabimo zato, da zmanǰsamo vpliv pristranskosti uporabnikov.
Na primer: ko uporabnik vse turistične ponudnike oceni z 1 in enega s 5, je
5 za tega uporabnika dobra ocena. Za uporabnika, ki vse ponudnike oceni
z 9 in enega s 5, pa je 5 slaba ocena. Zato je oceno 5 omenjenih uporab-
nikov težko primerjati, lahko pa jih primerjamo, če ocene centriramo. Za
centriranje uporabimo mero Z (ang. Z-score) [55]. Vsaki oceni določenega
uporabnika odštejemo skupno povprečje ocen tega uporabnika µ in rezultat
delimo s standardnim odklonom ocen uporabnika σ (Enačba 4.1). Tako na-
mesto absolutnih ocen od 1 do 10 dobimo odstopanje od povprečne ocene
uporabnika. Bolj kot je odstopanje pozitivno, bolj je uporabniku turistična
ponudba všeč, in obratno. Preden vrednotimo napovedi na koncu postopka
DFMF, moramo napovedane ocene pretvoriti nazaj v prvotne ocene od 1 do
10, da jih lahko primerjamo s pravilnimi ocenami. To naredimo tako, da





Naslednji korak je bil izbira primernih parametrov k, torej velikosti laten-
tnih prostorov za posamezni tip objekta. Določiti smo morali 4 parametre
k. Izbirali smo tudi parameter t, ki predstavlja mejo za pretvorbo ocen v bi-
narne ocene. Ocene smo pretvorili v binarne zato, ker smo uporabljali mero
AUC, ki je definirana le za dvorazredne probleme. Ocene smo spremenili v
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binarne vrednosti tako, da smo ocene večje ali enake od t določili za pozitiven
razred, ocene manǰse od t pa za negativen razred. Ker imamo ocene od 1 do
10 smo za t izbirali celo število med 1 in 10, ki bo najbolǰsa meja.
Za izbiro najbolǰsih parametrov smo uporabili prečno preverjanje, kar po-
meni, da smo učno množico razdelili na tri dele. Ocene za vsakega ponudnika
smo naključno razdelili v enega od treh delov tako, da je v vsakem delu pri-
bližno enako število ocen za določenega ponudnika. Dele smo trikrat razdelili
v učno in testno množico tako, da je bil vsak del enkrat testna množica in
dvakrat učna množica. Nato smo za vsako kombinacijo parametrov k1, k2,
k3, k4 in t uporabili DFMF in izračunali napovedi za testno množico. AUC
za kombinacijo parametrov je povprečje mer AUC izračunanih za vsako te-
stno množico. Za glavno napovedovanje smo izbrali parametre z najbolǰso
vrednostjo AUC in izračunali napovedi za matriko ocen (slika 4.1) .
4.5 Vrednotenje postopka
Izračunane napovedi ocen v testni množici smo primerjali s pravimi vre-
dnostmi. Za vrednotenje smo uporabili mero AUC [56, 57, 58]. Da bi lahko
ovrednotili uspešnost uporabe prvega in drugega koraka našega postopka (od-
stranitev šuma in izbiranje primerov za ponudnike) smo namesto teh dveh
korakov uporabili naključno izbrane primerov. V tem primeru smo iz prvo-
tne množice slik ali besedil za vsakega ponudnika izbrali en naključni primer
in iz izbranih primerov naredili matriko. Za vhod v DFMF smo uporabili
matriko ocen, matriko naključno izbranih primerov in matriko informacij o
uporabnikih.
Uspešnost postopka izbiranja stranskih virov smo primerjali tudi z uspe-
šnostjo DFMF brez stranskih virov. V tem primeru smo za vhod v DFMF
uporabili le matriko ocen, ne pa tudi matrike s slikami ali besedili in podatki o
uporabnikih. Iz primerjave lahko vidimo, če uporaba stranskih virov izbolǰsa
napovedi.
Naredili smo poskuse za naslednje postopke:
46
POGLAVJE 4. POSTOPEK IZBIRANJA NAJPOMEMBNEJŠIH
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• postopek izbiranja stranskih virov s KNN in DFMF,
• postopek izbiranja stranskih virov z RF in DFMF,
• naključno izbiranje primerov za stranske vire in DFMF,
• DFMF brez stranskih virov.
Uporabili smo naslednje množice podatkov:
• slike z 80 % pravilnih in 20 % napačnih slik,
• slike s 60 % pravilnih in 40 % napačnih slik,
• besedila z 80 % pravilnih in 20 % napačnih delov besedil,
• besedila s 60 % pravilnih in 40 % napačnih delov besedil.
Za vsako od kombinacij množice podatkov in postopka smo izvedli 10 po-
skusov za necentrirano matriko ocen in 10 poskusov za centrirano matriko
ocen.
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Slika 4.1: Diagram postopka izbiranja najpomembneǰsih stranskih virov.
48




V tem poglavju predstavimo rezultate. Najprej so predstavljeni rezultati
klasifikacije realnih podatkov za slike in besedila. Sledijo rezultati postopka
izbiranja stranskih virov na sintetičnih podatkih in sicer za korak odstranitve
šuma in za DFMF za slike in besedila z 20 % in 40 % šuma.
5.1 Napovedovanje ocen s klasifikacijo
Rezultate klasifikacije slik in opisov iz zbirke realnih podatkov smo prikazali
s kontingenčno matriko in grafom (ang. violin plot). Kontingenčna matrika
prikazuje napovedi ocen za posamezne primere (slike ali besedila) in njihove
pravilne ocene. Graf pa prikazuje povprečne napovedi primerov za posame-
zne ponudnike. Na osi x grafa je prikazana pravilna ocena ponudnika, na osi
y pa napovedana ocena. Vsakega ponudnika smo umestili na graf glede na
njegovo pravilno oceno in oceno, izračunano iz napovedi ocen slik ali besedil
ponudnika. Najprej so predstavljeni rezultati za klasifikacijo slik, nato pa
rezultati za klasifikacijo besedil.
5.1.1 Rezultati napovedovanja ocen iz slik
Vključili smo samo rezultate za povprečje ocen vseh primerov in povprečje
ocen najbolǰsih treh primerov za učno množico z vsemi slikami in učno
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množico izbrano z metodo k-voditeljev. V rezultatih za mediano in pov-
prečje najslabših 3 primerov in z ostalimi načini izbiranja podmnožice slik se
ne pokaže noben nov trend.
Kontingenčne matrike za klasifikacijo slik, kjer smo za učno množico upo-
rabili vse slike, so prikazane na sliki 5.1, kontingenčne matrike za klasifika-
cijo, kjer smo uporabili učno množico izbrano z metodo k-voditeljev, pa so na
sliki 5.2. Na obeh slikah prva matrika prikazuje rezultate za k-najbližjih so-
sedov (KNN), druga za k-najbližjih sosedov in združevanje atributov (KNN
FA), tretja pa za naključne gozdove (RF). Iz vseh kontingenčnih matrik lahko
vidimo, da napovedi ocen niso dobre za noben algoritem. Algoritmi v podat-
kih ne najdejo nobene strukture, kar smo pričakovali, saj je že iz vizualizacije
s t-SNE in MDS razvidno, da očitnih skupin glede na ocene v podatkih ni.
Izbiranje podmnožice slik za učno množico z metodo k-voditeljev (slika 5.2)
ni izbolǰsalo napovedi. Kontingenčne matrike imajo zelo podobne vrednosti
kot pri uporabi vseh slik za učno množico. Enako se je izkazalo za druga
dva načina izbiranja podmnožice slik s silhueto in z naključnim izbiranjem.
V rezultatih ne vidimo nobenega trenda, ki bi nakazoval na to, da obstaja
povezava med oceno in sliko ali besedilom, na primer da bi bile diagonalne
vrednosti matrik, ki predstavljajo število pravilno klasificiranih primerov,
vsaj malo vǐsje od ostalih dveh stolpcev v isti vrstici.
Razlog za rezultate kontingenčnih matrik bi lahko bil tudi to, da ima vsak
ponudnik nekaj slik, ki ustrezajo njegovi oceni in nekaj slik, ki ji ne, povezava
med ponudnikovo povprečno oceno in ocenami slik ali besedil pa bi vseeno
lahko obstajala. Preverili smo, če z združevanjem napovedanih ocen vseh
slik ponudnika lahko izračunamo povprečno oceno ponudnika. Rezultate za
izračunane povprečne ocene ponudnikov smo prikazali z grafi. Na slikah,
ki prikazujejo ocene ponudnikov, je 6 grafov, ki v vrsticah prikazujejo re-
zultate za posamezne klasifikacijske algoritme: k-najbližjih sosedov (KNN),
k-najbližjih sosedov z združevanjem atributov (KNN FA) in naključni goz-
dovi (RF). V levem stolpcu so grafi za povprečje ocen vseh slik, v desnem pa
za povprečje najbolǰsih treh ocen slik. Slika 5.3 prikazuje rezultate za primer,
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Slika 5.1: Kontingenčne matrike za KNN, KNN FA in RF za napovedovanje
ocen z učno množico z vsemi slikami.
ko smo za učno množico uporabili vse slike ponudnikov, slika 5.4 pa za pri-
mer, ko smo za učno množico uporabili slike izbrane z metodo k-voditeljev.
Z grafov je razvidno, da tako povprečna ocena vseh slik ponudnika kot pov-
prečje najbolǰsih 3 ocen slik ponudnika ne predstavljata prave povprečne
ocene ponudnika ne glede na to, kateri algoritem za napovedovanje in način
izbora učne množice uporabimo. Distribucija napovedanih ocen je približno
enaka za vse pravilne ocene. Iz tega sklepamo, da v podatkih ni povezave
med slikami in povprečno oceno ponudnika.
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Slika 5.2: Kontingenčne matrike za KNN, KNN FA in RF za napovedovanje
ocen, kjer je učna množica slik izbrana z metodo k-voditeljev.
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Slika 5.3: Pravilna in napovedana ocena ponudnika, izračunana kot pov-
prečje napovedi ocen vseh slik (levi stolpec) in kot povprečje 3 najvǐsjih
napovedi ocen (desni stolpec) za algoritme KNN, KNN s FA in RF.
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Slika 5.4: Pravilna in napovedana ocena ponudnika, izračunana kot pov-
prečje napovedi ocen vseh slik (levi stolpec) in kot povprečje 3 najvǐsjih
napovedi ocen (desni stolpec) za algoritme KNN, KNN s FA in RF. Model
zgrajen na podmnožici slik izračunani z metodo k-voditeljev.
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Slika 5.5: Kontingenčne matrike za KNN in RF za napovedovanje ocen iz
besedil.
5.1.2 Rezultati napovedovanja ocen iz besedil
Podobno kot za slike smo predstavili rezultate za besedila. Kontingenčni
matriki za napovedovanje besedil sta prikazani na sliki 5.5, kjer je na levi
matrika za KNN in na desni matrika za RF. Ocene ponudnikov so prikazane
na sliki 5.6. Slika ima 4 grafe, ki v vrsticah prikazujejo rezultate za klasifi-
kacijske algoritme k-najbližjih sosedov (KNN) in naključni gozdovi (RF). V
levem stolpcu so grafi za povprečje napovedanih ocen vseh besedil, v desnem
pa za povprečje najbolǰsih 3 napovedanih ocen besedil. Tudi za besedila se je
izkazalo enako kot za slike. Iz kontingenčnih matrik vidimo, da ne moremo
uspešno napovedati ocen iz besedil. Izračunane povprečne ocene ponudnikov
pa imajo približno enako distribucijo za vse pravilne ocene, torej med napo-
vedmi za ponudnike z različnimi povprečnimi ocenami ni razlik. Sklepamo,
da med besedili in povprečno oceno ponudnika ni povezave.
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Slika 5.6: Pravilna in napovedana ocena ponudnika, izračunana kot pov-
prečje napovedi ocen vseh besedil (levi stolpec) in kot povprečje 3 najvǐsjih
napovedi besedil (desni stolpec) za algoritma KNN in RF.
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5.2 Postopek izbiranja najpomembneǰsih
stranskih virov
5.2.1 Rezultati odstranitve šuma
Rezultate za odstranitev šuma smo prikazali samo za slike, saj so rezultati za
besedila zelo podobni. Za vrednotenje odstranitve šuma smo označili katere
slike so šum (napačne slike) in katere ne (pravilne slike) in prikazali, kako
se njihovo število spreminja v iteracijah. Spreminjanje števila slik v vsaki
iteraciji smo prikazali na grafu tako, da so na osi x iteracije, na osi y pa
število slik. Slika 5.7 prikazuje spreminjanje števila slik v procesu odstranitve
šuma za slike z 80 % pravilnih in 20 % napačnih slik, slika 5.8 pa za slike s
60 % pravilnih in 40 % napačnih slik.
V primeru 80 % pravilnih in 20 % napačnih slik se število pravilnih slik
zmanǰsa iz 2400 na 1621, število napačnih slik pa se zmanǰsa iz 600 na 18.
Odstranitev šuma je uspešna, saj odstranimo skoraj vse nepravilne slike.
Odstranimo tudi približno enako število pravilnih slik.
Na enak način smo na sliki 5.8 prikazali rezultate za 60 % pravilnih in
40 % napačnih slik. Število pravilnih slik se z uporabo učne množice z od-
stranjenim šumom zmanǰsa iz 1800 na 808, število napačnih pa iz 1200 na
30. 40 % šuma je veliko šuma, zato ni presenetljivo, da je tudi število od-
stranjenih pravilnih slik precej veliko.
Glede na to, da v nadaljnjem izbiranju za vsakega ponudnika izberemo
le eno sliko ali besedilo, je korak odstranjevanja šuma primeren, saj odstrani
skoraj vse napačne slike, ostane pa tudi dovolj pravilnih primerov, da lahko
za vsakega ponudnika izberemo dober primer. Pri 20 % šuma so rezultati
bolǰsi kot pri 40 % šuma, saj je v primeru 40 % šuma odstranjenih zelo
veliko pozitivnih primerov, kar bi lahko bil problem, če bi želeli za vsakega
ponudnika izbrati veliko slik. Za naš proces pa so rezultati odstranitve šuma
dobri. Za podatke z več kot 40 % šuma ta pristop ni primeren, saj bi bilo
odstranjenih preveč primerov, ki niso šum.
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Slika 5.7: Število slik v vsaki iteraciji izločanja napačno kategoriziranih slik
za podatke z 20 % šuma. Pravilne slike so označene z modro barvo, napačne
pa z rdečo.
Slika 5.8: Število slik v vsaki iteraciji izločanja napačno kategoriziranih slik
za podatke s 40 % šuma. Pravilne slike so označene z modro barvo, napačne
pa z rdečo.
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5.2.2 Rezultati uporabe slik za stranske vire
Na sliki 5.9 so prikazani rezultati napovedovanja z DFMF pri 20 % šuma, na
sliki 5.10 pa pri 40 % šuma. Na osi x so prikazani različni načini izbiranja
stranskih virov. Za vsak način izbiranja smo naredili 10 poskusov. Vrednosti
na osi y predstavljajo AUC.
Rezultati za različni stopnji šuma se ne razlikujejo veliko. V splošnem so
rezultati za centrirane podatke precej bolǰsi kot za necentrirane, kar je bilo
pričakovano. Iz tega lahko sklepamo, da je za te podatke matriko potrebno
centrirati.
Pri 20 % šuma so vrednosti AUC za necentrirane podatke na intervalu
od 0.66 in 0.74, za centrirane podatke pa na intervalu 0.87 do 0.9. Za necen-
trirane podatke so rezultati brez zlivanja nekoliko bolǰsi od ostalih načinov
izbiranja. Za centrirane podatke je uspešnost KNN, RF in naključnega iz-
biranja približno enaka kot za DFMF brez uporabe stranskih virov (brez
zlivanja). Povprečje AUC za vseh 10 poskusov za KNN je 0.886, za RF
0.884, za naključno izbiranje 0.889, za DFMF brez zlivanja pa 0.889.
Pri 40 % šuma se rezultati ne razlikujejo veliko od rezultatov pri 20 %
šuma. Za necentrirane podatke je DFMF brez zlivanja najbolǰsi. Za centri-
rane podatke je povprečje AUC vrednosti za vse načine izbiranja 0.887, glede
na distribucijo pa tudi ni bistvenih razlik med pristopi.
Kot glavni rezultat smo upoštevali rezultate za centrirane podatke, ker
dosegajo bolǰsi AUC. Pričakovali smo, da bodo napovedi z uporabo stranskih
virov bolǰse od naključnega izbiranja in tudi bolǰse od DFMF brez zlivanja,
česar pa empirično nismo mogli dokazati. Izbiranje stranskih virov torej ni
izbolǰsalo točnosti DFMF, z vsemi pristopi pa dobimo s centriranimi podatki
približno enak in precej dober AUC.
Ker je bil AUC za centrirane podatke precej visok že za DMFM brez zli-
vanja, bi lahko to, da izbiranje slik ni izbolǰsalo rezultata bilo posledica tega,
da je rezultat že tako dober, da ga z dodatnimi viri ni možno izbolǰsati. Zato
smo naredili še dva dodatna poskusa, kjer smo strukturo podatkov v matriki
z ocenami nekoliko poslabšali, da bi dosegli nižje AUC z DFMF brez izbira-
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nja, saj bi tako lahko preverili, če izbiranje res ne izbolǰsa rezultata. V prvem
poskusu smo iz učne množice matrike ocen za vsakega ponudnika izpustili na-
ključnih 50 % vrednosti. V drugem pa smo v učno množico vnesli šum tako,
da smo 50 % ocen vsakega ponudnika spremenili na naključno novo oceno od
1 do 10. Uporabili smo množico slik z 20 % šuma in vse načine izbiranja: brez
zlivanja, naključno izbiranje, KNN in RF. Podatke smo centrirali. Rezultate
za DFMF za osnovno matriko z vsemi ocenami, matriko z izpuščenimi vre-
dnostmi in matriko s šumom smo prikazali na grafu 5.11. Za 50 % izpuščenih
ocen se je AUC v primerjavi z AUC brez izpuščanja ocen nekoliko poslabšal
za vse algoritme izbiranja, vendar so razlike relativno majhne. Najslabši
AUC dobimo s KNN in naključnim izbiranjem. Najuspešneǰsi je RF, DFMF
brez zlivanja pa je skoraj enako dober kot RF in razlika ni dovolj velika, da
bi lahko iz nje sklepali, da je RF bolǰsi pristop od DFMF brez izbiranja. Z
dodajanjem šuma v učno množico ocen so se vsi rezultati nekoliko poslabšali.
V tem primeru je bil DFMF brez zlivanja malo bolǰsi od ostalih algoritmov,
rezultati za ostale pristope pa so zelo podobni, zato s tem poskusom prav
tako nismo pokazali, da je naš pristop bolǰsi od DFMF brez zlivanja.
5.2.3 Rezultati uporabe besedil za stranske vire
Na enak način kot za slike so na sliki 5.12 prikazani rezultati za postopek
izbiranja stranskih virov za besedila z 20 % šuma in na sliki 5.13 s 40 %
šuma. Rezultati so precej podobni kot pri uporabi slik za stranske vire. Za
centrirane podatke so rezultati bolǰsi kot za necentrirane podatke.
Pri centriranih podatkih ni dovolj velike razlike med rezultati za različne
načine izbiranje. Pri 20 % šuma je povprečna vrednost AUC za KNN 0.887,
za RF 0.889, za naključno izbiranje 0.885, za DFMF brez zlivanja pa 0.887.
Če pogledamo distribucijo AUC, je naključno izbiranje malo slabše od ostalih
pristopov. Za necentrirane podatke je DFMF brez zlivanja nekoliko bolǰsi kot
KNN in naključno izbiranje, najbolǰsi pa je RF.
Pri 40 % šuma so za centrirane podatke vsi pristopi približno enako
uspešni. Povprečen AUC za KNN je 0.888, za RF 0.886, za naključno iz-
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Slika 5.9: AUC za DFMF s stranskim virom s slikami (80 % pravilnih in
20 % napačnih slik za vsakega ponudnika).
Slika 5.10: AUC za DFMF s stranskim virom s slikami (60 % pravilnih in
40 % napačnih slik za vsakega ponudnika).
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Slika 5.11: AUC za slike za DFMF s stranskim virom s slikami (80 %
pravilnih in 20 % napačnih slik za vsakega ponudnika) za: osnovno matriko
ocen, matriko s 50 % izpuščenih ocen in matriko s šumom na 50 % ocen v
osnovni matriki.
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Slika 5.12: AUC za DFMF s stranskim virom z besedili (80 % pravilnih in
20 % napačnih besedil vsakega ponudnika).
biranje 0.889, za DFMF brez zlivanja pa 0.889. RF je glede na distribucijo
manj uspešen kot ostali pristopi, vendar so razlike majhne. Za necentrirane
podatke so vsi načini izbiranja tudi približno enako uspešni.
Upoštevali smo predvsem rezultate centriranih podatkov. Uporaba doda-
tnih virov z izbranimi besedili torej ne izbolǰsa rezultata DFMF v primerjavi
z naključno izbranimi besedili in DFMF brez zlivanja tako pri 20 % kot pri
40 % šuma.
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Slika 5.13: AUC za DFMF s stranskim virom z besedili (60 % pravilnih in
40 % napačnih besedil za vsakega ponudnika).
Poglavje 6
Zaključek
V magistrskem delu smo se ukvarjali z izbiranjem slik in besedil za ponudnike.
Implementirali smo generator slik in besedil, ki ustvari zbirko podatkov s
poljubno stopnjo šuma. Izdelali smo postopek izbiranja slik in besedil, ki
najprej odstrani šum iz podatkov, nato pa z algoritmom k-najbližjih sosedov
ali naključni gozdovi izbere slike ali besedila, ki najbolj odražajo ponudni-
kovo povprečno oceno. Preverili smo, kako izbiranje slik in besedil vpliva na
uspešnost priporočilnega sistema z DFMF. Uspešnost DFMF z uporabo do-
datnih virov z informacijami o uporabnikih ter izbranimi slikami in besedili
smo primerjali z DFMF brez dodatnih virov in z DFMF z naključno izbra-
nimi slikami in besedili. Izkazalo se je, da uporaba izbranih slik in besedil ne
izbolǰsa ali poslabša napovedi v primerjavi z DFMF z naključno izbranimi
slikami ali besedili in DFMF brez dodatnih virov. Dobljeni rezultati torej
niso pokazali izbolǰsave v napovedih ob uporabi izbranih dodatnih virov, ki
smo jo pričakovali, vseeno pa so dosežene točnosti visoke.
Preverili smo kakšne so lastnosti realnih podatkov. Podatke smo vizu-
alizirali s t-SNE in MDS. Izkazalo se je, da v realnih podatkih ni skupin,
ki bi jih sestavljale slike ali opisi z enakimi ocenami. Iz slik in besedil smo
napovedovali povprečne ocene turističnih ponudnikov s k-najbližjih sosedov
in naključnimi gozdovi. Izkazalo se je, da se iz slik in besedil ne da napo-
vedati ocen ponudnikov. Poskušali smo najti način, kako bi iz množice slik
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izbrali podmnožico slik, iz katere bi lahko dobili bolǰsi napovedni model. Pod-
množice smo izbrali z metodo k-voditeljev, z uporabo silhuete in z naključnim
izbiranjem. Nobeden od teh načinov se ni izkazal za uspešnega. Iz tega skle-
pamo, da v uporabljenih realnih podatkih o ponudnikih nismo zaznali dovolj
vzorcev oz. strukture, da bi lahko napovedovali ocene ponudnikov na pod-
lagi njihovih slik in besedil. Ni nujno, da je uporabljena množica podatkov
reprezentativna, saj smo uporabili le ponudnike iz dveh lokacij. Rezultati bi
mogoče bili drugačni, če bi uporabili večje število ponudnikov iz več različnih
lokacij.
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[1] M. Žitnik, B. Zupan, Data fusion by matrix factorization, IEEE Tran-
sactions on Pattern Analysis and Machine Intelligence 37 (1) (2015)
41–53. arXiv:1307.0803, doi:10.1109/TPAMI.2014.2343973.
[2] D. Bokde, S. Girase, D. Mukhopadhyay, Matrix factorization model in
collaborative filtering algorithms: A survey, Procedia Computer Science
49 (1) (2015) 136–146. doi:10.1016/j.procs.2015.04.237.
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[12] M. Žitnik, E. A. Nam, C. Dinh, A. Kuspa, G. Shaulsky, B. Zupan, Gene
prioritization by compressive data fusion and chaining, PLoS Computa-
tional Biology 11 (10) (2015). doi:10.1371/journal.pcbi.1004552.
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