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ABSTRACT
While time-dependent processes are important to biological functions, methods
to leverage temporal information from large data have remained computationally
challenging. In temporal gene-expression data, clustering can be used to iden-
tify genes with shared function in complex processes. Algorithms like K-Means
and standard Gaussian mixture-models (GMM) fail to account for variability in
replicated data or repeated measures over time and require a priori cluster num-
ber assumptions, evaluating many cluster numbers to select an optimal result. An
improved penalized-GMM offers a computationally-efficient algorithm to simul-
taneously optimize cluster number and labels.
The work presented in this dissertation was motivated by mice bone-fracture
models interested in determining patterns of temporal gene-expression during
bone-healing progression. To solve this, an extension to the penalized-GMM was
proposed to account for correlation between replicated data and repeated mea-
sures over time by introducing random-effects using a mixture of mixed-effects
polynomial regression models and an entropy-penalized EM-Algorithm (EPEM).
First, performance of EPEM for different mixed-effects models were assessed
vi
with simulation studies and applied to the fracture-healing study. Second, modi-
fications to address the high computational cost of EPEM were considered that ei-
ther clustered subsets of data determined by predicted polynomial-order (S-EPEM)
or used modified-initialization to decrease the initial burden (I-EPEM). Each was
compared to EPEM and applied to the fracture-healing study. Lastly, as varied
rates of fracture-healing were observed for mice with different genetic-backgrounds
(strains), a new analysis strategy was proposed to compare patterns of temporal
gene-expression between different mice-strains and assessed with simulation stud-
ies. Expression-profiles for each strain were treated as separate objects to cluster in
order to determine genes clustered into different groups across strain.
We found that the addition of random-effects decreased accuracy of predicted
cluster labels compared to K-Means, GMM, and fixed-effects EPEM. Polynomial-
order optimization with BIC performed with highest accuracy, and optimization
on subspaces obtained with singular-value-decomposition performed well. Com-
putation time for S-EPEM was much reduced with a slight decrease in accuracy.
I-EPEM was comparable to EPEM with similar accuracy and decrease in computa-
tion time. Application of the new analysis strategy on fracture-healing data iden-
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1.1 BACKGROUND AND MOTIVATIONS
Cluster analysis is a method of grouping objects into a set of distinct and disjoint
classes, called clusters. Objects within a cluster are very similar, whereas objects
in other clusters are more dissimilar. Many clustering algorithms have proven
to be useful in understanding gene function, gene regulation, and cellular pro-
cesses. Genes that have similar expression patterns (co-expressed genes) would
be grouped together as they would potentially share similar cellular functions and
be involved in the same cellular processes. Cluster analysis can be used to obtain
these unobserved groups leading to new information on the functions of certain
genes that are not currently known (Eisen et al., 1998).
In recent times, the decreasing costs of microarray experiments have allowed
investigators to conduct even more elaborate designs, where measurements are
taken over several time-points. Microarray experiments are subject to a degree of
variability in the measurements, therefore, biological replicates using replicated
arrays are often needed to improve the stability of gene expression estimation.
Therefore, clustering algorithms should be able to account for the correlation be-
tween repeated measurements over time or replicated data.
The work in this dissertation is motived by several prior microarray gene ex-
pression studies that aimed to investigate the impacts of genetic variability on the
post-natal regenerative processes of fracture healing (Wigner et al., 2010) (Grimes
et al., 2011). A bone fracture was introduced into the femoral bone from three
strains of mice (with different genetic backgrounds). At carefully selected time
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points during the bone healing process, microarray gene-expression measurements
were extracted from the fracture site. Three replicates of fracture calluses were
obtained at each of the ten time points from day 0 through day 35. Correlation
exists between repeated measurements from the same gene over time and biolog-
ical replicates at each time point. Ignoring the covariance structure between the
repeated measurements or biological replicates could result in a failure to cap-
ture important sources of variability leading to incorrect inferences or groupings
of the temporal gene expression profiles. More details regarding the bone fracture-
healing experiment is discussed in Appendix A.1.
1.2 COMMON CLUSTERING ALGORITHMS
One commonly used clustering algorithm is called K-means (Hartigan & Wong,
1979). Given a set of observations (x1, x2, ..., xn), where each observation is a d-
dimensional vector of gene-expression measurements for gene i, K-means tries to
partition the n observations into K sets (C1, C2, ..., CK), where the number of sets






x is a temporal gene-expression profile in clusterCk, and µk is the centroid (mean of
the objects) of Ci. In other words, the objective function aims to minimize the sum
of squared distances of all temporal profiles from their cluster center. The benefit
of K-means clustering is that it is simple and very fast. However, one drawback
is that the number of gene clusters, K, is not usually known. To determine the
optimal number of clusters, the algorithm must be run multiple times with differ-
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ent values of K to compare cluster results. Additionally, the additional variability
from biological replicates and repeated measurements over time of the temporal
gene expression data is not accounted for in the K-means clustering, which may
lead to incorrect clusters.
In contrast to K-means, a partition-based clustering algorithm, hierarchical clus-
tering generates a hierarchical series of nested clusters that can be represented by
a tree (dendrogram) (Sneath & Sokal, 1973). The branches of the dendrogram has
information on the nested structured grouping of the data as well as how similar
clusters are to one another. The number of clusters can be obtained by cutting the
dendrogram at a specific level. Hierarchical clustering can be divided into two
general approaches, an agglomerative (bottom-up) approach and a divisive (top-
down) approach. Agglomerative algorithms initialize each temporal gene expres-
sion profile as its own cluster and merges each pair of clusters until all groups are
merged into one cluster. Divisive algorithms does the opposite. They start with
one cluster that includes all temporal gene expression profiles and split the data
at each step until distinct clusters of temporal profiles remain. Different measures
of cluster proximity are used (Kaufman & Rousseeuw, 2009). However, hierarchi-
cal clustering algorithms suffer from a high computational complexity (Jain et al.,
1999), and a lack of refinement of previous clustering’s (once a decision has been
made, good or bad, it cannot be undone in the following steps).
An alternative approach involves model-based clustering (Banfield & Raftery,
1993). In the family of model-based clustering, a model based approach assumes
that data are generated from a mixture model of probability distributions. Model-
based clustering in microarray analysis, with normalized gene expression values,
typically utilizes a Gaussian mixture model (GMM), where each cluster is gener-
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ated from a normal probability density function. In gene-expression data, Yeung et
al. (Yeung et al., 2001) found that the commonly used data transformations were
sufficient to satisfy normality assumptions. The Expectation Maximization (EM)
Algorithm is used to estimate the mixture model parameters, as well as the miss-
ing cluster label for each gene (Dempster et al., 1977). However, the EM algorithm
is sensitive to chosen initializations resulting in optimization issues (Biernacki &
Celeux, 2003). Similar to K-means, the number of components (K) to use in the
clustering algorithm must also be determined, which adds an additional complex-
ity to the problem.
To account for the temporal nature of the data, modifications to the Gaussian
mixture model have been proposed from using mixtures of fixed effects polyno-
mial regression models (Gaffney & Smyth, 1999) to mixed effects regression mod-
els (Celeux et al., 2005) (Ng et al., 2006). Additionally, to solve the component num-
ber optimization problem, a penalty term was added to the likelihood function
to create a data-driven algorithm to simultaneously optimize component number
and the mixture model parameters (Yang et al., 2012) (Chamroukhi, 2015). How-
ever, the penalty term was only explored in the context of fixed effects models. If
sufficient heterogeneity is expected within a cluster, the addition of random effects
to the regression equation could result in clusters with lower misclassification er-
ror rates. Additionally, due to the high dimensionality of microarray data, where
measurements are taken from tens-of thousands of genes at a time, this clustering
process is computationally intensive. To the best of my knowledge, no modifica-
tions have been explored to decrease the computational burden of the algorithm.
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1.3 DISSERTATION OUTLINE
In Chapter 2, we introduce an extension of the algorithm proposed in (Cham-
roukhi, 2015) that allows for between- and within-replicate variability with mix-
tures of mixed-effects polynomial regression models to cluster temporal gene ex-
pression profiles. Different underlying mixed-effects regression models will be
considered (by varying the number of random-effects) and compared to the mod-
els proposed in (Yang et al., 2012) and (Chamroukhi, 2015). With simulation stud-
ies, the new entropy-penalized EM algorithm (EPEM) will be compared to K-
Means and GMM, which both use a two-step approach using BIC to optimize
component number. The algorithm proposed here assumes a p-th order mixed-
effects polynomial regression equation to approximate the temporal-expression
profile for all genes. The clustering algorithm is applied to the motivating example
(fracture healing data) accounting for strain-specific variability in the mixed-effects
model.
In Chapter 3, to counteract the computational inefficiency in high-dimensional
data, two modified versions of EPEM will be proposed: (1) a split clustering al-
gorithm, which clusters data in subsets of temporal expression profiles with the
same predicted polynomial order and (2) a modified initialization approach that
pre-groups the genes into expression profiles with similar combinations of poly-
nomial regression coefficients. Performances of each method will be compared to
EPEM with a simulation study. Additionally, the consequence of the choice of p
on the misclassification error (MCE) of the cluster labels will be assessed. We will
consider models where p is over-specified and under-specified based on simulated
data. Finally, model-selection techniques using AIC, BIC or K-fold cross-validation
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will be used to determine the optimal p to use in the mixed effects polynomial re-
gression equation. The modified algorithm is applied to the fracture healing data
accounting for strain-specific variability in the mixed-effects model and compared
to the results in Chapter 2.
In Chapter 4, we apply the methods developed in the previous chapters to
the fracture healing data. One goal of the study was to identify strain-specific
differences on patterns of gene-expression as bone-healing progresses. A new
analysis strategy with the EPEM clustering algorithm was proposed to do this.
A simulation study was conducted to determine performance of this strategy for
pre-defined scenarios. In this analysis strategy, expression-profiles for each strain
were treated as separate objects to cluster in order to determine genes clustered
into different groups across strain. Parametric and non-parametric pairwise com-
parisons of measures such as the under the curve (AUC), time to maximum or
minimum expression (Tmax or Tmin), and maximum or minimum expression
over the bone healing process (Emax or Emin) are conducted on the previously
identified gene sets to determine if vertical or horizontal shifts occurred. Finally,
an enrichment-analysis using KEGG pathways (Kyoto Encyclopedia of Genes and
Genomes (KEGG) Pathways;
http://www.genome.jp/kegg/ pathway.html) is conducted on sets of genes that
exhibited significant horizontal or vertical shifts.
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CHAPTER 2
Entropy penalized mixture of mixed effects regression models
2.1 BACKGROUND
Model-based clustering has become a popular method in cluster analysis of mi-
croarray data ((Ng et al., 2006); (McLachlan et al., 2002); (Celeux et al., 2005);
(Chamroukhi, 2015) are a few). It provides a mathematical structure to the data
and the clustering procedure by assuming the data to be generated from a mixture
of probability distributions. In microarray studies, it is commonly assumed that
each component of the mixture model is defined by a multivariate normal density,
and by using the properties of normal densities, easily derived solutions can be
obtained (McLachlan et al., 2002). However, extensions to mixture models defined
in the exponential family of distributions can also be obtained (Lindsay, 1986).
In non-model based approaches, (i.e. K-Means (Hartigan & Wong, 1979) and
hierarchical clustering (Sneath & Sokal, 1973)), the temporal ordering or variability
between repeated measurements at each time-point of the same gene are ignored.
However, in model-based clustering, with the help of polynomial regression equa-
tions, we can now account for the ordering and variability between time-points of
the same gene. Plenty of work has been done in this field. Examples include (1)
a Gaussian mixture model (GMM) allowing each cluster to be represented by its
own mean vector and covariance matrix (Fraley et al., 2012), (2) mixtures of fixed
effects (FE) polynomial regression models (PRM) for temporal data (an extension
to the GMM where each cluster is represented by parameters defined by a poly-
nomial curve (Gaffney & Smyth, 1999)), and (3) a further extension to mixtures of
mixed effects (ME) linear regression models (Celeux et al., 2005) (Ng et al., 2006) to
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account for correlation between biological replicates or between genes in temporal
or cross-sectional data.
A popular method to estimate the mixture parameters is by maximum likeli-
hood estimation (MLE) using the Expectation-Maximization (EM) algorithm
(Dempster et al., 1977). However, the EM algorithm is prone to optimization issues
resulting from its sensitivity to initialization values (Biernacki & Celeux, 2003). In
previous studies, the ME model was found to perform better than GMM when
variability from biological replicates was present in the data (Celeux et al., 2005).
However, with an unknown cluster number, component number optimization is
an additional step to the process. A common solution to this problem is to use
model selection criteria such as Akaike’s Information Criterion (AIC) (Aike, 1974),
Bayesian Information Criterion (BIC) (Fraley et al., 2012) (Roeder et al., 1997) or
Integrated Complete Likelihood (ICL) (Biernacki et al., 2000) (McLachlan & Peel,
2000). While shown to perform well in estimating the number of components
(Fonesca & G.M.S, 2007), these methods can be computationally intensive, espe-
cially in high-dimensional data with a large number of clusters or genes (Fraley
et al., 2012).
To counteract the computational inefficiency, a penalty term was proposed to
be added to the objective function allowing the algorithm to learn at each itera-
tion and discard illegitimate clusters (Yang et al., 2012). We refer to this as the
Entropy Penalized EM (EPEM) algorithm, which can be used to obtain the optimal
component size and class labels of each gene in one-step. However, it was only
formulated to be applied to multivariate data with no assumptions on the func-
tional relationships in temporal data. Chamroukhi (Chamroukhi, 2015) extended
the EPEM to apply it to temporal data by fitting mixtures of FE polynomial or
9
spline regression models. The algorithm was compared to K-means and the GMM
and found that his algorithm performed much better with a lower misclassifica-
tion error rate (MCE). However, considerations for high-dimensional data or data
with multiple replicates per gene were not assessed.
By using a ME mixture model (Celeux et al., 2005) and entropy penalized maxi-
mum likelihood estimation (Yang et al., 2012), we propose an extension to the clus-
tering algorithm (Chamroukhi, 2015) for temporal data with additional sources of
variability (from repeated measurements over time and biological replicates) and
an unknown component number. Different underlying ME polynomial regression
models (PRMs) will be considered and compared to the models proposed in (Yang
et al., 2012) and (Chamroukhi, 2015). The new EPEM algorithm will also be com-
pared to K-Means and GMM, which both use a two-step approach using BIC to
optimize component number.
2.2 FINITE MIXTURE MODELS
Assume that the data consist of N temporal gene-expression profiles. Each profile
consists of gene-expression measurements obtained at T time points, which is rep-
resented by yi where i = 1, . . . , N. Now assume that for each time-point we have R
replicates so that each temporal gene-expression profile has T×R measurements.
The goal is to cluster the N temporal gene-expression profiles into K groups using
Gaussian finite mixture models.
First, let us assume that R=1 resulting in T observations for each gene (so we
can drop the r-th index). Gaussian finite mixture models assume each temporal
gene-expression profile is generated from a mixture of Multivariate Normal dis-
tributions, where the k-th cluster (component) has a probability of occurrence,
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αk = P (zi = k), such that
∑K
k=1 αk = 1, where zi is the missing class label (un-
known cluster membership) for the temporal profile of gene i. A probability den-
sity function can be defined for yi assuming that the expression values for gene i
originated from cluster k.
If each cluster is allowed to have its own set of parameters and probability
density function, a set of parameters can be defined such that Θ = (θ1, . . . , θK ,
α1, . . . , αK) where θk = (βk, σ2k) are the cluster-specific parameters for the k-th
cluster (k = 1, . . . , K). The overall density for one realization of the data can be
represented as a weighted sum of these component densities. It follows that the
mixture density for yi can be represented as (2.1), and it can be shown that the












Maximizing the log-likelihood function (2.2) is not trivial and a closed-form
solution does not exist. However, if the problem can be formulated in a missing
data framework, the EM algorithm can be used by assuming the cluster member-
ships (zi) are unknown. Recall that zi represents the class label for temporal profile
for gene i, and zi = c(zi1, . . . , zi) where zik = I {yioriginated from cluster k}. The
complete data vector is (yi, zi), therefore, it can be shown that the complete-data













The EM-algorithm (Dempster et al., 1977) can then be used to determine the
maximum likelihood estimates (MLE) of the parameters. The usefulness of this
formulation is that, at each iteration, we are now able to obtain closed-form solu-
tions of our parameters. If xi is a T-dimensional vector of time-points from which
each gene expression measurement is obtained, a cluster-specific conditional prob-
ability model, pk(yi|xi, θk), can be defined that associates yi to xi using a polyno-
mial regression equation (i.e. yi = β0 + β1xi + . . . + βpx
p
i + εi (Gaffney & Smyth,
1999)). Assuming a normal distribution, (yi|xi) is now defined with the probability
density function from a multivariate normal distribution with mean xiβk and co-
variance Σk. The problem becomes clustering a mixture of polynomial regression
equations that can be solved via the EM algorithm to obtain probabilities of cluster
memberships.
2.3 MIXED-EFFECTS MODEL
Now assume that for each time-point we have R replicates, where each tempo-
ral gene-expression profile has T×R measurements. We want to account for the
variability between the replicated arrays at each time point and allow the tempo-
ral trend for each gene to deviate from its cluster-specific temporal trend, yet still
exhibit the same underlying pattern that distinguishes that cluster from the rest.
Naturally, a mixed effects model does just that when the genes within a cluster are
allowed to have their own intercept and/or slope. The mixture model discussed
in Section 2.2 can be extended to include random effects. The general form of
the mixed effects model (2.4) includes a replicate-specific random effect as well as
time-varying gene-specific random effects, where p is the order of the polynomial
for the fixed effects (FE) and q is the order of the polynomial for the gene-specific
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random effects (REs).
ytrik = β0k + β1kxtrik + ...+ βpkx
p
trik
+ b0ik + b1ikxtrik + . . .+ bqikx
q
trik + crik + εtrik
(2.4)
βk = (β0k, β1k, . . . , βpk) is the k-th cluster FE coefficient; xtri is t-th time-point for the
r-th replicate of the i-th temporal gene-expression profile; bik = (b0ik, b1ik, bqik)T ∼
N(0, Gk) is the gene-specific RE; crik ∼ N(0, τ 2k ) is the replicate-specific RE (be-
tween replicate variability); εtrik ∼ N(0, σ2k) is the measurement error (within-
replicate variability). Assume that bik, crik and εtrik are mutually independent and
each cluster is allowed to have a different mean vector and covariance matrix.
In this dissertation, we consider the following mixed-effects models:
• Eq0r1: ytrik = β0k + β1kxtrik + ...+ βpkxptrik + b0ik + crik + εtrik
• Eq1r1: ytrik = β0k + β1kxtrik + ...+ βpkxptrik + b0ik + b1ikxtrik + crik + εtrik
• Eq2r1: ytrik = β0k+β1kxtrik+ ...+βpkxptrik+b0ik+b1ikxtrik+b2ikx2trik+crik+ εtrik
• Eq2r0: ytik = β0k + β1kxtik + ...+ βpkxptik + b0ik + b1ikxtik + b2ikx2tik + εtik
The mixed effect models (Eq0r1, Eq1r1 and Eq2r1) considered estimate
β0k, β1k, . . . , βpk, σ2k, Gk, τ
2
k , where Gk ∈ R(q+1)×(q+1) and q=0, 1 and 2, respectively.
Lastly, Eq2r0 model estimates β0k, β1k, . . . , βpk, σ2k, Gk, where Gk ∈ R3×3, which
ignores the variability of the replicates. These models differ by the number of
random effects that are allowed.
The REs can be viewed as unobserved missing data and the EM algorithm
(Dempster et al., 1977) (McLachlan & Peel, 2000) can be used to determine the max-
imum likelihood parameter estimates by iteratively maximizing the conditional
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expectation of the complete data log-likelihood (2.5),






























where pk(yi|bi, ci, θk), pk(bi|θk), and pk(ci|θk) are conditional probability density func-
tions, which are defined in the next section.
2.4 ENTROPY PENALIZED EM-ALGORITHM (EPEM)
Several problems still exist with the standard EM mixture model clustering algo-
rithm. Initialization of the EM algorithm is important, which can yield different
results when initialized at different locations of the parameter space (Biernacki &
Celeux, 2003). To solve this, many algorithms require multiple random initial-
izations and choosing the results for the one with the largest log-likelihood or
using initializations from other clustering methods such as K-Means (Figueiredo
et al., 2002). However, this can be computationally intensive, particularly for large
datasets. Additionally, the number of components in the standard EM needs to be
specified. To choose the optimal number of components, many algorithms adapt a
brute-force method by repeatedly clustering the data assuming a range of cluster
numbers and selecting the optimal clustering based on some criterion. This can be
time consuming and limited to the range of cluster sizes considered.
To avoid this, we propose to add a penalty term (Yang et al., 2012) in the same
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spirit as (Chamroukhi, 2015) to the standard log-likelihood function (2.5). The
number of clusters in our data can be represented by the unknown class labels
(zi) for each temporal gene expression profile. As the number of clusters in our
data increase making the model more complex, the entropy also increases. Us-
ing the entropy of zi, H(zi), as the penalty term in our penalized log-likelihood
maximization function allows a penalty to occur for overly complex models. The
derivation of H(zi) and H(z) is shown below, where z = (z1, . . . , zN).



















Adding the penalty term, H(z) to (2.5), the new penalized log-likelihood (2.7) is
obtained.
lc(p)(Θ) = lc(Θ)− λH(z) (2.7)
Maximum Likelihood Estimation
The probability distributions can be defined for each of the components of (2.5) or
(2.7) with normally distributed probability distribution functions; (yi|bi, ci, θk) ∼
N(Xβk + Ubik + V cik; σ2kITR); (bik|θk) ∼ N(0, Gk); (cik|θk) ∼ N(0, τ 2k ITR), where X
is the Vandermonde matrix of time-points of order p, U is a Vandermonde matrix
of time-points of order q, and V is a diagonal matrix of size TR×R where the di-
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agonals are unit vectors of length R. A simplified description of the EM Algorithm
is presented here, see Appendix A.2 on the derivation of the penalized likelihood
function and Appendix A.3 and Appendix A.4 for derivations of components of
the Expectation and Maximization step of the EM-Algorithm.
E-step
The E-step (Expectation step) of the EM algorithm takes the expectation of the com-
plete data-log likelihood (2.7) conditional on the observed data and the parameter






































































where Di = yi − Xβk − Ubik − V cik and w(s)ik is the posterior probability that the
temporal gene-expression profile belongs to the k-th cluster conditioning on the
observed data and the current parameter estimates Θ(s). The updating equation




























ikcik|yi]) need to be determined (Appendix A.3).
M-step





k , Gk) by taking the derivative with respect to each parameter. The for-
mulas for the MLEs of each parameter is given in (2.10) (to solve for αk, we must
use a Lagrange multiplier to satisfy the constraint that
∑K
k=1 αk = 1). See Appendix
A.4 for more details on derivations of parameters. Note that (Yi|Xβk, U, V ) ∼
N(Xβk,Γk), where Γk = UGU
′
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λ is also estimated in an iterative way. λ ∈ [0, 1) controls how much of a role the
penalty term plays in the objective function. If λ is close to zero the penalized-
likelihood function is close to the standard likelihood function (2.5) and more sta-
ble, exhibiting convergence properties of the standard EM. If λ is large (i.e. close to
1), the penalty term plays a larger role by creating competition between clusters. It
forces the algorithm to get rid of illegitimate clusters with small proportions. For






k > 0, then H(z) is small and the second term is
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k < 0, then
α̂
(s+1)
k will decrease. If it is lower than a set threshold, the cluster will be deemed
illegitimate and removed by the algorithm. Note that this penalty term does not
guarantee an increased likelihood function at each iteration of the algorithm. How-
ever, through simulation studies it was shown that the penalized log-likelihood
function levels off after convergence of the algorithm (Chamroukhi, 2015). λ(s+1) is






























where η is set to be min{1, 0.5bT2 −1c}. The motivation and derivation of λ is pre-
sented in much detail in (Yang et al., 2012) and (Chamroukhi, 2015). λ is updated
so that it is large when α̂k is not changing enough between iterations to promote
cluster competition. However, when α̂k exhibits a large change, λ needs to be small
to promote stability of the algorithm.
2.4.1 Algorithm
2.4.1.1 Initialization
To initialize the algorithm, the number of clusters in the mixture model is set to
equal the number of temporal gene-expression profiles in the dataset. To obtain
cluster-specific parameter estimates, a FE PRM is fit to the temporal-gene expres-
sion profiles for each gene to obtain β(0)k (vector of size N) for each cluster k. For
all clusters, σ2(0)k and τ
2(0)
k are initialized to be the median residual error from all
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Table 2.1: EM-Algorithm for entropy-penalized maximum likeli-
hood estimation
1. Initialize EM algorithm: Start with K(0) = N different clusters











b. Let λ(0)=1 and converge=0
2. For s = 1:









c. Update K(1) = K(0) - number of components where α(1)k ≤ 1/N
d. Normalize w(0)ik and α
(1)
k to satisfy the sum to 1 constraint




















3. For s > 2:









c. Update K(s) = K(s−1) - # of components where α(s)k ≤ 1/N
d. If s ≥ 60 and K(s−60) −K(s) = 0, then let λ(s) = 0
e. Normalize w(s−1)ik and α
(s)
k to satisfy the sum to 1 constraint




















i. If maxk ||β(s)k − β
(s−1)
k || < ε then converge=1 and STOP,
else s = s+1 and repeat step 3
gene- or replicate-specific models run, respectively (to avoid singularities when





a (q+1)×(q+1) matrix where q is determined by the chosen random-effects poly-
nomial order for EPEM. Finally, α(0)k = 1/N . The posterior probability (w
(0)
ik ) is








k . Lastly, the order of the fixed (p)
and mixed (q) effects polynomial order must be specified prior to running the al-
gorithm. The same polynomial order is fit to all clusters. Model selection methods
such as cross-validation may be used to select the optimal order (Gaffney, 2004),
which will be assessed in Chapter 3.
20
2.4.1.2 Iteration s of the EPEM algorithm
For iteration s, the maximization step updates the parameters in our model defined
in (2.10). At each subsequent iteration, the algorithm alternates between the E-
and M-step to remove illegitimate clusters with small αk < 1/N . After stability of
cluster number is reached (no clusters are removed for 60 consecutive iterations),
λ is set to zero and convergence of the algorithm can proceed and is assessed by
the FE coefficients such that maxk||β(s)k − β
(s+1)
k || < ε = 10−4. At the last iteration,
predicted cluster labels (ẑi) is determined by setting membership to be the cluster
with the largest ŵik over all k for each gene (ẑi = argmaxkŵik). The algorithm is
described in detail in Table 2.1.
2.5 SIMULATION STUDY
Simulations were performed to assess the performance of each ME considered by
measuring the misclassification error (MCE) of each clustering. MCE is defined as
the error rate for a given cluster label relative to the known truth. Data was gen-
erated with four (uniform, αk = 0.25, and varying, αk ∈ (0.4, 0.3, 0.2, 0.1) mixing
proportions) or eight (uniform mixing proportions, αk = 1/8) clusters with vary-
ing sample sizes (N=200, 500 or 5000), varying replicates (2, 4, 10), and nine dif-
ferent within- and between-replicate variability (σ2k, τ
2
k ) specifications with varying
orders (all pairwise combinations of {0.01, 0.1, 0.4}) for varying degree of polyno-
mial (Simulation A and Simulation B). Table 2.2 summarizes the parameter esti-
mates used to generate the data for two types of simulated data. Simulation A
data consists of four or eight distinct clusters of linear and quadratic temporal
gene-expression profiles with 10 time points, low (σ2k = 0.01 and τ
2













































































































































































































































































































































































































































































































































































































































































































high (σ2k = 0.1 and τ
2
k = 0.1) error (panel 1 and 2 of Figure 2.1, respectively). Simu-
lation B data consists of more realistic cubic time-curves and 12 time points (panel
3 of Figure 2.1). Var(bi), correspond to diagonal entries of the G-matrix, whereas





To investigate the impact of high-dimensional data with many clusters, data
with 30 clusters were generated with linear and quadratic curves (Supplemen-
tary Table B.1; N=6000 with 200 genes per cluster; αk = 1/30; 4 replicates; 10
time points with 1 day intervals). The clustering algorithm (EPEM) was run for
p=2 and q=2. Robustness of departures from normality was assessed with Sim-
ulation A parameters (N=500 with 125 genes per cluster;αk = 0.25; 4 replicates)
where the between- and within-replicate variability is drawn from the Student’s
T-distribution (10 degrees of freedom; to allow for outliers) and the Gamma distri-
bution (bqik ∼ Gamma(3, 10q
2
), crik ∼ Gamma(3, 5), εtrik ∼ Gamma(3, 10); to allow
for skewness). Figure 2.2 presents a histogram, for cluster one by underlying dis-
tribution (Normal, Student’s T, and Gamma), of the expression values at day one
from a simulated dataset.
1000 datasets were generated for each scenario. To assess the performance of
each method, the predicted cluster number (K̂) and MCE are reported. The ME
models, Eq0r1, Eq1r1, Eq2r1 and Eq2r0, were compared between each other and
additionally with the FE only model proposed in (Chamroukhi, 2015) and the mul-
tivariate clustering in (Yang et al., 2012). For Yang’s, Chamroukhi’s and Eq2r0
models, the EPEM clustering algorithm was run on the mean of the measurements
over all replicates of each time point (each temporal gene-expression profile has
10 expression measurements). Data were generated from curves defined by (2.4),
where (p, q) ∈ {(1, 1), (2, 2), (3, 3)}, corresponding to linear, quadratic and cubic
23
Figure 2.1: One iteration of a dataset generated for simulation stud-
ies A and B (4 replicates, 50 genes per cluster and 4 true clus-
ters). aLow error: σ2k=0.01, τ
2






σ2k ∈ (0.01− 0.03); τk = 0.01;
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Normal Student’s T Gamma 






















Figure 2.2: Distribution of gene-expression values for one time-
point, cluster 1 from Table 2.2, and 1250 genes per cluster. Errors
were sampled from a normal distribution with bqik ∼ N(0, V ar(bqik))
from Table 2.2 in the main text, crik ∼ N(0, 0.01), εtrik ∼ N(0, 0.01),
Student’s T-distribution with 10 degrees of freedom or a Gamma
where bqik ∼ Gamma(3, 10q
2
), crik ∼ Gamma(3, 5), εtrik ∼
Gamma(3, 10)
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polynomial functions, respectively. The clustering algorithm for simulation A and
B was run with p = 2 or 3, respectively, and varying q (0 to 2). q≤ 2 was chosen for
pragmatic purposes in an attempt to not over-specify the model as model based
clustering requires the estimation of a large number of parameters.
The EPEM algorithm with ME models were compared with two easily imple-
mented methods in R, K-Means clustering and GMM using the Stats and MClust
package in R (Fraley et al., 2012), respectively. A two-step approach was neces-
sary for KMeans and GMM, where multiple clusterings must be performed over
a range of component sizes (2 to 60) and using BIC to select the best set of class
labels. K̂, MCE and minutes of run time (Linux Centos 6.6 operating system) were
compared between the 3 algorithms.
2.6 APPLICATION TO FRACTURE HEALING STUDY
For illustration purposes, we applied the EPEM-Eq2r1 (p=4; q=2) clustering al-
gorithm to the fracture healing study. For each strain and time-point, the data
were averaged over the 3 replicates. The replicate-specific random effect, crik, is
included in the model to account for strain-specific variability, as the three strains
have different rates of healing (Jepsen et al., 2008). The underlying model for Eq2r1
is shown below in (2.12). The expression values were standardized by the gene-
specific mean and standard deviation over all strains. Additional information on
the fracture-healing study are given in Appendix A.1.






tri + b0ik + b1ikxi + b2ikx
2
i + crik + εik (2.12)
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Table 2.3: EPEM clustering results with different underlying models
(Yang, Chamroukhi or EPEM with varying q; Simulation A data with
4 clusters and 4 replicates and 200, 500 or 5000 genes, i.e. 50, 125 or
1250 genes per cluster). Average (SD) predicted cluster number (K̂)
and misclassification error (MCE %) over 1000 simulated datasets.
Mean (SD)
50 Genes/Cluster 125 Genes/Cluster 1250 Genes/Cluster
Data Error1 Model K̂ MCE,% K̂ MCE,% K̂ MCE,%
Sim A Low EPEM-Yang2 6.3 (0.8) 24.5 (8.7) 8.3 (0.9) 41.3 (6.4) 15.4 (1.5) 59.5 (2.4)
EPEM-Chamroukhi (p=2)3 6.7 (1.1) 28.1 (10.5) 8.6 (1.0) 43.3 (6.2) 15.3 (1.5) 59.2 (2.9)
EPEM-Eq0r1 (p=2, q=0) 5.2 (0.7) 12.6 (6.7) 6.0 (0.5) 19.5 (4.3) 6.9 (0.8) 22.9 (1.7)
EPEM-Eq1r1 (p=2, q=1) 4.3 (0.5) 2.7 (4.7) 4.2 (0.4) 2.1 (4.2) 4.4 (0.5) 4.7 (5.3)
EPEM-Eq2r1 (p=2, q=2) 4.2 (0.5) 2.2 (4.4) 4.1 (0.3) 0.8 (2.7) 4.2 (0.4) 2.2 (4.2)
EPEM-Eq2r0 (p=2, q=2, NR)4 4.3 (0.5) 2.7 (5.3) 4.0 (0.2) 0.2 (1.7) 4.1 (0.3) 0.7 (2.7)
KMeans 3.0 (0.0) 25.0 (0.0) 10.0 (0.0) 31.0 (1.6) 11.0 (0.0) 32.5 (0.7)
GMM 4.2 (0.4) 1.7 (3.6) 4.8 (0.7) 7.4 (6.1) 7.8 (0.4) 20.8 (1.2)
Sim A High EPEM-Yang2 6.8 (1.1) 30.3 (10.4) 8.7 (1.0) 44.5 (5.9) 15.4 (1.5) 59.8 (2.4)
EPEM-Chamroukhi (p=2)3 6.7 (1.1) 29.5 (10.3) 8.6 (1.0) 44.0 (5.9) 15.4 (1.6) 59.7 (2.8)
EPEM-Eq0r1 (p=2, q=0) 5.2 (0.7) 13.0 (7.0) 6.0 (0.5) 19.8 (4.2) 7.0 (0.8) 23.0 (1.7)
EPEM-Eq1r1 (p=2, q=1) 4.3 (0.5) 2.7 (4.7) 4.2 (0.4) 2.0 (4.1) 4.5 (0.5) 5.0 (5.5)
EPEM-Eq2r1 (p=2, q=2) 4.3 (0.5) 2.6 (4.5) 4.1 (0.3) 1.0 (3.0) 4.2 (0.4) 1.9 (3.9)
EPEM-Eq2r0 (p=2, q=2, NR)4 4.3 (0.5) 3.2 (6.0) 4.0 (0.2) 0.6 (3.4) 4.1 (0.3) 0.9 (3.0)
KMeans 3.0 (0.2) 26.1 (0.8) 9.0 (0.1) 36.8 (4.2) 16.8 (5.3) 58.8 (12.6)
GMM 3.5 (0.7) 15.6 (11.4) 4.8 (0.6) 8.4 (6.0) 8.1 (1.6) 22.9 (2.1)
Sim B Mixed EPEM-Yang2 6.3 (1.4) 26.6 (12.1) 8.2 (1.1) 43.3 (7.3) 33.6 (2.9) 84.3 (1.4)
EPEM-Chamroukhi (p=3)3 5.9 (1.1) 23.3 (11.2) 7.9 (0.8) 41.3 (6.9) 33.5 (3.2) 84.4 (1.4)
EPEM-Eq0r1 (p=3, q=0) 6.6 (1.3) 28.8 (12.7) 8.3 (0.8) 44.4 (5.1) 20.5(1.8) 69.6 (2.3)
EPEM-Eq1r1 (p=3, q=1) 4.8 (0.7) 9.9 (8.1) 5.9 (0.8) 19.8 (7.9) 9.0(1.2) 40.1 (7.4)
EPEM-Eq2r1 (p=3, q=2) 4.4 (0.6) 4.7 (6.4) 4.6 (0.8) 4.5 (6.0) 4.4 (0.7) 2.3 (4.7)
EPEM-Eq2r0 (p=3, q=2, NR)4 4.3 (0.5) 3.0 (5.4) 4.2 (0.4) 1.2 (3.1) 4.0 (0.1) 0.2 (1.3)
KMeans 6.2 (2.1) 24.8 (4.9) 8.7 (0.8) 36.4 (8.2) 24.2 (0.8) 73.4 (1.7)
GMM 4.0 (0.1) 0.0 (0.4) 4.0 (0.0) 0.0 (0.01) 5.4 (0.6) 14.6 (6.0)
EPEM=Entropy Penalized EM Algorithm; FE: Fixed Effect; RE: Random Effect;









k ∈ (0.01− 0.03); τk = 0.01
2Yang’s model did not utilize a regression model (no fixed- or random-effects) (Yang et al., 2012).
3Chamroukhi’s model only included fixed-effects in the regression model (Chamroukhi, 2015).
4NR: No replicate-specific RE drops crik from (2.4).
27
2.7 RESULTS
2.7.1 Varying the polynomial order of the regression model for EPEM
The clustering results from Simulation A (linear and quadratic curves) and B (cubic
curves) with uniform mixing proportions are shown in Table 2.3 for data with four
clusters, a fixed replicate number (R=4), varied number of genes per cluster (50, 125





k=0.1; Simulation B, mixed: σ
2
k ∈ (0.01, 0.02, 0.01, 0.03), τ 2k=0.01).
In Simulation A, among the set of EPEM models, the ME models with p=2 and
q=2, Eq2r1 and Eq2r0 (no replicate specific effect), produced the clusters with the
lowest MCE (<3.2%) in all scenarios considered. Not allowing for the additional
heterogeneity within clusters (Yang or Chamroukhi’s model) results in a partition
with too many clusters and high MCE. Averaging over replicates and dropping the
replicate-specific effect (crik) did not substantially impact clustering results with
similar accuracy in prediction of cluster labels between Eq2r1 and Eq2r0. In fact, in
a majority of scenarios, averaging over replicates resulted in a slightly lower MCE.
Results were similar for data with 50, 125 or 1250 genes per cluster. An increase in
between- and within-replicate variability (high error: σ2k=0.1 and τ
2
k=0.1) resulted
in clusters with slightly higher MCE.
Figure 2.3, summarizes the results of Eq2r1 and Eq2r0 in simulation A com-
pared to K-Means and GMM for all nine underlying assumptions we considered
(data with 50 ,125 or 1250 genes per cluster and 4 replicates. Looking at EPEM, for
low (σ2k=0.01) and high (σ
2
k=0.1) within-replicate variability, an increase in between-
replicate error from 0.01 to 0.4 (τ 2k ; rows 1 and 2) did not impact the MCE. How-
ever, when the within-replicate variability was very high (0.4), an increase in the
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Figure 2.3: Simulation results for K-Means, GMM and EPEM cluster-
ing (different underlying models) for data with 4 clusters, 4 replicates
and 50, 125 or 1250 genes per cluster over nine different error scenar-
ios. Misclassification error (MCE±SD) over 1000 simulated datasets.
(EPEM: Entropy Penalized EM Algorithm; FE: Fixed Effect; RE: Ran-
dom Effect; GMM: Standard Gaussian Mixture Model; p: FE polyno-
mial order; q: RE polynomial order; NR: drops the replicate-specific
RE, crik, from (2.4).)
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between-replicate variability resulted in an increase in MCE of the predicted class
labels.
Results were similar when we considered clustering higher order curves (Sim-
ulation B), however, clustering data averaged over the replicates (Eq2r0) decreased
the MCE by more than 1.7% and performed with the lowest MCE regardless of the
number of genes in each. Furthermore, when the data consist of eight clusters,
similar results are observed (Supplementary Table B.2).
The estimated parameters for each cluster resulting from Chamroukhi’s and
Eq2r1 models are given in the Appendix (Table B.3 and B.4) for data with 125
genes/cluster, R=4 and 4 true clusters. In both models, the algorithm did fairly
well to estimate the fixed effects parameters (βk) with low bias. Notice that an
increase in predicted cluster number (K̂) is proportional to a decrease in the esti-
mated within-replicate variability (σ2k). Chamroukhi’s model underestimated the
within-replicate variability (σ2k), resulting in more clusters. The Eq2r1 model was
able to accurately estimate αk, σ2k and τ
2
k . However, for simulation A, the covari-
ance matrix for the gene-specific random effects appear to be biased, potentially
attributed to over-specification of q for the linear-curves. In contrast, when the
curves were purely cubic, the estimated random-effects are predicted quite well
despite the under-specification of q.
2.7.2 Comparison of EPEM to K-Means and Standard Guassian Mixture Model
Table 2.3 also compares KMeans, GMM and EPEM. KMeans performed poorly
with MCE > 24% over all scenarios. GMM performed well for smaller datasets (50
or 125 genes/cluster), with an almost perfect clustering in simulation B. However,
for higher-dimension data with 1250 genes/cluster, we see that the MCE increases
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to more than 14%. Regarding computation time, KMeans had the fastest run-time
(<3 minutes) over all scenarios considered. When clustering cubic curves, GMM
exhibited the largest increase in run-time. Clustering a dataset with 5000 (1250
genes per cluster; 159 minutes) versus 400 (50 genes per cluster; 1 minute) temporal
gene expression profiles was 159 times longer.
In contrast, the EPEM-Eq2r1 was only 65 times longer (353 minutes versus 5
minutes). As N increases, there is evidence that the computation time does not
increase as fast for EPEM compared to GMM, most likely attributed to the two-step
process when using GMM with an unknown cluster number, which we described
previously.
From Figure 2.3, as expected, K-Means performs poorly over all scenarios.
GMM performed with only a slightly elevated error compared to the mixed ef-
fects models (Eq2r1 or Eq2r0) when the within-replicate variability was in (0.01,
0.10) (Figure 2.3) and cluster size was low (50 or 125 genes per cluster). However,
when the within- replicate variability was very high, the MCE quickly increased to
more than 20% suggesting that GMM does not work well when the variability is
this high. For data with 1250 genes per cluster, GMM performed with higher MCE
attributed to an over-estimation of cluster number. Lastly, for high-dimensional
data (30 clusters), the EPEM-Eq2r1 resulted in clusters with a lower MCE±SD com-
pared to GMM (11±2.6% versus 22±4.4%, when averaged over 100 simulations).
2.7.3 Varied cluster sizes for EPEM implementation
When the mixing proportions are no longer uniform (αk ∈ (0.4,0.3,0.2,0.1)) as op-
posed to uniform, similar results were observed for EPEM models Eq2r1 and Eq2r0
( (Table 2.4)). When the data consisted of cluster sizes of 80, 60, 40 and 20 genes per
31
Table 2.4: EPEM clustering results for varied cluster sizes (αk ∈
(0.4, 0.3, 0.2, 0.1)) (data with 4 clusters, 4 replicates and different un-
derlying error assumptions). Average (SD) predicted cluster num-
ber (K̂) and misclassification error (MCE %) over 1000 simulated
datasets.
N=200a, Mean (SD) N=500b, Mean (SD)
Error Model K̂ (SD) MCE, % K̂ (SD) MCE,%
σ2 = 0.01, τ 2 = 0.01 EPEM-Eq0r1 (p=2, q=2)c 4.0 (0.29) 1.0 (3.23) 4.0 (0.13) 0.2 (1.26)
EPEM-Eq2r0 (p=2, q=2, NR)c 4.1 (0.36) 1.3 (4.28) 4.0 (0.13) 0.2 (1.39)
GMM 4.0 (0.16) 0.1 (0.98) 4.7 (0.95) 5.4 (7.27)
σ2 = 0.01, τ 2 = 0.1 EPEM-Eq0r1 (p=2, q=2) 4.1 (0.32) 0.9 (2.99) 4.0 (0.27) 0.6 (2.41)
EPEM-Eq2r0 (p=2, q=2, NR) 4.2 (0.63) 2.9 (6.31) 4.1 (0.35) 0.8 (3.18)
GMM 4.0 (0.16) 0.1 (1.14) 4.7 (0.94) 5.4 (7.29)
σ2 = 0.1, τ 2 = 0.01 EPEM-Eq0r1 (p=2, q=2) 4.0 (0.36) 1.4 (3.64) 4.0 (0.21) 0.5 (2.19)
EPEM-Eq2r0 (p=2, q=2, NR) 4.0 (0.29) 1.0 (3.19) 4.0 (0.18) 0.3 (1.78)
GMM 4.0 (0.15) 0.3 (1.35) 4.1 (0.33) 1.0 (3.30)
σ2 = 0.1, τ 2 = 0.1 EPEM-Eq0r1 (p=2, q=2) 4.0 (0.38) 1.6 (3.82) 4.0 (0.22) 0.5 (2.11)
EPEM-Eq2r0 (p=2, q=2, NR) 4.0 (0.40) 1.8 (4.66) 4.0 (0.34) 1.0 (4.45)
GMM 4.0 (0.15) 0.4 (1.46) 4.1 (0.32) 1.0 (3.23)
EPEM: Entropy Penalized EM Algorithm; FE: Fixed Effect; RE: Random Effect;
GMM: Standard Gaussian Mixture Model; p: FE polynomial order; q: RE polyno-
mial order; NR: No replicate-specific RE drops crik from (2.4).
aResulting in cluster sizes of 80, 60, 40 and 20.
bResulting in cluster sizes of 200, 150, 100 and 50
c3% of simulations failed, only 972 iterations reported in this table.
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cluster, 3% of the iterations resulted with the covariance matrix of a cluster with
very few genes (20 or 40 genes per cluster) to be close to singular, which was also
consistent with (Yang et al., 2012). In contrast, for the previous scenario, GMM
performs with lower MCE compared to either EPEM models. However, when the
cluster sizes increased to 200, 150, 100 or 50 genes per cluster, the two EPEM mod-
els perform with higher accuracy than GMM.
2.7.4 Departures from normality for EPEM implementation
When the variabilities are sampled from the Student’s T-distribution (Table 2.5),
only Eq2r0 and GMM perform with high precision (MCE=0.7%). The other EPEM
models we considered are not shown in the table, but performed with similar
trends as in Table 2.3. When the errors are simulated from a Gamma distribution,
all models perform poorly with MCE >25%.
2.7.5 Effect of replicate number for EPEM implementation
When the effect of replicate number was assessed with the Eq2r1 model in sim-
ulation A (Table 2.6), we found that for low-variability data (σ2k=0.01, τ
2
k=0.01) an
increase in replicate number did not decrease the MCE. In fact, a slight increase
was observed. However, for high-variability data (σ2k=0.1, τ
2
k=0.1), increasing the
replicate number from 2 to 10 lowered the MCE from 8.2% to 2.7% or 1.3% to 0.8%
in data with 50 or 125 genes per cluster, respectively.
2.7.6 Convergence of EPEM
The addition of the penalty term no longer ensures the same convergence prop-
erties of the EM algorithm. Therefore, to visualize the convergence of the EPEM
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Table 2.5: Effect on departures from Normality of error terms on
EPEM clustering results (data with 4 clusters, 4 replicates and 125
genes per cluster). Error terms were simulated from either Student’s
T-distribution (10 df) or Gamma distributiona. Average (SD) pre-
dicted cluster number (K̂) and misclassification error (MCE %) over
1000 simulated datasets.
Mean (SD)
Distribution Model K̂ MCE, %
Student’s T EPEM-Yang1 10.1 (1.38) 60.1 (4.54)
(df=10) EPEM-Chamroukhi2 10.0 (1.23) 59.6 (4.14)
EPEM-Eq0r1 (p=2, q=0) 3.6 (0.49) 10.7 (12.37)
EPEM-Eq0r1 (p=2, q=1) 3.0 (0.15) 24.5 (3.76)
EPEM-Eq0r1 (p=2, q=2) 3.0 (0.23) 25.1 (5.81)
EPEM-Eq2r0 (p=2, q=2, NR)3 4.1 (0.32) 0.7 (2.65)
GMM 4.1 (0.39) 0.7 (2.68)
Gammaa EPEM-Yang1 7.8 (0.98) 46.6 (5.62)
EPEM-Chamroukhi2 7.8 (0.95) 46.5 (5.55)
EPEM-Eq0r1 (p=2, q=0) 5.7 (0.92) 27.1 (5.23)
EPEM-Eq0r1 (p=2, q=1) 3.4 (0.73) 25.0 (0.26)
EPEM-Eq0r1 (p=2, q=2) 3.1 (0.44) 25.0 (0.47)
EPEM-Eq2r0 (p=2, q=2, NR)3 3.1 (0.38) 25.0 (0.87)
GMM 4.4 (0.93) 25.0 (1.04)
EPEM=Entropy Penalized EM Algorithm; FE: Fixed Effect; RE: Random Effect;
GMM: Standard Gaussian Mixture Model; p: FE polynomial order; q: RE polyno-
mial order
a bqik ∼ Gamma(3, 10q
2
), crik ∼ Gamma(3, 5), εtrik ∼ Gamma(3, 10)
1Yang’s model did not utilize a regression model (no FEs or REs) (Yang et al., 2012).
2Chamroukhi’s model only included FEs in the regression model (Chamroukhi,
2015).
3NR: No replicate-specific RE drops crik from (2.4).
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Table 2.6: Effect of replicate number (R) on the misclassification er-
ror using EPEM-Eq2r1 on simulated data with 4 clusters, 50 or 125
genes per cluster, and low or high variability. Mean (SD) over 1000
iterations.
Error1 R 50 genes/cluster, 125 genes/cluster
Mean (SD), % Mean (SD), %
Low 2 2.39 (4.47) 0.62 (2.39)
4 2.35 (4.55) 0.86 (2.80)
10 2.70 (4.78) 0.83 (2.86)
High 2 8.21 (10.49) 1.34 (2.73)
4 2.56 (4.54) 1.00 (2.96)








algorithm, we can plot values of the penalized log-likelihood (2.7) and number of
clusters for each iteration of the EM-Algorithm. As the number of initial clusters
is extremely large, the predicted cluster number for the first few iterations such
that K̂ > 50 are not shown. The red-dashed line corresponds to a cluster number
of 4. Figure 2.4 shows these results for one simulated dataset with high variabil-
ity, for different underlying models (Yang, Chamroukhi or Eq2r1). For all models,
the penalized-log likelihood becomes flat after 125, 130 or 140 iterations for Yang,
Chamroukhi or Eq2rq models, respectively. The Yang or Chamroukhi model con-
verges in fewer iterations compared to Eq2r1, but both resulted in a higher MCE
(>37%) and larger predicted cluster number as opposed to Eq2r1 with no genes
being misclassified. We can see that the number of clusters at each subsequent
iteration of the EM drops quickly.
2.7.7 Application of EPEM to fracture healing study
From Figure 2.5, 22 clusters were predicted from the clustering algorithm. Clusters
1-10 showed an initial increasing trend. Clusters 11-13 showed relatively flat clus-
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Figure 2.4: Convergence of objective function and the number of
clusters (when predicted cluster number is less than 50) for models
Yang (no fixed-effects (FE) or random-effects (RE)), Chamroukhi (no
RE) and Eq2r1 for iteration 1 of the EPEM algorithm with 4 clusters,
125 genes per cluster and data with high variability (σ2k=0.1, τ
2
k=0.1).
ters as evidenced by the small predicted β coefficients (Table B.5). Clusters 14-22
represent clusters with an initial decreasing trend. Within-replicate variability (σ̂2k)
for each cluster ranged from 0.16 to 0.46. Between-replicate variability (τ̂ 2k ) ranged
from 0.02 to 0.66. Recall that the between-replicate variability represents the vari-
ability between strains (AJ, B6 and C3H), suggesting a sizable amount of variation
in gene-expression between the three strains. Total run time took about 3 days (71
hours).
2.8 DISCUSSION
In this chapter, we proposed an entropy penalized EM algorithm with mixtures of
ME regression models to cluster data with additional variability (from biological
replicates and repeated measurements over time). We found that the addition of
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Figure 2.5: Clustering results from fracture healing microarray
study with entropy penalized EM-algorithm Eq2r1 (p=4, q=2,
strain (replicate)-specific RE). Each plot represents temporal gene-
expression profiles clustered into the same group. Total run time was
71 hours. (C: Cluster)
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REs in our mixture model decreased the misclassification error by the clustering
algorithm compared to mixtures of FE models (Chamroukhi, 2015) and other more
popular methods (Yang et al., 2012) (Fraley et al., 2012) (Hartigan & Wong, 1979).
In data with high within- and between-replicate error, we found that having
more replicates slightly lowered the MCE. Increasing the cluster size drastically
decreased the MCE, but similar trends were observed. Furthermore, in all scenar-
ios, no big differences in the accuracy of the predicted class labels were observed
when we ignored the replicate-specific RE, crik (Eq2r1 versus Eq2r0), suggesting
that averaging over replicates is an effective way to reduce the dimension of the
data and prevent over-specifying the model without a sacrifice in accuracy.
When we assessed data with different cluster sizes, we found that clusters with
very few number of genes could result in singularity issues in the covariance ma-
trix estimation of the EPEM algorithm, which is consistent to findings from Yang
(Yang et al., 2012). Yang’s solution was to use a constrained covariance matrix to
circumvent this, which is an option we can implement in the future. However
for the purposes of this manuscript with a primary application to gene expression
clustering with thousands of genes, we believed that having large enough cluster
sizes was a reasonable assumption to make.
In general, GMM performed well, however situations with a very high vari-
ability (i.e. σk=0.4), sample size (i.e. 1250 genes per cluster) or cluster number (i.e.
K=30) resulted in classifications with reduced accuracy. When the data consist of
errors with a heavy tail, suggestive of the possibility of outliers, GMM and Eq2r0
both perform equally well. Averaging over the replicates was a way to reduce the
effect of the outliers. Models accounting for the replicates (i.e. Eq2r1) performed
poorly with high MCE. When the data are heavily skewed (Gamma), none of the
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methods performed well. In this case, an extension to a mixture model defined
by gamma distributions would most likely result in better clusters (Lakshmi &
Vaidyanathan, 2016). The performance of any model-based clustering method is
dependent on how well the model fits to the data.
For large datasets, despite the high accuracy of predicted class labels, a ma-
jor limitation of this method is that the computation time is quadratic in growth
for datasets with a large number of genes. Clustering of the fracture healing data
took about three days to run. With the rise of big-data and availability of high-
dimensional data, the use of a clustering algorithm that can handle different sources
of variability would be important to be able to determine clustering patterns that
may not be easily obtained otherwise. We have shown that using the methods pro-
posed in this paper, we can dramatically improve the accuracy of predicted class
labels for a large set of genes. In the next chapter, modifications to the EPEM are




Model selection and considerations for high-dimensional data
3.1 BACKGROUND
Model-based clustering using mixture models is a popular tool to obtain homoge-
neous groups within temporal data. The flexibility and probabilistic framework
of model-based clustering are a few benefits that are associated with using these
techniques. With an increase in technological advances, the availability of high-
dimensional data is becoming more prevalent. Unfortunately, the benefits of using
model-based clustering methods are now being outweighed by its computational
cost. To counteract this, in many gene expression analyses, a subset of the genes is
used in the cluster analysis in an attempt to decrease the size of the data to cluster
(Ng et al., 2006) (Celeux et al., 2005). However, the use of different thresholds of
inclusion may affect the results leading to clusters derived from incomplete data.
In the previous chapter, to cluster temporal gene-expression data, a mixed-
effects (ME) model based cluster algorithm was proposed using an entropy pe-
nalized EM algorithm (EPEM). The additional penalty term created a data-driven
algorithm to simultaneously estimate the number of clusters and the cluster la-
bels for a set of temporal gene-expression profiles. Multiple runs of the clustering
algorithm over a range of cluster numbers is no longer necessary, which many tra-
ditional algorithms utilize (i.e. K-Means and the standard Gaussian mixture model
(GMM)). From several simulation studies, the addition of random effects (RE) into
the regression model drastically decreased the misclassification error (MCE) of our
predicted cluster labels.
However, for high-dimensional data, the computational cost was high. Datasets
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with more than 10,000 temporal gene expression profiles took many hours to run
despite the low MCE. The long run-time was attributed to the initialization step of
the algorithm, which initialized with the maximum number of possible clusters (a
dataset with 10,000 genes would initialize with 10,000 clusters). As a result, esti-
mation in the first few iterations of the algorithm is very expensive. To counteract
this cost, two methods were investigated to reduce the up-front cost of the EPEM,
a split-clustering algorithm (S-EPEM) and a modified-initialization algorithm (I-
EPEM). S-EPEM clusters the data in groups defined by genes with the same pre-
dicted p-th order polynomial function. However, the final set of cluster labels is
highly dependent on how the groups are defined. I-EPEM uses a pre-specified
naive grouping based on estimated p-th order polynomial coefficients in an effort
to decrease the initial number of clusters.
Furthermore, when working with polynomial regression models, we must ac-
knowledge that these models may be too simple to fully capture highly non-linear
time trends. However, we believe that they can be a good approximation to tem-
poral gene-expression time profiles used for the purpose of exploratory cluster
analysis. It follows that an important step in polynomial regression models is to
choose the correct order to best represent the temporal pattern for each gene. In the
previous chapter, we had assumed that the fixed-effect order, p, of our polynomial
model to be known, which is usually not the case in real data. Therefore, in this
chapter, a simulation study was conducted to compare different model selection
methods to determine the optimal p using AIC, BIC, leave-one-out CV (LOOCV)
and repeated K-fold CV with 10 folds and 100 repeats (Burnham & Anderson,
2003) (Shao, 1993). Additionally, a dimension reduction tool, singular value de-
composition (SVD), is also used in comparison to determine the optimal p to be
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used in the EPEM algorithm (Storey et al., 2005) (Wall et al., 2003).
3.2 METHODS
3.2.1 The Data
Assume that the data consist of N temporal gene-expression profiles with mea-
surements obtained at T time points with R replicates at each time-point. There-
fore, each temporal gene-expression profile has T×R measurements. The goal is
to cluster the N temporal gene-expression profiles into K groups using a modified
version of the entropy penalized EM algorithm with Gaussian mixtures of poly-
nomial mixed effects models. The modified version would ideally perform with a
faster computation time without a sacrifice in accuracy.
3.2.2 Model Selection to optimize FE polynomial order
From our simulation studies in Chapter 2, the EPEM algorithm set the FE order, p,
from (2.4) to be the maximum order, p(max), used to simulate each curve (in simu-
lation A and B, p(max)=2 or 3, respectively; Table 2.2). However, in the majority of
scenarios, the dimensionality or order of the data is unknown. In order to deter-
mine the order of our data, a comparison between model-selection techniques was
conducted to determine the predicted order number (p̂) using AIC, BIC and cross-
validation (CV) methods.
Two model selection scenarios were considered. First, model selection was per-
formed using all TR observed observations from gene i. Model selection methods
using AIC, BIC and cross-validation were considered and compared. The cross
validation methods we considered were leave-one-out cross validation
(LOOCV) and repeated K-fold cross-validation (K-fold CV). LOOCV trains the
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data on TR-1 observations and calculates the squared-error of the left-out obser-
vation. Repeated ten-fold CV was performed with 10 folds and 100 repeats, where
the 10 folds are determined by randomly dividing the data into 10 folds across all
TR observations and uses data from 9 folds as the training sample and calculates
the squared errors for observations from the left out fold (test sample). It does this
for all folds and is repeated 100 times to obtain the average squared-error.
Second, instead of using the observed gene-expression profiles, the model se-
lection will be performed on the top l eigenvectors (l = 1, . . . , L where L ≤ TR)
obtained by decomposing the standardized gene-expression data matrix using sin-
gular value decomposition (SVD). SVD was used because it has been shown to be
effective in reducing the dimension of a gene-expression data matrix to extract the
top subspaces that explain the most variability of the data (Storey et al., 2005) (Wall
et al., 2003). Model selection techniques can then be used to estimate the order of
each of these subspaces to find p(max) that is sufficiently large enough to explain
the patterns seen in the original data-matrix. See Appendix A.4 for more details
on SVD.
The steps for model selection are as follows:
1. For each gene or eigenvector, fit fixed-effects polynomial regression models
with p ∈(1, 2, 3, 4).
2. Determine AIC, BIC or MSE (
∑N
i=1(yi − ŷi)2) from CV for each p.
3. Select model with lowest AIC, BIC or MSE to determine p̂i for each gene.
4. Repeat steps 1-3 for all genes or eigenvectors.
5. Determine maximum p over all genes (i=1,..., N; p̂(max) = maxip̂i) or eigen-
vectors (l=1,...,L; p̂(max) = maxlp̂l).
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p̂(max) is the optimal FE polynomial order to be used in the EPEM clustering
algorithm.
Figure 3.1: Split-clustering EPEM schematic
3.2.3 Split-clustering
Intuitively, setting p on a gene-by-gene basis should result in accurate results to
prevent under- or over-specification of our mixed effects model. However, to ac-
complish this in the clustering framework, we would need to split the data into
subsets where each subset includes genes that can be represented by the same or-
der polynomial function. Separate runs of EPEM with models with varying fixed
effect order (p) can then be used to cluster the data. For example, if you split your
data into three sets of curves (linear, quadratic or cubic), the clustering algorithm
would be run for p=1 for the linear set, p=2 for the quadratic set, and p=3 for the
44
cubic set. Using model selection methods (i.e. AIC, BIC or CV), the predicted order
for gene i, p̂i, can be determined for each gene. The data can now be subdivided
into sets with the same p̂i. The clustering algorithm for each set will be run with
the corresponding predicted order, p̂i. Simulations where subsets were defined
using the true polynomial order was also used. Results performed similarly to
EPEM, but were not reported here. The MCE from the Split-EPEM algorithm (S-
EPEM) will be compared to the MCE from the original EPEM algorithm proposed
in Chapter 2. A schematic of the procedure is given in 3.1.
3.2.4 Modified Initialization
An alternative to a split-clustering technique is to modify the initialization of the
algorithm to start with fewer clusters (as opposed to N). If a p-th order fixed-effects
polynomial regression model is fitted to each of the N gene expression time profiles
(each with TR observations), a set of estimated beta-coefficients can be obtained.
The genes can be grouped based on the set of estimated coefficients. Using the
p+1 regression coefficients (β̂0i, β̂1i, . . . , β̂pi), we hierarchically grouped the N genes
with the following steps (Figure 3.2):
1. Run a p-th order polynomial regression for each of the N temporal gene ex-
pression profiles.
2. Extract the β coefficients (β̂0i, β̂1i, . . . , β̂pi)
3. Using β̂pi, split the genes into five groups based on their percentiles (quin-
tiles).
4. Within each of the five groups, split the genes into 5 groups based on their
β̂(p−1)i.
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5. Repeat 4 for β̂(p−2)i, . . . , β̂0i.
We chose to use quintiles resulting in 5p+1 clusters instead of N. Tertiles were
also considered (3p+1 initial clusters), but the reduction in initial clusters resulted in
results with a much higher MCE (11 splits were also considered, but there was no
big difference in reduction of runtime). Note that the dataset must be of sufficient
size such that 5p+1 < N.
3.2.5 Simulation Study
1000 datasets were generated with 24 clusters, 4 replicates per gene, 125 genes per
cluster, and varied within- (σ2k) and between- (τ
2
k ) replicate variability (low: σ
2
k =
0.01, τ 2k = 0.01; high: σ
2
k = 0.1, τ
2
k = 0.1) from a fully-specified mixed effects model
defined in (3.1). Figure 3.3 represents one simulated data of the temporal gene
Figure 3.2: Modified initialization EPEM schematic with 5 splits at
each level
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expression curves, each with 8 clusters exhibiting linear (p=1), quadratic (p=2),
and cubic (p=3) trends. The table of parameters used to simulate the data are given
in 3.1.





Eq2r0 : ytik = β0k + β1kxti + ...+ βpkx
p
ti + b0ik + b1ikxti + . . .+ bqikx
q
ti + εtik (3.2)
To assess each model selection criteria, the percent of correct predictions of p
for AIC, BIC and CV is determined for each dataset. The average and standard
deviation (SD) over all 1000 datasets is reported. EPEM was run with p=2, 3 or 4
and q=2 to assess the effect of under-specifying (p=2) versus over-specifying (p=4)
the mixed effects model on the clustering accuracy. The performance of S-EPEM
was assessed by splitting the data into three groups based on the true order (p
= 1, 2 or 3) or the predicted order (p̂i=1, p̂i=2, or p̂i ∈ {3, 4}; Only a few genes
had p̂i=4). EPEM was run separately for the three subsets of data with p=1, 2 or
3, respectively. The performance of I-EPEM was assessed using a mixed effects
(ME) regression model with p=3 and q=2 by pre-grouping the data into 625 initial
clusters (as opposed to 3000). EPEM, S-EPEM and I-EPEM are run with models
with and without a replicate-specific random effect (crik; Eq2r1 (3.1) or Eq2r0 (3.2)).
If you recall, Eq2r0 requires the clustering to be done on data that is averaged over
the replicates. The average and SD of the predicted cluster number (K̂), accuracy
(MCE, %), and run-time (hours) over the 1000 datasets are reported.
Convergence of the algorithm was assessed by the FE coefficients such that
maxk||β(s)k − β
(s+1)
k || < ε = 10−3. We had initially used 10−4, but due to the large



























































































































Table 3.1: Simulation parameters to obtain datasets used in simula-
tion studies with equal mixing proportions (αk=0.25) for each cluster.
Datasets were generated with 125 genes per cluster, 4 replicates and
low (σ2k = 0.01, τ
2
k = 0.01) or high (σ
2
k = 0.1, τ
2
k = 0.1) within- or
between-replicate variability and gene-specific random effect corre-
lations specified by ρ(b0, b1) = −0.5, ρ(b0, b2) = 0.4, ρ(b1, b2) = −0.8,
ρ(b0, b3) = 0.1, ρ(b1, b3) = −0.2, and ρ(b2, b3) = 0.6.
Cluster β0 β1 β2 β3
1 5 -1 – 0
2 -5 1 – 0
3 2.5 -0.5 – 0
4 -2.5 0.5 0 0
5 1 -0.1 0 0
6 0.5 0.05 0 0
7 4 0.1 0 0
8 -4 -0.1 0 0
9 -5 2.5 -0.15 0
10 1 1.5 -0.2 0
11 -5 3.8 -0.35 0
12 1 0.8 -0.07 0
13 5 -2.5 0.15 0
14 2.5 -1.9 0.15 0
15 5 -3.8 0.35 0
16 4 -0.8 0.07 0
17 -3 4.2 -1 0.058
18 -5 4 -0.9 0.06
19 1 1.5 -0.5 0.035
20 -5 2 -0.4 0.025
21 -3 4 -0.88 0.048
22 5 -4 0.9 -0.06
23 -1 -1.5 0.5 -0.035
24 5 -2 0.4 -0.025
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no impact on results was seen when ε = 10−3.
Lastly, 1000 datasets from Simulation A with 4 clusters and 4 replicates was
used (Table 2.2) to compare the effect of sample size (50, 125 or 1250 genes/cluster)
and underlying error assumption (nine pairwise combinations of {0.01, 0.1, 0.4})
on the clustering results from EPEM and I-EPEM (p=2, q=2 with and without
replicate-specific RE; initializing with 125 clusters compared to 200, 500 or 5000). S-
EPEM was not assessed in this way as the results are expected to perform similarly
to EPEM for all scenarios as the algorithm itself is not altered.
3.2.6 Application to the fracture healing study
Similar to the previous chapter, I-EPEM algorithm with an underlying Eq2r1 un-
derlying model (p=4 determined by SVD; q=2; (3.3)) was used to cluster the frac-
ture healing data. For each strain and time-point, the data were averaged over the
3 replicates. The replicate-specific random effect, crik, was included in the model
to account for strain-specific variability. The expression values were standardized
by the gene-specific mean and standard deviation over all strains. Additional in-
formation on the fracture-healing study are given in Appendix A.1. The results










Additionally, S-EPEM is run by separating the genes into sets of linear (p=1),
quadratic (p=2), cubic (p=3) and quartic curves (p=4) using model selection from
Section 3.2.2 and BIC. Similarity of cluster labels between the two algorithms are
compared using the adjusted rand index (ARI; see Appendix A.6 Equation (A.18))
(Hubert & Arabie, 1985) and a confusion matrix of cluster labels. The ARI is an
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adjusted measure of agreement between two sets of cluster labels. It determines
the proportion of pairs of objects that are in the same cluster in both sets of labels,
and adjusted to have an expected value of 0. When two sets of labels perfectly
agree, the ARI is 1.
3.3 RESULTS
3.3.1 Model selection to optimize fixed effect polynomial order
Observed gene-expression measurements
For each simulation, p̂i was determined for each gene expression profile considered
from each dataset across 1000 simulated datasets. This resulted in 106 linear, cubic
and quadratic curves where model selection is performed for a total of 3 × 106
curves. The percent of predictions where p = 1, 2, 3 or 4 for linear, quadratic and
cubic curves for each criterion (AIC, BIC, LOOCV and 10-fold CV) was determined
and reported in Table 3.2.
BIC performed with the highest accuracy with 97% correct predictions, which
could be attributed to the penalization of higher order models (Friedman et al.,
2001). For AIC and CV methods performed with about 90% accuracy for each type
of curve. In fact, it has been shown that AIC and LOOCV are asymptotically equiv-
alent (Stone, 1977). AIC and CV methods tended to choose more complex models
( 10% were over-fit), compared to BIC, which penalized model complexity more
heavily (3% were over-fit). Note that BIC = log(number of observations)(number of
parameters)-2*Log-Likelihood. AIC = 2(number of parameters)-2*Log-Likelihood.
Therefore, when the number of observations is large enough (>7), the penalty for
BIC will be much larger than AIC, therefore reducing the tendency to over-fit the
model. However, regardless of the criterion used, the optimal p, p̂(max), from all
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Table 3.2: Percent of times model selection criteria using LOOCV, 10-
fold CV, AIC or BIC chose a particular polynomial order to best fit
the observed temporal gene-expression curve. Results are presented
by type of observed curve originating from 106 linear, 106 quadratic,
and 106 cubic temporal gene expression curves (data with low error:
σ2 = 0.01, τ 2 = 0.01).
Type of Curve (p̂) LOOCV 10-Fold CV AIC BIC
Linear (ptrue=1) 4 1.4% 1.5% 2.0% 0.1%
3 2.7% 2.9% 3.1% 0.5%
2 6.9% 6.9% 7.3% 2.2%
1 89.0% 89.0% 87.6% 97.2%
Quadratic (ptrue=2) 4 2.8% 2.8% 3.8% 0.5%
3 6.9% 6.9% 7.8% 2.3%
2 90.2% 90.3% 88.4% 97.2%
Cubic (ptrue=3) 4 7.5% 7.5% 9.1% 2.5%
3 92.5% 92.5% 90.9% 97.5%
p: fixed-effect polynomial order; ptrue: true polynomial order used to simulate the
data; p̂: predicted polynomial order from model selection.
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Figure 3.4: Top three eigenvectors obtained from singular value de-
composition of the gene-expression data matrix from iteration 7. To-
gether, the three eigenvectors explained > 90% of the variability of
the data.
the genes within each simulation was 4. In other words, for each simulation, at
least one gene resulted in p̂i=4.
Eigenvectors from Singular Value Decomposition
Using SVD, we chose L to be three as the top 3 eigenvectors explained more than
90% of the variability in the data. When the three eigenvectors were plotted over
time (Figure 3.4), three distinct patterns emerge (linear, quadratic and cubic func-
tions).
To further explore the relationship of the eigenvectors with the individual tem-
poral gene-expression profiles, Pearson correlations between each of the three eigen-
vectors and gene-expression profiles were computed for one dataset (Figure 3.5)
and presented in a 3-dimensional plot. Each point in the 3-dimensional space rep-
resents the correlation between one temporal gene-expression profile with eigen-
vector 1, 2 and 3. Groups of genes that aggregate at the perimeter of each axis
(around -1 and 1) were highly correlated with the corresponding eigenvector. Color
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coding the genes based on their temporal order of expression (i.e. linear, quadratic
or cubic) reveals expected patterns between the eigenvectors and the genes. Genes
with linear curves (blue) were strongly correlated eigenvector 1 only. Genes with
quadratic curves (pink) were strongly correlated with eigenvector 2, with some
genes showing correlation with eigenvector 1. Genes with cubic curves (black)
were correlated with all three eigenvectors with varying degrees. Similar results
were seen for all 1000 simulations. The results suggested the ability of SVD to ex-
tract subspaces from the observed data matrix that can sufficiently represent the
overall patterns seen in this data. Performing model selection using BIC on the
three eigenvectors for each simulation resulted in p̂(max)=3 was chosen 96% of the
time over the 1000 simulations.
EPEM implementation
If we performed model selection on each observed gene-expression profile, where
p̂(max)=4, the EPEM algorithm would be run with p=4. If model selection was
performed on the top 3 eigenvectors, the EPEM algorithm would most likely be
run with p=3. The effect of FE order specification, p, on the clustering results
is shown in Table 3.3 for a model specified by Eq2r1 (3.1) or Eq2r0 (3.2). It can be
seen that an over-specification of the model with p=4 did not negatively impact the
accuracy of the predicted cluster labels for either model regardless of variability.
However, if p is underspecified with p=2, the accuracy of the clustering algorithm
is low with >23% of the temporal gene profiles being misclassified.
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Figure 3.5: Correlation of the top 3 eigenvectors with each observed
temporal gene-expression profile from one simulation.
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Table 3.3: Simulation Results with entropy penalized EM al-
gorithm (EPEM), split-clustering EPEM (S-EPEM), and modified-
initialization EPEM (I-EPEM) (data with 24 clusters, 4 replicates and
125 genes per cluster) for models with (Eq2r1) and without (Eq2r0)
a replicate-specific random-effect (RE; crik). Average (SD) predicted
cluster number (K̂), misclassification error (MCE %) and conver-
gence time (hours) over 1000 simulated datasets.
A. Model Eq2r1 (including a replicate-specific RE)
Mean (SD)
Error Algorithm Model K̂ MCE, % RunTime, hours
Low EPEM p=2, q=2 17.1 (1.99) 29.2 (7.85) 3.06 (2.44)
p=3, q=2 23.5 (1.40) 4.1 (2.98) 2.31 (1.29)
p=4, q=2 23.6 (1.20) 4.1 (2.91) 2.62 (1.43)
I-EPEM p=3, q=2 24.1 (1.48) 2.8 (2.58) 1.05 (0.65)
S-EPEM Predicted p and q 25.2 (1.52) 4.6 (2.23) 0.35 (0.27)
High EPEM p=2, q=2 18.9 (1.41) 22.6 (4.95) 5.29 (2.64)
p=3, q=2 23.7 (1.40) 3.7 (2.66) 4.56 (1.93)
p=4, q=2 23.8 (1.36) 4.0 (2.79) 5.04 (2.14)
I-EPEM p=3, q=2 24.1 (1.21) 2.5 (2.51) 2.05 (0.91)
S-EPEM Predicted p and q 25.5 (2.00) 5.3 (2.39) 0.68 (0.22)
B. Model Eq2r0 (no replicate-specific RE)
Mean (SD)
Error Algorithm Model K̂ MCE, % RunTime, hours
Low EPEM p=2, q=2 18.2 (1.47) 24.9 (5.73) 1.58 (0.92)
p=3, q=2 23.7 (1.04) 3.2 (2.55) 1.05 (0.50)
p=4, q=2 23.7 (1.03) 3.1 (2.61) 1.01 (0.55)
I-EPEM p=3, q=2 24.0 (1.40) 3.2 (2.69) 0.66 (0.60)
S-EPEM Predicted p and q 24.7 (1.07) 3.9 (2.12) 0.17 (0.07)
High EPEM p=2, q=2 18.8 (1.29) 22.5 (4.81) 2.90 (1.32)
p=3, q=2 23.3 (0.95) 4.0 (3.20) 3.76 (1.73)
p=4, q=2 23.3 (0.92) 3.8 (3.05) 3.61 (1.72)
I-EPEM p=3, q=2 23.9 (1.08) 2.6 (2.48) 1.92 (1.10)
S-EPEM Predicted p and q 24.5 (1.21) 4.5 (2.27) 0.58 (0.16)
EPEM: 3000 clusters used for initialization
I-EPEM: Pre-grouped into 625 clusters for initialization
S-EPEM: Split into 3 sets to run with p=1, q=1 or p=2, q=2 or p=3, q=2
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3.3.2 Split-clustering
Including a replicate-specific RE and using S-EPEM, the MCE was slightly higher
than EPEM (low error: 4.6% versus 4.1%; high error: 3.7% versus 5.3%; Table
3.3A)), and similarly when we ignored the replicate-specific RE (Table 3.3B). As
expected, when another layer of classification is performed to split the data into
subsets, a slight decrease in accuracy of predicted cluster labels was observed.
However, the benefit of this algorithm is in the run-time. The runtime for S-EPEM
was only 0.35 hours (21 minutes) versus >2 hours for EPEM (Table 3.3A).
3.3.3 Modified Initialization
Using the modified-initialization algorithm (I-EPEM) for data with 24 clusters, we
found that a decrease in runtime was not as dramatic as what we saw for S-EPEM,
but in the majority of instances, we were able to decrease run-time by about half
(Table 3.3). In contrast to S-EPEM, the I-EPEM algorithm performed with high
accuracy over all scenarios considered (MCE <3.2%).
As I-EPEM performed with similar or lower accuracy than EPEM, but the al-
gorithm is now altered due to the initialization piece, a further comparison was
conducted to determine if there were certain scenarios where I-EPEM did not per-
form well (Table 3.4). When sample size was small (50 or 125 genes per cluster),
I-EPEM performed similarly to EPEM regardless of underlying error or mixed ef-
fects model used (with or without replicate-specific RE) with no beneficial differ-
ences in runtime as EPEM works just as quickly (<10 minutes). When the data
consisted of 1250 genes per cluster, I-EPEM runs must faster (<18 minutes) com-
pared to EPEM, which took more than 150 minutes (2.5 hours) to run.
Using a ME model with a replicate-specific RE ((3.1) with p=2, q=2; Table 3.3A),
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Table 3.4: Misclassification error (MCE(SD)% over 1000 iterations)
from clustering data (4 clusters, 4 replicates and 50, 125 or 1250 genes
per cluster) with 2 mixed effects models (Eq2r1: p=2, q=2, replicate-
specific RE; Eq2r0: p=2, q=2, no replicate-specific RE) and clustering
algorithms (EPEM or I-EPEM) for different error scenarios. (EPEM:
Entropy Penalized EM Algorithm; I-EPEM: Modified Initialization
EPEM; Rep: Replicate; RE: Random Effect)
A. Including a replicate-specific RE (Eq2r1)
50 genes/cluster, Mean (SD) 125 genes/cluster, Mean (SD) 1250 genes/cluster, Mean (SD)
method K MCE,% Minutes K MCE,% Minutes K MCE,% Minutes
σ2=0.01, τ 2=0.01 EPEM 4.2 ( 0.5) 2.4 ( 4.6) 0.6 ( 0.2) 4.1 ( 0.3) 0.8 ( 2.7) 2.4 ( 0.7) 4.2 ( 0.4) 2.3 ( 4.3) 249 (53.3)
I-EPEM 4.3 ( 0.5) 2.5 ( 4.5) 0.6 ( 0.3) 4.1 ( 0.2) 0.5 ( 2.3) 1.3 ( 0.4) 4.2 ( 0.4) 1.1 ( 3.4) 17.0 ( 5.5)
σ2=0.01, τ 2=0.1 EPEM 4.2 ( 0.5) 1.8 ( 3.8) 0.8 ( 0.4) 4.1 ( 0.4) 1.0 ( 2.9) 3.2 ( 1.0) 4.0 ( 0.2) 0.4 ( 1.9) 236 (68.6)
I-EPEM 4.2 ( 0.4) 1.7 ( 3.9) 0.5 ( 0.2) 4.1 ( 0.2) 0.6 ( 2.5) 1.3 ( 0.5) 4.1 ( 0.3) 0.5 ( 2.4) 15.2 ( 6.2)
σ2=0.01, τ 2=0.4 EPEM 3.7 ( 0.5) 7.4 (11.5) 1.1 ( 0.5) 3.7 ( 0.5) 7.1 (11.3) 3.8 ( 1.1) 3.8 ( 0.4) 4.4 ( 9.7) 247 (80.8)
I-EPEM 3.5 ( 0.5) 11.4 (12.4) 0.5 ( 0.2) 3.6 ( 0.5) 9.7 (12.1) 1.2 ( 0.6) 3.9 ( 0.3) 2.5 ( 7.4) 14.0 ( 5.8)
σ2=0.1, τ 2=0.01 EPEM 4.2 ( 0.4) 1.6 ( 3.9) 0.6 ( 0.2) 4.0 ( 0.1) 0.1 ( 1.1) 2.7 ( 0.8) 4.1 ( 0.3) 0.9 ( 2.8) 243 (79.3)
I-EPEM 4.1 ( 0.4) 1.4 ( 3.6) 0.6 ( 0.2) 4.0 ( 0.1) 0.2 ( 1.3) 1.3 ( 0.6) 4.1 ( 0.3) 0.7 ( 2.4) 18.0 ( 7.4)
σ2=0.1, τ 2=0.1 EPEM 4.3 ( 0.5) 2.5 ( 4.5) 0.6 ( 0.3) 4.1 ( 0.3) 1.0 ( 2.9) 2.9 ( 1.1) 4.2 ( 0.4) 1.8 ( 3.8) 239 (50.7)
I-EPEM 4.2 ( 0.4) 2.3 ( 4.3) 0.6 ( 0.2) 4.1 ( 0.2) 0.5 ( 2.1) 1.3 ( 0.6) 4.1 ( 0.3) 1.1 ( 3.1) 16.1 ( 6.4)
σ2=0.1, τ 2=0.4 EPEM 4.2 ( 0.6) 4.9 ( 7.8) 1.0 ( 0.6) 4.3 ( 0.5) 3.1 ( 5.5) 3.9 ( 1.6) 4.1 ( 0.3) 1.1 ( 3.0) 267 (75.5)
I-EPEM 4.2 ( 0.6) 5.7 ( 8.6) 0.6 ( 0.2) 4.1 ( 0.4) 2.3 ( 5.3) 1.2 ( 0.6) 4.2 ( 0.4) 1.6 ( 3.7) 15.6 ( 6.1)
σ2=0.4, τ 2=0.01 EPEM 4.1 ( 0.5) 4.4 ( 7.8) 0.8 ( 0.4) 4.0 ( 0.2) 0.6 ( 1.6) 3.4 ( 1.0) 4.1 ( 0.3) 1.1 ( 2.9) 260 (82.1)
I-EPEM 4.0 ( 0.5) 4.6 ( 8.4) 0.6 ( 0.2) 4.0 ( 0.1) 0.7 ( 1.4) 1.4 ( 0.6) 4.1 ( 0.3) 1.2 ( 2.7) 17.8 ( 7.5)
σ2=0.4, τ 2=0.1 EPEM 3.5 ( 0.6) 17.0 (11.0) 0.8 ( 0.3) 3.6 ( 0.5) 11.7 (11.7) 3.4 ( 1.0) 4.1 ( 0.3) 1.9 ( 2.2) 256 (81.0)
I-EPEM 3.4 ( 0.5) 19.6 ( 9.7) 0.5 ( 0.2) 3.4 ( 0.5) 15.4 (11.3) 1.1 ( 0.4) 4.1 ( 0.3) 2.4 ( 2.8) 17.2 ( 6.9)
σ2=0.4, τ 2=0.4 EPEM 3.3 ( 0.5) 24.5 ( 3.3) 0.7 ( 0.3) 3.1 ( 0.3) 24.9 ( 2.0) 3.0 ( 1.0) 3.5 ( 0.6) 21.2 ( 8.2) 258 (80.4)
I-EPEM 3.2 ( 0.4) 24.7 ( 2.7) 0.5 ( 0.2) 3.1 ( 0.2) 25.0 ( 1.3) 1.0 ( 0.3) 4.2 ( 0.5) 5.9 ( 4.6) 16.1 ( 5.5)
B. No replicate-specific RE (Eq2r0)
50 genes/cluster, Mean (SD) 125 genes/cluster, Mean (SD) 1250 genes/cluster, Mean (SD)
method K MCE,% Minutes K MCE,% Minutes K MCE,% Minutes
σ2=0.01, τ 2=0.01 EPEM 4.3 ( 0.5) 2.9 ( 5.5) 0.4 ( 0.1) 4.0 ( 0.2) 0.3 ( 1.7) 1.7 ( 0.5) 4.1 ( 0.3) 0.7 ( 2.6) 200 (67.2)
I-EPEM 4.2 ( 0.5) 2.2 ( 4.5) 0.3 ( 0.1) 4.0 ( 0.1) 0.1 ( 1.1) 0.8 ( 0.2) 4.2 ( 0.4) 1.2 ( 3.1) 14.4 ( 4.8)
σ2=0.01, τ 2=0.1 EPEM 4.5 ( 0.7) 4.7 ( 6.4) 0.9 ( 0.4) 4.1 ( 0.4) 1.2 ( 3.6) 3.2 ( 0.9) 4.4 ( 0.7) 3.5 ( 5.8) 223 (86.1)
I-EPEM 4.5 ( 0.6) 4.4 ( 6.3) 0.3 ( 0.1) 4.1 ( 0.4) 1.1 ( 3.7) 0.9 ( 0.3) 5.6 ( 0.9) 13.3 ( 8.5) 15.7 ( 5.4)
σ2=0.01, τ 2=0.4 EPEM 4.4 ( 0.6) 3.5 ( 5.6) 2.9 ( 1.2) 4.2 ( 0.4) 1.1 ( 3.4) 9.2 ( 2.9) 4.6 ( 0.8) 5.5 ( 7.1) 266 (99.0)
I-EPEM 4.4 ( 0.6) 4.1 ( 6.1) 0.3 ( 0.1) 4.1 ( 0.4) 1.4 ( 3.9) 0.8 ( 0.2) 5.9 ( 0.9) 17.6 ( 8.6) 14.0 ( 5.5)
σ2=0.1, τ 2=0.01 EPEM 4.2 ( 0.4) 1.8 ( 4.4) 0.4 ( 0.2) 4.0 ( 0.2) 0.2 ( 1.4) 1.7 ( 0.5) 4.1 ( 0.3) 1.0 ( 4.2) 158 (57.9)
I-EPEM 4.2 ( 0.4) 1.7 ( 4.0) 0.3 ( 0.1) 4.0 ( 0.1) 0.1 ( 1.1) 0.7 ( 0.2) 4.1 ( 0.3) 0.6 ( 2.2) 12.2 ( 4.1)
σ2=0.1, τ 2=0.1 EPEM 4.3 ( 0.6) 3.4 ( 6.3) 0.5 ( 0.2) 4.0 ( 0.2) 0.7 ( 3.6) 2.0 ( 0.6) 4.1 ( 0.3) 0.9 ( 2.9) 184 (71.1)
I-EPEM 4.2 ( 0.5) 2.8 ( 5.7) 0.3 ( 0.1) 4.0 ( 0.2) 0.3 ( 1.9) 0.8 ( 0.2) 4.1 ( 0.4) 1.0 ( 2.8) 12.6 ( 4.7)
σ2=0.1, τ 2=0.4 EPEM 4.2 ( 0.7) 7.0 ( 9.4) 0.8 ( 0.3) 4.0 ( 0.4) 2.9 ( 7.4) 2.8 ( 0.8) 4.2 ( 0.6) 3.3 ( 6.6) 210 (56.6)
I-EPEM 4.2 ( 0.7) 6.4 ( 9.1) 0.4 ( 0.2) 4.0 ( 0.3) 0.8 ( 3.4) 0.9 ( 0.3) 4.7 ( 0.9) 6.2 ( 7.4) 15.0 ( 6.3)
σ2=0.4, τ 2=0.01 EPEM 4.0 ( 0.6) 6.4 ( 9.7) 0.5 ( 0.2) 4.0 ( 0.2) 0.8 ( 2.6) 2.0 ( 0.6) 4.1 ( 0.3) 1.1 ( 3.3) 177 (43.9)
I-EPEM 4.0 ( 0.6) 6.7 ( 9.8) 0.3 ( 0.1) 4.0 ( 0.1) 0.7 ( 1.4) 0.7 ( 0.2) 4.0 ( 0.2) 0.5 ( 1.4) 11.1 ( 3.9)
σ2=0.4, τ 2=0.1 EPEM 3.5 ( 0.6) 18.5 (10.8) 0.5 ( 0.2) 3.3 ( 0.5) 17.4 (11.1) 2.1 ( 0.6) 4.1 ( 0.3) 2.5 ( 4.3) 185 (45.0)
I-EPEM 3.4 ( 0.6) 19.7 ( 9.7) 0.3 ( 0.1) 3.4 ( 0.5) 17.3 (10.9) 0.8 ( 0.2) 4.0 ( 0.2) 1.7 ( 1.7) 11.1 ( 5.0)
σ2=0.4, τ 2=0.4 EPEM 3.2 ( 0.6) 25.4 ( 7.8) 0.6 ( 0.3) 3.0 ( 0.3) 24.8 ( 4.7) 2.1 ( 0.7) 3.9 ( 0.6) 9.7 ( 9.7) 196 (64.3)
I-EPEM 3.2 ( 0.5) 24.9 ( 5.9) 0.3 ( 0.1) 3.0 ( 0.2) 24.9 ( 1.9) 0.7 ( 0.2) 4.0 ( 0.5) 7.7 ( 6.9) 13.0 ( 5.2)
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results were similar regardless of method used (EPEM or I-EPEM) except when
cluster-size was large (1250 genes per cluster) and between- and within-replicate
specific RE was very high (0.4). EPEM performed much poorly with a MCE of
21.2% compared to 5.9% for I-EPEM. In this scenario, using I-EPEM to pre-group
the genes helped the clustering algorithm in obtaining more accurate results.
However, when we ignored the replicate-specific RE (Eq2r0; (3.2) with p=2,
q=2) and sample size is large and σ2k < τ
2
k , I-EPEM performed with a decrease in
accuracy compared to EPEM (for example, σ2k = 0.01, τ
2
k = 0.4 resulted in a MCE of
17.6% for I-EPEM compared to 5.5% for EPEM). In this case, the between-replicate
error is much higher than the within-replicate error, and not accounting for the
additional variability between-replicates in Eq2r0 results in a decrease in accuracy
for I-EPEM. In fact, an elevation of MCE for EPEM is also observed (from 0.5% to
3.5% for σ2k = 0.01, τ
2
k = 0.1). Eq2r0 is not able to handle the additional between-
replicate variability and therefore results in more predicted clusters (>4.4). The
results are further attenuated using I-EPEM when sample size is large (1250 genes
per cluster). The results are not as obvious for smaller cluster sizes (50 or 125)
because the initialization for I-EPEM and EPEM is much closer (I-EPEM initializes
with 125 groups versus 200 or 500 for 50 genes/cluster or 125 genes/cluster for
EPEM).
3.3.4 Application to fracture-healing study
3.3.4.1 Polynomial order selection
From SVD, the top 4 eigenvectors were obtained, which explained 91% of the vari-
ability of the data. Model selection using BIC was used by varying p from 0 to 4
to determine the optimal p for each of the L eigenvectors. From SVD, we chose a
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fourth order fixed effect polynomial (p=4). Figure 3.6 shows the top four eigenvec-
tors of the gene-expression data matrix for each strain, which explain more than
90% of the variance. A random effect (RE) order of q=2 was chosen to minimize
over-parameterization of our model.
Figure 3.6: Line plots of the top four eigenvectors obtained from sin-




Using the modified initialization approach, 20 clusters are obtained from the data
(Figure 3.7). Parameter estimates for each cluster are given in Supplementary Ta-
ble B.6. Total run-time was 20 hours compared to the 71 hours for the original
EPEM algorithm. Clusters 1 through 10 correspond to clusters that have an initial
increasing trend. Clusters 13 through 20 correspond to clusters with an initial de-
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Table 3.5: Confusion matrix of cluster results from the entropy pe-
nalized EM clustering algorithm (EPEM) from Chapter 2 versus the
modified initialization EPEM (I-EPEM).
I-EPEM
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
EP
EM
1 545 0 1 27 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 149 865 1 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 27 477 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 6 0 5 690 6 9 14 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 349 0 5 0 59 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 14 0 772 11 21 0 10 0 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 639 31 13 15 75 0 0 1 0 0 0 0 0 0
8 0 0 0 92 97 1 23 205 6 0 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 5 3 310 0 53 1 0 102 0 0 0 0 0 0
10 0 0 0 0 0 2 0 0 0 595 5 0 0 0 2 0 0 0 0 0
11 0 0 0 0 0 2 58 321 2 133 635 12 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 7 0 0 3 165 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0 1 2702 45 1824 65 13 0 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0 0 0 1822 0 9 485 1 0 0 0
15 0 0 0 0 0 0 0 0 0 4 4 6 29 1 635 38 2 0 0 0
16 0 0 0 0 0 0 0 0 0 0 0 0 50 264 1 402 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0 0 82 69 0 17 293 56 0 0 3
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 13 15 534 8 0 0
19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 365 0 0
20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 630 244
21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7 59 856 63
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 476 106 1 0 1100
creasing trend. Clusters 11 and 12 correspond to genes with flat trends, which can
also be evidenced by the small estimated β parameter estimates. In comparing the
cluster labels between EPEM and I-EPEM, the ARI is 0.52, suggesting moderate
agreement between the two algorithms. A confusion matrix of the cluster labels is
given in Table 3.5. A majority of the off-diagonals are zero, suggesting similarity
of the two partitions. However, there were many more predicted clusters using
EPEM resulting in some clusters from I-EPEM being split between two clusters
from EPEM. For example, cluster 11 from I-EPEM was split between 2 clusters for
EPEM (11 and 13). Some inconsistencies in how the clusters are being split or de-
fined is occurring between I-EPEM and EPEM, particularly for curves with flatter
trajectories.
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Figure 3.7: Clustering results from fracture healing microarray study
with the I-EPEM (Eq2r1; (3.1) with p=4, q=2, strain- (replicate) spe-
cific RE ). Each plot represents temporal gene-expression profiles




Using the split clustering approach, 19 clusters are obtained from the data (Figure
3.8). Total run-time was 15 hours, which is lower than I-EPEM, but not greatly so.
However, a drastic reduction is similarly observed when compared to the original
EPEM algorithm, which took 71 hours to run. The number of genes put into groups
with polynomial orders 1, 2, 3 or 4 were 7,259, 1,518, 4,316 and 8,094, respectively.
The groups for p=1 and 4 took 7 and 6 hours to run, respectively, due to its large
size. Clusters 1 through 8 correspond to clusters that have an initial increasing
trend. Clusters 12 through 19 correspond to clusters with an initial decreasing
trend. Clusters 9 through 11 correspond to genes with flat or linear trends.
The estimated parameters are given in Supplementary Table B.7. In comparing
the cluster labels between EPEM and S-EPEM, the ARI is 0.44, suggesting moder-
ate agreement between the two algorithms, however, the agreement with I-EPEM
is slightly higher (0.52). Similarly, a confusion matrix of the cluster labels is given
in Table 3.6. The number of off-diagonal entries is slightly higher than for I-EPEM,
which can be explained by the additional misclassification of curves into the four
groups. Once they have been separated into the four groups, the clusters assigned
are restricted to the ones from the independent clustering runs.
3.4 DISCUSSION
In this chapter, we assessed different model selection methods (AIC, BIC, LOOCV,
and 10-fold CV) to obtain the optimal fixed effect order to sufficiently represent
the data, which would be used in the clustering algorithm. We also assessed two
modified versions of the original EPEM algorithm in an attempt to decrease the
computational burden in high-dimensional data.
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Figure 3.8: Clustering results from fracture healing microarray study
with the split entropy penalized EM-algorithm Eq2r1 (p=4, q=2,
strain- (replicate) specific RE ). Each plot represents temporal gene-
expression profiles clustered into the same group. Total run time was
15 hours. (C: Cluster)
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Table 3.6: Confusion matrix of cluster results from the entropy pe-
nalized EM clustering algorithm (EPEM) from Chapter 2 versus the
split EPEM (S-EPEM).
S-EPEM
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
EP
EM
1 368 291 3 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 1020 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 293 215 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 11 84 420 31 184 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 126 0 0 166 63 53 5 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 642 10 54 0 1 8 0 17 96 0 0 0 0 0 0 0 0
7 0 0 22 0 292 3 149 11 0 79 218 0 0 0 0 0 0 0 0
8 1 0 18 238 72 0 23 0 8 0 64 0 0 0 0 0 0 0 0
9 0 0 0 6 7 152 241 0 1 4 60 0 0 3 0 0 0 0 0
10 0 0 10 0 5 0 0 141 0 102 229 117 0 0 0 0 0 0 0
11 0 0 1 0 27 1 81 1 18 0 1011 23 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0 151 0 13 11 0 0 0 0 0 0 0
13 0 0 0 0 0 2 142 1 3 51 4014 173 200 64 0 0 0 0 0
14 0 0 0 0 0 0 0 0 0 23 533 91 914 649 107 0 0 0 0
15 0 0 0 0 0 0 0 41 0 34 42 390 36 4 172 0 0 0 0
16 0 0 0 0 0 1 1 0 0 93 206 13 5 371 27 0 0 0 0
17 0 0 0 0 0 0 0 0 16 1 170 56 45 45 127 54 0 0 6
18 0 0 0 0 0 0 0 7 0 0 0 1 0 10 265 202 47 2 36
19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 232 127 5
20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 695 179
21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 21 7 931 26
22 0 0 0 0 0 0 0 0 0 0 2 0 0 198 140 41 0 20 1282
Of the four model selection method’s we considered, BIC performed with the
highest accuracy in predicting the true order of each of the simulated gene ex-
pression profiles. This is to be expected as the BIC was developed for situations
where the assumption is that the true existence of a model that is in the scope of
all models considered in the selection, where the selected model converges to the
true data generating model (Schwarz et al., 1978) (Heinze et al., 2018). This could
explain why BIC performed with much higher precision when compared to AIC
or CV.
However, on a gene-by-gene level, for all datasets, the optimal order was al-
ways found to be at the maximum of the range of orders we considered in model
selection (i.e. 4) as the dataset consisted of thousands of genes. Alternatively,
using SVD to extract the top subspaces (or eigenvectors), which model selection
was performed on, we found that, the optimal order, p, could be estimated and
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used for EPEM. Furthermore, investigating the effect of our fixed effect order, p,
on EPEM suggested that over-specification of the mixed effects model (with p=4)
is preferable to under-specification (with p=2).
Overall, the EPEM algorithm worked well, however, in high-dimensional data
with thousands of genes or many potential clusters, the computational burden is
high. The first few iterations of the algorithm are costly as it initializes the num-
ber of clusters with the number of genes. For example, if we had 20,000 gene
expression profiles, the initialization step must determine parameters for each of
the 20,000 clusters.
Overall, the EPEM algorithm worked well, however, in high-dimensional data
with thousands of genes or many potential clusters, the computational burden is
high. The first few iterations of the algorithm are costly as it initializes the num-
ber of clusters with the number of genes. For example, if we had 20,000 gene
expression profiles, the initialization step must determine parameters for each of
the 20,000 clusters.
One approach to solving this issue was to split the data into subgroups that
we can cluster separately. However, the split must be done in such a way to mini-
mize initial misclassification’s into each of the subgroups. As a result, we defined a
split EPEM algorithm to cluster the data in groups based on the predicted polyno-
mial order as determined by model selection using BIC. While the approach suc-
cessfully decreased the convergence time of the algorithm, the MCE was slightly
higher compared to our original approach. However, for high-dimensional data,
this drastic reduction in computation time could be worth the slight increase in
MCE.
Alternatively, in an effort to solve the initial burden in the first few iterations of
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the EPEM, a modified initialization approach was proposed (I-EPEM). Pre-grouping
the genes based on their predicted fixed-effects polynomial regression coefficients
allowed a way to decrease the initial cluster number used in the algorithm. I-
EPEM decreased the computation time compared to EPEM by less than half (20
hours versus 71 hours). In data with a large number of clusters (K=24), I-EPEM
performed well, if not better than the original EPEM algorithm.
Additionally, in mixed effects models accounting for the replicate-specific vari-
ability, the accuracy in predicted class labels was similar to EPEM in the majority
of scenarios considered. However, when sample size was high and the replicate-
specific variability was high (τ 2k=0.4) with a much lower within-replicate variabil-
ity (σ = 0.01) and the mixed effects model did not account for this variability
(Eq2r0: No Rep), we found that I-EPEM performed with much higher error, sug-
gesting the importance in accounting for this variability in the initialization step
due to the large reduction in initial clusters. As the S-EPEM algorithm works with
the same methods as the EPEM, but with a reduced sample size, we can assume
that the behavior is similar to EPEM in the scenarios considered in Table 3.4, but
with a slight increase attributed to any misclassification of genes into an incorrect
split. However, some investigators my sacrifice some precision in cluster results
for a large reduction in run time (15 hours versus 71 hours between S-EPEM and
EPEM, respectively). However, if the clustering algorithm is run in parallel for
each of the subsets obtained from S-EPEM, the runtime would be even further
reduced to 8 hours.
Generally, for extremely large datasets (>20,000 genes) typical in gene expres-
sion datasets, waiting 3 days or more for results may not be feasible. In this case,
using I-EPEM can drastically decrease computation time. However, in smaller
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datasets (especially when N< 5p+1), EPEM should be used to cluster the data. Ad-
ditionally, the difference in computation time between S-EPEM and I-EPEM was
small because each run of the clustering algorithm for each of the three splits were
not run in parallel. In the fracture healing dataset, if clustering for each split was
done in parallel, then the run-time would be <7 hours saving even more computa-
tion time. However, results would be expected to have a higher misclassification
error.
In data with more time-points, future work could involve extending the I-
EPEM model to incorporate spline models (as opposed to polynomial models).
Splines have been shown to perform with slightly higher accuracy in previous
works Chamroukhi (2015) (Gaffney & Smyth, 1999).
While it is important for a clustering algorithm to produce accurate results, if
these results are not easily obtainable in terms of computational time, its popular-
ity will be diminished. Using a naÃŕve hierarchical grouping of our genes based on
easily obtainable estimates (fixed effects coefficients), the usability of our original
algorithm is much improved with a much lower computational burden without a
sacrifice in accuracy in gene expression data.
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CHAPTER 4
Evaluation of differences in temporal gene-expression patterns by mouse strain
4.1 BACKGROUND
A bone fracture is a medical condition where the continuity of the bone is broken,
commonly resulting from high force impact or stress. However, medical condi-
tions which weaken the bones (i.e. osteoporosis) can also cause fractures (Praemer
et al., 1992) (NIH, 2000) (US, 2004). Fracture healing is a complex trait, and there-
fore it is necessary to determine how polygenic networks affect cellular activity
during the healing process. Identification of variations in genetic background re-
lated to differences in the rate of fracture healing is important in defining when an
individual can resume weight bearing activities in their day-to-day life. Informa-
tion on strain differences (each with different genetic backgrounds) is an important
part of understanding and defining individuals with increased risk for complica-
tions that can arise during the fracture healing process.
In a previous study on three inbred mouse strains, A/J (AJ), C57Bl/6J (B6) and
C3H/HeJ (C3H), different strains of mice were found to have different rates of
fracture healing based on regains in strength and stiffness of the bone. Both AJ and
B6 strains showed faster healing than the C3H strain, particularly in relation to the
length of periods in chondrocyte maturation (Jepsen et al., 2008). B6 exhibited the
longest time in each, whereas C3H exhibited the shortest. The study was able to
show that variations in skeletal stem cell lineage differentiation existed between
strains, and these differences affected the rate of bone fracture healing. To be able
to differentiate sets of genes that exhibit this variability across strain would be an
important part of understanding the nature of these differences.
69
To study complex biologic regulatory systems, time-course gene expression
data can be obtained from microarrays. Microarrays have been used to simulta-
neously measure gene expression levels of thousands of genes. The large number
of genes and the complexity of the biology, makes clustering analysis a useful and
popular tool to analyze such data. Clustering genes with similar temporal expres-
sion profiles can be used to identify sets of genes that may be regulated by the
same biological mechanism. Gaussian mixture models are a popular approach to
cluster analysis, where each gene is assumed to have originated from one compo-
nent of the mixture model (Fraley et al., 2012). Different extensions to the mixture
model have been considered including mixtures of polynomial fixed- and mixed-
effects models (Gaffney & Smyth, 1999) (Celeux et al., 2005) as well as extensions to
penalized likelihood estimation of the model parameters (Yang et al., 2012) (Cham-
roukhi, 2015) (Lu et al., 2018).
In previous chapters, incorporation of gene- and replicate-specific random-
effects (REs) to an entropy-penalized mixture of polynomial regression model us-
ing the EM-Algorithm (EPEM) (Lu et al., 2018) resulted in cluster labels with a
lower misclassification error (MCE) than a fixed-effects (FE) only model (Cham-
roukhi, 2015). However, the complexity of the process grows quickly with the
number of genes in the dataset due to the initialization of the algorithm. A modifi-
cation to the initialization step of EPEM (I-EPEM) was comparable to the original
approach with a much decreased computation time and similar degree of accuracy
in predicted cluster labels.
In previous applications of the bone-healing data, the clustering was done ac-
counting for strain-specific variability. However, the actual effect of strain on the
temporal gene-expression patterns was not determined, it was merely accounted
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for. In order to separate out the strain-specific effects on gene-expression profiles,
a common approach is to independently cluster the data for each strain and com-
pare results between each set of cluster labels. However, as the clustering was
conducted independently, cluster 1 for strain AJ may not be the same as cluster 1
from strain B6, and an additional step in the analysis is to re-match cluster labels
between the strains. Issues may arise because the same number of clusters may
not be obtained for each strain.
As a result, a new analysis strategy was proposed in this chapter using I-EPEM
to compare patterns of temporal gene-expression between different mice-strains.
In this new strategy, instead of independent cluster runs for each strain, one run
of the clustering algorithm is conducted where expression-profiles for each strain
were treated as separate objects to cluster. Sets of genes clustered into different
groups across strain can be easily determined as well as sets of genes with the
same temporal pattern across strain can also be determined, which is an important
part of understanding the underlying biological process of healing. Gene sets with
vastly different patterns (i.e. no temporal trend versus an increasing or decreas-
ing trend or one increasing versus one decreasing trend) across strain can also be
identified. Performance of this strategy was assessed with a simulation study.
For genes with similar overall patterns (i.e. both increasing, but with different
magnitude or timing of maximum expression over the bone healing interval), we
borrowed methods from traditional pharmacokinetics (PK) non-compartmental
methods (Chen et al., 2001) (Food et al., 2014) to compare differences in the proper-
ties of the temporal curve across strain. Traditionally, PK studies seek to quantify
the time course of drug absorption, distribution, metabolism and excretion of the
drug in the body. To test if two drugs have the same efficacy or toxicity, a bioequiv-
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alence study can be conducted to determine if two blood concentration-time pro-
files are "equivalent". They compare parameters derived from the concentration-
time curve such as the area under the curve (AUC: measure of absorption rate),
maximum concentration (Cmax: a certain level of concentration to guarantee ther-
apeutic effect), and time of maximum concentration (Tmax; how quickly a drug
reaches peak concentration). We extended the use of these measures to temporal
gene-expression curves to conduct pairwise differences between the three strains
to find sets of genes with differences in the overall magnitude or timing of max-
imum or minimum gene expression. These vertical or horizontal shifts in gene-
expression may help to explain the different rates of fracture healing observed be-
tween mice strains.
Finally, an enrichment-analysis using KEGG pathways (Kyoto Encyclopedia
of Genes and Genomes (KEGG) Pathways; http://www.genome.jp/kegg/ path-
way.html) was conducted on selected sets of genes that exhibited significant hor-
izontal or vertical shifts. Identification of these time-shifted genes could help to
explain the different rates of bone fracture healing previously seen in the three
strains of mice. For example, Jepsen et. al found that the slower healing mice
C3H, had an earlier induction of osteogenesis compared to AJ mice. Other studies
also found different durations of osteogenesis or chondrogenesis between the three
strains (Grimes et al., 2011). Therefore, a gene-enrichment analysis can give us vital
information for genes that exhibited an earlier time to maximum and whether or
not they were over-represented in any osteogenesis related pathways. This cluster
analysis is a key component to further our understanding of why strain-specific
differences are being observed on rates of bone-fracture healing.
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4.2 SIMULATION STUDY OF CORRELATED DATA USING I-EPEM AND
EPEM
Treating gene-expression profiles for each strain as separate objects to cluster re-
sults in a dataset with three temporal gene-expression profiles per gene. Addi-
tional correlation is introduced into the clustering algorithm (correlation between
the three temporal gene-expression profiles for each gene).
Therefore, a simulation study was conducted to determine if not accounting for
this correlation (and assuming independence of temporal curves from the same
gene), negatively affects the accuracy of the predicted cluster labels. Let us assume
we have four clusters of genes that are each related to a biological pathway or
function. Simulated data was obtained to represent data from the same set of genes
across two different strains (y(1), y(2)). Let two of the four clusters of genes have
strain-specific variations (represented by different fixed-effects parameters, βpk),
whereas the other two do not. One way of introducing correlation into the data is
by forcing correlation between the expression measurement for a given gene at a
given time-point (ρ(ε(1)trik, ε
(2)
trik). The data are simulated from the following model,
























































pk , . . . , β
(2)
pk ) are the k-th cluster FE coeffi-
cients for each strain.
• xtri is t-th time-point for the r-th replicate of the i-th temporal gene expression
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profile.
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tween replicate variability) for the s-th strain.






















is the measurement error
(within-replicate variability) such that the observations for the same strain at
the same time-point are correlated.










k , and ρ=0.9.
• Assume that bik, crik and εtrik are mutually independent and each cluster is
allowed to have a different mean vector and covariance matrix.
The parameters used in the simulation are specified in Table 4.1. Var(bi), corre-
spond to diagonal entries of the G-matrix, whereas covariance between bi and bj




V ar(bj). One iteration of simulated data
is shown in Figure 4.1. The data consist of four clusters, where clusters 1 and 2
show obvious shifts in expression as a result of strain 1 or 2 (denoted by a black
or grey line, respectively). Cluster 1 shows a shift in maximum expression by one
day, and cluster 2 shows a shift in minimum expression by 2 days. Cluster 3 and 4
show no change in expression due to strain. The goal of the simulation study was
to determine the impact on accuracy of the predicted cluster labels using I-EPEM
or EPEM by introducing correlation into the data.
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Figure 4.1: Simulation plot with four true clusters (clusters 1 and 2
show a small or large strain-specific horizontal shift in maximum or
minimum expression; clusters 3 and 4 show no strain-specific change
in expression). Black lines correspond to strain 1 and gray lines cor-
respond to strain 2, and the red line corresponds to the average ex-
pression for a given cluster and strain.
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Table 4.1: Simulation parameters to obtain datasets used in simula-
tion studies with with equal mixing proportions, 125 genes per clus-




Cluster 1 Cluster 2 Cluster 3 Cluster 4
Parameter Strain 1 Strain 2 Strain 1 Strain 2 Strain 1 Strain 2 Strain 1 Strain 2
β0 -1.0 -0.5 4.0 6.0 0.1 0.1 0.5 0.5
β1 1.5 1.7 -1 -1.4 0.5 0.5 – –
β2 -0.1 -0.13 0.1 0.1 – – – –
Var(b0)a 0.2σ2 0.8σ2 0.02σ2 0.1σ2
Var(b1)a 0.3σ2 0.2σ2 0.1σ2 –
Var(b2)a 0.02σ2 0.02σ2 – –
σ2 0.01, 0.10, or 0.40
τ 2 0.01, 0.10, or 0.40
aCorrelation (ρ) between bi such that ρ(b0, b1) = −0.5, ρ(b0, b2) = 0.4 and ρ(b1, b2) =
−0.9
The entropy penalized EM algorithm (EPEM; Chapter 2) and the modified ini-
tialization EPEM algorithm (I-EPEM) were used to cluster the data using an un-
derlying model with p=2, q=2, with and without a replicate-specific RE ((4.3) and
(4.4), respectively). Assuming a true cluster number of 6, the mean (SD) number
of clusters (K) and overall misclassification error (MCE) for 1000 iterations is de-
termined.
ytrik = β0k + β1kxtri + β2kx
2
tri + b0ik + b1ikxtri + b2ikx
2
tri + crik + εtrik (4.3)
ytik = β0k + β1kxti + β2kx
2
ti + b0ik + b1ikxti + b2ikx
2
ti + εtik (4.4)
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4.3 EVALUATION OF STRAIN-SPECIFIC DIFFERENCES IN BONE FRAC-
TURE HEALING
4.3.1 The bone fracture-healing data
The data consist of 3 strains of mice (AJ, B6 and C3H) with gene expression mea-
surements taken over 10 time points (Days 0, 3, 5, 7, 10, 14, 18, 21, 28, and 35). Con-
ducting independent strain-specific clustering accounting for a replicate-specific
affect resulted in very low estimated replicate-specific variabilities (<0.01). Fur-
thermore, from our simulation studies in this chapter, scenarios with low between-
replicate variability with or without a replicate-specific RE resulted in cluster la-
bels with similar accuracy. Therefore, to simplify the model, the 3 replicates at each
time point are averaged so that there are 10 gene expression measurements defin-
ing each temporal curve. See Appendix A.1 for more details on how the expression
measurements were obtained.
4.3.2 Modified Initialization of Entropy Penalized EM Algorithm






ti + b0ik + b1ikxti + b2ikx
2
ti + εtik (4.5)
An underlying model specified by (4.5) is used in the I-EPEM clustering algo-
rithm defined by a fourth order FE polynomial and a second order gene-specific
RE polynomial. βk=(β0k,β1k,...,β4k)’ are the kth cluster FE polynomial coefficients;
xti is t-th time-point for the i-th temporal gene-expression profile (note that i=1, . . .,
21,187×3); bik=(b0ik,b1ik,b2ik)′ ∼ N(0, Gk) is the gene-specific RE where Gk ∈ R(3×3);
εtik ∼ N(0, σ2k) is the measurement error (within-replicate variability). Assume bik
and εtik are mutually independent and each cluster is allowed to have a different
mean vector and covariance matrix. The 21,187×3 temporal gene expression pro-
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files were pre-grouped into 54 = 3,125 initial clusters.
4.3.3 Pairwise comparisons for strain
Cross-tabulations of the cluster results for genes from each strain were obtained
for each strain pair (AJ versus B6, AJ versus C3H, and B6 versus C3H). Genes in
clusters on the diagonal of the cross-tabulation (i.e. cluster 1 for AJ and cluster 1 for
B6) represent those that were grouped into the same cluster across strain. Genes
off the diagonal represent those that were grouped into a different cluster across
strain (i.e. cluster 1 for AJ and cluster 2 for B6). Off diagonal gene groups were
separated into six types of trends: (1) both strains with no temporal trend, (2) no
temporal trend versus an initial increasing temporal trend, (3) no temporal trend
versus an initial decreasing temporal trend, (4) both initial increasing temporal
trends grouped into different clusters, (5) both initial decreasing temporal trends
grouped into different clusters, (6) one initial increasing and one initial decreasing
temporal trend (6) both with no temporal trend. Only groups with at least 100
genes will be considered for practicality in pathway or functional analyses of the
gene-sets.
Pairwise comparisons for types (4) and (5) are conducted to determine if any
vertical (magnitude of maximum expression) or horizontal (time of maximum ex-
pression) shifts occurred, despite similar overall increasing or decreasing patterns.
Genes in groups (1), (2), (3) and (6) are not compared in this way as the nature
of the difference in the curves does not lend to such a comparison. Given that
these groups of genes were grouped into completely different clusters with differ-
ent patterns (i.e. increasing versus decreasing), we assume that strain differences
exist and are detected by the clustering algorithm itself.
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Figure 4.2: Features of the temporal gene-expression curve to be
compared between strains.
4.3.3.1 Comparison of features of the temporal gene-expression curves between strain
For genes in groups (4) and (5), both with an overall increasing or decreasing trend,
pairwise comparisons of specific features of the temporal expression curves will be
conducted. These genes differ by the magnitude or rate of increase/decrease in ex-
pression values across strain. The features we consider are maximum and time to
maximum expression (for group (4)), minimum and time to minimum expression
(for group (5)), and area under the curve (AUC), which is depicted in Figure 4.2.
Maximum and Minimum expression
Minimum (Min) and maximum (Max) observed gene expression values were used
to determine genes with different magnitudes of expression. The magnitude of
expression can be biologically related to the impact of certain signal transduction
pathways (Brivanlou & Darnell, 2002) (Ghandhi et al., 2011). Within each group
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of genes, the maximum and minimum expression was determined for each gene
and strain (ignoring day 0 and 35). Day 0 and 35 were ignored because we were
interested in determining vertical shifts in local minimum or maximum (Figure
4.2) between the two curves. A one-sample t-test of the differences between strain
was conducted and mean of the differences (95% confidence intervals) are reported
to determine if a significant vertical shift of the temporal curve occurred.
AUC
The area under the curve (AUC) can reflect the total expression seen over the frac-
ture healing process. AUC was determined by using the trapezoidal rule (4.6),where
ti corresponds to the i-th time point and yi corresponds to the i-th expression mea-
surement for a particular curve. As gene-expression measurements can be positive
or negative, the values were shifted by the minimum value so that all measure-
ments are greater than zero. The AUC is calculated for each gene and strain. The
mean of the differences (95% confidence interval) between two strains are reported




(ti+1 − ti)(yi+1 + yi) (4.6)
Time of maximum and minimum expression
Time to minimum and maximum expression reflect the dynamics of individual
gene expression and in many cases where common patterns are observed indicate
coordinate control of transcription rates of a group of genes by a common tran-
scription factor (Pedraza & Paulsson, 2007) (Singh & Dennehy, 2014) (Rowicka
et al., 2007). The time of maximum or minimum observed expression for a given
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gene was defined as the time (ignoring day 0 and 35), of the maximum or mini-
mum observed expression within the healing process (Figure 4.2), respectively. A
Wilcoxon signed rank test (WSR) to compare distributions of time at max or min
between the two strains are used to determine if a significant horizontal shift has
occurred. The WSR tests the null hypothesis that the difference between the pairs
follows a symmetric distribution around zero versus the alternative that difference
between the pairs does not follow a symmetric distribution around zero. As the
WSR test ignores zero differences in the calculation of the test statistic, to obtain
a better understanding of the distribution of differences, the percent of negative,
positive and no difference are also obtained. Summaries for the median of the dif-
ferences and the interquartile range ignoring zero differences are also reported.
All p-values are adjusted for multiple correction using Bonferroni correction (455
tests). Significance is assessed at an adjusted α level of 1.1× 10−4.
4.3.4 Enriched KEGG pathways for a set of genes
KEGG pathways (Kyoto Encyclopedia of Genes and Genomes (KEGG) Pathways;
http://www.genome.jp/kegg/pathway.html) consist of manually drawn pathway
maps that represent current knowledge on molecular interaction and reaction net-
works, for a large selection of organisms (including mice). It consists of infor-
mation on pathways associated with metabolism, genetic information processing,
environmental information processing and cellular processes. A gene-enrichment
analysis was conducted to illustrate how the results of the cluster analysis could be
used. KEGG pathways are determined where a set of genes are overrepresented,
compared to a randomly sampled set of genes using a hypergeometric test with
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Table 4.2: Simulation results averaged over 1000 iterations for EPEM
or I-EPEM clustering algorithms assuming two different underlying
mixed effects models (p=2, q=2 with or without a replicate-specific
RE). The number of clusters (K) is reported along with overall and
cluster-specific misclassification error (MCE). 1000 genes, 4 repli-
cates, assuming 6 true clusters of genes.
EPEM I-EPEM
Model Error1 K (SD) MCE (SD), % K (SD) MCE (SD), %
Rep RE σ2=0.01, τ 2=0.01 6.1 ( 0.4) 0.54 ( 1.91) 6.0 ( 0.1) 0.04 ( 0.47)
σ2=0.01, τ 2=0.1 6.2 ( 0.5) 0.92 ( 2.42) 6.0 ( 0.2) 0.15 ( 1.18)
σ2=0.01, τ 2=0.4 5.9 ( 0.3) 0.86 ( 3.17) 5.9 ( 0.3) 0.95 ( 3.31)
σ2=0.1, τ 2=0.01 6.0 ( 0.1) 0.13 ( 1.31) 6.0 ( 0.1) 0.05 ( 0.71)
σ2=0.1, τ 2=0.1 6.1 ( 0.3) 0.43 ( 1.63) 6.0 ( 0.1) 0.08 ( 0.53)
σ2=0.1, τ 2=0.4 6.2 ( 0.6) 1.43 ( 3.08) 6.0 ( 0.2) 0.34 ( 1.48)
σ2=0.4, τ 2=0.01 5.1 ( 0.4) 11.26 ( 4.49) 5.3 ( 0.5) 9.55 ( 6.16)
σ2=0.4, τ 2=0.1 5.1 ( 0.4) 11.86 ( 4.21) 5.2 ( 0.5) 10.74 ( 5.23)
σ2=0.4, τ 2=0.4 5.4 ( 0.6) 9.76 ( 5.03) 5.2 ( 0.5) 10.96 ( 4.53)
No Rep RE σ2=0.01, τ 2=0.01 6.0 ( 0.2) 0.13 ( 1.22) 6.0 ( 0.1) 0.16 ( 1.39)
σ2=0.01, τ 2=0.1 6.1 ( 0.3) 0.66 ( 2.78) 6.0 ( 0.3) 0.65 ( 2.85)
σ2=0.01, τ 2=0.4 6.1 ( 0.2) 0.54 ( 2.28) 6.1 ( 0.3) 0.82 ( 3.12)
σ2=0.1, τ 2=0.01 6.0 ( 0.2) 0.60 ( 2.75) 6.0 ( 0.1) 0.19 ( 1.58)
σ2=0.1, τ 2=0.1 5.9 ( 0.4) 1.72 ( 4.46) 6.0 ( 0.2) 0.26 ( 1.76)
σ2=0.1, τ 2=0.4 5.7 ( 0.5) 4.74 ( 6.18) 5.9 ( 0.4) 2.19 ( 4.86)
σ2=0.4, τ 2=0.01 5.3 ( 0.6) 9.27 ( 6.59) 5.3 ( 0.6) 9.49 ( 6.45)
σ2=0.4, τ 2=0.1 5.1 ( 0.5) 11.20 ( 5.93) 5.2 ( 0.5) 10.80 ( 5.56)
σ2=0.4, τ 2=0.4 5.0 ( 0.5) 13.15 ( 5.14) 5.0 ( 0.3) 12.65 ( 3.62)
Rep: Replicate; RE: Random Effect; EPEM: Entropy penalized EM Algorithm; I-
EPEM: Modified Initialization EPEM
the R package KEGGPROFILE() (Zhao et al., 2015). Pathways with p-values <0.05
are reported along with the number of genes associated with it.
4.4 RESULTS
4.4.1 Simulation study of correlated data using I-EPEM and EPEM
Using the original EPEM algorithm (Table 4.2), the clustering algorithm was able to
accurately separate the data into the 6 clusters for data with low or high variability
(σ2k=0.01 or 0.10) using a mixed effects model accounting or ignoring the replicate-
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specific variability (overall MCE <1.5% for 6 true clusters). As expected, when
the within-replicate variability the error is very high (σ2k=0.4), the clustering does
not perform as well with a high overall MCE (>9% for 6 true clusters) and around
5 predicted clusters. The clustering algorithm combined the data from the two
strains with a small horizontal shift. Similar results are seen using the I-EPEM
algorithm.
4.4.2 Overall cluster patterns
From Figure 4.3, the set of genes across all strains were grouped into 18 differ-
ent clusters. The clusters were ordered by overall pattern. Clusters 1 through 6
showed an initial increase in expression. Clusters 7 and 8 showed a flat pattern
with no visual change in expression over time, which can also be evidenced by
small estimates of predicted β coefficients (Supplementary Table B.8). Clusters 8
through 18 showed an initial decrease in expression. Additionally, from Figure B.1,
the temporal curves from Figure 4.3 are plotted by strain. Each set of 18 clusters
for each strain consist of the same 21,187 genes. We see that almost no temporal
gene expression profile originating from B6 or C3H was clustered into cluster 2.
Genes grouped into clusters 1-6 were considered increasing, genes grouped into
clusters 9-18 were considered decreasing, and genes grouped into clusters 7 and 8
were considered flat (no temporal trend).
4.4.3 AJ versus B6 comparison
Table 4.3 is a cross-tabulation of the cluster labels for temporal gene-expression
profiles belonging to strain AJ versus B6. The gray on-diagonal entries correspond
to genes that were grouped into the same cluster. For instance, 176 genes had
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Figure 4.3: Overall cluster results from a modified initialization en-
tropy penalized EM algorithm with 63,561 temporal gene-expression
curves across the three strains (AJ, B6 and C3H). α corresponds to the
proportion of genes in that particular cluster. (C: cluster)
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Table 4.3: Cross-tabulation of AJ versus B6 cluster labels. The shaded
cells on-diagonal correspond to genes that were grouped into the







1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 3 0 3 12 7 0 0 2 0 0 0 0 0 0 0 0 0 0
2 534 1 9 65 27 1 1 0 0 0 0 0 0 0 0 0 0 0
3 256 0 176 29 270 82 64 5 3 6 0 0 0 0 0 0 0 0
4 385 1 9 353 302 3 23 2 0 2 0 0 0 0 0 0 0 0
5 74 0 41 205 1008 38 266 55 20 36 1 6 4 0 0 0 0 0
6 14 0 55 6 177 283 155 26 93 109 1 2 23 0 0 0 0 0
7 0 0 3 5 308 92 521 167 93 227 4 67 30 5 1 1 0 4
8 5 0 6 4 232 37 482 101 103 204 2 28 54 2 6 2 1 0
9 0 0 4 1 42 117 307 170 316 491 19 31 234 6 12 23 0 8
10 0 0 5 0 157 207 1355 510 1150 1734 118 254 459 48 134 36 9 49
11 0 0 0 0 2 3 17 11 34 164 48 49 423 40 114 88 21 270
12 0 0 0 0 2 0 40 5 6 58 3 87 30 24 4 3 2 9
13 0 0 0 0 0 0 29 19 28 95 20 17 39 12 24 2 2 8
14 0 0 0 0 0 0 8 0 7 43 16 102 27 248 46 7 14 94
15 0 0 0 0 1 0 14 1 10 97 42 21 56 24 107 33 30 95
16 0 0 0 0 1 0 5 3 28 82 27 13 35 23 70 11 13 29
17 0 0 0 0 0 0 1 1 5 21 28 7 54 70 245 35 336 822
18 0 0 0 0 0 0 1 0 0 9 6 2 3 10 15 0 19 25
the same pattern for AJ and B6 and were grouped into the same cluster (cluster
3). Alternatively, off-diagonal entries correspond to genes that were grouped into
different clusters. For example, 109 genes that showed an increasing trend for AJ
mice (cluster 6) were clustered into a different cluster with a decreasing trend for
B6 mice (Cluster 10). In fact, there were 4 groups of genes (Supplementary Figure
B.2) that were found such that one strain showed an initial increase of expression
compared to the other strain with an initial decrease in expression. Additionally,
there were 4 and 7 groups of genes where one strain showed an initial increase
or decrease in expression compared to a relatively flat trend in the other strain
(Supplementary Figure B.3 and B.4, respectively).
Seven groups of genes were found to be clustered into different clusters both
with an overall initial increasing trend. Figure 4.4 plots the mean expression (±sd)
for each strain at each time point for all genes in that group. Table 4.4 summa-
rizes the differences in features between AJ and B6 strain grouped by the type
of observed difference. After adjusting for multiple comparisons, no significant
strain-specific differences in maximum expression or time to maximum expression
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Figure 4.4: Strain-specific mean (SD) time-curve over all genes that
were clustered into two different clusters across strain AJ and B6,
where both clusters showed an initial increasing trend.
Table 4.4: Summary of features (area under the curve (AUC), maxi-
mum expression (Exp), and time at maximum Exp) comparing strain
differences (B6-AJ) in temporal gene expression curves clustered into
groups with an initial increasing trend.
Continuous Features Ordinal Features
Cluster Mean of Sign of Diff Median of
Type AJ/B6 N Genes Parameter B6-AJ (95% CI) Parameter Negative Zero Positive B6-AJ (IQR)
No horizontal shift 5/4 205 Max Exp 0.14 ( 0.21, 0.06) Time at Max Exp 23% 60% 21% -2 ( -4, 3)
No vertical shift AUC 0.31 ( 1.91,-1.29) Time at Max+Min Exp . 13% .
No horizontal shift 3/5 270 Max Exp -0.69 (-0.61,-0.76)* Time at Max Exp 30% 49% 16% -3 ( -7, 3)
Vertical shift AUC -26.6 (-24.8,-28.5)* Time at Max+Min Exp . 26% .
4/5 302 Max Exp -0.49 (-0.41,-0.56)* Time at Max Exp 27% 56% 21% -2 ( -4, 3)
AUC -17.4 (-15.7,-19.2)* Time at Max+Min Exp . 23% .
4/1 385 Max Exp -0.26 (-0.22,-0.31)* Time at Max Exp 20% 66% 12% -3 ( -4, 3)
AUC -18.6 (-17.5,-19.7)* Time at Max+Min Exp . 24% .
2/1 534 Max Exp -0.17 (-0.15,-0.20)* Time at Max Exp 11% 76% 17% 3 ( -3, 3)
AUC -16.0 (-15.3,-16.6)* Time at Max+Min Exp . 45% .
Horizontal shift 6/5 177 Max Exp -0.54 (-0.40,-0.68)* Time at Max Exp 53% 31% 20% -6 ( -8, -3)*
Vertical shift AUC -21.8 (-18.2,-25.4)* Time at Max+Min Exp . 11% .
3/1 256 Max Exp -0.29 (-0.24,-0.34)* Time at Max Exp 21% 66% 13% -4 ( -7, 3)*
AUC -20.6 (-19.2,-22.0)* Time at Max+Min Exp . 40% .
1Median (IQR) represents the median ignoring zero-differences.
*p-value < 1.1×10−4 (Bonferroni adjustment for 595 total tests conducted). Differences in continuous and ordinal features are tested with a one-sample t-test and
wilcoxon signed rank test, respectively.
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among genes in AJ/B6 cluster 5/4. Similarly, no significant differences in time to
maximum expression was observed in AJ/B6 cluster 3/5, 4/5, 4/1 and 2/1 (more
than 49% with zero-difference). However, AJ mice had a significantly higher max-
imum expression compared to B6 mice, with 3/5 and 2/1 showing the largest and
the smallest increase in maximum expression, respectively. Lastly, AJ/B6 clusters
6/5 and 3/1 showed a significant horizontal and vertical time to maximum expres-
sion and maximum expression for AJ mice, respectively. AJ mice had a longer time
to maximum, but with a higher magnitude of maximum expression compared to
B6. The AUC was all significantly different between strains for all groups except
for 5/4.
Figure 4.5: Strain-specific mean (SD) time-curve over all genes that
were clustered into two different clusters across strain AJ and B6,
where both clusters showed an initial decreasing trend.
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Table 4.5: Summary of features (area under the curve (AUC), mini-
mum expression (Exp), and time at minimum Exp) comparing strain
differences (B6-AJ) in temporal gene expression curves clustered into
groups with an initial decreasing trend.
Continuous Features Ordinal Features
Cluster Mean of Sign of Diff Median of
Type AJ/B6 N Genes Parameter B6-AJ (95% CI) Parameter Negative Zero Positive B6-AJ (IQR)
No horizontal shift 10/9 1150 Min Exp 0.87 ( 0.90, 0.83)* Time at Min Exp 38% 20% 42% 2 ( -5, 7)
Vertical shift AUC 23.93 (24.90,22.96)* Time at Max+Min Exp . 4% .
10/11 118 Min Exp 0.65 ( 0.76, 0.54)* Time at Min Exp 50% 18% 32% -3 ( -7, 2)
AUC 24.10 (27.68,20.51)* Time at Max+Min Exp . 7% .
10/15 134 Min Exp 0.54 ( 0.64, 0.44)* Time at Min Exp 46% 25% 28% -3 ( -4, 3)
AUC 37.21 (40.70,33.72)* Time at Max+Min Exp . 5% .
10/12 254 Min Exp 0.52 ( 0.62, 0.42)* Time at Min Exp 37% 22% 41% 2 ( -4, 7)
AUC 22.18 (25.26,19.11)* Time at Max+Min Exp . 4% .
14/12 102 Min Exp 0.47 ( 0.60, 0.34)* Time at Min Exp 33% 48% 19% -3 ( -7, 4)
AUC 17.57 (21.37,13.77)* Time at Max+Min Exp . 31% .
10/13 459 Min Exp -0.39 (-0.32,-0.46)* Time at Min Exp 42% 30% 27% -3 ( -7, 4)
AUC 2.79 ( 4.73, 0.84) Time at Max+Min Exp . 4% .
11/10 164 Min Exp -0.54 (-0.42,-0.66)* Time at Min Exp 29% 36% 35% 2 ( -3, 5)
AUC -23.2 (-20.1,-26.3)* Time at Max+Min Exp . 10% .
11/18 270 Min Exp -0.78 (-0.73,-0.84)* Time at Min Exp 39% 37% 24% -3 ( -4, 4)
AUC -8.49 (-7.01,-9.97)* Time at Max+Min Exp . 3% .
Horizontal shift 11/15 114 Min Exp -0.11 (-0.03,-0.20) Time at Min Exp 44% 38% 18% -3 ( -4, 2)*
No vertical shift AUC 9.88 (12.68, 7.08)* Time at Max+Min Exp . 11% .
Horizontal shift 17/15 245 Min Exp 0.12 ( 0.17, 0.07)* Time at Min Exp 48% 46% 6% -4 ( -4, -3)*
Vertical Shift AUC 11.16 (12.58, 9.75)* Time at Max+Min Exp . 18% .
9/10 491 Min Exp -0.32 (-0.24,-0.39)* Time at Min Exp 24% 23% 53% 3 ( -2, 9)*
AUC -17.9 (-16.1,-19.7)* Time at Max+Min Exp . 4% .
17/18 822 Min Exp -0.35 (-0.32,-0.37)* Time at Min Exp 37% 54% 9% -3 ( -4, -3)*
AUC -0.42 ( 0.18,-1.02) Time at Max+Min Exp . 9% .
9/13 234 Min Exp -0.91 (-0.81,-1.01)* Time at Min Exp 36% 42% 21% -4 (-18, 4)*
AUC -17.2 (-14.8,-19.5)* Time at Max+Min Exp . 4% .
11/13 423 Min Exp -0.93 (-0.88,-0.99)* Time at Min Exp 43% 41% 17% -3 ( -4, 2)*
AUC -12.5 (-11.1,-13.9)* Time at Max+Min Exp . 5% .
1Median (IQR) represents the median ignoring zero-differences.
*p-value < 1.1×10−4 (Bonferroni adjustment for 455 total tests conducted); Differences in continuous and ordinal features are tested with a one-sample t-test and
Wilcoxon signed rank test, respectively.
Fourteen groups of genes were found to be clustered into different clusters,
both with an overall initial decreasing trend (Figure 4.5). Table 4.5 summarizes
comparisons between minimum and time to minimum expression. No significant
differences in time to minimum expression were observed in AJ/B6 cluster 10/9,
10/11, 10/15, 10/12, 14/12, 10/13, 11/10, and 11/18, but a significant difference
in the magnitude of minimum expression was observed.
AJ mice had a lower magnitude of minimum expression than B6 mice for genes
in 10/9, 10/11, 10/15, 10/12, and 14/12, Conversely, B6 mice had a lower magni-
tude of minimum expression than AJ mice for genes in 10/13, 11/10, and 11/18.
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Genes in 11/15 showed a significant horizontal shift to an later time at minimum
in AJ mice versus B6 mice, but no differences in the magnitude of minimum ex-
pression was observed. Finally, genes in 17/15, 9/10, 17/18, 9/13 and 11/13 all
showed significant horizontal and vertical shifts. All but 9/10 showed B6 hav-
ing a shorter time to minimum expression. All groups except for 17/18 showed
significant differences in AUC between strains.
Enriched KEGG pathways for genes that showed longer time to maximum or
minimum expression for AJ mice are listed in Supplementary Table B.9 and B.10,
respectively.
4.4.4 AJ versus C3H comparison
We can conduct similar comparisons between AJ and C3H. Table 4.6 is a cross-
tabulation of the cluster labels for temporal gene-expression profiles belonging to
strain AJ versus C3H. There were 3 groups of genes (Supplementary Figure B.5)
that were found such that one strain showed an initial increase of expression com-
pared to the other strain with an initial decrease in expression. Additionally, there
were 4 and 7 groups of genes where one strain showed an initial increase or de-
crease in expression compared to a relatively flat trend in the other strain (Supple-
mentary Figure B.6 and B.7, respectively).
Eight groups of genes were found to be clustered into different clusters both
with an overall initial increasing trend (Figure 4.6). Table 4.7 summarizes the dif-
ferences in features between AJ and C3H strain grouped by type of difference. No
significant strain-specific differences in maximum expression or time to maximum
expression among genes in AJ/C3H cluster 2/3.
Similarly, no significant differences in maximum expression was observed in
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Table 4.6: Cross-tabulation of AJ versus C3H cluster labels. The
shaded cells on-diagonal correspond to genes that were grouped into







1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 1 0 4 17 5 0 0 0 0 0 0 0 0 0 0 0 0 0
2 7 1 109 493 25 2 1 0 0 0 0 0 0 0 0 0 0 0
3 12 1 430 128 156 145 9 3 4 2 0 1 0 0 0 0 0 0
4 20 1 66 619 347 19 3 5 0 0 0 0 0 0 0 0 0 0
5 8 0 34 183 1000 58 325 112 12 16 1 5 0 0 0 0 0 0
6 0 0 81 10 156 413 83 65 106 26 2 2 0 0 0 0 0 0
7 1 0 2 2 236 33 554 417 58 172 2 32 16 1 1 1 0 0
8 0 0 2 5 191 40 292 400 105 204 4 23 3 0 0 0 0 0
9 0 0 4 1 62 102 153 488 405 475 46 24 9 3 2 7 0 0
10 0 0 1 0 106 35 506 2278 384 2407 88 156 ## 62 26 40 7 26
11 0 0 1 0 0 0 14 35 117 409 120 46 49 119 19 267 17 71
12 0 0 0 0 1 0 25 8 1 84 2 64 34 33 3 2 0 16
13 0 0 0 0 1 0 17 33 4 150 13 11 24 14 4 12 2 10
14 0 0 0 0 0 0 3 1 1 41 2 32 43 78 2 35 2 372
15 0 0 0 0 0 0 3 4 1 135 30 23 36 101 25 104 15 54
16 0 0 0 0 0 1 0 23 10 141 31 6 8 21 17 28 7 47
17 0 0 0 0 0 0 0 0 1 71 10 12 30 133 14 724 28 602
18 0 0 0 0 0 1 0 0 0 16 3 1 1 9 2 15 8 34
AJ/C3H cluster 3/5, 6/5, 5/4, 3/4, 2/4, 3/6. However, AJ mice has a significantly
longer time to maximum expression than C3H mice in all groups except for 3/6
(where genes from C3H showed a longer time to maximum expression). Lastly,
AJ/C3H cluster 4/5 showed a significant horizontal and vertical time to maximum
expression and maximum expression, resulting in an earlier time to maximum
with a higher magnitude of maximum expression. The AUC was significantly
different between strains for 2/3, 6/5 and 2/4.
Seventeen groups of genes were found to be clustered into different clusters,
both with an overall initial decreasing trend (Figure 4.7). Similar to before, Table
4.8 summarizes comparisons between minimum and time to minimum expression.
No significant differences in time to minimum expression were observed in AJ/B6
cluster 11/10, 15/16, 11/14, 17/14,10/13, 15/10, 14/18, 13/10, and 16/10, but
a significant difference in the magnitude of minimum expression was observed.
Of these sets, all except for 13/10 and 16/10, C3H mice had a lower magnitude
of minimum expression than AJ mice for genes. Genes in 15/14, 10/12, and 10/9
showed a significant horizontal shift for time to minimum, but no differences in the
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Figure 4.6: Strain-specific mean (SD) time-curve over all genes that
were clustered into two different clusters across strain AJ and C3H,
where both clusters showed an initial increasing trend
Table 4.7: Summary of features (area under the curve (AUC), maxi-
mum expression (Exp), and time at maximum Exp) comparing strain
differences (C3H-AJ) in temporal gene expression curves clustered
into groups with an initial increasing trend.
Continuous Features Ordinal Features
Cluster Mean of Sign of Diff Median of
Type AJ/C3H N Genes Parameter C3H-AJ (95% CI) Parameter Negative Zero Positive C3H-AJ (IQR)
No horizontal shift 2/3 109 Max Exp 0.05 ( 0.01, 0.09) Time at Max Exp 19% 52% 28% 3 ( -3, 7)
No vertical shift AUC 4.66 ( 3.20, 6.13)* Time at Max+Min Exp . 34% .
Horizontal shift 3/5 156 Max Exp 0.06 (-0.04, 0.17) Time at Max Exp 72% 18% 10% -7 (-11, -2)*
No vertical shift AUC -2.39 (-4.97, 0.20) Time at Max+Min Exp . 8% .
6/5 156 Max Exp -0.04 (-0.16, 0.08) Time at Max Exp 71% 20% 9% -5 (-11, -3)*
AUC -7.70 (-11.1,-4.33)* Time at Max+Min Exp . 5% .
5/4 183 Max Exp -0.01 (-0.11, 0.08) Time at Max Exp 53% 42% 5% -2 ( -3, -2)*
AUC 1.27 (-0.44, 2.97) Time at Max+Min Exp . 22% .
3/4 128 Max Exp -0.06 (-0.13, 0.01) Time at Max Exp 50% 41% 9% -4 ( -5, -2)*
AUC -0.93 (-2.61, 0.74) Time at Max+Min Exp . 16% .
2/4 493 Max Exp 0.01 (-0.01, 0.02) Time at Max Exp 50% 46% 4% -2 ( -4, -2)*
AUC 1.56 ( 1.05, 2.07)* Time at Max+Min Exp . 25% .
3/6 145 Max Exp -0.06 (-0.15, 0.03) Time at Max Exp 12% 47% 41% 4 ( 3, 4)*
AUC 0.48 (-2.34, 3.29) Time at Max+Min Exp . 23% .
Horizontal shift 4/5 347 Max Exp 0.33 ( 0.27, 0.40)* Time at Max Exp 68% 27% 5% -4 ( -4, -2)*
Vertical shift AUC 0.30 (-0.99, 1.58) Time at Max+Min Exp . 11% .
1Median (IQR) represents the median ignoring zero-differences.
*p-value < 1.1×10−4 (Bonferroni adjustment for 595 total tests conducted). Differences in continuous and ordinal features are tested with a one-sample t-test and
wilcoxon signed rank test, respectively.
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magnitude of minimum expression was observed. Finally, genes in 11/9, 11/16,
17/16, 17/18, and 9/10 all showed significant horizontal and vertical shifts. All
groups except for 13/10 showed significant differences in AUC between strains.
Figure 4.7: Strain-specific mean (SD) time-curve over all genes that
were clustered into two different clusters across strain AJ and C3H,
where both clusters showed an initial decreasing trend
Enriched KEGG pathways for genes that showed longer time to maximum or
minimum expression for AJ mice are listed in Supplementary Table B.11 and B.12,
respectively.
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Table 4.8: Summary of features (area under the curve (AUC), mini-
mum expression (Exp), and time at minimum Exp) comparing strain
differences (C3H-AJ) in temporal gene expression curves clustered
into groups with an initial decreasing trend.
Continuous Features Ordinal Features
Cluster Mean of Sign of Diff Median of
Type AJ/C3H N Genes Parameter C3H-AJ (95% CI) Parameter Negative Zero Positive C3H-AJ (IQR)
No horizontal shift 11/10 409 Min Exp -0.72 (-0.78,-0.66)* Time at Min Exp 44% 28% 29% -2 ( -4, 4)
Vertical Shift AUC -24.4 (-25.8,-23.0)* Time at Max+Min Exp . 12% .
15/16 104 Min Exp -0.48 (-0.56,-0.40)* Time at Min Exp 49% 30% 21% -2 ( -4, 2)
AUC -22.1 (-23.8,-20.3)* Time at Max+Min Exp . 19% .
11/14 119 Min Exp -0.40 (-0.48,-0.33)* Time at Min Exp 37% 23% 40% 2 ( -3, 4)
AUC -7.65 (-9.88,-5.42)* Time at Max+Min Exp . 4% .
17/14 133 Min Exp -0.30 (-0.35,-0.24)* Time at Min Exp 38% 44% 17% -3 ( -3, 3)
AUC -12.7 (-14.3,-11.2)* Time at Max+Min Exp . 19% .
10/13 103 Min Exp -0.30 (-0.42,-0.17)* Time at Min Exp 40% 43% 17% -3 ( -4, 3)
AUC 7.97 ( 4.99,10.95)* Time at Max+Min Exp . 20% .
15/10 135 Min Exp -0.24 (-0.33,-0.15)* Time at Min Exp 34% 28% 38% 2 ( -4, 7)
AUC -20.6 (-23.1,-18.0)* Time at Max+Min Exp . 13% .
14/18 372 Min Exp -0.22 (-0.25,-0.19)* Time at Min Exp 31% 52% 17% -3 ( -4, 3)
AUC 4.30 ( 3.39, 5.21)* Time at Max+Min Exp . 36% .
13/10 150 Min Exp 0.49 ( 0.38, 0.61)* Time at Min Exp 29% 33% 37% 3 ( -4, 11)
AUC -2.95 (-5.93, 0.02) Time at Max+Min Exp . 11% .
16/10 141 Min Exp 0.68 ( 0.60, 0.75)* Time at Min Exp 49% 21% 30% -2 ( -4, 5)
AUC 8.95 ( 7.31,10.58)* Time at Max+Min Exp . 9% .
Horizontal shift 15/14 101 Min Exp -0.18 (-0.27,-0.09) Time at Min Exp 19% 33% 49% 4 ( -3, 7)*
No Vertical Shift AUC -13.2 (-15.9,-10.5)* Time at Max+Min Exp . 18% .
10/12 156 Min Exp 0.16 ( 0.04, 0.28) Time at Min Exp 21% 28% 51% 4 ( -3, 8)*
AUC 10.34 ( 6.94,13.75)* Time at Max+Min Exp . 8% .
10/9 384 Min Exp -0.05 (-0.16, 0.06) Time at Min Exp 55% 22% 22% -2 ( -7, 2)*
AUC 9.12 ( 6.87,11.37)* Time at Max+Min Exp . 4% .
Horizontal shift 11/9 117 Min Exp -1.24 (-1.39,-1.09)* Time at Min Exp 51% 40% 9% -4 ( -4, -2)*
Vertical shift AUC -16.7 (-19.4,-14.1)* Time at Max+Min Exp . 23% .
11/16 267 Min Exp -0.97 (-1.03,-0.92)* Time at Min Exp 59% 27% 14% -3 ( -5, -2)*
AUC -19.3 (-20.5,-18.1)* Time at Max+Min Exp . 15% .
17/16 724 Min Exp -0.73 (-0.76,-0.70)* Time at Min Exp 77% 19% 4% -2 ( -4, -2)*
AUC -20.2 (-20.7,-19.7)* Time at Max+Min Exp . 15% .
17/18 602 Min Exp -0.40 (-0.42,-0.37)* Time at Min Exp 50% 46% 5% -2 ( -3, -2)*
AUC -9.83 (-10.6,-9.11)* Time at Max+Min Exp . 24% .
9/10 475 Min Exp -0.26 (-0.32,-0.20)* Time at Min Exp 31% 21% 49% 2 ( -3, 7)*
AUC -15.6 (-17.1,-14.1)* Time at Max+Min Exp . 4% .
1Median (IQR) represents the median ignoring zero-differences.
*p-value < 1.1×10−4 (Bonferroni adjustment for 595 total tests conducted). Differences in continuous and ordinal features are tested with a one-sample t-test and
wilcoxon signed rank test, respectively.
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Table 4.9: Cross-tabulation of B6 versus C3H cluster labels. The
shaded cells on-diagonal correspond to genes that were grouped into






1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 13 2 273 772 173 21 9 6 0 1 0 1 0 0 0 0 0 0
2 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 4 0 156 16 53 62 8 7 3 2 0 0 0 0 0 0 0 0
4 4 0 11 378 273 2 9 3 0 0 0 0 0 0 0 0 0 0
5 21 1 189 253 1118 139 461 268 36 37 1 12 0 0 0 0 0 0
6 0 0 62 4 111 260 69 214 79 52 8 2 0 0 2 0 0 0
7 4 0 23 30 338 157 621 1236 144 620 6 77 17 12 0 1 0 3
8 2 0 4 3 89 21 183 456 64 238 6 9 1 0 2 0 0 0
9 0 0 3 0 36 79 148 727 209 615 26 18 8 9 2 10 0 6
10 0 0 13 1 77 89 268 798 365 1418 64 90 59 44 37 21 5 29
11 0 0 0 0 0 0 9 20 18 141 28 9 24 31 9 23 6 17
12 0 0 0 0 4 0 104 36 9 206 4 100 59 70 6 12 1 75
13 0 0 0 0 13 18 77 78 240 556 107 70 57 99 7 105 6 38
14 0 0 0 0 1 1 7 4 4 48 4 14 44 49 11 20 3 302
15 0 0 0 0 0 0 12 13 8 216 32 17 28 89 16 231 13 103
16 0 0 0 0 0 0 1 4 26 57 27 6 14 7 9 56 11 23
17 0 0 0 0 0 0 1 0 1 31 6 2 11 29 3 179 8 176
18 0 0 0 0 0 0 1 2 3 111 35 11 34 135 11 577 33 460
4.4.5 B6 versus C3H comparison
Table 4.9 is a cross-tabulation of the cluster labels for temporal gene-expression
profiles belonging to strain B6 versus C3H. There were no groups of genes of sub-
stantial size (N>100) that were found such that one strain showed an initial in-
crease of expression compared to the other strain with an initial decrease in expres-
sion. Additionally, there were 5 and 8 groups of genes where one strain showed
an initial increase or decrease in expression compared to a relatively flat trend in
the other strain (Supplementary Figure B.8 and B.9, respectively). Eight groups of
genes were found to be clustered into different clusters both with an overall initial
increasing trend (Figure 4.8). Table 4.10 summarizes the differences in features be-
tween B6 and C3H strain grouped by type of difference. No significant differences
in maximum expression was observed in B6/C3H cluster 6/5. However, B6 mice
had a significantly earlier time to maximum expression than C3H mice. Significant
differences in the magnitude of maximum expression for clusters 5/3 and 1/3 are
observed (C3H showed a higher magnitude of maximum expression), however,
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Figure 4.8: Strain-specific mean (SD) time-curve over all genes that
were clustered into two different clusters across strain B6 and C3H,
where both clusters showed an initial increasing trend.
Table 4.10: Summary of features (area under the curve (AUC), maxi-
mum expression (Exp), and time at maximum Exp) comparing strain
differences (C3H-B6) in temporal gene expression curves clustered
into groups with an initial increasing trend.
Continuous Features Ordinal Features
Cluster Mean of Sign of Diff Median of
Type B6/C3H N Genes Parameter C3H-B6 (95% CI) Parameter - 0 + C3H-B6 (IQR)
Horizontal shift 6/5 111 Max Exp -0.11 (-0.27, 0.04) Time at Max Exp 68% 19% 14% -5 ( -9, -2)*
No vertical shift AUC -7.78 (-12.3,-3.21) Time at Max+Min Exp . 7% .
No horizontal shift 5/3 189 Max Exp 0.71 ( 0.64, 0.79)* Time at Max Exp 28% 38% 34% 3 ( -4, 4)
Vertical shift AUC 25.26 (23.25,27.27)* Time at Max+Min Exp . 19% .
1/3 273 Max Exp 0.30 ( 0.26, 0.34)* Time at Max Exp 27% 48% 26% -2 ( -4, 4)
AUC 25.36 (24.09,26.63)* Time at Max+Min Exp . 32% .
Horizontal shift 5/6 139 Max Exp 0.56 ( 0.43, 0.69)* Time at Max Exp 19% 28% 53% 4 ( -2, 7)*
Vertical shift AUC 22.69 (19.31,26.07)* Time at Max+Min Exp . 6% .
1/5 173 Max Exp 0.40 ( 0.32, 0.48)* Time at Max Exp 65% 28% 7% -4 ( -4, -2)*
AUC 23.03 (20.98,25.08)* Time at Max+Min Exp . 15% .
5/4 253 Max Exp 0.39 ( 0.32, 0.46)* Time at Max Exp 40% 44% 17% -2 ( -3, 2)*
AUC 12.04 (10.23,13.86)* Time at Max+Min Exp . 21% .
4/5 273 Max Exp 0.27 ( 0.20, 0.35)* Time at Max Exp 59% 30% 11% -2 ( -4, -2)*
AUC 5.68 ( 4.05, 7.31)* Time at Max+Min Exp . 14% .
1/4 772 Max Exp 0.17 ( 0.15, 0.19)* Time at Max Exp 48% 43% 9% -2 ( -3, -2)*
AUC 16.68 (16.08,17.28)* Time at Max+Min Exp . 29% .
1Median (IQR) represents the median ignoring zero-differences.
*p-value < 1.1×10−4 (Bonferroni adjustment for 595 total tests conducted). Differences in continuous and ordinal features are tested with a one-sample t-test and
wilcoxon signed rank test, respectively.
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Figure 4.9: Strain-specific mean (SD) time-curve over all genes that
were clustered into two different clusters across strain B6 and C3H,
where both clusters showed an initial decreasing trend.
time to maximum for both strains were not different. Clusters 5/6, 1/5, 5/4, 4/5
and 1/4 showed significant differences in the magnitude and time of maximum
expression, where C3H mice had a higher magnitude of expression. All groups ex-
cept for 5/6 showed an earlier time to maximum for C3H mice. All groups except
for 6/5 showed significant differences in AUC between strains.
Seventeen groups of genes were found to be clustered into different clusters,
both with an overall initial decreasing trend (Figure 4.9). Table 4.11 summarizes
comparisons between minimum and time to minimum expression. No significant
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Table 4.11: Summary of features (area under the curve (AUC), maxi-
mum expression (Exp), and time at maximum Exp) comparing strain
differences (C3H-B6) in temporal gene expression curves clustered
into groups with an initial decreasing trend.
Continuous Features Ordinal Features
Cluster Mean of Sign of Diff Median of
Type B6/C3H N Genes Parameter C3H-B6 (95% CI) Parameter - 0 + C3H-B6 (IQR)
No Horizontal shift 18/10 111 Min Exp 0.01 (-0.09, 0.11) Time at Min Exp 41% 23% 35% -2 ( -4, 3)
No vertical shift AUC -16.1 (-18.7,-13.5)* Time at Max+Min Exp . 5% .
13/16 105 Min Exp -0.07 (-0.15, 0.01) Time at Min Exp 42% 22% 36% -2 ( -4, 2)
AUC -9.50 (-11.7,-7.29)* Time at Max+Min Exp . 6% .
Horizontal shift 10/9 365 Min Exp 0.05 (-0.02, 0.13) Time at Min Exp 58% 25% 17% -4 ( -7, -2)*
No vertical shift AUC 16.12 (14.04,18.20)* Time at Max+Min Exp . 2% .
13/9 240 Min Exp -0.02 (-0.10, 0.06) Time at Min Exp 44% 40% 16% -4 ( -4, 2)*
AUC 3.80 ( 1.98, 5.61)* Time at Max+Min Exp . 2% .
18/14 135 Min Exp 0.06 (-0.01, 0.12) Time at Min Exp 19% 36% 45% 3 ( -2, 7)*
AUC -9.10 (-11.2,-7.04)* Time at Max+Min Exp . 22% .
No horizontal shift 17/16 179 Min Exp -0.72 (-0.77,-0.67)* Time at Min Exp 47% 27% 26% -2 ( -2, 2)
Vertical shift AUC -24.0 (-25.0,-22.9)* Time at Max+Min Exp . 12% .
17/18 176 Min Exp -0.65 (-0.69,-0.60)* Time at Min Exp 28% 61% 11% -2 ( -3, 2)
AUC -20.2 (-21.6,-18.8)* Time at Max+Min Exp . 27% .
12/10 206 Min Exp -0.60 (-0.70,-0.50)* Time at Min Exp 45% 21% 34% -2 ( -7, 4)
AUC -26.8 (-30.0,-23.6)* Time at Max+Min Exp . 8% .
15/16 231 Min Exp -0.56 (-0.60,-0.51)* Time at Min Exp 35% 29% 36% 2 ( -2, 2)
AUC -29.9 (-31.2,-28.5)* Time at Max+Min Exp . 19% .
11/10 141 Min Exp -0.48 (-0.58,-0.39)* Time at Min Exp 45% 20% 35% -2 ( -4, 5)
AUC -22.5 (-25.2,-19.8)* Time at Max+Min Exp . 5% .
15/18 103 Min Exp -0.47 (-0.54,-0.39)* Time at Min Exp 30% 35% 35% 2 ( -2, 3)
AUC -15.3 (-17.7,-13.0)* Time at Max+Min Exp . 20% .
15/10 216 Min Exp -0.46 (-0.52,-0.39)* Time at Min Exp 34% 27% 39% 2 ( -3, 5)
AUC -33.8 (-36.4,-31.2)* Time at Max+Min Exp . 6% .
9/10 615 Min Exp -0.43 (-0.48,-0.38)* Time at Min Exp 39% 15% 46% 2 ( -4, 9)
AUC -16.8 (-18.2,-15.5)* Time at Max+Min Exp . 3% .
14/18 302 Min Exp -0.37 (-0.41,-0.33)* Time at Min Exp 28% 44% 28% -2 ( -3, 3)
AUC -5.54 (-6.78,-4.29)* Time at Max+Min Exp . 42% .
13/10 556 Min Exp 0.10 ( 0.05, 0.15)* Time at Min Exp 43% 21% 36% -2 ( -4, 4)
AUC -10.3 (-11.7,-8.89)* Time at Max+Min Exp . 5% .
13/11 107 Min Exp 0.48 ( 0.37, 0.59)* Time at Min Exp 29% 31% 40% 2 ( -2, 2)
AUC 6.01 ( 3.13, 8.90)* Time at Max+Min Exp . 12% .
Horizontal shift 18/16 577 Min Exp -0.24 (-0.26,-0.21)* Time at Min Exp 59% 19% 22% -2 ( -3, 2)*
Vertical shift AUC -16.1 (-16.8,-15.3)* Time at Max+Min Exp . 6% .
1Median (IQR) represents the median ignoring zero-differences.
*p-value < 1.1×10−4 (Bonferroni adjustment for 595 total tests conducted). Differences in continuous and ordinal features are tested with a one-sample t-test and
wilcoxon signed rank test, respectively.
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differences in the magnitude of minimum or time to minimum expression were
observed in B6/C3H cluster 18/10 and 13/16. A horizontal shift in time to mini-
mum was observed in 10/9, 13/9 and 18/14, but no differences in the magnitude
of minimum expression were seen. Groups 10/9 and 13/9 consist of genes that
showed an earlier time to minimum for C3H. 18/14 showed a longer time to min-
imum for C3H strain. Genes in 17/16, 17/18, 12/10, 15/16, 11/10, 15/18, 15/10,
9/10, 14/18, 13/10 and 13/11 showed genes with a significant difference in mag-
nitude of minimum expression, but not time of minimum expression. In all groups
except for 13/10 and 13/11, B6 had a higher magnitude of minimum expression
compared to C3H strain. Lastly, 18/16 consist of genes with a higher magnitude of
minimum expression for B6 with an earlier time to minimum. All groups showed
significant differences in AUC between strains.
Enriched KEGG pathways for genes that showed longer time to maximum or
minimum expression for B6 mice are listed in Supplementary Table B.13 and B.14,
respectively.
4.4.6 Same pattern over all 3 strains
From these results, we can also determine the genes that did not change clusters
across all three strains, which could consist of genes not affected by genetic varia-
tion during the fracture healing process. Figure 4.10 shows these groups of genes.
There are no visual differences in the temporal profile for the genes within each
panel, suggesting that the clustering algorithm correctly grouped them together.
The types of signal transduction or regulatory pathways associated with these
genes were found by determining defined KEGG pathways found to be statisti-
cally associated with them. (Table 4.12)
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Figure 4.10: Gene expression profiles for genes that were clustered
into the same cluster across all three strains (AJ, B6 and C3H).
Table 4.12: Identified KEGG1 pathways in the genes grouped into
the same cluster across all three strains.
Pathway Name No. Genes
Olfactory transduction 176
Hypertrophic cardiomyopathy (HCM) 26
Arrhythmogenic right ventricular cardiomyopathy (ARVC) 23
Dilated cardiomyopathy (DCM) 25
TGF-beta signaling pathway 24
Lysosome 28
Hippo signaling pathway 33
Proteoglycans in cancer 39
Collecting duct acid secretion 9
Metabolic pathways 172
Melanogenesis 22
Amino sugar and nucleotide sugar metabolism 13
Primary bile acid biosynthesis 6
Adrenergic signaling in cardiomyocytes 29
Synaptic vesicle cycle 15




In this chapter, we applied the modified initialization EPEM clustering algorithm
(I-EPEM) to the bone fracture healing data to determine strain-specific differences
in temporal gene-expression patterns. The I-EPEM algorithm, developed in the
previous chapter, was used to cluster the data by treating expression profiles for
each strain as separate objects to cluster. From simulation studies, we found that if
large enough differences existed between factors, the clustering algorithm would
successfully partition the genes into different clusters. However, when the differ-
ences were small and within-replicate variability was high (σ = 0.4), the clustering
process tended to group them together. The results were what we expected, as the
purpose of any cluster analysis is to group like elements together and different ele-
ments apart, even despite the added correlation introduced to the clustering (mul-
tiple curves for the same gene). However, a more extensive simulation study may
be needed to determine if even higher levels of correlation (i.e. 0.99) or correlation
introduced across all time-points may result in poor performance of I-EPEM.
In the bone fracture-healing data, several distinct temporal gene-expression
patterns were identified for the different strains. Sets of genes were determined
that exhibited different types of strain-specific differences: (1) no temporal trend
for for either strain, (2) no temporal trend versus an initial increasing temporal
trend, (3) no temporal trend versus an initial decreasing temporal trend, (4) both in-
creasing temporal trends grouped into different clusters, (5) both decreasing tem-
poral trends grouped into different clusters, and (6) one increasing and one de-
creasing temporal trend. For types 1, 2, 3, and 6 the clustering was able to identify
which sets of genes exhibited these patterns. For types 4 and 5, we used specific
features of the curve to determine if a substantial vertical or horizontal shift oc-
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curred despite the similar overall increasing or decreasing trend. Sets of genes
with a shift in pattern of temporal gene-expression is important to distinguish be-
cause they could be directly related to the mechanism by which fracture healing
differs between the different strains of mice found in prior studies (Jepsen et al.,
2008).
Several sets of genes were identified with these shifts, and using KEGG path-
ways several pathways were enriched for these genes with shifted temporal gene-
expression patterns. The next step is to conduct a more comprehensive pathway
analysis to determine how these genes are specifically related to the fracture heal-
ing process. For example, Jepsen et. al found that the slower healing mice C3H,
had an earlier induction of osteogenesis compared to AJ mice. From this analysis
we found several sets of genes that showed an earlier time at minimum or maxi-
mum expression for C3H mice, which could be directly relevant to this difference
in induction time. In fact, two signaling pathways from Supplementary Table B.11,
Rap1 and Wnt signaling pathways, have been found to be a critical component in
osteoclast differentiation (Zou et al., 2013) (Glass et al., 2005). Additionally, com-
pared to B6 mice, genes with a longer time to maximum expression in B6 mice
compared to C3H mice were enriched in the MAPK signaling pathway, which has
been found to be to involved in the regulation of master transcription factors that
controls the functions of chondrocytes, osteoblasts and osteoclasts (Thouverey &
Caverzasio, 2015). Lastly, this analysis was also able to identify genes that ex-
hibited the same temporal pattern over all strains, which is an important part of
understanding the biology behind fracture healing.
One benefit to EPEM that we did not explore is that we are able to obtain clus-
ter membership probabilities for each gene. Using these membership probabilities,
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genes on the boundary of the cluster with lower membership probability, could be
discarded. Fine-tuned clusters could be obtained given some membership prob-
ability threshold for inclusion. The flexibility of this approach is a bonus to this
work and further work can be done to obtain a more homogeneous group of genes
for pathway analysis. We also ran the clustering using the original EPEM algo-
rithm and it took 335 hours to converge compared to 42 hours from I-EPEM. A
non-trivial amount of time was saved using the modified approach.
In this chapter, we have shown the benefits of using I-EPEM to obtain groups
of genes with different patterns in gene expression across different strains of mice.
The results are supportive of the observations from previous studies of strain-
specific differences in rates of bone fracture-healing (Jepsen et al., 2008) (Grimes
et al., 2011). Being able to find these patterns in large genomic datasets is an ex-






The goal of any cluster analysis is to find structure in an unlabeled dataset by orga-
nizing the data into homogeneous groups based on a measure of similarity. Data
in the same cluster are more similar, and data in different clusters are more dissim-
ilar. Cluster analysis is particularly important in big datasets, such as microarray
gene expression data, where the abundance of information makes processing of
that information difficult. When the data is further complicated by introducing a
time-component to the expression measurements for each gene or taking multiple
biological replicates of the same time point, the clustering process needs to account
for the additional variability or correlation introduced into the data. Current clus-
tering methods either do not account for this variability or require multiple steps
to the process making it too computationally inefficient for large gene expression
datasets. The purpose of this dissertation was to develop a one-step clustering al-
gorithm that accounts for all levels of this variability while attempting to decrease
the computational burden that many of the current methods currently suffer from.
5.2 ENTROPY PENALIZED EM CLUSTERING ALGORITHM
In Chapter 2, we proposed an extension to an entropy penalized EM clustering
algorithm (EPEM) (Chamroukhi, 2015) by utilizing mixtures of mixed effects poly-
nomial regression models and adding gene- and replicate-specific random-effect
terms. The random-effects accounted for the variability in the data resulting from
repeated measurements over time and replicates at each time point. Simulation
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studies were conducted to determine how different mixed-effects model performed
with the highest accuracy over a variety of scenarios.
We found that the addition of random-effects into our mixture model decreased
the misclassification error of the clustering algorithm compared to mixtures of
fixed-effects models (Chamroukhi, 2015) and other methods (Yang et al., 2012)
(Fraley et al., 2012) (Hartigan & Wong, 1979). The impact of the replicate-specific
effect was minimal, as models with or without a replicate-specific random effect
resulted in clusters with similar accuracy. However, in large datasets, despite the
low misclassification error of the algorithm, the computational burden was still
high. The clustering algorithm was run on the fracture healing data accounting for
strain-specific variability and 22 distinct clusters were found.
5.3 MODIFICATIONS TO EPEM
In Chapter 3, to address the high computational burden of the EPEM algorithm,
two alterations to the original algorithm were proposed. A split-clustering algo-
rithm was used to divide the data into subgroups, and cluster analysis was run
for each of the separate subgroups to obtain cluster labels. However, the success
of this method is dependent on how the data are initially divided. We proposed
using model-selection methods using BIC to determine the optimal order for each
temporal gene expression profile, and to use the optimal order to divide the data
into curves with the same polynomial order. However, adding an additional level
of classification on top of the clustering analysis resulted in a decreased accuracy
of predicted cluster labels. If EPEM is run in parallel for each of the splits, then a
large reduction in computation time is observed (8 versus 71 hours). For extremely
large "omics" data, this significant reduction in time may be worth a small decrease
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in accuracy.
The computational burden of the EPEM algorithm resides in the first few it-
erations of the EM algorithm as the method initializes with each temporal gene
expression profile as its own cluster. In each iteration, the clusters are merged, and
at the final iteration, groups of similar gene expression profiles are obtained. The
second method is aimed at decreasing this initial burden in the first few iterations
by pre-grouping the temporal gene expression profiles based on their estimated
polynomial regression coefficients. Therefore, each initialization of the EPEM will
start with 5p+1 groups, where p corresponds to the fixed-effect order of the polyno-
mial regression model used to define the curves. Through simulation studies, we
found that the method worked very well in predicting the cluster labels with low
misclassification error. However, in situations where the between-replicate vari-
ability was much higher than the within-replicate variability (σ2 < τ 2), ignoring
the replicate-specific effect in the mixed effects model resulted in an increase in
misclassification error. If the variability within a temporal gene expression curve
is low, but the variability between replicates is high, averaging over the results
at each time point can result in more heterogeneous curves within a cluster. The
model cannot account for this additional variability, and as a result, groups them
into separate clusters. I-EPEM was run on the fracture healing data accounting for
strain-specific variability and 20 distinct cluster were found. The results were com-
pared to those obtained from EPEM, and found to be similar. However, I-EPEM
took less than one-third of the time it took to run the original EPEM algorithm (20
hours versus 71).
Additionally, singular value decomposition (SVD) of the data matrix proved to
be useful to extract subspaces of the data matrix. The subspaces were then sub-
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jected to model selection techniques with AIC, BIC and cross-validation to deter-
mine the optimal polynomial order. From a simulation study, we found that this
process worked well to determine the order (p) to use in our mixed effects model.
However, we found that under-specification of the fixed-effects order of the poly-
nomial model lead to results with a higher misclassification error, whereas over-
specification of the model had little impact on the misclassification error. Gener-
ally, it is much better to over-specify the model so that each of the curves can be
sufficiently represented for the clustering.
5.4 STRAIN-SPECIFIC DIFFERENCES IN PATTERNS OF TEMPORAL EX-
PRESSION
In Chapter 4, we applied the modified initialization clustering algorithm (I-EPEM)
to determine strain-specific differences in patterns of temporal gene-expression
curves in the bone-fracture healing data. Treating gene-expression profiles from
each strain as separate objects to cluster allowed us to determine sets of genes that
exhibited strain-specific differences. A simulation study determined that the ad-
ditional correlation introduced into the data (between repeated measurements of
the same gene across strain) did not negatively affect the results if strain-specific
differences were large.
The clustering algorithm was able to divide the data into gene sets with differ-
ing patterns: (1) no temporal train for both strains, (2) no temporal trend versus an
initial increasing temporal trend, (3) no temporal trend versus an initial decreasing
temporal trend, (4) both increasing temporal trends grouped into different clusters,
(5) both decreasing temporal trends grouped into different clusters or (6) one in-
creasing and one decreasing temporal trend.
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For types 4 and 5, pairwise differences in expression profiles between sets of
genes identified from I-EPEM were conducted using measures borrowed from tra-
ditional pharmacokinetics studies. Specific features of the curve (area under the
curve, time to maximum/minimum expression or magnitude of maximum/min-
imum expression) were used to determine if a substantial vertical or horizontal
shift occurred despite the similar overall increasing or decreasing trend. Identifi-
cation of sets of genes with shifted temporal-expression profiles were important
to determine as previous studies have found differences in fracture-healing rates
between the different strains.
5.5 LIMITATIONS AND FUTURE WORK
Some limitations of this work is that we are assuming the data follow a multivari-
ate Gaussian distribution. The accuracy of the predicted clusters would decrease
if the data of interest is very highly non-normal. Future work could extend the
estimation procedure to account for other distributions such as the Student’s t-
distribution (in the presence of outliers) or the Gamma distribution (for heavily
skewed data).
Another limitation is that we are assuming the temporal gene expression curves
to be well represented by polynomial functions. However, this may not be the case,
and other studies have found that using splines have increased the accuracy of the
clustering results (Chamroukhi, 2015). In this particular application, with only
ten time points, spline modeling may not be appropriate with so few time points.
However, in other applications, where many more time points are obtained, this
may be a better approximation to the time curve.
When assessing strain-specific differences, comparing differences in time to
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maximum or minimum using a Wilcoxon signed rank test may not be the best
method. In this case, time is an ordinal variable and restricted to the time points
obtained from the experiment. Many zero differences in time to maximum/min-
imum were observed due to the restricted samples obtained at the set number of
time points. If the interest of a gene-expression experiment is to truly test for these
differences, then more frequent measurements around suspected maximums or
minimums would be necessary for the comparison to be more accurate.
Lastly, we know that not all genes are independent and many act in unison to
serve one purpose. The cluster algorithm, however, assumes that each temporal
gene profile is independent of one another. Therefore, an extension to account for
correlation between genes might result in better defined clusters.
5.6 DISCUSSION
In this dissertation, we have proposed a clustering algorithm that accounts for cor-
relation between repeated measurements over time and replicate measurements at
each time point in temporal gene expression data. We found the method to outper-
form other methods in big datasets. Additionally, a modification to the algorithm
proved to be beneficial when time is a factor and data size is very large. In ap-
plying our data to a study assessing differences in patterns of expression over time
from different strains of mice, we were able to define several sets of genes that may
be related to previously observed differences in rates of fracture healing.
This work can be extended to any cluster analysis where continuous measure-
ments are obtained over multiple time-points and the interest is to identify indi-
viduals or objects with similar time profiles. For example, we could use health
measurements collected over time to group patients into several clusters with sim-
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ilar time-profiles. These clusters could be used to determine groups with a higher
risk of disease or groups to recruit for a clinical trial. The results of this dissertation
have showed the importance of cluster analysis in identifying patterns in the data
that may represent observed biologic phenomena that prior research have not yet




A.1 BONE HEALING MICROARRAY DATA
A.1.1 Animals
Animal research was conducted in conformity with an IACUC approved protocol.
In the fracture healing study, C57BL/6J (B6) C3H/HeJ (C3H) and Aj strains of mice
were purchased from Jackson Laboratories (Bar Harbor, ME). All fracture studies
were performed on 8 to 10 week old male mice as previously described (Jepsen
et al., 2008). Total RNA samples were assessed in a three pooled samples from
duplicate fractured calluses (N=3 mice per time point) harvested on days 0 (no
fracture), days 3, 5, 7, 10, 14, 18, 21, 28 and 35.
A.1.2 Fracture Model
Through a surgical procedure, unilateral, transverse fractures were generated to
study the progression of bone healing starting at day 0. Fracture calluses (the hard
or soft callus that forms during bone regeneration) were obtained by harvesting
the fractured femora from euthanized mice on post-operative days 3, 5, 7, 10, 14,
18, 21, 28 and 35 or 3, 6, 9, 12 and 18 months for the bone fracture and aging study,
respectively.
A.1.3 Microarray Analysis
All procedures were performed at Boston University Microarray Resource Facil-
ity exactly as described in GeneChip c© Whole Transcript (WT) Sense Target La-
beling Assay Manual (Affymetrix, Santa Clara, CA, current version available at
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www.affymetrix.com). Triplicate mRNA pools made from a randomized pooling
of mRNAs isolated from N=6 callus were used. The GeneChip c© Mouse Gene
1.0ST Arrays were used for these studies. 200ng of RNA from each of the three
mRNA pools was labeled and used for hybridization. After hybridizations mi-
croarrays were immediately scanned using Affymetrix GeneArray Scanner 3000
7G Plus (Affymetrix, Santa Clara, CA). File output was in CEL format and was
summarized using Affymetrix Expression Console (current version 1.1). RMA (Ro-
bust Multi-Array Analysis) algorithm (Irizarry et al., 2003) was used to generate
gene-level data. Transcript-level expression values were derived using the RMA
Console to identify outlier arrays and batch effects. Data quality was assessed by
the relative log expression (RLE) values of all probe sets, the Normalized Unscaled
Standard Error (NUSE) values, and the area under the receiver operating charac-
teristics (ROC) curve comparing signal values for positive and negative control
probes. The expression values were log-base 2 transformed and standardized by
the overall gene-specific mean and standard deviation for each dataset. Each array
consisted of expression values for 21,187 (bone fracture) for a mouse harvested at
a specific time point.
A.2 THE ENTROPY-PENALIZED LOG-LIKELIHOOD FUNCTION
Assume that the data consist of N temporal gene-expression profiles. Each pro-
file consists of gene-expression measurements obtained at T time points, repre-
sented by yi where i = 1, . . . , N. Now assume that for each time-point we have R
replicates so that each temporal gene-expression profile has T×R measurements.
Recall that each cluster is allowed to have its own set of parameters and prob-
ability density function. Therefore, the mixture density of yi can be represented
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as a weighted sum of each component of the mixture model (A.1), where Θ =
{θ1, . . . , θK , α1, . . . , αK} and θk = {βk, σ2k} are the cluster-specific parameters for





Recall that zi represents the missing class label for temporal profile for gene i, and
zi = c(zi1, . . . , zi) where zik = I {yioriginated from cluster k} and
∑K
k=1 zik = 1. The
complete data vector is (yi, zi). By Bayes Rule, if we assume that gene i originated
from cluster k, the joint probability density function (PDF) for one realization of the
complete-data, di = (yi, zi), is p(di|θk) = αkpk(yi|θk), then the PDF unconditional of






























The E-step ("Expectation" step) of the EM algorithm takes the expectation of the
complete-data log-likelihood function (A.3) and conditioning it on the observed
data and the parameter space of the previous iteration. We want to maximize the



























h(θk|yi, bik, cik) = −
TRlogσ2k
2




















wik represents the posterior probability that the i-th gene belongs to the k-th com-






= P (zi = k|Θ(s), yi)
=
















Now, we need to find the expectation of each of the random effects, conditional on




ikcik|yi]. Using the proper-


















where Γ−1k = (UGkU
′




E(cik|yi,Θ(s)) = τ 2kV
′
Γ−1k (yi −Xβk)
Cov(cik|yi,Θ(s)) = τ 2k IR − τ 4kV
′
Γ−1k V










Lastly, if Dik = yi − Xβk − Ubik − V cik, then we need to find E(Dik|yi,Θ(s)) and
E(D′ikDik|yi,Θ(s)).













































k , Gk and αk
we can derive the formulas for the MLEs of each parameter of interest (to solve for
αk, we must use a Lagrange multiplier to satisfy the constraint that
∑K
k=1 αk = 1).
Note that (Yi|Xβk, U, V ) ∼ N(Xβk,Γk), where Γk = UGU
′
+ τ 2kV V
′
+ σ2kITR
ForGk, using the properties of expectation and trace and taking the derivative with



































Taking the derivative with respect to τ 2k , σ
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For αk, we must take the derivative with respect to αk and use the method of La-








































αklogαk + λn = η
Plugging the formula for η back into our partial derivative and multiplying both
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After plugging our conditional expectations into the formulas in (A.13) and









































































































































+ τ 2kV V
′
+ σ2kITR)





















The algorithm alternates between the E-step and the M-step until a convergence
criteria is satisfied. In this case, we assess convergence from the estimated fixed-
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effects parameters such that maxk ‖β̂(s+1)k − β̂
(s)
k ‖ < ε. The final class labels are
determined by finding (A.16) for k ∈ {1, ..., K}.
ẑi = arg max
k
ŵik (A.16)
A.5 SINGULAR VALUE DECOMPOSITION
Let Y denote the N × RT gene-expression matrix (N=number of genes; R=number
of replicates; T=number of time points), with rank v, where N ≥ RT and therefore
v ≤ RT. Then yij is the expression level of the i-th gene in the j-th assay. Linking
it back to the notation in A.1, yi is the expression profile of the i-th gene, which




where U is a N × RT matrix called the left singular vectors, S is a RT × RT
diagonal matrix, and V ′ is a RT × RT matrix. The columns of U are called the
left singular vectors, uk, that forms an orthonormal basis for the assay expression
profiles. The rows of V ′ are the right singular vectors of length RT, vk, that forms
an orthonormal basis for the gene expression profiles, which we call eigenvectors.
S is a diagonal matrix of singular values, sk. Each eigenvector explains a certain






We performed SVD by normalizing each gene’s expression profile to have zero
mean and unit standard deviation. The top L eigenvectors that explain >90% of
the variability of the data are obtained and model selection is performed on these
L eigenvectors (Section 2.1.1). In our simulation studies, we used L = 3.
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A.6 ADJUSTED RAND INDEX
To compare a given clustering results to an external criteria, a measure of agree-
ment is necessary. Given that each gene is assigned to only one cluster, measures
of agreements between two different partitions can be defined.
Given a set of N objects S = {O1, . . . , ON}, suppose U={u1, . . . , uN} and
V ={v1, . . . , vN}
represent two different partitions of the objects in S. Let U represent our exter-
nal criteria and V is our clustering result. Let a be the number of pairs of ojects
that are placed in the same cluster in U and in the same cluster in V . Let b be the
number of pairs of objects in the same class in U , but not in the same cluster in V .
Let c be the number of pairs of objects in the same class in V , but not in the same
cluster in U . Let d be the number of pairs of objects in different clusters in both
partitions. The quantities, a and d are number of agreements and b and c are the
number of disagreements.
The Rand index (Rand, 1971) is equal to a+d
a+b+c+d
, which lies between 0 and 1.
When two partitions agree perfectly, the Rand index is 1. However, the expected
value of the Rand index does not equal zero. Therefore, the adjusted Rand index
was proposed (Hubert & Arabie, 1985), which assumes a generalized hypergeo-
metric distribution to account for randomness of the cluster labels. Let nij is the
number of objects in both clusters ui and vj , and ni and nj are the number of objects


























































Supplementary Tables and Figures
Table B.1: Parameters used to simulate data with 30 clusters with
200 genes per cluster. Replicate-specific variability (τ 2k ) was set to
0.01 for all genes. Correlation between random effects are set to be
ρ(b0, b1)= -0.5, ρ(b0, b2)= 0.5 and ρ(b1, b2)=-0.7. Time-points = (0.1, 0.2,
0.3, 0.4, 0.5, 0.6, 0.7, 0.9, 1.0).
Cluster β0k β1k β2k σ2k Var(b0) Var(b0) Var(b1) Var(b2)
1 0 1 0 0.1 0 0.15 0
2 0.1 0.1 0 0.01 0.02 0.015 0
3 -0.1 3 0 0.01 0.02 0.45 0
4 0.5 0 0 0.05 0.1 0 0
5 0.4 2 0 0.01 0.08 0.3 0
6 0.6 -2 0 0.01 0.12 0.3 0
7 1 -1 0 0.05 0.2 0.15 0
8 0 -1 0 0.01 0 0.15 0
9 2 -2 0 0.01 0.4 0.3 0
10 3 -5 0 0.1 0.6 0.75 0
11 -2 5 0 0.1 0.4 0.75 0
12 8.5 -20 0 0.03 1.7 3 0
13 -8.5 20 0 0.01 1.7 3 0
14 -7 8 0 0.01 1.4 1.2 0
15 1 -15.5 15 0.03 0.2 2.325 1.5
16 -1 15.5 -25 0.03 0.2 2.325 2.5
17 7 -20 10 0.01 1.4 3 1
18 -4 25.5 -15 0.04 0.8 3.825 1.5
19 0.1 -15 10 0.01 0.02 2.25 1
20 -0.1 15 -10 0.01 0.02 2.25 1
21 -0.1 15 -20 0.01 0.02 2.25 2
22 -5 30 -30 0.01 1 4.5 3
23 5 -30 30 0.01 1 4.5 3
24 1.5 -17 12 0.03 0.3 2.55 1.2
25 2.5 -19 17 0.01 0.5 2.85 1.7
26 -2.5 -18 16 0.01 0.5 2.7 1.6
27 -10 -15 30 0.01 2 2.25 3
28 -3 38 -35 0.01 0.6 5.7 3.5
29 3 -10 10 0.01 0.6 1.5 1


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure B.1: Strain-specific cluster results from a modified initializa-
tion entropy penalized EM algorithm. Each strain-specific set of clus-
ters corresponds to data from 21,187 genes.
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Figure B.2: Genes that were clustered into two different clusters
across strain AJ and B6, where one cluster had an initial increasing
trend versus a cluster with an initial decreasing trend. Each panel
corresponds to genes in Cluster AJ/B6.
Figure B.3: Genes that were clustered into two different clusters
across strain AJ and B6, where one cluster showed an initial increas-
ing trend versus a flat trend. Each panel corresponds to genes in
Cluster AJ/B6.
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Figure B.4: Genes that were clustered into two different clusters
across strain AJ and B6, where one cluster showed an initial decreas-
ing trend versus a flat trend. Each panel corresponds to genes in
Cluster AJ/B6.
Table B.9: Enriched KEGG pathways for genes that showed a longer
time to maximum expression for AJ mice compared to B6 mice.
Pathway Name No. Genes
EGFR tyrosine kinase inhibitor resistance 7
Ras signaling pathway 13
Rap1 signaling pathway 14




Signaling pathways regulating pluripotency of stem cells 10
Pathways in cancer 21
MicroRNAs in cancer 13
Prostate cancer 8
Basal cell carcinoma 5






























































































































































































































































































































































































































































































































































































































































































































Figure B.5: Genes that were clustered into two different clusters
across strain AJ and C3H, where one cluster had an initial increas-
ing trend versus a cluster with an initial decreasing trend.
Figure B.6: Genes that were clustered into two different clusters
across strain AJ and C3H, where one cluster showed an initial in-
creasing trend versus a flat trend (horizontal).
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Figure B.7: Genes that were clustered into two different clusters
across strain AJ and C3H, where one cluster showed an initial de-
creasing trend versus a flat trend (horizontal).
Figure B.8: Genes that were clustered into two different clusters
across strain B6 and C3H, where one cluster showed an initial in-

























































































































































































































































































































































































































































































































































































































































































































































Table B.12: Enriched KEGG pathways for genes that had a longer
time to minimum expression in AJ mice compared to C3H mice.
Pathway Name No. Genes
Pyrimidine metabolism 21
Lysine degradation 13
Inositol phosphate metabolism 16




Nucleotide excision repair 15
Mismatch repair 14
Homologous recombination 18
Fanconi anemia pathway 21
FoxO signaling pathway 26
Phosphatidylinositol signaling system 19
Cell cycle 55
Oocyte meiosis 21
p53 signaling pathway 23
Mitophagy - animal 13
Apoptosis - multiple species 9
Cellular senescence 34
Platelet activation 25
Hematopoietic cell lineage 26
B cell receptor signaling pathway 17
Fc epsilon RI signaling pathway 15




Systemic lupus erythematosus 30
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Figure B.9: Genes that were clustered into two different clusters
across strain B6 and C3H, where one cluster showed an initial de-












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table B.14: Enriched KEGG pathways for genes that had a longer
time to minimum expression in B6 mice compared to C3H mice.
Pathway Name No. Genes
Lysine degradation 9
mRNA surveillance pathway 12
Homologous recombination 10
Fanconi anemia pathway 9
Cell cycle 17
p53 signaling pathway 11
Ubiquitin mediated proteolysis 15
NOD-like receptor signaling pathway 19
RIG-I-like receptor signaling pathway 10
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