A random-effects regression model is proposed for analysis of clustered data. Unlike ordinary regression analysis of clustered data, random-effects regression models do not assume that each observation is independent but do assume that data within clusters are dependent to some degree. The degree of this dependency is estimated along with estimates of the usual model parameters, thus adjusting these effects for the dependency resulting from the clustering of the data. A maximum marginal likelihood solution is described, and available statistical software for the model is discussed. An analysis of a dataset in which students are clustered within classrooms and schools is used to illustrate features of random-effects regression analysis, relative to both individual-level analysis that ignores the clustering of the data, and classroom-level analysis that aggregates the individual data.
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A random-effects regression model is proposed for analysis of clustered data. Unlike ordinary regression analysis of clustered data, random-effects regression models do not assume that each observation is independent but do assume that data within clusters are dependent to some degree. The degree of this dependency is estimated along with estimates of the usual model parameters, thus adjusting these effects for the dependency resulting from the clustering of the data. A maximum marginal likelihood solution is described, and available statistical software for the model is discussed. An analysis of a dataset in which students are clustered within classrooms and schools is used to illustrate features of random-effects regression analysis, relative to both individual-level analysis that ignores the clustering of the data, and classroom-level analysis that aggregates the individual data.
Clustered designs occupy an important role in clinical and public health research. In these designs, the program target is typically the individual, whereas randomization and implementation of the intervention often occurs at the cluster level, which may be a hospital, clinic, firm, or school. For example, a smoking prevention intervention may be applied and randomized at the clinical level, and the primary outcome is assessing the smoking behavior of subjects within the clinics. Usually the number of individuals within the clusters is not constant but varies with each cluster. Much has been written concerning the appropriate level of statistical analysis for this type of clustered data (Burstein, 1980; Haney, 1980; Hopkins, 1982; Jacobs, Jeffery, & Hannan, 1989; Koepke & Flay, 1989; McKinlay, Stone, & Zucker, 1989; Murray, Hannan, & Zucker, 1989) , with varying recommendations. When the purpose of the intervention is to produce an effect on individuals, analysis of data at the individual level is more readily interpretable than analysis at the cluster level. Furthermore, there is usually interest in assessing effects of both cluster-level variables (e.g., intervention and classroom size) and individual-level variables (e.g., sex, age, and IQ), and additionally, interaction of the two (e.g., sex X inter-vention), on the individual-level outcome. Because individuals are observed within clusters, however, individual-level analysis should take this clustering of the data into account.
If the sample size within clusters is balanced, one may analyze individual data using analysis of variance models that account for nesting of subjects within clusters, using a randomized block or split-plots model, for example. These models are referred to as mixed-models because they include both fixed (i.e., intervention group) and random (i.e., cluster) effects. Nesting of subjects within clusters is accounted for by assigning the appropriate error term for tests of main effects and interactions within the model. As Hopkins (1982) indicated, when sample size within clusters is the same, proper use of mixed-model analysis of variance yields identical results for the test regarding the effect of the cluster-level intervention, regardless of whether cluster means or individual observations are analyzed. Thus, for balanced designs, the mixed-model resolves the issue concerning the level of analysis. Unfortunately, the number of subjects within clusters is usually unbalanced, and use of the mixedmodel analysis of variance approach becomes problematic (Searle, 1987) .
In analysis of unbalanced clustered data, one approach has been to analyze data at the level of the individual, ignoring the clustering of the data using common statistical techniques such as linear regression or fixed-effects analysis of variance models. Because these models assume that all observations are independent, this type of analysis at the individual level does not take into account dependency in the data resulting from subjects having been clustered. The amount of dependency in the data that is observable because of the clustering is measured by the intraclass correlation. For certain variables, intraclass correlation levels have been observed at from 5% to 12% for data from spouse pairs and 0.05% to 0.85% for data clustered by counties (Donner, 1982) . As the intraclass correlation increases, the amount of independent information from the data decreases, inflating the Type I error rate of an analysis that ignores this correlation (Blair, Higgins, Topping, & Mortimer, 1983 ). Thus, individual-level analysis yields tests of significance that are generally too liberal.
A second approach has been to analyze data at the cluster level. Here, the outcome variable is an aggregate of individual outcomes; for example, mean reading level of students within a class, or the percentage of employees practicing a given behavior within a firm. Several problems are inherent with this type of aggregate analysis. First, individual differences are lost with this approach, and the effect of other individual variables (e.g., sex or motivation) on the outcome cannot be examined in a straightforward way. The power of statistical tests at this level can be low because the number of clusters within each intervention condition is typically small. Thus, analysis at this level can increase the Type II error rate because with a limited sample size, there is statistical power to detect only large differences.
Recently, random-effects regression models (RRM) have been developed and proposed for analysis of unbalanced clustered data in educational (Aitkin & Longford, 1986; Bock, 1989a; DeLeeuw&Kreft, 1986; Goldstein, 1987; Raudenbush & Bryk, 1986) , psychological (Bock, 1983; Bryk & Raudenbush, 1987) , biological (Laird & Ware, 1982; Longford, 1987) , epidemiological (Donner, 1985) , and psychiatric (Gibbons, Hedeker, Waternaux, & Davis, 1988; Hedeker, Gibbons, & Davis, 1991; Hedeker, Gibbons, Waternaux, & Davis, 1989) literatures. RRMs are useful in the analysis of clustered data because outcomes at the individual level are modeled in terms of both individual-and cluster-level variables while concurrently estimating and adjusting for the amount of intraclass correlation present in the data. Furthermore, these models make no assumption regarding cluster sample size, allowing for a varying number of subjects within each cluster.
Because data can be clustered at more than a single level (e.g., students within classrooms within schools), some researchers have generalized the RRM for multiple levels of clustering (Goldstein, 1987; Longford, 1987) . Because of a focus on the levels of clustering in the data, as opposed to an emphasis on the statistical nature of the model, these generalized models are sometimes referred to simply as multilevel models and the data as multilevel data. With this terminology, data clustered within a single unit (e.g., classes, firms, or clinics) are referred to as two-level data and the statistical model as a two-level model, because the individuals (Level 1) are measured within clusters (Level 2). With emphasis on the clustering, or nesting, of observations within various data levels, Longford's development (1987) indicates how the multilevel model extends the balanced random and mixed analysis of variance models, like those described by Hopkins (1982) , for unbalanced data. As such, use of multilevel models or RRMs can be seen as resolving the unit of analysis issue for unbalanced clustered data.
Although the RRM provides a powerful statistical tool in analysis of clustered data, its use has been limited in prevention and clinical research. Part of the problem is that this type of model is not readily known or understood by researchers in these fields. In particular, researchers are often unclear as to how the random-effects model relates to statistical models with which they are already familiar (e.g., regression and analysis of variance). Another problem is that computer software to perform random-effects regression analysis has been only recently developed, so researchers are generally unaware of the potential for its use. In this article, we attempt to address these problems by concentrating on describing the main features of the statistical model, showing the connection between the RRM and the usual linear regression model, illustrating use of the randomeffects model in comparison with more conventional analyses, and providing a means to perform the analysis using readily available statistical software. As we discuss application of both two-and three-level RRMs to aid in the understanding of the model, we limit the statistical development to the two-level RRM for clustered data. As a result, this article is intended more as a descriptive introduction to the RRM; for reviews and details regarding more general random-effects models, see the edited collections of Bock (1989b) or Raudenbush and Willms (1991) or the texts of Goldstein (1987) or Bryk and Raudenbush (1992) .
For the two-level model, we outline a solution of the model parameters using empirical Bayesian and maximum marginal likelihood estimation procedures. Solutions using the EM algorithm (Dempster, Rubin, & Tsutakawa, 1981) and the Fisher scoring method (Longford, 1987) are presented. We illustrate the application of both the two-and three-level models, using an example from a school smoking-prevention study (Flay et al., 1989) , and we compare and discuss the results from the RRM. Finally, computer programs that are available for random-effects analysis are described, including a two-level program using SPSS program code.
1
The RRM
In the present context, we consider patients clustered within clinics, with the intervention being performed in the clinics. For now, we ignore the possibility that clinics can be clustered within hospitals, hospitals within counties, and so forth. Our interest is in modeling the outcome of patients (y) in terms of a clinic-level .variable (x t ) and a patient-level variable (x 2 ). Consider the following model for patient y' (where y' = 1,2,...,«, for clinic /') within clinic i(i = 1,..., TV clinics in the sample),
(1) yy = ft, 4-/Si*,,. 4-P 2 x 2 .. + Ui + tij, where y-^ equals the observed outcome variable for patient j within clinic i, ft> is the intercept of the regression model, j3i is the coefficient for the clinic-varying covariate x { ., 0 2 is the coefficient for the patient-varying covariate x 2ij , a, represents the effect caused by clinic /', and t tj is an independent residual distributed normally, N(0, <r 2 ), in the population of patients. As sampled clinics are thought representative of a larger population of clinics, a, is considered a random parameter, and the assumed distribution for a is a normal distribution with mean 0 and variance <r 2 ; that is, N(0, o-2 ,). Notice that it is the inclusion of the random term a, that separates this model from the usual (fixed-effects) multiple regression model and that it is this term that represents the effect of the patient clustering within clinics on the outcome variable. To the degree that patient clustering within clinics has little effect on the outcome data, estimates of o, will all be near 0 and the estimate of clinic variance (tfy will approach 0. If, on the other hand, patient clustering within clinics has a strong effect on the outcome data, estimates of a, will deviate from 0 and differ for each clinic i; thus, clinic variance (al) will increase in value.
The model can be written in a slightly more general form using matrix notation. For this, consider the following model with p covariates for the n, X 1 response vector y for clinic /', / = 1,2, ...,7V,
where y,-= the n, X 1 vector of responses for clinic /' , X t = a. known «, X (p + 1) covariate matrix, 0 = a (p + 1) X 1 vector of unknown population parameters, 1,-= a n/ X 1 vector of ones, a,-= the unknown individual clinic effect distributed N(0, <r 2 ), and ti = a n,• X 1 vector of independent residuals distributed as N(0, <T 2 / n/ ). Because the clinic subscript / is present for the y vector and the X matrix, each clinic can have a varying number of patients nested within. Furthermore, the covariate matrix X can include covariates measured at either the clinic or patient level, with the total number of covariates equal to p. The number of columns in X is p + 1 because the intercept is the first parameter of the vector ft, so the first column of .Y consists only of ones, and remaining/; columns are for covariates.
The response vectors from the clinics, denoted >»,-, are distributed as independent normals with mean A",-/? and variance-covariance matrix <r 0 2 l,l/ + (r 2 /,,, (by independent, it is meant that yi is independent of j>,«> where /' ^ /')• The elements of the mean vector given by X;ft agree in form with the usual means (for the patients within clinic /) that would be obtained if an ordinary multiple regression model at the individual level was performed. However, because the parameter estimates of ft will not, in general, be the same from both approaches, it is the form (i.e., X t ft) and not the actual values of the mean vector that is in agreement from both approaches. The variance-covariance structure, however, explicitly takes into account the clustering of patients within clinics and is the same form as that corresponding to a randomized block analysis of variance model (see Kirk, 1982, pp. 253-257) . As such, the interdependency of the patient responses within a clinic is expressed by the variancecovariance structure. Specifically, for a given clinic ;' , the variance associated with each of they = !,...,«, patient observations is assumed to be the same with form a 1 + <r 2 , whereas the covariance of any two patient observations within a clinic is assumed to be <7
2 . This structure is sometimes referred to as the compound symmetry form, because within a clinic, variances are assumed to be homogeneous (o-2 + <r 2 ), as are all covariances (<r 2 ). The ratio of the clinic (or cluster) variance <r 2 to the total variance <r 2 + a 2 , is the intraclass correlation, which indicates proportion of variance in the data attributable to the clinic or cluster.
Estimation
In terms of parameter estimation, a combination of two complementary methods has been proposed (Bock, 1989a; Laird & Ware, 1982) . For estimation of clinic effects a,-, empirical Bayes (EB) methods have been recommended, whereas maximum marginal likelihood (MML) methods are recommended for estimation of variance parameters, a 2 and a 2 *, and covariate effects ft.
EB estimates of clinic effects are sometimes termed EAP ("expected a posteriori") estimates, because they are derived as the mean of the posterior distribution of a, given y,-. Denoting the EAP estimate of a, as a, to distinguish it from subsequent MML estimates, and given the aforementioned assumptions, we get the following EAP estimator of clinic parameters, 1 1
where Xy is the covariate vector for a patient j within clinic i, and p nfll is equivalent to the Spearman-Brown reliability formula (Guilford, 1954) , given as p nn = nr/[ 1 + (n -1 )r] with r as the intraclass correlation. A property of EB estimation is that a, is a function of both the actual data and the empirical prior distribution specified for a,-. As information about a clinic increases (i.e., the reliability p n . n . increases toward 1), by increasing data interdependency within the clinic (increasing r), increasing clinic sample size (n,-), or both, the clinic estimate approaches the average patient deviation for that clinic, (S"i, y v -x r ij ft)/n i . Alternatively, as information about a clinic decreases (i.e., p n . n . decreases toward 0), by decreasing data interdependency within the clinic, decreasing clinic sample size, or both, the clinic estimate approaches the posited mean of the empirical prior distribution of a,, namely 0.
In addition to the EB estimate of the posterior mean, the variance of the posterior distribution of a is given as Again, the form reveals the nature of this EB estimator of the posterior variance: As information about the clinic increases, the posterior variance becomes a fraction of the empirical prior variance (<r 2 ), whereas as information about the clinic decreases, this variance approaches the empirical prior variance.
For estimating covariate effects ft and variance parameters cr 2 and a 2 , we recommend MML estimation. The MML estimation procedure is more fully presented in the appendix. We describe it by using two numerical algorithms: the EM algorithm solution (Dempster et al., 1981) and the Fisher scoring solution (Longford, 1987) . From the EM algorithm solution, one can see how the RRM can be viewed as a generalization of the ordinary multiple linear-regression model. Namely, the following equations are used in the iterative EM algorithm solution:
with the solution proceeding by iterating between EB Equations 3 and 4 and MML Equations 5-7 until convergence. Notice, as estimates of clinic effects a, and variances a 2 ,^. approach zero, the cluster variance estimate (a 2 ) approaches zero, and the equations for regression coefficients ft and residual variance a approach the maximum likelihood solution of these parameters in the usual fixed-effects regression model, namely, /3 = £, Afr and Z 2 Thus, as dependency caused by clustering of the data decreases, the RRM solution approaches the individual-level analysis solution using an ordinary multiple linear-regression model.
For determining the significance of specific model parameters, the Fisher scoring solution provides the large-sample variances and covariances of the MML estimates, which can be used to construct confidence intervals and tests of hypotheses for the model parameters (Wald, 1 943) . Standard errors for the MML estimates are used to determine asymptotically normal test statistics (estimate divided by its standard error) for each parameter. These test statistics can then be compared with a standard normal frequency table to test the null hypothesis that a given parameter equals 0.
To test for statistical difference between alternative models, one can use the likelihood ratio chi-square test (Silvey, 1975) in certain cases. This test is appropriate when a model (model B, for example) includes all the parameters of another model (model A, for example) plus some additional terms. The likelihood ratio test compares the relative fit of the data provided by models B and A, and thus determines the significance of including these additional terms into the statistical model of the data. For this, it can be shown that the log likelihood is given as
where «,-= y t -Xfi -l,a,. Evaluating this likelihood using the estimated parameters of the two models yields log L B and log L A . The significance of the additional terms in model B is determined by comparing -2(log L B -log L A ) to a table of the chi-square distribution with degrees of freedom equal to the number of additional parameters in model B. If this likelihood ratio statistic exceeds the critical value of the chi-square distribution, the additional terms significantly improve model fit.
Example
The Data Set
The Television School and Family Smoking Prevention and Cessation Project (TVSFP) study was designed to test independent and combined effects of a school-based social-resistance curriculum and a television-based program in terms of tobacco use prevention and cessation.
2 The initial study sample consisted of seventh-grade students who were pretested in January 1986. Students who took the pretest completed an immediate postintervention questionnaire in April 1986, a 1-year followup questionnaire (in April 1987), and a 2-year follow-up (in April 1988). The study involved students of schools from Los Angeles and San Diego, California. Randomization to various design conditions was at the school level, whereas much of the intervention was delivered to students within classrooms.
For this illustration of the random-effects model, a subset of the TVSFP data was used. We concentrated on students from Note. CC = social-resistance classroom curriculum; TV = a mass media (television) intervention.
28 Los Angeles schools, where the schools were randomized to one of four study conditions: (a) a social-resistance classroom curriculum (CC); (b) a media (television) intervention (TV); (c) a combination of CC and TV conditions; and (d) a no-treatment control group. These conditions form a 2 X 2 (CC [used or not used] X TV [used or not used]) design. A tobacco and health knowledge scale (THKS) score was one of the primary study outcome variables, and the one chosen for this analysis. The scale consisted of seven questionnaire items used to assess student tobacco and health knowledge. A student's score on this scale was defined as the sum of the items that the student answered correctly. Only data from the pretest and postintervention time points were analyzed; therefore, subjects were included if they had complete data on the THKS at these two time points. In all, there were 1,600 students from 135 classrooms and 28 schools who met these criteria. The resulting data set was unbalanced with a range of 1 to 13 classrooms per school and 2 to 28 students per classroom. Student means and standard deviations for the THKS, broken down by condition and time, are given in Table 1 .
A Comparison of Regression Models
Several regression models were fit to these data. Results from these analyses are given in Table 2 . In all cases, the postintervention THKS score was modeled in terms of baseline THKS score and effects of CC, TV, and CC X TV interaction. The first two columns of Table 2 give results for the usual regression analysis at class level and student level. Class-level analysis aggregated 2 The design and intervention of this study is fully described by Flay et al. (1989) . The data used for this article constitute a subset of the study's dataset; namely, in this article we examined the data from only one of the many study outcome variables, one of the two study sites, four of the five study conditions, and two of the four study time points. This subset was chosen to provide an illustration of the use of RRM on a fairly representative, although not overly complex, data set. The more complete analysis of the data from this study is included in a forthcoming article (Flay et al., in press ). student scores and thus modeled the average classroom postintervention THKS score in terms of CC and TV, controlling for average classroom THKS baseline score. The student-level analysis ignored nesting of students within classrooms within schools; consequently, students were treated as independent observations. Interestingly, although both analyses indicate the positive effect of the CC condition, different conclusions would be drawn regarding the effects of TV and the CC X TV interaction: Both TV terms are statistically significant by student-level analysis and clearly nonsignificant by class-level analysis. Thus, student-level analysis suggests that, although TV intervention is effective in increasing THKS scores for those not receiving the CC component, it has a negative effect on those exposed to both components. As a result of vastly different sample sizes used by these two analyses, standard error estimates are also quite different. The next two columns of Table 2 list results obtained from analyses using the two-level RRM. Two 2-level models were examined: a students-within-classrooms model and a studentswithin-schools model. Results from these two 2-level RRMs are very similar and are not vastly different from those obtained from ordinary regression analysis at the student level. However, a difference does emerge that could influence the interpretation drawn from the data. Unlike ordinary student-level analysis, random-effects regression analysis indicates that the interaction of CC X TV is not statistically significant at the p < .05 level.
The final column of Table 2 lists results from the three-level RRM, which considers students nested within classrooms, which are nested within schools. Results from this model are similar to those obtained from the students-within-classrooms two-level model; again, the CC X TV interaction was not statistically significant. The additional variance parameter for the nesting of classrooms within schools was also not statistically significant (likelihood ratio x? = 2.58); therefore, it is reasonable that these models yield similar results. Thus, the additional variance term that the three-level model provides does not significantly improve the fit of the data over the two-level studentswithin-classroom model.
Discussion
This example has illustrated that choice of statistical models can influence conclusions drawn from a given data set. In the current context, all of the statistical models assessed significance of the main effects of a CC intervention, a TV intervention, and the interaction of these two components. Although all models examined in this article indicated a significant positive main effect of the CC intervention, these models yielded different results concerning significance of the CC X TV interaction. Using a conservative aggregate approach at the classroom level, we observed a nonsignificant CC X TV interaction. On the other hand, ordinary regression analysis at the student level indicated that this interaction was statistically significant. On the basis of random-effects regression analysis, this interaction was not statistically significant. Conclusions based on the traditional approaches (conservative aggregate and ordinary student-level analysis) showed disagreement with random-effects regression analysis.
Interestingly, regarding parameter estimates, the estimate of two-way interaction from the student-level analysis was reasonably similar to the estimate obtained from RRMs (the estimate of-0.3216 was from 87% to 117% of the RRM estimates). However, the estimate of the standard error of this interaction was much smaller for ordinary regression analysis, compared with RRM analyses (from 63% to 77% smaller). Underestimation of standard errors by ordinary regression analysis was observed for nearly all the model parameters and is expected because ordinary regression assumes independence of observations. Because the observations were not independent the amount of independent information available in parameter estimation is inflated.
That the amount of dependency present in the data as a result of the clustering of students was statistically significant, as evidenced by significant cluster variance terms for both studentswithin-classrooms and students-within-schools models. For the students-within-classrooms model, intraclass correlation (f = al/[a 2 + al]) was equal to .052, indicating that clustering of students within classrooms accounted for roughly 5% of the vari-ability in the data not explained by the model covariates. The amount of intraclass correlation for the students-within-schools model equaled .022, representing about 2% of total unexplained variance in the data. Taken together, this indicates that students were more homogeneous in their postintervention scores when clustered by classrooms than by schools. The threelevel RRM further supported the observation that the classroom variance is larger than school variance, and it indicated that when classroom variance was included in the model, school variance was no longer statistically significant. On the basis of the three-level model, the random classroom effect accounted for 3.8% of total unexplained variance, whereas the random school effect accounted for 1.5% of total unexplained variance.
Levels of intraclass correlation observed in these data were of moderate size and are consistent with reported levels from the literature (Donner, 1982; Jacobs et al., 1989) . It is important to realize that the level of intraclass correlation can vary depending on several factors. First, the intraclass correlation can depend on which response variable is being modeled. Also, when cluster and residual variance terms are concurrently estimated along with other model parameters, the terms included in the model can affect the estimated value of intraclass correlation. Finally, the sample size at various levels can influence precision of the variance terms, and thus affect precision of intraclass correlation as well.
For instance, given these same THKS data, intraclass correlation equaled .101 for a students-within-classrooms model that included only the random classroom intercept term and .090 when the effect of baseline THKS scores was added to this model. The intraclass correlation levels from these two simple models are considerably higher than the .052 level for the students-within-classrooms model given in Table 2 . Likewise, the students-within-schools model yielded intraclass correlations of .068 and .058, respectively for these two simple models, as opposed to .022 from the students-within-schools model given in Table 2 . Thus, the addition of the school-level variables CC, TV, and the CC X TV interaction accounted for approximately 4% of what was explained as intraclass correlation in the models that did not include these terms. In general, adding variables into the model that vary at the school or class level will reduce the amount of unexplained variability caused by the cluster (the cluster variance term) and thus reduce the intraclass correlation. Likewise, adding variables into the model that vary at the student level will reduce the amount of unexplained variability at that level (the residual variance term) but also, in general, reduce the cluster variance, thus affecting the amount of intraclass correlation that is estimated on the basis of the model.
With the same data, using the postintervention-minus-pretest change score as the dependent variable also influenced the observed value of the intraclass correlation. When the dependent variable was the THKS change score, intraclass correlation equaled .0183 and .0017, respectively, for the students-withinclassrooms and students-within-schools models, for the RRM with fixed terms for CC, TV, and the CC X TV interaction. The large decrease in intraclass correlation when analyzing change scores was mainly attributable to the residual variance which, relative to the covariate-adjusted models, was much larger. As a result, the denominator in the intraclass correlation equation was much larger as well.
Another context for clustered data is in the area of repeated measures data. Here, the repeated measures (Level 1) are observed clustered within individuals (Level 2). Notice, that in our example, there were two repeated observations clustered within students (baseline and postintervention THKS scores). With only two repeated observations, the longitudinal nature of the data can be modeled by analyzing change scores or by analyzing the postintervention score covarying out the baseline score; however, with more repeated observations per student, a longitudinal approach is more appropriate and informative. If there is no clustering of individuals (i.e., the individuals are independent), the model given in Equation 2 can be used to analyze repeated measures data by considering the y,-vector to represent the n, repeated observations from individual /, and the X t matrix to represent the effects corresponding to the repeated measurements (e.g., orthogonal polynomial contrasts) as well as time-invariant and time-varying covariates. Unfortunately, this approach cannot be recommended in general because, as noted, this model assumes the "compound symmetry" form for the variance-covariance structure, and although this form is reasonable for clustered data, it is generally not reasonable for longitudinal data. In the longitudinal setting, this structure specifies that variances across time points are homogeneous, as are all covariances across time points; however, it is more likely that observations from closely aligned time points are more correlated than those more separated in time. Also, variances often increase over time, for example, when subjects are more alike at baseline than at the end of the study, violating the homogeneityof-variance assumption. In general, random-effects models for longitudinal data extend the model given in Equation 2 by including multiple random effects to account for the clustering of observations within individuals. For instance, one may allow individuals to vary in terms of both their intercept, or starting point, and their trend across time, yielding a model with two random effects at the individual level (Level 2). As others have noted, these more general random-effects models provide a powerful approach to the analysis of longitudinal data (Bock, 1983; Bryk & Raudenbush, 1987; Gibbons et al., 1988; Laird &Ware, 1982) .
Finally, when dealing with multilevel data, the number of levels of data must be considered. Often, pooling higher-order levels is determined before the analysis for pragmatic or conceptual reasons; at other times, the decision can be empirically tested. Notice, in the example, three potential levels of the data were considered-students (Level 1), classrooms (Level 2), and schools (Level 3)-whereas other potential higher-order levels (e.g., school districts) were implicitly ignored. Even with regard to the three levels in the example, one could empirically argue that three-level analysis is unnecessary because the variance attributable to nesting of classrooms within schools (Level 3) is not significant and thus justify pooling this additional level of the data and proceeding with a two-level analysis (students within classrooms). From a design perspective, on the other hand, because schools were the treatment assignment level, one could argue that the random school term (Level 3) must remain in the model regardless of significance and, therefore, a threelevel analysis is necessary. When the variance attributable to a higher-order level is observed to be small and nonsignificant and the sample is of moderate size, the parameter estimates and standard errors will not differ greatly whether the higher-order level is included in the model or not. In this example, because difference between the three-level analysis and the studentswithin-classrooms two-level analysis was fairly small, both models gave similar results. Unfortunately, software for higherorder (greater than two levels) RRMs is not as readily available, and so comparisons between two-level and higher-order models is not always feasible. In this case, a reasonable approach is to choose the two-level model, which provides the best fit of the data based on the log-likelihood value for the model. This ensures that the level accounting for the largest share of total variance (the largest amount of intradependency in the data) will be included in the model. Further development of higher-order models will eliminate this dilemma in the future.
Computer Programs
The development of computer software for the RRM has been relatively recent, although at an increasing rate. At present, several commercially available software programs exist for computing the RRM, although, except where noted, all perform only two-level analysis. The BMDP3 V (Jennrich & Sampson, 1988 ) and BMDP5V (Schluchter, 1988) procedures are available as part of the general BMDP statistical package for both mainframe and disk operating system (DOS)-based personal computers. Taken together, these procedures are fairly complete and take advantage of the extensive data-handling capabilities of the BMDP environment. The 3V procedure is suited primarily for clustered data, whereas 5V is better suited for repeated-measures data. Recently, Statistical Analysis Systems (SAS) introduced the MIXED procedure, which can handle a variety of both clustered and longitudinal two-level models in an accessible way. At present, MIXED is included in Version 6.07 of SAS, which runs only on mainframe computers; however this procedure will soon be available for PC versions of SAS as well. Other software programs-ML3 (Prosser, Rasbash, & Goldstein, 1991) , HLM (Bryk, Raudenbush, Seltzer, & Congdon, 1989) , and VARCL (Longford, 1986) -are standalone programs that are primarily suited for use on DOS-based PCs, although available for some types of mainframe computers, and run mainly in interactive sessions with the user. As the name implies, ML3 can perform three-level analysis as well as fit some models for dichotomous outcome variables. Additionally, ML3 has excellent data-handling capabilities for a standalone statistical program, and its manual is complete and clearly written. A strength of HLM is that it has the ability to read data from SYSTAT files, allowing one to take advantage of SYSTAT data-handling capabilities before the analysis. VARCL is unique in that it allows for up to nine levels of nesting (with one random effect per level). All of these programs were written by researchers with many published articles on random-effects models, and the manuals refer to these articles as examples and to clarify the use of RRM. Not surprisingly, use of the programs is made simpler with reference to the published articles. For a detailed comparison of the stand-alone programs, see Kreft, de Leeuw, & Kim (1990) .
Alternatively, programming facilities of general statistical packages (e.g., Statistical Packages for the Social Sciences [SPSS] SAS, or both) can be used to develop tailor-made subprograms to perform random-effects regression analysis and interface directly with data sets from these packages. To this end, we have programmed an SPSS matrix subprogram that can perform a two-level random-effects regression analysis.
3 Because this program is written in the SPSS matrix language it can be directly used within SPSS, which additionally supports data transfer from SAS and BMDP system files as well as several spreadsheet and database program files. The matrix language is currently available on the mainframe, Macintosh, and Windows versions of SPSS; however, it is not available on the DOS version of SPSS.
Conclusion
Our example has highlighted features of analysis using RRM and how analysis by more traditional regression models can lead to biased estimates of uncertainty and different conclusions. As demonstrated, RRM provides a powerful tool for analysis of clustered data where the number of individuals within clusters varies. Alternatively, as noted by many researchers (Burstein, 1980; Jacobs, Jeffery, & Hannan, 1989; Koepke & Flay, 1989; McKinlay, Stone, &Zucker, 1989; Murray, Hannan, & Zucker, 1989; Raudenbush & Bryk, 1988) , traditional analysis at the individual or cluster level is problematic. Traditional analysis at the individual level ignores dependency in the data that results from clustering, whereas analysis at the cluster level does not permit a straightforward analysis of individual-level characteristics. By controlling for and estimating the degree of dependency resulting from the clustering of data, RRM allows testing of relationships at the individual level in a manner consistent with data collection; namely, from individuals within clusters. Furthermore, RRM can include independent variables at either the cluster or individual level and estimate their effects as well as interactions. It is our hope that, by using one of the statistical programs that performs RRM or the available SPSS matrix language code, researchers will find these models more accessible. 3 The SPSS matrix subprogram is available from the authors.
