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ABSTRACT 
The biometric signature derived from the estimation of the 
power spectral density singularities of a speaker’s glottal 
source is described in the present work. This consists in the 
collection of peak-trough profiles found in the spectral den-
sity, as related to the biomechanics of the vocal folds. Sam-
ples of parameter estimations from a set of 100 normo-
phonic (pathology-free) speakers are produced. Mapping the 
set of speaker’s samples to a manifold defined by Principal 
Component Analysis and clustering them by k-means in 
terms of the most relevant principal components shows the 
separation of speakers by gender. This means that the pro-
posed signature conveys relevant speaker’s meta-
information, which may be useful in security and forensic 
applications for which contextual side information is con-
sidered relevant. 
1. INTRODUCTION 
Speech Processing Technologies have developed powerful 
tools to extract information present in voice and speech under 
different appearances. This is what Nickel in a recent over-
view [12] defines as “textual contents” and “contextual side 
information”. This last concept includes meta-information 
present on the speaker’s voice, as gender, age, emotional 
state, voice conditions (healthy or pathological), language 
and dialectal issues, function of prosody and intonation in the 
message, etc. Classically the methodology used to character-
ize these concepts is based in the estimation of certain pa-
rameters which are assumed to contain a description of gen-
eral voice characteristics. These parameters are used in the 
training of classification engines, amenable of separating 
speakers in clusters accordingly to this contextual side in-
formation. This is so in speaker’s identification and verifica-
tion tasks (SIV) [14] or in voice pathology detection (VPD) 
[5], where MFCC’s are used as classical parameter templates, 
and Gaussian Mixture Models (GMM’s) or Support Vector 
Machines (SVM’s) are the usual classification engines [15]. 
The efficiency of both parameterization and classification 
approaches is well proven, although Detection Error Tradeoff 
rates have reached a certain lower limit which is difficult to 
overcome. To find alternative techniques to reduce DET’s, a 
possible approach is to analyze the textual and contextual 
nature of voice, separating both profiles, using the most suit-
able classification engines for both flows of information, and 
fusing the results as is customary in SIV tasks [14]. The ana-
lytical technique presented here splits unvoicing and voicing 
frames. The spectral information present in these last ones 
would be separated into vocal tract spectral contents (mainly 
of textual character: related with the articulatory features of 
the message) and glottal source spectral contents (mainly 
contextual: gesture, tension, stress, pathology, intonation, 
etc.). The use of the glottal source in speaker’s identification 
tasks was proposed by Plumpe [13] to improve DET rates 
over classical methods using the temporal features of the 
glottal source. That technique presented several inconven-
iences derived from the relative separation of real glottal 
source temporal patterns (open and close quotients, etc.)  
from those of the ideal Liljencrants-Fant paradigm [4]. The 
aim of the present study is to devise a biometric voice signa-
ture based on the spectral characteristics of the glottal source 
[9], instead on its temporal counterparts. The power spectral 
distribution of the glottal source is estimated and the relevant 
spectral parameters on its power spectral density are used as 
biometric descriptors. This distribution is separated into two 
components: the one contributed by the vocal fold body, and 
the one due to the vocal fold cover. Through the present 
study the vocal fold cover biomechanical signature will be 
used to derive the speaker’s biometric characterization. The 
Glottal Source Biometric Signature will be defined in section 
2. Section 3 will be devoted to present the detection of gen-
der using this signature among a database of 100 speakers 
equally balanced. Section 4 will present and discuss the de-
tection results and Section 5 will summarize the main con-
clusions. 
2. GLOTTAL SOURCE BIOMETRIC SIGNATURE  
The proposed methodology for the estimation of the Glottal 
Signature is based on the derivation of the glottal source, 
once the vocal tract influence is removed from the voice 
trace by inverse filtering by means of an iterative implemen-
tation of Alku’s method [1], [2], [8] and in the separation of 
the glottal source in its body and cover components under a 
phonation cycle basis as described in detail in [6]. A typical 
power spectral density profile of the cover component is 
shown in Figure 1. The following features may be appreci-
ated: a rapid rise from low frequencies to a first amplitude 
maximum given by TM1 centered at a frequency fM1, followed 
by a minimum Tm1 at fm1 and a new maximum TM2 at fM2. 
Several of these “V” profiles may be found, the spectral ten-
dency showing a decay of 1/f (dot line). These “V” grooves 
or troughs are present in all normal speakers examined. They 
are almost unnoticeable in cases with over-tense voice, gen-
erally associated to the presence of certain pathological con-
ditions of the vocal fold. 
 
Figure 1. Power spectral density plot of the mucosal wave corre-
late for speaker 14E showing the vertices of the “V” profile {TM1, 
fM1}, { Tm1, fm1} and {TM2, fM2}, and the meaning of the 10 most 
relevant singularity parameters used in the study. Relative ampli-
tude is given in dB. Horizontal axis given in Hz. 
Where the parameter pairs [p18, p27], [p19, p28], [p21, p30], [p22, 
p32] and [p23, p32] encode the relative amplitude in dB and 
frequency position of each singularity as defined in 1)a)i)(4). 
The numbering of the parameters has to see with their rela-
tive position in a wider parameter list including distortion 
and biomechanical parameters as well as described in [7]. 
The ultimate reasons explaining this spectral behaviour are to 
be found in vocal fold biomechanics [8]. Therefore a “glottal 
signature” may rely on each “V” profile as shown in [9], 
measuring the amplitude and position of each minimum and 
the two maxima on its sides. Another related parameter is 
trough slenderness, which is the ratio between the width and 
depth of the trough. The glottal signature may be estimated 
by the relative amplitude differences for each singularity 
(maxima and minima) with respect to the first maximum 
found. For such, the normalized power spectral density of the 
glottal source or the mucosal wave correlate (after subtract-
ing the glottal average wave) is used to obtain the positions 
of envelope singularities as follows: 
• Pitch-synchronous frames of the mucosal wave corre-
late power spectral density in dB are FFT-estimated  
• Each frame spectral envelope is obtained 
• The envelope maxima (*) and minima (◊) in amplitude 
and frequency are estimated as ordered pairs with order 
index k: {TMk, fMk} and {Tmk, fmk}. 
• The largest of all maxima {TMm, fMm} is used as a nor-
malization reference both in amplitude and in fre-
quency for maxima and minima as given by: 
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• The slenderness factor of each minimum is defined as 
follows: 
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The definition of the glottal signature is based on these pre-
defined parameters as: 
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where the difference in amplitudes between the largest local 
maximum and the end frequency limit has been also used to 
define p23 and p32. Figure 2 shows the intra-speaker variabil-
ity of the first nine ordered pairs {TMk, fMk} and {Tmk, fmk} for 
typical male and female subjects. Note the normalization 
properties of this parameterization, both in amplitude and 
frequency. 
 
 
Figure 2. Intra-speaker variability of male (label #185: upper two 
templates) and female (label #158: lower two templates) for the 
first nine spectral singularities. Frequency positions are normal-
ized to the first peak fM1. 
It may be seen that singularities in this specific male case 
appear less dispersed than in the female case. Nevertheless 
this need not be so in all cases, as one can find also pretty 
stable female signatures. Peaks and troughs show similar 
average positions in the female than in the male case as well. 
These differences are mainly due to voice quality features in 
both specific subjects. This  particular behaviour of the glot-
tal signature between gender scan not be generalized to all 
cases, as it depends on  subject-specific factors, voice organic 
or functional pathology among them. What is generalizable 
for both genders is that female singularities appear at higher 
values in frequency (normalized). 
3. MATERIALS AND METHODS 
A set of 100 speakers equally distributed by gender was ran-
domly recruited from a wider database. Speaker ages ranged 
from 19 to 39, with an average of 26.77 years and a standard 
deviation of 5.75 years. The normal phonation condition of 
speakers was determined by electroglottographic, video-
endoscopic and GRBAS [10] evaluations. The recordings 
consisted in three utterances of the vowel /a/ produced in 
different sessions of about 3 sec per record. A 0.2 sec frame 
from the record centre was used in the estimations. The 
spectral profile parameters {p18-34} as well as the body and 
cover biomechanical parameters {p35-46} were obtained for 
each speaker [9]. Parameters {p1-14}, corresponding to dis-
tortion measurements (pitch, jitter, shimmer, NHR, etc.) [5] 
were also estimated, although not used in the experiments 
presented. As each parameter was estimated on a phonation 
cycle basis (pitch-synchronous), for a typical male voice 
(with pitch around 100 Hz) an average of M=20 estimations 
was obtained, which should be around M=40 for female 
voice (with a typical pitch of 200 Hz). In this way up to 
J=46 observation parameters xij with 1≤j≤J for each speaker 
1≤i≤I in the set of I=100 speakers were evaluated as the 
average of each observation parameter pim over 1≤m≤M 
phonation cycles: 
∑
=
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These values are stored in a column vector: [ ]TIjijj2j1j x,xx,x KK=x  (6) 
containing the estimations of parameter j for all the speakers 
1≤i≤I in the set. The estimations for the whole set of speak-
ers will be organized as a matrix of observations: 
[ ]Jj1 , , xxxX KK=  (7) 
Principal Component Analysis will be applied to this dataset 
as described in [11]. The set of eigenvalues and eigenvectors 
{λi,ei} of  the covariance matrix C of X will be evaluated. 
The set of parameters is re-calculated in terms of principal 
components as: 
Jj1;jj ≤≤= Xey  (8) 
Column vectors yj contain the new parameters (principal 
components) for each speaker in the list 1≤i≤I, ordered by 
their variance diminishing with the component order, ac-
cording to their the respective eigenvalues {λi}, provided 
that λi≥ λi+1. This means that after a certain point, let’s sup-
pose it be j=p«J, the residual variance contained in the re-
maining components can be considered negligible, which 
allows truncating the component set to the first p column 
vectors, thus reducing the size of the data set substantially. 
Another important application of PCA may come through 
what would be called “reverse annotation”. As the first 
components are ordered by relevance and these are linear 
combinations of the original parameter set, the structure of 
the first (most relevant) component for speaker i: 
1JiJ1jij212i111i1i exexexexy +++++= LL  (9) 
is a linear combination of the original parameter row vectors 
weighted by the components of the first (column) eigenvec-
tor e1. Therefore, the relative contribution of each original 
parameter to this first component will depend on the relative 
values of the elements of this eigenvector, the ones with larg-
est absolute value contributing more than those with lowest 
absolute value. This same consideration would be extensible 
to the reduced set of the first p components, having in mind 
that their relevance is also graded by their respective latency 
(absolute value of their eigenvalues). Therefore, a sorting 
function to grade the relative contribution of the original pa-
rameters in the new data set in cases where the first eigen-
value is substantially larger than the rest (p=1) is expressed 
by the absolute value of the first column eigenvector ele-
ments. The methodology implemented in the present study 
used the original parameters recorded for the set of speakers 
as defined in (1)-(4) on which PCA was applied as described 
in [7]. The following steps were covered: 
1. Pre-selection of a database X17-34 comprising the origi-
nal parameter set S0 ={x17-34} from the set of selected 
speakers. 
2. From this subset, x20 and x29 were not used as they 
eventually correlated with x19 and x28 for all the speak-
ers. 
3. The resulting subset of parameters S1={x17, x18, x19, x21, 
x22, x23, x24, x25, x26, x27, x28, x30, x31, x32, x33, x34} in-
cluded the normalized version of the singularities on 
the power spectral density of the mucosal wave corre-
late, and the slenderness factors, as given in (3). 
4. Separate the resulting database X(S1) set into two clus-
ters by k-means blindly (with no “a priori” informa-
tion). 
5. Apply PCA on X(S1) to transform it on a new manifold 
for p=16 principal components producing a matrix Y1-
16 ordered by the relevance of its principal components. 
6. Select the three first components for the 3-D presenta-
tion of results in the principal component subspace. 
7. Evaluate the relevance of the original parameters by 
reverse annotation, as in Table 1. Select the original 
parameters with highest relevance corresponding to 
S2={x28, x30, x19, x31, x18, x27, x22, x21}. 
8. Select the 3 most relevant original parameters from S2 
corresponding to S3={x30, x28, x19}. This subset may be 
used for 3-D presentation of results in the original pa-
rameter subspace. 
 
Table 1. Relevance of singularity parameters from 
PCA (1st eigenvector) 
Parameter order and name Latency 
28. MW PSD 2nd Max. Pos. rel. 0.3446 
30. MW PSD 2nd Min. Pos. rel. 0.3408 
19. MW PSD 2nd Max. rel.      0.3359 
31. MW PSD 4th Max. Pos. rel. 0.3344 
18. MW PSD 1st Min. rel.      0.3341 
27. MW PSD 1st Min. Pos. rel. 0.3340 
22. MW PSD 4th Max. rel.      0.3222 
21. MW PSD 2nd Min. rel.      0.3093 
33. MW PSD 1st Min NSF        0.1563 
34. MW PSD 2nd Min NSF        0.1408 
26. MW PSD 1st Max. Pos. ABS. 0.1377 
24. MW PSD Origin Pos. rel.   0.1377 
25. MW PSD In. Min. Pos. rel. 0.1377 
17. MW PSD 1st Max. ABS.      0.1139 
23. MW PSD End Val. rel.      0.0565 
32. MW PSD End Val. Pos. rel. 0.0202 
 
The meaning of the most relevant singularity parameters 
may be clearly deduced from Figure 1, where they are asso-
ciated to the main features of the first two “V” profiles. 
4. RESULTS AND DISCUSSION 
The results after PCA have been plotted in terms of the three 
main principal components as shown in Figure 3. The most 
relevant original parameters in S3 correspond to the relative 
position in frequency of the 2nd minimum (x30) and the sec-
ond maximum (x28) and the relative amplitude of the second 
maximum (x19), all of them related to the second “V” pro-
file. 
 
 
Figure 3. Top: Classification results in terms of the main 3 
principal components. The samples are clustered into two 
groups linked by a tiny isthmus. Most of the samples labeled 
as (o) are in the left hand side group, whereas those with (◊) 
are in the right hand side one split by the 2nd principal compo-
nent. Bottom: Isthmus enlarged for better view. Samples pin-
pointed by arrows are two misclassified cases. Labels give 
speaker identities. 
 
Table 2 gives speaker-to-cluster assignments. The first ob-
servation is that samples were “blindly” separated according 
to speaker’s gender, as most of male samples (48) were as-
signed to cluster (◊), where all female samples (50) were 
assigned to cluster (o). The rest of male samples (2) were 
assigned to cluster (o). Therefore there were 2/100 False 
Acceptances and 2/100 False Rejections. These results show 
clearly that the influence of gender is hidden in the set of 
observation parameters with stronger influence in clustering, 
i. e., those reflected as the most relevant ones by PCA analy-
sis. It may be shown [8] that the parameters measuring the 
amplitude of the peaks relative to the first maximum {x19 
and x22} are related to the two most important massive struc-
tures on the cord cover accordingly to  2-mass vocal fold 
biomechanics [3]. The relative depth of the troughs in the 
“V” profiles {x18 and x21} is related with the elastic parame-
ters of the springs linking the masses. Tense vocal cords 
would present shallower troughs and would be more often 
seen in female than in male voice. On the other hand, male 
voice would be expected to show higher peaks than female 
voice. Although a deep study of the statistical distribution of 
these parameters is still pending, one may expect that the 
positional coefficients {x28, x30, x31}, would be more com-
pressed (tighter packed) in male than in female voice (corre-
sponding to normalized frequency positions 4, 5 and 6 as 
given in the two bottom templates of Figure 2). This would 
be in good agreement with other studies treating the influ-
ence of gender in voice spectral parameters [16]. 
 
Table 2. Clustering of speakers 
 Male speaker labels Female speaker labels 
Cluster (o) 01A, 0B5, 10F, 112, 13A, 
145, 14D, 14E, 14F, 150, 
15B, 161, 169, 16A, 16B, 
16E, 170, 17F, 185, 18D, 
18F, 190, 196, 198, 1A0, 
1A3, 1A6, 1AB, 1AD, 1B0, 
1BB, 1D0, 1D5, 1D8, 1F2, 
1F7, 1F8, 1F9, 206, 20D, 
231, 241, 252, 256, 259, 
25A, 25C, 262 
N=48 
 
N=0 
Cluster (◊) 1A1, 1F3 
 
 
 
 
 
 
 
 
 
N= 2 
006, 028, 032, 047, 089,
0B2, 0B4, 0F9, 11E, 120,
136, 140, 146,149, 154,
158, 15A, 15C, 15D, 15E,
160, 16C, 16D, 173, 179,
17B, 17C, 17E, 180, 181,
184, 186, 188, 192, 19A,
1A4, 1A5, 1AC, 1B7, 1C3,
1CF, 1D1, 1D7, 1F1, 1F5,
1FB, 1FD, 1FF, 201, 207 
N= 50 
 
These results may explain why the gender condition is so 
neatly expressed in a completely blind clustering experiment 
as the one shown. It could be argued that gender appears to 
be related to pitch, and therefore it would be present anyway 
on the results, but this analysis would be too simplistic, as 
pitch influence has already been removed by the normaliza-
tion process in expressions (1) and (2), therefore gender 
information must be encoded in the relative singularity val-
ues (mainly in troughs). The mis-clustered cases (speakers 
1A1 and 1F3) are located near in the “isthmus” close to the 
boundary limits between both clusters where classification 
may be prone to ambiguity. 
5. CONCLUSIONS 
The power spectral density of the mucosal wave correlate 
contains relevant information directly related with vocal 
cord biomechanics. The singularities present in the spectral 
profile appear as “V” troughs, and once quantized in ampli-
tude and frequency relative to the first maximum, may serve 
as biometric descriptors of the speaker’s glottal function. A 
clear correlation is present among certain parameters esti-
mated on the power spectral density of the mucosal wave 
correlate and certain speaker’s features. In this sense, the 
speaker’s gender is influencing strongly the power spectral 
distribution of glottal signals. It could be expected that other 
aspects of the speaker’s meta-features, as age, tenseness, 
stress, nasalization, production gesture (chest, head, falsetto, 
etc.), and even pathology-related ones (creaky, fry, rough-
ness, breathiness, etc), would appear reflected in the distri-
bution of the specific glottal spectral profile defined, this 
being a matter for further study. These results are of most 
interest for forensic applications in cases where scarce re-
cords are available from a speaker, making it almost impos-
sible to assign a specific identity to the records. Under such 
assumption meta-feature information could help in building 
robot phonetic pictures (“vocal passport”) which could be 
later used in intelligent database searches, substantially re-
ducing the span of search. The normalization of glottal bi-
ometry and its combination with vocal tract features may be 
applied in speaker identification and verification using fu-
sion methods [13] to improve DET rates. The fields of secu-
rity applications, as well as speech therapy, singing and oth-
ers related, could also benefit from this kind of representa-
tions. 
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