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By combining all-electron density-functional theory with many-body perturbation theory, we
investigate a prototypical inorganic/organic hybrid system, composed of pyridine molecules that are
chemisorbed on the non-polar ZnO(1010) surface. We employ the G0W0 approximation to describe
its one-particle excitations in terms of the quasi-particle band structure, and solve the Bethe-Salpeter
equation for obtaining the absorption spectrum. The different character of the constituents leads
to very diverse self-energy corrections of individual Kohn-Sham states, and thus the G0W0 band
structure is distinctively different from its DFT counterpart, i.e., many-body effects cannot be
regarded as a rigid shift of the conduction bands. We explore the nature of the optical excitations
at the interface over a wide energy range and show that various kinds of electron-hole pairs are
formed, comprising hybrid excitons and (hybrid) charge-transfer excitations. The absorption onset
is characterized by a strongly bound bright ZnO-dominated hybrid exciton. For selected examples
of either exciton type, we analyze the individual contributions from the valence and conduction
bands and discuss the binding strength and extension of the electron-hole wavefunctions.
I. INTRODUCTION
Combining the best of two worlds is the main aim be-
hind intensive investigations of hybrid materials. In or-
ganic/inorganic hybrid systems, for instance, their ma-
jor advantages for opto-electronic applications are seen
in the strong light-matter coupling of the organic com-
ponents, while the inorganic counterparts excel in large
carrier mobilities and thus efficient charge-carrier trans-
port as well as small exciton binding energies.1–3 These
properties together with a type-I level alignment at the
hybrid interface would be ideally suited for light-emitting
applications.4,5 Type-II alignment, in turn, is favored for
a hybrid solar cell where optical absorption of sunlight is
expected to directly lead to electron-hole separation.6–10
Prerequisite for that is the light-induced creation of hy-
brid or charge-transfer excitons, which exhibit the hole
to a large extent on one side of the interface while the
excited electron would reside on the other side. Inves-
tigations along these lines on hybrid inorganic/organic
materials composed of wide-gap semiconductors like ZnO
and organic chromophores have created an active field of
research.11–25
The adsorption of a molecular layer on inorganic sur-
faces has also been exploited to tune the work function
of the inorganic component.14,16,17,26 A special prototyp-
ical hybrid system, consisting of a monolayer of pyridine
molecules chemisorbed on the non-polar ZnO(1010) sur-
face (labelled Py/ZnO in the following) has been studied
experimentally by photoelectron spectroscopy to deter-
mine the reduction of the electron injection barrier at
the interface.27 The binding mechanism and the interface
morphology of this system has been studied theoretically
by density functional theory (DFT), including van der
Waals interactions.27
Insight from ab initio theory is essential in order to
gain understanding of the opto-electronic properties of
such complex materials. However, even when applying
state-of-the-art methods, a fully quantatitive description
of hybrid materials remains extremely challenging.28 Ap-
proximations most suitable for the organic part may not
be applicable to the inorganic one, and vice versa.29,30
This situation may hamper obtaining the correct level
alignment at the interface which, in turn, is the base for
optical excitations. Further challenges are presented by
the sensible interplay of geometry, bonding, hybridiza-
tion, and electron-transfer processes. Ultimately, calcu-
lations of hybrid materials are computationally very de-
manding due to the large number of atoms per unit cell.
Indeed, so far the electronic and optical properties of
only a few prototypical hybrid systems have been success-
fully investigated by means of first-principles many-body
approaches.31–34
In this work, we study Py/ZnO making use of the
structure determined in Ref. 27. The G0W0 approxi-
mation of many-body perturbation theory (MBPT) is
employed on top of DFT to obtain the level alignment
at the interface, and the Bethe-Salpeter equation (BSE)
is solved on the search for hybrid and charge transfer ex-
citations. We demonstrate the role of many-body effects
in both approaches, discussing the impact of the electron
self-energy on the quasi-particle band structure and the
existence of pronounced excitonic effects in the optical
absorption spectra. We provide a detailed analysis of the
absorption features, determining their character in terms
of spatial extension and electron-hole binding strength.
Finally, we critically evaluate the used methodology.
II. METHODOLOGY
A. Theoretical background
DFT is used to compute the ground-state proper-
ties, with the local-density approximation (Perdew-Wang
parametrization35,36) as the exchange-correlation func-
tional (xc). Using the resulting Kohn-Sham (KS) eigen-
values and orbitals as a starting point, many-body per-
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FIG. 1. Left: Side view of a pyridine monolayer on the non-
polar ZnO(1010) surface. The unit cell is indicated by the
black lines, with vacuum extending in c direction. Right:
Surface Brillouin zone of the Py/ZnO(1010), with the band
structure path marked in purple.
turbation theory is employed to determine the excited-
state properties. The quasi-particle (QP) band structure
is hereby calculated within the G0W0 approximation,
providing the first order perturbative correction to the
KS energies. The optical spectrum is obtained from the
solution of the Bethe-Salpeter equation, an effective two-
particle equation of motion for the electron-hole Green
function. It is formulated as an eigenvalue problem as∑
v′c′k′
Hvck,v′c′k′ A
λ
v′c′k′ = E
λAλvck, (1)
describing transitions from the valence (v) to the conduc-
tion (c) band region with the eigenvalues Eλ represent-
ing the excitation energies. In the effective many-body
Hamiltonian for singlet states, HBSE = Hdiag + 2Hx +
Hdir, the first termHdiag accounts for vertical transitions,
while the other two terms consist of the electron-hole ex-
change Hx (not present for spin triplets) and the screened
Coulomb interaction Hdir. The attractive nature of the
last term is responsible for the formation of bound ex-
citons. Considering the first term only corresponds to
the independent particle picture where the electron and
hole do not interact. We will use this approximation for
comparison in order to demonstrate the impact of the
electron-hole interaction on the optical absorption.
The excitonic wavefunction is given by the linear com-
bination of the KS wavefunctions, weighted by the cou-
pling coefficients Aλvck, which are the eigenvectors in Eq.
1:
Φλ(re, rh) =
∑
vck
Aλvckψ
∗
vk(rh)ψck(re). (2)
These eigenvectors enter the expression of the imaginary
part of the macroscopic dielectric function which is used
to represent the optical absorption spectrum
Im M (ω) =
8pi2
Ω
∑
λ
∣∣∣∣∣∑
vck
Aλvck
〈vk|pi|ck〉
ck − vk
∣∣∣∣∣
2
δ(Eλ − ω),
(3)
and also yield information about the individual excita-
tions in terms of the transition weights
wλck =
∑
v
|Aλvck|2 (4)
and
wλvk =
∑
c
|Aλvck|2, (5)
which describe the composition of an excitation in terms
of contributing bands.
B. Computational details
The system considered in this work consists of four lay-
ers of ZnO covered by an upright-standing monolayer of
pyridine molecules (Fig. 1). The geometry taken from
Ref. 27 has been slightly modified by including only
one pyridine per unit cell, and thus including overall 43
atoms. The original structure from Ref. 27 contains two
inequivalent molecules exhibiting a slightly different tilt
angle with respect to the surface.
All calculations are performed using the all-electron
full-potential package exciting,37 which is based on
the linearized augmented planewave plus local-orbitals
method. The adopted muffin-tin radii for the involved
species are RHMT = 0.8 bohr, R
N
MT = R
C
MT = 1.2 bohr,
RZnMT = R
O
MT = 1.6 bohr. A basis-set cutoff of |G +
k|max = 5 for the smallest muffin-tin sphere is used.
8 A˚ of vacuum are included perpendicular to the sur-
face to minimize the interactions between periodic slabs.
The calculations of QP corrections to the KS eigenval-
ues within the G0W0 approximation include 1000 empty
bands. The BZ sampling is performed with a 4× 4× 1 k
grid. Wannier interpolation is used to visualize the band
structure and the density of states. The BSE is solved
within the Tamm-Dancoff approximation. 150 conduc-
tion bands are included in the calculation of the response
function and the screened Coulomb potential. 41 occu-
pied and 25 unoccupied bands on a 16×16×1 k grid are
taken into account in the construction of the BSE Hamil-
tonian. Local-field effects are considered by including 41
G+ q vectors. A Lorentzian broadening of 0.1 eV is in-
cluded in the resulting optical spectra. Atomic structures
and isosurfaces are obtained with the VESTA software.38
III. RESULTS
A. Electronic structure
The G0W0 band structure of the Py/ZnO interface is
shown in Fig. 2 (top panel, right-hand side) together with
the LDA results (left side) for comparison. The mate-
rial exhibits a direct QP band gap of 2.25 eV at the Γ
point where the valence-band maximum (VBM) and the
3FIG. 2. LDA (left) and QP band structure (right) of Py/ZnO. The color code indicates the band character, going from
red (ZnO) over shades of purple (hybridized states) to blue (Py). The Fermi level is located at 0 eV. Bottom: Kohn-Sham
wavefunctions of selected bands at the Γ point indicated in the panels above.
conduction-band minimum (CBm) have a predominant
ZnO character, as highlighted by the color code of the
bands (Fig. 2). As such, the system can be regarded
as a type-I heterostructure. The occupied (unoccupied)
molecular orbitals of pyridine can be identified at lower
(higher) energies in the valence (conduction) region. Sup-
ported by inspection of the wavefunctions, reported in
the bottom part of Fig. 2, we recognize the LUMO and
LUMO+1 of the molecule, referred to in the following as
Py(LUMO) and Py(LUMO+1), at about 2.5 eV and 3
eV with respect to the CBm, respectively. Likewise, in
the valence band, Py(HOMO-1) and Py(HOMO-2) ap-
pear 2.5 eV and 3 eV below the VBM. Remarkably, the
Py(HOMO) is no longer present as pure molecular state
in the electronic structure of the hybrid interface.
A closer inspection of the wavefunctions of the frontier
states, as reported in Fig. 2, shows that the electronic
structure of the Py/ZnO interface is more complex than
what a simple model can suggest. The wavefunctions cor-
responding to the VBM and CBm at Γ are, in fact, mostly
delocalized over the ZnO surface. The CBm is a bulk-
like state formed mainly by oxygen states whereas the
VBM is an oxygen-dominated surface state. However, in
both cases there is significant hybridization between the
uppermost ZnO layer and the molecule along the Zn-N
bond and towards the carbon ring, as discussed in detail
in Ref. 27. The HOMO of pyridine is now completely hy-
bridized with ZnO bands and located in the upper part
of the valence region. Deeper down in the valence band,
we find more hybridized states where the electron dis-
tribution is equally spread in the inorganic and organic
component. As an example of this type of states we show
VBM-33 in Fig. 2. All these features have relevant impli-
cations for the optical excitations of this system, which
will be discussed in the next section.
The hybridization that occurs in the electronic struc-
ture is better highlighted in the density of states
(DOS), as displayed in Fig. 3 projected onto individual
atoms (top panel) and the hybrid’s constitutents (middle
panel). For comparison also the DOS of the isolated sub-
systems is shown (bottom panel). Although only minor
contributions from pyridine appear in the uppermost part
of the valence band,27 there is clear indication of strong
hybridization of the molecular states with the underly-
ing ZnO surface at -3 eV and below. Here, the peaks
associated with pyridine contributions are significantly
broadened compared to the case of the isolated molecu-
lar monolayer. The positions of the (occupied and un-
occupied) pyridine-derived bands in the hybrid system
(middle panel) are shifted by about 1 eV towards each
4other, compared to the states of the monolayer (bottom
panel). This effect, leading to a reduction of the molecu-
lar band gap, is known as the polarization-induced renor-
malization of molecular levels occuring in the presence of
a substrate, and has been investigated at various metallic
and semiconductor surfaces.39–42
We conclude this section by commenting about the
adopted methodology to describe the electronic structure
of this hybrid interface. While it is evident that the LDA
functional underestimates the size of the band gap, yield-
ing a value of 0.88 eV, the G0W0 approximation provides
a more realistic result of 2.25 eV. Although this value,
based on a semi-local xc functional as a starting point,
is still expected to underestimate the true QP gap, the
conclusions drawn above are unaffected. We emphasize
that LDA was not only used to keep the calculations of
such complex system feasible, but also for the fact that
we do not have any xc functional in hand that would be
particularly suited for hybrid materials. Thinking, e.g.,
on hybrid functionals, the organic side would require a
much larger amount of Fock exchange than the inorganic
counterpart. Recently, optimally tuned range-separated
functionals have been proposed to improve the descrip-
tion of the electronic structure of hybrid interfaces with
metallic substrates.30,43 Hence, in any case, a fully quan-
titative discussion of such materials is still not possible.28
B. Optical excitations
The complex electronic structure of the Py/ZnO inter-
face, as discussed above, gives rise to a diversified spec-
trum of optical excitations. In Fig. 4 we plot the ab-
sorption spectrum of this system as the imaginary part
of the frequency-dependent macroscopic dielectric tensor,
averaged over its in-plane components obtained from the
solution of the BSE. The counterpart obtained in the
independent QP approximation (IQPA), where the e-h
interaction is neglected, is shown for comparison. The
absorption onset falls in the visible region and is domi-
nated by two intense peaks below the band gap. These
features, which are absent in the IQPA spectrum, are in-
terpreted as bound excitons. The overall shape of the
near-edge absorption resembles very much the profile of
the dielectric function of bulk ZnO,44 where, however ex-
citonic effects are much less pronounced. In fact, in the
periodic crystal binding energies are of the order of 60
meV44 while here the first excitation (marked as I in
Fig. 4) has a binding energy of about 0.4 eV. Such en-
hancement of one order of magnitude is not surprising
since the coupling strength depends on dielectric screen-
ing and the dimensionality of the system,45 and exciton
formation in a ZnO surface has indeed been detected ex-
perimentally.46 The presence of only four layers further
enhances quantum confinement effects that, in turn, lead
to an increase of the binding strength. In addition, the
e-h interaction tends to redistribute the spectral weight
towards lower energies, such that the lowest-energy peaks
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FIG. 3. Top: Atom-resolved QP density of states of Py/ZnO
(lines) with the total contributions from pyridine and ZnO
highlighted by the shaded area. Middle panel: Pyridine and
ZnO contributions to the QP DOS. Bottom: QP DOS of iso-
lated pyridine monolayer and ZnO slab as calculated in the
same geometry as the hybrid system.
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FIG. 4. Optical absorption spectrum of Py/ZnO averaged
over the in-plane components of Im M including (BSE, solid
line) and neglecting (IQPA, grey area) excitonic effects. Red
bars indicate the energetic position of selected excitons while
the dashed line marks the position of the QP band gap.
5are more intense compared to the above-edge region. We
note in passing that the out of-plane component of the
dielectric tensor is much smaller in magnitude and misses
the first excitonic feature.
From the solution of the BSE we can gain additional
information about the character of the e-h pairs in the
system. We identify three different types of excita-
tions which we classify as ZnO-like, hybrid, and (hybrid)
charge-transfer excitons according to the predominant
character of the bands involved in their formation. In the
following, we provide a real- and reciprocal-space analy-
sis of those electron-hole pairs which are marked by red
bars in the spectrum (Fig. 4). We display the excitonic
wavefunction, as given by Eq. 2, for fixed positions of the
electron and the hole, respectively, in order to inspect
their spatial distribution. Additionally, we visualize con-
tributions stemming from different bands, as expressed
by Eqs. 4 and 5 in reciprocal space.
The first exciton (I) at 1.78 eV (Fig. 4) is a hybrid ex-
citon, stemming from transitions between the hybridized
VBM and the CBm at the Γ point (Fig. 5). While the
hybrid character of this exciton could already be inferred
considering the hybridized nature of the involved elec-
tronic states, its spatial extension and shape is provided
only in the many-body framework of the BSE. Overall,
this exciton is delocalized over the ZnO surface and ex-
hibits nearly centrosymmetric geometry in the xy-plane
(see reference system in Fig. 1). The real-space plots
in Fig. 5 indicate rather different distributions of the
electron and the hole in this e-h pair. When the hole
is fixed on an oxygen atom of the uppermost ZnO sur-
face layer, the electron distribution is localized in the xy-
plane and extended in z direction down across the ZnO
layers (Fig. 5, lower right panel). This feature reflects
the bulk character of the CBm depicted in the bottom
of Fig. 2. A small amount of the electron distribution
also reaches to the nitrogen atom. When the electron is
fixed on the N atom of the pyridine bonded to the Zn
atom at the surface, the hole distribution is limited to
the uppermost ZnO layer, with minor contributions from
the second layer. This analysis shows that the first exci-
ton has predominantly ZnO character bearing therefore
a weak hybrid nature. Also the manifold of excitations
between exciton I and exciton II in Fig. 4 exhibit similar
character.
Excitons with a pronounced hybrid nature, albeit of
significantly low intensity compared to the first one, can
be found at higher energies. Representative of this type
is the exciton at 4.74 eV (Fig. 6), labeled II in Fig. 4. Its
main character stems from transitions along the Γ-Y path
near the Γ point, from VBM-33 to the lowest conduction
band, the VBM-33 being a deep lying hybrid band in
the valence region that has oxygen, nitrogen, and car-
bon contributions (Fig. 2). With the electron fixed on a
surface-layer oxygen atom, the hole distribution appears
entirely delocalized over both pyridine and ZnO, demon-
strating its hybrid character. When fixing the hole on
the nitrogen, the hybrid nature of the electron distri-
bution becomes evident. Here we observe a significant
weight of the electron-hole pair distribution on the low-
est ZnO layer which indicates a confinement effect. We
conclude that the delocalization and, related to this, the
electron-hole binding strength, may depend on the thick-
ness of the ZnO substrate. More specific, the character
of such electron-hole pair may become even more ZnO-
dominated with increasing ZnO thickness.
Another type of exciton, that can be found in the UV
region, has charge-transfer nature, being characterized
by spatial separation of the electron and the hole across
the interface. When the electron is situated on the or-
ganic side, the hole resides mainly on the inorganic com-
ponent, and vice versa. Such excitons involve transitions
form pure pyridine bands to ZnO-dominated bands. This
scenario is realized in the exciton at 5.31 eV, composed
of Γ-point transitions from VBM-2, which displays ZnO
character, to Py(LUMO+1). By plotting the excitonic
wavefunction in real space (Fig. 7) we confirm the charge-
transfer character of this excitation. Fixing the electron
position on a carbon atom, the hole distribution is spread
over ZnO (upper right panel), while fixing the hole on an
oxygen atom (lower right panel) reveals an electron dis-
tribution located mainly on pyridine. In the latter case,
we additionally observe some intensity on ZnO. This in-
dicates that there are mixed-in contributions from hybrid
or ZnO states along a different k-path.
Also exciton IV at 5.49 eV exhibits charge-transfer na-
ture (see Fig. 8). However, here, the involved pyridine
band lies in the valence region, as reflected in the hole
distribution. The reciprocal-space analysis shows tran-
sitions from Py(HOMO-2) to the CBm around the Γ
point, with the transition weights being larger along X-Γ
than along Γ-Y direction. Fixing the electron position
on the oxygen atom exhibits a delocalized Py(HOMO-
2)-like hole distribution on pyridine. Fixing the hole po-
sition on nitrogen, we observe the electron distribution
to reside mainly on ZnO.
This wealth of excitations with charge-transfer charac-
ter appears in the UV region of the spectrum, well above
its onset at visible frequencies. In essence, our results
indicate that the chemisorption of the molecule on the
ZnO surface tends to largely preserve the optical absorp-
tion features of the inorganic material in the onset region.
This is related to the small size of pyridine and thus its
sizeable band gap, which is a few eV larger than the one of
the ZnO surface. This difference does not represent the
optimal scenario for opto-electronic applications where
the gaps of the constituents would ideally be of similar
size. This criterion can be met by choosing molecules
with a more extended backbone. For instance, attaching
more phenyl rings to the pyridine molecule would shift
the HOMO and LUMO of the organic components to
lower energies, and thus closer to the frontier region of
the ZnO surface.
6-6
-5
-4
-3
-2
-1
 0
 1
 2
 3
 4
 5
 6
H C H1 X Γ Y H
E
ne
rg
y 
[e
V
]
FIG. 5. Reciprocal (left) and real (right) space representation of exciton I depicted in Fig. 4. The reciprocal-space representation
shows the contributions of individual bands to the exciton as colored circles along a k path. The size of the circle is proportional
to the transition weight; the colour code indicates the band character going from red (ZnO) over shades of purple (hybridized
states) to blue (Py). The real-space representation shows the probability density of finding the hole component of the e-h
wavefunction given a fixed position of the electron (upper right panel) and vice versa (lower right panel). The electron (hole)
probability distribution is depicted in orange (green) with the corresponding hole (electron) position marked by a black circle.
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FIG. 6. Same as Fig. 5 for exciton II.
IV. CONCLUSIONS
In summary, we have shown how many-body effects
govern the opto-electronic excitations of prototypical in-
organic/organic hybrid interface, formed by a mono-
layer of pyridine molecules chemisorbed on the non-polar
ZnO(1010) surface. This system exhibits a type-I band
alignment, with hybridized frontier states. We empha-
size that the DFT band structure of such systems, based
on semi-local xc functionals, is meaningless in view of
the distinctively different self-energy corrections to differ-
ent band states. The G0W0@LDA approach is not fully
quantitative due to the perturbative nature of the G0W0
approximation and, consequently, its starting-point de-
pendence. Still, it provides an important step forward to
handle systems of this complexity. We have computed
the optical excitation spectrum by solving the BSE and
analyzed the character of various optical excitations in
terms of the character of contributing states and the real-
space extension of the electron-hole wavefunction. More
specific, with four different examples we have shown that
hybrid excitons as well as (hybrid) charge-transfer ex-
citons can occur in such materials which appear in the
UV region. We observe charge-transfer excitons with the
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FIG. 7. Same as Fig. 5 for exciton III.
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FIG. 8. Same as Fig. 5 for exciton IV.
electron distributed on the organic constituent and the
hole on the inorganic one as well as excitons with a re-
verse electron-hole distribution. At the onset of the spec-
trum, we find strongly bound bright excitons, the lowest
one being a ZnO-dominated hybrid exciton with a bind-
ing energy of 0.4 eV.
Our results indicate that the complexity of the optical
excitations in such hybrid interfaces is ruled by a tight
interplay between quantum confinement, level alignment,
and electronic hybridization. In the specific interface
investigated here, the distinctly different band gaps of
the two components make the ZnO surface dominat-
ing the low-energy range of the spectrum. Excitations
with pronounced hybrid and charge-transfer character
appear only well above the absorption onset in the UV
region. However, upon appropriate choice of the molec-
ular component, they could be shifted to lower energies
to meet the requirements for a hybrid interface for opto-
electronics.
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