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Abstract. New economic and enterprise needs have increased the interest and 
utility of the methods of the grouping process based on the theory of uncertainty. 
A fuzzy grouping (clustering) process is a key phase of knowledge acquisition 
and reduction complexity regarding different groups of objects. Here, we 
considered some elements of the theory of affinities and uncertain pretopology 
that form a significant support tool for a fuzzy clustering process. A Galois 
lattice is introduced in order to provide a clearer vision of the results. We made 
an homogeneous grouping process of the economic regions of Russian Federation 
and Ukraine. The obtained results gave us a large panorama of a regional 
economic situation of two countries as well as the key guidelines for the 
decision-making. The mathematical method is very sensible to any changes the 
regional economy can have. We gave an alternative method of the grouping 
process under uncertainty.  
Keywords: fuzzy logic, clustering process, affinities, pretopology, Galois 
Lattices. 
1. Introduction 
The intelligibility of the universe for each person depends on his aptitude to group or 
classify different objects. Identification of object types is one of the first phases of 
knowledge acquisition [1]. “Organizing data into sensible groupings is one of the most 
fundamental modes of understanding and learning” [2]. “A fundamental operation in 
data mining is the partitioning of a set of objects represented by data into homogeneous 
groups or clusters” [3]. 
The analysis of the process of groups making (clustering analysis) is fundamental 
nowadays for understanding the complex processes of various substantive areas such as 
medicine [4-9], chemical industry [10-12], engineering [13-16], image processing [17-
19], business [20-35] and others. 
At the beginning Boolean logic has appeared as one of the most powerful 
mathematical tools able to make different groups giving the adequate solutions [36]. It 
has been commonly used in the classical clustering analysis methods that are the most 
important techniques in the information procedure [1]. Clustering has been extensively 
studied in machine learning, databases, and statistic from various perspectives. There 
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are two classical hard clustering methods. Statistical clustering methods [37-39] 
partition objects according to some proximity (similarity or dissimilarity) measures, 
whereas conceptual clustering methods [40,41] cluster objects according to the 
concepts the objects have. For automatic clustering, a method of determining proximity 
between feature vectors as well as a method for determining representatives of clusters 
is required. Hard clustering method is more adequate for clustering condition with 
clear boundary and preciseness in databases [1].  
Although a basis of classical clustering techniques remains the same, some changes 
have been recently introduced into their structure. With increasing complexity of the 
technological and economic processes, an important aspect of cluster analysis comes to 
the fore which is the rigidity of the partition that is necessary to find. Many authors 
have proposed a fuzzy setting as the adequate approach to deal with this problem. 
Fuzzy set theory, introduced by Zadeh [42], gives an idea of uncertainty of belonging, 
which is described by a membership function. Fuzzy set theory represents a new model 
of grouping process that allows classifying the elements under uncertainty. During the 
last decades, extensive research has been carried out with respect to the investigation of 
fuzzy clustering techniques for classification. See Refs. 43-54.  
In the early 90s a new approach to fuzzy clustering process was proposed by some 
authors [33].The concept of affinity between the elements has been considered as an 
“angular stone” of segmentation process under uncertainty. The theory of the affinities 
represents a generalization of the relations of similarity extending the field of their 
performance to the field of the rectangular matrices.  
The notion of similarity and affinity represent different ways of expressing the 
concept of neighborhood. Similarity indicates a specific resemblance, either partial or 
total, between two physical or imaginary objects [51-52]. Affinity refers to a collective 
behavior of objects with respect to certain specific criteria, even when these criteria are 
not particularly well specified. But both of these notions indicate whether two or more 
objects are related under adequate conditions with respect to explicit criteria for 
affinity [45]. 
In this paper we have proposed an extension of the algorithm based on the theory of 
affinities for the formation of homogeneous groups of economic regions of Russian 
Federation and Ukraine. With this in mind, we have pretended to offer an alternative 
solution to the problems faced by every person in charge of the distribution 
(investment) of company financial resources. It was essential, for us, to make a good 
economic and financial assessment of the regions of Russia Federation and Ukraine, 
providing a wide and faithful basis for making-decision process under uncertainty.   
In this study we have also considered some elements of uncertain “pretopology” that 
have served us as a mathematical support to implement the theory of affinities to the 
practical case. See Refs. 23,26,55-58. Some concepts of combinatorial analysis [59] 
have been introduced too. As a culminating element of our paper we have used a 
Galois lattice. We considered it an effective tool to structure the obtained results. 
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2. Recent Backgrounds 
In a previous part we have already told about general tendencies of the development of 
the mathematical methods and algorithms related to the grouping/ clustering process. 
Now let us continue briefly with the recent approaches that are closely related to the 
present paper and represent special interest for the current topic. 
Gil Aluja in his paper titled “Clans, affinities and Moore’s fuzzy pretopology” [60] 
proposed some new elements that renovate the structures of the economic thought 
based on the geometric idea. The elements are based on the concept of pretopology. 
The author considered that it was impossible to conceive, today, formal structures able 
to represent the Darwininan conception of the economic behavior without appealing to 
this part of combinatory mathematics. The author proposed the suitable schemes for 
the treatment of the economic and management phenomenon using the theory of clans, 
affinities and the Moore’s closures.  
In one of his next papers Gil Aluja emphasized that very often in situations of 
uncertainty in portfolio management it is difficult to apply the numerical methods 
based on the linearity principle. In this case, nonnumeric techniques were used to 
assess the situations with a nonlinear attitude. The authors proposed to use a concept of 
grouping providing, by this manner, good solutions to the problems of the 
homogeneous groupings. The Pichat and affinities algorithms were proposed to reduce 
the number of elements of the power sets of the titles listed in the Stock Exchange and 
to group them correctly [61]. 
Among other recent works represented by the same authors dedicated to the main 
topic of this paper we can mention the following “Decision-making techniques with 
similarity measures and OWA operators” [62]. In the last paper several aggregation 
techniques such as the Hamming distance, the adequacy coefficient and the index of 
maximum and minimum level that were very useful for decision-making were 
considered. These were the useful mathematical tools able to determine similarities 
between different elements of the system helping in decision making process especially 
in business and economic areas (in production management in this concrete case).  
The article titled “Approaches to managing sustainability among enterprises” [63] 
analyzed the important changes a business environment where the companies perform 
experienced during the last decades. It was characterized as uncertain and unstable. 
Basing on the idea of the importance and complexity the sustainability management 
represents for the companies the authors proposed the use of flexible tools based on 
fuzzy logic such as the Theory of Affinities, the Clans Theory, Hungarian Algorithm, 
etc., in order to assist the enterprises in making decisions and help them to improve 
management with stakeholders contributing to the treatment of the problems in the 
future. 
Another field of the social sciences where the algorithms and technics based on the 
mathematics of uncertainty were used to find out the coherent solutions for decision 
making was a human resource management. The purpose of the article titled “A 
personal selection model using Galois group theory” was to propose a personal 
selection model based on the comparison between the qualifications of prospective 
candidates. The model based on the Galois group theory was used to group different 
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candidates depending on the common characteristics that meet a certain level. See Ref. 
64. 
In particular, another author proposed to use the Pichat algorithm, among other 
methods, in the sports area. He demonstrated that this tool was a great help in decision 
making related to the phenomenon of grouping/ clustering. This algorithm showed 
whether the members of a human group/a sport team were sufficiently and properly 
interrelated or not and, as a consequence, whether its performance was optimal or not. 
See Ref. 65. 
Because of the limitations of the article text extension we’ll finish our explications 
here. We hope that this brief analysis showed the importance and usefulness of the 
grouping methods based on the mathematics of uncertainty in different social sciences 
nowadays especially in economy and management. 
3. The Theory of the Affinities  
The theory of the affinities represents a generalization of the relations of similarity 
extending the field of their performance to the field of the rectangular matrices. This 
theory is applied in a multitude company’s management problems.  
The attempt to generalize a notion of similarity was initiated by Jaime Gil Aluja and 
Arnold Kaufmann in the eighties. The theory of the affinities turned out to be a 
successful result of the work presented by these scientists at the IX European Congress 
of the Operative Investigation.  
“We determine the affinities as those homogeneous orderly structured groups 
limited to the established levels which join all elements of two sets of different nature. 
These two sets are related between themselves by the own essence of the phenomenon 
which represent them” [33].  
There are three main aspects which form the concept of affinity. The first one refers 
to the fact that the homogeneity of each group is related to the established level. 
According to the requirement of each characteristic (the element of one of the sets) the 
high level of a determiner is assigned and that is a threshold from which the 
homogeneity starts to exist. The second aspect shows a necessity of the fact that the 
elements of each set are to be connected between themselves by the certain rules of the 
nature or human will. The third aspect requires creating a structure which has a special 
order that is capable to be involved into the process of the decision making. 
Over the last decades many approaches to the theory of affinities have been 
proposed and several useful techniques based on this theory have been provided. See 
Refs. 23-32,45,51,52,58,66-68. 
4. Axioms for the Uncertain Pretopology  
There are two elements such as a finite referential E and a “power set” P(E) that have 
a different nature. Let us define uncertain pretopology. See Refs. 26,33,58. 
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Definition 1. A mapping Γ of P(E) in P(E) is uncertain pretopology of E if, and only 
if, the following axioms are given:  
1)     
2) ( ) :k k kA P E A A    
(where  = E E  and kA  is a fuzzy subset) 
Using the same terms as in determinism, a mapping Γ for all elements of P(E) will be 
called as an “adherent mapping” or “adherence”. It is also possible to associate Γ with 
an “inner mapping” or “inner” δ, defined by:        
                         (1) 
(where  is a complement of ).k kA A  
 
Definition 2. kA  is closed set for an uncertain pretopology if k kA A  . 
Definition 3. kA is open set for an uncertain pretopology if k kA A . 
We considered the widest notion of uncertain pretopology. If new axioms are added 
then new uncertain pretopological spaces appear. They have a special interest for the 
treatment of the problems of different economic systems.  
 
Definition  4.  A mapping Γ of P(E) in P(E) is uncertain isotone pretopology of  E if, 
and only if, the following axioms are carried out: 
 
1)     
2) ( ) :k k kA P E A A   , extensivity  
3)    , ( ) ,k l k l k lA A P E A A A A       isotony  
Let us pay a special attention to one of the uncertain isotone pretopologies that satisfies 
the property, which is idempotency, and can be represented as the fourth axiom.  
4)  k kA A    , idempotency 
With these four axioms, we get Moore’s closure which, moreover, has the property 
 = ,   not required in the axiomatic of this closure.  
Moore’s closure is of a special importance in the development of the algorithms 
capable of dealing with segmentation problems. So it is necessary to establish ways for 
obtaining Moore’s closures on the basis of the concepts that could easily be found in 
the information supported by different institutions.  
  ( ) :   k k kA P E A A   
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5. Obtaining a Moore’s Closure 
On the basis of previous practice, we have found two concepts that seem to adapt well 
to the exposed necessities. These are the notion of a Moore’s family and a graph or 
fuzzy relation. See Refs. 33,51,52.  
 
 Axiomatic of a Moore’s family. 
Definition 5. Let one family be determined through ( ) ( ).F E P E If there are two 
axioms:   
1) ( ) E F E  
2) ( , ( )) ( ( )),k kl lA A F E A A F E    
then this is a Moore’s family.  
Moore’s closure is obtained by the following way:  
1) Once the family F(E) is available it is necessary for each element ( )kA P E  
to find a subset of elements of  F(E) that contain 
kA and will be referred to as 
( ).
kA
F E  
2) For each ( )
kA
F E  its intersection
( )
kA
F F E
F

 is obtained. 
3) A mapping kMA  is determined by the mode that
( )
kA
F F E
F

 will be 
corresponded to each element kA , that is to say: 
( )
kA
k
F F E
MA F

 . 
So, Moore’s closure was found using one family. There is only one closure for 
each family. 
 The concept of relation is at the basis of a majority of algorithms of non-numerical 
mathematics of uncertainty, considered by Zadeh [54] and Kaufmann [51]. To 
formalize this relation there are two graphs that can be used represented either in 
matrix form or arrowlines.   
Let us consider a fuzzy relation [ ]R  between the elements of a referential 
1 2 ={ },nE y y y  such as [ ] .R E E   
1) With this information a Boolean graph is determined, taking a threshold   
as follows:  
                         [ ] {( ) ( ) } [0 1].i j R i jR y y E E y y                                         (2) 
2) Predecessors and successors of iy  limited to the level   are determined as: 
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 is a sucessor of 
 if ( , ) [ ].
 is a predecessor of 
j i
i j
i j
y y
y y R
y y 



                                  (3) 
These concepts allow us to find the connection to the right α kR A
  and to the left kR A
 . 
 
Definition  6.  A connection to the right kR A
  or, a mapping R
  of P(E) in P(E) such 
that for all ( )kA P E  R
  is a subset of elements of E that are successors, limited to 
the level ,  of all element that belong to kA , expressed as:                  
                        { / ( ) [ ],  },k j i j iR A y E y y R y A  
                                        (4) 
with .R E
   
Definition 7. A left connection kR A
  or, a mapping R
  of P(E) in P(E) such that for 
all ( )kA P E  R
  is a subset of the elements of E that are predecessors, limited to the 
level ,  of all elements that belong to .kA  It is expressed as: 
                          { / ( ) [ ],  },k i ji jR A y E y y R y A  
                                      (5) 
with .R E
 
 
3) The right connection kR A
  and the left one kR A
  can be found directly by 
simple reading of the relation [ ]R , in the following way:  
                         ( )i ky A P E      ,
i k
k i
y A
R A R y 
 

                                   (6) 
                          .
i k
k i
y A
R A R y 
 

                                                   (7) 
4) Two Moore’s closures corresponding to the fuzzy relation [ ]R  or to the 
graph, limited to level ,  are obtained by the maxmin convolution R
  with 
R
  and R
  with R
  . It is written:  
                        (1)M R R  
 
   and (2) ,M R R  
 
                                 (8,9) 
where (1)M and 
(2)M are the two Moore’s closures.  
Two concepts, such as a family and a graph, can be used to obtain Moore’s closures 
which are considered to be important for a wide range of economic approaches.  
6. Moore’s Closed Sets as Maximum Groups 
As for any pretopology, a set of Moore’s closed sets is formed by the elements that 
comply with the following condition:   
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                                     .( )  k k kA P E A MA                                                (10) 
Let us determine a subset of closed sets of P(E) corresponding to Moore’s closure 
(2)M as 
(2)( , ).C E M  As kR A
  is a closed of P(E) for (2)M  which can be written as 
follows:   
                                             .(2)
( )
( , )
k
k
A P E
C E M R A 


                                           (11) 
and, kR A
 is a closed for (1)M  and we determine the subset of closed sets of P(E) 
corresponding to Moore’s closure (1)M  as 
(1)( , ),C E M  we get: 
                                         (1)
( )
( , ) .
k
k
A P E
C E M R A 


                                           (12) 
Both families (1)( , )C E M  and 
(2)( , )C E M  are isomorphic and dual for each other. 
They are also antitone. Therefore, we get: 
                        (1) (2)( , ) ( ( , )  and  ).k l k l kA C E M A R A C E M R A A   
              (13) 
                  (2) (1)( , ) ( ( , )  and  ).l k l k lA C E M A R A C E M R A A   
               (14) 
These families of closed sets can be associated to each other and each of the families 
forms a finite lattice [51]. As a result of the maxmin convolution, both families of 
closed sets provide the groupings with the greatest possible number of elements of the 
referential E. In the formation of groups, the groupings of the elements of one family 
of the closed sets are accompanied by the other groupings of the other family of closed 
sets related to them. 
7. Galois Lattice and its Importance in the Process of Segmentation  
There is a fuzzy rectangular relation 1 2[ ] .R E E   In this case the necessary 
properties obtained for only one referential are kept. See Refs. 29-33. Only one lattice 
is obtained after two lattices were joined, where each vertex represents the relation of 
the groupings of elements of set E1 with the groupings of elements of set E2 taking into 
consideration a previously established level .  If this happens then there is affinity 
between the groups of the elements limited to the correspondent level. This lattice 
determines a structure for these relations. See Refs. 25,27,28,32,33,56,57. 
If, when the upper end of the lattice is different to (E2, ø) and the lower end is 
different to (ø, E1), we add these vertices, then we have a Galois lattice that shows up 
two sets of Moore’s closed sets that have the previous relations (E2,ø) and (ø, E1) as the 
upper and lower ends.  
Let us consider the relation of the following order: 
       
(1) (2), ' , 'X X E Y Y E    . 
                              ( , ( ', ')) ( ', ')X Y X Y X X Y Y    .                                     (15) 
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and,  will be taken as an upper extreme of the lattice with the order of the Eq. (15).  
By the same manner, the relation of the order: 
         (1) (2), ' , 'X X E Y Y E    . 
                                          ( , ( ', ')) ( ', ')X Y X Y X X Y Y    .                              (16) 
will be associated with ∆ which is a lower extreme of a Galois lattice (we deal with the 
complementary order).  
If the following condition carries out: 
                                          ( , ) ( , ) ( ', ').U V X Y X Y                                              (17) 
                                    then ( '  and ').U X X Y Y Y                              (18),(19) 
The same situation happens if : 
                                            ( , ) ( , ) ( ', ').Z T X Y X Y                                             (20) 
                                    then ( '  and ').Z X X T Y Y                              (21),(22) 
Taking into account the Eqs. (3) to (8) we observe that the maximum subrelations 
have the configuration of a Galois lattice and the maximum subrelations of the 
similarity also have this configuration (they are not ordered between themselves in the 
partial order of the lattice, but they are ordered in the relation with the extremes  and 
∆). 
8. Illustrative Example  
We have participated in the process of formation of economic homogeneous groups of 
the regions of Russian Federation and Ukraine. 
We will start our example with Russian Federation. We selected 7 regions and their 
6 more significant social and economic attributes. There are two sets of the regions and 
their indicators: 
   
1 2
, , , , , ,  and  , , , , , .E a b c d e f g E A B C D E F   
So we have the following relation:  
 
 
 
 
 
 
Table 1.  Relations between two subsets. 
 A B C   D E F 
a 75.328 14.620 10.895 8 58.301 8.436 
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b 244.352 38.362 58.407 34 100.218 10.553 
c 254.965 81.399 61.400 64 319.501 9.630 
d 125.971 58.760 31.771 32 121.827 7.252 
e 746.141 37.033 86.969 117 401.294 14.243 
f 148.447 42.607 35.523 38 213.552 10.317 
g 11.344 13.835 22.202 29 41.872 9.389 
 
The data of this matrix is normalized. The average values for each column of the 
indicators are calculated. These values are considered as the presumption levels of 
homogeneity   from which the homogenous groups are determined. The level for A is 
0,308, for B - 0,503, for C - 0,505, for D - 0,393, for E - 0,447 and for F - 0,700. So, 
the fuzzy relation is turned to a Boolean matrix, see below: 
 
 A B C D E F 
a 0 0 0 0 0 0 
b 1 0 1 0 0 1 
c 1 1 1 1 1 0 
d 0 1 0 0 0 0 
e 1 0 1 1 1 1 
f   
f 
0 1 0 0 1 1 
g 0 0 0 0 0 0 
Fig. 1. Boolean matrix  
The right connection B  and the left connection B  are established. 
2 ,B E
    ,B a     , , ,B b A C F     , , , , ,B c A B C D E  ..,
 , , , , ,B a b c d f  ..,  , , , , , , .B a b c d e f g   
1,B E
     , , ,B A b c e     , , ,B B c d f     , , ,B C b c e  ..,
   , , , , ,B A B C D E c  ..,  , , , , , .B A B C D E F   
Then, Moore’s closures such as (1)M B B   and (2)M B B   are obtained. 
In the next step the families of closed sets relative to the Moore’s closures (1)M  and 
(2)M are formed: 
                 
    
(1)
2
, ,
                    
( , ) , , , , , , , , , ,
, , , , , , , , , , .
, , , , , , , ,f E M A C F B E F A C D E
A B C D E A C D E F E
B E F A C B E E F 
 
                  
    
(2)
1
, ,
.
( , ) , , , , , , , , , , , , , , , ,
                 , , , , , ,
f E M c e f b e c e c f e f b c e b e f
c d f c e f E
 
 
The families of closed sets which represent the isomorphic lattices are associated to 
each other. See Fig.2. A Galois lattice is represented at the Fig.3. 
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Fig. 2. Isomorphic lattices 
 
Fig. 3. Galois lattice 
The following similar groupings of elements of two sets which are the set of regions 
and the set of attributes have been obtained.  
2 ,E    , , , , ,c A B C D E    , , , , ,e A C D E F    , , ,f B E F    
   , , , ,b e A C F    , , , , ,c e A C D E ...,   , , , ,b c e A C    , , ,b e f F
   , , ,c d f B     , , ,c e f E 1 .E   
 
Now we will do the same process of calculus for the economic regions of Ukraine. 
In this case we selected 6 regions and their 5 more significant economic attributes. 
There are two sets of the regions and their indicators: 
   
1 2
, , , , ,  and  , , , , .E a b c d e f E A B C D E   
So we have the following relation:  
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Table 2. Relations between two subsets. 
 A B D E F 
a 9.147 30.057 2.148 168 1.72
6 b 8.040 29.613 1.967 333 1.62
0 c 3.461 13.539 1.828 336 1.43
5 d 6.310 22.650 2.908 75 1.52
1 e 2.068 7.969 779 109 .18
2 g 1.149 2.850 652 28 945 
 
The data of this matrix is normalized, see below: 
 A B C D E 
a 1 1 0,7
39 
0,4
99 
1 
b 0,8
79 
0,9
85 
0,6
77 
0,9
90 
0,9
39 c 0,3
78 
0,4
50 
0,6
29 
1 0,8
31 d 0,6
90 
,7
54 
1 0,2
22 
0,8
81 e ,2
26 
0,2
65 
0,2
75 
0,3
25 
0,6
85 f
  f 
0,1
26 
0,0
95 
0,2
24 
0,0
82 
0,5
47 Fig. 4. Normalized matrix 
The average values for each column of the indicators are calculated. These values 
are considered as the presumption levels of homogeneity  from which the 
homogenous groups are determined. The level for A is 0,550, for B - 0,592, for C - 
0,590, for D – 0,520 and for E - 0,814. So, the fuzzy relation is turned to a Boolean 
matrix, see below: 
 A B C D E 
a 1 1 1 0 1 
b 1 1 1 1 1 
c 0 0 1 1 1 
d 1 1 1 0 1 
e 0 0 0 0 0 
   f 0 0 0 0 0 
Fig. 5. Boolean matrix 
The right connection B  and the left connection B  are established. 
2 ,B E
     , , , ,B a A B C E    2 ,B b E
  …,    , , , , ,B a b A B C E 
   , , ,B a c C E  …,  , , ,B c d e   , , ,B c d f   , , ,B c e f  ..,
 , , , , ,B a b c d e   , , , , ,B a b c d f  …,  , , , , , .B a b c d e f   
1,B E
     , , ,B A a b d     , , ,B B a b d  …,    , , ,B C D b c   
   , , , , ,B C E a b c d  …,    , , ,B B C D b     , , , , ,B B C E a b d  …
   , , , ,B B C D E b     , , , ,B A B C D E b  . 
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Then, Moore’s closures such as (1)M B B   and (2)M B B   are obtained. 
In the next step the families of closed sets relative to the Moore’s closures (1)M  and 
(2)M are formed: 
 
      (1) 2, .( , ) , , , , , , , , ,f E M C E C D E A B C E E   
        (2) 1, , .( , ) , , , , , , , ,f E M b b c a b d a b c d E  
 
The families of closed sets which represent the isomorphic lattices are associated to 
each other. See Fig. 6. A Galois lattice is represented at the Fig. 7. 
 
Fig. 6. Isomorphic lattices 
 
Fig. 7. Galois lattice 
The following similar groupings of elements of two sets which are the set of regions 
and the set of attributes have been obtained.  
  2 ,b E    , , , ,b c C D E    , , , , , ,a b d A B C E    , , , , ,a b c d C E
2E  . 
Having done the calculus for two different cases we have obtained the following 
conclusions. 
The number of the homogeneous groups of the regions of Russian Federation 
represented by Moore’s closures is much bigger than we have it for Ukraine. The first 
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reason is that the data basis of Russia includes the input elements (social and economic 
indicators) that are more similar to each other while the economic indicators for the 
second country have significant dissimilarity between themselves. The second reason is 
that the method we have used to form the homogeneous groups is very sensible to any 
minimum changes that data basis have. We have observed this fact setting different 
levels (degrees) of the membership function for the groups of attributes.      
We have obtained very detailed panorama of the economic situation for both 
countries. The bigger number of the homogeneous groups we have the easier and more 
complete economic analysis of the regions we can do, and, as a consequence, the more 
accurate information we contribute to the decision-making process at any required 
period of time. 
Using this type of mathematical tools based on the theory of affinities we have 
obtained not only the exact number of the homogeneous groups of the economic 
regions but also the indicators (attributes) that the groups have in common. This 
information gives us an additional data basis to estimate the level of economic 
development of each region.  
Galois lattices give us a complete structural ordering of the results obtained for two 
different cases providing by this manner a better visualization of an actual economic 
situation of all regions.   
9. Conclusion  
In this article, we proposed an alternative method for the grouping process based on 
the theory of uncertainty. With this study we pretended to demonstrate the importance 
and efficiency of the mathematical tools we used for implementing the process of 
groups (clusters) formation in the practice. The considered technique takes into 
account the increasing level of impreciseness of the economic information a company 
has to deal with in its everyday activity. It helps to reduce the complexity of the 
obtained economic data and set solid basis for the next step of the information 
procedure and also for the decision making process. This technique is very useful when 
the company has to deal with a great amount of economic data.   
In the first part of the paper we gave brief explanations regarding the concepts such 
as grouping (clustering) process, similarity and affinity. We also gave the references to 
the authors who made a significant contribution to the subject of clustering process and 
fuzzy grouping process, in particular. We gave the theoretical explications of the 
following questions: 1) generalization of the notion of similarity by using the theory of 
affinities; 2) transition from one axiomatic to the other in pretopologies; 3) obtaining 
the strictest uncertain pretopology determined as uncertain pretopology of Moore; 4) 
process for obtaining maximum groupings in the cases of fuzzy rectangular relations 
by using a Moore’s closure and Moore’s closed set. 
To demonstrate the method’s efficiency we illustrated an empirical example to 
partition economic regions of Russian Federation and Ukraine into groups due to the 
different levels of homogeneity. The obtained results allow making a proper selection 
of one group of the regions or another according to the required levels of economic 
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indicators. As a conclusive phase of our empirical example we introduced Galois 
lattices in order to form a clearer vision of a regional economic situation in the 
countries and to give an additional support tool to the decision-making process. 
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