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ABSTRACT
Recently, different hybrid GNSS/cellular methods com-
bining GNSS measurements with cellular network measure-
ments have been proposed. These methods are designed to
improve the availability (and accuracy) of position determina-
tion in situations where few satellite signals can be received,
such as in urban canyons or even indoor environments.
In order to get some interesting insights into the perfor-
mance of these hybrid GNSS/cellular methods under variousconditions and system geometry configurations, we present
in this paper a detailed analytical and numerical performance
analysis. Our analysis is based on the Cramer-Rao lower
bound (CRLB) theory for deterministic and random param-
eters, as well as an analytical asymptotic expression for the
location mean-square error (MSE).
Based on this theoretical framework, we investigate analyt-
ically and using Monte-Carlo simulations how the positioning
accuracy of different hybrid systems is affected by the relative
geometry and the type and number of measurements between
the mobile station (MS), the cellular base stations (BSs), and
the satellites. The effect of important biased cellular network
measurement errors (such as due to multipath and non line of
sight (NLOS) propagation) are also considered.
INTRODUCTION
With the convergence of wireless communications and po-
sitioning technologies, a plethora of new services will origi-
nate, such as for location-based emergency services (E-911),
personal security and safety, traffic monitoring, fleet and asset
tracking, and wireless internet services.
While the cellular network infrastructure can be used to
provide a position estimate of the MS, based on a combina-
tion of signal parameter measurements (e.g., round-trip delay
(RTD) or time difference of arrivals (TDOA)), the position-
ing accuracy is often very limited in urban environments due
to important multipath and NLOS effects that result in impor-
tant biased measurements. Moreover, in rural environments
where only few cellular BSs are available, the minimum num-
ber of BSs necessary to estimate the position of the MS (e.g.,
by trilateration) may not always be sufficient. On the other
hand, a GNSS receiver or assisted-GNSS receiver embedded
in a MS handset can provide accurate positioning results in
open sky conditions, but the performance may deteriorate se-
riously in urban canyons where the geometrical dilution of
precision (GDOP) can be relatively large (clustered satellites
at high elevation angles) and/or the number of satellites may
not be sufficient to provide a determined solution.
Consequently, in the near future, hybrid approaches com-
bining cellular network measurements and assisted GNSS
measurements will likely provide the best accuracy and posi-
tioning availability. However, only some preliminary results
on hybrid GNSS/cellular systems have been published so far
(see, e.g., [1], [2], [3], [4]). In this paper, we thus present
some interesting insights into the contribution to accuracy of
different type of measurements (e.g., range vs. pseudo-range
measurements) and data aiding information (e.g., altitude and
time aiding information), under various conditions and as-
sumptions (e.g., for different number of satellites and BSs, for
GNSS time synchronized and non-synchronized BSs, etc.).
Our approach is based on the CRLB theory for deterministic
and random parameters as well as an asymptotic MSE anal-
ysis used to assess the effects of biased measurements on the
positioning accuracy.
SYSTEM MODEL DEFINITIONS AND ASSUMP-
TIONS
We consider a hybrid GNSS/cellular system exploiting var-
ious range and/or pseudo-range measurements made with re-
spect to several satellite and cellular BS positions. For math-
ematical simplicity, we use a local level frame [x, y, z]T cen-
tered on the MS or user position u = [ux, uy, uz]T (see
Fig. 1), and assume that the satellite and user’s coordinates
are fixed.
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Fig. 1 Example of hybrid GNSS/cellular system geometry.
We denote the position of the satellite i as pis =
[pis,x, p
i
s,y, p
i
s,z]
T
, the cellular base station j as pjc =
[pjc,x, p
j
c,y, p
j
c,z]
T
, and the GNSS clock bias as ts.
We write the ith pseudo-range measurement between the
MS and the satellite or cellular base station position piv , v ∈
{s, c} as
ηi = ‖piv − u‖+ ts + ǫi (1)
where ǫi is some random error (e.g., including multipath com-
ponent, satellite or cellular’s clock error, satellite’s inono-
spheric and tropospheric propagation delays) and for math-
ematical simplicity ηi and ǫi are expressed in the same unit
as the positions, i.e., in meters (ts is obtained by multiply-
ing the actual clock bias in seconds with the speed of light or
approximately 3× 108 m/s).Finally, we define a M-dimensional measurement vector
η = [η1, η2, ..., ηM ] containing the pseudo-range and/or
range measurements from the satellites and/or terrestrial base
stations and a 4-dimensional estimation vector x containing
the unknown MS’s position and clock offset to be estimated,
i.e., x = [u, ts].
In the following, we always assume that at least 4 hybrid
measurements are available so that a bound on the estima-
tion error can be calculated. Furthermore, when the minimum
number of measurements leads to an ambiguity between two
possible solutions for the MS’s position, we assume that the
correct one is selected using some a-priori information (solu-
tion ambiguities are not reflected in the bounds calculations).
The different hybrid GNSS/cellular cases we consider are:
C1) 3 SAT3PR + 1 BSPR: the cellular BSs are GNSS time
synchronized and the number of satellite and cellular
pseudo-range (PR) measurements is 3 and 1, respec-
tively.
C2) 3 SAT3PR + 1 BSRTD+PR: in addition to 3 satellites
and one cellular pseudo-range measurements, a RTD be-
tween one GNSS time-synchronized BS and the MS is
used as time aiding information to adjust the MS’s time
reference to correspond to ”true” GNSS time (i.e., the
MS uses the RTD measurement together with the trans-
mitted BS’s GNSS time to adjust its time reference). As
compared to case C1, the addition of this time aiding in-
formation leads to an over-determined system of equa-
tions.
C3) 3 SAT3PR + 1 BSRTD: in addition to 3 satellite pseudo-
range measurements, a RTD between one GNSS time-
synchronized BS and the MS is used as time aiding in-
formation.
C4) 3 SAT3PR + 1BSALT : the MS uses altitude (ALT) aid-
ing information (delivered from one BS) in addition to 3
GNSS pseudo-range measurements.
C5) 3 SAT3PR + 1BSRTD+ALT : the MS uses both time and
altitude aiding information (delivered from one GNSS
time-synchronized BS) in addition to 3 GNSS measure-
ments, leading to an over-determined system of equa-
tions.
C6) 4 SAT4PR: the MS only uses 4 GNSS pseudo-range
measurements (this case, which is not a hybrid case,
will be considered as a reference for performance evalu-
ation).
C7) 2 SAT2PR + 2 BS2PR: the cellular BSs are GNSS time
synchronized and the number of satellite and cellular
pseudo-range measurements is 2.
C8) 2 SAT2PR + 2 BSRTD+2PR: the cellular BSs are GNSS
time synchronized and the MS uses time aiding informa-
tion in addition to 2 GNSS and 2 cellular pseudo-range
measurements, leading to an over-determined system of
equations.
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C9) 2 SAT2PR + 1 BSRTD+ALT : the MS uses both time
and altitude aiding information (delivered from one
GNSS time-synchronized BS) in addition to two satel-
lite pseudo-range measurements.
C10) 1 SATPR + 3 BS3PR: the cellular BSs are GNSS time
synchronized and the number of satellite and cellular
pseudo-range measurements is 1 and 3, respectively.
C11) 1 SATPR + 3 BSRTD+3PR: the cellular BSs are GNSS
time synchronized and the MS uses time aiding informa-
tion in addition to 1 GNSS and 3 cellular pseudo-range
measurements (leading to an over-determined system of
equations).
LOCATION PERFORMANCE BENCHMARKS
We now present and discuss different benchmarks that
can be used to assess the performance of different hybrid
GNSS/cellular systems (including but not limited to the hy-
brid cases discussed above).
Cramer-Rao lower bound
Because the CRLB provides a lower limit for the minimal
achievable variance for any unbiased estimator, it is an im-
portant benchmark (it should be noted that the CRLB can
be reached for sufficiently large sample size by the maxi-
mum likelihood estimator (MLE), which is asymptotically ef-
ficient)
Assuming that the the error term ǫi in the pseudo-range
measurement equation (1) can be modelled as a zero-mean
independent Gaussian distributed random variable with co-
variance matrix Q, i.e., pr(η|x) ∼ N [f(x),Q], the CRLB
matrix for x can be expressed under standard regularity con-
ditions as the inverse of the Fisher information matrix (FIM)
J(x) (see, e.g., [5, 6]), i.e.,
J(x) = −Eη
[
∂
∂x
(
∂
∂x
ln pr(η|x))
)T]
. (2)
where Eη denotes statistical expectation over η, and the
derivatives are evaluated at the true values of x.
Using (1) and (2), it is easy to show that the CRLB for x
can be written as (see, e.g., [7, 8, 9, 10])
CRLB(x)
def
= J−1(x) =
(
HQ−1HT
)−1 (3)
where H is a transformation matrix whose elements are de-
fined as
(H)(i, j) = {∂ηj/∂xi} . (4)
Observation 1 We note that (3) only holds for Gaussian dis-
tributed pseudo-range measurements, which is a relatively
strong assumption given that the pseudo-range measurements
can not (in general) be expressed as a linear function of the
received signal samples at the antenna receiver. Thus, even
if the signal samples at the MS’s receiving antenna are as-
sumed statistically Gaussian distributed (which is justified inpractice based on thermal noise considerations), the pseudo-
range measurements should not be expected to be Gaussian
distributed. However, in [11], it was shown that by assum-
ing a specular multipath environment and a vector s of in-
dependent Gaussian distributed signal samples at the an-
tenna receivers (which is a more realistic assumption), i.e.,
pr(s|η˘) ∼ N [g(η˘),Cs], where η˘ contains both the LOS and
the NLOS signal parameters, the CRLB for x could also be
expressed as a function of the CRLB for a parameter vector
η ⊆ η˘ containing the parameters actually used to estimate
x (such as the LOS pseudo-ranges) and estimated at the MS
and/or at the BSs, i.e., as
˜CRLB(x)
def
= J˜−1(x) =
(
H{CRLB(η)}−1HT )−1 (5)
where CRLB(η) is the matrix obtained by deleting the rows
and columns of ˘CRLB(η˘) that correspond to the subset of
parameters that are not used by the positioning system to esti-
mate x (such as the NLOS signal measurements), H is defined
as (H)(i, j) = {∂ηj/∂xi}, and ˘CRLB(η˘) is calculated (un-
der standard regularity conditions) as the inverse of the FIM
J˘(η˘), i.e., as
J˘(η˘) = −Es
[
∂
∂η˘
(
∂
∂η˘
ln pr(s|η˘)
)T]
. (6)
Observation 2 by noting that (5) (which assumes the joint
use of all the signal samples received at possibly C different
physical locations to estimate x) has the same functional form
as the location CRLB (3) (which assumes the use of an unbi-
ased and Gaussian distributed signal measurement vector η
with covariance matrix Q to estimate x), we can infer the
following: if an unbiased and efficient estimator for the sig-
nal measurements in η exists, i.e., an unbiased estimator ηˆ =
[ηˆT1 , · · · , ηˆTC ]T , where ηˆc estimated at the cth MS or BS re-
ceiver position can reach CRLB(ηc) for c = 1, · · · , C (i.e.,
if we can write Q = diag{CRLB(η1), · · · ,CRLB(ηC)}),
then any unbiased position estimator using jointly these sig-
nal measurements will also be bounded by (5), the same lower
bound as for an optimal position estimator using jointly all of
the information in the received signal samples at C FSs.
This observation is very important for a hybrid
GNSS/cellular system since the signal samples are of-
ten received at different physical locations (e.g., at the
MS for the satellite signals and at the BSs for the cellular
signals), and it is much easier and practical to transmit
to the MS the BSs’ signal measurements (e.g., the RTDs,
the PRs) rather than all the received signal samples. Note
that while the same observation could have been obtained
by observing that the signal measurements in η or η˘ are a
sufficient statistic for the MS’s position vector x, it does not
seem possible to prove that η or η˘ is a sufficient statistic for
x because of the complicated mathematical expression for
the probability density function (p.d.f.) pr(s|η˘) or pr(s|η)
for the signal parameters in a general specular multipath
environment.
Observation 3 since the above CRLB derivations do not as-
sume a particular multilateration technique (e.g., circular,
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hyperbolic, or elliptical trilateration) and multisensor data
fusion method, the CRLB formulas (3) and (5) can be used
to bound the position estimation variance for any unbiased
multilateral radio location estimators.
Extension of the CRLB in the presence of random param-
eter measurements
As discussed above, altitude aiding (see hybrid case C4)
and/or time aiding (see hybrid case C3) from a cellular BS
can be used to set (or program) the MS’s receiver altitude
or GNSS time, respectively. In this case, the MS’s altitude
and/or GPS time offset are better modelled as random quan-
tities rather than deterministic quantities (due to estimation
errors, their mean is assumed deterministic, but their error is
random with a given p.d.f.). For these hybrid cases, we thus
assume that the estimation vector x is composed of both de-
terministic (the MS’s horizontal (and vertical) cartesian coor-
dinates) and random (the clock bias ts and/or the altitude uz)
quantities, and we compute the FIM for x = [u, ts] as [6]
CRLB−1T (x)
def
= JT (x) = JD(x) + JP (x) (7)
where JD(x) represents information obtained from the signal
measurements and is obtained as the statistical expectation
taken over the random parameter(s) of J(x), i.e., JD(x) =
Ex[J(x)] (see (3), (5) for expressions for J(x)), and JP (x)
represents the a priori information and is given by
JP (x) = −Ex
[
∂
∂x
(
∂
∂x
ln pr(x)
)T]
.
Observation 4 Note that JD(x) and JP (x) do not need to
be non-singular for JT (x) to be non-singular. For example,
assuming as time aiding information that the clock bias ts
is distributed as ts ∼ N [t¯s, σ2ts ], then x = [u, ts] and with
only 3 pseudo-range measurements JD(x) and JP (x) will be
singular while JT (x) = JD(x) + JP (x) will not in general
(unless a bad geometry is assumed, e.g., co-located satellites
or BSs).
Expressions for JD(x) and JP (x) for the hybrid cases C2-
C5, C8-C9, and C11:
With altitude aiding information, we model the altitude as a
normal random variable with mean u¯z and variance σ2uz (i.e.,
we assume that the MS can be located below or above an
average altitude u¯z , stored at the BS). Thus, the 4× 4 matrix
JP (x) for the hybrid case C4 becomes
JP (x) = diag{0, 0, 1/σ2uz , 0}. (8)
With RTD-based time aiding information, we model ts as
a normal random variable with mean t¯s and variance σ2ts ,
i.e., as ts ∼ N [t¯s, σ2ts ] (NLOS propagation does not impact
the estimation of the GNSS clock time ts at the MS, given
reciprocity of propagation times on the forward and reverse
link [4]). Thus, for the hybrid cases C2-C3, C8 and C11, the
matrix JP (x) is
JP (x) = diag{0, 0, 0, 1/σ2ts} (9)while for the hybrid cases C5 and C9, it is
JP (x) = diag{0, 0, 1/σ2uz , 1/σ2ts}. (10)
For the matrix JD(x), we need to calculate JD(x) =
Ex[J(x)]. For the hybrid cases C2-C3, C8 and C11, we ob-
tain readily that JD(x) = J(x) since J(x) does not contain
ts, while for the other cases, we have JD(x) = Euz [J(x)] ≈
J(x) since the variation in satellite’s azimuth and elevation
due to a small change in the MS’s altitude is negligible.
Asymptotic MSE expression in the presence of biased
measurements
Until now, we have assumed unbiased pseudo-range mea-
surements and derived the CRLB for any unbiased estimator
of x. Unfortunately, it is not always possible to make unbi-
ased measurements (especially for the low elevation cellular
signals) and a more realistic model than (1) for the ith pseudo-
range measurement ηi is
ηi = ‖pjv − u‖+ ts + bi + ǫi , v ∈ {s, c} (11)
where bi is some unknown deterministic measurement bias
for the ith measurement. While this bias can in general be
neglected for LOS satellite measurements, it can be used to
model the NLOS and multipath effects of cellular measure-
ments which can be very important in urban or suburban ar-
eas due to numerous man-made or natural obstructions of the
LOS paths. Note that practically, the time bias bi may be
time varying over a long time interval. However, we can jus-
tify the deterministic assumption if the ith measurement is
obtained by time-averaging a sufficiently large number N of
measurements made during smaller time intervals over which
the biases {bi(n)} can be assumed constant. In this case, bi
will contain the mean of the biases {bi(n)} and the zero-mean
noise ǫi will contain the contribution of the second and higher
statistics of the {bi(n)} (for more details, see, e.g., [12, 13]).
Based on this model, it was shown in [13] that the asymp-
totic (for large N ) mean-square error matrix for the biased
estimation vector xb can be written as
MSE(xˆb) = (HΣ
−1
η H
T )−1 + bxb
T
x (12)
bx = (HΣ
−1
η H
T )−1HΣ−1η b (13)
where for notation simplicity we defined Ση
def
= CRLB(η)
and b = [b1, b2, · · · , bM ]T is the vector of measure-
ment biases corresponding to the measurement vector η =
[η1, η2, · · · , ηM ]T .
Note that while the first term in the right-hand side of (12)
is equivalent to the CRLB matrix for the estimation of the
MS’s position in the absence of biased measurements (see
(5)), the second term represents the nuisance effects of biased
measurement errors.
Relationship with the GDOP matrix
In the GNSS literature, the matrix H as defined in (4) is
called the geometry matrix and the (HHT )−1 matrix is called
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the geometric dilution of matrix (GDOP). It is the matrix of
multipliers of ranging variance to give position variance [14].
For example, assuming that the covariance matrix of pseudo-
range measurements is σ2RI, the covariance matrix for the es-
timation vector x = [ux, uy, uz, ts] can be written using the
GDOP matrix as
cov(x) = σ2R(HH
T )−1 (14)
and the 4-diagonal elements of (HHT )−1 can be used to
define other DOP metrics, such as the horizontal DOP (the
square root of the sum of the first two terms) or the time DOP
(the square root of the last term). For an arbitrary pseudo-
range covariance matrix Q, (14) can be written as
cov(x) =
(
HQ−1HT
)−1 (15)
which is equivalent to the CRLB for x (see (3)), assuming
that the pseudo-range measurement errors are Gaussian dis-
tributed [9].
Observation 5 defining H′ = √γH, we obtain after replac-
ing H with H′ in (12)-(13) that MSE′(xˆb) = 1γMSE(xˆb).
Thus, if the system geometry can be improved such as to re-
duce the product HHT by a scalar factor γ, the position MSE
(or the CRLB and the bias term in (12)-(13)) will be reduced
by a factor γ. however, it should be noted that reducing the
covariance matrixΣη by a factor γ will only reduce the CRLB
term on the right-hand side of (12), while the bias term will
remain unchanged.
Expressions for the matrix H
By defining the azimuth (measured clockwise from the Y
direction) and elevation angles (measured up from local hor-
izontal) between the MS’s position u and the jth satellite or
BS’s position pjv as αjv and ǫjv , respectively (see Fig. 2), and
using (1) and (4), we obtain
(H)(i, j) =


ux−p
j
v,x
‖u−pjv‖
= cos ǫjv sinα
j
v , i = 1
uy−p
j
v,y
‖u−pjv‖
= cos ǫjv cosα
j
v , i = 2
uz−p
j
v,z
‖u−pjv‖
= sin ǫjv , i = 3
1 , i = 4
. (16)
Note that if the jth measurement is a range measurement,
i.e., if the MS is time-synchronized and the jth measurement
is obtained by subtracting the time of transmission from the
time of arrival, then ts = 0 in (1) and (H)(4, j) = 0 in (16).
Consequently, if we consider a hybrid radio location system
using S pseudo-range measurements and C range measure-
ments, i.e., η = [η1, · · · , ηS , η1, · · · , ηC ], the matrix H can
be written in compact form as
H =
[
b1s · · · bSs b1c · · · bCc
1 · · · 1 0 · · · 0
]
def
=
[
Bs Bc
1T 0T
]
(17)
where the ith vector biv , v ∈ {s, c} is defined as (see Fig. 2)
biv = [cos ǫ
i
v sinα
i
v, cos ǫ
i
v cosα
i
v, sin ǫ
i
v]
T . (18)p
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Fig. 2 Relationship between cartesian coordinates and az-
imuth and elevation.
ANALYTICAL RESULTS
In this section, we consider an hybrid system using time
aiding information and analyze analytically the influence of
the variance of the zero-mean clock error σ2ts . For mathemat-
ical simplicity, we assume that η contains M independent
identically distributed (i.i.d.) pseudo-range measurements,
i.e., that we can write the CRLB for η as CRLB(η) = 1σ2s I.
Using the above assumption together with (5), (7), (9), and
(17), we obtain
JT (x) =
1
σ2s
[
BsB
T
s Bs1
1TBTs M
]
︸ ︷︷ ︸
JD(x)
+diag{0, 0, 0, 1/σ2ts}︸ ︷︷ ︸
JP (x)
=
[
1
σ2s
BsB
T
s
1
σ2s
Bs1
1
σ2s
1TBTs
M
σ2s
+ 1
σ2ts
]
. (19)
By using the formulas for the inverse of a partitioned matrix
(see, e.g., [5]), we can write the inverse FIM J−1T (x) as (only
the diagonal elements are of interest)
J−1T (x) =
[
Φxyz ·
· Φt
]
(20)
where
Φ−1xyz = Bs

 1
σ2s
I−
1
σ4s
11T
M
σ2s
+ 1
σ2ts

BTs (21)
and
Φ−1t =
1
σ2ts
(22)
In order to investigate the influence of the variance σ2ts of
the GNSS time clock error ts, we now consider the following
two cases:
Case 1 : σ2ts ≪ σ2s/M . The clock variance is assumed to
be very small as compared to the variance of the pseudo-range
measurements. Using the approximation 1/(1 + x) ≈ 1 − x
valid for | x |≪ 1, we can write
Φ−1xyz =
1
σ2s
BsB
T
s −Bs11TBTs
1
Mσ2s
{
Mσ2ts
σ2s
(
1− Mσ
2
ts
σ2s
)}
.
(23)
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Consequently, we have
lim
Mσ2ts/σ
2
s→0
Φ−1xyz =
1
σ2s
BsB
T
s (24)
i.e., with very good prior knowledge of the clock, the second
term in (23) vanishes and Φxyz converges towards the CRLB
for range only estimation.
Case 2: σ2ts ≫ σ2s/M . The clock variance is assumed
large as compared to the variance of the pseudo-range mea-
surements. Using the same approximation 1/(1+x) ≈ 1−x
valid for | x |≪ 1, we obtain
Φ−1xyz =
1
σ2s
BsB
T
s −Bs11TBTs
1
Mσ2s
(
1− σ
2
s
Mσ2t
)
. (25)
Consequently, we have
lim
σ2s/(Mσ
2
t )→0
Φ−1xyz =
1
σ2s
BsB
T
s −Bs11TBTs
1
Mσ2s
(26)
i.e., with very bad prior knowledge of the clock, the sec-
ond term on the right-hand side of (25) converges towards
Bs11
TBTs
1
Mσ2s
and Φxyz converges towards the CRLB for
pseudo-range estimation without prior knowledge of σ2ts . In
this case, the FIM JT (x) may be (near-)-singular if only 3
pseudo-range measurements are considered.
Observation 6 comparing the right-hand side of (24) corre-
sponding to the inverse CRLB matrix for x with range mea-
surements with the right-hand side of (26) corresponding to
the inverse CRLB matrix for x with pseudo-range measure-
ments, we note that the CRLB for x assuming range measure-
ments will always be smaller (or equal if Bs11TBTs = 0)
than the CRLB for x assuming pseudo-range measurements
(see also [5] where it is shown that an augmentation of the
nuisance parameters can only result in an increase of the cor-
responding CRLB). Thus, a system of pseudo-range measure-
ments for which the clock bias is unknown will always provide
a worst (or at the best case equal) positioning accuracy than
a system of range measurements (assuming the same system
geometry).
Observation 7 if Bs11TBTs = 0, then we see by com-
paring the right hand sides of (24) and (26) that a system
of pseudo-range measurements is equivalent to a system of
range measurements (for the same system geometry). As
shown in [9] and [15], this case only happens when the av-
erage LOS vector b¯ =
∑S
i=1 bs = 0 (since we can write
Bs11
TBTs =
∑S
i=1
1
σ2s
(bis − b¯s)(bis − b¯s)T ). Note that
with satellite signals, this case does not happen as the over-
head satellite components do not cancel.
Observation 8 for an hybrid system using S pseudo-range
and C range measurements where CRLB(ηs) = 1σ2s I and
CRLB(ηc) =
1
σ2c
I, it is straightforward to show that Φ−1xyz as
defined in (20) will contain the positive definite contributions
due to the S pseudo-range measurements and the C rangemeasurements, i.e.,
Φ−1xyz =
1
σ2s
BsB
T
s −Bs11TBTs
1
Sσ2s︸ ︷︷ ︸
pseudo-range contribution
+
1
σ2c
BcB
T
c︸ ︷︷ ︸
range contribution
.
(27)
Consequently, the CRLB for a hybrid system using both range
and pseudo-range measurements will always be smaller than
for a system using range or pseudo-range individually.
NUMERICAL RESULTS
In this section, we present Monte-Carlo simulation re-
sults for the hybrid configurations C1-C11, obtained using
the CRLB and asymptotic MSE expressions developed in
the previous sections. Assuming unbiased or biased cel-
lular pseudo-ranges, we compute the horizontal distance
rms as DRMSECRLB =
√
CRLB(ux) + CRLB(uy) or
DRMSEMSE =
√
MSE(ux) +MSE(uy), respectively. We
assume the following conditions:
• GNSS positions: a total of 288 satellite GPS constella-
tions are simulated (every 5 minutes for 24 hours) us-
ing the interactive GPS satellite prediction utility (see:
[16]). The simulations are for August 11, 2004 start-
ing at 00:00:00 UTC (GPS week = 256 GPS TOW =
259200 seconds), Altitude = 500.0 meters, Latitude = 46
59’37.78”N, Longitude = 6 56’ 25.53”E (corresponding
to our laboratory’s position), using an elevation mask of
49o. Table. 1 presents the percentage of satellites that
were visible simultaneously during the 24 hour simula-
tion period.
• BSs positions: three BSs at zero degree elevation and
forming an equilateral triangle with a base of 5 km are
assumed.
• MS position: the MS’s position is assumed to be uniform
on a circle of radius 5 × √3/6 and centered within the
positions of the three BSs.
• Error biases and error p.d.f.s: because in urban canyons,
the MS may still have LOS with a few satellites (at
high elevation angles) but will not in general have LOS
with the cellular BSs (at near-zero elevation angles), we
consider unbiased satellite pseudo-range measurements
and biased cellular pseudo-range measurements. In or-
der to generalize the results we obtain, we assume that
the satellite pseudo-ranges are zero mean Gaussian dis-
tributed with a standard deviation σo, and express all the
other standard deviations as a function of σo. In this way,
it is possible to generalize the results we obtain for any
standard deviation σo. The different p.d.f.s we assume
are summarized in Table 2. Note that a practical value
for σo is typically 5.3 m for a civilian GPS C/A receiver
without selective availability [14, p.451].
In addition to the DRMSE metrics described above and
in order to get a feeling about the impact of each hybrid
GNSS/cellular method on the system geometry, we computed
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Table 1 Percentage of satellites that were visible simultane-
ously during the 24 hours simulation period.
# Satellites Percentage
1 7.65
2 43.1
3 41.6
4 7.65
> 4 0
Table 2 Probability density functions for the pseudo-ranges,
pseudo-range biases, time aiding information, and altitude
aiding information.
Parameter Probability density function
Satellites PRs N [0, σ2o ]
BS PRs N [0, (γPRσo)2] , γPR ∈ {1, 5, 10}
Time aiding N [0, (γtsσo)2] , γts ∈ {1, 5, 10}
Altitude aid. N [0, (γuzσo)2] , γuz ∈ {1, 5, 10}
BS biases U [0, (γBIASσo)2] , γBIAS ∈ {0, 20, 50}
the horizontal dilution of precision (HDOP) metric (i.e., for
every Monte-Carlo simulation, we calculated the square-root
of the sum of the first two diagonal elements of the matrix
(HHT )−1). Note that with altitude and time aiding informa-
tion, the third and forth row of the matrix H, respectively,
was removed, which corresponds to assume no error in the
data aiding information.
For each hybrid GNSS/cellular configuration and each
of the 288 simulated satellite constellations, we used 500
Monte-Carlo simulations to average the CRLB and MSE re-
sults over the random error distributions and MS’s positions.
Table 3–5 show the threshold values {X}, for which the
probability that HDOP ≤ X or DRMSE ≤ X is p, for
p ∈ {0.67, 0.90, 0.95}.
Discussion
From Table 3, we make the following observations:
• The overall HDOP for the simulated MS’s positions and
time period was relatively large (the HDOP for 4 satel-
lites was only below 6.5 during 67% of the 24-hour pe-
riod).
• With 3 satellites, time aiding information produces a
slightly better HDOP than altitude aiding information
(see cases C3-C4).
• The lowest HDOP is obtained for the hybrid cases using
3 cellular terrestrial measurements. It can be shown that
the minimum HDOP is 2/
√
C when C BSs are placed
on a C-sided regular polygon [17] (for 3 BSs, the min-
imum HDOP is thus 2/
√
3 ≈ 1.155 with the MS at the
center of the polygon).
From Table 4, we make the following observations:• The contribution to accuracy of the cellular PR mea-
surements can be severely degraded when the cellular
PR measurements are corrupted with important biases.
For example, comparing case C1 with cases C3-C4, we
note that for γBIAS = 0, the accuracy is better when
using 3 satellite PRs and 1 cellular PR than when us-
ing 3 satellite PRs and time or altitude aiding infor-
mation. However, for the more realistic cases when
γBIAS ∈ {20, 50}, the accuracy obtained with 3 satel-
lite PRs and time or altitude aiding information is often
significantly better (recall that NLOS propagation does
not impact the RTD-based time aiding estimation given
reciprocity of propagation times on the forward and re-
verse link).
• In addition to providing a better accuracy in important
terrestrial NLOS conditions, it should be noted that an-
other advantage of using altitude aiding information ver-
sus a cellular PR measurement is that the cellular BS
does not need to be GNSS time-synchronized.
• Comparing case C3 with C2, we note that the addi-
tion of a moderately biased cellular PR measurement
(γBIAS ∈ {0, 20}) improves the accuracy. However,
the addition of an importantly biased cellular PR mea-
surement (γBIAS = 50) degrades the accuracy.
• The accuracy that can be achieved using time aiding in-
formation is superior to the one achieved with altitude
aiding information (see case C3 and C4). This can be
explained by noting in Table 3 that the HDOP is smaller
for time aiding information than for altitude aiding in-
formation. Of course, as illustrated in case C5, the ac-
curacy is even better when both time and altitude aiding
information are used together.
From Table 5, we make the following observations:
• The accuracy when using only two satellite PRs and two
cellular measurements (see cases C7 and C8) is worst
than when using 3 satellite PRs and one BS measure-
ment (see Table 4). The difference is even more pro-
nounced for important biased cellular measurements.
• The worst accuracy is obtained for the case C9, i.e.,
when only the time and altitude aiding information of a
single MS is used together with 2 satellite PR measure-
ments. In fact, comparing case C9 with case C10, we
note that trading an unbiased satellite PR measurement
with an additional biased cellular PR measurement can
improve significantly the DRMSE accuracy by making
the HDOP becoming much smaller (see also Table 3).
• Comparing case C7 with C8 or case C10 with C11, we
note that, as expected, the addition of time aiding in-
formation to 4 cellular and satellite PR measurements
improves the positioning accuracy.
• For moderately biased cellular PR measurements
(γBIAS = 20, γPR = 5), the accuracy using a sin-
gle satellite PR measurement and 3 BS measurements is
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8Table 3 Threshold X in m for which prob(HDOP ≤ X) = p, p ∈ {0.67, 0.90, 0.95}
Hybrid Threshold X in meters for
cases p=0.67 p=0.90 p=0.95
C1) 3 SAT3PR + 1 BSPR 7.4 24.9 41.5
C2) 3 SAT3PR + 1 BSRTD+PR 2.5 3.9 5.2
C3) 3 SAT3PR + 1 BSRTD 7.5 22.3 56.8
C4) 3 SAT3PR + 1 BSALT 8.0 34.5 88.0
C5) 3 SAT3PR + 1 BSRTD+ALT 4.9 6.9 9.8
C6) 4 SAT4PR 6.5 12.3 21.4
C7) 2 SAT2PR + 2 BS2PR 3.5 16.9 33.4
C8) 2 SAT2PR + 2 BSRTD+2PR 1.8 3.0 4.6
C9) 2 SAT2PR + 1 BSRTD+ALT 14.9 35.9 59.4
C10) 1 SATPR + 3 BS3PR 1.4 1.4 1.4
C11) 1 SATPR + 3 BSRTD+3PR 1.3 1.3 1.3Table 4 Normalized threshold X in m for which prob(DRMSE ≤ X) = p, p ∈ {0.67, 0.90, 0.95}
Parameters Threshold X in meters for
Hybrid cases with 3 sat. γPR γts γuz γBIAS p=0.67 p=0.90 p=0.95
C1) 3 SAT3PR + 1 BSPR 01 N/A N/A 00 6.7 21.4 39.9
C1) 3 SAT3PR + 1 BSPR 05 N/A N/A 00 7.3 23.2 42.9
C1) 3 SAT3PR + 1 BSPR 10 N/A N/A 00 8.7 27.2 49.5
C1) 3 SAT3PR + 1 BSPR 01 N/A N/A 20 9.3 29.3 53.8
C1) 3 SAT3PR + 1 BSPR 05 N/A N/A 20 9.7 30.6 56.0
C1) 3 SAT3PR + 1 BSPR 10 N/A N/A 20 10.7 33.7 60.8
C1) 3 SAT3PR + 1 BSPR 01 N/A N/A 50 16.1 48.6 92.0
C1) 3 SAT3PR + 1 BSPR 05 N/A N/A 50 16.3 49.4 93.4
C1) 3 SAT3PR + 1 BSPR 10 N/A N/A 50 16.9 51.9 97.5
C2) 3 SAT3PR + 1 BSRTD+PR 01 01 N/A 00 2.4 3.9 5.1
C2) 3 SAT3PR + 1 BSRTD+PR 05 05 N/A 00 5.3 8.2 10.2
C2) 3 SAT3PR + 1 BSRTD+PR 10 10 N/A 00 7.0 12.8 16.3
C2) 3 SAT3PR + 1 BSRTD+PR 01 01 N/A 20 6.1 16.0 29.5
C2) 3 SAT3PR + 1 BSRTD+PR 05 05 N/A 20 7.8 18.1 30.8
C2) 3 SAT3PR + 1 BSRTD+PR 10 10 N/A 20 9.2 21.8 34.6
C2) 3 SAT3PR + 1 BSRTD+PR 01 01 N/A 50 13.2 39.2 73.5
C2) 3 SAT3PR + 1 BSRTD+PR 05 05 N/A 50 14.2 39.8 73.9
C2) 3 SAT3PR + 1 BSRTD+PR 10 10 N/A 50 15.3 41.5 74.9
C3) 3 SAT3PR + 1 BSRTD N/A 01 N/A 00 6.9 22.0 50.2
C3) 3 SAT3PR + 1 BSRTD N/A 05 N/A 00 7.7 24.5 54.8
C3) 3 SAT3PR + 1 BSRTD N/A 10 N/A 00 9.1 32.0 64.7
C4) 3 SAT3PR + 1BSALT N/A N/A 01 00 7.3 29.9 69.9
C4) 3 SAT3PR + 1BSALT N/A N/A 05 00 7.9 33.5 80.5
C4) 3 SAT3PR + 1BSALT N/A N/A 10 00 9.2 40.9 97.8
C5) 3 SAT3PR + 1BSRTD+ALT N/A 01 01 00 5.7 11.6 16.4
C5) 3 SAT3PR + 1BSRTD+ALT N/A 05 05 00 7.4 21.4 39.2
C5) 3 SAT3PR + 1BSRTD+ALT N/A 10 10 00 8.3 29.2 56.0
9Table 5 Normalized threshold X in m for which prob(DRMSE ≤ X) = p, p ∈ {0.67, 0.90, 0.95}
Parameters Threshold X in meters for
Hybrid cases with 1,2,4 sat. γPR γts γuz γBIAS p=0.67 p=0.90 p=0.95
C6) 4 SAT4PR N/A N/A N/A 00 6.7 12.8 21.1
C7) 2 SAT2PR + 2 BS2PR 01 N/A N/A 00 3.7 14.4 29.5
C7) 2 SAT2PR + 2 BS2PR 05 N/A N/A 00 8.2 28.9 54.6
C7) 2 SAT2PR + 2 BS2PR 10 N/A N/A 00 15.3 49.9 93.3
C7) 2 SAT2PR + 2 BS2PR 01 N/A N/A 20 9.6 33.2 63.3
C7) 2 SAT2PR + 2 BS2PR 05 N/A N/A 20 12.1 42.6 79.3
C7) 2 SAT2PR + 2 BS2PR 10 N/A N/A 20 17.7 60.1 111.3
C7) 2 SAT2PR + 2 BS2PR 01 N/A N/A 50 22.1 68.9 134.9
C7) 2 SAT2PR + 2 BS2PR 05 N/A N/A 50 23.7 75.3 145.7
C7) 2 SAT2PR + 2 BS2PR 10 N/A N/A 50 27.2 88.9 168.7
C8) 2 SAT2PR + 2 BSRTD+2PR 01 01 N/A 00 2.1 3.6 5.6
C8) 2 SAT2PR + 2 BSRTD+2PR 05 05 N/A 00 6.6 10.7 16.5
C8) 2 SAT2PR + 2 BSRTD+2PR 10 10 N/A 00 12.3 20.4 29.7
C8) 2 SAT2PR + 2 BSRTD+2PR 01 01 N/A 20 8.9 27.1 52.6
C8) 2 SAT2PR + 2 BSRTD+2PR 05 05 N/A 20 10.9 30.8 56.7
C8) 2 SAT2PR + 2 BSRTD+2PR 10 10 N/A 20 15.3 37.6 65.6
C8) 2 SAT2PR + 2 BSRTD+2PR 01 01 N/A 50 21.5 65.3 128.6
C8) 2 SAT2PR + 2 BSRTD+2PR 05 05 N/A 50 22.5 67.3 130.4
C8) 2 SAT2PR + 2 BSRTD+2PR 10 10 N/A 50 24.9 71.2 134.7
C9) 2 SAT2PR + 1 BSRTD+ALT N/A 01 01 00 27.3 68.0 135.3
C9) 2 SAT2PR + 1 BSRTD+ALT N/A 05 05 00 120.7 272.6 519.5
C9) 2 SAT2PR + 1 BSRTD+ALT N/A 10 10 00 240.8 541.6 1030.7
C10) 1 SATPR + 3 BS3PR 01 N/A N/A 00 1.4 2.0 2.2
C10) 1 SATPR + 3 BS3PR 05 N/A N/A 00 7.2 9.8 11.1
C10) 1 SATPR + 3 BS3PR 10 N/A N/A 00 14.4 19.6 22.1
C10) 1 SATPR + 3 BS3PR 01 N/A N/A 20 8.6 11.9 13.2
C10) 1 SATPR + 3 BS3PR 05 N/A N/A 20 11.2 14.1 15.4
C10) 1 SATPR + 3 BS3PR 10 N/A N/A 20 16.6 21.4 23.6
C10) 1 SATPR + 3 BS3PR 01 N/A N/A 50 21.2 29.5 32.9
C10) 1 SATPR + 3 BS3PR 05 N/A N/A 50 22.3 30.3 33.6
C10) 1 SATPR + 3 BS3PR 10 N/A N/A 50 25.6 33.1 36.1
C11)1 SATPR + 3 BSRTD+3PR 01 01 N/A 00 1.3 1.8 2.1
C11)1 SATPR + 3 BSRTD+3PR 05 05 N/A 00 6.6 9.0 10.3
C11)1 SATPR + 3 BSRTD+3PR 10 10 N/A 00 13.1 18.0 20.5
C11)1 SATPR + 3 BSRTD+3PR 01 01 N/A 20 8.6 11.9 13.2
C11)1 SATPR + 3 BSRTD+3PR 05 05 N/A 20 10.8 13.7 15.1
C11)1 SATPR + 3 BSRTD+3PR 10 10 N/A 20 15.6 20.0 22.2
C11)1 SATPR + 3 BSRTD+3PR 01 01 N/A 50 21.2 29.5 32.9
C11)1 SATPR + 3 BSRTD+3PR 05 05 N/A 50 22.2 30.2 33.5
C11)1 SATPR + 3 BSRTD+3PR 10 10 N/A 50 25.0 32.5 35.6
on the same order of magnitude as the accuracy using 4
satellite PR measurements (see cases C10-C11 and C6).
However, if the cellular biases are important, the 4 satel-
lite PRs will provide a better positioning accuracy, as the
lower HDOP will not compensate anymore for the large
biased cellular measurements.
CONCLUSIONS
In this paper, we have presented a mathematical framework
to study the achievable positioning performance of hybrid
GNSS/cellular systems. Contrarily to the DOP metrics, this
framework can be used to provide insights into the influence
of uncertainties in the data aiding information (such as time
and altitude aiding information), and biases in the pseudo-
range measurements.
Using Monte-Carlo simulations for a particular cellular and
system geometry, we observed that time aiding information
based on a cellular RTD measurement can provide a much
improved positioning accuracy than a cellular PR measure-
ment. This is because NLOS propagation can result in impor-
tant biased cellular PR measurements while the RTD-based
time aiding information is independent of NLOS (given reci-
procity of propagation times on the forward and reverse link).
It is also observed that a missing satellite PR measurement
can easily be replaced with a cellular measurement without
affecting too much the positioning accuracy. Similarly, a sin-
gle unbiased satellite measurement in addition to 3 biased cel-
lular PR measurements can also provide a good positioning
accuracy as the very small HDOP obtained with the 3 cellular
BSs and one satellite compensates for the biases of the cel-
lular PR measurements. However, this is not the case when
two satellite and two cellular PR measurements are used as
the two cellular biased measurements are not compensated
anymore with a small HDOP and the DRMSE becomes very
large.
Finally, we note that the mathematical framework we ob-
tained could easily be extended to other form of measure-
ments (such as angle of arrivals, etc.), and thus provides an
additional design tool for the system engineers to investigate
the positioning performance of hybrid GNSS/cellular systems
under various conditions.
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