Abstract. In this paper we study both the Cauchy problem and the initial boundary value problem for the equation ∂tu + div (∇∆u − g(∇u)) = 0. This equation has been proposed as a continuum model for kinetic roughening and coarsening in thin films. In the Cauchy problem, we obtain that local existence of a weak solution is guaranteed as long as the vector-valued function g is continuous and the initial datum u 0 lies in C 1 (R N ) with ∇u 0 (x) being uniformly continuous and bounded on R N and that the global existence assertion also holds true if we assume that g is locally Lipschitz and satisfies the growth condition |g(ξ)| ≤ c|ξ| α for some c > 0, α ∈ (2, 3), sup R N |∇u 0 | < ∞, and the norm of u 0 in the space L (α−1)N 3−α (R N ) is sufficiently small. This is done by exploring various properties of the biharmonic heat kernel. In the initial boundary value problem, we assume that g is continuous and satisfies the growth condition |g(ξ)| ≤ c|ξ| α + c for some c, α ∈ (0, ∞). Our investigations reveal that if α ≤ 1 we have global existence of a weak solution, while if 1 < α <
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Introduction.
In this paper we first study the initial boundary value problem for the equation mentioned in the abstract. Let Ω be a bounded domain in R N with boundary ∂Ω. Then the problem can be formulated as follows:
∂ t u + div (∇∆u − g(∇u)) = 0 in Ω T ≡ Ω × (0, T ), (1.1) ∇u · ν = 0 on Σ T ≡ ∂Ω × (0, T ), (1.2) (∇∆u − g(∇u)) · ν = 0 on Σ T , (1.3) u(x, 0) = u 0 (x) on Ω, (1.4) where T > 0, ν is the unit outward normal to ∂Ω, and g is a vector-valued function from R N to R N . The problem has been proposed by Ortiz et al [12] as a continuum model for epitaxial thin film growth. In this context, u is the scaled film height. The term ∆ 2 u represents the capillarity-driven surface diffusion, while divg(∇u) describes the upward hopping of atoms. The essential features of the growth of a thin film are depicted in [12] (see also [15] ). There are several stages. First, the mean deviation of the film profile increases over time, known as roughing. After some initial period, islands form "explosively" in the substrate, where the number of islands decreases over time, whereas their size increases, a process called coarsening. Finally, in the long run the film profile tends to exhibit a constant slope [7] .
The model here appears to be very successful in simulating the experimental observation [7] . Analytical validation of the model has been carried out in [2, 7, 14] and references therein under various assumptions on g. Several function forms have been suggested for g. For example, one can take g(ξ) = c|ξ| 2 + 1 ξ.
Here and in what follows the letter c denotes a positive number whose value is either given or can be theoretically derived from the given data. We refer the reader to [7] for a discussion on how this type of functions can arise from applications. From the point of view of mathematical analysis, we see that functions of this kind have potentials, i.e., there are scalar functions φ such that (1.5) g = ∇φ.
Then (1.1) can be represented as the gradient flow of the functional
That is, (1.7)
This fact was employed in [7, 2] to analyze (1.1)-(1.4). The case where g is not a conservative vector field has been considered in [14] . The method used there is to transform (1.1)-(1.4) to an integral equation, and a solution is then established via successive approximations. The precise results from [14] are stated in the following proposition. Proposition 1.1 (A.N. Sandjo, S. Moutari, and Y. Gningue). Assume that g is smooth with g(0) = 0 and ∇g(0) = 0 and satisfies the condition
3−α , then the following statements hold true:
(i) There is a T > 0 such that (1.1)-(1.4) has a unique classical solution on Ω T . Furthermore, for each δ ∈ (0, 1) there holds
where · p denotes the norm in L p (Ω); (ii) If u 0 p is sufficiently small, then u exists for T = ∞.
Note that whenever g(ξ) = ϕ(ξ)ξ, where ϕ(ξ) is a scalar function, the boundary condition (1.3) is equivalent to (1.9) ∇∆u · ν = 0 on Σ T .
The objective of this paper is to present a new analytical perspective of the model. Indeed, our assumptions are much weaker than those in the aforementioned papers. Our approach to (1.1)-(1.4) is based on a new interpolation inequality and a Gronwall type argument. It is worth poiting out that our method allows for possible extension to the case where the high order term in (1.1) is nonlinear [11] . We will pursue this possibility in a future study.
Precisely, we only assume:
(H1) g is continuous and satisfies the growth condition (1.10) |g(ξ)| ≤ c|ξ| α + c for some c, α ∈ (0, ∞);
(H2) Ω is a bounded domain in R N with C 2,γ boundary for some γ ∈ (0, 1);
Since g is only continuous, we are forced to seek a weak solution.
Definition 1.2. We say that a function u is a weak solution of (1.1)-(1.4) if:
Note that our integrability assumptions in (D1) are sufficient to guarantee that each term in (D2) and (D3) makes sense. We can now state our main results. Then there is a positive number T 0 determined by the given data such that (1.1)-(1.4) has a weak solution on Ω T0 .
The proof of this theorem will be based on a new interpolation inequality, which we will introduce in Section 3. As we shall see, the linear structure of the high order term in (1.1) is not essential in our proof , while the approach adopted in [14] completely depends on this. We believe that our method can be extended to more general cases.
Next, we consider the Cauchy problem
A weak solution to (1.14)-(1.15) is defined as follow: Definition 1.4. We say that a function u is a weak solution of (1.14)-(1.15) if:
(D6) for each smooth test function η with compact support in the space variables we have
Our results are summarized in the following theorem. 
Of course, in this case Definition 1.4 will have to be modified in an obvious way.
Note that if u 0 ∈ C 1 (R N ) with lim |x|→∞ |∇u 0 (x)| = 0 then ∇u 0 is uniformly continuous on R N . This theorem says that local existence does not depend on the growth condition on g. We suspect that the same is true in the situation considered in [14] . That is, (i) in Proposition 1.1 can be improved if u 0 is smooth. We shall leave this to the interested reader. As for (ii) in the proposition, the difference is that our assumptions on g are much weaker. This is partly due to the fact that one has classical solutions in (ii). Nonetheless, Theorem 1.5 here is largely inspired by the results in [14] . We refer the reader to [9, 17] for related work on the finite time blow-up of solutions to fourth-order nonlinear parabolic equations. See [1, 4] and the reference therein for the case where the lower order term divg(∇u) in (1.1) is replaced by |u| p for some p > 1. The difficulty in analyzing a fourth-order parabolic partial differential equation is due to the failure of the maximum principle. The technique of a majorizing kernel developed in [4] does not seem to be applicable to our case. Thus we have not been able to develop a theory similar to the critical Fujita exponent [4] for our problem.
The rest of the paper is organized as follows. In Section 2, we collect some preparatory lemmas. Section 3 is devoted to the derivation of a priori estimates for classical solutions of (1.1)-(1.4). This critically depends on the interpolation inequality we have established. In Section 4, we design an approximation scheme for (1.1)-(1.4). The idea is to suitably transform our fourth-order equation into a system of two second-order equations. The advantage of doing this is that approximate solutions generated are very smooth. As a result, calculations performed in Section 3 remain valid. The proof of Theorem 1.3 is given in Section 5. We form a sequence of approximate solutions. Enough a priori estimates can be gathered for the sequence to justify passing to the limit. In the very last section we present the proof of Theorem 1.5. Here we exploit certain properties of the biharmonic heat kernel.
Preliminaries.
In this section we collect some useful classical results. The next lemma has played an important role in our approach.
Lemma 2.1. Let y(t) be a non-negative, differentiable function on [0, ∞) satisfying the differential inequality
Then we have
where v 0 = y(0) + 1.
Then we can easily derive from (2.1) that
Subtract c 2 v from both sides of the above inequality and divide through the resulting inequality by v 1+σ to obtain
Multiply through the inequality by e σc2t and integrate to get (2.6)
from whence the lemma follows.
Our global existence assertion in the case of small initial data relies on the following lemma.
Lemma 2.2. Let α, λ ∈ (0, ∞) be given and {b k } a sequence of nonnegative numbers with the property
This lemma can easily be established via induction. We next recall some relevant information on the biharmonic heat kernel. Set
(ηs)ds.
Here J ν denotes the νth Bessel function of the first kind. Then the biharmonic heat kernel b N (x, t) has the expression (2.10)
, where α N > 0 is a constant to be specified. The following lemma summarizes some relevant properties of f N .
Lemma 2.3. The function f N defined in (2.9) has the following properties: (F1) f N is a solution of the ordinary differential equation
changes signs infinitely many times as η → ∞, and there holds (2.13)
The items (F1), (F3), and (F4) can be found in [3] , while (F2) is taken from [4] . Denote by B(0, r) the ball centered at the origin with radius r. We calculate
where ω N is the volume of the unit ball in R N . Thus we can choose α N so that
An easy consequence of (F2) and (F3) is that for each non-negative integer n there are two positive numbers
where f (n) N denotes the nth order derivative of f N . Subsequently, for each q > 1 we have
Remember that the convolution of two functions f and g on R N is defined to be
Young's inequality for convolutions is as follows:
where 1 ≤ p, q, r ≤ ∞ and
When r is the conjugate index to p (namely
It is also frequently used with r = 1. Then p = q and (2.19) becomes
Relevant interpolation inequalities for Sobolev spaces are listed in the following lemma.
Lemma 2.4. Let (H2) be satisfied. Then we have:
(1) There is a positive number c such that
where
Lemma 2.5. Let (H2) be satisfied and u be a weak solution of the Neumann boundary value problem
Then for each p > 1 there is a positive constant c depending only on N, p, Ω and the smoothness of the boundary such that
This lemma is the classical Calderón-Zygmund inequality. It can be found in [6] .
A priori estimates.
Our a priori estimates rely on an interpolation inequality, which may be of interest in its own right. To state the inequality, we set
where |Ω| denotes the Lebesgue measure of Ω. We have the well-known Sobolev inequality
Proposition 3.1. Assume that N > 2 and (H2) holds. Take α ∈ (1,
Then there holds
where c is the same as the one in (2.25).
Proof. First we observe that a k is the solution of the difference equation
coupled with the initial condition a 0 = 2α.
Our assumption on α implies that {a k } is decreasing. We use mathematical induction. Note that b 0 = 0. Thus if k = 0, then (3.4) is trivially true. Assume that (3.4) holds for some k = n ≥ 0 and a n+1 ≥ 0. In view of (3.5), we have a n ≥ 2. An elementary calculation shows that
With this in mind, we estimate from (3.1) and (2.25) that
The last step is due to (3.1). By our assumption, (3.4) is true for k = n. Therefore, we have
This completes the proof.
In [13] , the authors established the following inequality (3.8)
where s ≥ 2 and ψ is a non-negative cut-off function in C ∞ 0 (R N ). This inequality is local in nature, and it does not seem to be applicable to our situation due to the Neumann boundary conditions involved. Furthermore, in general, it is not easy to derive BMO bounds for solutions to a fourth-order nonlinear equation. 1)-(1.4) .
the given data such that
(e2) Assume either (1.12) or (1.13). Then there exists a positive number T 0 with
Here c is also determined by the given data.
Proof. Multiply each term in (1.1) by u and then integrate the resulting equation over Ω to derive 1 2
Multiplying through (1.1) by ∆u and then integrating over Ω, after some calculations we arrive at 1 2
If α ≤ 1, we can apply Gronwall's inequality to obtain (3.13) max
This together with (3.11) yields (3.14) max
This completes the proof of (e1).
From here on, we assume (1.12). We easily deduce from (3.11) and (3.12) that
To apply Proposition 3.1, we choose k so that
Then for each ε > 0 we estimate
Use this in (3.15) and choose ε suitably small to derive
It turns out that the condition (1.12) is to ensure that (3.17) and (3.16) hold for k = 2. To see this, we have Note that the right-hand side of (3.24) blows up only when t reaches
. It follows that for each T 0 ∈ (0,
) the function y(t) is bounded on [0, T 0 ]. Equipped with this, we can combine (3.15) with (3.18) to obtain the desired result. Now we assume (1.13) holds. In this case, for each s > 1 there is a positive number c = c(s, Ω) such that
We can easily infer from the proof of Proposition 3.1 that (3.28)
, where a k = 2s
Thus if α < 3 we can always find an s > 1 such that
The rest is entirely similar to the argument after (3.24).
Remark 3.3. If g is conservative, i.e., (1.5) holds, then we can use ∂ t u as a test function in (1.1) and thereby derive
In particular, if g(ξ) = |ξ| α−1 ξ, α > 0, there is a positive number c depending only on u 0 and α such that
In this case, our analysis implies that (1.1)-(1.4) has a global weak solution for each α > 0, provided that we slightly modify the definition of a weak solution.
Approximate problems.
To design our approximate problems, we introduce a new unknown function ψ so that (4.1)
− ∆u + τ u = ψ, where 1 > τ > 0. Obviously, the addition of the term τ u is due to the Neumann boundary condition (1.2). Note that we have ψ = −∆u as τ → 0. To approximate (1.1), we employ an implicit discretization scheme for the time variable in (1.1). This leads to the consideration of the following system of two second-order elliptic equations
coupled with the boundary conditions
where v is either the initial datum u 0 or the u component of the solution (u, ψ) obtained in a preceding step in the scheme. The number τ can be viewed as the step size. The term τ ψ in (4.2) is also needed due to the Neumann boundary condition.
The construction of our approximate solutions will be based upon this problem.
Proposition 4.1. Let g(ξ) be a continuous function on R N , and assume that (H2) holds and v ∈ L ∞ (Ω). Then there is a weak solution (ψ, u) to (4.2)-(4.5) with ψ ∈ W 1,p (Ω), u ∈ W 2,p (Ω) for each p > 1.
Proof. A solution will be constructed via the Leray-Schauder Theorem ([5], p. 280).
To apply this theorem, we define an operator B from L ∞ (Ω) into itself as follows: for each w ∈ L ∞ (Ω) we say B(w) = ψ if ψ solves the equation (4.2) with the boundary condition (4.5), in which u is the solution of (4.3) coupled with (4.4). To see that B is well-defined, we observe from the classical existence and regularity theory for linear elliptic equations that (4.3)-(4.4) has a unique weak solution u which can be shown to lie in the space W 2,p (Ω) for each p > 1. Thus u ∈ C 1,β (Ω) for some β ∈ (0, 1) and g(∇u) is a bounded, continuous function on Ω. This enables us to conclude that (4.2) combined with (4.5) also has a unique solution ψ in the space W 1,2 (Ω) ∩ C γ (Ω) for some γ ∈ (0, 1). In view of these results, we can claim that B is well-defined, continuous, and maps bounded sets into precompact ones. It remains to show that there is a positive number c such that
for all ψ ∈ L ∞ (Ω) and σ ∈ (0, 1] satisfying
This equation is equivalent to the boundary value problem
(∇ψ + σg(∇u)) · ν = 0 on ∂Ω. 
from whence follows
Here c depends on τ, p, g, v, but not σ. Next we claim that (4.12)
Upon using ψ as a test function in (4.7), we obtain (4.13)
By using u as a test function in (4.8), we can derive (4.14)
Keeping this in mind, we deduce from (4.13) that there is a positive number c such that
Equipped with (4.11), (4.12), and (4.15), we can employ a bootstrap argument to obtain (4.6). Square both sides of (4.8) and integrate to obtain
This together with (2.25) and (4.14) implies that
If this is enough to yield that 
In view of (2.25) and (4.11), we have
≤ c.
Does this imply (4.17)?
If it does, we are done. If not, repeat the above argument. Obviously, we can reach (4.17) in a finite number of steps. Finally, we can conclude from the classical regularity theory that ψ ∈ W 1,p (Ω) for each p > 1. The proof is complete.
For a similar approach we refer the reader to Proposition 2.1 in [10] .
Proof of Theorem 1.3.
The proof of Theorem 1.3 will be divided into several steps. To begin, we form a sequence of approximate solutions. This is based upon Proposition 4.1. Then we proceed to derive estimates similar to the ones in Proposition 3.2 for the sequence. It turns out that these estimates are sufficient to justify passing to the limit.
Let T > 0 be given. For each j ∈ {1, 2, · · · , } we divide the time interval [0, T ] into j equal subintervals. Set τ = T j .
We discretize (1.1)-(1.4) as follows. For k = 1, · · · , j, we solve recursively the system
Without loss of generality, we may assume that
Otherwise, one picks a sequence {u 0j } from the space with the property
Introduce the functions
where t k = kτ . We can rewrite (5.1)-(5.3) as
We proceed to derive a priori estimates for the sequence of approximate solutions {ũ j , u j , ψ j }. The discretized version of Proposition 3.2 is the following Proposition 5.1. Let (H1)-(H3) be satisfied. The following statements hold true:
(d1) If α ≤ 1 then for each T > 0 there is a positive number c independent of j, hence τ , such that 
Here c has the same meaning as the one in (d1).
Proof. Multiply through (5.1) by u k and integrate the resulting equation over Ω to obtain
Similarly, multiply each term in (5.2) by ψ k and integrate to get (5.13)
Use this, (H1), and the inequality (
Upon using ψ k as a test function in (5.1), we arrive at
Combining this with (5.15) yields
The case where α ≤ 1 is easy to handle. From now on, we will operate under the assumption (1.12). Add (5.17) to (5.14) to obtain
By (3.18), for each ε > 0 there is a positive number c(ε) such that
where σ is a positive number determined by N, α. Use this in (5.18) and choose ε suitably small to derive 1
Multiply through this inequality by τ and sum up the resulting inequality over k to derive
where s ≥ 0. Set
We easily infer from the preceding inequality that
Thus we are in a position to apply Lemma 2.1 to obtain
(((y j (0) + 1) −σ + 1)e −cσt − 1)
As before, we can conclude from this, (5.19) , and (5.18) that there exists a positive T 0 such that (5.10) is true. The case where (1.13) holds can be handled in a similar way. The proof is complete.
Proof of Theorem 1.3. Here we draw some inspiration from [19] . We only deal with the case where (1.12) holds because the other two cases are similar. Proposition 5.1 together with (5.8), (2.25) and (5.9) implies (C1) the sequence
Now we proceed to show that the sequence {u j } is precompact in L 2 (0, T 0 ; W 1,2 (Ω)). It is easy to see from (C1) that the sequence {ũ j } is bounded in L ∞ (0, T 0 ; W 1,2 (Ω)). We can also conclude from (C4), Proposition 5.1, and (5.8) that the sequence {∂ tũj } is bounded in L 2 (0, T 0 ; (W 1,2 (Ω)) * ), where (W 1,2 (Ω)) * is the dual space of W 1,2 (Ω). This puts us in a position to invoke a result in [16] , from which follows that {ũ j } is precompact in both
Consequently, we can estimate
. This together with (C1) and a result in [16] asserts that {u j } is precompact in L 2 (Ω T ). We compute
. Select a subsequence of j, still denoted by j, such that
Since g is continuous, (C4) combined with (5.28) implies
We can deduce from (5.25) that u =ũ a.e. on Ω T0 .
We are ready to pass to the limit in (5.8) and (5.9), from which follows the theorem. The proof is finished.
6. Proof of Theorem 1.5.
We begin with the proof of (R3) in Theorem 1.5. Proof of (R3). Let θ(s) be a function in C ∞ 0 (R) satisfying (6.1) θ(s) = s on (−1, 1).
Then denote by h(∇u) the function (
on the set where |g(∇u) − g(∇u 0 )| ≤ 1.
On the other hand, since θ is bounded and g is continuous, there is a positive number M with
Consider the initial value problem
Without loss of generality, we may assume that g, u 0 are sufficiently smooth. Otherwise, we replace them by their respective mollifications and then pass to the limit. We conclude from a standard argument (see, e.g., [4] or ( [18] , Chap. 15)) that (6.4)-(6.5) has a classical solution u and that u can be represented in the form
x − y |x − y| h(∇u(y, s))dyds.
Whenever no confuse arises, we suppress the dependence of a function on its independent variables.
Claim 6.1. If u 0 ∈ C 1 (R N ) with ∇u 0 being uniformly continuous and bounded on R N , then lim t→0 |∇v 0 (x, t) − ∇u 0 (x)| = 0 uniformly on R N .
Proof. We easily derive from the definition of v 0 and (2.15) that
The claim follows from (F2) and the boundedness and uniform continuity of ∇u 0 on R N .
In view of the calculations in ( [8] , p. 263-264), we can compute
We can easily check that
Keeping this, (F3), (2.17), and (6.3) in mind, we arrive at
With the aid of Claim 6.1, (6.10), and the continuity of g, we can find a positive number T such that
This together with (6.2) implies (6.12)
This completes the proof of (R3). Before we prove (R4), we present some preliminaries. For this purpose we construct a sequence {w k } by successively solving
where (6.15) w 0 = v 0 .
As before, we have
x − y |x − y| g(∇w k−1 (y, s))dyds +v 0 (x, t). 
The above inequality is still valid if p = ∞. In this case, c only depends on N .
Proof. Let p > 1 be given and set q = p p−1 . By Young's inequality for convolutions, we have
The last step is due to (2.17) . If p = 1, the above calculations still work. This completes the proof.
Proof of (R4) in Theorem 1.5. Fix T > 0. Let
By a calculation similar to (6.10), we have , This combined with (6.24) asserts that (6.31) max
Observe that the constant c here is independent of T . We actually have (6.32) max
Since g is locally Lipschitz, we can find a positive number c such that Choose T so that (6.37) cT . By a simple translation in the t-variable, we can show that for each t 0 > 0 the sequence {∇w k } converges strongly in C(R N × [t 0 , t 0 + T ]), where T is given as in (6.37), as long as {∇w k (x, t 0 )} converges strongly in C(R N ). This immediately implies that {∇w k } converges strongly in C(R N × [0, s]) for each s > 0. Thus we can take k → ∞ in (6.13) to obtain the desired result. This completes the proof of (R4).
