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MODULAR EQUATIONS FOR HYPERELLIPTIC CURVES
P. GAUDRY AND

E. SCHOST
Abstrat. We dene modular equations desribing the `-torsion subgroups
of the Jaobian of a hyperellipti urve. Over a nite base eld, we prove
fatorization properties that extend the well-known results used in Atkin's
improvement of Shoof's genus 1 point ounting algorithm.
Introdution
Modular equations relating invariants of `-isogenous ellipti urves are a funda-
mental tool in omputational arithmeti geometry. A great eort has been devoted
to obtaining equations sparser or with smaller oeÆients than the lassial poly-
nomials 
`
[12℄, so nowadays these equations an be omputed eÆiently even for
quite large `. One of their important appliations is the determination of the ar-
dinality of an ellipti urve dened over a nite eld [24℄: the best method to date,
at least for prime nite elds, is the Shoof-Elkies-Atkin algorithm, in whih the
`-torsion struture is widely used.
Nevertheless, very little is known about similar equations for higher genus urves.
Sine the hyperellipti ase is the best suited for omputations, we restrit to this
situation. Our goal in this artile is then twofold:
 We dene modular equations for hyperellipti urves, without using mod-
ular forms. In the partiular ase of genus 1, our equations oinide with
those introdued by Charlap, Coley and Robbins in [11℄.
 When the base eld is nite, we prove that the well-known fatorization
properties of genus 1 modular equations extend to our higher genus on-
strution. This makes them amenable for use in higher genus extensions of
the Atkin improvement of Shoof's initial algorithm [27℄.
Here is a brief overview of our onstrution. Consider a hyperellipti urve C
of genus g, Ja(C) its Jaobian, and ` a prime. The quotient of the Jaobian by
a subgroup of order ` is an abelian variety `-isogenous to Ja(C), but in genus
greater than 1 it is in general not the Jaobian of a urve. General abelian varieties
are more intriate to handle than Jaobians of urves, for whih invariants an be
easily omputed, so we rather study diretly the `-torsion subgroup of the Jaobian.
Our modular equations are thus dened using the group struture of the `-torsion
subgroup.
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More preisely, these equations are univariate polynomials whose roots are in
orrespondene with the yli subgroups of the `-torsion group. This denition
avoids the use of modular forms, so it is valid over any perfet eld. The onstru-
tion is very similar to that of resolvents in Galois theory; as suh, when the base
eld is nite, the fatorization patterns of the modular equations are very spei,
and arry enough information to be of use in higher genus Shoof point-ounting
algorithms.
As an example, we have detailed the relationship between the 3-torsion modular
equation of a genus 2 urve and the ardinality of its Jaobian modulo 3. This
equation is now used within Magma's hyperellipti urve pakage [1℄ as part of the
point-ounting algorithm, sine in many ases the Jaobian order modulo 3 an be
dedued quikly using this equation. For large nite elds of ryptographi size, the
gain brought by this method is marginal, as the omputation modulo 3 beomes a
tiny part of the whole omputation. Yet, in a generalist system suh as Magma,
it is also important to optimize point ounting algorithms for smaller base elds.
For suh situations, for elds of order up to about 10
6
, using the 3-torsion modular
equation yields a signiant speed-up.
The paper is organized as follows. In Setion 1, we preise the notation used
in the sequel. The modular equations are dened in Setion 2, where we also give
their basi properties and detail the example of genus 1. In Setion 3, we prove that
the modular equations have the expeted speialization properties. This is ruial
for the omputational point of view, whih is studied in Setion 4. In Setion 5,
we nally onsider the nite eld ase, and show how the fatorization patterns of
our modular equations extend the well-known ase of genus 1; we apply this for the
point-ounting problem.
Aknowledgments. We thank Franois Morain for his numerous omments and
suggestions. We are grateful to John Boxall for giving us referenes about the
Manin-Mumford onjeture. The heaviest omputations were done on the ma-
hines of the CNRS{

Eole polytehnique MEDICIS omputation enter [2℄, using
the Magma omputer algebra system [1℄. The seond author is a member of the
TERA projet [3℄.
1. Notation
Let k be a perfet eld of harateristi dierent from 2 and C a genus g hyper-
ellipti urve dened over k. We suppose that the aÆne part of C is dened by
the equation y
2
= f(x), with f moni of degree 2g + 1, and for simpliity we shall
say that C is the urve dened by y
2
= f(x). The unique point at innity on C is
denoted by 1.
We also assume that the harateristi of k is dierent from 2g + 1, so that
we an transform f(x) into a polynomial whose oeÆient in x
2g
is zero. This
simpliation is similar to what is often done in genus 1 when taking an equation
of the form y
2
= x
3
+ Ax+ B. Our results also hold in harateristi 2g + 1, but
with dierent equations.
We denote the Jaobian of C by Ja(C). This is a projetive variety dened
over k; the anonial injetion C ! Ja(C) assoiates to P 2 C the divisor lass of
P  1; it is also dened over k.
If K is an extension eld of k, we may distinguish the urves dened on k
and K by y
2
= f(x), by denoting them C=k and C=K. Then the injetion
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C=K ! Ja(C=K) extends the injetion C=k ! Ja(C=k), and the group law
on Ja(C=K) extends that of Ja(C=k).
In partiular, let k be an algebrai losure of k. Then for a prime `, we will
denote by Ja[`℄ the subgroup of `-torsion elements of Ja(C=k).
Let  be the hyperellipti involution on C=k, and let  denote the injetion
C=k! Ja(C=k). As a onsequene of the Riemann-Roh theorem, any element in
Ja(C=k) an be uniquely represented by a divisor of the form D =
P
1jr
(P
j
)
with the following properties:
(1) all P
j
are points on the aÆne part of C=k,
(2) P
j
6=  (P
j
0
) for all j 6= j
0
,
(3) r is at most g.
The integer r is alled the weight of D.
Let D and fP
j
g
1jr
be as above; sine the points P
j
are not at innity, we
may take P
j
= (x
j
; y
j
; 1). Then the Mumford-Cantor representation of D [25, 9℄ is
dened by
D = hu(x); v(x)i = hx
r
+ u
r 1
x
r 1
+   + u
0
; v
r 1
x
r 1
+   + v
0
i;
where u =
Q
1jr
(x   x
j
) and v(x
j
) = y
j
holds with suitable multipliities, so
that u divides v
2
  f . Sine k is perfet, the divisor D is dened over a eld K
ontaining k if and only if the polynomials u and v have oeÆients in K.
For j in 0; : : : ; r   1, we will denote by u
j
(D) (resp. v
j
(D)) the oeÆient u
j
(resp. v
j
) in this representation.
2. Modular equations
2.1. Denitions. Let ` be an odd prime dierent from the harateristi of k. In
this subsetion, we dene the `-th modular equation of a genus g hyperellipti urve
C dened over k.
To this end, we onsider the `-torsion divisors in Ja(C=k). The assumption that
` diers from the harateristi of k implies that the number of `-torsion divisors
of nonzero weight is `
2g
  1 [22℄. From now on, we assume that all these divisors
have weight exatly g; see subsetion 2.3 for the relevane of this assumption.
Generiity assumption. All nonzero `-torsion divisors in Ja(C=k) have weight
g.
Let D be an `-torsion divisor. The divisors
hDi =

 

`   1
2

D; : : : ; D; 0; D; : : : ;

`  1
2

D

form a yli subgroup of ardinality ` in Ja[`℄. Our objetive is to be able to
\separate" these subgroups, using only algebrai onstrutions. To this eet we
hoose a funtion t
`
(D) with values in k, whih takes a onstant value on eah of
the subgroups hDi. Our modular equations may then be thought as a minimal
polynomial of t
`
.
Preisely, we dene t
`
as the following sum:
(1) t
`
(D) =
X
1i
` 1
2
u
g 1
 
[i℄D

:
Our generiity assumption implies that this sum is well-dened for all nonzero `-
torsion divisors D. Note that [ i℄D and [i℄D have the same u
g 1
-oordinate, so
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even though we restrit the number of summands to (`  1)=2, t
`
(D) depends only
on the subgroup generated by D, as requested.
We next dene the polynomial 
`
2 k[T ℄, whose roots are the values taken by t
`
on the nonzero `-torsion divisors:

`
=
Y
D2Ja[`℄nf0g
 
T   t
`
(D)

:
The polynomial 
`
is an (` 1)-th power in k[T ℄. Indeed Ja[`℄nf0g an be written
as the disjoint union of the
`
2g
 1
` 1
sets hDi n f0g, and the funtion t
`
(D) takes a
onstant value on eah part of this partition.
We now show that 
`
is atually in k[T ℄. Let  be in Gal(k=k). If D is any
divisor, 
 
u
g 1
(D)

= u
g 1
 
(D)

. Also,  ommutes with the group law, whene

 
[i℄D

= [i℄(D), so  indues a permutation among the nonzero `-torsion divisors.
If D is suh a divisor, then the equality

 
t
`
(D)

= t
`
 
(D)

obviously holds. Sine  permutes the `-torsion divisors, this equality shows that

`
is left invariant by , so 
`
is in k[T ℄. Sine k is a perfet eld, and 
`
is an
(`   1)-th power in k[T ℄, there exists a polynomial 
`
with oeÆients in k suh
that 
`
= 
` 1
`
.
Denition 1. The unique moni polynomial 
`
suh that 
`
= 
` 1
`
is alled the
`-th modular equation of C.
The polynomial 
`
has degree
`
2g
 1
` 1
. To emphasize the dependene on the urve
C, it may also be denoted by 
`
(C).
The rest of this artile is devoted to desribing the main properties of these
equations, how to ompute them and how to use them for ardinality omputation,
in the ase when k is a nite eld.
Remark 1. Our hoie of the funtion t
`
is arbitrary. In Setion 5, we show that
the interesting ase is when 
`
is squarefree, whih happens when t
`
takes distint
values on distint yli subgroups. Unfortunately, this will not be the ase for all
urves; for suh urves, an alternative hoie of t
`
may solve the problem:
Instead of onsidering the sum of the u
g 1
-oordinates of half of the divisors
in the subgroup, we hoose some integer k and form the sum of the k-th power
of any linear ombination of all the oordinates (u; v). Then, we might have to
extend the summation in equation (1) to all elements in the subgroup hDi, sine
not all oordinates are negation-invariant. The subsequent results follow in a similar
manner for suh alternative onstrutions.
Yet in pratie, hoosing the oordinate u
g 1
yields the polynomial with smallest
oeÆients when working over Q, and in most of our experiments in genus 1 and
2, this polynomial turned out to be squarefree, as requested.
Remark 2. In the sequel, we will often onsider urves with generi oeÆients.
Thus we dene for one and for all the generi urve of genus g as the urve of
equation
C
g
: y
2
= x
2g+1
+ F
2g 1
x
2g 1
+   + F
0
;
over the rational funtion eld Q(F
0
; : : : ; F
2g 1
). In this ase, the polynomial 
`
belongs to Q(F
0
; : : : ; F
2g 1
)[T ℄, and satises the following homogeneity property.
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Theorem 1. The `-th modular equation of the urve C
g
is weighted homogeneous,
when giving weight 1 to T and weight 2g + 1  i to F
i
for i = 0; : : : ; 2g  1.
Proof. Let  be a nonzero rational, and let
e
C
g
be the urve dened by
y
2
= x
2g+1
+
^
F
2g 1
x
2g 1
+   +
f
F
0
;
where
e
F
i
= 
2g+1 i
F
i
, for i = 1; : : : ; 2g   1. Then the map ' : C
g
!
e
C
g
dened
by '(x; y) = (x; 
2g+1
y) is an isomorphism between C
g
and
e
C
g
. This isomorphism
extends to an isomorphism between Ja(C
g
) and Ja(
e
C
g
), whih ats as follows in
the Mumford-Cantor representation:
(u
0
; : : : ; u
g 1
; v
0
; : : : ; v
g 1
) 7! (
g
u
0
; : : : ; u
g 1
; 
2g+1
v
0
; : : : ; 
g+2
v
g 1
):
Given an `-torsion divisor D on Ja(C
g
), the value t
`
(D) is sent to t
`
(D). Thus

`
(F
0
; : : : ; F
2g 1
; t
`
) = 0 () 
`
(
2g+1
F
0
; : : : ; 
2
F
2g 1
; t
`
) = 0:
This proves the theorem. 
The weighted homogeneity implies that not all monomials appear in the mod-
ular equation for the generi urve. As a onsequene, our modular equations are
somewhat sparse, and we shall see below that for ellipti urves they provide a
muh smaller alternative to the lassial modular polynomials 
`
.
Remark 3. In our formalism, the modular equation for 2-torsion 
2
is ill-dened
in genus greater than 1. Indeed, the generiity assumption for 2-torsion is never
satised, sine the 2g + 1 roots of the dening polynomial f(x) give the absissae
of 2g+ 1 weight 1 divisors of 2-torsion. In the partiular ase of ellipti urves, we
an set 
2
= f .
2.2. The ellipti ase. We illustrate our denition on an ellipti urve E , given
by an equation y
2
= f(x), with f moni of degree 3. In genus 1, the generiity
assumption is always satised, sine the only divisor whose weight is not maximal
is zero.
If P = (x; y) is a point on E and i a positive integer, the oordinates of [i℄P are
rational funtions of P , see [30℄:
[i℄P =


i
(P )
 
i
(P )
2
;
!
i
(P )
 
i
(P )
3

:
The polynomials 
i
(P ),  
i
(P )
2
, and also  
i
(P ) if i is odd, are polynomials in x
only. To follow the notation of the previous subsetion, we see them as polynomials
in the variable T .
Given an odd prime `, the absissae of the `-torsion points are the roots of  
`
.
Let P be suh a point; for i in 1; : : : ;
` 1
2
, the denominator in the rational funtion


i
(P )
 
i
(P )
2

is oprime to  
`
. The image of this rational funtion modulo  
`
is a polynomial
h
i;`
in k[T ℄ whih gives the absissa of [i℄P in terms of the absissa of P , for P of
`-torsion. Then, for all `-torsion points P , t
`
(P ) is given by the sum
t
`
(P ) =
X
1i
` 1
2
h
i;`
 
x(P )

:
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The polynomial 
`
is thus the harateristi polynomial of
P
1i
` 1
2
h
i;`
modulo
 
`
, and the modular equation 
`
2 k[T ℄ is the (`   1)-th root of 
`
.
Let us take f = x
3
+F
1
x+F
0
, dening what we alled the generi urve of genus
1 over Q(F
0
; F
1
). Then the rst values of 
`
are

3
= T
4
+ 2F
1
T
2
+ 4F
0
T  
1
3
F
2
1
;

5
= T
6
+ 20F
1
T
4
+ 160F
0
T
3
  80F
2
1
T
2
  128F
1
F
0
T   80F
2
0
;

7
= T
8
+ 84F
1
T
6
+ 1512F
0
T
5
  1890F
2
1
T
4
  9072F
1
F
0
T
3
+ ( 21168F
2
0
+ 644F
3
1
)T
2
+ 5832F
2
1
F
0
T   567F
4
1
;

11
= T
12
+ 550F
1
T
10
+ 27500F
0
T
9
  103125F
2
1
T
8
  1650000F
1
F
0
T
7
+ ( 13688400F
2
0
+ 645700F
3
1
)T
6
+ 20625000F
2
1
F
0
T
5
+ (35793120F
1
F
2
0
  11407385F
4
1
)T
4
+ (34041920F
3
0
  58614160F
3
1
F
0
)T
3
+ ( 175832976F
2
1
F
2
0
  2177802F
5
1
)T
2
+ ( 235016704F
1
F
3
0
+ 1351692F
4
1
F
0
)T
  110680064F
4
0
+ 6297984F
3
1
F
2
0
  321651F
6
1
:
These polynomials were already onsidered by Charlap, Coley and Robbins
in [11℄, where the authors onstruted them via modular forms. Our modular
equations are a generalization to higher genus.
Remark 4. Exept for 
3
, for whih a fator
1
3
ours, there are no denominators
in the oeÆients of the modular equations of the generi ellipti urve. This fat is
proven in [11℄ using properties of modular forms. In higher genus we do not know
a priori whether there are denominators in the modular equations of the generi
urves. The omputation in Setion 4 shows that the modular equation 
3
of the
genus 2 generi urve does not have any denominator, but we do not expet this to
be true in general.
2.3. Relevane of the generiity assumption. As mentioned in the previous
subsetion, the generiity assumption is satised in genus 1 for all urves, for all
torsion indies oprime to the harateristi of the base eld.
This ondition is also satised for all genus 2 urves for 3-torsion. To see this,
onsider a genus 2 urve C. A divisor with nonmaximal weight is of the form
P  1 for some point P 2 C. Then the equality [3℄ (P  1) = 0 an be rewritten
as [2℄ (P   1) =  (P   1), whih implies that P = 1 by the Riemann-Roh
theorem. Thus, exept for zero, all 3-torsion divisors have weight 2.
The generiity assumption is losely related to the Manin-Mumford onjeture
whih states that the Jaobian of a urve over the omplex eld ontains only nitely
many torsion elements of weight 1. More generally, Lang's onjeture, whih is now
known to be true [17, p. 435℄, implies that the Jaobian of a given urve over the
omplex eld ontains only nitely many torsion elements of nonmaximal weight,
as soon as this Jaobian is simple. As a onsequene, for a given urve with simple
Jaobian, the number of primes ` for whih the generiity assumption does not hold
is nite, hene the name.
Note nally that this ondition is true for all ` for the urve of genus 2 dened
by y
2
= x
5
+ 5x
3
+ x, see [7℄. Using the speialization theorem given in Setion 3,
we dedue that the generiity assumption is also true for all ` for the generi urve
of genus 2.
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3. Speialization properties
In the ellipti urve point-ounting methods, a widely used strategy is to ompute
modular equations over the rationals and then redue them modulo the harater-
isti of the base eld. In this setion, we want to legitimate this approah for our
modular equations. Our purpose is thus to prove the intuitive result that the re-
dutions of the modular equations of a urve C oinide with the modular equations
of the redution of C.
We are interested both in speializing the oeÆients of a urve dened over a
rational funtion eld, and also in reduing the oeÆients of a urve dened over
a number eld. Thus we work in the setting of loal and global elds, whih will
help enompass both notions. Throughout this setion, we assume one and for all
that all the elds are perfet.
We reall below the denition of redution and good redution of a urve dened
on a loal or a global eld. Then Theorem 2 proves that if C is a urve with good
redution, and if the redued urve satises the generiity assumption for some
prime `, then this is also the ase for C, and its `-modular equation speializes as
expeted; the main ingredient of the proof is the injetivity of the redution of the
`-torsion, as proven for instane in [17℄. We will use Theorem 2 for omputational
purposes in Setion 4.
First, some notation is neessary. If (K; v) is a non-Arhimedean loal eld, we
denote by
R
K
= fa 2 K; v(a)  1g; m
K
= fa 2 K; v(a) < 1g
respetively the ring of integers of K and its maximal ideal.
With this notation, let C : y
2
= f(x) be a hyperellipti urve dened over K,
suh that f has its oeÆients in R
K
. We say that C has good redution if 2dis(f)
is not in m
K
. In this ase, the urve dened by the redution of y
2
= f(x) modulo
m
K
has the same genus as C. This urve is alled the redution of C; its Jaobian
is the redution of the Jaobian of C modulo m
K
, see [23℄.
If now K is a global eld and v a non-Arhimedean valuation of K, the ompletion
K of K at v is a loal eld. Thus the above disussion enables us to dene the notion
of good redution at v of a urve C dened over K: if C is dened by an equation
with oeÆients in K\R
K
, C has good redution at v if C=K has good redution.
Then the speialization properties are stated as follows.
Theorem 2. Let K be a global eld, and v a non-Arhimedean valuation of K. Let
K be the ompletion of K at v, R
K
its ring of integers, m
K
its maximal ideal and
k the residual eld R
K
=m
K
. Let C be a genus g hyperellipti urve dened over K,
and ` an odd prime dierent from the harateristi of k.
Assume that C is dened by an equation with oeÆients in K \R
K
, that C has
good redution at v, and that the redued urve C satises the generiity assumption
for the prime `. Then C satises the generiity assumption for `, all oeÆients of

`
(C) are in K \R
K
, and 
`
(C) = 
`
(C) modulo m
K
.
Before proving the theorem, a few omments are in order. Theorem 2 applies to
speializations at non-Arhimedean plaes of number elds, so for instane it allows
for the redution modulo prime numbers of modular equations with rational oef-
ients. The seond obvious appliation is the speialization of modular equations
with oeÆients in univariate funtion elds dened over a perfet eld.
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We onsidered in Setion 2 the ase of the generi urve of genus g, whih is
dened over the rational funtion eld Q(F
0
; : : : ; F
2g 1
) by the equation
y
2
= x
2g+1
+ F
2g 1
x
2g 1
+   + F
0
:
Its modular equations have oeÆients in Q(F
0
; : : : ; F
2g 1
). For g > 1, the fration
eld of Q[[F
0
; : : : ; F
2g 1
℄℄ is not a loal eld, so Theorem 2 does not apply diretly,
i.e., it does not allow one to speialize F
0
; : : : ; F
2g 1
at one. Yet we may irumvent
this diÆulty. Consider the isomorphism
Q(F
0
; : : : ; F
2g 1
) ' Q(F
0
; : : : ; F
2g 2
)(F
2g 1
):
The right-hand side is a univariate funtion eld over Q(F
0
; : : : ; F
2g 2
), for whih
Theorem 2 applies; i.e., speializing F
2g 1
is allowed. Iterating this proess allows
us to suessively speialize F
2g 2
; : : : ; F
0
, as requested.
Proof of Theorem 2. Sine K is an extension eld of K, the modular equations

`
(C=K) and 
`
(C=K) oinide. Thus it is enough to prove the result for the urve
C=K, dened over the loal eld K.
Let K be an algebrai losure of K, let Ja[`℄ be the `-torsion divisors on
Ja(C=K) and let I be the anonial injetion C=K! Ja(C=K). Eah divisorD 6= 0
in Ja[`℄ an be uniquely written D =
P
1jr(D)
I(P
D
j
), where P
D
1
; : : : ; P
D
r(D)
are
points in C=K, not at innity and not pairwise onjugate, and where r(D) is at
most g.
We let L be a nite extension of K, suh that all `-torsion divisors D and all
points P
D
1
; : : : ; P
D
r(D)
are L-rational. Then L is a non-Arhimedean loal eld for a
valuation that extends that of K, and it is still denoted by v. We denote by R
L
and
m
L
the ring of integers of L and its maximal ideal, and the redution modulo m
L
is denoted by a bar. We still denote by I the anonial injetion C=L! Ja(C=L).
The urve C=L has good redution; the redued urve, dened over the residual
eld of L, is still denoted by C; the anonial injetion C ! Ja(C) is denoted by
. Note that the residual elds of K and L have the same harateristi.
Let D be an `-torsion divisor on Ja(C=L). We simplify the notation D =
P
1jr(D)
I(P
D
j
), writing D =
P
1jr
I(P
j
) instead. Then, due to the good
redution of C, the following holds:
D =
X
1jr
I(P
j
) =
X
1jr
I(P
j
) =
X
1jr

 
P
j

:
Moreover, D is an `-torsion divisor on Ja(C). Sine the harateristi of k is
dierent from `, Theorem C.2.6 in [17℄ shows thatD is not zero. Using the generiity
assumption on C, this shows that D has weight g, whih implies that r = g, so C
satises the generiity assumption too. This also implies that all points P
j
are on
the aÆne part of C.
Let us write P
j
= (x
j
; y
j
; z
j
), with all oordinates in the ring of integers R
L
,
and at least one of them not in m
L
. By the above remark, z
j
does not redue
to zero modulo m
L
, so v(z
j
) = 1. Dividing by z
j
, we write P
j
as (X
j
; Y
j
; 1),
with oordinates in R
L
; then P
j
is given by (X
j
; Y
j
; 1). Taking all points P
j
into
aount, this shows that u
g 1
(D) is in R
L
, and a short alulation also gives that
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u
g 1
 
D

= u
g 1
(D): Reall now that the funtion t
`
(D) is dened as
t
`
(D) =
X
1i
` 1
2
u
g 1
 
[i℄D

;
so that t
`
(D) is in R
L
. Sine [i℄D = [i℄D, we nally onlude that t
`
(D) = t
`
(D).
The set of nonzero `-torsion divisors on C redues to the set of nonzero `-
torsion divisors on C, so 
`
(C) =
Q
D2Ja[`℄nf0g
 
T   t
`
(D)

is in R
L
[T ℄, and
 

`
(C)
mod m
L

= 
`
(C). Sine C is dened over K, 
`
(C) is atually in R
K
[T ℄, and
 

`
(C) mod m
K

= 
`
(C).
From the denition 
`
(C) = 
`
(C)
` 1
, we see that 
`
(C) is also in R
K
[T ℄ by
Gauss' lemma. The above redution an then be written
 

`
(C)
` 1
mod m
K

=

`
(C)
` 1
. Sine both polynomials are moni,
 

`
(C) mod m
K

= 
`
(C). 
4. Algorithms
We onsider now the question of omputing the modular equations, with an
emphasis on the genus 2 ase. In the rst subsetion, we show how Cantor's division
polynomials [10℄ an be used to give a desription of the `-torsion subgroup of a
hyperellipti Jaobian in genus 2, from whih its `-th modular equation an be
dedued; we illustrate this with examples for 3- and 5-torsion. We also present a
solution by speialization tehniques for 3-torsion in genus 2. The arbitrary genus
ase is nally addressed, using Adleman and Huang's algorithm for omputing the
`-torsion points on a hyperellipti Jaobian [4℄.
4.1. Computing 
`
in genus 2. Computing 
`
is a two-stage proess: rst om-
pute a representation of the `-torsion divisors, then ompute the modular equation
using this information. This strategy was already hinted at in subsetion 2.2, where
we addressed the ellipti ase. In genus 1, the `-torsion divisors are the roots of
the ellipti division polynomials, and the modular equations ome from hara-
teristi polynomial omputations modulo these division polynomials. In genus 2,
the torsion divisors an be haraterized using Cantor's division polynomials [10℄;
the subsequent harateristi polynomial omputations are analogous to the ellipti
ase.
In this subsetion, C is a genus 2 urve dened over a eld k by the equation
y
2
= f(x), with f(x) = x
5
+ f
3
x
3
+ f
2
x
2
+ f
1
x + f
0
. The solution we present
here demands further onditions on the `-torsion divisors, whih are generially
satised. Expliitly, there exists a nonempty Zariski-open subset W of k
4
suh that
the following analysis applies to the urve C as soon as f
0
; f
1
; f
2
; f
3
belong to W .
4.1.1. First step: omputing the torsion divisors. We use the strategy from [13℄.
For a weight 2 divisor D = P
1
+ P
2
  21, the ondition [`℄D = 0 an be restated
as
[`℄(P
1
 1) =  [`℄(P
2
 1):
Let x
1
; x
2
; y
1
; y
2
be new variables, and take P
1
= (x
1
; y
1
), P
2
= (x
2
; y
2
). Then
the Mumford-Cantor oordinates of [`℄(P
1
  1) and  [`℄(P
2
  1) are rational
funtions of x
1
; x
2
; y
1
; y
2
with oeÆients in k. These rational funtions an be
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derived eÆiently by reursive formulae given in [10℄:
[`℄P
1
=
*
x
2
+
d
(`)
1
(x
1
)
d
(`)
0
(x
1
)
x+
d
(`)
2
(x
1
)
d
(`)
0
(x
1
)
;
y
1
e
(`)
1
(x
1
)
e
(`)
0
(x
1
)
x+
y
1
e
(`)
2
(x
1
)
e
(`)
0
(x
1
)
+
;
where d
(`)
0
, d
(`)
1
, d
(`)
2
, e
(`)
0
, e
(`)
1
, e
(`)
2
are univariate polynomials of degrees respetively
2`
2
  3, 2`
2
  2, 2`
2
  1, 3`
2
  2, 3`
2
  3, 3`
2
  2. From now on we assume that `
is xed, and drop the supersript (`) for simpliity.
The generiity assumption on C an then be made expliit: in [10℄ it is shown
that a weight 1 divisor D = (x
1
; y
1
)   1 is an `-torsion divisor if and only if
d
1
(x
1
) = d
0
(x
1
) = 0. Hene the generiity assumption is valid on C if and only if
d
1
and d
0
are oprime polynomials.
If this is the ase, we form the equations in x
1
; x
2
; y
1
; y
2
expressing the equality
[`℄(P
1
 1) =  [`℄(P
2
 1):
d
1
(x
1
)
d
0
(x
1
)
=
d
1
(x
2
)
d
0
(x
2
)
;
d
2
(x
1
)
d
0
(x
1
)
=
d
2
(x
2
)
d
0
(x
2
)
;
y
1
e
1
(x
1
)
e
0
(x
1
)
=  
y
2
e
1
(x
2
)
e
0
(x
2
)
;
y
1
e
2
(x
1
)
e
0
(x
1
)
=  
y
2
e
2
(x
2
)
e
0
(x
2
)
:
Further equations and inequalities must be added to this system:
y
2
1
= f(x
1
); y
2
2
= f(x
2
);
x
1
6= x
2
; d
0
(x
1
)e
0
(x
1
) 6= 0:
The equations speify that P
1
and P
2
are indeed points on the urve. The rst
inequality is neessary to disard the obvious solutions P
1
=  P
2
, but may also
eliminate points P
1
suh that [`℄(P
1
 1) is of 2-torsion. The seond inequality
allows one to lean the denominators, and it is equivalent to the assumption that
[`℄(P
1
 1) has weight 2.
Due to the symmetry in (P
1
; P
2
), for a general urve, this system has 2(`
4
  1)
solutions, but this number may drop if [`℄(P
1
 1) is of 2-torsion or has weight 1, for
some `-torsion divisor of the form D = P
1
+ P
2
  21. Letting I
`
 k[x
1
; x
2
; y
1
; y
2
℄
be the ideal dening the solutions of the above system, we thus have to hek that I
`
has the maximalnumber of solutions, i.e., 2(`
4
 1). We assume from now on that we
are in this favorable ase. Furthermore, as an outome of an elimination proedure,
we assume that a basis of the quotient k[x
1
; x
2
; y
1
; y
2
℄=I
`
and the orresponding
multipliation table are available.
4.1.2. Seond step: deduing 
`
. In genus 2, the funtion t
`
(D) dened in Setion 2
beomes
t
`
(D) =
X
1i
` 1
2
u
1
 
[i℄D

:
Roughly speaking, we want to ompute t
`
modulo I
`
. To this eet, for i =
1; : : : ; (`   1)=2, we let h
i;`
be the polynomial in k[x
1
; x
2
; y
1
; y
2
℄ whih takes the
value u
1
 
[i℄D

when evaluated on an `-torsion divisor D. The reader may refer to
subsetion 2.2, where similar polynomials are derived in genus 1.
MODULAR EQUATIONS FOR HYPERELLIPTIC CURVES 439
To obtain h
i;`
, we ompute the Mumford-Cantor oordinates of [i℄(P
1
 1) +
[i℄(P
2
 1), where P
1
(resp. P
2
) is the point of oordinates (x
1
; y
1
), resp. (x
2
; y
2
),
all omputations being done modulo I
`
. These omputations an be done using
Cantor's division polynomials and Cantor's addition algorithm [9℄. As suh, they
involve divisions modulo I
`
, whih are possible in general, but may fail in unluky
ases.
We assume from now on that all these divisions an be done. In this luky
ase, due to the symmetry in (P
1
; P
2
), the polynomial 
`
dened in Setion 2 is
the square root of the harateristi polynomial of T
`
:=
P
1i
` 1
2
h
i;`
modulo I
`
.
Thus, knowing the harateristi polynomial of T
`
, we dedue the modular equation

`
by taking its 2(`  1)-th root.
4.1.3. Complexity estimates. To perform the above tasks, we an use standard ef-
fetive elimination algorithms suh as Grobner bases [8℄ or geometri resolution
proedures [14, 15℄. Yet, the very spei shape of the system dening the ideal I
`
enables us to estimate preisely the number of operations neessary to ompute 
`
.
Expliitly, we now show that, up to logarithmi fators, 
`
an be omputed
in O(`
8
) base eld operations. To this eet, we assume that fast algorithms for
polynomial multipliation, gd, . . . , are used and neglet all logarithmi fators:
the notation g 2 Oe(f) means that g belongs to O(f log(f)
a
), for some onstant a.
All relevant referenes an be found in [31℄.
First, following [13℄, we note that for a generi hoie of the urve C, the minimal
polynomialR of x
1
modulo I
`
has the maximal possible degree, that is, `
4
 1. The
artile [13℄ already shows how to ompute this polynomial: using fast resultant and
gd omputations, this an be done in Oe(`
6
) base eld operations. In fat, by a
subresultant omputation, x
2
an be expressed in terms of x
1
, and expressions for
y
1
and y
2
follow at no higher ost. Thus we obtain a Grobner basis of I
`
for a
lexiographi order. Then, performing a multipliation or a division in the above
basis an be done within Oe(`
4
) base eld operations.
Let us turn to the seond step, the dedution of 
`
. We follow the algorithm
given in the previous paragraphs. Performing Cantor's addition algorithm requires
a xed number of operations modulo I
`
. Sine O(`) suh additions are neessary,
all polynomials h
i;`
dened above, and thus T
`
, an be omputed in Oe(`
5
) base
eld operations.
The harateristi polynomial of T
`
an then be dedued in Oe(`
8
) base eld
operations. To this eet, we rst ompute the rst 2(`
4
  1) powers of T
`
, for a
ost of Oe(`
8
) base eld operations. Then we ompute the trae of eah of these
polynomials in the extension k ! k[x
1
; x
2
; y
1
; y
2
℄ without aeting the omplexity.
Finally, we reover the harateristi polynomial of T
`
using Newton's relations
for the same ost. Yun's squarefree deomposition algorithm [32℄ nally gives the
polynomial 
`
, without inreasing the asymptoti omplexity.
Note that the above omplexity estimates depend only on `. Therefore in the
ase of a nite base eld of ardinality q, the number of bit-operations grows like
Oe(`
8
log q). Hene the size of the base eld is not a limiting fator.
4.1.4. First example: 3-torsion. For the partiular ase of the 3-torsion in genus
2, we already noted that the generiity assumption is always satised. Further
simpliations arise in this ase.
Consider again the equations in x
1
; x
2
; y
1
; y
2
expressing that [3℄(P
1
  1) =
 [3℄(P
2
 1). The omputation shows that all denominators in these equations are
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powers of f(x
1
) and f(x
2
); the Riemann-Roh theorem shows that these are nonzero
quantities if P
1
+ P
2
  21 is of 3-torsion. In other words, the ideal I
3
desribed
above always has the maximal number of solutions, i.e., 2 (3
4
  1) = 160:
Cantor's division polynomials d
0
, d
1
, d
2
, e
0
, e
1
, e
2
for 3-torsion have degrees 17,
16, 15, 25, 25, 24. We dene the ideal I
3
 k[x
1
; x
2
; y
1
; y
2
℄ using these polynomials;
then the denitions in Setion 2 show that for 3-torsion, t
3
(D) oinides with u
1
(D),
so 
3
is the square root of the harateristi polynomial of x
1
+ x
2
modulo I
3
, and

3
is the square root of 
3
.
As an example, if C is the genus 2 urve dened over F
p
with p = 101009 by the
equation
y
2
= x
5
+ x
3
  2233x
2
+ 1944x+ 21551;
then its modular equation for 3-torsion is

3
(T ) = T
40
+ 312T
38
+ 74066T
37
+ 21549T
36
+ 98476T
35
+ 77413T
34
+ 11876T
33
+ 87429T
32
+ 62497T
31
+ 26387T
30
+ 53806T
29
+ 55344T
28
+ 3150T
27
+ 85491T
26
+ 39525T
25
+ 66578T
24
+ 43546T
23
+ 37423T
22
+ 17475T
21
+ 96511T
20
+ 45626T
19
+ 38344T
18
+ 36106T
17
+ 88202T
16
+ 80287T
15
+ 16826T
14
+ 27075T
13
+ 64347T
12
+ 84421T
11
+ 99539T
10
+ 78579T
9
+ 29813T
8
+ 30858T
7
+ 58361T
6
+ 37204T
5
+ 39712T
4
+ 98618T
3
+ 92702T
2
+ 47474T + 57754:
4.1.5. Seond example: 5-torsion. We illustrate the ase of 5-torsion with the same
urve. The ideal I
5
 F
p
[x
1
; x
2
; y
1
; y
2
℄ is generated using the univariate polynomials
d
0
, d
1
, d
2
, e
0
, e
1
, e
2
for 5-torsion, of respetive degrees 49, 48, 47, 73, 73, 72. As
indiated above, we apply the resolution tehniques of [13℄, so as to obtain a basis
of F
p
[x
1
; x
2
; y
1
; y
2
℄=I
5
:
For 5-torsion in genus 2, t
5
(D) equals u
1
(D) + u
1
 
[2℄D

. Taking P
1
= (x
1
; y
1
),
P
2
= (x
2
; y
2
) and D = P
1
+P
2
 21, we ompute the Mumford-Cantor oordinates
of [2℄D modulo I
5
, from whih we dedue t
5
as a funtion dened modulo I
5
, its
harateristi polynomial 
5
, and nally 
5
:

5
(T ) = T
156
+ 100894T
155
+ 45811T
154
+ 44233T
153
+ 39740T
152
+ 95818T
151
+ 4458T
150
+ 93570T
149
+ 28550T
148
+ 1113T
147
+ 63748T
146
+ 65156T
145
+ 19143T
144
+ 19730T
143
+ 33367T
142
+ 20907T
141
+ 63820T
140
+ 51940T
139
+ 42326T
138
+ 29817T
137
+ 75942T
136
+ 59745T
135
+ 97234T
134
+ 85218T
133
+ 24915T
132
+ 16689T
131
+ 93260T
130
+ 46818T
129
+ 27999T
128
+ 93775T
127
+ 2219T
126
+ 19973T
125
+ 1129T
124
+ 52225T
123
+ 6886T
122
+ 85816T
121
+ 77152T
120
+ 12511T
119
+ 64657T
118
+ 14966T
117
+ 42288T
116
+ 90382T
115
+ 60923T
114
+ 40482T
113
+ 43464T
112
+ 61885T
111
+ 2196T
110
+ 60160T
109
+ 78999T
108
+ 88624T
107
+ 86206T
106
+ 1602T
105
+ 73726T
104
+ 27596T
103
+ 4276T
102
+ 93140T
101
+ 58403T
100
+ 1234T
99
+ 88895T
98
+ 59594T
97
+ 13604T
96
+ 6248T
95
+ 30964T
94
+ 40104T
93
+ 58036T
92
+ 38120T
91
+ 69691T
90
+ 75816T
89
+ 22051T
88
+ 36408T
87
+ 59984T
86
+ 96659T
85
+ 35117T
84
+ 96676T
83
+ 62595T
82
+ 51710T
81
+ 38161T
80
+ 68329T
79
+ 99009T
78
+ 10635T
77
+ 97403T
76
+ 58767T
75
+ 74987T
74
+ 26947T
73
+ 100504T
72
+ 6849T
71
+ 50414T
70
+ 38143T
69
+ 82683T
68
+ 24600T
67
+ 83911T
66
+ 80258T
65
+ 98589T
64
+ 76450T
63
+ 89676T
62
+ 9956T
61
+ 58260T
60
+ 92379T
59
+ 57187T
58
+ 40082T
57
+ 33146T
56
+ 20951T
55
+ 77435T
54
+ 3376T
53
+ 67384T
52
+ 96487T
51
+ 74090T
50
+ 65498T
49
+ 61846T
48
+ 62046T
47
+ 30397T
46
+ 18364T
45
+ 55016T
44
+ 32487T
43
+ 94900T
42
+ 33300T
41
+ 25231T
40
+ 71704T
39
+ 59710T
38
+ 44750T
37
+ 31125T
36
+ 10050T
35
+ 7371T
34
+ 29794T
33
+ 72166T
32
+ 14168T
31
+ 53045T
30
+ 80342T
29
+ 20690T
28
+ 79145T
27
+ 74121T
26
+ 1983T
25
+ 37232T
24
+ 76446T
23
+ 6132T
22
+ 98206T
21
+ 94392T
20
+ 81694T
19
+ 43792T
18
+ 60209T
17
+ 98392T
16
+ 60483T
15
+ 71502T
14
+ 94495T
13
+ 77466T
12
+ 61989T
11
+ 51160T
10
+ 65902T
9
+ 28152T
8
+ 70740T
7
+ 94924T
6
+ 4993T
5
+ 30256T
4
+ 62697T
3
+ 27820T
2
+ 55949T + 63692:
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4.1.6. The partiular ase of the generi urve. We have a speial interest in the
generi urve of genus 2 dened over Q(F
0
; F
1
; F
2
; F
3
) by the equation
C
2
: y
2
= x
5
+ F
3
x
3
+ F
2
x
2
+ F
1
x+ F
0
;
and its modular equations in Q(F
0
; F
1
; F
2
; F
3
)[T ℄. Computing these polynomials is
a one-time job, whih beomes useful in onjuntion with the speialization theorem
of Setion 3, as illustrated below.
The rst ase of interest is for 3-torsion. To ompute 
3
(C
2
), the elimination
tehniques mentioned above beome umbersome: the base eld is now a rational
funtion eld, and we have no ontrol on the degrees in (F
0
; F
1
; F
2
; F
3
) of the
intermediate expressions we have to handle. Thus we used alternative resolution
tehniques, based on the work of the TERA group [3℄: the algorithm we used is
based on a symboli Newton operator, whih enables us to ompute suessive
approximations of 
3
(C
2
), with inreasing preisions in (F
0
; F
1
; F
2
; F
3
), starting
from the data of 
3
for a urve with rational oeÆients.
Using these tehniques, omputing 
3
(C
2
) requires approximately 4 hours of
CPU time using Magma, on a 4 GB, 500 MHz Compa DS20 proessor. We mention
that a diret approah based on a Grobner basis omputation fails, by lak of
memory. For more details, we refer to [29℄.
The resulting polynomial 
3
(C
2
) an be downloaded from the web-page of the
seond author http://www.mediis.polytehnique.fr/~shost/. It has 1747
monomials with nonzero oeÆients, belongs to Z[F
0
; F
1
; F
2
; F
3
℄[T ℄, and is moni
in T . To have an estimate of its size, here are its rst oeÆients:

3
= T
40
+ 312F
3
T
38
  7904F
2
T
37
+ ( 16344F
2
3
+ 183488F
1
)T
36
+ (337536F
3
F
2
  4179456F
0
)T
35
+ (345456F
3
3
+ 464064F
3
F
1
  2381088F
2
2
)T
34
+ ( 6044256F
2
3
F
2
  196322688F
3
F
0
+ 33608832F
2
F
1
)T
33
+    :
The largest oeÆient in absolute value is 304960695828480.
Now let p be a prime greater than 3 and C a genus 2 urve dened over Z=pZ
by the equation
C : y
2
= x
5
+ f
3
x
3
+ f
2
x
2
+ f
1
x+ f
0
:
Theorem 2 shows that the polynomial 
3
(C) 2Z=pZ[T ℄ is obtained by substituting
the values f
i
for the indeterminates F
i
in 
3
(C
2
) after reduing its oeÆient modulo
p. We note that this solution is used within Magma's hyperellipti urve pakage [1℄.
Until now, we always exluded the ase ` = p. To get a hint about the problems
that an arise, we an redue all the oeÆients of 
3
(C
2
) modulo 3, expeting some
degeneray similar to the Kroneker relations for the ellipti modular polynomials

`
. We obtain

3
(C
2
) 

T
4
+ f
1
T   f
2
 
T
12
+ f
1
T
9
  f
0
f
2
T
6
+ (f
3
0
f
1
  f
0
f
1
f
2
  f
3
1
)T
3
+f
3
0
f
2
1
  f
2
0
f
2
2
  f
0
f
2
1
f
2
  f
4
0
f
2
  f
4
1
  f
3
2

3
mod 3


T
4
+ f
1
T   f
2
 
T
4
+
3
p
f
1
T
3
 
3
p
f
0
f
2
T
2
+
3
p
f
3
0
f
1
  f
0
f
1
f
2
  f
3
1
T
+
3
p
f
3
0
f
2
1
  f
2
0
f
2
2
  f
0
f
2
1
f
2
  f
4
0
f
2
  f
4
1
  f
3
2

9
mod 3:
In harateristi 3, the Jaobian of a urve of genus 2 has at most 9 points of
3-torsion. Therefore there are at most 4 distint values for the u
1
-oordinate of
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3-torsion elements, whereas 
3
modulo 3 has 8 roots. We dedue that Theorem 2
annot be generalized easily to the ase p = `.
The next interesting ase is that of 
5
(C
2
) for 5-torsion. We estimate that this
polynomial has several millionmonomials, so new tehniques will be needed to store
it, relying on the evaluation philosophy of [16℄.
4.2. Computing the modular equation: the general ase. The solution of
subsetion 4.1 is spei to genus 2, and requires additional nonvanishing assump-
tions. We turn here to the general ase of a genus g hyperellipti urve C dened
over a eld k, and indiate how to ompute its `-th modular equation. This proess
is very similar to the one desribed above: rst ompute a representation of the
`-torsion divisors on Ja(C), then ompute the modular equation. The previous
additional assumptions are ruled out now, at the ost notably of a more deliate
pre-omputation.
As in the genus 2 ase, the Mumford-Cantor oordinates of the `-torsion divisors
are algebrai over k. For the general ase, Adleman and Huang propose in [4℄ an
algorithm that omputes a representation of these numbers by the following objets,
whose existene is guaranteed if C satises the generiity assumption for `:
(1) A funtion q in k[u
0
; : : : ; u
g 1
; v
0
; : : : ; v
g 1
℄, for instane a linear form. The
funtion q must take `
2g
  1 distint values on Ja[`℄ n f0g, i.e., q must
separate the points of Ja[`℄ n f0g.
(2) The squarefree polynomial Q =
Q
D2Ja[`℄nf0g
 
S   q(D)

in k[S℄.
(3) The interpolating polynomials U
0
; : : : ; U
g 1
; V
0
; : : : ; V
g 1
in k[S℄ of degree
less than `
2g
  1 suh that for all `-torsion divisors D, U
i
(resp. V
i
) takes
the value u
i
(D) (resp. v
i
(D)) when evaluated at q(D).
Adleman and Huang's algorithmworks in a omplex setting of semi-algebrai maps,
whih reets the fat that in the general ase, the multipliation by an `-map an-
not be represented by a single rational funtion in Mumford-Cantor's oordinates.
One the above objets are known, they let us ompute the polynomial 
`
; then
the modular equation 
`
is dedued just as in subsetion 4.1. The omputation of

`
follows the same inspiration as in the previous subsetion. Again, reall that the
funtion t
`
(D) is dened as
t
`
(D) =
X
1i
` 1
2
u
g 1
 
[i℄D

:
For simpliity, assume rst that the polynomial Q is irreduible, so A := k[S℄=(Q)
is a eld, and let s be the image of S in A. Sine A is a eld, for any i, we an
apply Cantor's algorithm [9℄ of multipliation by i in A[x℄ to the divisor
D(s) = hx
g
+ U
g 1
(s)x
g 1
+   + U
0
(s); V
g 1
(s)x
g 1
+   + V
0
(s)i:
Let h
i;`
2 A be the u
g 1
-oordinate of [i℄D(s). If we onsider h
i;`
in k[S℄, then
u
g 1
 
[i℄D

= h
i;`
 
q(D)

holds for all `-torsion divisors D. This implies that
t
`
(D) =
X
1i
` 1
2
h
i;`
 
q(D)

also holds for all `-torsion divisors D. Thus the polynomial 
`
is the harateristi
polynomial of
P
1i
` 1
2
h
i;`
modulo Q.
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In the general ase, the polynomial Q is squarefree but not irreduible; then A
is not a eld, but a produt of elds: A '
Q
A
j
. This might make it impossible
to apply the multipliation by i algorithm to the divisor D(s), sine this algorithm
requires divisions inA. A rst solution to obtain 
`
onsists in fatoringQ: applying
the proess desribed above in eah eld A
j
yields a polynomial 
`;j
, and the
produt of all 
`;j
is 
`
.
Of ourse, we want to avoid the fatorization. Then a better solution is dynami
evaluation tehniques [19℄: the iterates of D(s) are omputed as if A = k[S℄=(Q)
were a eld. The divisions in A are performed using Extended GCD omputations.
When a division ours where the dividend is not invertible in A, we have found a
new fator of Q. Then we pursue the omputations modulo eah fator and nally
multiply all results, as above. Thus the fatorization of Q is not required; only the
neessary fators ome out in the Extended GCD omputations.
5. Fatorization patterns of 
`
over a finite field
Let C be a hyperellipti urve of genus g over a nite eld F
q
. Let ` be a prime
oprime to q and let us assume that the generiity assumption holds for the `-torsion
on C. The polynomial 
`
an be fatored over F
q
. Due to the Galoisian properties of
the polynomial, the possible patterns of fatorization are very spei. The general
result is stated in the rst subsetion; then we give the expliit examples of genus
1 and genus 2, and the appliation to point-ounting in the last subsetion.
5.1. Link with the Frobenius ation. Let  : x 7! x
q
denote the q-th power
Frobenius ation on F
q
, extended to C and to Ja(C). The `-torsion subgroup
Ja[`℄ an be viewed as an F
`
-vetor spae of dimension 2g on whih  ats as an
endomorphism. The following result is a general statement on the relation between
 and the fatorization patterns of the modular equations; the preise form is given
in Lemma 2 below.
Theorem 3. Assume that 
`
is squarefree. Then the endomorphism  of the F
`
-
vetor spae Ja[`℄ determines the fatorization pattern of 
`
.
The proof of Theorem 3 is derived from the following lemma.
Lemma 1. Assume that 
`
is squarefree and let D and E be nonzero `-torsion
divisors. Then
t
`
(D) = t
`
(E) () E 2 hDi:
Proof. The diretion ( follows from the denition of t
`
. For the onverse implia-
tion, sine 
`
is squarefree, the number of values taken by t
`
is maximal; therefore
two distint subgroups annot give the same value. 
We dene the modied order of a polynomial P with oeÆients in a nite eld
as
ord

(P ) = minfk 2 N

; deg(X
k
mod P (X)) = 0g:
This notation is used in this setion and in the Appendix.
Lemma 2. Let D be a nonzero `-torsion divisor of Ja[`℄. Let V
D
be the F
`
-vetor
spae generated by the Galoisian onjugates of D:
V
D
= Span
F
`
f
n
(D); n 2 Ng:
Let P be the harateristi polynomial of  restrited to V
D
. If 
`
is squarefree,
then the degree of the extension of F
q
where t
`
(D) is dened is ord

(P ).
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Proof. Let k be the smallest positive integer suh that 
k
(D) 2 hDi. Sine 
xes F
q
, we hek as in Setion 2 that 
 
t
`
(D)

= t
`
 
(D)

, and so for all i 
0, 
i
 
t
`
(D)

= t
`
 

i
(D)

. By denition of k, for i < k, 
i
(D) is not in hDi,
so t
`
(
 

i
(D)

6= t
`
(D) by the previous lemma, i.e., 
i
 
t
`
(D)

6= t
`
(D). Sine
t
`
 

k
(D)

= t
`
(D), we have proven that k is the degree of the extension of F
q
where t
`
(D) is dened.
We now onsider the harateristi polynomial P of  restrited to the spae V
D
generated by the onjugates of D. Due to the denition of V
D
, P is the minimal
polynomial of  restrited to V
D
. Denoting by  the element of F

`
suh that

k
(D) = D, we see that the endomorphism 
k
  Id is trivial on D and on all its
onjugates; therefore it is trivial on the whole of V
D
. Hene we have
X
k
    0 mod P (X):
Conversely, let k
0
and  be suh that X
k
0
   0 mod P (X); then 
k
0
is equal to
Id on V
D
and in partiular on D: therefore k
0
must be larger than or equal to k.
The integer k is then the minimal having this property, as announed. 
Proof of Theorem 3. Let M be the matrix of the ation of  on a basis B of Ja[`℄.
For all D in Ja[`℄ expressed as a vetor aording to the same basis, nding V
D
and the assoiated polynomial P (X) is a matter of elementary linear algebra. The
extension where the root of 
`
assoiated to D is dened follows easily. Hene
knowing the matrix M gives all the extensions where the roots of 
`
are dened,
whih gives the fatorization pattern, beause the eld of denition is nite. 
5.2. Genus 1. The fatorization patterns of the modular polynomial of an ellipti
urve are well known [6, p. 119℄. We restate them here for ompleteness; this gives
a avor of the genus 2 ase that follows. Note that this result is usually given for
the lassial modular equations 
`
relating the j-invariants of `-isogenous ellipti
urves; they have the same fatorization patterns as ours.
In the sequel, notations suh as
(n
1
)

1
   (n
k
)

k
or (n
1
; : : : ; n
1
| {z }

1
; : : : ; n
k
; : : : ; n
k
| {z }

k
)
stand for a squarefree polynomial having 
i
irreduible fators of degree n
i
, for i
in 1; : : : ; k; then 
i
= n
i

i
.
Theorem 4. Let E be an ellipti urve over F
q
, and let ` be oprime to q. Let
X
2
  X + q be the harateristi polynomial of the Frobenius endomorphism .
Assume that the modular polynomial 
`
is squarefree. Then the set of degrees of its
irreduible fators is one of the following, where r is an integer greater than 1:
(1) (1; `) or (1; 1; : : : ; 1) if 
2
  4q  0 mod `.
(2) (1; 1; r; r; : : :r) if 
2
  4q is a nonzero square modulo `.
(3) (r; r; : : : ; r) if 
2
  4q is not a square modulo `.
Case 1 orresponds to a Frobenius endomorphism having a double eigenvalue.
Aording to the presene of one or two bloks in the Jordan deomposition we get
one or the other subase. Case 2 is the ase where there are two distint eigenvalues.
Case 3 is the nondiagonalizable ase.
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5.3. Genus 2. In genus 2, we study all possible redutions of the matrix of the
Frobenius endomorphism and get the orresponding fatorization patterns for 
`
.
The lassiation is done aording to the possible fatorization patterns of the
minimal and harateristi polynomials of the Frobenius endomorphism , from
whih we dedue a blok-redution of the matrix of ; the fatorization pattern
of the modular equation is then dedued from Lemma 2. The two lemmata below
redue the number of ases to onsider.
Lemma 3. If the harateristi polynomial of the Frobenius endomorphism has a
triple root modulo `, then the multipliity is atually 4.
Proof. Let (X   A)
3
(X   B) be the harateristi polynomial of  modulo `. By
Weil's theorem, if  is a root of the harateristi polynomial of , then q= is also a
root of it. Therefore we have A
2
 q mod ` and AB  q mod `. But q is nonzero
modulo `, so that A  B mod `. 
Lemma 4. Let V  F
4
`
be a -stable subspae of dimension 3. Then either V is a
nontrivial diret sum of -stable subspaes, or the minimal polynomial of  equals
(X  A)
4
, for some nonzero A 2 F
`
.
Proof. We suppose that V annot be deomposed as a nontrivial diret sum of -
stable subspaes, and we prove that the minimal polynomial of  equals (X  A)
4
,
for some A 2 F
`
. We rst prove that the harateristi polynomial of  takes this
form.
Let  and 
V
be the harateristi polynomials of respetively  and its restri-
tion to the -stable subspae V . From our hypothesis on V , we dedue that 
V
admits only one irreduible fator. Let D be a supplementary vetor of V : there
exists A 2 F
`
suh that (D) = AD + R, with R 2 V . We dedue that A is a root
of ; by Weil's theorem, A is nonzero, and q=A is also a root of . But then q=A is
a root of 
V
, so 
V
= (T   q=A)
3
. By the above lemma, we dedue that A = q=A,
and  = (T   A)
4
.
The minimal polynomial of  is some power of (T   A); we now prove that it
preisely equals (T   A)
4
. To this end, let us onsider the Jordan deomposition
of the restrition of  to V . Our assumption on V implies that there is only one
Jordan blok, with A on the diagonal. Thus, there exist D
1
; D
2
; D
3
in V suh that
in the basis (D
1
; D
2
; D
3
; D) of F
4
`
, the matrix of  takes the form
2
6
6
4
A 1 0 Z
0 A 1 Y
0 0 A X
0 0 0 A
3
7
7
5
;
for some X;Y; Z in F
`
. Note that by Weil's theorem, we have A
2
= q in F
`
.
Let e
`
(:; :) denote the Weil pairing on Ja[`℄. Reall that this is an alternate
nondegenerate bilinear form with values in the `-th roots of unity in an algebrai
losure of F
q
and suh that e
`
((); (
0
)) = (e
`
(;
0
))
q
for all `-torsion divisors
;
0
. Using this pairing, we now prove that X 6= 0; this onludes the proof, sine
this implies that (   AI
d
)
3
is not zero.
Using the equality A
2
= q, we have
e
`
(D
1
; D
3
)
q
= e
`
(AD
1
; AD
3
+D
2
) = e
`
(D
1
; D
3
)
q
e
`
(D
1
; D
2
)
A
:
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Thus, sine A is not zero modulo `, we dedue that e
`
(D
1
; D
2
) = 1. Similarly,
writing
e
`
(D
2
; D
3
)
q
= e
`
(AD
2
+D
1
; AD
3
+D
2
) = e
`
(D
2
; D
3
)
q
e
`
(D
1
; D
3
)
A
e
`
(D
1
; D
2
);
we dedue that e
`
(D
1
; D
3
) = 1. Let us nally onsider the equality
e
`
(D
2
; D)
q
= e
`
(AD
2
+D
1
; AD +XD
3
+ Y D
2
+ ZD
1
)
= e
`
(D
2
; D)
q
e
`
(D
2
; D
3
)
AX
e
`
(D
1
; D)
A
:
If X = 0, then e
`
(D
1
; D) = 1, whih ontradits the nondegeneray of e
`
. Thus
X 6= 0. 
Using Lemmata 3 and 4, we now proeed to enumerate all admissible redution
patterns of  and apply Lemma 2 to get the orresponding fatorization pattern of

`
. We give below all details for one ase and leave the others to the reader. The
results are olleted in the Appendix.
5.3.1. A omplete example. Assume that the minimal (resp. harateristi) poly-
nomial of  an be written PQ (resp. PQ
2
), with P irreduible of degree 2 and
Q of degree 1. Then there exists a basis (D
1
; D
2
; D
3
; D
4
) of Ja[`℄ in whih the
matrix of  has the form
M =
A
2
0
0
b 0
0 b
;
where A
2
is a 2  2 matrix whose harateristi polynomial is irreduible modulo
`, and b is a salar.
For all 0 6= D 2 hD
3
; D
4
i, we have (D) = bD, and by Lemma 2, the subgroups
of order ` inside hD
3
; D
4
i orrespond to roots of 
`
dened over F
`
. There are as
many roots as lines in hD
3
; D
4
i, i.e.,
`
2
 1
` 1
= `+ 1.
For all 0 6= D 2 hD
1
; D
2
i, the vetor spae generated by the onjugates of
D is V
D
= hD
1
; D
2
i and the harateristi polynomial of  restrited to V
D
is
the harateristi polynomial of the matrix A
2
. By Lemma 2, the root of 
`
as-
soiated to the subgroup generated by D is therefore in an extension of degree
ord

(Charateristi polynomial of A
2
), whih we denote by ord(A
2
). Again there
are `+1 roots; thus ord(A
2
) divides `+1. Finally, we have (`+1)=ord(A
2
) fators
of degree ord(A
2
) in 
`
.
For all D = E + F , where 0 6= E 2 hD
1
; D
2
i and 0 6= F 2 hD
3
; D
4
i, the vetor
spae generated by the onjugates of D is V
D
= hD
1
; D
2
; F i and the harateristi
polynomial of  on V
D
is equal to the harateristi polynomial of A
2
multiplied by
(X   b). We denote by ord(A
2
b) the value of ord

for this polynomial; this is the
degree of the extension where we nd the roots. The number of lines generated by
suh D's is (`   1)(`+ 1)
2
.
To summarize, 
`
ontains
 ` + 1 linear fators,
 (` + 1)=ord(A
2
) fators of degree ord(A
2
),
 (`   1)(` + 1)
2
=ord(A
2
b) fators of degree ord(A
2
b).
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5.4. Appliation to point-ounting. Let C be a hyperellipti urve of genus g
over a nite eld F
q
for whih we want to ompute the ardinality of the Jaobian.
The harateristi polynomial of the Frobenius endomorphism is denoted by F ;
then #Ja(C) = F(1).
The priniple of the high genus variants of Shoof's algorithm [26, 21, 18℄ is to
ompute F(1) modulo several small primes ` using the restrition of  to Ja[`℄.
When this is done for suÆiently many primes `, F(1) an be dedued using the
Chinese Remainder Theorem.
In the 1980's, Atkin [5℄ proposed a modiation of Shoof's algorithm for ellipti
urves: for eah `, he only omputes the fatorization pattern of the modular
polynomial and redues the number of andidates for F(1) modulo `. It then
requires more primes ` before having enough information to onlude. This method
has exponential omplexity, but with further improvements by Elkies it led to the
so-alled Shoof{Elkies{Atkin algorithm [28℄, whih is the fastest method to date
for large prime q.
Our modular equations an be used in the same manner for a urve C of genus
g. Let ` be a small prime oprime to q. Assume that we have omputed 
`
for
this urve and that it is squarefree. Then a partial fatorization an be omputed
in order to nd its fatorization pattern. Following the method developed in the
previous setion, it is possible to nd all harateristi polynomials F that ould
yield this pattern. Then omputing the group order modulo ` for eah of these
ases gives a list of andidates among whih the atual one lies.
This yields the following algorithm \a la Atkin":
(1) While we do not have enough information, do
(a) Choose a new small prime ` oprime to 2q;
(b) Compute the fatorization pattern of 
`
;
() Compute the values of (1) mod ` ompatible with this pattern;
(2) Determine the only value of (1) ompatible with all the modular informa-
tion.
To illustrate this approah, we give a table of the possible patterns for ` = 3 in
genus 2 and the orresponding andidates for the ardinality of the Jaobian modulo
3. Reall that all genus 2 urves satisfy the generiity assumption for 3-torsion.
Theorem 5. Let C be a urve of genus 2 over a nite eld F
q
of harateristi
dierent from 2 and 3. Assume that 
3
(C) is squarefree. Then the fatorization
pattern of 
3
(C) implies the values of #Ja(C) mod 3 aording to Table 1.
As an example, onsider again the urve C dened in Setion 4.1 over the eld
F
q
with q = 101009  2 mod 3. Then the fatorization pattern of 
3
(C) is
(1)
2
(2)(4)(8)
4
, whih implies that #Ja(C)  0 mod 3.
Similarly, the fatorization pattern of 
5
(C) is (3)
52
. Referring to the table given
in the Appendix, we dedue that only the rst four ases of that table are to be
onsidered. An exhaustive enumeration of all possible harateristi polynomials in
these four ases reveals that this polynomial is either (T
2
+2T+4)
2
or (T
2
+3T+4)
2
;
they both give the same number of points #Ja(C)  4 mod 5.
Complexity onsiderations. We onentrate on the ase of genus 2 urves, as the
analysis is already omplex in this ase, and gets worse in higher genus. We use
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Table 1
q  2 mod 3
pattern #Ja(C) mod 3
(10)
4
2
(2)
2
(6)
6
1
(4)(12)
3
1
(2)
20
1
(1)
2
(2)(4)(8)
4
0
(1)
2
(2)(3)
2
(6)
5
0
(1)
8
(2)
16
0
(1)
5
(2)
4
(3)(6)
4
0
(4)
10
1,2
q  1 mod 3
pattern #Ja(C) mod 3
(5)
8
1,2
(1)(2)
2
(3)(4)
2
(12)
2
0,2
(1)
4
(2)
2
(4)
8
0,2
(1)(3)
4
(9)
3
0,1
(1)
4
(3)
12
0,1
(1)
40
0,1
(4)
10
2
(2)
2
(6)
6
1
(2)
20
1
(1)
2
(2)(3)
2
(6)
5
0
(1)
5
(2)
4
(3)(6)
4
0
(1)
8
(2)
16
0
again the Oe notation, meaning that logarithmi fators are negleted. Further-
more, we assume that fast polynomial arithmeti algorithms are used.
We x a urve C of genus 2 over a nite eld F
q
, and we ompare the two
strategies for getting some information on ardinality modulo a prime ` oprime to
q, namely the point-ounting algorithm \a la Atkin" desribed above, whih gives
only partial information, and the \plain Shoof" algorithm, whih gives the exat
number of points modulo `. We assume that we have omputed the `-torsion ideal
I
`
and the modular equation 
`
for the urve C.
In Atkin's algorithm, we need to nd the fatorization pattern of 
`
, whih
amounts to performing the so-alled distint-degree fatorization of 
`
. The de-
gree of 
`
is in O(`
3
); therefore, using lassial algorithms [31℄, the ost of the
determination of the fatorization pattern is in Oe(`
6
log q) operations in F
q
.
This has to be ompared to the plain Shoof algorithm. For that algorithm,
we assume that the ideal I
`
has been put in a onvenient form, as explained in
subsetion 4.1, so that any operation in the quotient algebra osts Oe(`
4
) operations
in F
q
. There are `
2
possible values for the polynomial  modulo `. Testing whih
of them vanish modulo I
`
an be done in O(` + log q) operations in the quotient
algebra, that is, Oe
 
(`+ log q)`
4

operations in F
q
.
6. Conlusion and future work
As a onlusion of the omplexity estimates of the previous setion, in the present
state, plain Shoof's algorithm should be more eÆient that our extension of Atkin's
algorithm. However, we an remark that even for ellipti urves, Atkin's algorithm
is not really faster than Shoof's algorithm, and beomes of pratial use only when
ombined with Elkies' improvements. Hene our onstrution must be viewed as
a rst step towards better point-ounting algorithms. We now give more details
on the improvements that we expet to be possible and that ould lead to better
omplexities.
 For the moment, we do not know how to ompute 
`
without rst omput-
ing the torsion ideal I
`
introdued in subsetion 4.1 and a onvenient basis
for it. We believe that it is possible to improve on the omplexity estimate
Oe(`
8
) that we gave there.
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 The large ost of Atkin's algorithm omes from the determination of the
fatorization pattern of 
`
. In the analysis we took a quadrati omplexity
for fatoring algorithms. There exist better algorithms, based on asymp-
totially fast linear algebra [20℄. Even with their subquadrati omplexity
Atkin's algorithm remains slower than plain Shoof's algorithm, but fur-
ther progress in that diretion ould turn the situation in favor of Atkin's
method.
 In the ase of ellipti urves, Atkin's algorithm is used in ombination with
Elkies' method to form the so-alled SEA algorithm. The idea is to hek
if 
`
has a linear fator, then, if this is the ase, to ompute the fator
of the torsion ideal I
`
orresponding to that root, and work modulo this
lower degree ideal to onlude. In higher genus, we wish to apply the same
strategy, so as to design a hyperellipti Elkies' algorithm:
{ Dene hyperellipti Elkies primes to be the primes ` for whih 
`
has
a linear fator, or more generally a small degree fator, and study the
probability for a prime to be of this type.
{ Design an algorithm to ompute a omponent of the `-torsion ideal
orresponding to a given fator of 
`
. Note that in the ellipti ase, the
lassial approah for this task is based on modular forms; we expet
that our purely algebrai formulation will enable us to use eetive
elimination algorithms instead.
 Finally, note that the degree of our modular equation 
`
is (`
2g
 1)=(` 1),
so it is always divisible by ` + 1. Finding an expliit Galois ation on the
roots of 
`
having yles of length `+ 1 would yield a modular polynomial
of degree (`
2g
  1)=(`
2
  1). For instane, in genus 2, this would give a
polynomial of degree `
2
+1 whose rational roots ould be used to onstrut
fators of the torsion ideal.
Appendix A. Fatorization patterns of 
`
in genus 2
The lines in the following table are indexed by the possible deompositions of
the Frobenius endomorphism  on Ja[`℄. These are given in the seond olumn.
The rst olumn gives the orresponding fatorization pattern of the harateristi
polynomial of , and the last gives the fatorization pattern of the modular equation

`
.
The notation for the fatorization patterns is dened in Setion 5. Notation suh
as A
i
or B
i
denotes i  i matries with irreduible harateristi polynomials; the
notation  denotes any nonzero matrix. Lower ase letters stand for salars, whih
may be thought as 1 1 matries.
The modied order ord

(P ) of a polynomial P is dened in Setion 5. Given
two matries A
i
; B
j
, the notation ord(A
i
B
j
) is dened as the modied order of the
produt of their harateristi polynomials. This notation extends to three or four
bloks.
The harateristi polynomial of  is not neessarily squarefree, so we adopt
another notation for its fatorization pattern:
[n
1
℄

1
   [n
k
℄

k
stands for a produt P

1
1
  P

k
k
, where the P
i
are distint irreduible polynomials
of degree n
i
, for i = 1; : : : ; k.
4
5
0
P
.
G
A
U
D
R
Y
A
N
D

E
.
S
C
H
O
S
T
Table A.1. Fatorization patterns of 
`
in genus 2.
Char. pol. Matrix Pattern of modular polynomial
One fator of degree 4
[4℄ A
4
( ord(A
4
); : : : ; ord(A
4
)
| {z }
`
3
+`
2
+`+1
)
Two fators of degree 2
[2℄
2
A
2
0
0 A
2
( ord(A
2
); : : : ; ord(A
2
)
| {z }
`
3
+`
2
+`+1
)
[2℄
2
A
2

0 A
2
( ord(A
2
); : : : ; ord(A
2
)
| {z }
`+1
; ord(A
2
2
); : : : ; ord(A
2
2
)
| {z }
`
2
(`+1)
)
[2℄[2℄
A
2
0
0 B
2
( ord(A
2
); : : : ; ord(A
2
)
| {z }
`+1
; ord(B
2
); : : : ; ord(B
2
)
| {z }
`+1
; ord(A
2
B
2
); : : : ; ord(A
2
B
2
)
| {z }
(` 1)(`+1)
2
)
One fator of degree 2, two of degree 1
[2℄[1℄
2
A
2
0
0
b 0
0 b
( 1; : : : ; 1
| {z }
`+1
; ord(A
2
); : : : ; ord(A
2
)
| {z }
`+1
; ord(A
2
b); : : : ; ord(A
2
b)
| {z }
(` 1)(`+1)
2
)
[2℄[1℄
2
A
2
0
0
b 
0 b
( 1; `; ord(A
2
); : : : ; ord(A
2
)
| {z }
`+1
; ord(A
2
b); : : : ; ord(A
2
b)
| {z }
(` 1)(`+1)
; ord(A
2
b
2
); : : : ; ord(A
2
b
2
)
| {z }
`(` 1)(`+1)
)
[2℄[1℄[1℄
A
2
0
0
b 0
0 
( 1; 1; ord(A
2
); : : : ; ord(A
2
)
| {z }
`+1
; ord(b); : : : ; ord(b)
| {z }
` 1
; ord(A
2
b); : : : ; ord(A
2
b)
| {z }
(`+1)(` 1)
;
ord(A
2
); : : : ; ord(A
2
)
| {z }
(`+1)(` 1)
; ord(A
2
b); : : : ; ord(A
2
b)
| {z }
(` 1)
2
(`+1)
)
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Table A.2. Fatorization patterns of 
`
in genus 2, ontinued.
Char. pol. Matrix Pattern of modular polynomial
Four fators of degree 1
[1℄
4
a 0
0 a
0
0
a 0
0 a
( 1; : : : ; 1
| {z }
`
3
+`
2
+`+1
)
[1℄
4
a 
0 a
0
0
a 0
0 a
( 1; : : : ; 1
| {z }
`
2
+`+1
; `; : : : ; `
| {z }
`
2
)
[1℄
4
a 
0 a
0
0
a 
0 a
( 1; : : : ; 1
| {z }
`+1
; `; : : : ; `
| {z }
`
2
+`
)
[1℄
4
a 
0 a

0
a 
0 a
( 1; `; ord(a
3
); : : : ; ord(a
3
)
| {z }
`
2
ord(a
4
); : : : ; ord(a
4
)
| {z }
`
3
)
[1℄
2
[1℄
2
a 0
0 a
0
0
b 0
0 b
( 1; : : : ; 1
| {z }
2`+2
; ord(ab); : : : ; ord(ab)
| {z }
(` 1)(`+1)
2
)
4
5
2
P
.
G
A
U
D
R
Y
A
N
D

E
.
S
C
H
O
S
T
Table A.3. Fatorization patterns of 
`
in genus 2, ontinued.
Char. pol. Matrix Pattern of modular polynomial
Four fators of degree 1, ontinued
[1℄
2
[1℄
2
a 
0 a
0
0
b 0
0 b
( 1; : : : ; 1
| {z }
`+2
; `; ord(ab); : : : ; ord(ab)
| {z }
(` 1)(`+1)
; ord(a
2
b); : : : ; ord(a
2
b)
| {z }
`(` 1)(`+1)
)
[1℄
2
[1℄
2
a 
0 a
0
0
b 
0 b
( 1; 1; `; `; r; : : : ; r
| {z }
` 1
; s
1
; : : : ; s
1
| {z }
`(` 1)
; s
2
; : : : ; s
2
| {z }
`(` 1)
; t; : : : ; t
| {z }
`
2
(` 1)
)
where r = ord(ab); s
1
= ord(ab
2
); s
2
= ord(a
2
b); t = ord(a
2
b
2
)
[1℄
2
[1℄[1℄
a 0
0 a
0
0
b 0
0 
( 1; : : : ; 1
| {z }
`+3
; r; : : : ; r
| {z }
` 1
; s
1
; : : : ; s
1
| {z }
`
2
 1
; s
2
; : : : ; s
2
| {z }
`
2
 1
; t; : : : ; t
| {z }
(`
2
 1)(` 1)
)
where r = ord(b); s
1
= ord(ab); s
2
= ord(a); t = ord(ab)
[1℄
2
[1℄[1℄
a 
0 a
0
0
b 0
0 

1; 1; 1; `; r
1
; : : : ; r
1
| {z }
` 1
; : : : ; r
3
; : : : ; r
3
| {z }
` 1
; s
1
; : : : ; s
1
| {z }
`(` 1)
; s
2
; : : : ; s
2
| {z }
`(` 1)
; t; : : : ; t
| {z }
(` 1)
2
u; : : : ; u
| {z }
`(` 1)
2

where r
1
= ord(b); r
2
= ord(ab); r
3
= ord(a);
s
1
= ord(a
2
b); s
2
= ord(a
2
); t = ord(ab); u = ord(a
2
b)
[1℄[1℄[1℄[1℄
a 0
0 b
0
0
 0
0 d

1; 1; 1; 1; r
1
; : : : ; r
1
| {z }
` 1
; : : : ; r
6
; : : : ; r
6
| {z }
` 1
; s
1
; : : : ; s
1
| {z }
(` 1)
2
; : : : ; s
4
; : : : ; s
4
| {z }
(` 1)
2
; t; : : : ; t
| {z }
(` 1)
3

where r
1
= ord(ab); r
2
= ord(a); r
3
= ord(ad); r
4
= ord(b);
r
5
= ord(bd); r
6
= ord(d); s
1
= ord(ab); s
2
= ord(abd);
s
3
= ord(ad); s
4
= ord(bd); t = ord(abd)
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