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Abstract
We compute the integral of a function or the expectation of a random
variable with minimal cost and use, for our new algorithm and for upper
bounds of the complexity, i.i.d. samples. Under certain assumptions it is
possible to select a sample size based on a variance estimation, or – more
generally – based on an estimation of a (central absolute) p-moment. That
way one can guarantee a small absolute error with high probability, the
problem is thus called solvable. The expected cost of the method depends
on the p-moment of the random variable, which can be arbitrarily large.
In order to prove the optimality of our algorithm we also provide lower
bounds. These bounds apply not only to methods based on i.i.d. samples but
also to general randomized algorithms. They show that – up to constants –
the cost of the algorithm is optimal in terms of accuracy, confidence level,
and norm of the particular input random variable. Since the considered
classes of random variables or integrands are very large, the worst case cost
would be infinite. Nevertheless one can define adaptive stopping rules such
that for each input the expected cost is finite.
We contrast these positive results with examples of integration problems
that are not solvable.
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1 Introduction
We want to compute the integral
INT(f) =
∫
G
f(x) dπ(x) (1)
of a π-integrable function f : G → R where π is a probability measure on the
domain G, or the expectation
EY =
∫
Ω
Y (ω) dP(ω) (2)
of a random variable Y mapping from a probability space (Ω,Σ,P) to R. We
allow randomized algorithms and want to achieve this goal up to some absolute
error tolerance ε > 0, based on finitely many function values or i.i.d. samples,
respectively.
Ideally, we would like to do it for an arbitrary L1-function f or an arbitrary
integrable random variable Y . But there is no algorithm for this task, even if
we assume C∞-smoothness of the integrand, see Theorem 3.15. Hence, we have
to shrink the set of possible inputs. In this paper we define solvable integration
problems in a very natural way: INT is solvable for a class F of integrands if, for
every ε, δ > 0, there is an algorithm A such that
P{|A(f)− INT(f)| ≤ ε} ≥ 1− δ, (3)
for all f ∈ F . The cost of A, that is, the number of used function evaluations
may depend on f but is almost surely finite. If (3) holds for ε, δ > 0, then the
method A is called (ε, δ)-approximating. Analogously we define solvability for E
and classes Y of random variables. With this concept we can allow quite large
sets F . Observe that we deviate from the existing literature on information-based
complexity (IBC), see for example the books of Novak and Woz´niakowski [29, 30,
31], where “solvable” means that we have a uniform cost bound and usually only
bounded sets F are considered.
In this paper we mainly discuss input classes of the form
Fp,q,K = Fp,q,K(π) := {f ∈ Lq(π) | ‖f − INT(f)‖q ≤ K ‖f − INT(f)‖p} ,
Yp,q,K := {Y ∈ Lq | ‖Y − EY ‖q ≤ K ‖Y − EY ‖p} ,
(4)
where 1 ≤ p < q ≤ ∞ and K > 1. The assumption, in fact, is a cone condition on
(central) norms, for f ∈ Fp,q,K (resp. Y ∈ Yp,q,K) any scaled and shifted version
af + c (resp. aY + c) with a, c ∈ R is still in the input class. These cone-shaped
classes give a theoretical foundation to the idea of adaptively determining a sample
size for i.i.d. sampling on ground of a variance estimation, or – more generally – a
p-moment estimation. The case p = 2 and q = 4 (bounded kurtosis) was studied
by Hickernell, Jiang, Liu, and Owen [13].
We stress that such problems cannot be solved in the sense that the expected
error (or root mean squared error) is bounded for the whole class, see Theorem 3.5.
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Hence, the understanding of “solvable” as “small error with high probability” is
essential here.
We provide a new algorithm Aε,δp,q,K that solves (2) on classes Yp,q,K (respec-
tively, (1) on Fp,q,K) and prove an upper bound of the cost. To measure the cost,
we consider the random variable n(ω, Y ) that determines the sample size of the
algorithm, i.e. the number of copies of Y used by the algorithm. Then the expected
cost for some input Y is given by n¯(Aε,δp,q,K, Y ) := En( · , Y ). Our main results are:
• For arbitrary error thresholds ε > 0 and uncertainty levels δ ∈ (0, 1/2) we
construct an (ε, δ)-approximating algorithm Aε,δp,q,K such that for Y ∈ Yp,q,K
n¯(Aε,δp,q,K, Y ) ≤ CqKpq/(q−p)
(
1 +
(‖Y − EY ‖1
ε
)max{1+1/(q−1), 2})
log δ−1
(5)
where Cq > 0, see Theorem 2.17 in Section 2.
• In addition to that, in Section 3 we show matching lower bounds holding for
all algorithms, which we explain carefully in the following.
Irrespective of the specified accuracy ε and the input random variable, the cost
bound (5) is at least some constant times Kpq/(q−p) log δ−1. This fixed cost comes
from estimating ‖Y −E Y ‖1 within our particular algorithm and can be interpreted
as the price we need to pay for not knowing the statistical dispersion of Y . The-
orem 3.7 shows that such constant effort is inevitable for all (ε, δ)-approximating
algorithms, with a lower bound that reproduces the dependence on K and δ. The
cost bound (5) also reveals the adaption of our algorithm to the input, the lower
bounds of Theorem 3.9 and 3.10 exhibit the same dependence on ε, δ, and the
norm. In doing so, we obtain (up to constants) tight upper and lower bounds for
the (ε, δ)-complexity of computing expected values (2).
For classes of inputs like (4), problems (1) and (2) are closely related. However,
the class of (randomized) algorithms for the integration problem (1), as consid-
ered in numerical analysis or complexity theory, is usually broader than the class
of algorithms that are used in statistics for the expectation problem (2). For the
numerical problem INT we consider all randomized algorithms that use finitely
many function values for any input f ∈ F , whereas for the statistical problem E
the kind of available information is restricted: We may use only information from
realizations of independent random variables Y1, Y2, . . . , Yn, which all have the
same distribution as the basis experiment Y ∈ Y , where n = n(ω, Y ) is an al-
most surely finite random variable given by a stopping rule that depends on the
already observed experiments. On the other hand, methods designed for comput-
ing expected values can be used for integration problems by building Monte Carlo
experiments Yi := f(Xi) with i.i.d. sampling nodes X1,X2, . . .
iid∼ π. Usually, the
interpretation of computing expected values as a statistical problem means that
no deeper knowledge on the probability space on which Y is defined is taken into
consideration. One can design algorithms that work for simulated samples as well
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as real-live data, all of which are provided by the user. In contrast, the numerical
interpretation opens the possibility of including knowledge on the local structure of
integrands f from the input class, typically smoothness assumptions, which could
make simple i.i.d. sampling inferior to more sophisticated methods. Such locality,
however, is not present in the definition of the classes Fp,q,K. For the wider class
of general randomized algorithms that are feasible for the integration problem (1),
lower bound proofs are more technical and postponed to Section 3.4. Actually,
we reproduce the lower bound results for i.i.d.-based algorithms, see in particular
Corollary 3.14.
The new results for complexity on cones (4) are different from classical state-
ments made in numerical analysis, where the cost of an algorithm is given by the
cost for the worst input from a class of inputs (usually a bounded set). Here, the
cost is infinite for the whole class Yp,q,K, but it is finite for any single input Y .
Historical remarks.
Varying sample size has been considered in statistical testing since the 1940s, so-
called sequential tests have been promoted by Wald 1945 [37] and 1948 [38]. Later
books on sequential methods include Siegmund 1985 [34, Chapter VII]. We also
refer to the literature given in these sources. Most of the early works deal with
quite restricted assumptions on the class of input random variables, e.g. normality
in Stein 1945 [35]. Other results under more general assumptions, e.g. finite (but
unknown) variance, are of asymptotic nature, see Chow and Robbins 1965 [6].
To our knowledge, Hickernell et al. 2013 [13] were the first who by introducing
the cones Y2,4,K provided general conditions on distributions such that the mean
of a random variable with unknown variance can be estimated to within a given
absolute error threshold with guaranteed confidence. We improve the algorithm
and the upper bound and also prove matching lower bounds.
Studies on optimally adapted sample size selection can be found in papers of
Dagum et al. [8], Gajek, Niemiro, and Pokarowski [10], and Huber [15]. These
authors study the complexity of approximating the expected value EY > 0 of
a random variable 0 ≤ Y ≤ 1 to within a prescribed relative error, in detail
|A(Y )− EY |/EY ≤ ε, with high confidence 1 − δ. In such a situation, the cost
is roughly inversely proportional to the target value EY , hence increasing as the
latter approaches 0. The stopping rule is rather simple: The sample size n is chosen
as the first number such that Y1 + . . .+ Yn ≥ r for some given threshold r > 0,
the output is then r/n. Here, r ≍ ε−2 log δ−1.
Outlook.
This paper is in the tradition of IBC, see [27, 36]. A recent survey on the complexity
of the integration problem is [28]. Let F1, F2 and R be normed linear spaces. For
a (linear) solution operator S : F2 → R, in IBC one usually assumes that the
input f is from a ball B2 ⊂ F2. In the underlying work we assume that f is from
a cone Fp,q,K. The idea to take “cones, not balls” was suggested and studied by
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Hickernell and his colleagues, see [7] and [13]. Interesting cones could be of the
form
F = {f ∈ F2 | ‖f‖F2 ≤ K ‖f‖F1}, (6)
where ‖ · ‖Fi denotes the norm of Fi for i = 1, 2, and F2 is embedded into F1
with ‖ · ‖F1 ≤ C ‖ · ‖F2 and K > 1/C > 0. For numerical problems of this type
one can ask: Is there a deterministic or randomized algorithm that terminates
(with finite cost, depending on f) for every input f ∈ F with a (probabilistic) ε-
approximation with respect to the error measured in the norm ‖·‖R of the space R?
The worst case cost might be infinite for any succeeding algorithm, still one could
examine whether the cost that an algorithm A exhibits for an input f is close
to the minimal cost that any algorithm which succeeds on F would possess for
this particular input f . In our setting, we partially answer this question with the
concept of the minimal fixed cost, see Theorem 3.7, but there we lack a dependence
on the particular input. By intersecting F with a ball B ⊂ F2, though, we can
study at least the classical worst case complexity on F ∩ B to get an idea on how
the cost must depend on the size of the input, compare Theorems 3.9 and 3.10.
Such an analysis seems to be appropriate for algorithms on the cone F that use an
estimator for ‖f‖F1 with an error estimate proportional to ‖f‖F2. Actually, a main
ingredient of our algorithm is the approximation of the (centered) Lp-norm of a
function or random variable in F2 = Lq. The problem of estimating the Lp-norm
was recently studied by Heinrich [12] for functions from a Sobolev space F2. The
cone assumption in (6) then implies an upper bound for the stronger norm ‖f‖F2,
and optimal algorithms for the problem S on the ball B2 ⊂ F2 can be scaled
accordingly to conclude the new method.
2 A moment-adapted algorithm and its analysis
2.1 The general structure of the algorithm
The aim is to compute the expected value EY for random variables Y from the
cone Yp,q,K, see (4). The special case p = 2 and q = 4 has been introduced by
Hickernell et al. 2013 [13] together with an algorithm that solves the problem.
We modify their method, that way providing an algorithmic solution to the whole
parameter range, 1 ≤ p < q ≤ ∞, and obtain optimal cost rates in ε and δ.
Similarly to Hickernell et al. [13], see also Stein [35], we consider a two-stage
algorithm. In the first step we estimate the central absolute p-moment of Y , based
on which we choose the number of samples that we take for the second step in
order to compute a good approximation of the mean EY . In both stages a median
of independent estimators is used.
Algorithm 2.1 (Ak
′,s,η
k,p,m). Parameters: odd natural numbers k and k
′, integer
m ≥ 2; real numbers p, s ≥ 1, and η > 1.
Input: Generator for i.i.d. copies Y1, Y2, . . . of a random variable Y .
Proceed as follows:
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1. Realize k independent p-moment estimations using n1 := km observations,
R̂(ℓ)m :=
1
m
ℓm∑
i=(ℓ−1)m+1
|Yi − M̂ (ℓ)m |p , where M̂ (ℓ)m :=
1
m
ℓm∑
i=(ℓ−1)m+1
Yi ,
for ℓ = 1, . . . , k, and determine their median (which is well defined since k is
odd),
R̂k,m := med(R̂
(1)
m , . . . , R̂
(k)
m ) .
2. Realize k′ independent mean estimations, using n2 := k
′m′ additional obser-
vations, where we choose m′ := max{⌈η (R̂k,m)s⌉, 1},
M˜
(ℓ)
m′ :=
1
m′
n1+ℓm′∑
i=n1+(ℓ−1)m′+1
Yi ,
here ℓ = 1, . . . , k′. Finally, output the median (which is well defined since k′
is odd),
Ak
′,s,η
k,p,m(Y ) = M˜k′,m′ := med(M˜
(1)
m′ , . . . , M˜
(k′)
m′ ) .
The overall cost is n(ω, Y ) = n1 + n2 = km+ k
′ max{⌈η (R̂k,m(ω))s⌉, 1}.
The main task for the subsequent sections is to determine appropriate values
for the parameters k, k′, m, s, and η, such that the algorithm Ak
′,s,η
k,p,m is (ε, δ)-
approximating on the class Yp,q,K, that is,
P
{
|Ak′,s,ηk,p,m(Y )− EY | ≤ ε
}
≥ 1− δ
for all Y ∈ Yp,q,K and ε, δ > 0. Hence the problem (2) is solvable on Yp,q,K, see
Theorem 2.15. The second task is then to control the expected cost of the algo-
rithm for any fixed input Y , and this is where k might need to be larger than k′,
see Lemma 2.16. We are not confined to estimating the p-moment for Y ∈ Yp,q,K,
indeed, any p˜ ∈ [1, q) is possible. We provide all the tools to understand these
variants and briefly comment on possible strategies, see Remark 2.18. For simplic-
ity, however, we focus on an algorithm Ap,q,Kε,δ that does the job via an estimate
of the first central moment (i.e. p˜ = 1), though the cost bound involves probably
suboptimal K-dependent constants for the second stage then.
The described algorithm uses a method of ‘probability amplification’, namely
the ‘median trick’, see Alon et al. [1] and Jerrum et al. [17]. The intention is to
build an estimator θ̂ for an unknown quantity θ ∈ R such that with high probability
the outcome lies within a certain interval I ⊂ R. This interval depends on θ and
represents the deviation of θ̂ from θ that we are willing to tolerate. The following
proposition is a minor modification of [26, Proposition 2.1, see also (2.6)] from
Niemiro and Pokarowski.
6
Proposition 2.2 (Median trick). Let (θ̂ℓ)ℓ∈N be a sequence of real-valued i.i.d.
random variables, and let I ⊂ R be an interval such that
P{θ̂ℓ ∈ I} ≥ 1− α ,
where 0 < α < 1/2. For an odd natural number k, define the median of k inde-
pendent estimators, θ̂ := med(θ̂1, . . . , θ̂k). Then
P{θ̂ ∈ I} ≥ 1− 1
2
(4α(1− α))k/2 .
Remark 2.3. Already Nemirovsky and Yudin 1983 [25, Proposition on p. 244]
suggest a similar probability amplification scheme. Recently, Devroye et al. [9]
and Huber [16] worked on improvements of the median-of-means. Finally, let us
mention that several proposals for a generalization of the median-of-means for
regression problems have been published, see [14, 18, 19, 21, 22, 23, 24].
2.2 Some interpolation results
The condition that defines the cone Yp,q,K has implications on the relation between
other central absolute moments for exponents 1 ≤ p˜ < q˜ ≤ q.
Lemma 2.4. Let Z ∈ Lq be a random variable and 1 ≤ p < r < q ≤ ∞ where
1
r
= 1−λ
p
+ λ
q
for some 0 < λ < 1. Then
‖Z‖p ≤ ‖Z‖r ≤ ‖Z‖1−λp ‖Z‖λq .
Proof. The first inequality is well-known as a consequence of Jensen’s inequality.
For the second inequality we use Ho¨lder’s inequality, without loss of generality
Z ≥ 0, and
‖Z‖rr = E
[
Z(1−λ)r Zλr
] ≤ ‖Z(1−λ)r‖ p
(1−λ)r
‖Zλr‖ q
λr
= ‖Z‖(1−λ)rp ‖Z‖λrq ,
finishes the proof.
As an immediate consequence we obtain the following inclusion properties:
Corollary 2.5. Let 1 ≤ p < r < q ≤ ∞ where 1
r
= 1−λ
p
+ λ
q
. Then
1. Yp,q,K ⊂ Yr,q,K ⊂ Yp,q,K ′ with K ′ := K
1
1−λ = K
r (q−p)
p (q−r) > K,
2. Yp,q,K ⊂ Yp,r,K ′ with K ′ := Kλ = K
q (r−p)
r (q−p) < K.
In particular,
• we have Yp,q,K ⊂ Y1,q,K ′ with K ′ := K
p (q−1)
q−p (that is K ′ = Kp for q =∞),
• for q ≥ 2 we have Yp,q,K ⊂ Y1,2,K ′ with K ′ := K
p q
2 (q−p)
(that is K ′ = Kp/2 in the case q =∞).
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Proof. Apply Lemma 2.4 to Z := Y − EY .
Remark 2.6. A special case of the above results shows how the cone that has been
considered in Hickernell et al. [13] is embedded in a larger cone of L2-functions,
we have Y2,4,K ⊂ Y1,2,K2, such that it is sufficient to provide algorithms that work
for the larger cone.
We use an extension of a special case of the Marcinkiewicz-Zygmund inequality,
see [32] and [2, Theorem 2] as well as [27, Sect. 2.2.8, Proposition 3]. We provide
a proof of this inequality by using the same technique as in [11, Proposition 5.4]
and [33]. This leads to slightly better constants than those in the literature.
Lemma 2.7. Let 1 < q ≤ 4. Then for any mean zero random variable Z ∈ Lq
and independent copies Z1, . . . , Zm of Z, that is, Zi ∼ Z for i = 1, . . . , m, we have∥∥∥∥∥ 1m
m∑
i=1
Zi
∥∥∥∥∥
q
≤
{
22/q−1m−(1−1/q) ‖Z‖q if 1 < q ≤ 2,
(2
√
3)1−2/qm−1/2 ‖Z‖q if 2 < q ≤ 4.
Proof. We apply the Riesz-Thorin interpolation theorem to an operator TP , where
P : Lq([0, 1])→ Lq([0, 1]), f 7→ f − INT(f)
projects onto the subspace of mean zero functions,
L0q([0, 1]) := {f ∈ Lq([0, 1]) | INT(f) = 0} ,
and
T : Lq([0, 1])→ Lq([0, 1]m), f(x) 7→ 1
m
m∑
i=1
f(xi) .
Note that random variables Z ∈ Lq correspond to functions f ∈ Lq([0, 1]) and
mean zero random variables correspond to functions from the space L0q([0, 1]).
We are interested in the quantity
Mq := sup
‖f‖q≤1
INT(f)=0
‖Tf‖q = ‖T‖L0q→Lq ≤ sup
‖f‖q≤1
‖TPf‖q = ‖TP‖Lq→Lq .
Let 1 ≤ p < r < q ≤ ∞ with 1
r
= 1−λ
p
+ λ
q
, where 0 < λ < 1. Then the Riesz-
Thorin theorem states
‖TP‖Lr→Lr ≤ ‖TP‖1−λLp→Lp‖TP‖λLq→Lq , (7)
see [4, Chapter 4: Corollary 1.8] for details and a more general formulation. Know-
ing the special cases
‖P‖Lq→Lq =
{
2 if q ∈ {1,∞},
1 if q = 2,
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we can apply the Riesz-Thorin theorem also to P (similarly to (7)) and obtain
‖P‖Lq→Lq ≤ 2|2/q−1| for 1 ≤ q ≤ ∞ . (8)
It is an immediate consequence of the triangle inequality that
M1 = ‖T‖L01→L1 = 1 . (9)
There is a direct way to estimate Mq for even q ∈ N. We switch back to random
variables. Let X,Xi for i = 1, . . . , m be i.i.d. random variables uniformly dis-
tributed in [0, 1] so that Zi := f(Xi) ∼ f(X) are i.i.d. mean zero random variables
for f ∈ L0q([0, 1]). Then
E
∣∣∣∣∣ 1m
m∑
i=1
Zi
∣∣∣∣∣
q
= m−q
∑
i∈{1,...,m}q
E
q∏
k=1
Zik . (10)
Observe that E
∏q
k=1Zik vanishes if there is at least one i ∈ {1, . . . , m} that occurs
only once in i = (i1, . . . , iq). (This is due to independence of the Zi and EZi = 0.)
For all the other terms a generalized version of Ho¨lder’s inequality yields
E
q∏
k=1
Zik ≤ ‖Z‖qq .
It remains to count the terms that do not vanish, for the two relevant special cases
we obtain:
q = 2: There are m terms of the shape Z2i .
q = 4: There arem terms of the shape Z4i , and 3m(m− 1) terms of the shape Z2i Z2j
with distinct indices i 6= j. Altogether these are less than 3m2 terms.
Plugging this into (10) and taking the q-th root we have
M2 = m
−1/2 , and M4 ≤ 31/4m−1/2 . (11)
We interpolate the operator norm of TP between the special values for which
by (8) together with (9) and (11) we have
‖TP‖L1→L1 = 2 , ‖TP‖L2→L2 = m−1/2 , and ‖TP‖L4→L4 ≤
√
2 31/4m−1/2 .
Hence, by the Riesz-Thorin theorem as stated in (7), for p = 1 < r < q = 2 with
λ = 1− 2/r, and for p = 2 < r < q = 4 with λ = 2− 4/r, we obtain the desired
upper bounds on Mq for 1 < q ≤ 4.
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2.3 Estimating central absolute moments
We consider estimators for the (central absolute) p-moment ̺p := E |Y − EY |p of
a random variable Y ∈ Yp,q,K, based on m independent copies Y1, . . . , Ym of Y and
their residuals,
R̂m :=
1
m
m∑
i=1
|Yi − M̂m|p , where M̂m := 1
m
m∑
i=1
Yi . (12)
The first moment and the corresponding estimator, that is for p = 1, is also known
as ‘mean absolute deviation’, ‘average absolute deviation’, or ‘mean deviation from
the mean’. This and other measures of scale like ‘median absolute deviation from
the median’ constitute alternatives to the widely known standard deviation as an
empirical quantification of the dispersion of a random variable.
Lemma 2.8. Let Y ∈ Yp,q,K and ̺ := ‖Y − EY ‖p.
(a) If 1 = p < q ≤ 2, then
‖R̂m − ̺‖q ≤ 2
2/q−1 (1 + 2K)
m1−1/q
̺ ≤ 6K
m1−1/q
̺ .
(b) Let 1 ≤ p ≤ 2, and p < q ≤ 2p. Then, with r := q/p, we have
‖R̂m − ̺p‖r ≤ 26K
p
m1−1/r
̺p .
Proof. To shorten the notation, define a := EY .
We start with proving (a). Via the triangle inequality, we separate the inac-
curacy of the empirical mean M̂m from the deviation of a single observation Yi,
|Yi − a| − |M̂m − a| ≤ |Yi − M̂m| ≤ |Yi − a|+ |M̂m − a| .
Hence, for the estimator (12) we can write
R̂m =
1
m
m∑
i=1
|Yi − a|︸ ︷︷ ︸
=:̺̂m
+rm
with bounded remainder |rm| ≤ |M̂m − a|. For the Lq-norm this gives
‖R̂m − ̺‖q ≤ ‖̺̂m − ̺‖q + ‖rm‖q ≤ ‖̺̂m − ̺‖q + ‖M̂m − a‖q .
By Lemma 2.7 we conclude
‖R̂m − ̺‖q ≤ 2
2/q−1
m1−1/q
(‖|Y − a| − ̺‖q + ‖Y − a‖q)
≤ 2
2/q−1
m1−1/q
(̺+ 2 ‖Y − a‖q) ≤ 2
2/q−1 (1 + 2K)
m1−1/q
̺ .
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This finishes the proof of (a).
We turn to (b). First note that, for x, y ∈ R and p > 1, we have
|x|p − p |x|p−1|y| ≤ |x− y|p ≤ |x|p + p |2x|p−1|y|+ |2y|p , (13)
where the second inequality can be proven by distinguishing the cases |y| < |x| and
|y| ≤ |x| with subcases |x| ≤ |x−y| and |x| > |x−y|. We use (13) with x = Yi − a
and y = M̂m − a. Hence
R̂m =
1
m
m∑
i=1
|Yi − a|p︸ ︷︷ ︸
=:̺̂pm
+rm ,
with the remainder rm bounded by
|rm| ≤ 2
p−1 p
m
m∑
i=1
|Yi − a|p−1 |M̂m − a|+ 2p |M̂m − a|p .
By the triangle inequality we obtain the norm estimate
‖R̂m − ̺p‖r ≤ ‖̺̂pm − ̺p‖r + ‖rm‖r
≤ ‖̺̂pm − ̺p‖r + 2p−1 pm
m∑
i=1
‖|Yi − a|p−1 |M̂m − a|‖r + 2p ‖|M̂m − a|p‖r .
We aim to control the norm of the product term. For Lq-integrable non-negative
random variables X,Z, from Ho¨lder’s inequality, and recalling pr = q, we have
EXr(p−1) Zr ≤ ‖Xr(p−1)‖p/(p−1) ‖Zr‖p ≤ ‖X‖r(p−1)q ‖Z‖rq .
Taking X = |Yi − a| and Z = |M̂m − a|, this leads to
‖R̂m − ̺p‖r ≤ ‖̺̂pm − ̺p‖r + 2p−1 p ‖Y − a‖p−1q ‖M̂m − a‖q + 2p ‖M̂m − a‖pq .
Finally, Lemma 2.7 gives
‖R̂m − ̺p‖r
≤ 22/r−1m−(1−1/r) ‖|Y − a|p − ̺p‖r
+ ‖Y − a‖pq
{
2p+2/q−2 pm−(1−1/q) + 22/rm−p(1−1/q) if q ≤ 2,
2p−1 p (2
√
3)1−2/qm−1/2 + 2p (2
√
3)p(1−2/q)m−p/2 if 2 < q ≤ 4,
≤ (2 ̺p + 24 ‖Y − a‖pq)m−(1−1/r) ≤
26Kp
m1−1/r
̺p ,
which finishes the proof.
Combining Markov’s inequality with the above result, we obtain probabilistic
bounds for the error of the empirical p-moment estimator.
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Lemma 2.9. Let Y ∈ Yp,q,K with ̺ := ‖Y − EY ‖p, and let 0 < α < 1.
(a) If 1 = p < q ≤ 2, then
P
{
|R̂m − ̺| ≤ 2
2/q−1 (1 + 2K)
α1/qm1−1/q
̺
}
≥ 1− α .
(b) In the case 1 ≤ p ≤ 2, and p < q ≤ 2p, we have
P
{
|R̂m − ̺p| ≤ 26K
p
αp/qm1−p/q
̺p
}
≥ 1− α .
From this, via Proposition 2.2, we derive the following probabilistic guarantees
for the modified median-of-empirical-moments estimator R̂k,m from Algorithm 2.1,
which exhibit enhanced confidence levels.
Proposition 2.10. Let Y ∈ Yp,q,K with ̺ := ‖Y − EY ‖p, and let 0 < α < 1/2.
(a) If 1 = p < q ≤ 2, then for the first moment estimator from Algorithm 2.1 we
have
P
{
|R̂k,m − ̺| ≤ 2
2/q−1 (1 + 2K)
α1/qm1−1/q
̺
}
≥ 1− 1
2
(4α(1− α))k/2 .
(b) If 1 ≤ p ≤ 2 and p < q ≤ 2p, then for the p-moment estimator from Algo-
rithm 2.1 we have
P
{
|R̂k,m − ̺p| ≤ 26K
p
αp/qm1−p/q
̺p
}
≥ 1− 1
2
(4α(1− α))k/2 .
Remark 2.11 (Choice of the parameters for the first stage). We need to control
how badly we underestimate the p-moment of Y ∈ Yp,q,K by the estimator R̂k,m.
We consider either 1 = p < q ≤ 2 or 1 ≤ p ≤ 2 and p < q ≤ 2p. For an overall
confidence level 1 − δ of the error of the algorithm we need a p-moment estimate
that satisfies
P
{
R̂k,m ≥ (1− γ) ̺p
}
≥ 1− δ1 (14)
for some 0 < γ < 1 and 0 < δ1 < δ. This situation can be established by the use
of Proposition 2.10:
• Fix some 0 < α1 < 1/2.
• Choose an odd k ≥ 2 log(2δ1)−1/ log(4α1(1− α1))−1, in order to guarantee
the correct confidence level. For α1 = 1/4 and δ1 = δ/2, this simplifies to
k ≥ 2 log δ−1/ log 4
3
.
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• Choose
m ≥

21/(q−1)−1 (1 + 2K)1+1/(q−1)
γ1+1/(q−1) α
1/(q−1)
1
if p = 1 < q ≤ 2,
261+p/(q−p)Kpq/(q−p)
γ1+p/(q−p) α
p/(q−p)
1
if 1 < p ≤ 2 and p < q ≤ 2p,
in order to describe the correct event. With α1 = 1/4 and γ = 1/2, and with
further simplifications, it is sufficient to choose
m ≥
{
3 · 481/(q−1)K1+1/(q−1) if p = 1 < q ≤ 2,
52 · 208p/(q−p)Kpq/(q−p) if 1 < p ≤ 2 and p < q ≤ 2p.
The cost for estimating the p-moment is determined by the product n1 = km. One
can optimize the choice of α1 numerically in order to minimize this product. Such
optimization depends on the ratio q/p. The optimal α1 approaches 1/2 as the ratio
q/p approaches 1. However, the choice α1 = 1/4 is sufficient. The parameters γ
and δ1 affect the relative precision and the uncertainty at which we estimate the
p-moment. This has consequences for the sample size needed in the second stage
of the algorithm, see Section 2.4.
2.4 Determining the sample size
Given 1 ≤ p < q ≤ ∞, we put q˜ := min{q, 2}. For Y ∈ Yp,q,K we define
τ := ‖Y − EY ‖q˜, which is the norm of interest when determining the required
sample size for estimating the mean. We start with considerations for mean esti-
mators assuming that τ is known. Then, fixing m′ ∈ N, for
M̂m′ :=
1
m′
m′∑
i=1
Yi , Yi
iid∼ Y,
Markov’s inequality and Lemma 2.7 immediately imply the following.
Lemma 2.12. Let Y ∈ Lq˜ with 1 < q˜ ≤ 2 and τ := ‖Y − EY ‖q˜. Then we have
for 0 < α < 1 that
P
{
|M̂m′ − EY | ≤ 2
2/q˜−1 τ
α1/q˜ (m′)1−1/q˜
}
≥ 1− α .
As a consequence, for the median-of-means estimator
M̂k′,m′ := med(M̂
(1)
m′ , . . . , M̂
(k′)
m′ ) where M̂
(ℓ)
m′ :=
1
m′
ℓm′∑
i=(ℓ−1)m′+1
Yi ,
with fixed odd number k′, via Proposition 2.2 we obtain probabilistic error bounds
with enhanced confidence level. A similar result for the median-of-means estimator
for Y ∈ Lq with 1 < q < 2 is obtained by Bubeck et al. in [5, Lemma 2]. The
constants we get turn out to be slightly better.
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Proposition 2.13. Let Y ∈ Lq˜ with 1 < q˜ ≤ 2 and τ := ‖Y − EY ‖q˜. Then we
have for 0 < α < 1/2 that
P
{
|M̂k′,m′ − EY | ≤ 2
2/q˜−1 τ
α1/q˜ (m′)1−1/q˜
}
≥ 1− 1
2
(4α(1− α))k′/2 .
If τ is known, then any choice
m′ ≥ 2
1/(q˜−1)−1
α1/(q˜−1)
(τ
ε
)1+1/(q˜−1)
(15)
would give probabilistic bounds for an absolute error ε > 0, where the confidence
level is determined by α and k′. Unfortunately, we do not know τ but rely on
estimates of the central Lp-norm ̺ = ‖Y − EY ‖p for Y ∈ Yp,q,K. In the case
p = q˜ = 2, this is directly the norm of interest ̺ = τ . If however 1 ≤ p < 2, we
exploit the cone condition
τ = ‖Y − EY ‖q˜ ≤ K ′‖Y − EY ‖p = K ′̺ where K ′ :=
{
K if q ≤ 2,
K
q(2−p)
2(q−p) if q > 2,
see Corollary 2.5 for the inclusion Yp,q,K ⊂ Yp,2,K ′ in the case q > 2 = q˜. Re-
mark 2.11 provides parameter settings for the p-moment estimator R̂k,m such that
P
{
̺p ≤ R̂k,m/(1− γ)
}
≥ 1− δ1 .
If for the median-of-means estimator M˜k′,m′ of Algorithm 2.1 we have that
P
(
|M˜k′,m′ − EY | ≤ ε
∣∣∣ ̺p ≤ R̂k,m/(1− γ)) ≥ 1− δ2 , (16)
with δ1 + δ2 = δ, then
P{|Ak′,s,ηk,p,m(Y )− EY | ≤ ε} ≥ (1− δ1)(1− δ2) ≥ 1− (δ1 + δ2) = 1− δ .
Hoping that ̺p ≤ R̂k,m/(1− γ) holds indeed, the parameter m′ in M˜k′,m′ can be
chosen as in (15), just replacing τ by
K ′ · (R̂k,m/(1− γ))1/p ≥ τ . (17)
Hence, m′ is not a fixed number anymore but depends on the p-moment estimate.
Still, since the conditional distribution of M˜k′,m′ after the p-moment estimation is
equal to the distribution of M̂k′,m′ with the respective fixed m
′, Proposition 2.13
may be used for the conditional case in order to obtain (16). The consequential
choice of the parameters for the second stage of Algorithm 2.1 is summarized in
the following remark.
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Remark 2.14 (Choice of the parameters for the second stage). Let Y ∈ Yp,q,K,
with 1 ≤ p ≤ 2 and p < q ≤ 2p. From Remark 2.11 we know how to choose m and
k within the first stage of Ak
′,s,η
k,p,m, see Algorithm 2.1. Now, with Proposition 2.13
and the considerations (15)–(17), we can choose s, k′ and η depending on ε > 0,
uncertainty 0 < δ2 < δ and p, q as follows:
• Fix some 0 < α2 < 1/2.
• Choose an odd number k′ ≥ 2 log(2δ2)−1/ log(4α2(1− α2))−1, in order to
guarantee the conditional confidence level. For α2 = 1/4 and δ2 = δ/2, this
simplifies to k′ ≥ 2 log δ−1/ log 4
3
.
• Choose m′ according to (15) and (17) with α2 instead of α. For α2 = 1/4
and γ = 1/2, it is sufficient to choose
s := 1
p
max
{
1 + 1
q−1
, 2
}
η :=
{
161/(q−1)K1+1/(q−1) ε−(1+1/(q−1)) for q ≤ 2,
16Kq(2−p)/(q−p) ε−2 for 2 ≤ q.
This gives algorithms Ak
′,s,η
k,p,m for approximating the mean EY of random vari-
ables Y ∈ Yp,q,K from cones with very specific parameter ranges, namely 1 ≤ p ≤ 2
and p < q ≤ 2p. These methods are also suitable for general cones Yp,q,K since by
Corollary 2.5 they are contained in specific cones, in particular Yp,q,K ⊂ Y1,q˜,K ′
with q˜ := min{q, 2} and some K ′. In other words, it is always feasible to rely on a
first moment estimate. The following theorem summarizes the solvability result:
Theorem 2.15. The problem of computing expected values (2) is solvable for
all input classes Yp,q,K, 1 ≤ p < q ≤ ∞, see (4). In detail, for any ε, δ > 0, the
algorithm Ak
′,s,η
k,1,m (see Algorithm 2.1), with odd natural numbers k, k
′ ≥ 2 log δ−1
log(4/3)
,
and
• for 1 ≤ p < q ≤ 2 with
m := ⌈3 · 481/(q−1)Kpq/(q−p)⌉ ,
s := 1 + 1
q−1
,
η := 161/(q−1)Kpq/(q−p) ε−(1+1/(q−1)) ;
• for 1 ≤ p < q and 2 ≤ q, with
m := ⌈144Kpq/(q−p)⌉ ,
s := 2 ,
η := 16Kpq/(q−p) ε−2 ,
is (ε, δ)-approximating on Yp,q,K.
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2.5 Estimates on the cost
Obviously, the cost n(ω, Y ) of the considered algorithms is a random variable. The
quantity of interest is the expected cost
n¯(Ak
′,s,η
k,p,m, Y ) := En( · , Y ) ≤ km+ k′(1 + η E R̂sk,m).
The following lemma is essential, since it provides an upper bound on E R̂sk,m.
Lemma 2.16. Let Y ∈ Yp,q,K with 1 ≤ p ≤ 2 and p < q ≤ 2p. Let ̺ = ‖Y −E Y ‖p
and s = 1
p
max{1+ 1/(q− 1), 2}. For 0 < γ < 1 and α1 = 1/4 choose m such that
(via Lemma 2.9) for the p-moment estimators R̂
(ℓ)
m from Algorithm 2.1 we have
P
{
|R̂(ℓ)m − ̺p| ≤ γ̺p
}
≥ 1− α1 . (18)
Assume that k ≥ 4ps/q, with k being odd. Then the median of p-moment estima-
tors, R̂k,m, satisfies
E R̂sk,m ≤ (1 + 3 γ)s ̺ps .
Proof. Lemma 2.9 and Proposition 2.10 are stated for 0 < α < 1/2, so our as-
sumption (18) implies
P{|R̂k,m − ̺p| ≤ c α−p/q ̺p} ≥ 1− 12 (4α(1− α))k/2 ,
where c = α
p/q
1 γ = 4
−p/q γ. We use the simplified estimate
P
{
|R̂k,m − ̺p|s > cs α−ps/q ̺ps
}
≤ 2k−1 αk/2 .
Suppose E R̂sk,m is finite, then by the triangle inequality applied to the ‖ · ‖s-norm,
we obtain
E R̂sk,m ≤
(
̺p + ‖R̂k,m − ̺p‖s
)s
.
The norm therein can be estimated by
E |R̂k,m − ̺p|s ≤ t0 +
∫ ∞
t0
P{|R̂k,m − ̺p|s > t} dt .
This leads to α = cq/p ̺q t−q/(ps) . We choose t0 = α
−ps/q
1 c
s ̺ps = 4ps/q cs ̺ps, and
we use ∫ ∞
t0
t−kq/(2ps) dt =
(
kq
2ps
− 1
)−1
t
−kq/(2ps)+1
0 ,
which holds for kq/(2ps) > 1, that is k > 2ps/q, only. Then∫ ∞
t0
P{|R̂k,m−̺p|s > t} dt
≤ 2k−1 ckq/(2p) ̺kq/2
(
kq
2ps
− 1
)−1
(4ps/q cs ̺ps)−kq/(2ps)+1
=
(
kq
2ps
− 1
)−1
22ps/q−1 cs ̺ps .
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Altogether we obtain
E R̂sk,m ≤
1 +(1 + ( kq
2ps
− 1
)−1
1
2
)1/s
22p/q c
s ̺ps .
Taking k ≥ 4ps/q, and with c ≤ 2−p/q γ as well as p/q < 1, this further simplifies
to E R̂sk,m ≤
(
1 + 2 (3/2)1/s γ
)s
̺ps . We have s ≥ 1 such that 1/s ≤ 1, which
leads to the assertion.
With the additional assumption on the median trick that k ≥ 4ps/q, we can
estimate the expected cost for fixed input. For the particular setting from Theo-
rem 2.15, where we use Yp,q,K ⊂ Y1,q˜,K ′ with q˜ := min{q, 2}, we get the following
upper bound on the cost.
Theorem 2.17. For computing EY on Yp,q,K with 1 ≤ p < q ≤ ∞, see (4), con-
sider Ak
′,s,η
k,1,m, see Algorithm 2.1. For any ε > 0 and 0 < δ < 1/2 choose m, s,
and η as in Theorem 2.15, where k and k′ are the least odd natural numbers
such that k, k′ ≥ 2 log δ−1/ log 4
3
, and in addition k ≥ max{4/(q − 1), 4}. Then,
Aε,δp,q,K := A
k′,s,η
k,1,m is (ε, δ)-approximating on Yp,q,K and
n¯(Aε,δp,q,K, Y ) ≤ CqKpq/(q−p)
(
1 +
(‖Y − EY ‖1
ε
)max{1+1/(q−1),2})
log δ−1
where Y ∈ Yp,q,K, and Cq > 0 is a q-dependent constant.
Note that in the above result, K > 1 and δ < 1/2 ensure that additive constants
can be absorbed by Cq and are not lost by writing K
pq/(q−p) and log δ−1 as factors.
Remark 2.18 (Balancing the cost between the two stages). There is some arbi-
trariness about how much effort we put on each of the two stages for Y ∈ Yp,q,K.
The more accurately we estimate ‖Y − EY ‖1, that is with relative accuracy γ
tending to 0, the more accurately we can choose the sample size n2 for the second
stage. In return, being parsimonious in the first stage, which means γ → 1, we
likely overshoot the sample size for the second stage. We thus suggest the following
compromise: Choose γ ∈ (0, 1) such that the cost of each of the two stages exceeds
the cost of the respective limiting cases by roughly the same factor.
The algorithm for which we give cost bounds in Theorem 2.17 uses an estimate
for the first moment. With this strategy, for any input set Yp,q,K, the cost for the
first stage possesses the optimal dependence on K, compare the lower bounds in
Theorem 3.7. But since actually a higher moment is of interest for the sample size
selection in the second stage, namely E |Y − EY |q˜, with q˜ := min{q, 2}, compare
Proposition 2.13, the inflation parameter η has to be proportional to Kpq/(q−p). For
some instances Y ∈ Yp,q,K with a far smaller ratio between the different moments
we thus actually overshoot the sample size by this factor. It might be hence
beneficial for the adaption to estimate higher moments within the first stage:
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• For Yp,q,K with 1 ≤ p < q ≤ 2, estimate the p-moment E |Y − EY |p. The
cost for the first stage has still the optimal dependence on K, the inflation
factor η for the second stage is only proportional to Kq/(q−1).
• For input sets Yp,q,K with 2 < q, estimate the variance. That way we directly
estimate the moment that is decisive for the sample size in stage two. The
cost for stage one, though, will have a suboptimal dependence on K if p < 2.
Remark 2.19. Hickernell et al. consider in [13] the expectation problem on Y2,4,K.
They provide an (ε, δ)-approximating two-stage algorithm on this special class of
inputs and that way prove solvability. The main difference to our Algorithm 2.1
is that they do not use the median trick, which is tantamount to the parameter
choice k = k′ = 1. The cost of their algorithm then depends polynomially on
the uncertainty δ instead of the optimal logarithmic dependence log δ−1 which we
have.
For the special setting Y2,4,K, the constants of our complexity bounds can be
slightly improved. In detail, there is an unbiased empirical variance estimator
V̂m :=
1
m− 1
m∑
i=1
(Yi − M̂m)2, m ≥ 2,
which shall replace R̂m, see (12), and its variance Var(V̂m) can be precisely esti-
mated since Y possesses a fourth moment. Then, Lemma 1 in Hickernell et al. [13]
can be used instead of Lemma 2.9 in our paper for the confidence level α1 before
probability amplification. In combination with the median trick this enables us to
construct algorithms with more favorable cost bounds.
3 Lower bounds
3.1 Algorithms, solvability, and complexity
We start with a formal definition of algorithms that are admissible for the compu-
tation of EY (or other quantities associated to a random variable Y , e.g. different
moments), as well as the larger class of algorithms admissible for numerical in-
tegration of a function f . Recall that (Ω,Σ,P) is a probability space. In the
context of algorithms that take random variables as input, let Y be a subset of
all real-valued random variables on (Ω,Σ,P). For any input Y ∈ Y we assume
that we have a sequence of i.i.d. copies Y1, Y2, . . . ∼ Y defined on (Ω,Σ,P). The
algorithms may depend on an additional random variable U with values in a mea-
surable space (U,ΣU) which influences how the i.i.d. sample is used. This random
variable is assumed to be independent of the i.i.d. sample (Yi)i∈N. In contrast, for
algorithms that take functions as input, the randomness is purely created by the
algorithm design, whereas the input class F = F(π) is a subset of all measur-
able functions f : G→ R on the probability space (G,ΣG, π) and algorithms may
interrogate function values f(x) at any point x ∈ G.
Definition 3.1 (Abstract algorithms). Assume that we have
• an auxiliary random variable U with values in a measurable space (U,ΣU);
• a measurable output function φ : U× RN → R; and
• a measurable function n : U × RN → N0 ∪ {∞} (called stopping rule) for
which the value of 1[n(u, (yj)j∈N) ≥ i] only depends on (u, y1, . . . , yi−1).
Based on this we define two types of algorithms:
1. An i.i.d.-based algorithm A on Y is a mapping A : Ω× Y → R given by
A(ω, Y ) := φ(U(ω), Y1(ω), . . . , Yn(ω,Y )(ω), 0, 0, . . .) ,
where (Yi)i∈N is a sequence of i.i.d. copies of Y ∈ Y and independent of U ;
further, the stopping time
n(ω, Y ) := n(U(ω), (Yi(ω))i∈N)
is assumed to be P-almost surely finite for all Y ∈ Y .
2. A general randomized algorithm Q on F is a mapping Q : Ω×F → R given
by
Q(ω, f) := φ(U(ω), N(ω, f))
with a measurable information map N : Ω × F → RN, N(ω, f) = (yi)i∈N,
satisfying
yi =
{
f(Xi(ω, y1, . . . , yi−1)) for n(U(ω), (yj)j∈N) ≥ i,
0 for n(U(ω), (yj)j∈N) < i,
for a sequence (Xi)i∈N of measurable functions Xi : Ω × Ri−1 → G (called
sampling nodes);1 further, the stopping time (also called cardinality function)
n(ω, f) := n(U(ω), N(ω, f))
is assumed to be P-almost surely finite for all f ∈ F .
Thus, the application of an algorithm to an input, that is A(Y ) := A( · , Y ) or
Q(f) := Q( · , f), respectively, is a random variable on (Ω,Σ,P).
Every i.i.d.-based algorithm provides a general randomized algorithm: For
the integration problem (1) on a class F = F(π) of π-measurable real-valued
functions, let X be a π-distributed random variable and define the input class
Y := {f(X) | f ∈ F}. For every f ∈ F and an i.i.d. sequence of π-distributed sam-
pling nodes (Xi)i∈N independent of U , observe that (f(Xi))i∈N is an i.i.d. sequence
1 The yi are well defined since by the definition of a stopping rule the outcome of the statement
n(U(ω), (yj)j∈N) ≥ i depends only on U(ω) and y1, . . . , yi−1.
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of copies of f(X) ∈ Y , thus applicable within any i.i.d.-based algorithm A. That
way, A(ω, f(X)) can be interpreted as a general randomized algorithm Q(ω, f)
with restricted type of information. Lower bound proofs are less technical for the
smaller class of i.i.d.-based algorithms, see Sections 3.2 and 3.3, but can be ex-
tended to general integration methods, see Section 3.4. Let us mention here that
we deviate from the “standard” technique of proving lower bounds for general
randomized algorithms in IBC via an average case setting, see for example [29,
Lemma 4.37]. Such a direct approach for proving lower bounds for the integra-
tion with “small error at high confidence” is developed in [20] with application to
Sobolev classes.
Before proceeding with our results, we formally introduce the concepts of solv-
ability and complexity for the expectation problem (2) on a class Y and, analo-
gously, for the integration problem (1) on a class F .
Definition 3.2 (Solvability). The problem (2) of computing an expected value is
solvable on a class of random variables Y , iff for any ε > 0, and δ ∈ (0, 1), there is
an i.i.d.-based algorithm A such that
P{|A(Y )− EY | ≤ ε} ≥ 1− δ,
for all Y ∈ Y . In that case A is called (ε, δ)-approximating (on Y).
The integration problem (1) is solvable on F iff for any ε > 0, and δ ∈ (0, 1),
there is a general randomized algorithm Q such that
P{|Q(f)− INT(f)| ≤ ε} ≥ 1− δ,
for all f ∈ F . Here Q is also called (ε, δ)-approximating (on F).
Remark 3.3 (Other notions of solvability). If a problem is even solvable in the
sense that for any error threshold ε > 0 we can find an algorithm A that guarantees
a bound for the expected error E |A(Y )− EY | ≤ ε (or the mean squared error
E |A(Y )− EY |2 ≤ ε2), using Markov’s inequality we can also guarantee solvability
in the probabilistic sense of the definition above. The reverse statement is not true.
In fact, Theorem 3.5 shows that the notions differ for certain problems.
Besides solvability of the problem, for an (ε, δ)-approximating algorithm A
(resp. Q) with Y ∈ Y (resp. f ∈ F) we are interested in the cost, given by the
sample size n(ω, Y ) (resp. n(ω, f)). Note that n( · , Y ) is a random variable that
depends on Y , for example, it might depend on the p-moment of Y . For the
complexity analysis we aim to control the expected cardinality,
n¯(A, Y ) := En( · , Y ) (resp. n¯(Q, f) := En( · , f)) , (19)
so that running the algorithm multiple times for several random variables of com-
parable difficulty does not take an uncontrollably long computing time.
For classical input sets Y (resp. F) such as Lq-balls, one usually considers the
worst case cost
n¯wor(A,Y) := sup
Y ∈Y
n¯(A, Y ) (resp. n¯wor(Q,F) := sup
f∈F
n¯(Q, f)) . (20)
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For ε, δ > 0 the minimal worst case cost (or simply the worst case complexity of
the problem) is given by
n¯wor(ε, δ,Y) := inf{n > 0 | ∃ (ε, δ)-approximating A with n¯wor(A,Y) ≤ n},
(resp. n¯wor(ε, δ,F) := inf{n > 0 | ∃ (ε, δ)-approximating Q with n¯wor(Q,F) ≤ n}).
However, for the cone-shaped input sets Y = Yp,q,K we are interested in, this quan-
tity is infinite which can be seen via an appropriate lower bound proof, compare
Theorems 3.9 and 3.10 and consider the limit of intersections of Yp,q,K with bigger
and bigger Lq-balls. Hence, we need an alternative concept of complexity. We take
two perspectives here.
First, we consider the fixed cost of an i.i.d.-based algorithm A (resp. a general
randomized algorithm Q), that is,
n¯fix(A,Y) := inf
Y ∈Y
n¯(A, Y ), (resp. n¯fix(Q,F) := inf
f∈F
n¯(Q, f)) . (21)
For Y = Yp,q,K and Algorithm 2.1, this is essentially the cost for estimating the
p-moment. Given any problem, we define its minimal fixed cost by
n¯fix(ε, δ,Y) := inf{n > 0 | ∃ (ε, δ)-approximating A with n¯fix(A,Y) ≤ n},
(resp. n¯fix(ε, δ,F) := inf{n > 0 | ∃ (ε, δ)-approximating Q with n¯fix(Q,F) ≤ n}),
which is the fixed cost that all (ε, δ)-approximating algorithms exhibit, not only
those that start with a p-moment estimation, see Theorem 3.7 for Y = Yp,q,K.
Second, we intersect the cone shaped input sets Yp,q,K with (semi-)balls of
radius τ > 0 with respect to the centered Lq˜-norm, q˜ := min{q, 2}, that is,
τBq˜ := {Y ∈ Lq˜ | ‖Y − EY ‖q˜ ≤ τ} ,
(resp. τBq˜ := {f ∈ Lq˜ | ‖f − INT(f)‖q˜ ≤ τ} , )
and consider the worst case complexity,
n¯wor(ε, δ,Yp,q,K ∩ τBq˜), (resp. n¯wor(ε, δ,Fp,q,K ∩ τBq˜), )
which is the worst case cost of optimal algorithms that are adapted to this reduced
problem. With ‖Y − EY ‖1 ≤ ‖Y − EY ‖q˜ ≤ τ , our particular algorithm Ap,q,Kε,δ ,
see Theorem 2.17, provides an upper bound for this quantity. Lower bounds are
given in Theorems 3.9 and 3.10.
3.2 Unsolvability results and fixed cost bounds
We start with the statement that higher integrability alone is not a sufficient
assumption, the corresponding problem is unsolvable.
Theorem 3.4 (Unsolvability for the whole space Lq). The problem (2) of comput-
ing the expectation via i.i.d.-based algorithms is unsolvable for the class Yq = Lq
of q-integrable random variables, where q ∈ [1,∞].
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Proof. Let A be an arbitrary i.i.d.-based algorithm for Yq, further let ε > 0 and
δ ∈ (0, 1). By definition, the i.i.d.-based algorithm A terminates almost surely
for any input, in particular, for the zero random variable 0 ∈ Yq. Hence, for the
stopping time n(ω, 0 ) of A with input 0 we have
P{n( · , 0 ) > n0} −−−−→
n0→∞
0 .
Consider Bernoulli random variables Z with probabilities P{Z = 0} = 1− p
and P{Z = 1/p} = p ∈ (0, 1), hence EZ = 1. For any a > 0 we have aZ ∈ Yq
since it is a discrete random variable. We choose a > 2ε such that |A(Y )− a| ≤ ε
and |A(Y )| ≤ ε are disjoint events. For i.i.d. copies Z1, Z2, . . . ∼ Z we have
P{Z1 = . . . = Zn0 = 0} = (1− p)n0 −−→
p→0
1 .
Now, consider the failing probability for a random variable aZ,
P{|A(aZ)−a| > ε}
≥ P{n( · , aZ) ≤ n0 and Z1 = . . . = Zn0 = 0}
· P(|A(aZ)− a| > ε | n( · , aZ) ≤ n0 and Z1 = . . . = Zn0 = 0)
≥ P{n( · , 0 ) ≤ n0} · P{Z1 = . . . = Zn0 = 0}
· P(|A(0 )| ≤ ε | n( · , 0 ) ≤ n0)
= P{|A(0 )| ≤ ε and n( · , 0 ) ≤ n0} · P{Z1 = . . . = Zn0 = 0}
≥ (P{|A(0 )| ≤ ε} − P{n( · , 0 ) > n0}) · (1− p)n0
−−→
p→0
P{|A(0 )| ≤ ε} − P{n( · , 0 ) > n0}
−−−−→
n0→∞
P{|A(0 )| ≤ ε} .
Hence, for any admitted uncertainty δ ∈ (0, 1/2), if P{|A(0 )| ≤ ε} ≥ 1− δ > 1/2,
there are random variables of type aZ for which P{|A(aZ)− a| > ε} > 1/2 > δ.
This shows that the algorithm cannot be (ε, δ)-approximating.
We now turn to more restricted input classes. First, we stress that for the
cone-shaped input classes Yp,q,K the worst case expected error is unbounded for
any algorithm. (A fortiori, the same does hold for the mean squared error.)
Theorem 3.5 (Impossibility of finite worst case expected error). For any i.i.d.-
based algorithm A on Yp,q,K, with 1 ≤ p < q ≤ ∞ and K ≥ 1, we have
sup
Y ∈Yp,q,K
E |A(Y )− EY | =∞ .
Proof. Consider a random variable Z with P{Z = 0} = P{Z = 2} = 1/2 and ob-
serve that EZ = 1 as well as ‖Z − 1‖p = 1 for all 1 ≤ p ≤ ∞. Consequently, for
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any a ∈ R we have aZ ∈ Yp,q,K for all 1 ≤ p < q ≤ ∞ and K ≥ 1. We reduce the
problem to distinguishing aZ from the zero random variable 0 ∈ Yp,q,K,
sup
Y ∈Yp,q,K
E |A(Y )− EY | ≥ max{E |A(0 )|,E |A(aZ)− a|}
≥ 1
2
E |A(0 )− A(aZ) + a| .
By definition, the i.i.d.-based algorithm A terminates almost surely for any input,
in particular, for the zero random variable 0 ∈ Yp,q,K. Hence, for the stopping time
n(ω, 0 ) of A with input 0 , there exists an n0 ∈ N such that P{n( · , 0 ) ≤ n0} > 0.
Furthermore,
E |A(0 )−A(aZ) + a| ≥ |a| · P{A(0 ) = A(aZ)}
≥ |a| · P {n( · , 0 ) ≤ n0 and Z1 = . . . = Zn0 = 0}
= |a| · P{n( · , 0 ) ≤ n0} · P{Z1 = . . . = Zn0 = 0}.
Finally, the assertion follows by the fact that P{Z1 = . . . = Zn0 = 0} = 2−n0 and
sup
Y ∈Yp,q,K
E |A(Y )− EY | ≥ |a|
2n0+1
P{n( · , 0 ) ≤ n0} −−−−→
|a|→∞
∞.
The previous theorem tells us that certain standard worst case error notions
such as the expected absolute error or the mean squared error are not suitable for
cone-shaped input classes Yp,q,K. This is the reason for us to focus on the concept
of “small error with high probability”. We start with an auxiliary result.
Lemma 3.6. For a Bernoulli random variable Y with P{Y = 0} = 1− a and
P{Y = 1} = a ∈ (0, 1/2] satisfying
a ≥ K−pq/(q−p) or a = 1
2
, (22)
we have Y ∈ Yp,q,K for 1 ≤ p < q ≤ ∞ and K ≥ 1.
Proof. Clearly, EY = a, such that we need to study
κp,q(a) :=
‖Y − a‖q
‖Y − a‖p , a ∈ (0, 1/2] .
The case a = 1/2 is explained by κp,q(1/2) = 1. For a ∈ (0, 1/2] we have
κp,∞(a) =
1− a
((1− a)ap + a(1− a)p)1/p
≤ a−1/p .
For p < q <∞ we interpolate the Lq-norm, see Lemma 2.4,
κp,q(a) ≤ (κp,p(a))1−λ(κp,∞(a))λ ,
where λ = (q − p)/q, and κp,p(a) = 1 by definition. Hence κp,q(a) ≤ a−(q−p)/(pq).
By inversion we obtain the sufficient condition on a such that κp,q(a) ≤ K, which
is the cone condition Y ∈ Yp,q,K.
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The next theorem shows that – up to a q-dependent constant – the fixed cost for
the first stage of Algorithm 2.1 is really needed, compare the term in Theorem 2.17
that is independent of the error threshold ε.
Theorem 3.7 (Fixed cost). For any ε > 0 and δ ∈ (0, 1), we have the following
fixed cost lower bound for i.i.d.-based algorithms on Yp,q,K with 1 ≤ p < q ≤ ∞
and K > 1,
n¯fix(ε, δ,Yp,q,K) ≥ 1
2 log 2
Kpq/(q−p) log δ−1 .
Proof. Let Y ∈ Yp,q,K and A be an (ε, δ)-approximating i.i.d.-based sampling
algorithm with stopping time n(ω, Y ). To shorten the notation let n¯ := n¯(A, Y )
be the expected cardinality for Y .
Consider a Bernoulli random variable Z with probabilities P{Z = 1} = a and
P{Z = 0} = 1− a, where a = EZ ∈ (0, 1/2] is chosen such that
‖Z − EZ‖q < K ‖Z − EZ‖p .
For c > 0 let Y ′ := Y + c Z. Observe that for sufficiently large c we have
‖Y ′ − EY ′‖q
‖Y ′ − EY ′‖p
∆-ineq.
≤ c ‖Z − EZ‖q + ‖Y − EY ‖q
c ‖Z − EZ‖p − ‖Y − EY ‖p −−−→c→∞
‖Z − EZ‖q
‖Z − EZ‖p < K ,
hence, there is a number c0 > 0 such that Y
′ ∈ Yp,q,K for c > c0.
There is a certain chance that A cannot distinguish Y from Y ′, namely, if Zi = 0
for all generated i.i.d. samples Y ′i = Yi + c Zi. Via Jensen’s inequality and by
exploiting the fact that the function x 7→ (1− a)x is convex, we have
P{Z1 = . . . = Zn( · ,Y ) = 0} =
∞∑
n=0
P{n( · , Y ) = n and Z1 = . . . = Zn = 0}
=
∞∑
n=0
P{n( · , Y ) = n} (1− a)n ≥ (1− a)n¯ .
The algorithm A returns only finite values, thus, for any θ ∈ (0, (1− a)n¯) we find
a value b ∈ R such that
P{A(Y ) ≤ b and Z1 = . . . = Zn( · ,Y ) = 0} ≥ (1− a)n¯ − θ .
We want to compute EY ′ = EY + c a, which can be arbitrarily large when c→∞.
Now, choose c such that EY ′− b > ε for an arbitrary error threshold ε > 0. Then
P {|A(Y ′)− EY ′| > ε} ≥ P{A(Y ) ≤ b and Z1 = . . . = Zn( · ,Y ) = 0}
≥ (1− a)n¯ − θ.
Letting θ → 0 leads to P {|A(Y ′)− EY ′| > ε} ≥ (1 − a)n¯ such that the uncer-
tainty δ is at least (1− a)n¯. In other words,
n¯ ≥ log δ
−1
log(1− a)−1 ≥
1
2 log 2
a−1 log δ−1 .
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Here, we used log(1− a)−1 ≤ 2(log 2) a for a ∈ (0, 1/2]. In particular with a = 1/2
this is
n¯ ≥ log δ
−1
log 2
. (23)
For K ≥ 2(q−p)/(pq) we put a = K−pq/(q−p), see Lemma 3.6, which gives
n¯ ≥ 1
2 log 2
Kpq/(q−p) log δ−1 . (24)
Trivially, this holds true for smaller K > 1 as well, since in these cases inequal-
ity (24) is weaker than (23).
3.3 Worst case complexity for bounded central norm
In this section we provide lower bounds of the worst case complexity for i.i.d.-based
algorithms on cone-shaped input classes intersected with (semi-)balls. We start
with an auxiliary result due to Wald, see [37, Theorem on p. 156], which provides
a lower bound for the complexity of statistical tests.
Proposition 3.8 (Wald 1945). Let Y (1) and Y (2) be two discrete random variables
that only take values in a finite set D ⊂ R, and consider the probability ratio as a
function
r(y) :=
P{Y (1) = y}
P{Y (2) = y} for y ∈ D.
Let T be an i.i.d.-based algorithm satisfying for 0 < δ < 1/2 that
P{T (Y (i)) 6= i} ≤ δ , for i = 1, 2.
(T is a statistical test for hypotheses 1 vs. 2 with confidence 1− δ.) Then
n¯(T, Y (i)) ≥ (1− 2δ) log
1−δ
δ
|E log r(Y (i))| , for i = 1, 2.
We start with lower bounds for cones of random variables with bounded vari-
ance, that is Yp,q,K with q ≥ 2. We consider the worst case complexity when Yp,q,K
is intersected with a ball of radius σ > 0 with respect to the centered L2-norm
(i.e. the standard deviation, which is a semi-norm),
σB2 := {Y ∈ L2 | ‖Y − EY ‖2 ≤ σ} .
In this case finding worst case lower bounds reduces to distinguishing two Bernoulli
random variables with antithetic probability of success.
Theorem 3.9 (Worst case complexity for bounded variance). Let 1 ≤ p < q ≤ ∞
with q ≥ 2 and let K > 1 as well as σ > 0. Then
n¯wor(ε, δ,Yp,q,K ∩ σB2) ≥ 1
4 log 3
(σ
ε
)2
log
(
4
3
δ
)−1
for any 0 < ε ≤ min{1− 2/(K + 1), 1/2} σ, and 0 < δ ≤ 1/4.
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Proof. We consider shifted and scaled Bernoulli random variables Y (1), Y (2) that
only take values ±σ with positive probability. For i = 1, 2, obviously, Y (i) ∈ σB2
since
‖Y (i) − EY (i)‖2 ≤ ‖Y (i)‖2 = σ .
Further, by the triangle inequality we have
‖Y (i) − EY (i)‖q
‖Y (i) − EY (i)‖p ≤
‖Y (i)‖q + |EY (i)|
‖Y (i)‖p − |EY (i)| =
2
1− |EY (i)|/σ − 1 .
Hence, |EY (i)| ≤ (1−2/(K+1)) σ ensures Y (i) ∈ Yp,q,K. Introducing a parameter
α ∈ (0, 1− 2/(K + 1)], we further specify Y (1) and Y (2) by
P{Y (1) = +σ} = P{Y (2) = −σ} = 1 + α
2
,
P{Y (1) = −σ} = P{Y (2) = +σ} = 1− α
2
.
Hence
EY (1) = −EY (2) = α σ .
Now let ε ∈ (0, ασ) and note that from any (ε, δ)-approximating algorithm A
on Yp,q,K ∩ σB2 we can build a statistical test T distinguishing Y (1) from Y (2) by
T (Y (i)) :=
{
1 A(Y (i)) > 0 ,
2 A(Y (i)) ≤ 0 .
Obviously, the expected cardinality of A and T is the same and the failure proba-
bility does not exceed δ < 1
2
. Then, from Proposition 3.8 we obtain
n¯(A, Y (i)) ≥ (1− 2δ) log
1−δ
δ
α log 1+α
1−α
.
Restricting to 0 < α ≤ 1/2 we may exploit convexity of log 1+α
1−α
, replacing it by
2(log 3)α. We also restrict to 0 < δ ≤ 1/4 and obtain
n¯(A, Y (i)) ≥ 1
4 log 3
α−2 log
(
4
3
δ
)−1
.
The limit α→ ε/σ and continuity in ε gives the desired complexity bound for the
range of error thresholds 0 < ε ≤ min{1− 2/(K + 1), 1/2} σ.
For classes Yp,q,K with less integrability, 1 ≤ p < q ≤ 2, we intersect the cone
with a ball of radius τ > 0 with respect to the centered Lq-norm,
τBq := {Y ∈ Lq | ‖Y − EY ‖q ≤ τ} ,
and we obtain the following worst case lower bound.
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Theorem 3.10 (Worst case complexity for bounded central Lq-norm, 1 < q ≤ 2).
Let 1 ≤ p < q ≤ 2 and K > 1 as well as τ > 0. Then there is a constant cq,K > 0,
depending only on K and q, such that
n¯wor(ε, δ,Yp,q,K ∩ τBq) ≥ cq,K
(τ
ε
)1+1/(q−1)
log
(
4
3
δ
)−1
for any 0 < ε ≤ 1
6
(1− 1/K) τ and 0 < δ ≤ 1/4.
Proof. We consider random variables Y (1), Y (2) with
P{Y (i) = τ ′} = P{Y (i) = −τ ′} = 1− β
2
,
P{Y (i) = 0} = β (1− γ) ,
P{|Y (i)| = γ−1/q τ ′} = β γ ,
for i = 1, 2, where 0 < τ ′ < τ and 0 < β, γ < 1. Now we choose β and τ such that
Y (i) ∈ Yp,q,K ∩ τBq. Observe that
|EY (i)| ≤ β γ1−1/q τ ′ ≤ β τ ′,
(1− β) τ ′ ≤ (1− β)1/p τ ′ ≤ ‖Y (i)‖p ≤ ‖Y (i)‖q = τ ′.
Using the triangle inequality, for 0 < β < 1/2 we obtain
‖Y (i) − EY (i)‖q
‖Y (i) − EY (i)‖p ≤
‖Y (i)‖q + |EY (i)|
‖Y (i)‖p − |EY (i)| ≤
1 + β
1− 2β ,
such that if we put
β :=
1
2
(
1− 3
1 + 2K
)
,
this ensures Y (i) ∈ Yp,q,K. Furthermore,
‖Y (i) − EY (i)‖q ≤ ‖Y (i)‖q + |EY (i)| ≤ (1 + β) τ ′ ,
so choosing τ ′ := τ/(1 + β) guarantees Y (i) ∈ τBq. We specify Y (1) and Y (2) by
P{Y (1) = γ−1/qτ ′} = P{Y (2) = −γ−1/qτ ′} = 3
4
β γ ,
P{Y (1) = −γ−1/qτ ′} = P{Y (2) = γ−1/qτ ′} = 1
4
β γ .
Their respective expected values are then given by
EY (1) = −EY (2) = 1
2
β γ1−1/q τ ′ .
In order to guarantee that 1
2
β γ1−1/q τ ′ > ε, we choose γ > (2ε/(βτ ′))1+1/(q−1).
Since we need γ < 1, this is only possible for ε ∈ (0, 1
2
βτ ′). As in the proof of
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Theorem 3.9, cost bounds for (ε, δ)-approximating algorithms A on Yp,q,K∩τBq are
derived from the cost bounds of Proposition 3.8 for distinguishing Y (1) from Y (2),
n¯(A, Y (1)) ≥ 2(1− 2δ) log
1−δ
δ
β γ log 3
.
By letting γ → (2ε(1 + β)/(βτ))1+1/(q−1), we obtain
n¯wor(ε, δ,Yp,q,K ∩ τBq) ≥ cq,K
(τ
ε
)1+1/(q−1)
log
(
4
3
δ
)−1
with cq,K :=
1
β log 3
(
β
2(1+β)
)1+1/(q−1)
, and the assertion is proven.
Remark 3.11 (Dependence on K). The value of the lower bound in Theorem 3.9
does not depend on K, and in Theorem 3.10 the prefactor cq,K approaches a
q-dependent constant as K grows to infinity. In contrast, our upper bounds in
Theorem 2.17 do have a K-dependence, but as pointed out in Remark 2.18, in
cases of cones Yp,q,K with q > 2 we can directly estimate the variance (which is
the moment of interest) and no K-dependence occurs in the scale dependent part
of the cost bound, that is, the part which depends on the norm of the input and
the accuracy ε. In that respect, the lower bounds seem to be optimal.
As K > 1 approaches 1, though, the lower bounds only hold for small ε > 0.
This is not reflected in the upper bound of Theorem 2.17, likely because when
constructing our algorithm we ignored the fact that the set Yp,q,K ∩ τBq˜ might be
much smaller than the set τBq˜, for τ > 0 and q˜ := min{q, 2}. Indeed, for small K
the distributions of random variables contained in Yp,q,K tend to be bimodal, so
observing samples from both modes could already enable for a rough approxima-
tion of the expectation by returning a value right between the two modes. To get
a better intuition we consider the degenerate case K = 1, where Yp,q,K, indepen-
dently from p and q, contains only random variables that either take one constant
value, or two distinct values with probability 1/2 each. Then, for any δ ∈ (0, 1)
there is an i.i.d.-based algorithm that provides an exact solution with probability
at least (1− δ). In detail, put n := ⌈log2 δ−1⌉+ 1 and define
A(Y ) := 1
2
(min{Y1, . . . , Yn}+max{Y1, . . . , Yn}) .
If Y has two distinct values, it is with probability 2−(n−1) that we only observe one
of these. If, however, we observe both values, the output will perfectly match the
expected value. Note that in this setting the fixed cost lower bound of Theorem 3.7
still applies.
The prefactor cq,K in Theorem 3.10 tends to zero for small K. We suspect that
this is a shortcoming of the lower bound proof.
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3.4 Extension to general integration methods
Here we consider the integration problem defined in (1). Intuitively, as long as
the measure π has no atoms on G, it seems reasonable to restrict to i.i.d.-based
algorithms. (If, however, π has atoms, then there is a non-zero probability that we
compute the same function value twice when using i.i.d. samples.) We are going
to show that the previously obtained lower bounds for i.i.d.-based algorithms also
hold for general randomized algorithms. The key observation is that Lp-norms do
not reflect any kind of local structure of functions.
We impose the following weak standing assumption concerning the existence
of suitable partitions, which for G ⊆ Rd, equipped with the Borel σ-algebra, is
always satisfied whenever π has no atoms.
Assumption 3.12. For every N ∈ N we assume that there are pairwise disjoint
measurable sets G1,N , . . . , GN,N ⊂ G with
⋃N
j=1Gj,N = G possessing equal measure
π(Gj,N) = 1/N for all j = 1, . . . , N .
While lower bounds for i.i.d. based algorithms were obtained by lower bounds
for distinguishing random variables Y (1) and Y (2) with expected values at a distance
exceeding 2ε, now the idea is to distinguish between two collections F (1) and F (2)
of functions with distinct integral values,
INT(f) =
{
a1 if f ∈ F (1),
a2 if f ∈ F (2),
at distance |a2 − a1| > 2ε. Such collections are constructed as follows.
We consider only functions that take at most finitely many distinct values, each
with a certain probability. For this let D ⊂ R with #D <∞ and
p(i)z ∈ [0, 1] ∩Q , for z ∈ D and i = 1, 2,
satisfying ∑
z∈D
p(i)z = 1 , for i = 1, 2.
Consider the (unbounded) set of all common denominators of these probabilities,
namely,
Dp := {N ∈ N | N · p(i)z ∈ N0 for all z ∈ D and i = 1, 2} .
Then, for N ∈ Dp and i = 1, 2, the sets
F (i)N :=
{
f : G→ R |f is constant on each Gj,N , where j = 1, . . . , N ;
and π{x : f(x) = z} = p(i)z for z ∈ D
}
are non-empty. In detail, for f ∈ F (i)N , the number of subdomains Gj,N with
f(Gj,N) = z is exactly N · p(i)z ∈ N0. Furthermore, for any function f ∈ F (i)N and
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any permutation Π on {1, . . . , N}, the function fΠ with fΠ(Gj,N) := f(GΠ(j),N) is
also contained in F (i)N . Now, for i = 1, 2 we define
F (i) :=
⋃
N∈Dp
F (i)N .
This leads to the integral value
INT(f) =
∑
z∈D
p(i)z z =: ai
for f ∈ F (i).
Proposition 3.13. Let X be a π-distributed random variable and let F (i) with
i = 1, 2 be defined as above. Then
inf
Q
max
i=1,2
sup
f∈F(i)
P{Q(f) 6= ai} = inf
A
max
i=1,2
sup
f∈F(i)
P{A(f(X)) 6= ai} ,
where the infimum on the left-hand side runs over all general randomized algo-
rithms Q with
sup
f∈F(i)
n¯(Q, f) ≤ n¯i for i = 1, 2 , (25)
and on the right-hand side over all i.i.d.-based algorithms A with the same cost
constraint. In particular, this implies that no general randomized algorithm is
better than the best possible i.i.d.-based algorithm in distinguishing F (1) from F (2).
Proof. For N ∈ Dp let µ(i)N be the uniform distribution on F (i)N , for i = 1, 2. Then,
for any general randomized algorithm Q defined on F (1) ∪ F (2) we have
n¯i ≥ sup
f∈F(i)
n¯(Q, f) ≥
∫
F
(i)
N
n¯(Q, f) dµ
(i)
N (f) , (26)
and
sup
f∈F(i)
P{Q(f) 6= ai} ≥
∫
F
(i)
N
P{Q(f) 6= ai} dµ(i)N (f)
Fubini
= (P⊗ µ(i)N ){(ω, f) : Q(ω, f) 6= ai} . (27)
We now consider general randomized algorithms Q that minimize the maximal
average uncertainty
max
i=1,2
(P⊗ µ(i)N ){(ω, f) : Q(ω, f) 6= ai} (28)
while satisfying the constraint (25). (Replacing a randomized worst case setting
by an average case setting for lower bound proofs is a trick that has already been
used by Bakhvalov 1959 [3].) When using n function evaluations, the function
is known on at most n of the subdomains of G1,N , . . . , GN,N . Without loss of
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generality, we may assume that the algorithm indeed gains knowledge on n dif-
ferent subdomains. (If not, then a modified method with improved information
mapping that avoids computing two function values on the same subdomain while
preserving the knowledge of the original information map, can still return the same
output or even improve the algorithm.) Due to symmetry of the probability mea-
sure µ
(i)
N , the conditional distribution of function values on the remaining N − n
subdomains is independent of the choice of the n subdomains where the function
has been evaluated. Hence, for simplicity, we assume that the algorithm uses one
function value within each of the first n subdomains G1,N , . . . , Gn,N . According
to Definition 3.1, such a method can be described via a random variable U , a
stopping rule n(u, y1, y2, . . .), and an output function φ(u, y1, y2, . . .), such that
Q(ω, f) = φ(U(ω), f(x1), . . . , f(xn(ω,f)), 0, 0, . . .) ,
with stopping time given by n(ω, f) := n(U(ω), f(x1), . . . , f(xN), 0, 0, . . .), and
xj ∈ Gj,N for j = 1, . . . , N . In other words, the infimum over all general ran-
domized algorithms Q for the quantity (28) can be reduced to an infimum over
stopping rules n(u, y1, y2, . . .) and output functions φ while the information of
function values is predetermined.
These algorithmic components n and φ can also be used with an i.i.d. sample
(f(Xj))j∈N, where (Xj)j∈N is a sequence of independent, π-distributed random
variables that are independent of U . By this we obtain an i.i.d.-based algorithm
A(ω, f(X)) := φ(U, f(X1(ω)), . . . , f(Xn(ω,f(X))(ω)), 0, 0, . . .),
where n(ω, f(X)) := n(U(ω), f(X1(ω)), f(X2(ω)), . . .). For any such A we have
(P⊗ µ(i)N ){(ω, f) : A(ω, f(X)) 6= ai} = sup
f∈F(i)
P{A(f(X)) 6= ai} ,
since P{A(f(X)) 6= ai} = P{A(g(X)) 6= ai} for all representing functions f, g ∈ F (i)
of the same subclass.
For the following considerations we restrict to methods with some absolute car-
dinality limit n(ω, f) ≤ M ≤ N . If a general randomized algorithm Q occasionally
uses more than M samples, by Markov’s inequality, in the µ
(i)
N -average setting this
happens only with average probability
(P⊗ µ(i)N ){(ω, f) | n(ω, f) > M} ≤
n¯i
M
. (29)
We can define another general randomized algorithm Q′ based on Q by simply
stopping Q whenever it would compute yet another function value after already
knowing M function values, and returning an arbitrary output then. The uncer-
tainty increases at most by n¯i/M (and vanishes in the limit M → ∞ which we
perform later on), whereas the cost is even reduced.
Now we compare the probabilities at which function values are observed by a
general randomized algorithm QN in the P ⊗ µ(i)N setting and by an i.i.d.-based
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algorithm A, where both methods are constructed from the same stopping rule n
and output function φ. (We write QN instead ofQ to make clear that the method is
based on the previously described optimal information with function evaluations
at nodes xk ∈ Gk,N for the µ(i)N -setting while the stopping rule n(u, y1, y2, . . .)
and the output function φ remain unchanged.) If n(ω, f) is absolutely bounded
by M ≤ N , it suffices to consider the probability of different outcomes of M
function evaluations. For an i.i.d. sample we have
P{f(X1) = z1, . . . , f(XM) = zM} =
M∏
j=1
p(i)zj for f ∈ F (i) and z1, . . . , zM ∈ D,
(30)
and in the µ
(i)
N -average setting we have
M∏
j=1
N · p(i)zj −M
N
≤ µ(i)N {f(x1) = z1, . . . , f(xM) = zM}
=
M∏
j=1
N · p(i)zj −#{ℓ = 1, . . . , j − 1: zℓ = zj}
N − (j − 1) (31)
≤
M∏
j=1
N · p(i)zj
N −M ,
where the lower bound holds if M ≤ N · p(i)z for all z ∈ D and i = 1, 2. This is
true for large N , and in the limit of N → ∞ while M is fixed, the probability
of (31) approaches (30). Determining the uncertainty probability is now a discrete
problem, namely, by the independence of U from the i.i.d.-sample we have
P{A(f(X)) 6= ai} =∑
(z1,...,zM )∈DM
P{φ(U, z1, . . . , zM , 0, . . .) 6= ai} · P{f(X1) = z1, . . . , f(XM) = zM}
for f ∈ F (i). On the other hand, within the µ(i)N -average setting we have
(P⊗ µ(i)N ){(ω, f) : QN (ω, f) 6= ai} =∑
(z1,...,zM )∈DM
P{φ(U, z1, . . . , zM , 0, . . .) 6= ai} · µ(i)N {f(x1) = z1, . . . , f(xM) = zM} .
Here, we wrote φ(U, z1, . . . , zM , 0, . . .), which in fact only depend on z1, . . . , zn(U,z)
where n(U, z) := n(U, z1, . . . , zM , 0, . . .). Hence, for any η > 0 there is an N0 ∈ Dp
such that for all N ≥ N0 ≥M , for all stopping rules n(u, y1, y2, . . .) ≤M , and for
all output functions φ, the corresponding methods QN and A satisfy for f ∈ F (i)
that
P{A(f(X)) 6= ai} ≤ η + (P⊗ µ(i)N ){(ω, f) : QN (ω, f) 6= ai} . (32)
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Similarly, for any ν > 0 and sufficiently large N we obtain
n¯(A,f(X)) =
∑
(z1,...,zM )∈DM
En(U, z1, . . . , zM , 0, . . .) · P{f(Xi) = zi, i = 1, . . . ,M}
≤ ν +
∑
(z1,...,zM )∈DM
En(U, z1, . . . , zM , 0, . . .) · µ(i)N {f(xi) = zi, i = 1, . . . ,M}
= ν +
∫
F
(i)
N
n¯(QN , f) dµ
(i)
N (f)
(26)
≤ ν + n¯i .
Hence, A does not satisfy the constraint (25), but ν → 0 as N →∞. The violation
of the constraint can be fixed by defining a modified method A′ that, independently
from all random variables used in A, decides with probability
ζ := max
i=1,2
ν
ν + n¯i
(33)
that no information at all shall be collected and simply returns an arbitrary value,
whereas with probability 1− ζ the original algorithm A is executed. That way the
uncertainty of the method A′ only rises by ζ , which vanishes in the limit ν → 0.
To summarize, since i.i.d.-based algorithms are special general randomized al-
gorithms, for sufficiently large N we have
inf
A
max
i=1,2
sup
f∈F(i)
P{A(f(X)) 6= ai}
(27)
≥ inf
Q
max
i=1,2
(P⊗ µ(i)N ){(ω, f) : Q(ω, f) 6= ai}
(29),(32),(33)
≥ inf
A
max
i=1,2
sup
f∈F(i)
P{A(f(X)) 6= ai}− n¯i
M
− η − ζ ,
where the infimum runs over all methods satisfying the cardinality constraint (25).
Fixing M and letting N →∞, η and ζ vanish. Finally, the limit M →∞ proves
the assertion.
An immediate consequence of the previous proposition is that the different
types of lower bounds for i.i.d.-based algorithms on Yp,q,K carry over to lower
bounds for general randomized algorithms on Fp,q,K(π).
Corollary 3.14. Let 1 ≤ p < q ≤ ∞, K > 1 and τ > 0. Then, for the integration
problem (1),
1. on F = Lq(π) we obtain unsolvability, see corresponding Theorem 3.4;
and on cone-shaped input classes Fp,q,K(π) we obtain
2. impossibility for any general randomized algorithm Q to guarantee a finite
worst case expected error, that is,
sup
f∈Fp,q,K(π)
E |Q(f)− INT(f)| = ∞,
see corresponding Theorem 3.5;
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3. the following lower bound for the fixed cost of general randomized algorithms,
n¯fix(ε, δ,Fp,q,K(π)) ≥ 1
2 log 2
Kpq/(q−p) log δ−1
for any ε > 0 and δ ∈ (0, 1), see corresponding Theorem 3.7;
4. the following lower bound for the worst case complexity for bounded norm,
n¯wor(ε, δ,Fp,q,K(π) ∩ τBq˜) ≥ cq,K
(τ
ε
)1+1/(q˜−1)
log
(
4
3
δ
)−1
for any 0 < ε < 1
6
(1 − 1/K) τ and 0 < δ < 1/4, with q˜ := min{q, 2},
and a constant cq,K > 0 depending only on q and K, see corresponding
Theorems 3.9 and 3.10.
Proof. In all cases, the random variables have to be modified before building corre-
sponding function classes, now possessing rational weights for the different values
such that the cone condition within Yp,q,K is still satisfied. Since Q is dense in R,
we obtain the same lower bounds. Cost bounds at given confidence level (as to
be found in the cited theorems) are equivalent to uncertainty bounds at given
cost budget (as considered in Proposition 3.13), namely due to monotonicity and
continuity of the connection between the two quantities, inversion does the job.
In Theorems 3.9 and 3.10 we are interested in the worst case cost, so the cost
constraint we impose when applying Proposition 3.13 will be with n¯1 = n¯2.
For generalizing the unsolvability results Theorems 3.4 and 3.5, the cardinality
constraint (25) in Proposition 3.13 must be replaced by a constraint of type
P{n¯(A, f) > M} ≤ νM for all f ∈ F (1) ∪ F (2), (34)
with a monotonously decaying sequence (νM)M∈N0 converging to 0. Consequently,
within the proof of Proposition 3.13, the estimate (29) has to be adjusted accord-
ingly, but all following arguments with the limit M → ∞ will work the same. In
detail, F (1) only consists of the zero function. Since an algorithm that shall distin-
guish the zero function from a class F (2) consisting of non-zero functions can stop
when observing a non-zero function value, we may assume νM := P{n¯(A, 0) > M},
so the constraint is actually no restriction.
For generalizing Theorem 3.7 we need to extend Proposition 3.13 to the task of
distinguishing finitely many function classes F (0), . . . ,F (m) with integral values at
separated distances > 2ε, the proof works similar. By taking the limit m→∞, we
may even consider countably many function classes F (i), i ∈ N0. Now for the de-
tailed transcription of the proof of Theorem 3.7: We take any function f ∗ ∈ Fp,q,K
(which corresponds to Y ∈ Yp,q,K, the input for which we eventually derive a cost
bound); further we consider function classes F (i) with i ∈ N0 (which correspond
to random variables of type ciZ), such that f := f
∗ + f˜ ∈ Fp,q,K for f˜ ∈ F (i). The
set F (0) only contains the zero function, for all other indices i ∈ N we specify for
f˜ ∈ F (i) that
π{f˜(x) = 0} = 1− a , and π{f˜(x) = c0 + 3 iε/a} = a ,
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with c0 > 0 and a ∈ Q as in the proof of Theorem 3.7. Consequently,
INT(f˜) =
{
0 for f˜ ∈ F (0),
ac0 + 3 iε for f˜ ∈ F (i) with i ∈ N.
The task of determining INT(f) = INT(f ∗+ f˜), not knowing the index i ∈ N0 for
which f˜ ∈ F (i), can be traced back to determining INT(f˜), since for any general
algorithm Q acting on
⋃∞
i=0F (i), by
Q′(f) := Q(f − f ∗)+ INT(f ∗)
another algorithm acting on f ∗ +
⋃∞
i=0F (i) and exhibiting the same reliability is
defined. This also holds for algorithms that use i.i.d. samples, because in the
integration setting the points Xi ∼ π are user-generated and one may use f ∗(Xi)
within Q′. Since it suffices to observe one function value f˜(xj) = zi 6= 0 in order
to know that f˜ ∈ F (i) with i 6= 0, the cost n¯0 = n¯(Q, f ∗) = n¯wor(Q′,F (0)) is an
upper bound for the worst case cost n¯i = n¯
wor(Q′,F (i)) in the other cases.
We can formulate an even stronger unsolvability result that holds for the small
space of smooth functions.
Theorem 3.15. The integration problem (1) for the class of infinitely differen-
tiable functions,
F = C∞([0, 1]) ,
with respect to the Lebesgue measure on [0, 1], is not solvable.
Proof. Split [0, 1] into N intervals of equal length, Gi := [(i− 1)/N, i/N), with
i = 1, . . . , N . It is well known that there exist C∞-functions fi on R that are
supported on the closures of the intervals Gi and positive on the interior of Gi.
Scaling does not affect the property of belonging to the class F = C∞([0, 1]),
so INT(fi) can be arbitrarily large. Similarly to the proof of Proposition 3.13,
we aim to distinguish the zero function from a µ
(2)
N -average input where µ
(2)
N is
the uniform distribution on the set F (2)N := {f1, . . . , fN}. Analogously to the proof
of Theorem 3.4, the µ
(2)
N -probability of observing a non-zero function value after
n0 function evaluations vanishes in the limit N → ∞. In the same manner we
then obtain that for any ε > 0 and δ ∈ (0, 1/2) there is no (ε, δ)-approximating
algorithm for the whole class C∞([0, 1]).
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