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Resumen Las ima´genes por difusio´n son un tipo de ima´genes por re-
sonancia magne´tica especialmente sensibles a la direccio´n de difusio´n de
las mole´culas de agua. Utiliza´ndolas es posible determinar el movimien-
to de dichas mole´culas en base a modelos biof´ısicos. Esta es un te´cnica
muy utilizada para estudiar la microestructura del tejido nervioso y la
conectividad cerebral.
En este art´ıculo presentamos un nuevo modelo de difusio´n, inspirado en
las redes neuronales artificiales, que propone una arquitectura de red
cristalina. Se presenta el modelo junto a una propuesta de me´todo para
ajustarlo. Para evaluar el desempen˜o se desarrollaron pruebas sobre fan-
tomas virtuales que imitan posibles disposiciones de fibras nerviosas.
El modelo propuesto convergio´ en el ajuste sobre los fantomas y mostro´
potencial para resolver disposiciones que otros modelos esta´ndares de
difusio´n no pueden, como cruces y curvas en las fibras.
Keywords: Ima´genes por difusio´n, Redes neuronales artificiales, Arqui-
tectura de Red Cristalina, Conectividad cerebral
1. Introduccio´n
Las ima´genes por difusio´n o Diffusion Weighted Images (DWI) son un tipo
de ima´genes por resonancia magne´tica (MRI) especialmente sensibles a la di-
reccio´n de difusio´n de las mole´culas de agua. El resonador magne´tico adquiere
estas ima´genes utilizando una secuencia que incluye un par de pulsos de sincro-
nizacio´n y resincronizacio´n en un plano espec´ıfico, sensibilizando as´ı la direccio´n
perpendicular a dicho plano. La sen˜al recuperada, dependera´ de la direccio´n en
que difundan las mole´culas de agua; en los vo´xeles en los que el agua se mueve
paralela al plano seleccionado, e´sta no es afectada por los pulsos, mientras que si
el agua se mueve perpendicular a dicho plano la sen˜al es atenuada. Por lo tanto,
los vo´xeles con difusio´n en direcciones diferentes a las mencionadas devolvera´n
una sen˜al proporcional a la componente perpendicular al plano [1, 2].
El agua contenida en los tejido experimenta un movimiento Browniano, pero
el comportamiento neto puede ser isotro´pico o anisotro´pico de acuerdo a las
restricciones que le imponga la microestructura del tejido [2]. Espec´ıficamente
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en el cerebro, desde el punto de vista microestructural, se pueden identificar
tres tejidos: materia gris, materia blanca y l´ıquido cefalorraqu´ıdeo. La materia
blanca esta compuesta por los axones neuronales, estructuras tubulares estrechas
que restringen el movimiento de las mole´culas de agua en la direccio´n axial de
dicho tubo. Utilizando DWI, adquiriendo mu´ltiples ima´genes sensibilizadas con
diferentes direcciones, es posible obtener una descripcio´n espacial del movimiento
de las mole´culas de agua en este tejido.
Los para´metros principales de los que depende la secuencia DWI son, el valor
b (o beta) que describe cua´n sensible al movimiento del agua es la adquisicio´n
y las direcciones de sensibilizacio´n. Estos para´metros se utilizan junto con los
datos de ima´genes en el posprocesamiento [1, 2]. El posprocesamiento esta´ndar
que se le realiza a las DWI consiste en ajustar en cada vo´xel un modelo f´ısico de
difusio´n del agua, a partir de los datos [2]. Actualmente existen varios modelos,
pero el Modelo de Tensor de Difusio´n (DTI) fue el primero en desarrollarse y es
el ma´s simple, por lo que es muy utilizado en la pra´ctica me´dica [3]. La principal
desventaja del modelo DTI es que solo puede representar una poblacio´n de fibras
colineales, por lo que en las zonas donde hay haces que se cruzan el modelo falla.
Para paliar esta limitacio´n se han desarrollado otros modelos ma´s complejos
como QBall (QB) o Constrained Spheric Deconvolutions (cSD) que s´ı resuelven
cruces entre haces [2].
El uso de la DWI es la base para la construccio´n de tractograf´ıas. Este proceso
reconstruye la trayectoria que los haces nerviosos recorren dentro del cerebro
entre un punto y otro [4]. A partir de la reconstruccio´n es posible cuantificar la
conectividad estructural, es decir que´ tan conectados esta´n los distintos nu´cleos
funcionales (materia gris) entre s´ı [5] [6] [7] y estudiar co´mo esta conectividad,
al igual que la microestructura, se ve afectada en diferentes patolog´ıas [8, 9, 10].
La reconstruccio´n de tractograf´ıas se apoya sobre los modelos de difusio´n, he-
redando sus ventajas y limitaciones. Por ejemplo una reconstruccio´n tractogra´fi-
ca sobre un modelo cSD es capaz de reconstruir cruces entre fibras, mientras que
sobre DTI no puede. Recientemente Maier-Hein y sus colaboradores compara-
ron diferentes me´todos tractogra´ficos utilizando distintos modelos de difusio´n y
mostraron que mientras el modelo DTI genera una gran cantidad de falsos nega-
tivos debido a su incapacidad de representar cruces, los modelos ma´s complejos
como cSC generan muchos falsos positivos. Adema´s en dicho trabajo Maier-Hein
propone una serie de disposiciones de las fibras que no son cruces, pero que los
modelos disponibles al d´ıa de hoy confunden [11].
Con el objetivo de superar las limitaciones pra´cticas mencionadas, aqu´ı se
propone explorar un abordaje desde la perspectiva informa´tica. Las redes neuro-
nales artificiales (RNA) son un potente modelo de clasificacio´n que se compone
de mu´ltiples unidades de procesamientos conectadas entre s´ı. Si bien su prin-
cipal uso es como clasificador, tambie´n pueden usarse en regresio´n [12]. En el
u´ltimo tiempo con la popularizacio´n de las redes neuronales profundas, las RNA
tambie´n se han comenzado a usar como modelos generativos [13, 14]. Lo que
proponemos es remplazar los cla´sicos modelos de difusio´n por modelos de neuro-
nas artificiales interconectados en una red de arquitectura cristalina, e intentar
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capturar la difusio´n entre vo´xel en los pesos de las neuronas, las aristas del
cristal.
En este trabajo, presentamos la Arquitectura de Red Neuronal Cristalina,
la extensio´n del me´todo de Descenso por el Gradiente para realizar el ajuste
del modelo, y una serie de experimentos preliminares realizados sobre fantomas
virtuales (simulaciones) de fibras nerviosas, dispuestas en complejidad creciente.
2. Arquitectura de Red Neuronal Cristalina
La arquitectura tradicional de redes neuronales, requiere que los datos se
presenten como un vector unidimensional de features, por lo que para procesar
imagen es necesario “descomponer” la estructura de la misma y por consiguiente
se pierde la relacio´n entre p´ıxeles vecinos [12]. La arquitectura de redes convo-
lucionales salvo´ esta limitacio´n, permitiendo procesar los datos en su espacio
nativo y considerar la relacio´n entre elementos vecinos. A pesar de que estas
redes convolucionales, es su versio´n 3D, permitir´ıan analizar los volu´menes de
DWI en su espacio original, fueron disen˜adas como extractores de descriptores
abstractos que terminan alimentando una arquitectura de perceptro´n multicapa
[13, 14]. Dada la premisa de modelar la difusio´n de las mole´culas de agua en el
espacio, enfocamos el ana´lisis espec´ıficamente en la relacio´n entre vo´xeles (ver-
sio´n tridimensional de un p´ıxel), y proponemos una nueva arquitectura de red,
que llamamos cristalina, dada la semejanza de sus conexiones con la estructura
de un cristal, por ejemplo la del Cloruro de Sodio.
Este tipo de arquitectura permite procesar paquetes de datos que representan
una muestra tridimensional discreta (vo´xeles), y obtener un nuevo paquete de
datos en el mismo espacio dimensional. El cristal restringe el flujo de informacio´n
entre los vecinos inmediatos (conectividad rala). Cada neurona en la red recibe
informacio´n ponderada de sus vecinos inmediatos, y env´ıa informacio´n a dichos
Figura 1. Representaciones tridimensionales de los modelos de difusio´n, en un vo´xel.
A) Neurona artificial conectada con sus veintise´is vecinos inmediatos, B) Elipsoide que
representa al modelo DTI y C) Tres glifos que representan al modelo de cSD en tres
casos: fibra u´nica, cruce doble y triple perpendiculares.
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vecinos con la misma ponderacio´n, ya que el peso de la conexion que vincula dos
vo´xeles vecinos es compartido (conectividad compartida). Estas caracter´ısticas
no so´lo consideran la relacio´n entre vecinos, sino que la definen como primor-
dial. La Figura 1 compara la representacio´n tridimensional (glifo) de una u´nica
neurona en una grilla tridimensional, con la de los otros dos modelos de difusio´n
antes mencionados.
Nuestro objetivo es ajustar las conexiones en la red cristalina, de manera tal
que modelen la difusio´n del agua entre los vo´xeles de una DWI. Para lograrlo
proponemos disponer en cada vo´xel de la imagen 3D una neurona artificial,
interconectarlas con sus vecinos inmediatos (aquellos vo´xeles que comparten al
menos un ve´rtice con e´l) y ajustar los pesos de las conexiones para que la red
sea capaz de predecir el nivel de gris de cada vo´xele, combinando linealmente la
informacio´n de su vecindad. Adema´s para considerar en el ajuste a la serie de
direcciones de difusio´n usadas en la adquisicio´n de la DWI, la combinacio´n lineal
sera´ modulada por la proyeccio´n de e´stas en la base cristalina, como se explica
a continuacio´n.
2.1. Base Cristalina
Se define como base cristalina a la matriz B, cuyas columnas son los versores
que especifican las direcciones espaciales en las que se disponen las conexiones
de la red cristalina. Para el caso de tres dimensiones, la vecindad de un vo´xel se
compone de 26 vecinos, dispuestos en 13 direcciones espaciales, uno a cada lado
del vo´xel central:
B =
1 0 0
1√
2
1√
2
0 −1√
2
1√
2
0 1√
3
−1√
3
1√
3
1√
3
0 1 0 1√
2
0 1√
2
1√
2
0 −1√
2
1√
3
1√
3
−1√
3
1√
3
0 0 1 0 1√
2
1√
2
0 −1√
2
1√
2
1√
3
1√
3
1√
3
−1√
3
 (1)
Entonces un vector tridimensional d (que define una de las direcciones de
difusio´n en la DWI) puede proyectarse a un vector D expresado en la base
cristalina B, de la siguiente manera:
D = dTB (2)
2.2. Descenso por el Gradiente
Dado un conjunto de datos de entrada (I,D), donde I es una imagen de la
serie DWI y D es la direccio´n de difusio´n en la que fue ponderada, proyectada
en la base cristalina B (ver ecuacio´n 2). La intensidad predicha en un vo´xel (I∗i )
se calcula entonces como la combinacio´n lineal de la intensidad de sus vecinos
inmediatos en las distintas direcciones (j) ponderada por el peso de las conexio-
nes en el cristal (Wi) y por la componente correspondiente de la proyeccio´n de
la direccio´n de difusio´n proyectada (Dj).
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I∗i = f((Ii,D),Wi) =
13∑
j=1
(
I
(−j)
i W
(−j)
i + I
(+j)
i W
(+j)
i
)
Dj (3)
Donde Wi representa al subconjunto de los pesos que conectan el nodo i con
su vecindad inmediata, W
(+j)
i es la conexio´n que coincide con la direccio´n del
versor expresado como la columna j de B e I
(+j)
i es la intensidad el vo´xel vecino
en esa direccio´n, mientras que el super´ındice (−j) hace referencia al sentido
contrario. En la ecuacio´n 3 la funcio´n de activacio´n de la neurona es lineal y no
esta´ acotada.
El modelo de red neuronal cristalina puede ajustarse utilizando el algoritmo
de descenso por el gradiente cla´sico. Definimos el error cuadra´tico de prediccio´n
para el nodo i como:
Ei =
1
2
e2i =
1
2
(
Ii − I∗i
)2
=
1
2
(
Ii − f((Ii,D),Wi)
)2
(4)
Y la derivada de dicho error respecto de los pesos de las conexiones de la red:
∂Ei
∂Wi
=
(
Ii − f((Ii,D),Wi)
)−∂f((Ii,D),Wi)
∂Wi
(5)
∂Ei
∂Wi
= −ei
[ 13∑
j=1
(
I
(−j)
i + I
(+j)
i
)
Dj
]
(6)
Como los pesos de la red (W ), se comparten entre los nodos que conectan, la
ecuacio´n de actualizacio´n debe contemplar el efecto de ambos nodos. Entonces,
la actualizacio´n para la arista que conecta los nodos i y k, vecinos inmediatos
en la direccio´n j es:
∆W
(+j)
i +∆W
(−j)
k = −η
( ∂Ei
∂Wi
+
∂Ek
∂Wk
)
(7)
∆W
(+j)
i +∆W
(−j)
k = η
[
ei(I
(−j)
i + Ik) + ek(Ii + I
(+j)
k )
]
Dj (8)
Donde η es un hiperpara´metro que regula la velocidad del descenso por el
gradiente.
2.3. Regularizacio´n y Penalidades
Se utilizo´ una regularizacio´n l2, tambie´n conocida como “weight decay”, sien-
do e´sta la solucio´n t´ıpica usada en Machine Learning para mejorar la conver-
gencia del descenso por el gradiente. A la ecuacio´n 4 se le adiciona el te´rmino:
El2 = γ
[∑
i
∑
j
(W
(−j)
i )
2 + (W
(+j)
i )
2
]
(9)
Donde γ es el hiperpara´metro de regularizacio´n. Este nuevo termino se refleja
en la ecuacio´n 8, como:
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∆W
(+j)
i,l2 = −η
∂El2
∂W
(+j)
i
= −2ηγW (+j)i (10)
La regularizacio´n propuesta tiende a emparejar los valores de W uniforme-
mente, por lo que no se generan direcciones preferenciales (las direcciones en las
que el agua difunde). Para estimular el crecimiento preferencial de las conexiones
alineadas con la a difusio´n y a la vez la reduccio´n de las que no, se conceptualizo´
un mecanismo de Penalizacio´n Anisotro´pica (PA).
Dado un conjunto de datos de entrada (Ia,da), se busca un par (Ib,db) tal que
da · db ≈ 0, entonces la penalizacio´n anisotro´pica se computa para cada vo´xel:
PAi = log
(Iai + 1
Ibi + 1
)
(11)
Al igual que la regularizacio´n, la PA se incluye en la ecuacio´n 8 de actuali-
zacio´n de los pesos adicionando un nuevo te´rmino:
∆W
(+j)
i,PA = −
1
2
ην(PAi + PAk)Dj (12)
Donde ν es el factor de penalizacio´n. De esta manera si el valor medio de PA
entre los dos nodos unidos por una conexio´n es negativo, el peso de la misma
crece, mientras que si es positivo e´sta decrece. La idea se fundamenta en que
si el valor de un vo´xel cualquiera Iai de una imagen ponderada en un direccio´n
da es menor al valor del mismo vo´xel Ibi en una imagen ponderada en una
direccio´n db perpendicular a la primera, entonces este vo´xel refleja difusio´n en
la primera direccio´n da. En el caso contrario la difusio´n se refleja mayormente
en db. Finalmente la actualizacio´n de W , queda determinada por la combinacio´n
de las ecuaciones 8, 10 y 12:
W
(+j)
i = W
(+j)
i +∆W
(+j)
i +∆W
(−j)
k +∆W
(+j)
i,PA +∆W
(+j)
i,l2 (13)
3. Materiales y Me´todos
3.1. Fantomas digitales
Para probar la factibilidad y robustez de la arquitectura propuesta se desarro-
llaron fantomas digitales, cuya complejidad aumenta progresivamente. Buscando
imitar las caracter´ısticas microestructurales de la materia blanca, se simularon
DWI a partir de un modelo de fibras en el espacio (ver Figura 2) que representan
posibles disposiciones de las fibras nerviosas. Para ello se utilizo´ un complemento
de MITK Difussion llamado Fiberfox [15]. Esta herramienta permite controlar
los para´metros de la adquisicio´n de las DWI: cantidad de direcciones, ruido, arte-
factos de movimiento, resolucio´n de las ima´genes y los tiempos que caracterizan
a la secuencia de adquisicio´n.
Para testear el modelo se implementaron los siguientes fantomas de comple-
jidad creciente:
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1. Fibra u´nica en direccio´n x
2. Cruce perpendicular de dos fibras en las direcciones x y y
3. Cruce de dos fibras curvadas con trayectorias diferentes
Figura 2. Disposicio´n de las fibras en los fantomas disen˜ados para probar el modelo
propuesto. A) En rojo la fibra en direccio´n x del primer fantoma, en combinacio´n con
la fibra en direccio´n y en verde (segundo fantoma). B) Las dos fibras curvadas que se
cruzan, del tercer fantoma.
Se simularon volu´menes de 111111 vo´xeles, isome´tricos de 2mm3, ponderados
en 64 direcciones de difusio´n, no coplanares, con b = 1500 s/mm2, TR = 900ms
y TE = 100ms. Por simplicidad a la simulacio´n no se le agrego´ ningu´n tipo de
ruido.
3.2. Ajuste del modelo
Para favorecer el ajuste del modelo de red cristalina, la intensidad de las DWI
se escalo´ en el rango [0 : 1]. El ajuste se realizo´ mediante el cla´sico algoritmo de
descenso por el gradiente (ver seccio´n 2.2). Los tres hiperpara´metros del modelo
se optimizaron emp´ıricamente y finalmente se establecieron en η = 0,01, γ = 0,9
y ν = 2. Para realizar el ajuste se utilizaron los datos de las 64 direcciones de
difusio´n, en grupos de 10 volu´menes por e´poca, seleccionados al azar, e iterando
durante 10000 e´pocas.
La convergencia se superviso´ mediante la curva del error cuadra´tico medio
sobre todos los vo´xeles. Para controlar el funcionamiento de la regularizacio´n se
midio´ las suma cuadra´tica de todos los pesos de la red (W ). Y para supervisar
el desempen˜o de la PA se calculo´ la suma cuadra´tica de los pesos en las distintas
direcciones de la base cristalina (Wj). El desempen˜o final del modelo propuesto
se comparo´ con el de dos modelos usados ampliamente: DTI y cSD.
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Tanto el modelo, como los scripts de ajuste y las me´tricas de desempen˜o se
implementaron en Python, utilizando mo´dulos ba´sicos de operaciones matriciales
y manejo de ima´genes.
4. Resultados
En la Figura 3 puede apreciarse la convergencia adecuada de la de red cris-
talina, para cada uno de los fantomas (izquierda), y tambie´n el efecto de la
regularizacio´n l2 en la magnitud de los pesos (medio). A la derecha de la Figura
3 se muestra la suma diferencial de los pesos de las conexiones en cada una de las
direcciones de la base cristalina. Puede verse claramente que aquellas conexiones
que coinciden con las direcciones principales de fibras en el fantoma adquieren
mayor magnitud, mientras que las dema´s se anulan.
La Figura 4 compara la distribucio´n del error cuadra´tico medio en cada vo´xel
(residuos), para reconstruir la DWI original a partir del conjunto de 64 direccio-
nes de difusio´n. Debido la diferencia de escala en los residuos de los tres me´todos,
por razones de visualizacio´n, estos fueron escalados entre [0,1], para poder com-
parar cualitativamente su distribucio´n en el espacio de cada fantoma. Es evidente
que los tres modelos experimentan dificultades similares para reconstruir la in-
formacio´n original. Mientras que el modelo DTI se ve seriamente perjudicado en
los cruces de fibras (ver valor apuntado en la Figura 4.B.1), el modelo cSD y la
red cristalina pueden resolverlos de mejor manera, logrando errores similares.
Por ultimo´ en las Figuras 5 y 6 se puede apreciar las reconstrucciones tridi-
mensionales de los distintos modelos. En la Figuras 5 se ve una rebanada (slice)
del volumen de cada fantoma, al igual que en la figura anteriores. Para los tres
fantomas se aprecia que la red cristalina es capaz de recuperar la fibras, mientras
que los pesos de las neuronas ubicadas en vo´xeles isoto´picos (fuera de la fibra)
son pra´cticamente nulos.
En la Figura 6 se muestra una perspectiva completa del espacio, donde puede
apreciarse todos los vo´xeles que componen el volumen, de cada fantoma. Puede
verse (Figura 6.C) como la red cristalina recupera la estructura curvada de la
fibras involucradas en ese fantoma. Es claro que la red cristalina capta la aniso-
trop´ıa de fibras. Para el fantoma de fibra u´nica, el mas simple, la red incluso fue
capaz de recuperar la direccio´n preponderante, dado que las conexiones en dicha
direccio´n son mayores que en las dema´s (Figura 6.A). Sin embargo puede verse
en las ima´genes aumentadas (fila inferior de la Figura 6) que aquellas conexiones
que no coinciden con las direcciones principales de las fibras, lejos de ser nulas,
crecen, conectando vo´xeles vecinos y formando una entramado tridimensional.
Esto es muy claro para el fantoma de cruce perpendicular (Figura 6.B), donde se
ve buena conexio´n en las direccio´n de las fibras, pero tambie´n en otras direcciones
coplanares. Algo destacable es que adema´s de ser muy sensibles a la anisotopia,
estos entramados formadas por la red, tiene bordes muy bien definidos. Dado
que los pesos en las neuronas no tienen porque ser sime´tricos, a diferencia de
los modelos DTI o cSD, las neuronas orientan sus conexiones no nulas hacia los
vo´xeles vecinos que tambie´n forman parte de la fibra, pero no hacia aquellos
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vo´xeles aniso´tropicos en su vecindad. Esto u´ltimo puede observarse en la tercera
imagen aumentada del renglo´n inferior de la Figura 6.
Figura 3. Convergencia del modelo para cada uno de los fantomas: A) Fibra u´nica en
direccio´n x, B) Cruce perpendicular de dos fibras en las direcciones x y y y C) Cruce
de dos fibras curvadas con trayectorias diferentes. A la izquierda puede apreciarse el
descenso en el error cuadra´tico medio sobre todos los vo´xeles a lo largo de las e´pocas,
al medio se muestra la reduccio´n en la suma cuadra´tica media de la matriz W , a causa
de la regularizacio´n l2, y a la izquierda se puede ver la suma cuadra´tica de los pesos en
las distintas direcciones de la base cristalina B. Los colores y tipos de l´ınea codifican
las diferentes direcciones de la base cristalina (ver seccio´n 2.1).
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Figura 4. Distribucio´n del error cuadra´tico medio en cada vo´xel. Para conseguir una
buena visualizacio´n, el error fue escalado entre [0,1], de forma independiente para cada
ejemplo. Cada fila muestra una u´nica rebanada (slice z = 5) de un volumen. A) Fibra
u´nica en direccio´n x, B) Cruce perpendicular de dos fibras en las direcciones x y y
y C) Cruce de dos fibras curvadas con trayectorias diferentes. De izquierda a derecha
se muestran los modelo DTI, cSD y la red neuronal cristalina (RNC). Los vo´xeles
marcados en azul son los de ma´ximo error, y el valor apuntado es el error cuadra´tico
medio sin escalar (Para el panel C1, el vo´xel de ma´ximo error queda fuera del slice
z = 5, por lo que solo se apunta el valor sin escalar).
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Figura 5. Representacio´n tridimensional de los modelos de difusio´n (ver Figura 1).
Cada panel muestra en una u´nica rebanada (slice z = 5) de un volumen: A) Fibra
u´nica en direccio´n x, B) Cruce perpendicular de dos fibras en las direcciones x y y y
C) Cruce de dos fibras curvadas con trayectorias diferentes. En la primer columna (A1,
B1 y C1) puede verse el modelo DTI, en la segunda (A2, B2 y C2) el modelo cSD,
mientras que en la tercera (A3, B3 y C3) la red neuronal cristalina (RNC).
5. Discusio´n
Hasta aqu´ı se ha propuesto un nuevo modelo de difusio´n inspirado en las
redes neuronales artificiales, que extiende la arquitectura de las mismas propo-
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niendo un modelo de red cristalina 3D, generalizable a N dimensiones. Este nuevo
modelo se ha probado sobre fantomas digitales de complejidad creciente, donde
mostro´ ser capaz de recuperar la disposicio´n espacial de las fibras subyacentes.
En general, el modelo converge a soluciones concretas y en cierto punto co-
rrectas. Sin embargo no fue capaz de generar diferencias claras entre las conexio-
nes paralelas a las fibras (direcciones predominantes) y las que no. Por ejemplo
una solucio´n o´ptima hubiese sido que las conexiones paralelas a las fibras tu-
viesen al menos un orden de magnitud de diferencia con respecto al resto. Esta
limitacio´n pudo verse ma´s claramente en el caso de los cruces de fibras (Figura
6.B y Figura 6.C), donde la red cristalina no capturo´ las direcciones predomi-
nantes, sino que ajusto´ sus conexiones en la grilla casi uniformemente. Desde el
punto de vista de la reconstruccio´n de conexiones estructurales (tractograf´ıa),
esto representa una limitacio´n bastante grande, ya que si todas las conexiones
de un nodo (vo´xel) son iguales, entonces se podr´ıa interpretar a la difusio´n de
esa zona como isotro´pica, cuando en realidad no lo es.
Figura 6. Reconstruccio´n tridimensional de la red cristalina completa, en perspectiva.
A) fibra u´nica en direccio´n x, B) cruce perpendicular de dos fibras en las direcciones
x y y y C) cruce de dos fibras curvadas con trayectorias diferentes. La fila inferior
muestra una vista aumentada de la regio´n delimitada por lo recta´ngulos azules.
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El ana´lisis de los resultados, junto al de la informacio´n contenida en la DWI,
nos permitio´ concluir que el me´todo de ajuste propuesto es incapaz de distinguir
fibras entre si, ya que relaciona la intensidad entre los distintos vo´xeles de un
mismo volumen de la serie, por lo que favorece el crecimiento de conexiones
perpendiculares a la direcciones predominantes, generando as´ı un entramado,
o estructura reticular, que conecta todos los vo´xeles por lo cuales transcurren
las fibras subyacentes. Esta deficiencia se puede resolver repensando el me´todo
de ajuste del modelo. Una posible alternativa ser´ıa utilizar la informacio´n de
pares de volu´menes de la serie, ponderados en direcciones diferentes, predecir la
intensidad de la segunda en base a la primera, y finalmente aumentar o disminuir
Wj en la direccio´n de la segunda, en funcio´n del signo del error. Esta estrategia
tiene el potencial de sensibilizar el me´todo de ajuste para captar la diferencia
en los niveles de gris en las ima´genes, debidos al cambio en la direccio´n de
ponderacio´n de la DWI.
En cuanto a la regularizacio´n l2, e´sta tiende a preferir una convergencia uni-
forme de W , lo cual imposibilito´ que se generen direcciones preferenciales. Por
su parte la PA demostro´ ser muy eficaz sensibilizando los nodos que pertenecen
a la fibra y atenuando aquellos que no, pero inadecuada para estimular el creci-
miento de W en direcciones preferenciales. Una posibilidad para lograr esto ser´ıa
utilizar una regularizacio´n ela´stica (l1+l2) [16]. Esta regularizacio´n asegurar´ıa la
convergencia, mientras que permitir´ıa que se generen direcciones preferenciales.
Un punto destacable es que el modelo mostro´ capacidad para recuperar no
solo cruces, sino tambie´n curvas (ver Figura 6.C)). La red cristalina no esta´ res-
tringida a modelar la difusio´n como un feno´meno sime´trico, como los otros dos
con los que la comparamos en este articulo. Por lo tanto, la red puede captar di-
fusio´n en dos direcciones diferentes, sin que esto implique un cruce de fibras. Esta
es una ventaja con potencial para resolver algunas de las limitaciones planteadas
por Maier-Hein [11]. Espec´ıficamente, desde el punto de vista de su aplicacio´n
a las neurociencias, el modelo de redes presentado tienen un enorme potencial,
ya que es el primer framework computacional que podr´ıa combinar datos de
conectividad funcional y estructural en mu´ltiples niveles de organizacio´n, desde
una perspectiva regional a una global.
6. Conclusio´n
En el presente trabajo se ha desarrollado una arquitectura nueva de redes
neuronales que propone patrones de conexio´n entre las unidades semejantes a un
cristal. Esta arquitectura se disen˜o´ con el fin de procesar datos tridimensionales,
particularmente la difusio´n del agua en el cerebro a partir de DWI. Tambie´n se
ha construido un conjunto de fantomas digitales para poder validar el funciona-
miento de los modelos de difusio´n en un “ambiente” sencillo y controlado.
El ana´lisis e interpretacio´n de los resultados expuestos, permitio´ entender en
profundidad el comportamiento de la nueva arquitectura de redes tridimensional
propuesta y plantear mejoras para potenciar sus capacidades en el ana´lisis de
datos de DWI.
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