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Abstract
Echolocation in bats is a subject that has received much attention over the last few decades. Bat
echolocation calls have evolved over millions of years and can be regarded as well suited to the
task of active target-detection. In analysing the time-frequency structure of bat calls, it is hoped
that some insight can be gained into their capabilities and limitations.
Most analysis of calls is performed using non-parametric techniques such as the short time
Fourier transform. The resulting time-frequency distributions are often ambiguous, leading
to further uncertainty in any subsequent analysis which depends on the time-frequency dis-
tribution. There is thus a need to develop a method which allows improved time-frequency
characterisation of bat echolocation calls.
The aim of this work is to develop a parametric approach for signal analysis, specifically taking
into account the varied nature of bat echolocation calls in the signal model. A time-varying
harmonic signal model with a polynomial chirp basis is used to track the instantaneous fre-
quency components of the signal. The model is placed within a Bayesian context and a particle
filter is used to implement the filter. Marginalisation of parameters is considered, leading to
the development of a new marginalised particle filter (MPF) which is used to implement the
algorithm. Efficient reversible jump moves are formulated for estimation of the unknown (and
varying) number of frequency components and higher harmonics.
The algorithm is applied to the analysis of synthetic signals and the performance is compared
with an existing algorithm in the literature which relies on the Rao-Blackwellised particle filter
(RBPF) for online state estimation and a jump Markov system for estimation of the unknown
number of harmonic components. A comparison of the relative complexity of the RBPF and the
MPF is presented. Additionally, it is shown that the MPF-based algorithm performs no worse
than the RBPF, and in some cases, better, for the test signals considered. Comparisons are also
presented from various reversible jump sampling schemes for estimation of the time-varying
number of tones and harmonics.
The algorithm is subsequently applied to the analysis of bat echolocation calls to establish the
improvements obtained from the new algorithm. The calls considered are both amplitude and
frequency modulated and are of varying durations. The calls are analysed using polynomial
basis functions of different orders and the performance of these basis functions is compared.
Inharmonicity, which is deviation of overtones away from integer multiples of the fundamental
frequency, is examined in echolocation calls from several bat species. The results conclude
with an application of the algorithm to the analysis of calls from the feeding buzz, a sequence
of extremely short duration calls emitted at high pulse repetition frequency, where it is shown
that reasonable time-frequency characterisation can be achieved for these calls.
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Bats are of interest due to their almost exclusive use of sonar for navigation and hunting. They
are able to detect and capture prey, consisting mostly of insects, even while hunting in the
close vicinity of dense foliage. The echoes from insects are often buried under the echoes
from vegetation, which is referred to as clutter. Research on bats has covered such aspects as
echolocation call structure [1–5], ear construction and neural processing mechanisms (see Part
Two of [1]). It is analysis of call structure, however, that is of particular interest in this work.
Most analysis of bat echolocation calls relies on spectrogram-based analysis. The use of alter-
native techniques for call analysis, for example using the Wigner Ville distribution or other high
resolution spectrum analysis methods, is uncommon [6]. Kopsinis et al. [6] provide a compari-
son of different time-varying frequency estimation techniques and illustrate their application to
bat echolocation calls.
Previous studies have predominantly relied on qualitative comparisons between calls, in part
due to the difficulty in arriving at a quantitative description of the calls. The aim of the work
undertaken here is to provide a means to facilitate quantitative descriptions of echolocation
calls. This is achieved through estimation of the time-varying frequencies which constitute the
call. Availability of the time-frequency structure of the calls can provide a stepping stone to
further analysis.
The following section summarises the motivation for the approach adopted here. This is fol-
lowed by an overview of the layout of the rest of this thesis.
1.1 Motivation for the Approach
Analysis of bat echolocation calls can be performed using a variety of non-parametric time-
frequency estimation methods. The resulting time-frequency distributions can sometimes be
ambiguous, and furthermore, it is necessary to further process these distributions to extract the
time-varying frequencies associated with the call, making such an approach less than ideal.
1
Introduction
Parametric approaches to the time-frequency estimation problem can incorporate prior knowl-
edge of the signal structure within a model. When dealing with bat echolocation calls, it can be
difficult to fit a model to the entire call and subsequently estimate the parameters. An alterna-
tive approach is to sequentially estimate the call frequencies using short segments of the call.
A time-varying sinusoidal model provides a means of modelling signal structure as it evolves
over time. However, the sinusoidal model is unsuitable for the analysis of frequency modulated
signals and bat echolocation calls can possess high degrees of frequency modulation.
The approach adopted here is to use a harmonic model with a polynomial chirp basis, thus
allowing characterisation of frequency modulation within the signal. The harmonic observation
model is highly non-linear which presents a difficult parameter estimation exercise. When
considered within a sequential context, however, this problem can be solved using particle
filtering methods.
When the harmonic model is used in a batch offline scenario, it can be shown that it is possible
to marginalise parameters from the posterior distribution which simplifies the estimation prob-
lem. In this thesis it will be shown that this marginalisation technique can be extended to the
particle filter framework and provides an alternative to the well established Rao-Blackwellised
particle filter (RBPF).
In order to deal with the time-varying number of harmonics present in echolocation calls, a
reversible jump sampler can be used. Reversible jump samplers have been developed elsewhere
for determining an unknown number of tones and/or harmonics in a signal. When used in
a sequential framework, the reversible jump sampler results in a large computational burden.
Consequently, efficient reversible jump schemes are developed in this work which do not reduce
the quality of the resulting frequency estimates.
Using the algorithms developed herein, analysis of bat echolocation calls is considered and
improvements from the methods developed here are illustrated.
1.2 Thesis Layout
Chapter 2 serves to introduce the topic of time-frequency analysis. Beginning with a discussion
on the concept of instantaneous frequency, the chapter goes on to discuss various parametric and
non-parametric methods which have been developed for time-frequency analysis. In particular,
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significant attention is devoted to a discussion of the short time Fourier transform (STFT), the
Wigner distribution, as well as the implication of limited time-frequency resolution as governed
by the Heisenberg-Gabor uncertainty principle.
The second chapter concludes with an overview of bat echolocation calls. The aim is to stress
the variability and ambiguity associated with these calls, which in turn provides the motivation
and justification for the assumptions and methods developed for call analysis in this thesis.
Chapter 3 continues with the discussion of time-frequency analysis, but is restricted to those
methods which are based on sequential Monte Carlo (SMC) methods. To this end, the chap-
ter begins with a discussion of particle filtering methods. The chapter also introduces pa-
rameter marginalisation as achieved using the RBPF, as well as describing the jump Markov
system (JMS) and reversible jump MCMC (RJMCMC) methods for estimating an unknown
model order. The chapter also considers analysis of bat echolocation calls to illustrate the
shortcomings of some of the approaches listed.
Chapter 4 introduces the signal model which will be used in the subsequent analysis. The signal
model draws on harmonic models described in various existing literature. These models are
usually adapted to various specific situations, and the model described in the chapter serves to
bring these variations together through a general model. Also considered here is marginalisation
of model parameters which finds application in the subsquently derived marginalised particle
filter (MPF).
Chapter 5 develops a new algorithm for sequential state estimation called the MPF which is
subsequently applied to the problem of sequential frequency estimation. The chapter compares
the MPF, as well as the sequential frequency estimation algorithm, with existing methods to
illustrate its benefits.
The estimation algorithm developed in Chapter 5 relies on the use of reversible jump moves to
detect the number of frequency components, resulting in an algorithm with high computational
complexity. Chapter 6 considers alternative reversible jump schemes to reduce the complexity
of the algorithm without sacrificing the efficacy of the moves. A simplifying assumption is
made in the model to develop new computationally less demanding schemes.
Analysis of bat echolocation calls is considered in Chapter 7. The chapter examines the impact
of using different orders of the polynomial basis during analysis of calls. Additionally, the
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presence of inharmonicity in bat calls from several different species is examined. The chapter
concludes with an analysis of calls from the feeding buzz of an echolocation call sequence.
Hyper-parameter tuning is discussed to improve the quality of the frequency estimates obtained
from the algorithm.
The concluding chapter of this work examines the achievements of the work as well as its
limitations. Further research which builds on the work carried out here is considered to improve





As described in the previous chapter, the aim of this work is to analyse the time-frequency struc-
ture of bat echolocation calls. Before looking at bat echolocation calls themselves, this chapter
summarises various parametric and non-parametric methods for time-frequency analysis. The
advantage of using non-parametric methods is that very few assumptions are made about the
signal of interest. Application of any method will always provide a result, however, it is up to
the user to apply the method in a consistent and sensible manner so that the result is meaning-
ful. As such, non-parametric methods can often be used to gain insight into the structure of the
signal, subsequently leading to the design and refinement of a parametric signal model [7, 8].
The subject of interest being the time-varying frequency content of a signal, the following sec-
tion introduces the subject of the instantaneous frequency (IF) and its implications for mono-
and multi-component signals. Following this discussion, non-parametric linear and bilinear
time-frequency distributions are examined. While these various time-frequency distributions
provide a visual representation of the time-varying spectrum, determination of precise fre-
quency components in the signal requires post-processing of these representations.
As an alternative, parametric approaches to time-frequency analysis can be adopted. Using
these methods, a direct estimate of the (time-varying) frequency content can be obtained, thus
removing the need for any form of post-processing. Some parametric methods are covered in
the concluding section of this chapter, while the following chapter deals with sequential Monte
Carlo (SMC) based methods for time-frequency analysis. As a specific case of parametric
time-frequency analysis, the section on parametric approaches concludes with an examination
of chirp parameter estimation. In some cases, the structure of the chirp is known beforehand,
and the parameters of the signal can be estimated via the chirp parameters.
The chapter concludes with an introduction to bat echolocation calls. The section describes
trends which are seen in call variation as well as describes various chirp models which have
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been used for fitting the calls. The methods described in this chapter can be used to learn about
the structure of echolocation calls. However, as discussed later in this chapter, there are certain
limitations associated with these methods in their analysis of echolocation calls. Consequently,
a new SMC approach is developed in Chapter 5 for this purpose.
2.1 The Concept of Instantaneous Frequency
Before discussing methods for time-frequency analysis in the following sections, the topic of
instantaneous frequency (IF) is addressed. The term IF is often used ambiguously or incorrectly
and the aim of this section is to clarify what exactly is meant by instantaneous frequency.
The IF [7, 9–11] of a signal is of interest in many signal analysis applications, for example,
in seismic, radar and biomedical processing. The IF of signals in these cases may provide
information regarding the target of interest, for example, in terms of structure of rocks or target
velocity (as a Doppler shift in the radar return). In the case of echolocation calls, the IF relates
to the signal structure and can be used to analyse the time-frequency structure of calls.
Consider a monocomponent signal, i.e., a signal with only a single frequency component. For
such a monocomponent signal, the IF is a physically meaningful quantity, corresponding to the
time-varying location of the signal’s spectral peak. Under such circumstances, the IF may be
understood as the “frequency of a sine wave which locally fits the signal under analysis” [9].
When dealing with multicomponent signals, however, the IF does not reflect the spectral content
of the signal and can, in certain cases, be negative or consist of frequencies which do not occur
in the spectrum [7, 9, 12]. In such cases, the IF of each component may be of interest, rather
than the IF of the signal as a whole.
The IF at any point in time may be defined as the derivative of the phase of the signal at that
time, such that its average over time yields the average frequency of the signal [7]. Consider a
real signal of the form:
s(t) = a(t) cos [φ(t)] (2.1)
where a(t) and φ(t) represent the time-varying amplitude and phase of the signal s(t). For such









In the case of a complex signal of the form:
z(t) = sr(t) + jsi(t) = a(t)e
jφ(t) (2.3)
where sr(t) and si(t) represent the real and imaginary parts of the signal. The magnitude,


















If the IF is defined as the derivative of the phase, the above definition implies that the IF of a
real signal is zero, in apparent contrast to the definition of equation (2.2), a notion pointed out
as absurd by Cohen [7]. In order to reconcile these two definitions, the real signal is rewritten
in complex form such that the amplitude and phase are preserved. The analytic signal offers
one means of representing the real signal as its complex counterpart (another method being the
quadrature method; see [7] for a discussion). Apart from resolving the apparent differences
between the two definitions for the IF, there are other advantages to converting a real signal to
its analytic signal counterpart [7].
Consider the Fourier transform pairs s(t) ⇋ S(ω). For a real signal, the spectrum is symmetric
about the origin and satisfies the condition S(−ω) = S⋆(ω). Consequently, an estimate of
the average frequency of such a signal, computed as the weighted average of the spectrum,
is always zero. Further, the standard deviation of the frequency will be approximately the
spread between the spectral components on either side of the origin. These misleading estimates
may be circumvented by only considering the spectrum in the range [0,∞]. Alternatively, it
is possible to redefine the signal such that the spectrum remains unchanged for the positive
frequencies, but it has no negative frequencies and the frequency averages can be computed






















2.1.1 The Analytic Signal
The analytic signal, as mentioned in the previous section, provides an equivalent representation
of a real signal in complex form while preserving the amplitude and phase of the real signal.
The analytic signal is written as [7, 9]:
A[s(t)] = z(t) = s(t) +H[s(t)] = a(t)ejφ(t) (2.7)
where s(t) denotes the real signal and H[s(t)] denotes the Hilbert transform operator on the







where p.v. denotes the Cauchy principal value of the integral.
The result of the analytic signal procedure can be interpreted as placing the low frequency
content of the signal in the amplitude modulated term a(t), while placing the high frequency
content in the phase modulated term ejφ(t) [7].
Cohen [7] notes that there are certain paradoxes in defining the IF as the derivative of the phase
of the analytic signal. There is also the additional issue of whether this definition of the IF
represents anything meaningful and Cohen lists the following issues as being counter-intuitive
to the above definition of the IF [7]:
1. The IF may not be one of the frequencies present in the spectrum of the signal. Consider
a signal consisting of a line spectrum with a few well defined frequencies. The IF of such
a signal may be both continuous, as well as range over an infinite number of values.
2. The spectrum of the analytic signal is defined as non-negative, however, the IF of the
analytic signal may go negative.
3. The IF may go outside of the bandwidth of a bandlimited signal.
4. The IF indicates the frequency of a signal at a particular instant of time, and, as such,
should not depend on past or future behaviour of the signal. However, construction of
the analytic signal requires knowledge of the signal for all time since the integral in the
Hilbert transform is carried out over [−∞,+∞].
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Cohen also notes that some of these issues are resolved by considering the IF as a conditional
mean frequency, which is the average frequency of the signal at each time instant [7,11,13,14].
2.1.2 The Uncertainty Principle
The Heisenberg-Gabor uncertainty principle (or simply, the uncertainty principle) [7, 8] places
a fundamental limitation on the estimation of time-frequency distributions. It states that it
is impossible to obtain arbitrarily fine resolution simultaneously in terms of both time and
frequency. In the words of Skolnik [15]:
“It states the well-known mathematical fact that a narrow waveform yields a
wide spectrum and a wide waveform yields a narrow spectrum and both the time
waveform and frequency spectrum cannot be made arbitrarily small simultane-
ously.”
Mathematically, the uncertainty principle can be expressed as follows. Consider the Fourier
transform pairs s(t) ⇋ S(ω). If the energy density of the signal is defined as |s(t)|2, where | · |
denotes the magnitude, the duration of the signal is defined as [7]:
T 2 = σ2t =
∫
(t− 〈t〉)2|s(t)|2dt (2.9)








and 〈t〉 denotes the mean time of the signal. Similarly, the energy density spectrum is given by
|S(ω)|2 and the (root mean square) bandwidth is denoted by:
B2 = σ2ω =
∫
(ω − 〈ω〉)2|S(ω)|2dω (2.13)










and 〈ω〉 denotes the average frequency.
The average time and frequency denote the concentration of the signal in the time and frequency
distributions respectively while the variance on these values, denoted by T 2 and B2, indicates
the spread around the mean. Consequently, T 2 and B2 are measures of the signal’s duration
and bandwidth respectively [7].
Using the above definitions, the uncertainty principle can be written as [7]:
TB = ∆t∆ω ≥ 1
2
(2.17)
where∆t = T and ∆ω = B.
Thus, as described by Cohen [7], if the density of the signal in time is given by |s(t)|2 and the
frequency density is |S(ω)|2, then both distributions cannot be made narrow simultaneously.
If the time density is made narrow, this results in a broad frequency density (and vice versa)
which is reflected by the relation between the terms T and B in equation (2.17).
2.1.3 Time-Frequency Distributions
Before addressing the various means of calculating joint time-frequency distributions, some
properties of time-frequency distributions are discussed here.
Let a joint time-frequency density be denoted by P (t, ω) at time t and frequency ω. The energy
density and the energy density spectrum are obtained from the joint density as marginals [7,8]:
P (t) =
∫
P (t, ω) dω = |s(t)|2 (2.18)
P (ω) =
∫
P (t, ω) dt = |S(ω)|2 (2.19)
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and the total energy is given by:
E =
∫∫





It is possible for a joint time-frequency distribution to satisfy the total energy requirement
of equation (2.19) without satisfying the marginals in equations (2.18) and (2.19), the total
energy requirement being a weak one [7]. The short time Fourier transform (STFT) is one
time-frequency distribution that does not satisfy the marginals, however, it is able to produce a
reasonably good time-frequency representation.
2.2 Non-Parametric Time-Frequency Analysis
The previous section discussed the concept of instantaneous frequency as well as introduced
the analytic signal which ensures that the spectrum contains no negative frequencies. This sec-
tion introduces non-parametric time-frequency analysis methods and examines their properties.
These methods can be used to generate time-frequency distributions which offer a means of
estimating the time-varying spectrum and IF of a signal.
Non-parametric methods seek to decompose the signal onto a maximal set of elementary basis
functions. The projection of the signal on to each function is a measure of the contribution of
that basis in the decomposition. A decomposition of such a form can be used to generate a
distribution indicating the spectrum of the signal. The Fourier transform, for example, uses a
set of sinusoids as the basis and the projection of the signal on to each sinusoid is a measure of
that frequency in the signal as obtained from the squared magnitude of the Fourier coefficients.
This section provides a summary of time-frequency analysis using the STFT, wavelets, and
concludes with a discussion of the Wigner distributions and other bilinear time-frequency dis-
tributions. Following this, Section 2.3 examines parametric approaches to time-frequency es-
timation using online state estimation, time-varying autoregressive (TVAR) methods and chirp
estimation.
2.2.1 Short Time Fourier Transform
The STFT [7,8,16] offers a means to extend the Fourier transform to the study of time-varying
signals. This is performed by breaking the signal into short segments and applying the Fourier
11
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transform to each segment to determine its frequency spectrum.
The STFT uses a window to localise the signal in time. Mathematically, for a signal s(t) and a
window h(t) the localised signal is obtained as [7]:
st(τ) = s(τ)h(τ − t). (2.21)






and the STFT spectrogram of the signal is then given by |St(ω)|2.
The window h(t) must be chosen such that it possesses finite support in the time domain.
Additionally, the above formulation does not discriminate between the window and the signal
which can be interchanged without any consequence. Thus, as noted by Cohen [7], one has to
be “careful that we are not using the signal to study the window”. The window may be chosen
to highlight certain properties of the signal. For example, a rectangular window has poor side-
lobe suppression, so that it will not be possible to distinguish multiple closely spaced frequency
components which appear within the side-lobes of a stronger frequency component.
Changing the width of the window can be used to obtain better localisation of signal charac-
teristics in either the time or the frequency domain. A short window is able to better localise
characteristics in the time domain. In particular, as the window is narrowed such that it becomes
the delta function, h(t) → δ(t), the estimated average frequency approaches the derivative of
the phase of the signal, or the IF, 〈ω〉 → dφ(t)
dt
[7]. However, as the window narrows, the
standard deviation, σω|t, of the instantaneous frequency estimate at time t broadens, and as the
estimate approaches the true IF, it becomes impossible to accurately measure it [7]:
σω|t → ∞ as h(t) → δ(t). (2.23)
The use of shorter segments leads to better localisation of the signal characteristics in time,
however, as the segments get shorter, the STFT spectrum loses meaning at some point, bearing
no relation to the spectrum of the original signal [7] due to the increase in variance. This limita-
tion is frequently referred to as the time-frequency resolution trade-off. Despite this limitation,
the STFT provides good time-frequency representations for many signals, although, it may not
12
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always provide the clearest representation [7].
As mentioned earlier, the STFT does not satisfy the marginals of equations (2.18) and (2.19).
Consider the Fourier transform pairs of the signal, s(t) ⇋ S(ω), and the window h(t) ⇋
H(ω):
s(t) = A(t)ejφ(t) ⇋ B(ω)ejψ(ω) = S(ω) (2.24)
h(t) = Ah(t)e
jφh(t) ⇋ Bh(ω)e
jψH (ω) = H(ω). (2.25)







A2(τ)A2h(τ − t)dτ. (2.26)
Similarly, the frequency marginal is obtained as an integral over time:
P (ω) =
∫
B2(ω′)B2h(ω − ω′)dω′. (2.27)
The marginals evaluated above do not satisfy the correct marginals given in equations (2.18)
and (2.19) [7]:
P (t) 6= A2(t) = |s(t)|2 (2.28)
P (ω) 6= B2(ω) = |S(ω)|2 . (2.29)
The average frequency 〈ω〉 given by equation (2.15) cannot be calculated from the STFT since
|S(ω)|2 cannot be evaluated as a marginal of the joint time-frequency distribution. Cohen notes
that in calculating the STFT, the energy distributions of the signal and the window get scram-
bled together, such that the average frequency cannot be measured accurately, although it may
be possible to make a good approximation in some cases [7]. Section 2.2.3 will discuss time-




2.2.1.1 Local Polynomial Approximations
The underlying assumption in using the STFT is that a sinusoidal basis provides an accurate
decomposition of the signal. If the signals being analysed are non-stationary within the window,
the resulting spectrogram may be misleading. Non-stationary, for example, may denote the
presence of frequency or amplitude modulation of the signal which is not taken into account in
the model assumptions.
Modifications to the STFT have been suggested which rely on characterising the local frequency
content using a polynomial basis rather than a constant frequency basis [17–19]. Such an
approach can be seen as modelling the non-stationarity present within the window to achieve
a better time-frequency representation. Using a local polynomial frequency approximation
however, can be computationally expensive.
Flandrin [16] provides an overview of chirp analysis methods using modifications to the Fourier
transform as well as wavelet decompositions. Bretthorst [17] and Jaynes [18] define a chir-
pogram which is the Fourier transform calculated over the frequency and chirp rate parameter
pair. This is extended further by Katkovnik [19] to use an arbitrary mth order polynomial for
the basis giving rise to the local polynomial Fourier transform (LPFT) and the local polynomial




e−jθ(τ,ω̃)st(τ)dτ, ω̃ = [ω1, . . . , ωm]
T ∈ Rm (2.30a)
θ(τ, ω̃) = τω1 +
τ2
2




where ω̃ represents the coefficients of the mth order polynomial, and θ(τ, ω̃) is a function of
the time position in the window τ and ω̃ such that e−jθ(τ,ω̃) forms a complex polynomial chirp.
Using the LPFT, the LPP is defined as |St(ω̃)|2.
2.2.1.2 Reassigned Spectrogram
The reassignment method [8, 20] is a means of improving the quality of the STFT. The re-
assignment method has been generalised to any bilinear time-frequency representation in [20]




The reassignment method as applied to the spectrogram works by analysing the phase term
in the spectrogram and “reassigns energy away from [the] sampling lattice point (t, ω) to the













whereR(·) and I(·) respectively denote the real and imaginary part of their arguments. STFTh
indicates evaluation of the STFT using the window h as described by equation (2.22). STFTth






and STFTdh denotes the use of a window weighted by the time-derivative of the window.
Weighting by the time-derivative of the window is equivalent to weighting the Fourier transform













e−jνtS(ν)H(ν − ω)dν (2.34)
(2.35)
Thus, the contribution from the term St(ω) is reassigned to the location (t̂, ω̂), and the resulting
energy at the point (t̂, ω̂) is obtained as the sum of all contributions which are reassigned to that
point.
Through this process, the spread of the components in the STFT is reduced, and the components
can be highly localised in the time-frequency plane. Reassigned spectrograms have been used,
for example, for musical transcription in [22] and to analyse gravitational waves at low signal
to noise ratio (SNR) in [24] where Duvaut et al. showed that the reassignment method works




Wavelets [8,25–27] offer an alternative means for studying non-stationary signals through time-
scale analysis. Wavelet analysis relies on a decomposition of the signal on to a set of zero-mean
basis functions which are localised in both time and frequency. The wavelets are derived from
translations and dilations of the mother wavelet, allowing analysis of the signal at different
instants and on different scales. The dilations result in altering the frequency spread of the
wavelet, while the zero-mean property ensures that the frequency position is not affected [26].
Wavelets thus examine large scale features over longer durations of time and small scale fea-
tures over short durations of time. Since large scale features are estimated over longer time
periods, the resulting scalogram is not evaluated over a rectangular grid structure as in the case
of the STFT, but over a dyadic mesh [8].
Wavelets are mentioned here as an alternative to the STFT, however, their properties and ap-
plication are not considered. The following section expands on time-frequency distributions
by introducing bilinear time-frequency distributions, and, in particular, examining the Wigner
distribution and its properties.
2.2.3 Bilinear Time-Frequency Distributions



















where s⋆(t) denotes the complex conjugate and φ(θ, τ) is a two dimensional function called
the kernel. These bilinear distributions, are called so due to the presence of the signal twice in
the calculation as s⋆(u− 12τ)s(u+ 12τ).
In this section, the Wigner distribution is discussed in detail. The limitations and drawbacks
of the Wigner distribution have lead to the development of other distributions which are sum-
marised in the conclusion of this section.
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Setting the kernel, φ(θ, τ) in equation (2.36) to 1 results in the Wigner distribution:



































Although the Wigner distribution is shown here to belong to the class of time-frequency dis-
tributions given by equation (2.36), it was the Wigner distribution that was derived first, with
the general class of time-frequency distributions derived later. The Wigner distribution is par-
ticularly important in that while improving upon certain aspects of the STFT, it is also saddled
with its own limitations. Other time-frequency distributions were developed with the intent of
improving upon the Wigner distribution.
Two important drawbacks are associated with the Wigner distributions. The first is its non-
positivity. A bilinear distribution that satisfies the marginals cannot be positive throughout the
time-frequency plane, and thus, the Wigner distribution always goes negative in some region
[7]. While one exception to this occurs when dealing a zero signal s(t) = 0, for most signals
of interest, the Wigner distribution may be expected to go negative.
The other drawback of the Wigner distribution is its inability to deal with multicomponent
signals. For a multicomponent signal, the Wigner distribution places values in between the
components in the time-frequency plane, giving rise to what are referred to as cross terms [7,8].
Consider a signal of the form:
s(t) = s1(t) + s2(t) (2.39)
The Wigner distribution of this multicomponent signal is obtained as [7]:




















and R{W12(t, ω)} represents the real part of the complex term.
Thus, the Wigner distribution of the sum of two signals is not merely the sum of their respective
Wigner distributions, but also includes a cross term, or interference term [7], which appears
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between the distributions described by W11(t, ω) and W22(t, ω) in the time-frequency plane.
The presence of interference terms in the time-frequency distribution limits the usability of the
Wigner distribution for analysis of multicomponent signals.
In addition to the above issues, the Wigner distribution is also highly non-local [7]. For exam-
ple, noise which may be present in only one part of the signal affects the entire time-frequency
distribution since all values from the past and future of the signal contribute to the distribution
at time t. Thus, noise which appears in only one part of the signal will contribute even at other
parts where there is no noise, resulting in a noisy time-frequency distribution.
The expression for the Wigner distribution in equation (2.37) requires an integration over all
time, [−∞,+∞]. In practice, performing the integration over these limits may not be possible,
nor is this desirable, as it can lead to a noisy representation as discussed previously. These
limitations lead to the pseudo Wigner distribution, which seeks to make the distribution more
local, while also mitigating the effect of cross terms in the distribution.
The pseudo Wigner distribution achieves this by introducing a windowing operation into the
representation which emphasises the signal around the time of interest, while suppressing it

















While the windowing operation serves to make the distribution more local, as well as suppresses
the cross terms, it also destroys certain properties of the Wigner distributions. For example, the
time and frequency marginals in equations (2.18) and (2.19) do not hold for the pseudo Wigner
distribution [7].
One of the main reasons for modifying the Wigner distribution has been to achieve a positive
distribution. It is possible to smooth the Wigner distribution by convolving it with a suitable
smoothing function. As such, it is possible to convert the Wigner distribution into the STFT by
convolving, in both time and frequency, the Wigner distribution of the signal with the Wigner
distribution of a window. In fact, for all time-frequency distributions which can be written in
the form of equation (2.36), each distribution can be viewed as smoothed versions of any other
distribution. Wigner showed that it is not possible for a bilinear distribution to be positive and
still satisfy the time and frequency marginals. It is possible to generate positive distributions
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which satisfy the marginals, however, these distributions are not bilinear.
Another reason for modifying the Wigner distribution is to reduce the presence of cross terms
in the distribution. Time-frequency distributions with reduced interference or cross terms can
be created by careful selection of the kernel. The condition on the kernel to minimise the cross
terms is [7]:
φ(θ, τ) ≪ 1, for θ · τ ≫ 0 (2.43)
which implies that the kernel is localised about the axes of θ and τ . For the Wigner distribution,
the kernel is uniform in the time-frequency plane, φ(θ, τ) = 1,∀θ, τ and thus suffers from
cross terms. In contrast, the STFT kernel depends on the choice of window and thus sometimes
exhibits good behaviour with regards to the cross terms.
Time-frequency distributions are a tool to examine the time-varying spectrum of a signal. They
do not, however, make assumptions about the signal structure. In applying a particular decom-
position, it is assumed that the decomposition is suitable and meaningful. The following section
examines various parametric time-frequency analysis methods. These methods rely on the use
of a suitable model and are likely to yield misleading results for cases when the signal does not
reasonably match the model used.
2.3 Parametric Time-Frequency Analysis
Non-parametric time-frequency analysis relies on a decomposition of the signal onto a maximal
set of basis functions. In contrast, parametric methods attempt to account for the manner in
which the signal is constructed by using a signal model. Rather than providing a time-frequency
distribution over all possible frequencies, they attempt to identify only those locations in the
time-frequency plane which correspond to frequencies in the signal.
Parametric methods are useful when it is possible to provide a suitable model for the signal.
Using such a model, it is possible to characterise a signal using a small number of parameters.
In the context of time-frequency analysis, the parameter of interest could be the instantaneous
frequency of a signal.
This section examines several methods for parametric estimation of the instantaneous frequency
and/or spectrum of a signal. The methods may be online, using the Kalman filter or SMC
methods for example, or batch methods. In the case of batch methods, the model needs to
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account for the long-term evolution of the signal, and knowledge of the signal’s modulation
pattern is necessary.
Since these methods rely on the use of a signal model, it is essential that the model and the
observation should be in agreement to some extent. For example, a harmonic model says noth-
ing about an impulse type signal. The applicability of parametric methods to a particular signal
thus depends on both the signal as well as the signal model.
The following discussion first examines batch approaches to time-frequency analysis before
considering the online case.
2.3.1 Batch Offline Methods for Frequency and Time-Frequency Estimation
A parametric approach to time-frequency estimation can be adopted in cases where the underly-
ing frequency and amplitude modulation can be modelled. Batch offline methods, in particular,
find widespread application to frequency analysis of stationary signals. Their extension to non-
stationary signals requires knowledge of the signal structure. As a result, while this makes them
powerful tools for signal analysis, they may not be widely applicable. This section focuses on
a few Bayesian solutions to the problem of spectrum analysis. Chapters 4 and 5 build on these
methods and extend their application to non-stationary signals.
A Bayesian approach to spectral analysis of a stationary signal has been illustrated by Bretthorst
[17], as well as Andrieu et al. [28,29]. In both cases, the observed signal was assumed to consist
of the sum of unmodulated tones, such that the main parameter of interest is the frequencies
of the constituent tones. Additionally, the approach adopted in both methods is to marginalise
parameters which are deemed unnecessary. Parameter marginalisation refers to the process of
integrating the distribution of interest over a set of nuisance parameters, or parameters which
are otherwise not of interest.
As a consequence of the marginalisation process, however, the resulting posterior distribution
over the frequency parameters is a multidimensional Student’s t-distribution [17] and it is not
possible to sample directly from this posterior distribution. The solution adopted by Andrieu
et al. is to use Monte Carlo methods to generate samples from the posterior distribution and
arrive at an estimate of the model parameters.
In the method proposed by Andrieu et al. [28, 29], the parameters of interest are defined as the
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number of tones, their frequencies and amplitudes, as well as the observation noise variance.
The amplitudes and noise variance parameters are marginalised from the posterior distribution
resulting in a lower dimension state space. However, as mentioned above, this posterior distri-
bution cannot be directly sampled from. In order to circumvent this, the authors use a reversible
jump MCMC (RJMCMC) method to estimate the parameter state. The RJMCMC method, dis-
cussed in greater detail in the following chapters, is a sampler which allows comparison of
states which possess different dimensions. In this estimation problem, states which possess
a different number of tones are themselves of different dimensions, and thus, the RJMCMC
sampler provides a means of comparing these states.
At each iteration, the reversible jump sampler attempts to improve, on average, the current
estimate of the state parameters. This is done through a set of birth, death and update moves.
The birth and death moves involve addition and deletion of a tone respectively, to and from
the current state. The update move merely updates the values of the current model parameters
through a set of conditional distributions. The reversible jump move then accepts the new
proposed state according to an acceptance probability.
By associating the acceptance of a new state with a certain probability, the algorithm ignores
new proposals which are associated with low likelihoods which get rejected due to a low prob-
ability of acceptance. At the same time, the algorithm is still capable of accepting states which
are less likely, thus reducing the risk of local minima/maxima traps. By iterating these moves
until convergence is achieved, the sampler is able to estimate the parameter state.
An overview of the reversible jump sampler is given in Section 3.3.2. A detailed explanation of
the method and its applications are available in [29–36] as well as Sections 5.3, 6.1.1 and 6.1.2
where it is applied to estimate the number of tones and harmonics in a signal.
An extension of the method developed by Andrieu et al. to general frequency modulated signals
was carried out by Copsey et al. [33]. In their method, the signal yt, at time t, is modelled as




a(j) cos(ω(j)t+ φ(j) +m(t,b)) + et (2.44)
where a(j) and ω(j) denote the amplitude and frequency of the jth tone, φ(j) is the initial phase
of the jth tone, b is the vector of parameters describing a known frequency modulation law
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m(t,b), and the observation noise is white Gaussian, et ∼ N (0, σ2(e)) with variance σ2(e).
Copsey et al. use the specific example of sinusoidal frequency modulation with known mod-
ulation amplitude, but unknown modulation frequency. The authors note, however, that it is
straightforward to extend the algorithm to other modulation schemes, provided a parameterised
function is available for the modulation law.
As in the case of the method described by Andrieu et al., uninformative priors are assumed for
the model parameters and the use of conjugate priors permits marginalisation of the amplitude
and phase terms as well as the observation noise variance σ2(e) from the posterior distribution.
When a conjugate prior is used, the posterior distribution belongs to the same family as the
prior distribution [37]. It is possible to take advantage of this when performing marginalisation
by selecting prior distributions which may be integrated without difficulty.
The algorithm developed by Andrieu et al. then consists of using the reversible jump sampler to
sample from the different dimension spaces, the different dimensions corresponding to different
model orders or number of tones in the signal.
The application of Bayesian methods has been taken further in the analysis of polyphonic tones
by Davy et al. [38]. The authors use a model based on Gabor atoms to represent the signal.
The model accounts for a variable number of tones and harmonics, as well as allowing for
inharmonicity, where the harmonics deviate from exact integer multiples of the fundamental
frequency. The analysis, however, relies on segmentation of the data, such that the pitch of
the signal does not change in each segment; each segment could, for example, correspond to
individual chords in a piece of music.
Davy et al. , similar to the method described by Andrieu et al. [29], utilise a RJMCMC frame-
work to determine both the number of tones as well as harmonics present in the signal. In
addition to the normal birth and death moves, they also introduce multiply and divide moves
which respectively double and halve the frequency of the fundamental tone. These moves are
necessary to deal with ambiguities which may otherwise arise in the estimation procedure and
are described in detail in Section 5.3.
The methods discussed here assume that knowledge of the signal structure is available a priori.
For example, Copsey et al. assume that the frequency modulation law is known beforehand and
the amplitudes of the tones are constant throughout. Such constraints limit the application of
these methods to cases where the signal structure is known. In contrast, the methods cannot be
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used to study the time-frequency characteristics of new and unknown signals. For such signals,
sequential estimation techniques may fare better since the implicit assumption is that the signal
is non-stationary and the aim is to track the time-varying frequency or spectrum of the signal.
The following section looks at several online methods for time-varying frequency estimation.
2.3.2 Sequential Spectral Estimation
Online or sequential spectral estimation is necessary when dealing with non-stationary signals.
The time-frequency structure of these signals may be unknown, for example as in speech or
music signals where the sequence of words or notes is not known a priori.
One method of estimating the spectrum of a signal is to model the signal as an autoregressive
(AR) process [39]. In an AR model, the observed sample y(t), at discrete time t, is modelled




a(k)yt−k + et (2.45)
where a = [a(1), . . . , a(P )]T represents the AR coefficients, and et is zero-mean white Gaussian
observation noise with variance σ2(e). In the above formulation, the signal is assumed stationary.
The aim is to determine the AR coefficients, which define the spectral density of the signal and
this can be achieved, for example, by solving the Yule-Walker equations.
The AR model is often used in modelling speech signals, which are inherently non-stationary.
The above AR model can be used for non-stationary signal analysis by segmenting the signal,
such that each segment is approximately stationary. This is the approach followed in [40,
41] where an all-pole model of fixed order is used to approximate the spectrum of sequential
segments of a speech signal. Each segment is treated independently, and the AR coefficients of
each frame can be computed without considering the other frames.
A more elegant solution, however, is to specify a time-varying model for the AR coefficients.
Such an approach is adopted, for example, by Schnell and Lacroix in [42]. The authors segment
the signal into P non-overlapping frames, but ensure continuity rather than independence across
subsequent frames. A time-varying autoregressive (TVAR) model is used such that the AR
coefficients are time-varying both across frames, as well as within each frame. For the kth
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k,tyk,t−ti + et (2.46)
where ŷk,t is the estimated or predicted value of the observed sample yk,t, a
(i)
k,t represents the
(time-varying) ith AR coefficient for the kth frame, ti indicates the start of the k
th frame, and
et is the prediction error. For the case where ti ≥ t, the authors specify the model to use past
samples from the previous frames. Additionally, to ensure continuous functions, or smooth
trajectories, of the AR coefficients, the coefficients are modelled using a linear sum of time-











where the time-varying basis functions are denoted by φ
(j)
k,t , their weights are given by d
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and additionally, the first basis function is constrained to φ
(0)
k,t = 1. The authors also specify






such that the first coefficient of the (k + 1)th frame is identical to the last coefficient of the kth
frame. The authors utilise this constraint to ensure that the coefficients evolve continuously,
both in time, as well as across frames. For the time-varying basis functions, Schnell and Lacroix
describe linear, polynomial and trigonometric basis, with the trigonometric functions being
used to model the “periodic behaviour of the glottis termination of the vocal tract.” The authors
employ a least mean squares (LMS) approach to minimise the prediction error and determine
the TVAR coefficients.
An alternative to tracking an all-pole spectrum is possible by considering a harmonic model,
where the signal is known to consist of well-defined frequencies. Such an approach is adopted,
for example, by La Scala and Bitmead in tracking a single time-varying frequency in noise
using the extended Kalman filter (EKF) in [43] and [44]. The authors use a non-linear model
to describe noisy quadrature observations. The EKF is then used to recursively track a slowly
time-varying frequency. The filter is parameterised by three tuning parameters which must be
carefully chosen to achieve filter convergence and noise rejection. More recently, Hajimolaho-




Frequency tracking has also been performed by tracking ridges in a time-frequency represen-
tation [46–48]. In a time-frequency representation, obtained for example using the STFT or
wavelets, peaks in the distribution provide an indication of the frequencies present in the sig-
nal. If the signal is composed of a set of narrowband tones, then tracking the ridges in the
time-frequency plane provides an estimate of the instantaneous frequencies of the constituent
components of the signal. This is the approach followed by Streit and Barrett in [46] and
Dubois et al. in [48] and [49] (discussed in Chapter 3) where a particle filter is used to track
the time-varying peaks in the STFT.
The method developed by Streit and Barrett involves using a hidden Markov model (HMM)
to track a time-varying number of narrowband components. The method relies on sequential
examination of the short-time spectrum, via the STFT, to obtain frequency track estimates.
The presence of a component is determined by examining the power in the bins in the Fourier
transform. When certain threshold conditions are exceeded, then a tone is said to have been
detected at that frequency. Using this set of detected frequencies, the Viterbi algorithm [50] is
used to arrive at the maximum likelihood frequency track and the output of the filter is a set of
discrete frequency tracks.
A method proposed by Clark et al. [51, 52] adapts a radar multi-target tracking algorithm to
track a time-varying number of frequency modulated tones. In the normal target tracking
framework, the aim is to assign a set of measurements to a set of target tracks. In applying
the algorithm to sinusoidal tracking, the frequencies of the multicomponent signal are treated
as a set of noisy measurements and the role of the target tracking algorithm is to segment these
measurements into a set of frequency tracks.
A set of damped sinusoids is used to represent a small frame of audio data and the frequen-
cies and amplitudes of the damped sinusoids which characterise the audio segment need to be
estimated first. The authors utilise a subspace technique to obtain an estimate of these parame-
ters. The frequency and amplitude estimates are then used as measurements to the probability
hypothesis density (PHD) [53] filter which provides track estimates.
When performing multi-target tracking, the joint multi-target likelihood grows at an exponential
rate and becomes intractable. The PHD filter offers a suboptimal solution to the multi-target
tracking problem by recursively tracking the first-order moments of the multi-target posterior
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distribution and peaks of the PHD are used to arrive at a set of target estimates.
Under linear and Gaussian conditions, a closed form solution to the PHD filter can be derived
referred to as the Gaussian mixture PHD (GMPHD) filter [54, 55]. The GMPHD works by
approximating the posterior distribution using a weighted mixture of Gaussians at time t −
1. Then, using a linear update with Gaussian process noise, the posterior at time t is also a
weighted Gaussian mixture and the mean and covariance of the distribution can be estimated
sequentially using the Kalman filter. Taking the Gaussian components with the largest weights
provides an estimate of the target states. Using this method Clark et al. apply the target tracking
algorithm to arrive at track estimates. The method can thus be understood as a target tracking
algorithm applied to a set of frequency estimates to arrive at a set of frequency tracks.
The methods described in this section are useful in estimating and tracking the instantaneous
frequency of signals when the global signal structure is not known beforehand, i.e., the fre-
quency modulation law is not known a priori. In some estimation problems, however, the call
structure may be known, for example, some bat calls can be fit to particular chirp types. In such
cases, the estimation problem reduces to estimation of the chirp type and the chirp parameters.
The following section reviews methods for chirp parameter estimation. These models can be
used to estimate the parameters of bat calls as is discussed later in Section 3.4.2.
2.3.3 Chirp Parameter Estimation
Chirp parameter estimation can be performed using batch offline as well as sequential methods.
In the case of sequential methods, the aim is to recursively refine the estimates of the set of static
chirp parameters. Regardless of the approach adopted, the methods assume that the signal can
be described by one of a predefined set of chirp functions. For example, a chirp could be
modelled as a linear chirp with a start frequency and chirp rate, and as more data is made
available sequentially, the estimates of the frequency and chirp rate are refined.
It is possible to use a frequency tracking algorithm to obtain an estimate of the IF and then
estimate the chirp parameters from the instantaneous track frequencies. However, most methods
discussed here attempt to estimate the chirp parameters directly from observed time-domain
signal.
Linear chirp signals find widespread application in areas such as radar, sonar and communica-
tions, and consequently, they are the most commonly examined type of chirp. The observed
26
Time-Frequency Analysis



















where a(i) = [a
(i)
1 , . . . , a
(i)
T ] is the (time-varying) amplitude of the i
th chirp, {α(i), f (i), φi}
are the frequency rate, initial frequency and phase respectively, and et is zero-mean, complex
white Gaussian observation noise with variance σ2(e). While the above expression describes
a linear chirp, it is possible to extend the model so as to deal with higher order chirps as
is discussed in [56] and Section 4.3.2. The aim is to estimate the parameters of the model
{P,a1:P , α1:P , f1:P , φ0:P }. This estimation problem, which has been addressed under differ-
ent constraints by various authors [56–59], will be reviewed below.
Djurić and Kay [56] address parameter estimation of chirp signals with the constraint P = 1.
While the method is described for a linear chirp, the authors note that the method is easily
extended to estimate the parameters of a polynomial chirp of any order. Djurić and Kay’s
method involves application of a least squares method to the unwrapped phase of the signal of
interest. The amplitude term is treated as a nuisance parameter and ignored from the estimation
procedure. A result derived by Tretter in [60] shows that at high SNR, the observation equation
can be approximated as:
























where wt represents phase noise. Additionally, when et is complex Gaussian noise, then wt
is real white Gaussian noise. The frequency and phase of the signal can be estimated jointly
by linear regression on the observation sequence. Djurić and Kay [56] apply this method to
estimate the parameters of the linear chirp signal. They note however, that the phase must be
correctly unwrapped before these estimates can be obtained. Additionally, the applicability of
this method is restricted to cases with high SNR.
While the above method focuses on the case of a single chirp signal in noise, alternative meth-
ods have been proposed for parameter estimation of multiple superimposed chirp signals. In
the approach followed by Liang and Arun in [57], the instantaneous frequencies and amplitudes
of each chirp are first estimated sequentially using rank reduction techniques. These frequency
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estimates are then used to obtain an initial estimate of the chirp parameters via a least squares
fit of the chirp model. The chirp parameters are then used as initial estimates for an iterative
Newton algorithm to maximise the likelihood function and arrive at a final estimate of the chirp
parameters. The authors note that the initial parameter estimates are important for initialisation
of the iterative Newton algorithm due to the presence of multiple maxima and minima in the
likelihood function and the fact that the algorithm is locally convergent.
Saha and Kay [58] suggest a non-iterative maximum likelihood estimator for estimation of the
parameters of superimposed chirps. The authors extend their algorithm applied to the estima-
tion of superimposed tones in [61] to the problem of chirp parameter estimation. The estimation
of the parameters is decoupled into a linear parameter vector composed of the complex ampli-
tudes, and a non-linear parameter vector which consists of the chirp parameters. The non-linear
parameters are estimated first, and using these estimates, the amplitudes are subsequently esti-
mated.
When the parameters can be separated into linear and non-linear spaces, under certain condi-
tions, it is possible to marginalise the linear parameters, as illustrated in, for example, [17], [62],
as well as in Section 4.4.4. Saha and Kay refer to the marginalised likelihood as the compressed
likelihood, which depends only on the frequency and chirp rate parameters, but not the ampli-
tudes or observation noise variance. Maximisation of this compressed likelihood involves a
multidimensional search over the parameter vector.
The authors show that a closed form expression for the frequency and chirp rates can be ob-
tained, however, these expressions involve the evaluation of a multidimensional integral. Con-
sequently, the authors rely on importance sampling to arrive at a Monte Carlo estimate of the
chirp parameters. Importance sampling provides a means of approximating a distribution by
drawing samples from some simpler distribution and weighting those samples appropriately.
Using the set of weighted samples which approximate the distribution of interest, parameter
estimates can be obtained by calculating expectations on the approximated distribution. Impor-
tance sampling is discussed in detail in Section 3.1 where it forms the basis of particle filters.
The marginal distributions on the parameter vectors are obtained by evaluating a joint distri-
bution on the chirp parameters at discrete points on a (two dimensional) grid and this is used
to arrive at estimates for the chirp parameters. The authors show that the method is capable
of resolving closely separated signals at moderate and low SNR. Since the method relies on a
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global optimisation technique, it is not prone to local minima/maxima traps as in the case of the
method developed by Liang and Arun [57].
Besson et al. address parameter estimation for random amplitude chirp signals in [59]. The au-
thors summarise several methods which have been developed for chirp parameter estimation for
the case of constant amplitude chirp signals, as well as exponential signals with a time-varying
amplitude. Their method, however, differs from these in that it is applied to the combination of
the two cases, i.e., chirp signals with a time-varying envelope. The authors propose a solution
based on non-linear least squares (NLS) estimation which involves estimation of the parame-
ters (φ, f, α), as well as the time-varying amplitudes a. In the formulation used, the number
of components present in the signal is restricted to P = 1. The authors propose an alterna-
tive approach which is based on the use of the higher order ambiguity function (HAF). The
HAF based estimator sequentially reduces the order of the polynomial phase function of the
signal, such that at each iteration, the aim is to estimate an exponential signal with a random,
time-varying amplitude, and an NLS estimator is used for this purpose.
The methods described in this section provide various means for estimating chirp parameters.
The following section provides an introduction to the structure of bat echolocation calls and
also describes chirp types which can be used to model certain bat calls. In these instances, chirp
parameter estimation can be used to estimate the call parameters, providing another option for
analysis of the calls.
2.4 Overview of Bat Echolocation Signals
The aim of this section is to describe the structure and characteristics of bat echolocation calls.
In order to arrive at a suitable analysis method, it is necessary for the algorithm to account for
the variation which is present in the calls. Additionally, call structure varies both within as well
as across species, such that any method for call analysis must refrain from making assumptions
which may apply to only a few species. For example, while most calls monotonically decrease
in frequency, some calls also contain up-chirps where the frequency increases either at the start
or the end of a call. To achieve a method for accurate analysis, these deviations need to be taken
into account.
The interest in bat echolocation arises from their ability to detect and differentiate between
extremely small targets using biosonar. Nearly blind, bats use biosonar during flight for navi-
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gation, as well as to perform target detection and classification while hunting for prey.
Aside from a highly developed auditory system, bats have evolved a complex set of calls,
showing variation both within and across species [5, 63, 64]. Call variation within a species is
seen when bats are in different phases of searching/tracking prey, where the structure of the
call is adapted with distance to the target [5]. An example is considered here where a recording
of a sequence of calls from Pipistrellus pipistrellus (Schreber, 1774)2 is obtained as shown in
Figure 2.1. The figure illustrates how the inter-pulse duration decreases with a simultaneous
increase in call bandwidth as the bat approaches the target, with the pulse repetition frequency
(PRF) being extremely high in the final stages of prey capture. Along with these changes, there
is also a decrease in call duration which is not visible in the figure shown. These variations in
call structure have been illustrated in greater detail by Simmons et al. [5] for different species.
Figure 2.1: Illustration of variation in call structure over different stages of prey pursuit for a
pipistrelle bat P. pipistrellus. This figure is reproduced with permission from Dean
Waters, University of Leeds
Calls may be regarded as being constructed using different functional components (or combi-
nations thereof) where the components are broadly classified as a) constant frequency (CF),
b) narrowband, shallow frequency modulated (FM) (or quasi CF), and c) wideband, steep FM
elements [65]. The analysis methods used for the signals thus need to be sufficiently flexible to
deal with the large variability in the signal structure. Signals containing only the FM compo-
nent are usually of short duration, from 0.5 to 10 ms. CF signals can be of either short duration
2The system for naming species by the binomial nomenclature involves specifying the latin (or scientific) name
followed by the scientific authority (the person who first published the classification) in parentheses.
30
Time-Frequency Analysis
(1 to 10 ms) or long (10 to 100 ms) [63]. Figures 2.2-2.4 show the spectrograms of three dif-
ferent species of bats, with the call from Myotis nattereri (Kuhl, 1817) following a steep FM
characteristic, the call from P. pipistrellus exhibiting a shallow FM structure, and the call from
Rhinolophus hipposideros (Bechstein, 1800) being of CF type. The duration of these calls also
varies significantly, with the shortest of approximately 2 ms, and the longest exceeding 50 ms.
It is generally not possible to classify all calls from a single species as belonging to a single
type, i.e., shallow FM, steep FM, or CF, since the call structure adapts according to the situation
and the boundaries between these categories can be ambiguous.
It has been observed that the structure of bat calls is substantially influenced by ecological
conditions (habitat type, foraging mode, diet) [64], leading to inter-species variation of calls.
In uncluttered or open spaces, sonar echoes from surrounding foliage (or other clutter) are
either undetectable or sufficiently far apart from echoes of potential prey. To take advantage of
this situation, bats use intense, narrowband, shallow FM calls of long duration which permits
long-range detection of prey.
Bats foraging in background-cluttered space must deal with echoes from clutter which closely
follow those of prey. They use calls having a short-duration wideband component followed
by a longer narrowband FM component which allows a compromise between medium-range
detection of prey and target localisation and classification.
Bats which forage in highly-cluttered spaces must be able to detect prey-echoes that are par-
tially or completely buried in echoes of the surrounding clutter. These bats generally use long-
duration CF calls ending in a downward-modulated, wideband FM tail (CF-FM calls). CF calls
allow bats to decode Doppler information present in the echo return.
While calls can be broadly classified as FM or CF calls, in some cases, it is possible to fit the
time-frequency representation of the call to a particular chirp type, i.e., the frequency modula-
tion law of the call can be fit to a particular chirp. Some of these chirps are examined in the
following section and chirp parameter estimation of echolocation calls will be considered in the
following chapter.
Chirp Structures of Echolocation Calls
A study of the various calls allows classification under several categories of chirp signals. Steep,






























































Figure 2.4: Spectrogram of a call emitted by R. hipposideros
32
Time-Frequency Analysis
linear-period modulation; bat chirps of the little brown bat, Myotis lucifugus (LeConte, 1831),
have been found to have similar traits, but follow a logarithmic-time modulation [66, 67]. Ex-
ponential chirps [67] have been used to model bat calls for the big brown bat, Eptesicus fuscus
(Palisot de Beauvois, 1796) [68]. For an exponential chirp, critical parameters were identified
as starting and terminal frequency of the first harmonic, amplitude envelopes of the first three
harmonics, and decay constant of the exponentially falling frequency sweep.
If the frequency at time instant t is given by ft, then the chirp is given by
zt = at · cos(2πftt+ φ) (2.52)
where ztis the observation, φ is the initial phase, ft is the time-varying frequency and at is
the amplitude at time t. The term at can be used to describe an amplitude modulation on the
waveform. Echoes from targets may contain significant amplitude and/or frequency modulation
terms.
For a linear chirp, the evolution of the instantaneous frequency is given as:




where f0 is the initial frequency and m is the chirp rate.
Frequency of an exponentially modulated chirp is given by the equation [67]:






where T is the time decay constant (negative), fa is the asymptotic frequency approached when
t is large and B is the bandwidth (starting frequency minus fa).
Logarithmic-time modulation is described as [67]:






where fe is the terminal frequency in the call, F is the frequency decay constant (negative), ta
is the time asymptote (< 0, i.e., before the emission actually starts at t = 0) and D is the sum
of call duration and the absolute value of ta.
In the following chapters, parameter estimation of bat echolocation calls will be considered, as
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well as the limitations of the models and methods considered for the analysis of echolocation
calls.
2.5 Summary
The aim of this chapter has been to provide a background to the topic of time-frequency anal-
ysis. Central to time-frequency analysis is the concept of instantaneous frequency (IF), which
is defined as the derivative of the phase. The analytic signal provides a way of representing a
real signal in terms of its complex counterpart while ensuring that the spectrum is non-negative.
However, as noted by Cohen [7], there are several issues which appear to be at odds with this
definition.
It is possible to determine the time-varying spectrum of a signal by examination of its time-
frequency distribution. The STFT, wavelet methods and the Wigner distribution are considered
in some detail in Section 2.2. These methods constitute a non-parametric approach to the time-
frequency problem by estimating the spectrum over all possible frequencies at different instants
of time.
Parametric time-frequency approaches, by contrast, can provide a concise set of discrete fre-
quencies that are present at different instants of time. These methods, however, rely on an abil-
ity to characterise the signal using a suitable model. To this end, TVAR models and harmonic
models have found widespread application; sequential Monte Carlo (SMC) methods relying on
harmonic models will be considered further in the rest of this thesis.
Another aspect considered in this chapter is chirp parameter estimation. This can be considered
as a form of parametric time-frequency analysis, where the chirp type and chirp parameters
define the time-varying frequency of the signal. As parametric methods, they rely on a suitable
chirp model being available for the signal of interest, the signals of interest in the present case
being bat echolocation calls.
In the analysis of bat echolocation calls considered here, it is the time-frequency structure of
the call that is of interest. The methods considered here suffer from certain limitations. The
use of non-parametric approaches requires post-processing of the time-frequency distribution to
obtain the time-varying frequencies present in the signal. Alternatively, a parametric approach
requires that a comprehensive model be available which can describe the time-frequency be-
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haviour of calls from different species. Section 2.4 lists various chirp models which have been
fit to echolocation calls. The models, however, do not consider the presence of higher harmon-
ics or amplitude modulation of the call. The model fitting problem is further complicated by
the fact that there are over 800 species in existence [69] and there is a significant amount of
inter- as well as intra-species call variability.
The difficulties encountered with chirp parameter estimation can be overcome to some extent
by first sequentially estimating the frequencies present in the call and then performing chirp
parameter estimation on those frequency estimates. The following chapter examines exist-
ing SMC methods for time-varying frequency analysis. Chapters 4 and 5 seek to address the
limitations of current methods by incorporating sufficient flexibility in the signal model and
developing a new and robust technique for sequential frequency estimation.
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Sequential Monte Carlo Methods for
Time-Frequency Analysis
Introduction
The previous chapter introduced the basic concepts of time-frequency analysis as well as ex-
amining several non-parametric and parametric approaches to the time-frequency estimation
problem. This chapter explores a subclass of parametric methods which rely on sequential
Monte Carlo (SMC) methods.
The following section first introduces the basics of particle filtering or SMC methods. This
is followed by a discussion of the Rao-Blackwellised particle filter (RBPF) which facilitates
marginalisation of parameters within the particle filter framework. Marginalisation is possible
when the parameter space can be separated into a set of linear and non-linear parameters such
as when the observation equation is linear in the amplitude term. In such cases, the particle
filter is used to estimate the non-linear parameters while a Kalman filter can be used to estimate
the linear parameters.
Prior to the examination of methods for sequential time-frequency analysis, jump Markov
system (JMS) and reversible jump MCMC (RJMCMC) methods are introduced. These meth-
ods offer a framework for estimation of an unknown model order. This unknown model order,
in the context of time-varying frequency analysis, could represent the time-varying number of
tones and/or harmonics in the signal, or a time-varying number of AR coeffiecients.
Section 3.4 looks at several SMC methods for tracking a time-varying (and unknown) number
of tones. In these methods, the underlying signal model is either a TVAR model or a harmonic
model. Specifically, Section 3.5 examines, in detail, a RBPF method developed by Dubois and
Davy for time-varying frequency estimation [70]. The performance of this method is subse-
quently compared with a new proposed method which is developed in Chapter 5.
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3.1 Introduction to Particle Filtering
The Kalman filter [71, 72] provides the optimal solution to linear dynamic state estimation
problems. The Kalman filter estimates the unknown state sequentially by tracking the mean
and variance of the posterior Gaussian density.
The extended Kalman filter (EKF) [72] and the unscented Kalman filter (UKF) [73, 74] are
modifications to the basic Kalman filtering algorithm which then allow the algorithm to deal
with non-linearity in the model. The use of a non-linear state update and/or observation model
results in the posterior distributions being non-Gaussian and the Kalman filter cannot be used
as is.
The EKF operates by approximating the non-linear model locally using a linear model. The
linearisation process involves evaluation of Jacobians which replace the state update and ob-
servation matrices used in the Kalman filter. The EKF has been shown to perform well in the
presence of mild non-linearity in the model, but performs poorly in the presence of high degrees
of non-linearity [72]. As discussed in the previous chapter, the EKF has been used to estimate
the time-varying frequency of a sinusoid in noise.
Unlike the EKF, the UKF is capable of dealing with non-linearity to a greater extent. The UKF
propagates a minimal and deterministic set of points through the non-linearity which results in
preservation of the first two moments, i.e., the mean and covariance. Additionally, the need to
compute the Jacobian as in the case of the EKF is removed since the linearisation process is
avoided. One significant drawback of the (extended/unscented) Kalman filters is that they are
entirely unsuitable for the estimation of multi-modal distributions as noted by Ristic et al. [72].
Since these filters characterise the distribution of interest using a mean and covariance, they are
unable to deal with multimodal distributions.
The limitations in dealing with non-linearity and multimodal distributions have motivated the
use of SMC methods. The following sections provide an overview of particle filter methods
and their application to frequency estimation will be subsequently considered.
3.1.1 Monte Carlo Integration
Particle filters [72,75–78] are a class of suboptimal filters that provide a method for “implement-
ing a recursive Bayesian filter by [using] Monte Carlo simulations” [72]. While the Kalman fil-
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ter and its derivatives merely track the moments of the Gaussian posterior distribution, particle
filters track the posterior distribution itself. This is done by evaluating the distribution using
a set of discrete samples, or particles, over the parameter space. This sampling is performed
on a non-uniform and adaptive grid such that it becomes possible to sample the distribution
more finely in regions of interest, offering significant benefits over a uniform grid size. Par-
ticle filters are thus capable of dealing with non-linear functions, non-Gaussian noise, as well
as multi-modal posterior distributions, making them a flexible and attractive option for such
problems.
The filter relies on a state space model to decide which region of the parameter space needs to
sampled. The state space equations are written as [72]:
ψk = gk−1(ψk−1) + vk−1 (3.1a)
xk = hk(ψk) +wk (3.1b)
where ψk represents the (vector) state that is required to be estimated, xk is the noisy observa-
tions, gk−1(·) is a possibly non-linear function describing the state update, hk(·) is a possibly
non-linear observation function, vk−1 andwk represent the process and observation noise terms
respectively.
Let Ψk = ψ0:k = {ψ0, . . . ,ψk} denote the sequence of states up to time k, and Xk = x1:k =
{x1, . . . ,xk}, the sequence of observations. The aim of the filter is to recursively estimate
the posterior distribution p(Ψk | Xk). Of further interest may be the marginal or filtering
distribution p(ψk | Xk), as well as the expectation [72, 79]:
I =
∫
f(Ψk)p(ψk | Xk)dΨk (3.2)
where f(·) indicates some function of interest. Depending on the quantity of interest, this
function can, for example, denote the conditional mean or conditional covariance [79].
When it is possible to draw N ≫ 1 samples, {Ψ(i)k ; i = 1, . . . , N}, from the distribution
p(Ψk | Xk), then equation (3.2) can be approximated using the Monte Carlo estimate [72]:
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where the estimate ÎN is unbiased if the samples Ψ
(i)
k are independent. Additionally, under
the strong law of large numbers, the Monte Carlo estimate, ÎN , obtained using equation (3.3)
will almost surely converge to I , ÎN → I , as the number of samples approaches infinity,
N → ∞ [72, 79]. Ristic et al. [72] also note that the rate of convergence is independent of the
dimension of the integrand, in contrast with deterministic numerical integration methods where
the rate of convergence decreases as the dimension increases. However, it should be noted that
the number of samples needed to achieve the desired accuracy of the estimate will still increase
with the dimension of the parameter space. This is illustrated in Chapter 7 in the context of
frequency estimation of a FM signal.
Using equation (3.3), it becomes possible to compute the expectation of the function f(Ψk),
thus allowing evaluation of, for example, the minimum mean squared error (MMSE) estimate.
In practice, however, it can be difficult to sample directly from p(Ψk | Xk). In order to draw
samples from the posterior, importance sampling [36, 72, 79] is utilised.
3.1.2 Importance Sampling
Importance sampling works by drawing samples from a simpler importance or proposal dis-
tribution. If these samples are correctly weighted, then the Monte Carlo estimate of equation
(3.3) can still be obtained. Let q(Ψ | X) denote the importance distribution, such that:
p(Ψ | X) > 0 =⇒ q(Ψ | X) > 0 ∀ Ψ ∈ RnΨ (3.4)
where nΨ denotes the dimension of the stateΨ. This condition implies that the importance dis-
tribution must cover the support of the posterior distribution which is a necessity for importance





q(Ψ | X)q(Ψ | X)dΨ. (3.5)
If N ≫ 1 samples are drawn from the importance distribution, {Ψ(i) ∼ q(Ψ); i = 1, . . . , N},
then the above integral can be approximated as:


















q(Ψ(i) | X) (3.7)
where ŵ(i) denotes the importance weight associated with the ith sample. In cases where the
normalising constant of the posterior density p(Ψ | X) is unknown, the importance weights























denotes the normalised importance weight [72].
Importance sampling can be extended to a sequential framework allowing recursive estimation
of a dynamic state. The following section introduces sequential importance sampling (SIS)
which forms the basis of particle filters.
3.1.3 Sequential Importance Sampling
A particle filter approximates the posterior distribution by a discrete set of weighted samples us-
ing SIS. Using importance sampling, the time-varying posterior distribution at time k is repre-
sented by the set ofN normalised weighted particles, denoted as {Ψ(i)k , w
(i)
k }, i ∈ {1, . . . , N}.
The posterior distribution p(Ψk | Xk), can be approximated as:



















The approximation of equation (3.10) may be interpretted as a means of approximating the
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cumulative distribution function (CDF) rather than the probability distribution function (PDF).
The true CDF, which may be a continuous function, is approximated using a set of weighted
discrete delta functions at points in the state space denoted byΨ
(i)
k .
The aim is to then obtain a recursive relation such that it is possible to obtain p(Ψk | Xk) given
p(Ψk−1 | Xk−1) on receipt of the new sample xk. This can be achieved by suitably factorising
the importance and posterior distributions using the properties of causality and independence
implicit in the model state space as shown respectively in equations (3.12) and (3.13)-(3.18)
[72]:
q(Ψk | Xk) = q(ψk | Ψk−1,Xk)q(Ψk−1 | Xk−1) (3.12)
such that the new state Ψ
(i)
k is achieved by augmenting the existing state Ψ
(i)
k−1 with the new
sample ψk ∼ q(ψk | Ψk−1,Xk).
Applying Bayes’s rule to the posterior distribution p(Ψk | Xk) yields:
p(Ψk | Xk) =




p(xk | Ψk,Xk−1)p(ψk | Ψk−1,Xk−1)p(Ψk−1 | Xk−1)
p(xk | Xk−1)
(3.14)
The above expression can be simplified by incorporating the assumptions in the model defined
by the state space equations (3.1a) and (3.1b). The observation sample depends only on the
current state allowing the simplification:
p(xk | Ψk,Xk−1) = p(xk | ψk) (3.15)
Further, the state update is described using a Markov chain with dependence on only the value
at the previous instant. Incorporating this allows the additional simplification:
p(ψk | Ψk−1,Xk−1) = p(ψk | ψk−1) (3.16)
Using the above expressions, the posterior distribution can then be recursively factorised as
[72]:
p(Ψk | Xk) =
p(xk | ψk)p(ψk | ψk−1)
p(xk | Xk−1)
p(Ψk−1 | Xk−1) (3.17)
∝ p(xk | ψk)p(ψk | ψk−1)p(Ψk−1 | Xk−1) (3.18)
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Equation (3.11), which describes the importance weights, can be rewritten in terms of equations
(3.12) and (3.18) such that the importance weight is obtained in recursive form as:
wk ∝
p(xk | ψk)p(ψk | ψk−1)p(Ψk−1 | Xk−1)
q(ψk | Ψk−1,Xk)q(Ψk−1 | Xk−1)
(3.19)
= wk−1
p(xk | ψk)p(ψk | ψk−1)
q(ψk | Ψk−1,Xk)
(3.20)
where the particle index (i) has been dropped for clarity. The filtering density is then approxi-
mated using N particles as [72]:








3.1.4 Degeneracy and Resampling
It is desirable to have the sampling distribution as similar as possible to the posterior distri-
bution, and ideally, it would be possible to sample from the posterior itself. Factorising the
importance distribution as in equation (3.12) leads to an increase in the variance of the im-
portance weights over time [72]. After successive iterations, all except a single particle will
have negligible weight, resulting in a problem referred to as degeneracy. This leads to a situa-
tion where a large number of particles in the filter make no contribution to the estimate of the
posterior distribution.
Figure 3.1 illustrates the effect of degeneracy when a particle filter is applied to track the fre-
quency of a signal. In the example, a basic harmonic model, described in detail in Chapter 4, is
used to describe an FM signal. The particle filter is used to track the time-varying frequency of
this signal. It is seen from the figure that a few iterations are sufficient to reduce the weights of
most particles to zero, resulting in poor tracking performance.
A method of mitigating degeneracy is to replace particles having low weights with particles as-
sociated with large weights through a process termed resampling. Resampling involves drawing
samples from the posterior distribution at the current time instant. This is done through a pro-
cess similar to the inverse transform [36], which involves drawing samples from a distribution
whose CDF is known.
The cumulative sum of weights (CSW) exists in the range [0, 1]. Thus, if a uniform random
number is generated, u ∼ U [0, 1], the inverse transform would involve selecting the parti-
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Figure 3.1: Example of a filter suffering from degeneracy. As the time step k increases, the
weights of all except a few particles decreases to zero.
Figure 3.2: Illustration of the process of multinomial resampling. A uniform random number
u is drawn and the particle corresponding to the CSW is selected. Particles with
large weights will get selected more often than particles with low weights.
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Figure 3.3: Addition of the resampling step prevents degeneracy.
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cle index associated with that value of CSW. The CSW (also known as the cumulative mass
function (CMF)) is computed from the summation of the particle weights and the resampling
operation is performed by obtaining the index of the jth particle which corresponds to the
CSW u. By drawing N such uniformly distributed samples, N independently and identically
distributed (i.i.d.) particles can be drawn from the distribution and the new weights associated
with these particles will be uniform, i.e. 1
N
. This scheme for resampling is referred to as multi-
nomial resampling [80, 81].
Figure 3.2 illustrates this process where a sample u is drawn and the particle index j corre-
sponding to the CSW of u is selected. Figure 3.3 shows the filter tracking the frequency of a
signal, but now with the use of the resampling step. It is seen that better characterisation of the
posterior is obtained with the use of resampling.
Multinomial resampling is an expensive operation due to the inverse transform which operates
on N independent uniform samples. In order to improve the efficiency of the resampling step,
alternate resampling procedures can be used such as stratified, systematic or residual resam-
pling [80, 81]. Of all these schemes, systematic resampling is widely used due to its ease of
implementation.
In the case of systematic resampling, the N uniform samples are generated as [81]:
uj =
j − 1 + ũ
N
, ũ ∼ U [0, 1], j ∈ {1, . . . , N}. (3.22)
This is equivalent to partitioning the range [0, 1] intoN equal intervals and drawing a sample in
each interval. However, theN uniform samples are not independent since they are all generated
using a single random variable ũ and consequently, Douc et al. [80], as well as Hol et al. [81]
note that a performance analyis of the scheme is difficult. The authors in both cases also point
out that the performance of systematic resampling is on par with the other resampling schemes,
and thus, only the systematic resampling scheme is used in this work. The steps involved in the
systematic resampling scheme are reproduced from [72] in Algorithm 1.
Although resampling solves the degeneracy problem, it reduces particle diversity since the filter
contains only a few unique particles leading to sample impoverishment [72]. Sample impover-
ishment can be limited by rejuvenation of the particles through the use of a Markov chain Monte
Carlo (MCMC) move step in the filter or the resample-move algorithm to subsequently increase
particle diversity [72]. TheMCMCmove step involves applying a Metropolis-Hastings sampler
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to the existing particles so as to draw particles from the posterior distribution thus increasing
the number of unique particles in the filter.
Algorithm 1 Systematic Resampling algorithm.







for i = 2 : N do









for j = 1 : N do




while uj > ci do





















The sequential importance resampling (SIR) filter is the simplest particle filter. The SIR filter
is introduced first and the following section describes a variant of this filter called the RBPF
which addresses parameter marginalisation within the particle filtering framework.
The SIR filter consists of SIS combined with resampling at each iteration. Additionally, by
selecting the transition prior p(ψk | ψk−1) as the importance distribution (also referred to as
the sampling distribution), the weight update equation simplifies to:
ŵk = p(xk | ψk) (3.23)
where the dependence on the previous weight is removed since resampling is performed on
each iteration. Algorithm 2 lists the steps involved in the implementation of the SIR filter.
As noted in [72], due to the importance distribution being independent of the observations
xk, the filter can be inefficient and sensitive to outliers since the state space is explored without
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incorporating knowledge from the observations. The advantage of the SIR filter comes from the
ease of implementation since the importance weights are readily obtained from the likelihood
function p(xk | ψk) [72].




0 ∼ p(ψ0) |Ni=1




k ∼ p(ψk | ψ
(i)
k−1) |Ni=1
3: Evaluate importance weight:
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3.2 Parameter Marginalisation: The Rao-Blackwellised Particle
Filter
Parameter marginalisation refers to the process of integrating a distribution of interest over a
nuisance parameter. This process, which is sometimes referred to as Rao-Blackwellisation, re-
sults in an estimator with lower variance and is thus sometimes referred to as variance-reduction
methods.
Marginalisation of parameters is possible, and desirable, in some implementations of a parti-
cle filter. For large parameter state spaces, sampling can be inefficient, and marginalisation of
parameters additionally reduces the variance of the estimator [36]. Marginalisation involves
taking advantage of the structure of the state space models to analytically marginalise some of
the parameters. This section reviews the Rao-Blackwellised particle filter (RBPF) as applied
to the class of problems which are conditionally linear and Gaussian. An alternative marginal-
isation process will be developed in Chapter 5 and a comparison between the methods will be
illustrated there.
The RBPF [70, 76, 82–85] provides a means for parameter marginalisation when applied to
conditionally linear Gaussian state space models. In such models, it is possible to partition
47
Sequential Monte Carlo Methods for Time-Frequency Analysis
the state such that one set of parameters can be modelled using a linear Gaussian model con-
ditional on the other set of parameters. Marginalisation of parameters reduces the dimension
of the parameter state space, and, as mentioned earlier, leads to an estimator with lower vari-
ance. Consequently, the RBPF is an attractive option for application to conditionally Gaussian
models.
Consider the state space equations:
ψ′k = gk−1(ψ
′
k−1) + v(ψ′),k−1 (3.24a)
ξk = Aξk−1 +Bv(ξ),k−1 (3.24b)
xk = Cξk +Dw(x),k (3.24c)
where v(ψ′),k−1, v(ξ),k−1 and w(x),k denote additive noise terms and the subscript indicates
that the noise applies to the states ψ′, ξ and x respectively; the matrices A, B, C and D may
be non-linear functions of the state ψ′k [70]. In the above equations, conditional on the state
ψ′k, the observation is linear in ξk and possesses a Gaussian distribution. Additionally, the
parameter space has been partitioned as ψk = {ψ′k, ξk} such that [82]:
p(ψk | ψk−1) = p(ξk | ψ′k−1:k, ξk−1)p(ψ′k | ψ′k−1) (3.25)
and, conditional on Ψ′k, p(Ξk | Xk,Ψ′k) can be evaluated analytically, where Ψ′k = ψ′0:k
and Ξk = ξ0:k. If v(ξ),k−1 and w(x),k are zero-mean Gaussian, as is assumed here, then
p(Ξk | Xk,Ψ′k) is conditionally Gaussian.
The posterior distribution can be written as [82]:
p(Ψ′k,Ξk | Xk) = p(Ξk | Xk,Ψ′k)p(Ψ′k | Xk) (3.26)
where p(Ψ′k | Xk) can be further expanded as [82]:
p(Ψ′k | Xk) =
p(xk | Ψ′k,Xk−1)p(ψ′k | ψ′k−1)p(Ψ′k−1 | Xk−1)
p(xk | Xk−1)
(3.27)
Since the conditional posterior p(Ξk | Xk,Ψ′k) is Gaussian, the first two moments, i.e., the
mean and variance, can be computed analytically for a given Ψ′k. Consequently, it becomes
possible to use a particle filter to estimate p(Ψ′k | Xk), while using the Kalman filter to estimate
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p(Ξk | Xk,Ψ′k) [70]. Let µk and Σk denote the mean and variance of the Gaussian density





k }. The Kalman
filter equations are used to update the mean and variance, µk and Σk [70]:





x̂k|k−1 = Cµk|k−1 (3.28d)
µk = µk|k−1 +Σk|k−1C
TS−1k (xk − x̂k|k−1) (3.28e)
Σk = Σk|k−1 −Σk|k−1CTS−1k CΣk|k−1 (3.28f)
When it is not possible to sample directly from the marginal posterior distribution p(Ψ′k | Xk)





k | ψ′k−1) (3.29)





and using equation (3.27), a sequential weight update is obtained:




where the likelihood function p(xk | Ψ′k,Xk−1) is given by [70]:
p(xk | Ψ′k,Xk−1) = N (xk; x̂k|k−1,Sk) (3.32)
and x̂k|k−1 and Sk are evaluated using the Kalman filter equations listed in equations (3.28).
Additionally, due to the dependence on previous values of the state Ξk−1, the likelihood func-
tion does not simplify further [70]. An algorithm from the literature which relies on the RBPF
for sequential frequency estimation [70] is reproduced in Section 3.5.
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3.3 Model Order Selection via jumpMarkov system and reversible
jump MCMC
In certain estimation problems, the number of parameters to be estimated may be one of the
parameters itself. For example, in the context of frequency estimation, when not known a
priori, the number of tones present in the signal is itself a parameter be determined. The number
of parameters may be regarded as the model order, and model order selection may need to be
performed in such cases [30, 32, 86, 87].
A more general class of problem involves estimation of the regime, where the regime may
correspond to different signal models. For example, one regime may correspond to an air-
craft flying at constant velocity (constant velocity model) while another may be used to model
the aircraft executing a turn (coordinated turn model) [72] and additionally, each regime may
require estimation of a different set of parameters.
In the case of model order estimation, each regime corresponds to a state with a different num-
ber of tones. In particular, two methods for model order selection are considered here. The
first involves a jump Markov system (JMS) which requires establishment of a set of transi-
tion probabilities which govern whether the model order will increase, decrease, or remain
unchanged at each iteration. An alternative approach is through the use of a reversible jump
MCMC (RJMCMC) method which is a framework which allows comparison of distributions
which occur exist over different dimensional spaces. Transition probabilities are used to first
propose any change to the model order which is then accepted or rejected according to a certain
acceptance criterion. This section provides an overview of both methods, while their particular
implementation for estimation of a varying number of tones and harmonics is considered later
in Sections 3.5 and 5.2.
3.3.1 Jump Markov Systems
A JMS offers one method for dealing with problems involving changing regimes [72,79,88,89].
In such problems, in addition to a possibly continuous state, there is also a discrete state variable
which denotes the regime. While a JMS can in general be used to deal with systems that have
different regimes of operation, in the context of sequential frequency estimation, the different
regimes could correspond to the presence of different number of frequency tones in the signal,
i.e., different model orders.
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The JMS provides the framework by which changes between different regimes can be modelled.
Let Pk denote the mode at time k, Pk ∈ S, where S represents a discrete, finite set of the
possible values of Pk. A Markov chain can be constructed on Pk by specifying the transition
probability of the mode from i to j [88] as p(Pk+1 = j | Pk = i), {i, j} ∈ S.
If the number of elements in S is denoted by nS , then it is possible to construct a square
matrix of size nS containing the transition probabilities between all possible modes. This matrix
describes all possible changes to the regime variable Pk. The JMS can be used to model the
change in the regime Pk and associated state ψk, which itself may be a function of Pk, and thus
estimate the posterior distribution p(Ψk,Pk | Xk), where Pk = P1:k.
As an alternative to JMS, it is possible to use a reversible jump sampler to determine the mode
Pk. Application of the JMS to frequency estimation will be addressed in detail in Section 3.5.
The following section will introduce RJMCMC methods and discuss their advantages and dis-
advantages compared to the JMS framework.
3.3.2 Reversible Jump MCMC Methods
Reversible jump methods [30] find widespread application to problems which require model
selection or model order selection. In such cases, the dimension of the unknown state (to be es-
timated) may be variable. The reversible jump sampler allows implementation of model order
determination within a Bayesian framework. For the problem addressed in this work, viz., se-
quential frequency estimation, the reversible jump sampler can be used to determine the number
of frequency tones and harmonics. In dealing with the variable model order, the variable di-
mension of the parameter vector must be accounted for, and the reversible jump sampler offers
a suitable means for comparing parameter vectors which possess different dimensions.
The reversible jump MCMC (RJMCMC) sampler is has been used for joint determination of
model order and parameters (see, for example [35], where it is used to estimate an unknown
number of sources in coloured noise) and has been used to estimate an unknown number of
sinusoids in noise [29,31]. While these problems are addressed within a batch offline scenario,
it is possible to use RJMCMC methods within a SMC framework.
While it is possible to perform joint model order estimation using the JMS framework [48,70],
the use of the reversible jumps sampler offers certain benefits. In a JMS, transition probabilities
are defined between the different regimes. In contrast, the reversible jump sampler proposes
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changes to the mode with a certain probability, but then accepts the new state only if, on average,
the new state is associated with a higher probability in the posterior distribution. When used in
a particle filter framework, this accept/reject mechanism ensures that good particles are not lost,
thus reducing the variance of the weights and limiting particle degeneracy [90]. This benefit,
however, comes at the cost of applying the sampler to each particle in the filter.
In contrast with batch offline MCMC methods, the reversible jump sampler does not require a
burn-in period when used in the SMC context [34]. Burn-in refers to the practice of discarding
the first iterations of an MCMC run so as to ignore samples which are not drawn from the
limiting distribution. In the particle filter, the samples are already distributed according to the
posterior distribution. Thus, there is no need for a burn-in period to ensure that the samples
achieve the desired distribution. As a result of this, the reversible jump sampler can be run for a
single iteration and this single iteration is used to achieve model or model order determination
[34].
The general structure of the reversible jump sampler as described by Green [30] will be sum-
marised here. The particulars of its application to model order determination for the frequency
estimation problem will be addressed in Section 5.3.
As described in the previous section, let S denote the discrete, finite set of candidate regimes.
Let Pk ∈ S denote the regime at time k. For the regime P = i, i ∈ S, an associated state is
defined as ω(i) ∈ RnP where nP denotes the dimensions associated with the regime P .
A move is proposed from state ψ = {Pk = i,ω(i)} to ψ⋆ = {Pk = j,ω(j)} with transition
probability p(ψ⋆ | ψ). When the dimensions of the states ψ⋆ and ψ are not the same, it
becomes necessary to introduce a dummy variable for dimension matching. Discussion of the
dimension matching requirement will be carried out in greater detail in Section 5.3.
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Given the acceptance ratio, the acceptance probability is then evaluated as:
α = min {1, r} (3.33b)
Through this framework, the RJMCMC sampler allows estimation of parameters when the
parameter space spans multiple dimensions. The construction of specific moves, as well as
the distributions in equation (3.33a) will be discussed in Section 5.3 once the framework for
sequential frequency estimation has been established.
3.4 Methods for Time-Frequency Analysis
The previous chapter examined both non-parametric as well as parametric methods for time-
frequency analysis. This section further examines parametric methods for sequential frequency
estimation, focusing on those based on Monte Carlo methods. The first portion examines meth-
ods in the existing literature before examining alternative ideas in Section 3.4.2. Following this,
the chapter concludes with a detailed description of a sequential frequency estimation algorithm
developed by Dubois and Davy in [70].
3.4.1 Established methods for time-frequency analysis
This section discusses various SMC methods for sequential time-varying frequency estimation.
The spectrum can be estimated using either a time-varying autoregressive (TVAR) or harmonic
model. The discussion begins with a review of a method developed by Andrieu et al. [91, 92]
using an AR model.
Tracking TVAR parameters: Andrieu et al., in [91,92], develop a method which relies on a
particle filter to track the evolution of the poles in an all-pole spectrum over time. The authors
adopt a model where the AR coefficients vary across frames, but not within them (where a
frame is defined as a short sequence of observations). In [91], the authors adopt a fixed model
53
Sequential Monte Carlo Methods for Time-Frequency Analysis
order, i.e., a model with a fixed number of AR coefficients. This model is extended in [92]
where the authors propose a model in which the number of poles in the AR model is not fixed
and a JMS is used to determine the time-varying number of poles. The observed signal yt, at






t yt−k + et (3.34)
where Kt is the number of time-varying AR coefficients, a
(i)
t is the i
th AR coefficient, and et
is zero-mean, white Gaussian noise with variance σ2(e). The number of AR coefficients Kt also
defines the length of the frame and the observation samples prior to yt−Kt are ignored.
Rather than tracking the AR coefficients directly, the authors track the poles in the spectrum
and define a non-linear transformation from the poles to the AR coefficients. The transforma-
tion from the set of instantaneous frequencies νt, their moduli ρt, real poles rt and complex
conjugate poles zt onto the set of AR coefficients is defined as:
at = Φ(νt, ρt, rt, zt) (3.35)
such that the observation equation is now written as:
yt = Φ(νt, ρt, rt)yt−1:t−Kt + et. (3.36)
A JMS is used to model evolution of the time-varying number of poles Kt. A birth move in-
creases the number of poles, a death move reduces the number, and an update-only move leaves
the number of poles unaltered. These moves are specified using a set of predefined transition
probabilities and there is no accept-reject mechanism for rejecting bad proposal moves. The
transition probabilities dictate whether, given the current number of poles, a new pole should
be added or an existing one deleted. Further discussion of JMS and RJMCMC methods for de-
termination of a time-varying number of tones is presented in Sections 3.5 and 5.3 respectively.
The authors subsequently apply the algorithm and demonstrate estimation of the frequency
content of a time-varying signal.
Tracking ridges in the STFT: As mentioned in the previous chapter, tracking ridges in a
time-frequency representation can provide an estimate of the constituent frequencies of a signal.
Such an approach is followed by Dubois et al. in [48] and [49] where the algorithm involves
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using a particle filter to sequentially track the peaks in the STFT sequentially. The use of a
particle filter allows implementation of a tracking algorithm in the presence of a non-linear
observation model which translates a set of frequencies into the frequency observation space
by examining the short time spectrum. The signal is windowed in the time-domain to obtain a
local estimate of the kth frame of the signal as:
xk,τ = xk+τ−L
2
wτ , k ∈ {1, . . . , T}, τ ∈ {1, . . . , L} (3.37)
where the window, or frame, length is specified as L, the total length of the signal is T and
wτ , τ ∈ {1, . . . , L} denotes the value of the window function at time τ . The observed sample
is further modelled as:
xk,τ = sk,τ + bτ (3.38)
where vτ is additive white Gaussian noise, and sk,τ is modelled as the sum of Pk sinusoids
where the pth sinusoid has amplitude a
(p)











Let sk,τ ⇋ Sk,τ denote the Fourier transform pair of the windowed observation sequence.
Then, the observation space is constructed as a non-linear operation on the signal xk,τ to yield:
yk,τ = |Sk,τ |+ ek,τ (3.40)
where |Sk,τ | denotes the magnitude of the Fourier transform and ek,τ is zero-mean, white Gaus-
sian noise with variance σ2(e),k. The use of the non-linear transformation, sk,τ → yk,τ ≈ Sk,τ ,
allows for estimation of the magnitude and frequency of the tones without needing to consider
the phase of the signal which can be ignored. A drawback of this approach is its reliance on
the STFT, which can, in certain cases, provide an ambiguous time-frequency representation
of the signal and the method is thus constrained by the limitations of the STFT. This will be
illustrated in the following section when bat calls are considered for analysis.
The aim of the algorithm is, using the STFT, to estimate the time-varying parameters Pk,
fk = [f
(1)
k , . . . , f
(Pk)
k ]
T and ak = [a
(1)
k , . . . , a
(Pk)
k ]
T which denote the number of tones, their
frequencies, and amplitudes respectively. As in the case of the previously discussed algorithm
by Andrieu et al. [91, 92], a JMS is used to estimate the number of tones using birth, death and
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update-only moves. The birth and death moves in this case, correspond to addition and removal
of tones respectively, while an update-only move leaves the number of tones unchanged. Ad-
ditionally, to allow for dynamics in the variation of the parameters, a random walk is specified








such that the process noise v
(p)
(f),k ∼ N (0, (σ
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(f),k)

















k ∼ N (0, σ2φ) (3.42)






evolves according to a random walk
ensuring that the variance is always positive. A similar parameterisation is set up for the time-
varying amplitude parameters as well as the evolution of the observation noise variance σ2(e),k.
This system of equations can be fit into a particle filtering framework to sequentially estimate
the frequencies and amplitudes of the signal. To improve the performance of the filter, the
authors propose a variation of the basic particle filter which uses the unscented transform [74]
to construct the proposal distribution.
The unscented transform, which gives rise to the unscented Kalman filter (UKF), propagates a
set of deterministic samples (known as sigma points) through the non-linear state space equa-
tions such that the mean and covariance of the posterior distribution can be recovered correctly.
When used in a particle filter framework, this resulting filter is referred to as the unscented
particle filter [93].
The unscented transform improves performance by constructing a sampling distribution which
is closer to the optimal sampling distribution and increases the rate of convergence in cases
where the prior probability is centred in the tails of the likelihood function. Using the unscented
transform, the authors show that acceptable performance can be achieved even when a large
number of particles is not used. Dubois and Davy [70] have also developed an alternative
sequential frequency estimation algorithm which does not rely on tracking spectral peaks in the
STFT. This method is discussed in Section 3.5.
Tracking of piecewise-linear chirps: A slightly different approach is adopted for IF estima-
tion in Li et al. [94]. In that method, a time-varying frequency is approximated as a piecewise-
linear chirp, and the aim is to estimate the number of components, as well as their parameters.
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The authors utilise a particle filtering algorithm for estimation of static parameters [95].
Lee and Chia [95] note that particle filters developed for tracking dynamic states are unable to
cope with unknown static parameters. Their presence “violates the mixing properties required
for [particle filter] algorithms” [95] resulting in instability in the particle filter algorithm. A
solution proposed by both Lee and Chia [95], as well as Chopin [96], is to perform rejuvenation
of the particles through an additional MCMC step to improve the mixing properties. The Monte
Carlo rejuvenation step consists of applying an independent Metropolis-Hastings sampler [36]
which proposes values around the current estimate of the parameters while the remaining steps
in the particle filtering algorithm remain unchanged.
The algorithm developed by Li et al. [94] attempts to fit all the time samples up to the current
time using a (set of) linear chirp(s). The change in the posterior distribution from the initial/start
time up to the current time instant is measured using the Kullback-Leibler [97] distance, and
when this exceeds a threshold, it indicates that the current observations can no longer be rep-
resented using the current static parameters. In this case, a Monte Carlo rejuvenation step is
carried out and the algorithm attempts to fit the observations from the current time instant on-
wards using a new set of chirp parameters. The authors demonstrate the method using FM
signals and subsequently incorporate aspects of chirp model selection.
This section examined methods from the literature for estimation of a time-varying spectrum.
The following section examines different approaches to the analysis of echolocation calls. The
purpose is to show the limitations of certain approaches, and in doing so, illustrate the reasoning
behind the course taken in this work.
3.4.2 Time-frequency analysis of bat echolocation signals
To understand the motivation behind the approach adopted in this work, this section considers
the analysis of bat echolocation calls. Three calls are considered here, fromM. nattereri, P. pip-
istrellus and from Myotis daubentonii (Kuhl, 1817). Figures 3.4-3.6 show each of these calls
along with their spectrograms, where the sampling rate has been normalised to 1 Hz. The spec-
trogram is capable of showing the relevant detail present in the calls in most cases. However, on
inspection of the call fromM. daubentonii, ambiguities in the STFT are clearly visible (this sig-
nal will be studied further in Chapter 7). This suggests that merely the STFT or non-parametric
methods are not sufficient to analyse the signals. Additionally, as discussed previously, using
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non-parametric methods for analysis would entail some form of post-processing to extract the
call from the time-frequency representation.
The use of a parametric approach helps in circumventing this problem by either estimating the
precise frequencies that are present in the signal, or by fitting the signal to a particular chirp and
estimating its parameters. For example, this is illustrated in Figure 3.7 where the parameters
that describe the particular chirp need to be determined. In this case, the start and end times and
frequencies need to be determined as well as the parameters defining the frequency modulation
law of the chirp. Chirp parameter estimation will be considered here for a call from Natterer’s
bat and a pipistrelle using a linear and exponential chirp respectively.
The call fromM. nattereri is considered first. Neglecting higher harmonics, the call is assumed
to fit a linear chirp of the form:






















, t ∈ {0, . . . , T} (3.43)
where fstart and fend respectively denote the initial and final frequency of the chirp, T repre-
sents the duration of the chirp, and the chirp rate is given by c =
fend − fstart
T
. Since the model
is linear in the amplitudes (a, b), and assuming additive white Gaussian noise, it is possible to
marginalise the amplitudes and noise variance as illustrated in [17, 62] and in Section 4.4.4.
Using this, the posterior distribution p(fstart, fend | YT ) is evaluated on a grid parameterised
on the start and end frequencies of the linear chirp.
The call used in this example has been manually selected from a recording such that the segment
corresponds to a single call. Figure 3.8 shows the log posterior distribution over the normalised
start and end frequencies for the call. By evaluating the posterior, it is possible to obtain pa-
rameter estimates for the call considered by searching for the global maximum. Selecting the
maximum from the distribution yields a chirp start frequency of 0.2660 and a stop frequency of
0.0375. These estimates are limited by the grid resolution, which is 0.0005 in this example.
An examination of the posterior distribution shows an extent of blurring, and the maximum
is seen to lie somewhere along a ridge. This occurs since the linear chirp is not perfectly
matched to the call, and an examination of the spectrogram of the call reveals a minor deviation
from a linear chirp structure. Such deviations can make it difficult to accurately determine the
parameters of a call.
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Figure 3.4: a) Example of a call from M. nattereri and b) the spectrogram of the call.







































Figure 3.5: a) Example of a call from P. pipistrellus and b) the spectrogram of the call.







































Figure 3.6: a) Example of a call from M. daubentonii and b) the spectrogram of the call.
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Figure 3.7: Example of chirp parameters which may need to be estimated.
Monte Carlo methods can be used to estimate the chirp parameters rather than evaluating the
posterior distribution over a grid. The following example adopts an approach similar to that
of Li et al. [94] and uses a particle filter to estimate static chirp parameters. In specifying
the parameters to be static, the particle filter is required to sequentially refine the parameter
estimates describing the chirp structure as more data becomes available. As discussed earlier,
since static parameters are present in the signal model, following the method of Lee and Chia
[95] and Chopin [96], a Monte Carlo rejuvenation step needs to be included in the particle filter
to ensure stability.
This algorithm is applied to estimate the chirp parameters of the two calls. Figures 3.9 and 3.10
show the sequential estimates of the initial frequency and the chirp rate obtained from the filter.
From the figure, the chirp start frequency is estimated to be 0.2567 Hz, while the stop frequency
is 0.0339 Hz. While the figures show that the algorithm eventually converges to frequency and
chirp rate values after a certain number of iterations, it is seen that there is a mismatch between
these estimates and those previously obtained from a grid search of the posterior.
A similar result is obtained for the call from P. pipistrellus shown in Figure 3.5. As discussed
in Section 2.4, several chirp models have been used to fit echolocation calls. In the example
considered here, the call is fit to an exponential chirp given by equation (2.54), reproduced here:







Sequential Monte Carlo Methods for Time-Frequency Analysis




































Figure 3.8: Log posterior distribution over the initial and final frequencies from fitting the call
from M. nattereri to a linear chirp.
where TD is the time decay constant (negative), fa is the asymptotic frequency and B is the
bandwidth of the chirp. Fitting the call to the exponential chirp results in obtaining parameter
estimates as shown in Figures 3.11-3.13.
Despite the ability of the algorithm to arrive at parameter estimates, several drawbacks, are
associated with the chirp parameter estimation approach to echolocation call analysis. Firstly,
while the calls have been manually selected in this example, a general case would involve
parsing and selecting individual calls from a longer duration recording, an aspect which would
need to be automated. While this is not insurmountable, it may result in clipping of the start or
end of a call, depending on the method adopted.
More important, however, is the limitation of the models used in the parameter estimation
exercise. The models used here assume a constant amplitude envelope of the call when it
is clear that the calls are amplitude modulated. Additionally, the models do not account for
harmonics in the call. Estimation of the harmonics is further complicated by the fact that they
occur only over part duration of the call. The models described in the previous chapter may
not adequately represent the significant call variety which is observed in what is a very large
number of species of bats. For example, a linear chirp may offer only a poor approximation of
the call from Daubenton’s bat shown in Figure 3.6 which results in poor characterisation of a
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Figure 3.9: Sequential estimate of the initial frequency of the call from M. nattereri when fit to















Figure 3.10: Sequential estimate of the chirp rate of the call from M. nattereri when fit to a
linear chirp model.
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Figure 3.11: Sequential estimate of the bandwidth B of the call from P. pipistrellus.























Figure 3.12: Sequential estimate of the time decay constant T of the call from P. pipistrellus.































Figure 3.13: Sequential estimate of the asymptotic frequency fa of the call from P. pipistrellus.
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peak in the posterior distribution.
Consequently, a more prudent approach is to first estimate the time-varying frequencies present
in the call. By explicitly accounting for a varying number of tones and harmonics, as well as
the frequency and amplitude modulated nature of the tones themselves, it may be possible to
arrive at a more accurate representation of the calls. Should the need arise, chirp parameter
estimation can then be performed on this time-frequency representation, however, it is only the
frequency estimation aspects that will be considered in the following chapters.
The following section introduces a method from the existing literature for sequential detection
and estimation of a time-varying number of tones. This method will be compared with a novel
method developed later in Chapter 5.
3.5 Frequency Estimation using the RBPF
Dubois and Davy [70] develop a framework for joint detection and estimation of time-varying
sinusoids within a particle filter framework. A JMS is used to describe the evolution of the
model and a RBPF is used to achieve marginalisation of the amplitude parameters. The im-
plementation of this method (used in the comparison in Section 5.5) contains some deviations
from the original method described in [70]. In summarising the algorithm, these deviations will
be made explicit.
3.5.1 Signal Model
The signal model used in [70] is a particular case of the harmonic model described in Chapter 4.
While the full model is developed in that chapter, the specific instance of the model used in this
algorithm will be described here.
The model used by Dubois and Davy uses a sinusoidal basis to represent a short segment of
the signal. The signal is composed of a set of fundamental tones, and each tone is associated
with a fixed, large number of harmonics. The frequency content is estimated within a sliding
window of length L, and the subscript k is used to denote the frame index. The windowed
signal (within the frame) is centred about time tk ∈ τ = {0, . . . , T − 1}, where T is the total
length of the signal. The frequency content of the kth frame is evaluated over the segment
lk ∈ {tk − L′, . . . , tk + L′}, where L′ = (L − 1)/2. The model within the kth frame is then
64


























In the model, H is the (constant and large) number of overtones associated with each tone.
Using a lowpass assumption, the authors note that the true number of overtones may be less
than H since the frequency of the overtones may not exceed Nyquist frequency. By specifying
H sufficiently large, the system is over-modelled. The amplitudes of the cosine and sine con-




k . As a
result of the over-modelling, amplitude estimates of non-existent harmonics will be negligible
and these can be removed from the final estimate by setting a threshold for the amplitude terms.
The observation noise is zero-mean Gaussian of fixed variance elk ∼ N (0, σ2(e)).
3.5.2 Likelihood Function and Prior Distributions
The vector of parameters to be determined is denoted by ψk = {Pk, fk,ak}, where fk =
[f
(1)
k , . . . , f
(Pk)
k ]
T and ak = [a
(1,1)




k , . . . , b
(Pk ,H)
k ]
T are vectors of frequen-
cies and amplitudes respectively. Additionally, the observation and noise vectors are given
by xk = [xtk−L′ , . . . , xtk+L′ ]
T and ek = [etk−L′ , . . . , etk+L′ ]
T respectively. To arrive at an









































Gk = [cos(Φk) sin(Φk)] (3.46b)
where cos(·) and sin(·) operate element-wise onΦk. The signal model can then be rewritten in
terms of these matrices as:
xk = Gkak + ek (3.47)
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where ek = [etk−L′ , . . . , etk+L′ ]. For a signal model which can be written in this form, the
likelihood function can be written as [17, 62]:












The construction and nature of the Gk matrix will be discussed in greater detail in Section 4.4
where the general linear model is introduced.
For the prior distributions, Dubois and Davy [70] specify a flexible framework for the update
of the frequency and the amplitude parameters, by using smoothing functions to propose the
updates, although only a simple random walk is used in the sequential frequency estimation
algorithm here. Additionally, the process noise variance is further parameterised such that the
process noise variance is a time-varying parameter controlled by a set of hyper-parameters.
This additional parameterisation allows the method to deal with greater variations in the sig-
nal dynamics. However, the implementation in this thesis uses a fixed process noise for the
parameter update.





k−1 + v(f),k (3.49)
with v(f),k ∼ N (0, σ2(f)). Although a simple random walk is not the best choice of model, it is
used here due to its simplicity. A more appropriate model for the frequency evolution should
be used in practice by incorporating prior knowledge of signal structure into the model. The
update to the number of frequency components is specified as [70]:




1, with probability bk
−1, with probability dk
0, with probability uk = 1− (bk + dk)
(3.50)
where bk, dk and uk represent respectively birth, death and update-only of tones. The proba-
bilities for the update to the number of tones are reproduced from [70] in Table 3.1. It is noted
that the probabilities associated with the birth and death processes are small relative to the
update-only step. The effect of a large probability associated with the update-only step serves
to prevent a large number of particles from moving to spaces which may be associated with low
66
Sequential Monte Carlo Methods for Time-Frequency Analysis
Pk−1 = Pmin Pmin < Pk−1 < Pmax Pk−1 = Pmax
bk 0.1 0.1 0.0
uk 0.9 0.8 0.9
dk 0.0 0.1 0.1
Table 3.1: JMS transition probabilities for birth, death and update moves.
likelihoods.
The birth and death processes involve the addition and removal of a single tone to/from the
vector fk. Dubois and Davy utilise an efficient sampling distribution which proposes new tones
by estimating the dominant components from the observed signal. In the implementation used
in this thesis, a simple uniform prior is used for the sampling distribution. One of the aims
of Section 5.5 is to compare the performance of the different particle filter marginalisation
schemes, and restricting both algorithms to identical (and simple) sampling schemes should
have no impact on the performance of the algorithms themselves. In the case of a death move,
a tone is selected at random from the vector fk and removed.
3.5.3 JMS Framework and State Update Equations
The update of the state parameters ψk is given by:
Pk ∼ p(Pk | Pk−1) (3.51a)
fk ∼ p(fk | fk−1) (3.51b)
ak = Akak−1 +Bkv(a),k (3.51c)
x̂k = Ckak +Dkek (3.51d)
where the expressions for ak and x̂k are of the same form as equations (3.24b) and (3.24c) on
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where IQ denotes the Q × Q identity matrix. The update for the amplitude parameters is
specified as the Gaussian distribution with variance σ2(a), p(ak|ak−1) = N (0, σ2(a)). The matrix
Ck is identical to the matrix Gk defined in equations (4.24a) and (4.24b). The Gk matrix
(discussed in the following chapter in the context of the general linear model) is a function of
{φ(p,h)k,l }, given by equation (3.45b), such that each column of the matrix constitutes a single
basis function. Using these definitions and distributions, the RBPF can now be described.
3.5.4 Particle Filtering Algorithm
Dubois and Davy take advantage of the conditional Gaussian state space to implement a so-
lution to the frequency tracking problem using the Rao-Blackwellised particle filter (RBPF).
The parameters are partitioned as ψ′k = {Pk, fk} and ξk = ak, and the noise variance σ2(e) is
assumed known.
The sampling distribution on the ψ′k parameters is implemented as a random walk as described
using equations (3.49) and (3.50). Using the definitions of Ak, Bk , Ck and Dk in equation
(3.52), the Kalman filter equations, given by (3.28a)–(3.28f), can be evaluated, which allows
evaluation of the likelihood function p(xk|Ψ′k,Xk−1) using equation (3.32). This allows evalu-








k }, i ∈ {1, . . . , N}. Algorithm 3, adapted from [70], lists the steps
involved in the RBPF.
3.6 Summary
This chapter introduced SMC methods and their application to the particular problem of time-
frequency analysis. The basis of particle filters is provided by SIS, an extension of the im-
portance sampling principle to the sequential case. SIS is used to approximate the posterior
distribution using a discrete set of weighted samples. Parameter estimates can be obtained by
taking expectations of this posterior distribution which approaches the true estimate as the num-
ber of samples, or particles, approaches infinity. In practice, particle filters can provide good
results even with a limited number of particles.
Particle filters are seen to suffer from degeneracy when all but a few particles have zero weight.
This occurs due to the use of a limited number of particles and can be prevented by using
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Algorithm 3 Sequential frequency estimation using the RBPF






















where i is the particle index, and N is the number of particles used.
















k using equations (3.28a)–(3.28f).




































a resampling step which replaces those particles having low weights with those having high
weights. This can be understood as moving particles from low likelihood regions to higher
likelihood regions.
Section 3.2 discusses marginalisation of parameters within the particle filter framework. The
marginalisation process serves to reduce the dimensions of the parameter space and also serves
as a variance reduction method. The resulting filter, called the RBPF, separates the state space
such that one set of parameters can be represented using a conditional Gaussian distribution.
The observation equation is linear in the amplitudes and thus, the distribution on the ampli-
tudes can be written as a Gaussian distribution conditional on the remaining parameters. The
RBPF then relies on the Kalman filter to estimate this distribution while using the particle filter
to estimate the remaining non-linear parameters, achieving marginalisation of the amplitude
parameters in this case.
Section 3.4 discusses several algorithms for time-frequency analysis which rely on a Monte
Carlo framework. The section also discussed methods for chirp parameter estimation of bat
echolocation calls while noting that such an approach is hindered by several shortcomings
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which arise from a significant amount of variability in bat echolocation calls.
A sensible approach to the analysis of bat echolocation calls is thus, to estimate the time-
varying number number of components sequentially. In doing so, the constraint of accounting
for the entire structure of the call is lifted, requiring only that the model take into account non-
stationarity on a local scale, and under the right circumstances, the signal may be treated as
locally stationary.
The concluding section of this chapter introduced a method developed by Dubois and Davy [70]
which estimates the time-varying tones of a signal sequentially while assuming the signal is
locally stationary. The method developed by Dubois and Davy relies on a JMS to determine the
time-varying number of tones through predefined transition probabilities and uses the RBPF to
achieve parameter marginalisation.
Before developing the proposed particle filtering algorithm, the following chapter introduces
the signal model used for the task. Due to the highly variable nature of bat echolocation calls,
the signal model needs to be sufficiently flexible, capable of dealing with frequency modula-
tion as well as a variable number of harmonics. Following the introduction of the model, the
relevance of the model to bat echolocation calls will also be examined in the following chapters.
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Chapter 4
A Signal Model for Sequential
Frequency Estimation
Introduction
Parametric approaches to signal analysis rely on exploiting signal structure to produce a more
accurate estimate of the signal parameters. While dealing with the problem of sequential fre-
quency estimation, it is the analysis of bat echolocation call structure that is of particular
relevance in this work. Much of the analysis of calls relies on using the STFT to obtain a
time-frequency representation of the signals followed by some form of post-processing; for
example, Obrist et al. use the spectrogram of calls to perform species identification and classi-
fication [98].
While the STFT is a powerful analysis tool, as illustrated in the previous chapter, a drawback
of the method is its inability to characterise detailed signal structure, occasionally leading to
ambiguous time-frequency representations. This motivates the need for an alternative method
which facilitates easy analysis of echolocation calls.
The following sections introduce the model used in this work for analysis of echolocation calls
while discussing the motivation for the choice of model. The model described in this chapter
combines several models from existing literature to arrive at a model which may be suitable for
the analysis of echolocation calls.
4.1 A Parametric Model for Bat Echolocation Signals
A parametric approach involves fitting a model to the observed signal. The problem then re-
duces to determining the parameters of that model which would produce the observed data.
For example, as discussed in the previous chapter, time-varying spectral estimation in several
methods consisted of estimation of a set of AR coefficients or frequencies (which constitute the
basis for a harmonic model).
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The choice of model stems from the structure of the signals of interest. Bat echolocation calls
are frequency and amplitude modulated signals which do not contain any impulse-type compo-
nents. Depending on the species, bats produce different types of chirp signals (see Section 2.4
for an overview). In order to analyse individual calls, they must first be extracted from a se-
quence, such as the one shown in Figure 2.1. Once a call is extracted, the chirp type and
parameters need to be determined. Call analysis is complicated by the large number of param-
eters associated with such methods – start position of a call, its duration, chirp type, and chirp
parameters. Additionally, it can be difficult to incorporate the amplitude modulation of calls
within the model due to the complicated and varied envelopes involved.
The solution considered here is to produce a time-frequency representation by sequentially
estimating the instantaneous frequency of the recorded sequence. Using this time-frequency
representation, individual calls can be extracted easily and further analysis can be performed.
To start with, a sinusoidal model is chosen for the estimation of the instantaneous frequency
of the signal. Since a sinusoidal model is being used, the model will be unable to account
for impulsive, or broadband components in signals. However, as seen in the STFTs of calls
in the previous chapters, bat echolocation calls consist predominantly of modulated tones thus
permitting the use of such a model.
The following section will introduce the basic sinusoidal model first. The basic model is prone
to certain limitations. In order to overcome these limitations, the model can be extended, thus
improving its robustness. The limitations and extensions will subsequently be discussed in
Section 4.3.
4.2 A Basic Sinusoidal Model
The basic sinusoidal model consists of modelling the observed signal as a sum of weighted
sinusoids [17]. Each sinusoid corresponds to a single tone present in the signal. Associated with
each tone is a frequency, amplitude and phase, three parameters which completely characterise
the tone. The estimation problem can be described as one where the number of tones and their
parameters need to be estimated for the given observed signal. The sinusoidal model can be
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a(p) cos(2πf (p)t) + b(p) sin(2πf (p)t)
)
+ et (4.1)
where xt is the observation at time t, P is the number of tones present in the signal, (a
(p), b(p))
are the magnitudes of the cosine and sine components of the pth tone and et represents a noise
term. The formulation used here is equivalent to one written in the form of a magnitude and
phase of a tone since the magnitude of the signal is obtained as
√







In the method adopted here, the above sinusoidal model is used to evaluate the frequency con-
tent over a small segment of the observed signal. Each such segment, obtained using a sliding
window, is termed a frame. By sliding a window over the observed signal and estimating the
frequency content within each frame, it is possible to obtain a sequential estimate of the instan-
taneous frequency of the signal. The implicit assumption here is that the signal satisfies the
model within the window, i.e., within the window, the signal can be decomposed as a set of
unmodulated tones.
Each frame can be treated independently of the others and consequently, the model specified in
equation (4.1) needs to be specified accordingly. The length of the kth frame is L and the centre
of the frame occurs at time tk ∈ τ = {0, . . . , T − 1}, where T is the total length of the signal.
The frequency content of the kth frame is evaluated over the segment lk ∈ {tk−L′, . . . , tk+L′},
where L′ = (L − 1)/2, L odd. The frame subscript, k, is used to indicate the parameters of
the kth frame. If Pk frequency components are present in the k
























In equations (4.2a) and (4.2b), xlk is the observation sample at time lk and elk ∼ N (0, σ2(e),k) is
zero-mean white Gaussian observation noise with variance σ2(e),k. The time-varying parameters










which represent the amplitudes of the cosine and
sine contributions, and the frequency of the pth component respectively.
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Equation (4.2a) and lk are specified such that the analysis is centred within the frame. It should
also be noted that in equation (4.2a), φ is not simply a function of the time instant tk, but
a function of position within the frame, as indicated by lk − tk. Figure 4.1 illustrates the
decomposition of the signal within the frame onto a sinusoidal basis in the time-frequency
domain. The figure is zoomed in over the time frame 0.4-0.6 s. The figure shows that the
model provides a poor approximation to the frequency modulated signals, and extensions to the
model will be considered in the following section to reduce this mismatch.
Figure 4.1: A close up of the time-frequency representation of a frame and its context in the
signal is shown. Within the frame, the signal is modelled as a sum of unmodulated
tones.
To allow for frequency and amplitude modulation of the signal over time, a second model is
required to describe the evolution of the parameters, i.e., the number of tones, their frequen-
cies and amplitudes, over time. For this second model, a random walk can be chosen on the
parameters [70]. The update equations for the parameters of the pth tone are written as:
tk+1 = tk + ∆t
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where the subscript k indicates the value at the kth frame,∆t determines the amount of overlap











are respectively the process update noise for the
model parameters f , a, and b. For the update of the number of tones Pk, an update matrix
can be specified which increments or decrements the number of tones, or leaves the number
unaltered at each update. The process noise for update of the tone parameters can be specified
























(b),k are the variances of the distributions on the frequency and amplitude
parameters respectively.
The term∆t in equation (4.3a) takes on a predefined value and is not estimated. Smaller values
of ∆t will produce more closely spaced estimates while large values will produce estimates
farther apart due to the reduced overlap between subsequent frames.
4.3 Extensions to the Basic Sinusoidal Model
The harmonic model described above has certain limitations. The signals being analysed here,
viz., bat echolocation calls, are both frequency and amplitude modulated. The length of this
window governs the variance on the resulting frequency estimates. The Cramer-Rao lower
bound (CRLB) provides the lowest variance on the unknown parameters which may be attained
by an estimator. The CRLB has been derived for the estimation of a single constant amplitude
polynomial phase (or chirp) signal [17, 99, 100] illustrating the best achievable accuracy. It is
seen that the variance on the frequency estimates has an inverse dependence on the window
length. It then becomes possible to increase the accuracy of the estimates by increasing the
length of the window thereby making use of more data.
In the model used here, the parameters are estimated within a sliding window of length L. The
variance on the resulting frequency estimates then depends on the length of the window, and
when L is small, the variance on the parameters will be larger than when L is large. Conversely,
using a larger window may cause the model assumptions to be invalidated. For example, within
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a long window, the windowed signal may be both frequency as well as amplitude modulated.
While the preference may be to use a longer window thus improving the accuracy of the es-
timates, the limitations of the model constrain the extent to which the window length can be
increased.
The model described in equation (4.2a) also does not explicitly account for harmonics which
may be present in the signal and any harmonics will be estimated as independent tones. How-
ever, due to the presence of harmonics in echolocation calls, estimation of higher harmonics is
useful in the model. Models which account for harmonics are commonly used for the analysis
of musical signals [70,101] and are well established. The following sections examine these har-
monic models as well as extensions to the basic model to improve the flexibility and robustness
of the model, particularly with regards to the use of longer window lengths.
4.3.1 Dealing with Harmonics
In some signal analysis problems, the signal of interest contains harmonics or overtones. For
example, speech and musical signals commonly contain several harmonics, and in fact, this is
also true of bat echolocation calls. Using the model described in equation (4.2a), each of these
harmonics would be modelled as a separate tone.
In such cases where the signal contains harmonics, it can be more advantageous to estimate
the frequency of the fundamental and the number of harmonics rather than the frequency of
each harmonic component. The advantage stems from the need to estimate two parameters
in the former case, a single frequency and the number of harmonics, as opposed to multiple
independent frequencies.
The basic sinusoidal model is extended such that f
(p)
k now represents the frequency of the
pth fundamental tone and all harmonics, or overtones, are obtained as integer multiples of
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In equation (4.5a),H
(p)
k is the number of overtones associated with the p
th tone. The amplitudes





k . In contrast with the basic model described earlier in Section 4.2, φ
(p,h)
k,l
is now a function of h as well. Comparisons between this model and the basic model will be
considered in Chapter 6 to illustrate the advantages of accounting for additional harmonics of
the signal.
When dealing with certain musical signals, it is seen that higher harmonics deviate from integer
multiples of the fundamental tone [38]. The presence of deviation of harmonics in echolocation
calls has not been previously considered, and one of the aims of this work is to establish the
absence or presence of any such overtone deviation in the calls. The overtone deviation can
be incorporated into the model by specifying an overtone deviation parameter µ, and the term
φ
(p,h)










k indicates deviation of the h
th harmonic from an integer multiple of the fundamen-
tal tone f
(p)
k . An additional constraint is added so that µ
(p,1)
k = 0. In the model, µ
(p,h)
k is treated
as a time-varying parameter. If µ
(p,h)
k is in fact a static parameter, an alternative approach may
required which takes this into account (see, for example [95,102] where a particle filter is used
to estimate time-varying parameters while explicitly accounting for static parameters).
Similar to equations (4.3a) and (4.3b), the update for the number of harmonics and the harmonic


















(H),k is the process noise which determines how the number of harmonics will change,
and v
(p,h)
(µ),k ∼ N (0, σ2(µ),k).
When the number of harmonics is unknown, it is possible to over-model the system by assuming
a constant and large number of harmonics in the model as is done by Dubois and Davy [70],
and described in Section 3.5. Once the parameters of all tones and harmonics in the model
are estimated, true harmonics can be detected by examining their associated magnitudes, i.e.,
harmonics which are not present will have very low magnitudes associated with them. Thus, it
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is possible to retain only valid harmonics by thresholding the magnitudes [70].
The advantage of such a method is that it is possible to easily detect a signal with only even
or odd harmonics since thresholding is performed on the estimated magnitude. The downside
to this approach, however, is the need to identify the precise value of the threshold since too
large a threshold will result in ignoring weak harmonics, while too low a threshold will result
in spurious harmonics.
An alternative method is to determine the number of harmonics at each instant. This can be
performed using a RJMCMC sampler [38], and this is the approach adopted in the development
of a sequential frequency estimation algorithm in Chapter 6.
4.3.2 Dealing with Signal Modulation
When dealing with long windows, the harmonic model may be unable to correctly model the
observed signal due to the presence of frequency and/or amplitude modulation which occurs
within the window. As discussed earlier, the motivation for using a longer window is to reduce
the variance on the parameter estimates. Amethod to overcome this limitation is to then account
for such modulation schemes within the harmonic model.
In particular, it is possible to account for the presence of some frequency modulation of tones
within the window in the model. This can be done by modelling the signal within the window
as a frequency modulated tone. To this end, the following sections will first introduce a linear
chirp basis and subsequently, a general polynomial chirp basis.
While the frequency modulation is explicitly modelled within the window, it is chosen to not
model the amplitude modulation within the window in this work. In particular, if the length of
the window is not made arbitrarily long, it can be assumed that the observed signal envelope
within the window is constant and the amplitude modulation can be ignored, thus preventing
further complications to the model. This assumption may not always hold in practice and can
lead to erroneous estimates when it is violated. The effect of this assumption and methods to
overcome the limitations are considered in Chapter 7.
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4.3.2.1 A Linear Chirp Basis
Frequency modulation within the sliding window can be characterised to some extent through
a simple extension of the sinusoidal basis in equation (4.2b) to a linear chirp basis. Within
the sliding window, the frequency at time tk, at the centre of the window, is specified as f
(p)
k .
Additionally, each fundamental tone is also described by a chirp rate parameter ck.
Figure 4.2 shows an example of how a linear chirp basis is used to estimate the instantaneous
frequencies of the signal components within a frame. By adopting a linear chirp rather than a
sinusoidal basis, the mismatch between the windowed observations and the model is reduced,
and a closer approximation is achieved. Incorporating the linear chirp basis into the model
requires a redefinition of φ
(p)















Using the above definition of φ
(p)
k,l , the windowed signal is modelled as a linear chirp within
the window. Additionally, the analysis is centred within the window, which is to say that the




Figure 4.2: A close up of the time-frequency representation of a frame and its context in the
signal is shown. Within the frame, the signal is modelled as a sum of linear chirps
which are shown as tangents to the frequency tracks. In this example, there are
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The linear chirp basis can easily be combined with the model specified in the previous section

















with similar extensions to higher order models as considered in the next section. In the above
equation, both the chirp rate and overtone deviation parameters may be considered small such

















where the overtone deviation parameter µ only applies to the frequency term. The parameter




















(c),k ∼ N (0, σ2(c),k) is the process noise for the chirp rate update.
4.3.2.2 A General Polynomial Chirp Basis
The linear chirp basis specified above provides more flexibility within the model than a pure
sinusoidal basis. A further redefinition of φ
(p,h)
k,l allows the model to be extended to comprise a
general nth order polynomial basis. This, the most general form of the model, will be referred
to as the general harmonic model (GHM).
A general nth order polynomial chirp can be used to describe the instantaneous frequency f(lk),
at any point lk within the sliding window as:
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lk + φ0 (4.13)
where φ0 represents some initial phase and is assumed to be zero.
Using equation (4.13), and incorporating additional overtones as discussed in Section 4.3.1, the











































Using a first-order polynomial, s0,k corresponds to the fundamental frequency term fk and s1,k
corresponds to the chirp-rate ck. Additionally, in equation (4.15), the overtone deviation term
µ affects only the fundamental frequency term s0,k.
While a larger polynomial order allows characterisation of greater detail within the sliding
window, increasing the order also requires estimation of additional parameters . There is thus
a trade-off between model simplicity, governed by the polynomial order, and the extent of
frequency modulation which can be modelled within the sliding window.
The parameter state update equations for the general polynomial basis can be written as follows,
with the subscript (p) dropped for clarity:
s0,k+1 = s0,k + s1,k∆t+ s2,k
(∆t)2
2!




s1,k+1 = s1,k + s2,k∆t+ s3,k
(∆t)2
2!
+ . . .+ sn,k
(∆t)(n−1)




sn,k+1 = sn,k + v(sn),k
(4.16)






(j − i)! + v(si),k (4.17)
where {v(s0),k, v(s1),k, . . . , v(sn),k} are the process noise terms for the update of the chirp pa-
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rameters such that v(sn),k ∼ N (0, σ2(sn),k).
The above set of equations can be written more compactly in terms of matrices. The vector
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The choice of polynomial order n is dependent on the signal of interest. Chapter 7 will com-
pare the performance of different order polynomials and their relevance to the analysis of bat
echolocation calls.
4.4 Frequency Estimation and the General Linear Model
The general linear model (GLM) [17, 62] provides a useful generic method for describing a
large class of models. In [62], the authors state that any data which can be represented in terms
of a “linear combination of basis functions with an additive Gaussian noise component satisfies
the general linear model”. More formally, for a sequence of observations of length K , the






k + ek (4.20)
where g
(p)
k constitutes the basis, a
(p) determines the contribution of that basis and ek is the
observation noise.
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The observation equation can be written in matrix-vector form as:
x = Ga+ e (4.21)
where x = [x1, . . . , xK ]
T , a = [a(1), . . . , a(P )]T , e = [e1, . . . , eK ]

















































The following section demonstrates how the harmonic model can be placed within the GLM
framework before subsequently examining the likelihood function and prior distributions.
4.4.1 Frequency Estimation Context
The GHM described in equations (4.14) and (4.15) can be written in terms of the GLM. The
cosine and sine components correspond to the basis functions in the GLM and together with
the amplitude parameters, the observation is written as a linear combination of cosine and sine
components.
Due to the time-varying nature of the GHM, the basis functions and their weights are time-
varying. The subscript k indicates the parameters within a frame. The observation vector xk is
defined as xk = [xtk−L′ , . . . , xtk+L′ ]
T and ek = [etk−L′ , . . . , etk+L′ ]
T is the white Gaussian
noise vector.
The vector of harmonics associated with the tones is given by Hk = [H
(1)








k . The vector





























is the vector of all amplitudes.
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Depending on the choice of model, the parameters which define the frequency modulation
structure of each tone within the window may be a) frequency, b) frequency and chirp rate, or
c) an nth order polynomial. The first two options are merely specific cases where the poly-
nomial order is restricted to zero and one respectively. However, since these particular options
will be used more extensively in the following chapters, these particular instances of the general
polynomial will be explicitly specified here.
When using a general nth order polynomial as discussed in Section 4.3.2.2, the parameters
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0,k and in the case




1,k. In these cases, the vector of frequen-
cies is (alternatively) specified as fk = [f
(1)
k , . . . , f
(Pk)
k ]
T , and the vector of chirp rates as
ck = [c
(1)




When overtone deviation is considered, the deviation of harmonics of the pth tone is indicated



















The matrix of basis functions Gk is constructed using the (modulated) tones specified by the






















































where the general definition of φ
(p,h)
k,l is described in equation (4.15). The Φk matrix specifies
the instantaneous phase of the (modulated) tones which form the basis of the Gk matrix which
is then obtained as:
Gk = [cos(Φk) sin(Φk)] (4.24b)
where cos(·) and sin(·) operate element-wise onΦk to produce the augmented Gk matrix with
dimensions L× 2Ok . Using the definitions of ak and Gk in equations (4.23b) and (4.24b), the
harmonic model can be written in the framework of the GLM.
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4.4.2 The Likelihood Function and Prior Distributions
This section describes the likelihood function for the GHM described previously, as well as the
prior distributions used in implementing the Bayesian solution.
Since the observation noise is Gaussian, if ψk = {Pk,Hk,Sk,Mk,ak, σ2(e),k}, the likelihood
function is written as:












Since a Bayesian method is adopted in estimating the frequencies present in the signal, it is
necessary to specify prior distributions for the parameters. The likelihood function itself does
not draw any distinction between harmonics and fundamental frequencies that have the same
frequency, i.e., a harmonic can be replaced by a fundamental tone of the same frequency with no
impact on the likelihood function. The likelihood function is merely a goodness of fit test and
penalty terms arising from a large number of tones and harmonics need to be incorporated via
the prior distributions. A set of uninformative priors are used in [29, 33, 38] for the estimation
of sinusoids as well as general frequency modulated signals and these priors are used here as
well.
For the number of tones Pk, a truncated Poisson distribution is selected
p(Pk | λt) =
λPkt exp(λt)
Pk!
, P ∈ [Pmin, Pmax] (4.26)
where λt may be considered as the number of expected frequency components in the signal [29].
As described in [38], a truncated Poisson distribution is specified for the prior on the number
of harmonics of each tone as
p(H
(p)











k ∈ [Hmin,Hmax] (4.27)
where λh indicates the number of expected harmonics.
A uniform distribution is chosen for each of the polynomial basis chirp parameters
p(sn,k) = U [sn,min, sn,max] (4.28)
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where U [a, b] indicates a uniform distribution over the limits [a, b]. This prior distribution is
based on the assumption that the signal under consideration has been filtered through a lowpass
filter and sampled at a sufficiently high sampling rate such that it does not possess any aliasing.




, where fs is the sampling frequency. Ranges for higher order terms in the polynomial





, implicitly limits the range of the higher order terms since the frequency
as given by equation (4.12) may not exceed the limits. Additionally, a uniform distribution is
specified for the overtone deviation parameter [38]:
µ
(p)
k ∼ U [µmin, µmax] (4.29)
The noise variance is assumed to follow an inverse-gamma distribution, σ2(e),k ∼ IG(αe, βe),
with scale and shape parameters (αe, βe) respectively [29]. In other words:










For the amplitude parameters, a multivariate normal distribution is defined over the 2Ok ampli-
tude parameters, ak ∼ N (0,Σk),Σk = σ2(e),kδ2kI2Ok , where IQ is the Q×Q identity matrix.















An extra parameter, δ2k , is introduced from the prior on the amplitudes. The introduction of
this parameter facilitates marginalisation of parameters from the posterior distribution which is
considered in Section 4.4.4. The δ2k parameter may be considered an indication of the expected
SNR of the signal [29] and an inverse gamma prior is chosen p(δ2k) = IG(αδ, βδ):











The prior distributions on the parameters have introduced several hyper-parameters: λt, λh,
(αe, βe), (αδ, βδ). These hyper-parameters provide a means for incorporating prior knowl-
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edge of the parameters. However, since the priors are uninformative, the exact values of the
hyper-parameters are unable to adversely impact the posterior distribution even when the prior
information is misleading [33].
For an inverse gamma distribution, setting α = β = 0 reduces the prior to Jeffrey’s prior [29,33]
reflecting a lack of knowledge in the prior. Additionally, setting β = 2 in the distribution
results in a uninformative prior since the distribution has infinite variance [33]. The precise
value of α in this case is seen to not affect the estimation process significantly [29, 33]. Setting
β = 2 ensures that the distribution can be sampled from while still ensuring that the prior is
uninformative.
The number of expected tones and harmonics is indicated by λt and λh respectively. The values
of λt and λh penalise the posterior distribution when the number of tones and/or harmonics
deviates from the expected number. It is possible to further parameterise the hyper-parameters
of the prior distributions which would be equivalent to estimating the values of the hyper-
parameters by describing priors and transition probabilities. Such an approach is adopted, for
example, by Dubois et al. in [48] where the process noise variance varies over time. In the work
presented in the following chapters, however, further parameterisation of the hyper-parameters
is not considered, with the chosen priors being of a sufficiently uninformative nature.
In addition to the priors on the parameters being uninformative, the priors on the noise variance,
σ2(e),k, and amplitudes, ak, are also conjugate priors. The use of the conjugate priors aids in the
process of parameter marginalisation which will be addressed in the following section.
4.4.4 Parameter Marginalisation
In certain cases, some parameters in the model may be of little or no interest. For example, in
the time-frequency analysis problem, the time-varying frequency estimates may be of greater
interest than the estimate of the amplitudes. Under certain circumstances, it is possible to
marginalise these unwanted parameters out of the posterior distribution, thus eliminating them
from the estimation process and reducing the parameter state space dimensions. An advantage
of marginalisation, or Rao-Blackwellisation, is that the resulting estimator has a lower variance
[36]. In the GLM, it is possible to analytically marginalise the amplitude and noise variance
parameters, ak and σ
2
(e),k through the use of conjugate priors [62].
The amplitude and noise variance parameters are termed nuisance parameters and denoted by
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ξk = {ak, σ2(e),k}. The remaining parameters to be estimated are ψ′k = ψk \ ξk. The inte-
gration of the posterior distribution of the GLM over the amplitude and noise variance terms is
illustrated in [17] and [62] using a uniform prior for the amplitudes and Jeffreys prior for the
noise variance. The marginalisation process here is carried out along similar lines, but using
the priors defined in the previous section.
The aim is to obtain a likelihood function p(xk | ψ′k) which is independent of the nuisance
parameters. This marginalised likelihood function will be utilised in the recursive Bayesian
estimator described in the next chapter. The marginalised likelihood function, is obtained as:
p(xk | ψ′k) =
∫
p(xk, ξk | ψ′k)dξk =
∫
p(xk | ψk)p(ξk)dξk (4.33)
=
∫∫
p(xk | ψk)p(σ2(e),k | αe, βe)p(ak | Pk,Hk, σ2(e),k, δ2k)dσ2(e),kdak (4.34)
Expanding equation 4.34 in terms of the distributions gives:

































































































































where the integral is performed over the P -dimensional real space. Setting y = ak, Γ =
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k xk, the integral over ak simplifies to:















































(xTk xk + 2αe − xTkGkF−1k GTk xk), β =
L
2
+ βe and σ = σ(e),k reduces the
marginalised likelihood function to:















Since the harmonic model can be placed in the GLM framework, it becomes possible to use
this method to marginalise parameters from the distribution. The marginalisation allows imple-
mentation of a filter of reduced complexity which will be discussed in the following chapter.
4.5 Summary
This chapter introduced the signal model which will be used for sequential frequency estima-
tion. The design of the signal model is motivated by the signals of interest in this work, viz.,
bat echolocation calls.
A basic model is first presented for the signal model, where the signal is approximated as a sum
of unmodulated tones within a sliding window. A sinusoidal basis may be inadequate when
dealing with frequency modulated signals. This can arise if the frequency modulation of the
signal within the window causes the model to approximate a single tone with several closely
spaced tones. One solution to this is to use a window of short duration, however, the use of a
short window can lead to a comparatively large variance on the parameter estimates.
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By way of extending and improving the model, the sinusoidal basis in the basic model is ex-
tended to a linear chirp basis, and subsequently, to a general nth order polynomial chirp basis.
These basis functions afford significantly more flexibility than the standard sinusoidal basis
which is commonly used, and allow the use of longer windows due to the decreased mismatch
between the observations and the signal model within the window.
Subsequent extensions to the basic model are considered by way of accounting for additional
harmonics as well as deviations of the harmonics from integer multiples of the fundamental
frequency. The modelling of harmonics is particularly important with regard to music signals
which sometimes exhibit inharmonicity.
Chapter 7 also examines the use of different polynomial basis functions with regards to bat
echolocation calls. A higher order polynomial basis requires estimation of a larger number of
parameters, and consequently, there is a trade-off between model flexibility and model simplic-
ity. That chapter examines parameter estimation accuracy using different order polynomials
under constrained conditions.
Section 4.4 illustrates how the frequency estimation problem can be placed in the context of the
general linear model (GLM). Uninformative conjugate priors are described for the parameters
to describe a complete lack of information regarding the parameters. The use of these conju-
gate distributions allows for analytical marginalisation of the amplitudes of the tones as well as
the noise variance which gives rise to a marginalised likelihood function. This marginalisation
process is not specific to the particular problem of frequency estimation, but is applicable to
any model which can be placed within the framework of the GLM. The marginalised likeli-
hood function derived here is used in the following chapter to perform sequential frequency
estimation through an implementation of a recursive Bayesian filter.
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Chapter 5
A New Marginalised Particle Filter for
Sequential Frequency Estimation
Introduction
As discussed in the previous chapter, a sequential approach to time-varying frequency estima-
tion has been adopted in this work. The sequential model developed previously is sufficiently
flexible to account for significant variations in the signal, making it suitable for the analysis of
bat echolocation calls.
As introduced in Chapter 3, particle filters offer a means for implementing a recursive Bayesian
filter. Particle filters offer an attractive solution to the sequential frequency estimation problem
on account of the non-linear nature of the observation equation and the multi-modal posterior
distribution.
The Rao-Blackwellised particle filter (RBPF), reviewed in Chapter 3, can be used to perform
parameter marginalisation in the particle filter framework. The RBPF is based on achieving a
separation of the parameter space into a set of linear and non-linear parameters, with a particle
filter being used to track the non-linear parameters, and the Kalman filter, to track the linear pa-
rameters. As seen at the end of that chapter, Dubois and Davy [70] utilise the RBPF framework
in estimating the time-varying frequency content of a signal. The authors develop a flexible and
complete framework for sequential estimation of a time-varying number of frequency compo-
nents.
As an alternative to the RBPF discussed in Chapter 3, a new marginalisation technique is devel-
oped in this chapter giving rise to the marginalised particle filter (MPF). The sequential updates
of the amplitude parameters as described by a random walk can be tracked using the Kalman
filter in the RBPF. If, on the other hand, the sequential relation as described by the random walk
is ignored, and the amplitudes at each instant are assumed independent of the previous value,
then by using a set of conjugate priors, it is possible to integrate out the parameters. Using a
similar assumption, the observation noise variance is also marginalised out from the posterior
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distribution. This allows the marginalised likelihood function developed in the previous chapter
to be used to estimate the instantaneous frequency of the signal.
It will be shown in Section 5.4 that the marginalised form of the particle filter derived here
provides a good alternative option to the well established RBPF for application to the linear
and Gaussian class of problems.
The following section develops this new form of the particle filter with subsequent sections
discussing its application to the sequential frequency estimation problem. This new frequency
estimation algorithm builds and improves upon established techniques for both sequential as
well as batch offline frequency estimation.
5.1 Developing the Marginalised Particle Filter
In this section, an alternative approach to the standard RBPF is considered for parameter
marginalisation. The set of parameters is partitioned into those which are of interest ψ′k, and
those which may be termed nuisance parameters ξk. The nuisance parameters ξk, may either
not be of interest, or it may be possible to estimate these conditional on ψ′k, for example, using
a least squares estimate.
In order to marginalise the nuisance parameters ξk from the posterior distribution, p(Ψk | Xk),
it is necessary to integrate the posterior distribution with respect to Ξk = [ξ0, . . . , ξk]. The
posterior distribution satisfies the recursion [82]:
p(Ψk | Xk) = p(Ψk−1 | Xk−1)
p(xk | ψk)p(ψk | ψk−1)
p(xk | Xk−1)
. (5.1)
The distribution over the reduced parameter set, Ψ′k = Ψk \Ξk, is now given by:
p(Ψ′k | Xk) =
∫
p(Ψk | Xk)dΞk (5.2)
It is assumed that the parameters ψ′k and ξk are independent of each other. This may not
necessarily be true, however, this assumption is necessary to achieve a tractable marginalisation
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of the nuisance parameters ξk. The transition prior p(ψk | ψk−1) can then be written as:
p(ψk | ψk−1) = p(ψ′k, ξk | ψ′k−1, ξk−1) (5.3)
= p(ψ′k | ψ′k−1, ξk, ξk−1)p(ξk | ξk−1,ψ′k−1) (5.4)
= p(ψ′k | ψ′k−1)p(ξk | ξk−1) (5.5)
Substituting equation (5.1) into equation (5.2) and rewriting the integral in terms of ψ′k and ξk
then yields:
p(Ψ′k | Xk) =
∫
p(Ψk−1 | Xk−1)










p(xk | ψk)p(ψ′k | ψ′k−1)p(ξk | ξk−1)




Due to the recursive dependence of ξk on ξk−1, it is not possible to write equation (5.8) in
a time recursive form as in equation (5.1). A further approximation is thus made, that the
nuisance parameters, ξk, are independent across frames, so that p(ξk | ξk−1) = p(ξk), where
p(ξk) represents some prior distribution. Using this independence assumption across frames,
it now becomes possible to split the integral into two separate integrals, over dΞk−1 and dξk,
restoring the sequential update nature of the equation as shown below:
p(Ψ′k | Xk) ∝
∫
p(Ψk−1 | Xk−1)dΞk−1 × p(ψ′k | ψ′k−1)
∫
p(xk | ψk)p(ξk)dξk (5.9)
∝ p(Ψ′k−1 | Xk−1)× p(ψ′k | ψ′k−1)p(xk | ψ′k) (5.10)
where, as illustrated earlier in equation (4.33) (on page 88):
p(xk | ψ′k) =
∫
p(xk | ψk)p(ξk)dξk (5.11)
In the particle filter context, the marginalised posterior distribution p(Ψ′k | Xk) can be approx-
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imated using a set of N weighted samples as:

















When the integral in equation (5.11) can be performed analytically, a marginalised form of the
particle filter is obtained leading to what is referred to as the MPF in this thesis. In the case of
the general linear model (GLM) described in Chapter 4, it has been shown in Section 4.4.4 that
marginalisation of the amplitude parameters and noise variance is possible, giving rise to the
marginalised distribution p(xk | ψ′k) as given by equation (4.40).
Further simplification of the weight update equation is possible when the transition prior is used
as the sampling distribution, i.e., q(ψ′k|ψ′k−1) = p(ψ′k|ψ′k−1), yielding:
w′k ∝ w′k−1p(xk | ψ′k) (5.14)
The following section discusses application of the MPF to the problem of sequential frequency
estimation. The algorithm uses a RJMCMC move (introduced in Section 3.3.2) to detect the
unknown number of tones and harmonics. The construction of the specific moves will be dis-
cussed here. Sections 5.4 and 5.5 will subsequently compare the MPF and the RBPF within the
sequential frequency estimation context.
5.2 Frequency Estimation using the Marginalised Particle Filter
The MPF described in Section 5.1 can be used to perform sequential frequency estimation al-
lowing marginalisation of certain parameters. Following the notation used in Section 4.4, the
state vectors are defined as ψ′k = {Pk,Sk,Hk, δ2k}, and ξk = {ak, σ2(e),k}, where Pk denotes
the number of tones, Sk denotes the parameters of the polynomial basis,Hk is the vector denot-
ing the number of harmonics of each tone in the state and δ2k is an indication of the SNR [29].
ξk denotes the parameters which are to be marginalised, consisting of the vector of amplitudes
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ak and the observation noise variance σ
2
(e),k. While these parameters are not necessarily in-
dependent across frames, this assumption is crucial to the marginalisation. The impact of this
assumption will be examined later in this chapter. The priors, hyper-parameters and likelihood
function associated with the model have been previously described in Section 4.4.2.
The following section will discuss the transition priors and state update equations before exam-
ining the RJMCMC framework for estimating the number of tones and harmonics.
5.2.1 State Update Equations







(s),k, ∀p ∈ {1, . . . , Pk−1} (5.15)
where ∆s is defined in equation 4.19. The definition of ∆s requires that the time between
updates ∆t is specified. While equation (4.32) describes the initial prior distribution for the
parameter δ2k, the state update for δ
2
k is given by:
log(δ2k) = log(δ
2
k−1) + v(δ),k (5.16)
where v(δ),k ∼ N (0, σ2(δ)). This form of the update is necessary to ensure that δ2k is always
positive. Since the amplitude and noise variance will be marginalised out, they do not require
to be specified in the state update equations.
The remaining parameters, i.e., the number of tones Pk, and the number of harmonics Hk
are updated using a RJMCMC move rather than a JMS framework (as in Dubois and Davy’s
RBPF algorithm described in Section 3.5) due to the advantages associated with the RJMCMC
framework. The following section will discuss the particle filtering algorithm, and Section 5.3
will cover application of the reversible jump sampler to the estimation of the number of tones
and harmonics.
5.2.2 Particle Filtering Algorithm
Implementation of the algorithm using the MPF depends on the availability of the marginalised
likelihood function, p(xk | ψ′k), and assumes that the marginalised parameters ξk are indepen-
dent across frames. The marginalised likelihood function can be analytically evaluated for the
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GLM as discussed in Section 4.4.4. Consequently, implementation of the MPF for sequential
frequency tracking is straightforward and the resulting filter is almost identical to the SIR filter
with the exception that the marginalised likelihood function is used to calculate the weights.
The state update equations illustrate how the polynomial basis parameters are updated. The
number of tones and harmonics are updated using separate reversible jump moves. The con-
struction and discussion of these moves is covered in Section 5.3, and the steps involved in the
implementation of the MPF are listed in Algorithm 4.
Algorithm 4 Tracking a signal with varying, unknown number of tones and harmonics using
the MPF and the two jump method.









) ∼ p(P,S, δ2) |Ni=1 where i is the particle index, andN is the number
of particles used.

















(i) ∼ p(δ2 | (δ2k−1)(i)) |Ni=1


































8: Determine the number of harmonics for each tone











5.2.3 Obtaining Parameter Estimates from the Filter
The particle filter produces an approximation of the multidimensional distribution over the sig-
nal parameters for each frame. Each particle represents an unordered set of frequencies (or
polynomials). As a result, taking a sample mean does not necessarily yield a meaningful es-
timate of the instantaneous frequency content of the signal. As explained in [70], a marginal
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maximum a posteriori estimate can be computed which corresponds to the frequency compo-
nents “most represented” in the particles. Such an estimate requires sorting of the frequencies
so that the marginal MMSE estimate of the parameters is meaningful [70].
In this work, a max weight estimator [104] has been used which assumes that the particle
with the maximum weight is representative of the parameters at that instant. This estimator is
extremely simple, but is suitable for multi-modal distributions and, at the same time, does not
require sorting of the parameters as is necessary for the marginal MMSE estimate. The estimate
of the parameters, ψ̂
′











For the MPF, since the amplitudes have been marginalised out, it is possible to obtain an es-








where Ĝk is constructed as a function of the ψ̂
′
k parameters.
5.3 Estimation of Tones and Harmonics using Reversible Jump
Methods
Reversible jump samplers [30] are useful in cases where the number of parameters that need
to be determined is one of the parameters itself. Such a case arises here where the number of
tones and harmonics, as well as their frequencies needs to be determined.
Andrieu and Doucet [29], Copsey et al. [33] and Davy et al. [38] discuss this estimation prob-
lem in a batch offline scenario. In this section, the process as described by Davy et al. [38] will
be described which will be referred to here as the two-jump move (TJM) to indicate the use of
two sets of reversible jump moves.
The first reversible jump is applied to determine the number of tones present while the second,
applied to each tone in turn, is used to determine the number of associated harmonics. The use
of multiple reversible jump moves can add undesirable computational burden to the algorithm.
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Consequently, Chapter 6 will introduce and compare two alternative reversible jump schemes
which attempt to reduce the complexity of the algorithm by making certain simplifying as-
sumptions.
5.3.1 Estimation of the Number of Tones
The reversible jump sampler is applied independently to each particle at time k. The number
of components tracked by each particle is then updated according to a birth, death, or update
move. The birth and death moves respectively increase and decrease the number of components,
while an update move leaves the number of components unaltered. The probability of selecting
a particular move is defined by the birth, death and update probabilities, {bt, dt, ut} respectively
[29, 35]:












ut = 1− bt − dt
(5.20)
where ct is a constant (as in [35], the value of ct is set to 0.5) and the subscript t is used
to indicate move probabilities associated with the number of tones. The probabilities for the
number of tones are determined according to a Poisson distribution, p(Pk) = p(Pk | λt), as
described in Section 4.4.2.
Setting ct to a large value (0.5 here) ensures that new states will be proposed for a large number
of particles in the filter, thus facilitating the search over the sample space. This is in contrast
with the JMS setup described previously in Section 3.5 where the majority of particles undergo
an update-only move. The reversible jump sampler does not suffer from the use of a large
value of ct since the new states may be rejected if they are associated with a low acceptance
probability. Section 6.2 will examine the birth and death probabilities for the TJM and compare
it with alternative sampling schemes developed in the next chapter.
Once a particular move has been selected, the acceptance ratio for that move needs to be cal-
culated. Let ψk denote the current state, and let the superscript ⋆ be used to denote the new
proposed state. The posterior distribution is obtained as the product of the priors listed in Sec-
tion 4.4.2 and the marginalised likelihood function given by equation (4.40).
For a birth move, P ⋆k = Pk + 1, a new polynomial needs to be appended to the existing
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parameter vector. The new polynomial is sampled from a distribution so that s+ ∼ g(s), and
the proposed vector is denoted as S⋆k = [Sk; s
+]. The proposal distributions for the polynomial
basis is chosen as a multidimensional uniform distribution over suitable limits as stated in
Section 4.4.2. Additionally, the overtone deviation associated with the fundamental frequency
of the new tone is restricted to zero as discussed in Section 4.4.2. The proposal distribution for
the birth move, d(ψ⋆k | ψk), can then be written as [35]:






Similarly, for the inverse death move, from Pk+1 to Pk, a polynomial (s
−) is randomly chosen
for elimination from the set of existing components yielding the proposal distribution:





Before evaluating the acceptance ratio, the Jacobian J needs to be calculated for the different
moves. The Jacobian arises due to the dimension-matching requirement which necessitates
a bijection between ψk and ψ
⋆
k [30]. Green [30] describes in detail how the moves may be
constructed while maintaining this dimension-matching requirement. A simple example will
be considered here to illustrate the process and show how the Jacobian is calculated. This
can then be extended to the birth and death moves for determining the number of tones and
harmonics.
Consider a move from a state with a single frequency component to a state with two frequency
components using a birth move. Let (P = 1, f) denote the current state, and (P = 2, f (1), f (2))
denote the proposed new state. The dimension-matching criterion involves generating a con-
tinuous random variable u independently of f . The move is then performed between the aug-
mented state (f, u) and (f (1), f (2)). In the case of a birth move, the transition can be written
as:
f → f (1)
u → f (2)
such that the new state is formed as a deterministic function of f and u. The Jacobian is then
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When constructing more complicated moves such as split or merge, the Jacobian may not eval-
uate to 1, however, for the birth and death moves considered in this and the following sections,
the Jacobian evaluates to unity and will be ignored.








where, as stated in Section 4.4.4, the prior distribution g(s+) is chosen as a uniform distribution,
and marginalised likelihood is given by equation (4.40).
The distribution g(·) can be tailored to the application in question. In the simplest case, the
distribution can be specified as a uniform prior over suitable limits, for example, the frequency
can lie between zero and the Nyquist frequency. For the specific case when the sampling








As an alternative to the uniform prior, it is possible to use the Fourier transform as a sampling
distribution for new frequencies. Dubois and Davy [70] discuss other algorithms for construct-
ing efficient importance densities. Under such circumstances, the acceptance ratio needs to be
evaluated using equation (5.24) since it does not simplify as shown above.
By applying the jump move to each particle after importance sampling, the filter is able to track
the time-varying number of tones. Algorithm 5 lists the steps involved in the reversible jump
move. Once the number of tones has been updated, another reversible jump move is applied to
each tone to determine the number of harmonics of that tone. This is done through a similar
birth/death, or multiply/divide move [38] which will be discussed next.
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bt, select a harmonic birth move.
dt, select a harmonic death move.
ut = 1− bh − dh, select an update only move.
3: if birth move then
4: Propose
P ⋆k = Pk + 1
S⋆k = [Sk; s




5: else if death move then
6: Propose
P ⋆k = Pk − 1
S⋆k = Sk \ s−
M⋆ = M \M−
7: end if
8: Evaluate acceptance probability α.
9: Sample u ∼ U[0,1]
10: if u ≤ α then
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5.3.2 Harmonic Birth and Death Moves
Birth and death moves allow the algorithm to track a time-varying number of tones in the
signal. Through a similar process, the number of harmonics of the pth tone is updated using an
n-increase/decrease move [38]. For an n-increase move, n is sampled from a discrete uniform
distribution such that [38]:












where Ud[a, b] denotes a discrete uniform distribution over the limit [a, b]. The birth move then
adds n additional harmonics to the tone.
A Poisson prior has been specified for the number of harmonics and the probabilities of select-
ing birth and death moves for the harmonics update are given by [38]:
bh = γch ·min
{




dh = γch ·min
{
p(H(p) | λh)
p(H(p) + n | λh)
, 1
} (5.28)
where ch is a constant and the subscript h is used to denote moves associated with determination
of the number of harmonics. Similar to the previously described reversible jump move for the
tones, the value of ch is set to 0.5. The constant γ controls the probability of selecting either
the birth/death moves or the multiply/divide moves, which are described in the next section.
Addition of new harmonics may require sampling of the overtone deviation parameters if they
are included in the model. The conditional proposal distributions are defined as:
d(ψ⋆k | ψk) = p(H(p) + n | λh)g(M+) (5.29)
d(ψk | ψ⋆k) = p(H(p) | λh) (5.30)
where M+ = [µ+1 , . . . , µ
+
n ]
T , and g(M+) denotes the sampling distribution for the additional
overtone deviation parameters. The distribution g(M+) is assumed to be identical to the prior
distribution for simplicity. The acceptance ratio for the n-increase move then evaluates to:
hbirth =
p(x | ψ⋆)
p(x | ψ) (5.31)
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with the converse death move having an acceptance ratio as hdeath = h
−1
birth.
5.3.3 Harmonic Multiply and Divide Moves
The harmonic multiply and divide moves [38] are necessary to resolve ambiguities involving
the fundamental tone. For a signal consisting of a single tone with multiple harmonics, the
algorithm is required to determine which frequency corresponds to the fundamental tone and
which frequencies are harmonics. In the absence of multiply and divide moves, it is possible for
the algorithm to get caught in local maxima where either a sub-harmonic or a higher harmonic
is tracked rather than the true fundamental tone. The multiply and divide moves serve to resolve
such ambiguities. An example of such a local maxima trap will be illustrated in Section 6.3.
A multiply move works by multiplying the the fundamental frequency of a tone by two, thus
halving the number of harmonics in the signal. Conversely, the divide move halves the fre-
quency of the fundamental tone and doubles the number of harmonics. Figures 5.1 and 5.2
illustrate the effect of the multiply and divide moves.
Figure 5.1: Effect of a multiply move on a component.
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Figure 5.2: Effect of a divide move on a component.
For a divide move, the conditional proposal distributions are given by:
d(ψ⋆k | ψk) = p(H(p)
⋆ | λh)g(M+) (5.34)
d(ψk | ψ⋆k) = p(H(p) | λh) (5.35)
where g(M+) denotes the sampling distribution for the overtone deviation parameters intro-
duced by the additional harmonics. Since g(M+) is assumed identical to the prior distribution,
the acceptance ratio for the divide move is given by:
hdivide =
p(x | ψ⋆)
p(x | ψ) (5.36)
The multiply move is the inverse move of the divide move and the acceptance ratio is obtained
as hmultiply = h
−1
divide.
Using one reversible jump move to detect the number of tones and another for each tone to
estimate the number of harmonics makes this approach computationally demanding. This mo-
tivates the search for less complex approaches to perform this task. Two such approaches will
be considered in the next chapter. Algorithm 6 lists the steps involved in the harmonic reversible
jump move for detecting an unknown number of harmonics for the pth tone.
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Algorithm 6 Steps involved in the harmonic reversible jump move for the pth tone
1: procedure HARMONIC RJ(ψ, p)
2: Sample n ∼ Ud[0,max(Hmax −H(p),H(p) −Hmin)]
3: With probability:
bh, select a harmonic birth move.
dh, select a harmonic death move.
mh, select a harmonic multiply move.
vh, select a harmonic divide move.
uh = γ(1− bh − dh), select an update only move.



































= [µ(p,2), µ(p,4), . . . , µ(p,H
(p)⋆)]T


















13: Evaluate acceptance probability α.
14: Sample u ∼ U[0,1]
15: if u ≤ α then
16: accept new state ψ⋆.
17: else
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5.4 Computational Complexity of the RBPF and MPF
The RBPF and the MPF use slightly different methods to achieve marginalisation of parameters.
This section compares the complexity of both marginalisation techniques. While this compar-
ison is placed within the sequential frequency estimation context, the comparison contrasts the
complexity of the RBPF and MPF constructs themselves, rather than the corresponding fre-
quency estimation algorithms described in Sections 3.5 and 5.2. The complexity arising from
the use of the RJMCMC moves is thus ignored here.
The time-complexity of both the RBPF and MPF can be judged by examining the matrix oper-
ations which are required in the Kalman filter and the corresponding likelihood functions used
in each method. To obtain the complexity of both algorithms, the complexity of matrix multi-
plication, matrix inversion and calculation of the matrix determinant need to be known. For the
sake of simplicity, the complexity is considered when a naı̈ve approach is adopted in evaluation
of each of these matrix operations, or in other words, no form of optimisation is considered for
the operations.
For the case of matrix multiplication, multiplication of two rectangular matrices is considered.
Multiplying a p × q matrix with a q × r matrix results in a p × r matrix and the associated
complexity is O(pqr) [105]. For a n× n square matrix, calculation of a matrix inverse can be
performed inO(n3) time [105,106]. Similarly, evaluation of the determinant of a n×n square
matrix has a time complexity of O(n3) [106].
In the frequency estimation context considered here, the complexity of the algorithms is de-
termined by the window length L, and the number of tones and harmonics given by Ok. In
evaluating the complexity, it is assumed that the length of the window is much larger than the
number of tones and harmonics, i.e., L ≫ Ok.
The complexity involved in the Kalman filter is illustrated in Table 5.1. From the table, the
dominant contribution to the complexity arises from evaluation of the inverse of the covariance
matrix Sk, and the complexity of the Kalman filter is then given by O(L3).
It is also necessary to evaluate the complexity of the likelihood function used in the RBPF. The
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µk = µk|k−1 +Σk|k−1C
TRk(xk − x̂k|k−1) O(L2)
Σk = Σk|k−1 −Σk|k−1CTRkCΣk|k−1 O(OkL2)
Table 5.1: Computational complexity involved in the Kalman filter equations.
likelihood function used in the RBPF is given by [70]:












(xk − x̂k|k−1)TS−1k (xk − x̂k|k−1)
}
(5.38)
The most expensive operation present in the above likelihood function arises from the calcula-
tion of the matrix determinant, which has a complexity of O(L3). The matrix inverse needs to
be evaluated for the Kalman filter equations and does not need to be recalculated here. After
the determinant, the next most expensive operation comes from matrix multiplication with a
complexity of O(L2). The complexity of the RBPF can thus be regarded as O(L3).
In the case of the MPF, the main source of complexity arises from the likelihood function since
there is no additional Kalman filter step involved. The likelihood function used in the MPF is
derived from marginalisation of parameters in the GLM (see Section 4.4) and the corresponding
likelihood function is reproduced here:
p(xk | ψ′k) ∝
(







where F = (GTkGk + δ
−2
k I2Ok).
While the marginalised likelihood given above also possesses a matrix inverse and determinant,
the complexity of both operations is O(O3k) since Fk is a 2Ok × 2Ok matrix. The dominant
term in the complexity of the marginalised likelihood function is seen to come from evaluation
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of the Fk matrix and has a complexity of O(O2kL) due to the term GTkGk, where Gk is a
L× 2Ok matrix. The complexity of the MPF is thus given by the dominant term of O(O2kL).
When the RBPF and the MPF are now compared, it is seen that the RBPF possesses a much
higher complexity of O(L3) versus O(O2kL) for the MPF.
When a more generic context is considered rather than the specific frequency estimation context
here, the length of the observation vector xk will be given by L and the number of columns in
theGk matrix will reflect the number of basis functions used in the model.
It is thus seen that the MPF is able to show computational advantages over the RBPF. A
comparison between the performance of the RBPF and the MPF will be carried out in the next
section within the context of sequential frequency estimation where it will be shown that the
performance of an MPF based algorithm (see Section 5.2) is nearly identical to the RBPF based
method developed by Dubois and Davy [70] (see Section 3.5).
5.5 Comparison between RBPF and MPF Frequency Estimators
Chapter 3 described a sequential frequency estimation algorithm developed by Dubois and
Davy which is based on the RBPF [70]. An alternative, new marginalised particle filter and fre-
quency estimation algorithm was developed in this chapter. This section provides a comparison
between the two algorithms to show their strengths and weaknesses.
5.5.1 Overview of Experimental Setup
Neglecting any differences between the basis used in the signal models of the two methods, i.e.,
sinusoidal vs. polynomial chirps, the major difference between the methods is in the construc-
tion of the marginalisation process and the means by which the number of tones and harmonics
is detected. This section looks at the difference in performance between the two methods,
first examining the effect of the different marginalisation techniques, and then reviewing the
difference between the JMS and RJMCMC frameworks.
The experiments may be separated into three sets. The first set aims to measure the effect
of the different marginalisation techniques. This is performed by restricting the estimation to
a single tone. The second set compares the ability of the algorithms to accurately detect the
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correct number of tones when a single sinusoid is present for varying window lengths. The
experiments conclude with the final set which compares the performance of the algorithms on
a multicomponent signal.
In all the comparisons, both algorithms are run with the same number of particles. In the
frequency estimation technique based on the RBPF, the observation noise variance is assumed
fixed and known. As discussed in Section 4.4.2, the hyper-parameters for the MPF are selected
so as to produce uninformative priors. Additionally, in both the signal models, the number of
harmonics is restricted to one, i.e., the tones do not possess any higher harmonics.
In examining the effect of the marginalisation techniques, differences in performance of the two
algorithms may be expected to arise due to the independence assumption used in deriving the
MPF, i.e., the nuisance parameters are assumed independent across frames. The aim of these
experiments is to quantify the differences in the level of performance of the two algorithms.
5.5.2 Constrained Monocomponent Estimation
It is first established that both algorithms produce a similar frequency mean squared error
(MSE) under constrained estimation (the number of estimated components is restricted to one).
The squared frequency error at the kth instant is measured as efk = (fk − f̂k)2 where fk is the
true IF and f̂k is the IF estimate. The test signal used is a single sinusoid in noise, with a nor-
malised constant frequency of 0.23. Figure 5.3 shows the frequency MSE when the same signal
is examined under differing SNR conditions using 100 particles and averaged over 100 runs.
The figure shows that both algorithms offer near identical performance under these constrained
conditions.
Table 5.2 summarises the frequency MSE of the two different methods. Although the figure
indicates that the performance is similar, the table shows that the RBPF outperforms the MPF.
This is conditional, however, on accurate knowledge of the observation noise variance. The
table shows that underestimating this noise variance causes the performance of the RBPF to
drop. In the case of the MPF, the noise variance parameter has been marginalised out of the
distribution and thus a similar degradation in performance is not observed.
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MPF, SNR = 18 dB  
RBPF, SNR = 18 dB  
MPF, SNR = 12 dB
RBPF, SNR = 12 dB
Figure 5.3: The figure shows a comparison of the frequency MSE for the two marginalisation











Table 5.2: Comparison of the frequency MSE for different SNR. The SNR marked * indicates
the use of noise variance underestimated by a factor of 2 in the filter.
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5.5.3 Unconstrained Monocomponent Estimation
These simulations are carried out again under unconstrained conditions, i.e., both the number
of tones and their frequencies are estimated. As a measure of estimation error, the model
order MSE is used since it has been shown that both algorithms provide similar performance
under constrained detection. The model order is defined as the total number of components





k denotes the true model order and Ôk is the estimated model order.






















Model order MSE for window length of 33 samples
 
 





























RBPF+JMS (under−estimated noise) 
Figure 5.4: The model order MSE of both methods is similar, however, the RBPF is sensitive
to the observation noise.
Figure 5.4 shows the resulting model order MSE for both methods for window lengths of 33
and 65 samples. “RBPF+JMS” refers to the algorithm developed by Dubois and Davy while
“MPF+RJMCMC” refers to the algorithm developed here. The large error at the start and end
of the estimates is due to the presence of some degree of amplitude modulation which is present
only at the start and end of the signal. Table 5.3 lists the mean of the model order MSE for the
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Table 5.3: Comparison of model order MSE for the algorithms with varying window length.
methods, as evaluated between time samples 100 and 900. This ensures that error arising due
to the amplitude modulation is ignored.
From the table, it is seen that the method developed by Dubois and Davy performs better,
consistently producing a lower model order MSE. However, this improved performance is
dependent on knowledge of the observation noise variance (assumed known), and the quality
of the estimates is sensitive to this value. Figure 5.4 shows an example of the model order MSE
when the observation noise is assumed to be half the true value, indicated as “RBPF+JMS
(under-estimated noise)”. Under this erroneous assumption, the model order MSE is seen to
increase significantly.
5.5.4 Multicomponent Estimation
The final set of comparisons involves the use of a multicomponent signal. While Figure 5.4
shows the results from tracking a single sinusoid in noise, Figures 5.5-5.8 present the results
from tracking a signal with multiple sinusoids with components starting and ending at different
times. Figure 5.5 shows the time domain and time-frequency representation of the test signal
used (the spectrogram of the signal is generated using a window length of 128 samples). The
signal has an approximate SNR of 30 dB. Similar to the previous set of results, the model order
MSE is used as a measure of algorithm performance.
Figure 5.6 compares the model order MSE for the two algorithms. The error is averaged over
100 runs using 100 particles for each run. A window length of 33 samples is used in these
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Figure 5.5: A multicomponent signal is used to measure the effect of the marginalisation tech-
niques as well as compare the JMS and reversible jump sampler in detecting new
frequency components in the signal.






























Figure 5.6: Comparison of the model order MSE for both algorithms.
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simulations. The figure shows that despite the observation noise being unknown, the MPF
is able to perform well. In comparing the results, it is seen that the algorithm developed by
Dubois and Davy does not suffer from spurious detections at the start or end of the signal
when no components are present. However, in other sections of the signal, when multiple
components are present, the MPF-based algorithm is able to determine the number of signal
subcomponents with greater precision due to the use of the RJMCMC sampler. The error is
plotted on a semilog scale, and hence the error is not plotted when the average error is zero.


















































0 True model order
Estimated model order
Figure 5.7: Frequency and model order estimates using analytical marginalisation with a re-









































0 True model order
Estimated model order
Figure 5.8: Frequency and model order estimates using Rao-Blackwellisation with a JMS for
model order estimation.
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5.5.5 Conclusions
The set of experiments carried out here have been used to compare the RBPF and the MPF
algorithms for sequential frequency estimation. The constrained monocomponent test serves
to compare only the RBPF and MPF constructs by eliminating the need to estimate a varying
number of tones through either a JMS or RJMCMC framework.
The results show that the MPF performs only slightly worse than the RBPF when used to track
the frequency of a monocomponent signal using the same number of particles. These results
are encouraging, since the MPF possesses a significantly lower complexity than the equivalent
RBPF algorithm. Additionally, the MPF algorithm assumes that the observation noise is not
known, in contrast with the RBPF algorithm considered here.
Having established that there is very little difference between the performance of the MPF and
the RBPF, the multicomponent signal is used to measure the difference between the use of the
JMS and the RJMCMC sampler for estimation of the number of tones in a signal. The re-
sults show that the “RBPF+JMS” algorithm performs well when there is either only noise,
or a single frequency component. However, In the presence of multiple components, the
“MPF+RJMCMC” algorithm shows a much lower model order error. This can be attributed
to the reversible jump sampler which ensures that good particles are not lost as a result of
transitions to low-likelihood states, thus maintaining a lower error bound.
5.6 Summary
This chapter developed an alternative marginalisation scheme for particle filters. The MPF
developed here offers an alternative to the well established RBPF.
Section 5.2 developed an algorithm for sequential frequency estimation. This algorithm, in
contrast with the one developed by Dubois and Davy [70] (described in Section 3.5), relies on
a reversible jump framework to determine the time-varying number of tones and harmonics.
The disadvantage of using a JMS with predefined transition probabilities is that it is possible
for particles to transition to states with low probability, and to prevent this, low transition prob-
abilities may be associated with birth and death transitions. Consequently, this limits the extent
to which the posterior distribution is explored.
Although more computationally expensive, RJMCMCmethods offer a better method for deter-
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mining the number of tones and harmonics. To perform a transition to a different dimension
new state, the new state is first proposed and is accepted or rejected according to the acceptance
probability. As discussed in [90], the use of this accept/reject mechanism prevents good par-
ticles from being lost to states associated with low likelihoods, while simultaneously allowing
the algorithm to fully explore the state space by allowing high transition probabilities. Sec-
tion 5.2 examines the algorithm developed by Davy et al. in [38] for estimation of the number
of tones and harmonics, showing how this can be used in the particle filtering framework.
Section 5.4 compared the complexity of the MPF and the RBPF when applied to the linear
and Gaussian class of problems. It was shown that under these circumstances, the RBPF has
a significantly higher computational complexity of O(L3) while the MPF has a complexity of
O(O2kL) where L is the length of the observation vector and the number of basis functions used
is given by 2Ok.
Section 5.5 compares the use of a JMS and a reversible jump sampler for determining the time-
varying number of tones in a signal. The results reflect the advantages of the reversible jump
method in the reduced MSE (of the number of detected tones) associated with this method.
The chapter concludes with a comparison between the sequential frequency estimation algo-
rithm based on the RBPF as described in Section 3.5, and the MPF as described in Section 5.2.
The comparison shows that the MPF performs favourably against the RBPF despite the in-
dependence assumption used in the marginalisation process. The RBPF is capable of better
performance, however, this is dependent on knowledge of the observation noise. The MPF is
able to circumvent this requirement by marginalisation of the observation noise variance and
using uninformative priors to indicate a complete lack of knowledge.
With regards to estimation of the number of tones and harmonics, the reversible jump sampler
is seen to provide better performance than a simple JMS. Despite the benefits, the reversible
jump sampler can prove to be computationally expensive, especially when first applied to each
particle to determine the number of tones, and then subsequently to each tone of each particle
to determine the number of harmonics. The following chapter aims to address this issue of
high computational complexity and examines two alternatives to the two-jump move (TJM)
described here to reduce the complexity without impacting the estimation performance.
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Estimation of Harmonics in Signals
Introduction
Chapter 4 established a signal model for dealing with a multi-tone signal containing multiple
harmonics. Chapter 5 subsequently derived a new sequential frequency estimation algorithm
based on the marginalised particle filter (MPF) which uses a reversible jump sampler to estimate
the time-varying number of harmonics. The reversible jump sampler used there, referred to as
the two-jump move (TJM) in this work, is based on the batch offline algorithm developed by
Davy et al. [38]. The TJM works by applying one reversible jump move to determine the
number of tones present in a signal, followed by a reversible jump move applied to each tone
to determine the number of associated harmonics.
The application of multiple reversible jump moves in the TJM can be computationally expen-
sive and the aim of this chapter is to develop alternative reversible jump schemes. The use of
a limited number of samples in the particle filter limits the ability of the algorithm to explore
the entire state space and, consequently, the design of more efficient reversible jump moves be-
comes important. Alternatives are thus considered which attempt to reduce the computational
complexity of the algorithm without sacrificing the performance of the estimator.
In the following section, two alternatives to the TJMwill be introduced based on the assumption
of a slowly varying signal. In the context here, slowly varying implies that only a single tone
may undergo any change across subsequent time instants. Such an assumption may not hold for
all signals. For example, a complex piece of music may involve multiple notes from different
instruments changing simultaneously. In contrast with this, naturally occurring signals and in
particular, bat echolocation calls, are not expected to exhibit such sudden changes to the signal
structure over short periods of time, thus satisfying the assumption of a slowly varying signal.
In developing the algorithms in this chapter, it is noted that these are not the only methods for
sampling the multidimensional state space. The methods described here are two specific cases
considered in this work. Alternative moves can be proposed to detect the time-varying number
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of tones and harmonics in different ways and may be more appropriate for different types of
signals.
In addition to the reversible jump schemes developed here, Section 6.4 at the end of this chap-
ter, establishes the estimation accuracy of the inharmonicity parameter within the sequential
context. These limits may restrict the usefulness of the method in detecting inharmonicity in
signals and it is essential that these be examined before application to bat echolocation calls as
considered in the next chapter.
6.1 Reversible Jump Sampling Schemes: Alternatives to the Two-
Jump Move
The TJM developed by Davy et al. [38] uses a reversible jump framework to detect an unknown
number of tones and harmonics in the batch offline scenario. Chapter 5 described how this
algorithm can be adapted to perform the same task in a sequential particle filter framework.
The TJM is computationally expensive due to the presence of two sets of reversible jumpmoves.
For a state with Pk number of tones, Pk+1 reversible jump moves are carried out – once to es-
tablish the number of tones, and then once for each tone in the state. To perform the move, each
reversible jump move requires the evaluation of the acceptance probability, and consequently,
the posterior density ratio. It is clear that for a large number of tones, the computational com-
plexity becomes exorbitant. This section will develop two reversible jump schemes based on
the previously mentioned assumption of a slowly varying signal in an attempt to reduce the
complexity associated with the multiple reversible jump moves.
Before discussing the particulars of the different sampling schemes, some details of the re-
versible jump sampler are reproduced here for convenience. The reversible jump move is ap-
plied independently to each particle in the kth frame. The number of components tracked by
each particle is then updated according to a birth, death or update move in the case of tones,
and birth, death, multiply, divide or update move for harmonics. The probabilities of these
moves is determined according to the prior distributions for the number of tones and harmonics
described in Section 4.4.2. Once a particular move has been selected, a new set of parameters
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where d(· | ·) denotes the conditional proposal distribution for the parameters. The new set of
parameters is then accepted according to the acceptance probability α = min(1, r). As dis-
cussed in Section 5.3, the Jacobian J evaluates to 1 for the moves considered in this thesis. The
move probabilities and distributions will be discussed for the specific schemes in the following
sections.
6.1.1 The Modified Two-Jump Method (MTJM)
The modified two-jump move (MTJM) may be considered a variation of the TJM described in
the previous chapter. By incorporating the assumption of a slowly varying signal, i.e., only a
single tone may undergo any change to the number of harmonics at any instant, the MTJM is
able to reduce the complexity otherwise associated with the TJM.
In the MTJM, the first reversible jump move remains unchanged and is used to detect the
number of tones in the signal. The second reversible jump move, however, is applied to a single
tone selected at random, to determine the number of associated harmonics.
Once the pth tone has been selected, as in the case of the TJM, the selected tone may undergo a
harmonic birth/death or multiply/divide move. In the case of the birth or death moves, the num-
ber of harmonics H
(p)
k is increased or decreased respectively using an n-increase or decrease
move, where n is sampled according to equations (5.26) and (5.27), reproduced here:












The conditional proposal distributions are written as:













k | λh) (6.5)
where g(M+) is the sampling distribution for the vector of inharmonicity parameters. For the
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case of the multiply or divide moves, the number of harmonics associated with the new state
gets halved or doubled respectively.
Similar to the TJM, the prior distribution is chosen for the sampling distribution g(M+) result-
ing in the acceptance ratio:




The acceptance ratio for the death and multiply moves are consequently obtained as hdeath =
h−1birth and hmultiply = h
−1
divide.
The limitations of the MTJM are most noticeable when considering a signal with multiple
tones. If the number of harmonics of all the tones change simultaneously, then this model
will be unable to track the change instantaneously. Instead, there will be a lag associated with
tracking the harmonics of some of the tones. Using a large number of particles will improve
performance but cannot completely eliminate this shortcoming. The implementation of the
MTJM within the particle filter framework is described in Algorithm 7.
6.1.2 The Combined Jump Method (CJM)
The combined jump move (CJM) attempts to combine the two separate reversible jump moves
into a single move to further reduce the complexity by eliminating the second move of the
MTJM altogether. The move is constructed by combining elements of the tone and harmonic
reversible jump moves.
A birth move consists of adding either a new tone with n harmonics, or adding n harmonics to
an existing tone. A specific case will also be considered later, where during addition of a new
tone, n is constrained to one, i.e., the new tone will not have higher harmonics. This allows
the algorithm to add either a new tone (with no additional harmonics), or additional harmonics
to an existing tone. A death move involves the removal of n harmonics from an existing tone,
so that a tone is removed if it has exactly n harmonics. The multiply and divide moves are
identical to those described previously, resulting in half and twice the number of harmonics
respectively.
The probability of selecting a birth or death move is slightly different from the probabilities
used in the previous methods. Prior to evaluating the move probabilities, the following random
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Algorithm 7 Tracking a signal with an unknown, varying number of tones and harmonics using
the modified two-jump method











) ∼ p(P, f ,M, δ2) |Ni=1 where i is the particle index, and N is the
number of particles used.
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6: Determine number of tones using the reversible jump move:
ψ
(i)
k = REVERSIBLE JUMP[{ψ
(i)
k }Ni=1] (See Algorithm 5 on page 101)
7: Determine the number of harmonics for a single tone selected at random
8: for i = 1 : N do
p ∼ Ud[1, P (i)k ]
Sample ψ
(i)
k = HARMONIC RJ[{ψ
(i)
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variables are drawn:
Pb ∼ Ud[1, Pk + 1]
nb ∼ Ud[1,Hmax −H(Pb)k ]
(6.7)
where Pb is the index of the tone selected to be updated, nb is the number of harmonics to be
added to the tone and Pk is the number of tones in the current state. When Pb = Pk + 1, this
indicates addition of a new tone, and the number of associated harmonics is defined asH
(Pb)
k =
0. In the case of a birth move, when a new tone is added, P ⋆k = Pk + 1 and H
(Pk+1)
k = 0,
otherwise, P ⋆k = Pk. Similar to Pb and nb which are associated with birth moves, Pd and nd
are drawn for evaluating the death move:
Pd ∼ Ud[1, Pk]
nd ∼ Ud[1,H(Pd)k ]
(6.8)
where Pd is the index of the tone selected for the n-decrease move and nd is the number of
harmonics to be removed. When nd = H
(Pd)
k , this indicates complete removal of that tone and
proposes a move from Pk + 1 to P
⋆
k = Pk number of tones, otherwise, P
⋆
k = Pk.
The move probabilities are then evaluated using the prior distributions for the number of tones
and harmonics as:
bc = γcc ·min
{
p(P ⋆k | λt)p(H
(Pb)
k + nb | λh)
p(Pk | λt)p(H(Pb)k | λh)
, 1
}
dc = γcc ·min
{
p(P ⋆k | λt)p(H
(Pd)
k − nd | λh)










where the constant cc = 0.5 and γ determines the probability of selecting the birth/death or the
multiply/divide moves.
The conditional proposal distributions are written as:
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where g(s+) and g(M+) are sampling distributions for the added parameters and are the same
as the prior distributions. While the number of tones may change in the birth and death moves,
there is no change for multiply and divide moves, P ⋆k = Pk. The acceptance ratio then evaluates
to:
hbirth = hdivide =
p(x | ψ⋆k)(Pk + 1)
p(x | ψk)P ⋆k
(6.12)
Using a combined move designed in this manner may be expected to be slower at tracking
changes in a multi-tone signal when there are simultaneous changes to both the number of
tones and harmonics. However, assuming that these variations occur slowly on the scale of the
window length, such an assumption may be deemed acceptable and combining the two jumps
serves to further reduce the computational complexity of the jump moves.
Algorithm 8 Steps involved in the combined jump move for estimation of the number of tones
and harmonics
1: procedure COMBINED RJ(ψ)
2: Sample Pb, nb, Pd, nd according to equations 6.7 and 6.8
3: With probability:
bc, select a birth move.
dc, select a death move.
mc, select a harmonic multiply move.
v(c), select a harmonic divide move.
uc = γ(1− bc − dc), select an update only move.
to obtain new state parameters ψ⋆.
4: Evaluate acceptance probability α.
5: Sample u ∼ U[0,1]
6: if u ≤ α then
7: accept new state ψ⋆.
8: else
9: retain old state ψ.
10: end if
11: end procedure
6.2 Examination of Birth and Death Probabilities
Before comparing the performance of the various sampling schemes, the probability of select-
ing birth and death moves is examined. These move probabilities will shed some light on the
performance of the algorithms since the construction of the moves influences how the sample
space of tones and harmonics is explored.
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Algorithm 9 Tracking a signal with an unknown, varying number of tones and harmonics using
the combined jump method











) ∼ p(P, f ,M, δ2) |Ni=1 where i is the particle index, and N is the
number of particles used.



















(i) ∼ p(δ2 | (δ2k−1)(i)) |Ni=1



























6: Determine number of tones and harmonics using the reversible jump move:
ψ
(i)




The TJM and MTJM may be seen as treating the number of tones and harmonics as being
independent and the addition of harmonics is unrelated to the addition of tones. The CJM
attempts to merge these two steps and consequently associates these steps.
The difference between the proposal probabilities is demonstrated using an example consider-
ing only birth and death moves for both tones and harmonics. The hyper-parameters for the
distributions on the number of tones and harmonics are set as λt = 1 and λh = 5. The limits
for the number of tones and harmonics are specified as Pmin = 0, Pmax = 15, Hmin = 1 and
Hmax = 10.
Considering only birth and death moves for tones, the probability of selecting a birth, death or
update move in the case of the TJM and MTJM is given by equation (5.20), reproduced here:












ut = 1− bt − dt
(6.13)
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Figure 6.1: Probability of selecting a birth, death or update move for the tone reversible jump
move.
where the number of tones in the current state is given by Pk.
Using these expressions, Figure 6.1 shows the probability of selecting a tone birth, death and
update move for the TJM and MTJM. From the figure, it can be seen that as the number of
tones in the state increases, the probability of selecting a birth move decreases while that of the
death move approaches a constant value. The constant ct dictates the proportion of particles
that undergo a birth or death move, with the remainder subjected to an update-only move.
For the case of a harmonic birth/death move, the probability of proposing an n-increase or
decrease move is given by equation (5.28), reproduced here:
bh = γch ·min
{




dh = γch ·min
{
p(H(p) | λh)
p(H(p) + n | λh)
, 1
} (6.14)
with γ = 1 here, so that multiply and divide moves are ignored.
These harmonic birth and death probabilities are evaluated on a grid and shown in Figures 6.2
and 6.3. The figures show the probability of selecting a harmonic birth and death move going
from Hk to H
⋆
k harmonics. The figures suggest a region of preference which is governed by
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Figure 6.2: Probability of going fromHk toH
⋆
k harmonics for a selected tone using a harmonic
birth move.


























































Figure 6.3: Probability of going fromHk toH
⋆
k harmonics for a selected tone using a harmonic
death move.
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Figure 6.4: Probability of adding a new tone with H⋆k harmonics using the CJM when there
are Pk tones present.

























































Figure 6.5: Probability of deleting a tone with H⋆k harmonics using the CJM when there are
Pk tones present.
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the hyper-parameter λh. Birth and death moves for the number of harmonics will be favoured
if they help the state approach this region. A similar trend is seen in Figure 6.1 where there is a
tendency to move towards a particular number of tones governed by the value of λt.
The case for the CJM is slightly different. This difference arises since the probabilities for
selecting a particular move are calculated after a tone has been selected. Setting γ = 1 in
equation (6.9), the birth and death probabilities are evaluated on a grid and shown in Figures
6.4 and 6.5.
Figure 6.4 shows the probability of adding a new tone with H⋆k harmonics when the current
number of tones is Pk. Figure 6.5 shows the probability of deleting a tone (and all its harmonics)
when there are Pk tones and the selected tone has Hk harmonics. For the example used here,
the figures show that in the presence of a large number of tones, selecting a tone with either very
many or very few harmonics results in an increased probability of selecting a death move. This
is in contrast with tone deletion for the TJM, where, once a death move has been selected, an
existing tone is selected with uniform probability without considering the number of associated
harmonics.
The next section will compare the performance of the different sampling schemes and the birth
and death probabilities described here will be used to explain the behaviour of the algorithms.
6.3 Comparison of the Reversible Jump Schemes
This section compares the performance of the different reversible jump sampling schemes for
tone and harmonic detection. The reduction in computational complexity is not quantified,
however, it will be shown that the alternatives to the TJM derived here do not suffer any degra-
dation in the quality of the estimates. The results first compare performance of the algorithms
when the multiply/divide moves are not used by setting the parameter γ = 1. Subsequently, the
impact of the multiply/divide move is illustrated by examining the performance of the CJM.
6.3.1 Overview of Experimental Setup
Test Signal 1: Two sets of experiments are considered in this work. The experiments are
designed to highlight the effect of the sampling schemes used. The first experiment looks at
the error associated with tracking a varying number of harmonics when a single tone with a
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Figure 6.6: Time-frequency representation of test signal 1.



























Figure 6.7: Time-frequency representation of test signal 2.
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time-varying number of harmonics is present in the signal. The signal consists of a tone of
normalised frequency 0.08 Hz, with an additional harmonic being added every 200 samples.
After a duration of time, the number of harmonics is reduced by one every 200 samples as
shown in the time-frequency representation in Figure 6.6.
Test Signal 2: The second test signal consists of two tones which follow a similar pattern of
a first increasing and then decreasing number of harmonics as shown in Figure 6.7. In this case,
the fundamental frequencies of the tones are 0.7 and 0.11 Hz. Since the number of harmonics
changes simultaneously for both tones, this test signal is useful in examining the tracking-lag
expected with the CJM as compared with the TJM and the MTJM.
Due to the use of a window in the algorithm, there is a mismatch with the model used when
only a portion of the window overlaps a tone. At points of discontinuity in the signal, i.e., when
a tone/harmonic starts or stops, the algorithm may be expected to over-model the signal in an
attempt to fit the discontinuity. This over-modelling appears as a manifestation of multiple
frequency estimates in the vicinity of what is actually only a single tone or its harmonic. This
over-modelling is common to all the reversible jump schemes, however, due to the nature of
the construction of the reversible jump moves, some schemes are more prone to mis-modelling
these discontinuities.
Experimental Setup: The different sampling schemes are simulated under identical setups.
The number of particles used is 100 and the hyper-parameters for the truncated Poisson distri-
butions are set as λt = 1 and λh = 1. Additionally, since a comparison is being made between
the sampling schemes alone, the overtone deviation parameter µ, is constrained to zero in these
simulations.The results from each algorithm are averaged over 100 runs for both test signals.
In addition to the TJM, MTJM and CJM, another scheme referred to as the single jump move
(SJM) is also examined. The SJM scheme is identical to the TJM with the exception that the
maximum number of harmonics is restricted, i.e., Hmax = 1, with the result that the second
reversible jump for the number of harmonics is eliminated. The SJM thus approximates the
signal as a set of independent tones without considering harmonics.
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6.3.2 Estimation of a Single Tone with Multiple Harmonics
Figures 6.8 examines the extent of mis-modelling of the different algorithms when using only





mation of an excess number of tones or harmonics contributes to the error which is particularly
seen when tones/harmonics start or stop.
The figure shows that all the algorithms tend to mis-model the signal at points of discontinu-
ity in the signal. Additionally, the extent of mis-modelling at these points of discontinuities is
seen to increase across the signal. This can be explained by examining the evolution of the δ2
parameter. Figure 6.9 shows an example of the estimated value of δ2 across the signal. Exami-
nation of the likelihood function in equation (4.40) shows that δ2 acts as a penalty term. When
δ2 is large, addition of a new tone or harmonic must sufficiently offset the additional penalty
incurred. The initial sampling distribution on δ2 forces it to a large value, thus reducing the
extent of mis-modelling. However, the value of δ2 towards the end of the signal is significantly
reduced, thus reducing the penalty from adding tones and harmonics. This results in further
mis-modelling at points of discontinuity at the end of the signal as seen from the results.
6.3.3 Estimation of Two Tones with Multiple Harmonics
To provide a quantitative comparison of the algorithms, the model order MSE of the different
schemes for test signal 2 is listed in Table 6.1. It is seen that the performance of the SJM is
comparable to that of the TJM and the MTJM. The model order MSE of the CJM is comparable
with the other methods. However, the CJM detects the correct model order less often than the
other methods as shown in Figure 6.8 as well as in Table 6.2. This decreased performance is a
result of the algorithm getting caught in local maxima which will be discussed in the following
section. For comparison, the results from incorporating the multiply/divide move in the CJM
are included in the tables where it is seen that the performance of the algorithm is on par with
the other methods, and in some cases, better.
From the figures, it is seen that the SJM does not mis-model to the same extent as the other
algorithms. This can be explained by examining the probability of selecting a birth move as
illustrated in Figure 6.1. Since the SJM assumes that harmonics are independent tones, as
the number of harmonics increases, the SJM estimates an increasing number of tones. In the
presence of a large number of tones, the probability of selecting a birth move decreases rapidly,
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Figure 6.8: Model order MSE for test signal 1 using only birth and death moves. The first half
of the signal is shown in (a) and the second half is shown in (b).
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Figure 6.9: Example of evolution of δ2k over time for test signal 2.
thus limiting the extent of mis-modelling. However, since the SJM does not assume harmonics
in the signal structure, it is prone to larger MSE of the frequencies when dealing with such
signals.
While the model order MSE of the SJM is comparable to the other methods, the MSE of the
frequency estimates shows a marked increase when compared with the other methods, a direct
consequence of treating the harmonics as independent tones. This is evaluated for the second
test signal between samples 801 and 1300, when the largest number of tones and harmonics are
present. During this segment of the signal, the percentage of estimates with the correct model
order is obtained, and the frequency MSE is calculated using those points where the correct
model order was estimated.
As seen in Table 6.2, the frequency MSE of the SJM is significantly larger since the harmonics
are assumed as independent tones. The CJM is seen to perform poorly compared with the other
methods. This is due to the lack of a multiply/divide move, and the tables show that incorpora-
tion of the multiple and divide moves result in significant improvements. The following section
discusses the use of a multiply/divide move which will be shown to improve performance of
the CJM.
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Figure 6.10: Model order MSE for test signal 2 using only birth and death moves. The first
half of the signal is shown in (a) and the second half is shown in (b).
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Table 6.1: Comparison of model order MSE for test signal 2 for different sampling schemes.













Table 6.2: Comparison of model order estimation accuracy and frequency MSE for different
sampling schemes applied to test signal 2. The ⋆ indicates the use of the multi-
ply/divide move in the sampler.
6.3.3.1 Importance of Multiply/Divide Moves
The multiply and divide moves are necessary to resolve ambiguities which may arise from erro-
neously tracking (sub-)harmonics rather than the fundamental tone. Figure 6.11 shows one such
example where the filter gets caught in a local maxima when it tracks a sub-harmonic rather
than the fundamental tone. The CJM is more susceptible to such behaviour since new tones are
added along with harmonics, in contrast with the TJM and MTJM where a fundamental tone is
first tested and then harmonics are added.
In this section, four minor variations of the CJM are considered. These variations arise from set-
ting γ = 0.75 and γ = 1 which respectively enables and disables the use of the multiply/divide
moves. Further, on addition of a new tone through a birth move, the number of harmonics can
be either restricted to nb = 1, or variable and sampled according to equation (5.26) (denoted
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by ‘var’ in the table of comparisons). Figure 6.12 and Table 6.3 compare the performance of
the CJM under these different scenarios. The table illustrates the model order MSE as well as
the percentage of time for which the correct model order is determined.

































1 var 1 1.3476 73.7
2 var 0.75 1.3766 79.4
3 1 0.75 1.3198 81.3
4 1 1 0.8002 83.6
Table 6.3: Comparison of CJM performance under different settings for test signal 2.
Case 1 and 2: Cases 1 and 2 compare the performance of the CJM without, and then with the
use of the multiply/divide move. It is seen that inhibition of the multiply/divide move results in
increased modelling error as seen in Case 1. The addition of the multiply/divide move results
in a significant increase in the percentage of correct model order estimates since the algorithm
no longer gets caught in the local maxima traps.
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Figure 6.12: Model order MSE for the CJM under different conditions for test signal 2. The
first half of the signal is shown in (a) and the second half is shown in (b).
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Case 3: Case 3 is a variation of case 2 with nb constrained to 1. From Figure 6.12, it can be
seen that under these constraints, the algorithm is seen to converge more quickly compared to
either of the previous cases. This is most likely due to a better directed search of the param-
eter space in the reversible jump move, since in fact, multiple harmonics are not being added
simultaneously, and this is reflected by the constraint nb = 1.
Case 4: Case 4 shows an interesting deviation from what may have been the expected trend
in the results. In this case, nb is limited to one, and only a birth/death move is used for detection
of the harmonics. The results can be explained by considering the structure of the test signal
used – the harmonics in the signal appear sequentially, with the fundamental tone appearing
first. Thus, the algorithm need only detect the fundamental tone prior to the appearance of the
harmonics and this is easily accomplished using only the birth and death moves. Additionally,
since nb is constrained to one, the possibility of ambiguities (through the tracking of sub-
harmonics) is severely diminished as seen in the previous case. Consequently, particles which
would otherwise be devoted to the multiply/divide move can be used to track the birth and death
of the harmonics thus leading to faster convergence and lower errors.
6.3.4 Conclusions
The above presented results have provided a comparison between three different sampling
schemes. Comparing the different levels of performance, it is seen that the CJM offers an
attractive alternative to using the TJM. The CJM performs no worse than the TJM for the test
signals used, whilst reducing the computational complexity of the algorithm. Additionally, the
assumption of a slowly varying signal does not significantly impact the performance as seen
from the results.
6.4 Estimation of Inharmonicity
The general harmonic model (GHM) accounts for deviation in the harmonics from exact integer
multiples. The need for modelling inharmonicity arises when dealing with certain musical
instruments [38]. The time-varying nature of the model used here allows the inharmonicity
parameters µ to vary over time, although this is not strictly necessary. In cases where the
inharmonicity is a static parameter, alternate approaches may be required (see for example,
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[95]).
Detection of inharmonicity in bat echolocation calls is an aspect of interest to biologists in the
field. Before applying the algorithm to such calls, it is necessary to establish the accuracy of the
estimate of the overtone deviation parameter µ. A significant deviation in overtones is specified
as one that exceeds 0.01 (or 1%). The accuracy of the estimates is thus measured using a test
signal possessing a deviation of 1%.
6.4.1 Estimation of Inharmonicity in an FM Signal























Figure 6.13: Time-frequency representation of the test signal.
The synthetic test signal consists of a quadratic chirp with an additional harmonic, such that
the (fundamental) frequency sweeps from 0.12 to 0.04 Hz over 1000 samples as shown in the
time-frequency representation in Figure 6.13.
The algorithm is constrained to detect a single tone with a variable number of harmonics. Ad-
ditionally, the prior on the deviation is specified as p(µ) = U [−0.025,+0.025] which allows a
maximum deviation of 2.5%. Simulations are run using different numbers of particles, and the
results are averaged over 100 independent runs.
Figure 6.14 shows the mean and standard deviation of the estimates averaged over 100 runs
when using 100, 250, 500 and 1000 particles. The average standard deviation from each case
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Figure 6.14: Mean and standard deviation of overtone deviation parameter using (a) 100,
(b) 250, (c) 500 and (d) 1000 particles.
is compared in Figure 6.15. From the figure, it is seen that when using 100 particles, the
algorithm is slow to converge to the true value of overtone deviation. It can also be seen that
the gain from doubling the number of particles from 500 to 1000 produces only a marginal
improvement. Table 6.4 shows the mean value and standard deviation averaged over the entire
signal. Additionally, these values are also calculated by ignoring estimates from the first 200
samples and using only the following stable region, providing an asymptotic result.
The results show that the algorithm is capable of estimating an overtone deviation of 1% with
a standard deviation of 0.001 when using 1000 particles. This level of accuracy is acceptable
for the analysis of bat echolocation calls.
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Number of
particles
Mean ± standard deviation
(10−3)
Mean ± standard deviation†
(10−3)
100 9.19 ± 3.67 9.42 ± 3.02
250 9.60 ± 2.25 9.79 ± 1.68
500 9.73 ± 1.58 9.90 ± 1.14
1000 9.79 ± 1.39 9.97 ± 1.02
1000‡ 10.00 ± 1.67 10.01 ± 1.05
Table 6.4: Mean and standard deviation of the overtone deviation parameter averaged over the
entire signal and †ignoring the first 200 samples of the signal. Mean and standard
deviation for the amplitude modulation test signal are indicated by ‡.
6.4.2 Estimation of Inharmonicity in an AM-FM Signal
The test signal used in the above comparison is only frequency modulated. Since bat echolo-
cation calls are also amplitude modulated, it is necessary to establish the performance under
these conditions. The signal model assumes that the amplitude is constant within the window,
however, this assumption may not always hold true. The following discussion looks at the case
when the test signal contains amplitude modulation as well.
In order to create the amplitude modulated test signal, the envelope from an actual bat call is
used to modulate the test signal. Figure 6.16 shows the envelope used to modulate the signal and
the resulting AM-FM time-domain signal. This test signal violates the assumption of constant
amplitude within the window and serves to verify the accuracy of overtone deviation estimates
when such is the case.
As in the previous experimental setup, the algorithm is identically constrained and the results
are averaged over 100 runs using 1000 particles. The mean and standard deviation averaged
over all the runs is shown in Figure 6.17. Table 6.4 compares the results from the amplitude
modulated test signal with those from the unmodulated signal. From the table, it is seen that
there is a slight increase in the standard deviation of the estimates, which are otherwise accurate.
The performance of the algorithm is comparable to that of the unmodulated signal discussed
previously, and it is clear that the algorithm can be used to detect deviations in overtones which
exceed 1%. Based on these results, Section 7.3 in the following chapter examines the presence
of significant levels of inharmonicity which may occur in bat echolocation signals.
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Figure 6.15: Comparison of the standard deviation of the overtone deviation estimate when
using a varying number of particles.
6.5 Summary
This chapter examined alternatives to the TJM described in the previous chapter as well as
the estimation of inharmonicity in the overtones. The TJM involves the application of a first
reversible jump move to determine the number of tones, followed by a second reversible jump
move, applied to each tone, to determine the number of associated harmonics. The application
of each reversible jump move involves evaluation of an acceptance probability which leads to a
high degree of computational complexity.
It is possible to reduce the complexity of the moves by incorporating simplifying assumptions
which limit the range of possible moves. The main assumption is that the signal varies slowly,
such that only a single tone can undergo any change at any instant of time. This leads to the
first of two alternatives called the MTJM where in addition to the first reversible jump move for
the number of tones, a single reversible jump is applied to a single tone selected at random to
determine the number of associated harmonics.
The second reversible jump scheme, the CJM involves combining the two moves yielding a
single reversible jump move which is applied to each particle. Again, assuming that only a
single tone can undergo a change at any instant, birth and death moves involve addition or
removal of n harmonics of an existing or new tone.
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Figure 6.16: a) Amplitude envelope of a bat call used to modulate the test signal and, b) the
resulting time-domain AM-FM signal.


























Figure 6.17: Mean and standard deviation of the overtone deviation parameter for the ampli-
tude modulated test signal.
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Section 6.2 discusses the transition probabilities of birth and death moves for the different algo-
rithms. In the case of the TJM and the MTJM, the birth and death probabilities for the number
of harmonics is independent of the number of tones present. The CJM, in contrast incorporates
a dependence such that it becomes possible to specify a region of preference specified by both
the number of tones and their harmonics.
Section 6.3 compares the performance of the different reversible jump schemes and shows that
the new algorithms developed in this chapter work as well as the original TJM but operate with
reduced computational load.
The chapter concludes with a discussion of the estimation of inharmonicity in overtones. Com-
parisons are performed using synthetic data and a varying number of particles. The results
show that the algorithm is capable of detecting a deviation of 1% with reasonable accuracy.
The results also indicate that the algorithm is capable of estimating the deviation in the pres-
ence of amplitude modulation. This is of particular importance since bat echolocation calls can
be highly amplitude and frequency modulated.
The following chapter looks more closely at application of the sequential frequency estimation
algorithm to bat echolocation calls. The chapter examines selection of the polynomial basis as
well as the presence of inharmonicity in calls.
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Analysis of Bat Echolocation Calls
Introduction
This chapter examines aspects of performance related to the use of polynomial chirps as the ba-
sis in the signal model proposed in Chapter 4 and in particular, benefits from their application to
bat echolocation calls. The previous chapters have used a sinusoidal (zeroth-order polynomial)
basis for all comparisons. The aim of this chapter is to illustrate how higher order polynomials
can provide a better fit under certain circumstances. The use of higher order chirps, however,
comes at a cost, since additional chirp parameters are required to be estimated. This can limit
the usability of higher order polynomials, particularly when a limited number of particles is
used in the filter. The tradeoffs between the basis flexibility and model simplicity will be dis-
cussed in Section 7.1 before continuing with application of the algorithm to the study of bat
echolocation calls.
Section 7.2 considers the application of the sequential frequency estimation algorithm to bat
echolocation calls. Aspects include the relevance of a higher order polynomial basis and the
impact of window length on the frequency estimates. This is followed by an examination of
inharmonicity in bat echolocation calls. The previous chapter presents results which impose
limits on the accuracy with which inharmonicity can be measured using the algorithm devel-
oped here, and the presence of inharmonicity is examined within these constraints.
The concluding section of the analysis of bat echolocation calls looks at feeding buzz sequences.
The feeding buzz, described in more detail in Section 7.4, consists of extremely short dura-
tion calls which makes it difficult to obtain an accurate time-frequency representation of these
signals. Using the method developed here, it will be shown that an accurate time-frequency
representation of these calls can be obtained, thus facilitating further study of these calls.
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7.1 Choice of Basis Polynomial Order
Selecting the order of the polynomial basis is not a straightforward matter since it depends on
the desired estimation accuracy (and hence, the window length) and the structure of the signal
under consideration. This section aims to shed some light on how such a selection may be made
by considering the MSE arising from the use of different polynomial orders.
7.1.1 Effect of Polynomial Basis Order on Frequency MSE with Constrained
Model Order
The model used for sequential frequency estimation defined in Chapter 4 describes how the
signal is analysed within a sliding window. The variance on the estimated frequency reduces
as the length of the window increases. Increasing the window length, however, may result
in increased mismatch between the windowed signal and the basis function. To illustrate this
trade-off, a quadratic chirp signal is analysed using both a zeroth- and a first-order polynomial
basis with varying window lengths.
Figure 7.1 shows the instantaneous frequency of the test signal, which consists of a quadratic
chirp with a CF tail. Figure 7.2 shows a high contrast spectrogram of the test signal (without
noise) using a window length of 129 samples. Using this window length, multiple peaks in the
spectrogram are visible. The presence of these multiple modes is due to the large bandwidth of
the signal within the window. Under these circumstances, the use of a zeroth-order polynomial
basis will result in over-modelling as the algorithm attempts to fit multiple sinusoids to the large
bandwidth chirp within the window.
By way of comparison, the performance of both basis functions is examined at an SNR of 12
dB. In the first comparison, the algorithm is constrained to estimation of a single tone, i.e.,
Pmin = Pmax = 1, Hmin = Hmax = 1, and the frequency MSE using both basis functions is
averaged over 200 independent runs using 100 particles.
The resulting time-varying frequency MSE is illustrated in Figure 7.3 for varying window
lengths. For short window lengths, there is almost no difference in performance between the
zeroth- and first-order basis functions. As the length of the window increases, the difference in
performance between the basis functions becomes more apparent. As the window length is in-
creased further, the zeroth-order basis performs better in the CF portion of the signal and worse
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Figure 7.2: Spectrogram of quadratic chirp test signal. Multiple ridges are present in the
quadratic chirp segment which are responsible for over-modelling when using a
purely sinusoidal model.
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in the FM portion. The linear chirp basis, in contrast, performs no better for the CF portion,
and in fact, starts to show a higher frequency MSE in the FM portion of the signal. This effect
is due to the limitation of the linear chirp which is unable to characterise the frequency modu-
lation in the 129 sample window adequately. Using a quadratic chirp basis would alleviate this
constraint, however, a larger number of particles would then be required to achieve a similar
error performance. This will be illustrated later in Section 7.1.3.
From the results, it is seen that the linear chirp basis offers better performance when the signal
in question is frequency modulated. The difference in performance between the sinusoidal
and linear chirp basis functions decreases with a decrease in the window length, although, the
overall frequency MSE may increase due to the presence of less data in the window.
7.1.2 Effect of Polynomial Basis Order on Frequency and Model Order MSE
with Unconstrained Model Order
A second comparison is made between the model order MSE using the zeroth- and first-order




k . In this
comparison, only the number of harmonics is constrained Hmin = Hmax = 1, while the
number of tones Pk is unconstrained. Figure 7.4 illustrates the model order MSE for the two
basis functions for window lengths of 65 and 129 samples. Similar to the previous results, it
is seen that the zeroth-order polynomial performs poorly, except in the CF segment of the test
signal. As mentioned earlier, this happens due to over-modelling of the high bandwidth chirp
using multiple sinusoids.
Figure 7.5 compares the frequency MSE for polynomial orders zero through four. The fre-
quency MSE is evaluated only at instants where the correct model order has been determined.
An example run of the zeroth-order polynomial is shown in Figure 7.6 which can be used to
explain the frequency MSE curve. Due to the large bandwidth of the chirp in the initial stages,
the algorithm prefers to model the signal using a noise only model, while in latter parts of the
frequency modulated segment, the algorithm fits multiple tones to the signal, resulting in erro-
neous estimates of the number of tones. Consequently, the zero order polynomial basis is on
average able to detect the correct model order only 47.6% of the time, in contrast with higher
order polynomials which detect the correct model order over 90% of the time as illustrated in
Table 7.1.
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Figure 7.3: The frequency MSE is compared for zeroth and first-order polynomial basis func-
tions using window lengths of (a) 33, (b) 65 and (c) 129 samples.
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Figure 7.4: The model order MSE is compared for zeroth and first-order polynomial basis func-
tions using window lengths of (a) 65 and (b) 129 samples. Large signal bandwidth
causes incorrect model order estimation for the zero-order polynomial basis.
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Figure 7.5: Comparison of frequency MSE for varying polynomial basis orders.


























Figure 7.6: Example of estimated frequency content of a quadratic chirp using a zeroth-order
polynomial basis.
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Table 7.1: Comparison of model order estimation accuracy and frequency MSE for different
polynomial orders.
As illustrated in both Figure 7.5 and Table 7.1, in contrast with the poor performance of the
zeroth-order polynomial, a first-order polynomial provides a near constant frequency MSE
throughout the duration of the signal. Also of interest is the performance of the higher poly-
nomial order models which appear to provide a ceiling on the error, with the frequency MSE
remaining constant with increased polynomial order. Thus, with the lowest frequency MSE,
the first-order polynomial may be considered to be the optimal basis for the quadratic chirp test
signal for the window lengths considered here.
7.1.3 Error Performance with Varying Number of Particles
The previous results are obtained using an identical number of particles for each model. Under
circumstances where a more accurate representation of the signal is desired, a quadratic or
higher order polynomial may be required. Figure 7.7 compares the performance of a zeroth-,
first- and second-order polynomial chirp basis using 100 and 1000 particles. It is seen that
the performance of the linear chirp basis using 1000 particles approaches the performance of
the sinusoidal basis which uses 100 particles. At the same time, using ten times as many
particles, the quadratic chirp basis performs as well as the linear chirp basis which uses 100
particles. Any improvements in performance, however, are constrained by the ability of the
basis to accurately represent the frequency modulation in the signal. Increasing the number
of particles does not reduce the mismatch between model and observations and thus does not
always improve performance.
The quadratic chirp test signal used here is not representative of the large class of signals that
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Order 0, 100 particles
Order 1, 100 particles
Order 2, 100 particles
Order 1, 1000 particles
Order 2, 1000 particles
Figure 7.7: Comparison of frequency MSE for different polynomial orders and number of par-
ticles.
may need to be examined. The comparison using this signal, however, serves to illustrate the
trade-off between model flexibility and variance of the estimates for a given number of particles.
The next section will apply the sequential frequency estimation algorithm to bat echolocation
calls. The relevance of higher order chirp basis functions to characterise detail in the FM
signals, inharmonicity in the echolocation calls, and feeding buzz sequences will be discussed.
7.2 Relevance of the Polynomial Chirp Basis to the Analysis of Bat
Echolocation Calls
The previous section considered the application of different polynomial chirp basis functions
to a synthetic signal. The synthetic signal does not contain the variation which is found in bat
echolocation calls. This section addresses the choice of polynomial chirp order and window
length in the context of analysis of bat calls. These two parameters are linked, in that the use
of a longer window length may require a more flexible basis, which in turn may require the use
of a larger number of particles in order to maintain the same error performance. In general,
a longer window is desirable since the variance on the resulting frequency estimates will be
lower. Two bat echolocation calls are chosen for this comparison. The first call is from P.
pipistrellus while the second is from M. daubentonii.
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Since the true instantaneous frequency of the signal is unknown, an error term cannot be used as
criteria for comparison. Instead, the variance of the distribution on the instantaneous frequency
is used to compare the different chirp basis functions. In this case, the variance can be viewed
as a measure of how well the model fits the observations. If a model with excessive flexibility,
i.e., high polynomial order, is used, then it may be possible to fit the observations using a
set of parameters in which the frequency deviates further from the true frequency value. In
comparison, due to the lack of flexibility, a low polynomial order will be more sensitive to
deviations from the true parameters. In this way, the variance on the frequency estimate is used
as a measure of the goodness of fit of the basis.
In addition to examining the variance of the frequency estimates, the residuals and spectrograms
of the residuals are also examined. The residual at time t, ǫt is computed as:
ǫt = xt − Ĝtât (7.1)
where xt is the observation, the matrix Ĝt is constructed as a function of the estimated parame-
ters ψ̂t, and ât is the estimated amplitudes as given by equation (5.19). If the residuals possess
a noise-like structure, then the algorithm may be judged to have captured all the information of
the signal. The residuals will be used to compare the performance of the MPF- and RBPF-based
algorithms in the following sections.
A large number of particles is used to characterise the detail in the posterior distribution, with
the result that the Monte Carlo estimate approaches the true posterior distribution. Conse-
quently, the variance of the parameter estimates obtained from the filter can be regarded as the
variance of the true posterior distribution. The algorithm is constrained to detecting a single
tone, but with a variable number of harmonics and the number of particles is set to 10,000,
such that the posterior distribution is sufficiently well sampled. The algorithm is tested using
polynomial basis functions of orders one through three, as well as with window lengths of 65
and 129 samples, which corresponds to 0.087 and 0.172 ms respectively, since the signals are
recorded at a sampling frequency of 750 kHz. Additionally, inharmonicity is not considered in
these simulations.
Figure 7.8 shows a recording of a pipistrelle call along with the spectrogram. The time do-
main signal shows the presence of amplitude modulation, while the spectrogram illustrates the
frequency modulation and indicates the presence of overtones in the signal. The second echolo-
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Figure 7.8: Time domain and time-frequency representation of a call from P. pipistrellus.




































Figure 7.9: Time domain and time-frequency representation of a call from M. daubentonii.
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cation call used for analysis is shown in Figure 7.9. The call from Daubenton’s bat does not
possess additional overtones, however, it is seen to possess notches at regular intervals which
manifest as nulls in the spectrogram. The following discussion will illustrate how polynomials
of different orders perform with these signals.
7.2.1 Analysis of Call from P. pipistrellus
Figure 7.10 illustrates the estimated instantaneous frequency for the different polynomial or-
ders using window lengths of 65 and 129 samples. In the case of the 65 sample window, the
performance of the different basis functions appears similar. Due to the use of a short window,
the additional polynomial terms do not provide sufficient benefit to outweigh the cost of esti-
mating those additional terms. The impact of the additional polynomial terms is more visible
when a window length of 129 samples is used. In the case of the longer window, the impact
of the higher polynomial terms will be larger further away from the centre of the window, so
that minor deviations in the values of these parameters can have a large effect on the posterior
distribution. Additionally, any such deviations get multiplied for overtones, further increasing
the mismatch between the model and the observations.
It is thus seen that the higher order polynomials are unable to track the overtone as well as a
first-order polynomial basis. For the pipistrelle call considered here, while the underlying spec-
trogram has a significant spread of energy in the time-frequency plane, the sequential frequency
estimator is able to obtain a clear point estimate of the time-varying frequencies.
As mentioned earlier, the variance on the frequency estimate is used as a means of comparison
between the different polynomial basis functions. Figure 7.11 compares the variance of the
estimated frequency for the first 500 samples of the signal for a window length of 65 samples.
It can be seen that the first-order polynomial basis outperforms the higher order polynomials,
producing a lower variance on the frequency estimates. Figure 7.12 compares the performance
of the first-order polynomial basis for window lengths of 65 and 129 samples, where it is seen
that the use of the longer window decreases the variance on the frequency estimate.
Following analysis of the variance on the frequency estimates, the residuals are examined next.
Figure 7.13 shows the residuals and the spectrogram of the residuals for a window length of
65 samples for polynomial orders 1 through 3. The spectrograms are used to illustrate that the
residuals are not completely noise-like and harmonic components are seen in the spectrograms.
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Figure 7.10: Instantaneous frequency estimates for the call from P. pipistrellus using the MPF
using polynomial basis orders (a) 1, (b) 2 and (c) 3. The figures on the left demon-
strate results using a window length of 65 samples and those on the right use a
window length of 129 samples.
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Figure 7.11: Variance on the frequency estimate for varying polynomial orders for the call
from P. pipistrellus using a window length of 65 samples.

































Window length: 65 samples
Window length: 129 samples
Figure 7.12: Variance of the frequency estimate for a first-order polynomial for different win-
dow lengths when applied to the call from P. pipistrellus.
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The spectrograms show that the estimates are unable to characterise all the detail in the signal.
This is most obvious in cases where the signal contains significant amounts of amplitude mod-
ulation and the constant amplitude model is unable to deal with this. However, the scale on the
spectrogram shows that the harmonic components in the residual are at a level of approximately
−60 dB or less, indicating that very little information has been lost.
For the purpose of comparison, the RBPF-based algorithm developed by Dubois and Davy [70]
and described in Section 3.5 is applied to the call from P. pipistrellus. The algorithm is run
using the same number of particles, i.e., 10,000, but only for a window length of 65 samples.
For the RBPF-based algorithm, the memory requirements are proportional to the square of the
window length L. This occurs due to the necessity of computing the L × L matrix Sk in
Table 5.1 (page 107). When using a window length of 129 samples and 10,000 particles, the
memory requirements become prohibitive and these results are left out for this reason.
Figure 7.14 illustrates the frequency estimates obtained from Dubois and Davy’s algorithm
for polynomial basis orders 1 through 3. The algorithm is constrained to detecting a single
tone with two harmonics resulting in two tracks begin present in the estimates. Alongside the
frequency estimates, the magnitudes of the components are also displayed. It can be seen that
the higher harmonic has a very low amplitude in some parts of the signal and some form of
thresholding is required to test for the presence of the higher harmonic.
Similar to the residuals illustrated for the MPF-based algorithm, Figure 7.15 shows the residuals
for the RBPF-based algorithm for the different polynomial orders considered here. The results
are similar to those illustrated earlier with the algorithm suffering due to the constant amplitude
model.
In order to compare the performance of the RBPF- and MPF-based algorithms, the sum of
squared residuals is considered in Table 7.2. The table shows that the RBPF performs slightly
better than the MPF. Additionally, for the RBPF, a polynomial order of 2 is seen to offer the best
results, while a polynomial order of 1 is preferred in the case of the MPF. It is noted however,
that the lower residuals of the RBPF are achieved only at higher computational expense.
7.2.2 Analysis of Call from M. daubentonii
The second test call, from Daubenton’s bat possesses a significant amount of amplitude mod-
ulation. Notches in the time-domain signal are seen to conincide with ambiguities in the spec-
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Figure 7.13: Residuals with their spectrogram using the MPF-based algorithm for the call
from P. pipistrellus using a window length of 65 samples with a polynomial basis
of order 1 (top), 2 (centre) and 3 (bottom).
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Figure 7.14: Instantaneous frequency estimates for the call from P. pipistrellus using the RBPF
for a window length of 65 samples with a polynomial basis of order 1 (top), 2
(centre) and 3 (bottom).
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Figure 7.15: Residuals with their spectrogram using the RBPF-based algorithm for the call
from P. pipistrellus using a window length of 65 samples with a polynomial basis
of order (a) 1, (b) 2 and (c) 3. Spectrogram of the residuals is shown on a dB
scale.
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Algorithm
Sum of squared residuals (10−2) for polynomial order of:
1 2 3
RBPF 3.5639 3.4596 3.4619
MPF 4.0359 4.3264 4.4121
Table 7.2: Comparison of residuals for the call from P. pipistrellus for the RBPF- and MPF-
based algorithms using different model orders for a window length of 65 samples.
trogram. Figure 7.16 shows the estimated frequency of the call using window lengths of 65
samples (left) and 129 samples (right). Considering the 65 sample window, irrespective of the
polynomial order, the algorithm is unable to obtain a smooth estimate of the frequencies occur-
ring at approximately 0.9ms in the signal. Increasing the window length to 129 samples results
in a smoother estimate of the frequencies over time and the jumps in the frequency which occur
at 0.9 ms no longer occur as seen in the figure.
Examining the results from using a 129 sample window, it is seen that there is a difference be-
tween the instantaneous frequency estimates using a first-order and higher order polynomials.
While the longer window reduces the variance of the frequency estimates, the first-order poly-
nomial is unable to adequately characterise the modulation within this longer window due to
the lack of model flexibility. A second-order polynomial basis, however, is capable of providing
smooth estimates without losing detail.
Figure 7.17 compares the variance of the frequency for the different polynomial orders for a
window length of 65 samples. As in the case of the pipistrelle call, a first-order polynomial
is associated with lower variance on the frequency estimate. The figure also highlights the
increase in the variance at notches in the signal, points which are associated with ambiguities
in the spectrogram. Increasing the window length to 129 samples is seen to reduce the variance
further as shown in Figure 7.18, indicating that the model provides a reasonable fit even within
the longer window.
In addition to the variance, Figure 7.19 shows the residuals and their spectrograms for the call
fromM. daubentonii. As was seen in the residuals for the call from P. pipistrellus, the residuals
are larger in the presence of any significant amplitude modulation. However, the spectrogram
shows that the residuals still possess very little energy and appear at less than −60 dB.
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Figure 7.16: Instantaneous frequency estimates for the call from M. daubentonii using the
MPF using polynomial basis orders (a) 1, (b) 2 and (c) 3. The figures on the
left demonstrate results using a window length of 65 samples and those on the
right use a window length of 129 samples.
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Figure 7.17: Variance on the frequency estimate for varying polynomial orders for the call
from M. daubentonii using a window length of 65 samples.



































Window length: 65 samples
Window length: 129 samples
Figure 7.18: Variance of the frequency estimate for a first-order polynomial for different win-
dow lengths when applied to the call from M. daubentonii.
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Figure 7.19: Residuals with their spectrogram using the MPF-based algorithm for the call
from M. daubentonii using a window length of 65 samples with a polynomial
basis of order (a) 1, (b) 2 and (c) 3. Spectrogram of the residuals is shown on a
dB scale.
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Algorithm
Sum of squared residuals (10−2) for polynomial order of:
1 2 3
RBPF 3.1723 3.1743 3.2077
MPF 3.0495 3.0443 3.0734
Table 7.3: Comparison of residuals for the call from M. daubentonii for the RBPF- and MPF-
based algorithms using different model orders for a window length of 65 samples.
As in the analysis of the call from P. pipistrellus, the RBPF is applied to the call from M.
daubentonii for the purpose of comparison. Figure 7.20 shows the results from application
of the RBPF to the call using a window length of 65 samples and polynomial basis orders 1
through 3. The results from all three model orders are similar with only the linear chirp basis
(polynomial order 1) showing slightly less detail compared to the other polynomial orders.
Using the RBPF, the residuals and their spectrograms for the call are shown in Figure 7.21.
The residuals are not dissimilar to those of the MPF in Figure 7.19. The sum of the squared
residuals for both the RBPF and MPF are presented in Table 7.3. The results here show that the
residuals are slightly lower in the case of the MPF. It is also seen that in the case of the MPF, a
2nd order polynomial basis is able to capture more of the detail in the signal structure.
The RBPF and the MPF have been applied to two test calls to provide insight into the choice
of polynomial order and window length. While a first-order polynomial basis may be adequate
for most signals, the algorithms do not necessarily provide acceptable results for signals with
significant frequency and amplitude modulation as is seen in the the call from Daubenton’s bat
in Figure 7.16(a). The choice of basis depends on the signal under consideration, with a higher
order polynomial basis essential for signals possessing significant amplitude and/or frequency
modulation.
7.3 Inharmonicity in Bat Echolocation Calls
The second main issue examined in this chapter is the presence of inharmonicity in bat echolo-
cation calls. The harmonic model described in Section 4.3.2.2 is able to account for overtones
in the signal as well as deviations which may be present in those overtones. While such a model
is particularly useful in modelling certain musical instruments [38], the model can also be used
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Figure 7.20: Instantaneous frequency estimates for the call from M. daubentonii using the
RBPF for a window length of 65 samples with a polynomial basis of order (a) 1,
(b) 2 and (c) 3.
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Figure 7.21: Residuals with their spectrogram using the RBPF-based algorithm for the call
from M. daubentonii using a window length of 65 samples with a polynomial
basis of order (a) 1, (b) 2 and (c) 3. Spectrogram of the residuals is shown on a
dB scale.
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to detect deviations in the harmonics of bat echolocation calls.
Estimation of the harmonic deviation was discussed in Section 6.4, where the algorithm was set
up to detect a deviation of 1%. The results presented in that section show that detection of such a
deviation is possible with sufficient accuracy, even in the presence of amplitude modulation. In
this section, the algorithm is applied to estimate deviations which may be present in segments
of calls from six different bat species. Segments of 2000 samples (equivalent to 2.67 ms at
750 kHz sampling rate) are selected from calls such that the segment contains the fundamental
and at least one overtone.
For each call considered, the overtone deviation is estimated using 100 independent runs. The
results are then presented as the mean and the standard deviation averaged over all runs. Fig-
ure 7.22 shows the results from a single call from each of six selected species: Pipistrellus
capensis (Smith, 1829), Pipistrellus Kuhlii (Kuhl, 1817), P. pipistrellus, Pipistrellus pygmaeus
(Leach, 1825), Rhinolophus capensis (Lichtenstein, 1823) and Tadarida Aegyptiacus (Geof-
froy, 1818). Although the number of species considered here is small, different types of call
structures are covered between these six species, i.e., both FM and CF calls are studied.
In some of the calls, the overtone deviation appears to indicate a marginal bias. However, the
bias is considerably smaller than the 1% estimation accuracy established for the method. These
results go some way to showing that there is no significant, detectable deviation in the calls.
To ensure that this lack of overtone deviation is consistent, three calls are selected from each
species and tested. Table 7.4 summarises the average mean and standard deviation from analysis
of the set of call segments from each species. The call segments are taken from calls recorded
from different individuals, thus ensuring sufficient diversity. From the table, it is clear that these
calls do not contain any measurable overtone deviation. It can thus be assumed that overtone
deviation does not play any significant role in the structure of the calls considered here, and by
extension, the presence of overtone deviation in calls from other species would be unexpected.
7.4 Analysis of Feeding Buzz Sequences
This section addresses application of the frequency estimation algorithm to the study of bat
echolocation calls constituting the feeding buzz. These calls are seen just prior to prey capture
and differ from the other calls in some respects. The context of the feeding buzz is discussed
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Figure 7.22: Mean and standard deviation of overtone deviation parameter for (a) P. capensis
(b) P. Kuhlii (c) P. pipistrellus (d) P. pygmaeus (e) R. capensis and (f) T.
Aegyptiacus.
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Species
Mean (10−3) ± Standard deviation (10−3)
Call 1 Call 2 Call 3
P. capensis +0.449 ± 4.850 −1.060 ± 6.069 −1.209 ± 3.319
P. Kuhlii −1.616 ± 6.915 −1.237 ± 6.225 −0.440 ± 8.549
P. pipistrellus −1.359 ± 6.191 −0.652 ± 6.712 −2.386 ± 8.706
P. pygmaeus +0.103 ± 6.302 +4.009 ± 4.286 −0.252 ± 1.362
R. capensis +0.108 ± 3.799 −0.180 ± 3.902 −0.009 ± 3.336
T. Aegyptiacus −0.271 ± 5.139 +1.077 ± 3.046 −2.811 ± 5.118
Table 7.4: Estimated mean and standard deviation of overtone deviation estimates for different
bat species.
first, and subsequently, the frequency estimation algorithm is applied to the calls. Due to the
structure of the feeding buzz calls, some amount of hyper-parameter tuning is required to obtain
reasonable results and this will be discussed as well.
7.4.1 Overview of Feeding Buzz Calls
When bats are hunting for prey, the structure of the echolocation call is tuned to the task the bat
is focussing on. As discussed earlier in Section 2.4, the bat may be actively looking for prey in
the search phase, it may have located prey and started flying towards the target in the approach
phase, or it may be in the final stages of capturing the target in the terminal phase, with these
different phases illustrated in Figure 2.1 (see page 30). The requirements of each stage are
different, and consequently, the structure of the calls is adapted to reflect the requirements.
In the search phase, the calls are typically of longer duration, on the order of several millisec-
onds, and usually have lower bandwidth compared to calls from the other stages. This may
arise from the fact that lower frequency calls are attenuated to a lesser degree, allowing the bat
to detect targets which are further away [107]. Additionally, the bat does not require highly
accurate directional information about the target, but merely needs to detect it during this stage.
It has also been suggested that the longer duration of the call allows the bat to detect modulation
glints arising from flapping wings of the target, thus allowing the bat to possibly obtain further
information about the target [63].
Once the bat has located its prey, it starts tracking the target while flying towards it. In this
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case, directional cues become more important, and the duration of the call reduces with a si-
multaneous increase in the bandwidth. Reducing the duration of the calls decreases the chance
of pulse-echo overlap which is important if the bat is feeding in the vicinity of vegetation.




























































































































































Figure 7.23: Calls from the feeding buzz of a pipistrelle with the STFT used to obtain the time-
frequency representation.
In the final stage of prey pursuit, the bat adapts the calls to provide a high degree of localisation
information. This is achieved by reducing the call duration even further, increasing the band-
width of the call, and increasing the pulse repetition frequency (PRF) resulting in the feeding
buzz. The feeding buzz gets its name from the fact that the calls in this segment are extremely
close together, such that they sound like a buzz when played at audible frequencies.
The duration of these calls can be as short as 0.2 ms (150 samples at 750 kHz) making the
analysis of these calls extremely difficult. The traditional use of the STFT by biologists for
examination of the feeding buzz does not permit an accurate examination of these signals due to
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the presence of both frequency and amplitude modulation within the extremely short duration of
the calls. Figure 7.23 shows recordings of calls from the feeding buzz of a pipistrelle along with
the spectrograms. While some detail is discernible in the longer calls, very poor characterisation
is achieved for the very short duration calls.
7.4.2 Deviations from the Signal Model and Hyper-parameter Tuning
Figure 7.24 shows the results from application of the frequency estimation algorithm applied
to each of the calls. In these examples, the filter is run using 1000 particles and a window
length of 65 samples, corresponding to 0.087 ms. By contrast, the shortest echolocation call
considered here has a duration of 0.2 ms. In this context, a window length of 65 samples
may be considered long, however, reducing the window length will increase the variance on the
frequency estimates which is undesirable.
The figure shows that, rather than a single frequency, the algorithm detects two or more closely
spaced tones in place of the fundamental tone. The detection of multiple tones arises from the
violation of the assumptions made in the signal model. In particular, the signal model assumes
a constant amplitude of the tone within the sliding window; the algorithm attempts to account
for the deviations in the observed signal, i.e., the amplitude modulation, by adding an extra tone
which gives rise to amplitude modulation as a result of interference between the tones.
In addition to the problem described above, the algorithm may occasionally suffer from spuri-
ous detection of tones. These spurious detections arise from the fact that the observed signal
does not strictly conform to the assumptions made in the signal model. For example, the obser-
vation noise spectrum, in part shaped by the transducer characteristics of the recording device,
may be coloured, rather than white. Additionally, when recording bat echolocation calls in the
field, weak reflections of calls from surrounding vegetation, not corresponding to the signal of
interest, may also be picked up in addition to various other environmental sounds. These weak
components may be detected by the algorithm and appear as spurious detections.
The approach adopted here to address these issues is to tune the hyper-parameters of the algo-
rithm, which involves incorporating additional constraints in the prior (and sampling) distribu-
tions.
When examining the bandwidth of echolocation calls, it is seen that calls do not occur at less
than 20 kHz; by contrast, a great deal of environmental noise occurs below this frequency. Thus,
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Figure 7.24: Application of the frequency estimation algorithm to the feeding buzz calls shows
that the algorithm has difficulty estimating single tones in the presence of ampli-
tude modulation.
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Figure 7.24: Application of the frequency estimation algorithm to the feeding buzz calls shows
that the algorithm has difficulty estimating single tones in the presence of ampli-
tude modulation.
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specifying fmin = 20 kHz in the prior distribution allows the algorithm to ignore a significant
source of undesirable noise.
To prevent the algorithm from detecting a single tone as multiple closely spaced components,
an additional constraint is imposed on the sampling and prior distributions such that a minimum
frequency spacing, fnull, is required between any two tones. This introduction of nulls in the
distribution prevents the algorithm from proposing a new tone with a frequency close to that of
an existing component. As a result, the algorithm is forced to estimate the call as a single tone.
The obvious disadvantage of this is the inability of the algorithm to detect closely separated
components, however, it provides an easy means for forcing the algorithm to detect only a
single component.
In order to reduce the number of spurious detections, it is necessary to tune the algorithm to
ignore very weak harmonic components. This is done in practice by modifying the distribution
on δ2k to a lower-truncated inverse gamma distribution. Since δ
2
k is representative of the SNR of
the signal (see Section 4.4.2), a lower limit, δk
2
min, provides a means of specifying a minimum
desired SNR of the estimates, such that components which do not meet the SNR requirement
will be ignored. An examination of the likelihood function in equation (4.40) (on page 89)
shows that the term δ2Okk acts as a penalty term. Any additional tone must offer sufficient
benefit to overcome the penalty generated by its introduction. Enforcing a minimum value then
forces that new tone to exceed a certain minimum SNR, thus reducing the instances of spurious
detections.
The algorithm is rerun using these modified prior and sampling distributions for the parameters.
The shorter duration calls possess a large bandwidth within the sliding window. Consequently,
fnull needs to be sufficiently large in order to suppress multiple closely spaced tones, and a






5× 104 to illustrate the effect of this threshold. The prior on δ2k is uninformative and the hyper-
parameters (αδ, βδ) can take on a large range of values. As discussed in Section 4.4.2, βδ = 2




The results from the algorithm after tuning the parameters of the priors are shown in Fig-
ure 7.25. In each case, the upper plot shows the results from specifying δk
2
min = 100 and the
lower, δk
2
min = 5 × 104. The figure shows that the tones are now estimated as single com-
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Figure 7.25: Application of the frequency estimation algorithm using the modified distributions
leads to improved results.
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Figure 7.25: Application of the frequency estimation algorithm using the modified distributions
leads to improved results.
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ponents and a large number of the spurious detections which appear in Figure 7.24 are also
successfully removed.
While thresholding the value of δ2k offers some benefits, it can also result in missed detections if
δk
2
min is not carefully chosen. This is best illustrated in Figures 7.25(a) and 7.25(d) where por-
tions of the overtone are not detected. An alternative method for detecting spurious frequency
components is to convert the frequency estimates in the time-frequency representation into a
set of frequency tracks using data association methods [50, 108], and subsequently removing
tracks which exist only over a brief period of time.
The results show that the frequency estimation algorithm is capable of providing a suitable time-
frequency representation of extremely short duration signals as seen in the case of echolocation
calls from the feeding buzz. The method can thus provide biologists an extra tool in the analysis
of calls.
7.5 Summary
Analysis of bat echolocation calls has traditionally relied on the STFT. The purpose of devel-
oping a sequential frequency estimator has been to provide a tool which is capable of improving
upon the time-frequency representation of the STFT and similar methods by taking signal struc-
ture into account.
This chapter has illustrated how the sequential frequency estimator may be applied to echolo-
cation calls successfully. Sections 7.1 and 7.2 examined the choice of the polynomial basis
function for a synthetic test signal and two echolocation calls. It is seen that the choice of poly-
nomial order depends on the signal under consideration, although no apparent improvement is
obtained beyond a second-order polynomial for the window lengths considered here.
Section 7.3 discussed the presence of inharmonicity in echolocation calls in several different bat
species. The results indicate that the calls do not contain any significant overtone deviation as
was shown from the analysis of multiple calls. These results indicate that it can be reasonably
assumed that overtone deviation is not present in bat calls in general.
The concluding section of this chapter considered the analysis of calls from the feeding buzz
portion of a call sequence. The feeding buzz consists of extremely short duration AM-FM calls
occurring just prior to prey capture. These calls can be as short as 0.2 ms and as a result,
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STFT based analysis is unable to provide an acceptable time-frequency representation of the
call. The sequential frequency algorithm is also seen to face problems when applied to calls of
such short duration, however, it is possible to tune the priors which yields promising results as
shown. Such hyper-parameter tuning may be necessary when analysing real signals which may




This chapter aims to summarise the outcomes of the research detailed in this thesis. The fol-
lowing section provides an overview of the work carried out herein. This is followed by a
discussion of the achievements and contributions of the research. The concluding section looks
at some of the limitations of the algorithms and methods developed in the previous chapters
and also examines directions for future research.
8.1 Summary
The driving aim behind the work carried out here has been the development of a novel algorithm
for improved time-frequency analysis of bat echolocation signals. A parametric approach is
adopted here where short segments of a call are fit to a time-varying general harmonic model
(GHM) which is used to track the frequencies of a call as they evolve over time.
To allow for a high degree of flexibility, the harmonic model allows the signal to be decomposed
using an nth order polynomial chirp basis, rather than merely unmodulated tones. The use of the
polynomial basis allows for characterisation of greater detail within each windowed segment
of the signal. While the GHM is used to model the signal within a sliding window, state space
equations are used to model the sequential evolution of the parameters. A particle filters is
chosen to implement the resulting recursive Bayesian filter.
When dealing with a linear and Gaussian class of problems, it is possible to marginalise the
parameters from the posterior distribution. The Rao-Blackwellised particle filter (RBPF) offers
a framework to perform parameter marginalisation. A new method of marginalisation is devel-
oped in this thesis giving rise to what is referred to as the marginalised particle filter (MPF).
A comparison between the RBPF and the MPF has been considered here. Using the MPF
framework, a sequential frequency estimation algorithm is developed. This new algorithm is
compared with an existing frequency estimation algorithm which is based on the RBPF.
When dealing with a time-varying number of frequencies in a signal, it is possible to track the
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number of fundamental tones and harmonics using either a jump Markov system (JMS) or a
reversible jump MCMC (RJMCMC) sampler. While the RJMCMC sampler is more compu-
tationally expensive, it has certain advantages over the JMS. The construction of efficient re-
versible jump schemes is considered here to reduce the computational burden of the algorithm
without adversely affecting the quality of the frequency estimates obtained from the filter.
The penultimate chapter of this thesis discusses the application of the MPF-based frequency
estimation algorithm to the analysis of bat echolocation calls. Calls from different species are
analysed, and the topic of hyper-parameter tuning is introduced to improve the quality of the
state estimates. The analysis examines the presence of inharmonicity in echolocation calls from
several different species, and also considers analysis of extremely short duration feeding buzz
calls.
8.2 Contributions of the Work
This section summarises the main contributions of the work carried out in this thesis.
• Development of a marginalised particle filter:
A new marginalised form of the particle filter has been derived in this thesis, termed
the marginalised particle filter (MPF). The MPF allows for marginalisation by using
an independence assumption which results in a tractable integral of the posterior dis-
tribution. The MPF can be used for a wide variety of problems which fit the general
linear model (GLM) framework and is specifically used here to implement a sequential
frequency estimation algorithm.
A comparison is carried out between two marginalised forms of the particle filter: the
MPF and the Rao-Blackwellised particle filter (RBPF). The RBPF is a well established
marginalised form of the particle filter which has seen widespread application in a wide
variety of problems. A comparison between the computational complexity shows that
the RBPF has a significantly higher complexity as compared to the MPF. It is also estab-
lished that the estimates produced by the MPF exhibit only a slightly higher mean squared
error (MSE) despite the MPF being significantly less computationally demanding.
• Sequential frequency estimation algorithm:
A new sequential frequency estimation algorithm is developed here using the MPF frame-
work. RJMCMC samplers have been previously used to estimate a time-varying number
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of tones and harmonics in a batch offline scenario. The algorithm developed here builds
upon these methods by extending their application to a sequential framework.
An algorithm developed by Dubois and Davy [70] has been used to track a time-varying
number of harmonics in a signal using the RBPF. The authors develop a rigorous model
and framework and apply the algorithm successfully to analyse real music signals. The
performance of this algorithm is compared with the MPF-based sequential frequency
estimator. In the comparison, it is shown that the new algorithm derived in this work
compares favourably with the Dubois and Davy’s algorithm. A comparison between the
algorithms shows that the RJMCMC sampler offers significant benefits in comparison to
a JMS which is used by Dubois and Davy.
• Efficient RJMCMC moves:
The reversible jump sampler used in the sequential frequency estimator, termed the two-
jump move (TJM), is based on an algorithm developed by Davy et al. This algorithm
uses multiple reversible jump moves to determine the number of tones and harmonics
in the signal leading to high computational complexity. Two alternative reversible jump
schemes are developed here. These jump schemes take advantage of the smoothly vary-
ing structure of bat echolocation calls to reduce the complexity of the algorithm. The
resulting modified two-jump move (MTJM) and combined jump move (CJM) algorithms
are compared with the TJM and shown to perform just as well, but without the additional
burden associated with the TJM.
• Analysis of bat echolocation calls:
The work developed in this thesis concludes with an analysis of synthetic and real AM-
FM signals. It is shown that a linear chirp basis performs significantly better than a purely
sinusoidal or a higher order chirp basis when dealing with FM signals. Since it is only
slightly more complex than the sinusoidal basis, it is shown to be a good candidate basis
for the analysis of FM signals.
In the analysis of bat echolocation calls, estimation of inharmonicity is considered and
tested in calls from different species. The results indicate that echolocation calls do not
contain any significant measurable inharmonicity. While the species examined here form
a small subset of the total number, it can be reasonably assumed that inharmonicity does
not play a significant role in the structure of echolocation calls.
The analysis also includes calls which contain significant amounts of amplitude as well
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as frequency modulation. Under such circumstances, the signal violates the assumptions
in the signal model leading to erroneous frequency estimates. The quality of the estimates
can be improved through tuning of the algorithm which requires imposing additional con-
straints. Using these additional constraints, the algorithm is applied successfully to the
analysis of extremely short duration signals from the feeding buzz portion of a sequence
of bat calls.
8.3 Limitations and Future Work
This final section of the thesis examines the main limitations of the work presented here and
considers the scope for further research.
• Limitations of the model:
Due to the adoption of a harmonic basis, the method cannot be used meaningfully to
analyse the spectrum of impulse-type signals. Thus, while the method may also be use-
ful for analysing, for example, music signals, it may perform poorly when applied to
speech analysis due to the presence of broadband components arising from, for example,
fricatives.
One of the limitations of the general harmonic model (GHM) used here is its inability to
account for amplitude modulation within the window. As a result, in the presence of any
significant amplitude modulation, the algorithm may detect multiple closely spaced tones
rather than a single amplitude modulated tone. This is seen in the analysis of echolocation
calls in Chapter 7 where it becomes necessary to impose further constraints on the prior
distributions to ensure that only a single tone is detected. Additionally, the algorithm
developed here implicitly assumes that the data is windowed with a rectangular window.
Rectangular windows have poor side-lobe suppression and better results may be obtained
from the use of other windows.
• Limitations of the MPF:
The derivation of the MPF in Chapter 5 relies on an independence assumption to eval-
uate the integral. While the impact of the assumption is small in the application of the
MPF to frequency estimation, the same may not necessarily be true in other applications.
Additionally, if the observation noise variance is known, then the RBPF offers a better




• Constraints of the reversible jump schemes:
The TJM proposed in the literature for estimation of an unknown number of tones and
harmonics turns out to be computationally expensive. In constructing the alternative
MTJM and CJM for detecting the number of tones and harmonics, an assumption of a
smoothly varying signal is made. An examination of bat echolocation calls indicates that
this assumption is not unreasonable here. However, in analysis of other signals, the use
of the MTJM or the CJM may result in an estimator that is slower to converge as was
discussed in Chapter 6.
• Extraction of echolocation calls:
One aspect of future work which is only touched upon here is data association – the pro-
cess of converting the instantaneous frequency estimates into a set of frequency tracks.
This is considered, for example, in the work by Clark et al. discussed in Chapter 2. Sev-
eral data association techniques exist for the conversion of the instantaneous frequency
estimates into a set of tracks. This conversion can be aided by the use of a polynomial
chirp basis rather than a sinusoidal basis. In the case of the polynomial basis, it is possible
to perform discrimination by considering the higher order terms, thus allowing improved
separation of overlapping frequency components.
• Further analysis of echolocation calls:
The frequency estimation algorithm developed here provides a means for performing
further analysis of echolocation calls. Since the algorithm is capable of estimating the
precise frequencies of the call, it is possible to analyse call sequences for trends in the call
parameters within an individual, as well as within and across species. Such a study would
serve to quantify the changes in call structure and move away from a merely descriptive
analysis of the calls.
• Application to other signals:
The application of the method has been restricted to the analysis of echolocation calls in
this work. Its extension to the analysis of music and speech signals may require modi-
fications to the signal model, for example, using damped sinusoids, or incorporation of
model switching behaviour to deal with fricative sounds. These modifications, however,
would increase the range of signals which can be analysed with the method.
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Alternative Derivation of Marginalised
Particle Filter for Conditionally
Linear Gaussian State Space Models
This section examines an alternative approach to the one considered in Sections 4.4.4 and 5.1 in
developing a marginalised form of the particle filter. As in the case of the MPF derived earlier
in this thesis, this alternative approach still applies to conditionally linear and Gaussian state
spaces.
Consider the state space equations:
θk = f(θk−1) + v(θ),k−1 (A.1)
xk = Gkak + ek (A.2)
where θk represents the state at time step k which is to be estimated, f(·) denotes a function
for the state update and v(θ),k−1 is the vector of process noise; xk is the observation vector,
Gk = g(θk) is a matrix which is a function of the hidden state θk, ak is a vector of amplitudes
such that the observation can be represented as a linear combination of basis functions (given
by the columns of Gk), ek ∼ N (0, σ2(e),kIL) is the observation noise vector and the length of
the vector xk is given by L.
In the context of the frequency estimation problem addressed in this thesis, θk represents the
vector of unknown frequencies present in the signal xk. The matrix Gk consists of cosine and
sine functions of the frequencies over the duration of the signal, and the vector ak denotes the
associated amplitudes of the cosine and sine components of each frequency. This is discussed
in more depth in Section 4.4 and the reader is referred to that section for further details of the
model.
The state space equations do not describe the behaviour of the amplitude vector ak. Similar to
the MPF derivation in Section 5.1, the amplitudes are assumed independent over time. Addi-
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tionally, the vector ak is treated as multiplicative noise and is assumed distributed according to
a multivariate normal distribution ak ∼ N (0,Σk),Σk = σ2(a),kIL.
Implementation of the particle filter requires an expression for the likelihood function which
will be derived next. Both the amplitude and noise vectors are assumed to follow normal
distributions and consequently, the observation vector will also possess a normal distribution
for a given θ (and consequently Gk). Multiplying Gk and ak yields the result:
Gkak ∼ N (0, σ2(e),kδ2kGkGTk ). (A.3)
The observation vector is then distributed according to the sum of two normal distributions and
is given by:
xk ∼ N (0, σ2(a),kGkGTk + σ2(e),k) (A.4)
and the likelihood function can be expressed as:




















It is possible to implement a particle filter by using the above likelihood function to evaluate
the importance weights. It is possible to marginalise the observation noise variance term from
this distribution as was considered in Section 4.4.4 and this will be demonstrated next.
For convenience, the variance σ2(a),k is parameterised in terms of the observation noise variance






k. This parameterisation is not strictly necessary, however, this
aids in comparing the resulting filter in this section with that derived in Section 5.1.
An inverse gamma prior distribution is assumed for the observation noise variance σ2(e),k ∼
IG(αe, βe) with scale and shape parameters (αe, βe) respectively. Using this prior distribu-
tion, it becomes possible to arrive at an expression for the conditional distribution p(xk|θk, δ2k)







p(xk|θk, δ2k, σ2(e),k)p(σ2(e),k|αe, βe)dσ2(e),k.
(A.6)
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This integral can be performed by using the Gamma integral (see equation (4.39) on page 89).
Setting α = 12(x
T
kFkxk +2αe) and β =
L
2 + βe in the Gamma integral allows marginalisation

















The above equation is similar to marginalised likelihood function given by equation (4.40) on
page 89. The most notable difference is the lack of the term δ2Okk in the denominator of the
above expression, where the number of basis functions is given by 2Ok. This term penalises
the likelihood to a greater extent when a larger number of basis functions is used.
The likelihood functions derived here in equations (A.5) and (A.8) can be used to implement a
particle filter as an alternative to that derived in Section 4.4.4. However, the additional penalty
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Abstract
This paper describes a particle filtering method for tracking the frequency of a mono-
component signal. The method is aimed at tracking echolocation signals used by micro-
bats which commonly have a single dominant harmonic component. In the approach
followed here, the frequency of the mono-component signal is modelled as a slowly varying
dynamic state. The particle filter is then used to track the frequency of this signal.
1. Introduction
Bats use a variety of echolocation calls. These calls are not only species-dependent, but
also situation-specific. While many calls may be described as linear or exponential chirps,
some are more complicated and cannot be represented in such simplistic terms. A further
complication of the call structure is the presence of higher-order partial overtones. These
characteristics can make a model based approach difficult.
One way of examining bat signals is to extract their time-varying parameters. Dubois
et al (2005) use a particle filtering algorithm to track multiple spectral components of
a signal using the short-time Fourier transform (STFT). In this paper, we attempt to
track the frequency of a signal using a time-domain formulation. The method operates
on the raw data, without any pre-processing, and therefore utilises all the information
available in the data. The signal is constrained to a mono-component signal (or one with
a single, highly-dominant frequency component). In addition, we are not interested in
the estimates of amplitude or phase, and these are marginalised out of the likelihood. We
provide some comparison of results with the method developed by Dubois et al which
tracks frequencies using the STFT.
A simple harmonic frequency is modelled using the equation (Bretthorst (1988))
g(t) = B1 cos(2πft) + B2 sin(2πft) (1.1)
where the parameters B1, B2 contain the amplitude and phase, and f is the frequency.
Expressed in polar coordinates, this is identical to the formulation










If n(t) is white Gaussian observation noise, the observation equation can be written as
z(t) = g(t) + n(t), where n(t) ∼ N (0, σ2n) (1.2)
We define zt = {z(t − L + 1), · · · , z(t)} as a vector of observations of length L. From
† This work was sponsored by the BIAS consortium under a grant provided by the EPSRC
under the Basic Technology Programme. Bat data courtesy of Dr. Waters, U. of Leeds.
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equation 1.2, the likelihood function is obtained as
























The joint posterior distribution obtained from equation 1.3 is
p(B1, B2, f, σ
2
n | zt) ∝ p(zt | B1, B2, f, σ
2
n) (1.4)
The distribution of interest is p(f | zk, σ2n). This may be obtained by marginalising the
nuisance parameters B1 and B2 which constitute the amplitude and phase of the signal.
2. Marginalisation of nuisance parameters
Bretthorst (1988) illustrates the marginalisation of the amplitude-phase components for
a single sinusoid modelled using equation 1.1. An uninformative uniform prior is assumed
for these components. Bretthorst makes the assumption that the length of the observation
vector is large, L ≫ 1, in order to derive the marginalised distribution. Integrating out
B1 and B2 then yields the joint likelihood







































Using this formulation, the periodogram appears in a more natural way in the likelihood
function, as compared to the STFT-method.
3. Particle filter framework
The particle filter relies on the transition probability and likelihood function which may
be derived from the state-space equations shown below.
xk = f(xk−1) + vk−1 (3.1)
zk = h(xk) + nk (3.2)
where xk and zk represent the state and observation vectors respectively at time k, f(·)
and h(·) are (non-) linear functions. The process noise, vk−1, and the observation noise,
nk, are assumed known.
The transition probability, p(xk | xk−1), is used to update the process state, and the
the posterior distribution of interest is proportional to the likelihood
p(xk | zk) ∝ p(zk | xk) (3.3)
192
Publications
Particle filtering for frequency tracking 3
4. Particle filtering for frequency tracking
Let fk denote a time-varying frequency at time k. The frequency is modelled as a random
walk with variance σ2f , under the constraint 0 < fk < 0.5 assuming a normalised sampling
frequency of 1Hz. The process equation is written as
fk = fk−1 + vk−1 (4.1)
where vk−1 ∼ N (0, σ
2
f ). Equation 4.1, provides the transition probability p(fk | fk−1).
The observation zk, at time k, is obtained using equation 1.2
zk = B1,k cos(2πfkk) + B2,k sin(2πfkk) + nk (4.2)
where B1,k and B2,k denote (time-varying) amplitudes at time k; the observation noise





We define zk = {zk−L+1, · · · , zk} as the observation vector; the signal is assumed to
be slowly varying so that fk−L+1 ≈ fk, B1,k−L+1 ≈ B1,k, B2,k−L+1 ≈ B2,k. Under these
assumptions, and for L ≫ 1, p(fk | zk) ∝ p(zk | fk), defined in equation 2.1.
Algorithm 1 illustrates how the particle filter is used for frequency tracking. f ik denotes
the frequency indicated by the ith particle at time k. N is the number of particles used;
N̂eff is the effective number of particles as defined by Ristic et al (2004), and Nthr is
the threshold below which the resampling operation is performed.
Algorithm 1 SIR Particle Filter for Frequency Tracking
(a) FOR i = 1 : N




















(c) FOR i = 1 : N
- Normalise wik = t
−1w̃ik


















We provide results from simulations while varying three parameters: SNR of the signal,
window-length, and number of particles used. Errors are provided as a relative percentage
error. The test signal used is a linear chirp, and the error is shown as a function of the
actual signal frequency rather than time. This can provides a measure of the frequency-
dependent estimation error on the window-length L.
Figure 1 shows the frequency content of a synthetic test signal, with the corresponding
STFT, at an SNR of 12dB, overlayed with the estimated frequency from a test run.
Figure 3 shows the error when the window-length, L, is varied at a constant SNR. The
error decreases with increase in window-length, however, for a given window length, the
error is higher when tracking a low-frequency signal.
In figure 4, the error obtained for different SNR conditions is compared, providing a
limiting condition for satisfactory performance of the filter. At low SNR (< 0dB), the
error increases significantly; the error can be reduced by increasing the window length,
however, this may violate the assumption of a slowly varying signal. The number of
particles used in the simulations was fixed at 500 since there was no noticeable reduction
in the error when more particles were used.
For comparison purposes, figure 4 also shows the estimation error obtained from ap-
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Figure 1. Tracking a linear chirp Figure 2. Tracking a linear bat chirp
























Variation of error with window length using a fixed number
of particles (500 particles) at constant SNR (12dB)
 
 
Window length = 15
Window length = 31
Window length = 63
Figure 3. Error vs. window length






















Variation of error vs. SNR using a fixed length window (31)






SNR = 12dB; STFT Tracking
Figure 4. Error vs. SNR
plying a filter based on the method of Dubois et al (2005) to track the spectrum (labelled
‘STFT tracking’). From the figure, our method seems to perform better. Further, com-
pared to the method of Dubois et al, the formulation here is straightforward and uncom-
plicated, identical to the SIR particle filter, with the exception of the marginalisation,
which is needed to obtain the likelihood.
A sample recording of a bat call from the bat Myotis Nattereri was used as a final
test sequence to measure the robustness of the algorithm to real-world data. The result,
shown in figure 2, appears to be satisfactory.
6. Conclusions
The method developed here offers a simple method for frequency-tracking of mono-
component signals using a particle filter. Results indicate that the method is both,
reliable as well as robust. Work is currently under way to extend the method to deal
with multi-component signals with a time-varying number of components.
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ABSTRACT
This paper presents a sequential Monte Carlo method for track-
ing an unknown varying number of time-varying frequencies. A
reversible-jump sampler is used to implement model-order deter-
mination. It is shown that for a linear-in-the-amplitudes observation
model in white Gaussian noise, the amplitudes and noise variance
can be analytically marginalised out of the posterior distribution re-
sulting in a reduced dimension state estimation problem. A sum of
linear chirps model is chosen as a local observation model and this
basis is used to determine the instantaneous frequency of the sig-
nal. We present frequency tracking results from synthetic as well
as field-recorded bat echolocation calls and compare results with
Fourier based frequency tracking.
1. INTRODUCTION
Time frequency analysis of biosonar signals can be performed using
techniques based around the short-time Fourier transform (STFT) or
wavelets, with further analysis relying on this time-frequency repre-
sentation. This work addresses the issue of instantaneous frequency
estimation by direct inference from the raw data and without any
preprocessing. A sequential Bayesian approach is adopted to solve
this problem. The use of a Bayesian approach facilitates incorpora-
tion of prior information into the estimator, allowing the estimator
to use all the information available.
Figure 1 [1] illustrates the time-varying signal structure as a bat
attempts to first locate and identify potential targets (usually insects,
as a source of food), then tracks the target until it is finally captured.
In the figure, there are certain obvious changes in the signal struc-
ture over the search-approach-terminal phases: the duration of each
call decreases, multiple harmonics may be introduced, and the pulse
repetition rate increases. There is very little quantitative analysis of
the bat calls in the literature that exists beyond such a descriptive
analysis. The aim of this work is to then provide a robust method to
determine and track the time-varying frequency of multiple compo-
nents of such a signal, thus providing a basis for quantitative analy-
sis of these signals. Such an analysis would be useful to biologists
studying echolocation in bats.
The implementation of a sequential approach offers several ad-
vantages over a batch approach. A batch approach necessitates a
model for the time-frequency structure of the bat call which varies
across species. In addition, each call can have different amplitude
envelopes, and multiple harmonics, which may not last the entire
duration of the signal. The batch approach can result in a difficult
estimation problem with many parameters.
To overcome the problem of “parameter-bloat”, we choose to
sequentially estimate the frequencies of the subcomponents present
in the signal. As a result, no specific model needs to be considered
for different species while estimating the frequency. Using these
IDCOM is in the Joint Research Institute for Signal and Image Pro-
cessing, a member of the Edinburgh Research Partnership in Engineering
and Mathematics. This work is sponsored by the EPSRC under their basic
technology grant, “Biologically Inspired Acoustic Systems”. Bat recordings
used in this work were obtained from Dr Dean Waters, University of Leeds.
Figure 1: Diversity of echolocation call structure
frequency estimates, model determination and parameter estimation
can be performed subsequently.
One approach for estimating the instantaneous frequency con-
tent of a signal would be to locate peaks in the spectrogram of a sig-
nal. Such a simplistic approach is not necessarily either reliable or
robust. Approaches for time-varying frequency tracking have been
proposed previously [2, 3, 4] taking into account smooth changes in
the frequency trajectory. STFT-based time-frequency tracking [2]
is implemented by applying a particle filter [5] to track the peaks
present in the spectrogram of a signal. The method looks at the
Fourier transform over short blocks of the observation sequence and
estimates in each block the number of components present, as well
as their frequencies, amplitudes, and noise variance.
The method described here is related to the harmonic tracking
algorithm described in [4]. In their work, a jump Markov system
(JMS) is used to detect multiple harmonic components. A Rao-
Blackwellised particle filter (RBPF) [5] is used to integrate out am-
plitude parameters in their model. In contrast, we investigate an
alternative approach where the amplitude and noise variance param-
eters are analytically marginalised out due to the use of a linear-in-
the-amplitudes observation model in Gaussian noise [6, 7]. Further,
reflecting the data set of interest, viz., bat echolocation calls, we
adopt a linear chirp as opposed to a sinusoidal basis.
When dealing with biosonar signals, the number of components
present in the signal is a time-varying parameter. Reversible-jump
Markov chain Monte Carlo (RJMCMC) methods [8] have previ-
ously been used to estimate an unknown number of frequencies for
the stationary-frequency case [9]. Within a sequential Monte Carlo
(SMC) framework, we demonstrate that the idea can be extended
and applied to the problem of frequency-tracking when the num-
ber of frequency components is time-varying. While a JMS can be
applied to detect a varying number of components, the RJMCMC
sampler is incorporated into a SMC framework since it improves
filter performance by inhibiting unlikely moves [10].
2. SIGNAL MODEL
The rate of change of phase of a signal provides the instantaneous
frequency of the signal. For a multicomponent signal, it is not the
overall rate of change of change of phase that we are interested in,
but the combination of frequencies which are present at that instant.
We redefine “instantaneous frequency” here so that each subcom-
ponent of the signal has its own instantaneous frequency.
In order to estimate the instantaneous frequencies, we slide a
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Figure 2: Over the sliding window, the signal is modelled as the
sum of linear chirps. In this case, there are two linear chirps with













components present in the windowed section of the observations.
The time varying nature of each frequency component is modelled
along the lines of the equation
fk+1 = g( fk)+wk (1)
where fk is the frequency at time k, g(·) is a function to update the
frequency from the previous time instant, and wk ∼N (0,σ
2
w).
Within the sliding window, the observation segment is mod-
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Let L be the length of the sliding window defined such that k is
at the centre of the window. Over this window, the observation xt at






















































, . . . ,b
(Pk)
k
]T are the ampli-
tudes of the cosine and sine amplitudes of the subcomponents, and
nt ∼ N (0,σ
2
n,k) is zero-mean white Gaussian observation noise
with variance σ2n,k . Setting c
(p)
k
to zero in equation 3 reduces the
local model to a sum of sinusoids (SoS) model. Figure 2 illustrates
the parameters used in the local model.
The selection of a suitable window length depends on the ap-
plication under consideration. Shorter windows allow us to deal
with highly non-stationary frequencies since the variation across a
short window will be less. However, the short window also leads to
greater variance in the parameter estimate. Long windows, by con-
trast, yield lower variance estimates, but may yield worse estimates
due to frequency non-stationarity within the window. This trade-off
must be considered when selecting a window of suitable length.
3. THE LIKELIHOOD FUNCTION
Since the noise term in equation 2 is zero-mean white Gaussian
noise, the likelihood function can easily be written down. The like-
lihood function is evaluated over the windowed section of the ob-
servations. Let xk = [xk−L/2, . . . ,xk+L/2]
T be the vector of observa-
tions; nk = [nk−L/2, . . . ,nk+L/2]
T be the noise.
The model in equation 2 can be written in matrix vector form











































Gk = [cos(Φk) sin(Φk)]
where φk,t is defined in equation 3; cos(·) and sin(·) operate
element-wise on the matrix Φk to produce an augmented L× 2Pk
Gk matrix. The signal model can be rewritten in the form of the
general linear model (GLM) [6, 7] as
xk = Gkak+nk (4)
If ψk = {Pk, fk,ck,ak,σ
2
n,k}, the likelihood function is















3.1 Parameter Reduction using Marginalisation
From equation 5, it is possible to obtain a likelihood distribution
with the amplitude and noise variance terms marginalised out [7].
We would like to remove the dependence of equation 5 on ϒk =
{ak,σ
2
n,k}, thus reducing the parameter space. The frequency and
chirp-rate parameters can then be estimated, for example, using a
non-linear search. Since the observations are linear in the amplitude
parameters, these can be estimated separately once the frequencies
and chirp-rates are determined.
A multivariate normal distribution is defined on the 2Pk ampli-





I2Pk , where IQ is the
Q×Q identity matrix. An extra parameter, δ 2
k
, is introduced, which
is indicative of the SNR of the signal. The noise variance is as-
sumed to follow an inverse-gamma distribution, σ2
n,k ∼ IG(αn,βn),





















































































Priors on the remaining parameters are specified as uniform on





IG(αδ ,βδ ), and a Poisson distribution on Pk, p(Pk) = p(Pk | λ ).
3.2 Parameter Estimation
To obtain, for example, the maximum likelihood estimate, a difficult
multidimensional search for the function maximum is necessary.
This is further complicated by the fact that the number of parameters
to be estimated is a parameter that needs to estimated as well. The
complexity can be reduced by assuming that the signal does not
change significantly between time k and k+ 1 and exploiting this
within a sequential Bayesian framework. We adopt this solution to
estimate the signal parameters by modelling the sequential update
of the parameters along the lines of equation 1.
Particle filtering methods offer a framework for the implemen-
tation of the recursive Bayesian filter, and we use this framework to
estimate and track the frequency content of the time-varying signal.
4. PARTICLE FILTERING FRAMEWORK
A sequential importance-sampling resampling (SIR) particle filter
[5] is used to perform online frequency-tracking. The particle filter
would normally be used to estimate all the state parameters. How-
ever, we will demonstrate next that for the GLM, within a sequential
framework, the amplitude and noise variance terms may be analyti-
cally marginalised out of the posterior distribution.
Since many problems can be placed within the context of the
GLM, this marginalisation has wide application. The benefit is that
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while the marginalisation introduces an extra parameter, at the same
time 2Pk+1 parameters are eliminated from the likelihood function.
A particle filter approximates the posterior distribution by a set
of weighted samples using sequential importance-sampling (SIS).
Let ωk be the unknown state at time k, Ωk = {ω j}
k
j=0, and xk be
the observation, Xk = {x j}
k
j=0. Then p(Ωk |Xk), the posterior dis-












































































k−1 is the weight at the previous instant k− 1, the likeli-
hood p(xk | ω
(i)
k












k−1,Xk) is the sampling distribution depen-
dent on previous states and observations.
To marginalise the parameters ϒk = {ak,σ
2
n,k} from the poste-
rior, we must integrate over these parameters in equation 7. It is
possible to use Rao-Blackwellisation to marginalise the linear am-
plitude parameters [4], however, we adopt a different approach in
analytically marginalising the amplitude and noise variance param-
eters. Rather than assume a particular model on the ϒk parameters
(e.g. random walk, as in [4]), we assume that the parameters are
independent across windows which allows us to easily carry out the

































From equation 10 the posterior distribution can be obtained by
the integral of the weight in equation 8 with respect to the nuisance




tion of this marginalised weight update is listed in appendix A.







k }. Under the assumption that p(ϒk | ϒk−1) = p(ϒk),
the marginalised likelihood p(xk | ω
′
k) is identical to equation 6. In
addition, the sampling distribution in the SIS step is chosen as the










In the approach adopted here, the SIR filter tracks frequencies
which have already been detected but does not detect any change
in the number of components. A RJMCMC move is subsequently
introduced to detect changes in the number of signal components.
4.1 State Update Equations
The state parameters ψ ′ need to be updated from time tk at index k
to time tk+∆t at k+1.
fk+1 = fk+ck∆t + v f ,k
ck+1 = ck + vc,k
log(δ 2k+1) = log(δ
2
k ) + vδ ,k
(12)
where v f ,k = [v
(1)
f ,k, . . . ,v
(Pk)
f ,k ]
T , vc,k = [v
(1)












c ), is the process noise for update of the p
th chirp-
rate, vδ ,k ∼ N (0,σ
2
δ ), is the process noise for update of the δk




pected to increase by the amount ck∆t at time index k+1, and the
frequency update is formulated to mirror this.
Changes to the model order Pk are not reflected in the state
space equations. The state space equations reflect the update be-
haviour of the SIR particle filter which is unable to cope with
changes in the model order. The model order term is thus updated
according to the RJMCMC sampler (section 4.3).
4.2 Instantaneous Parameter Estimates
The particle filter produces an approximation of the multidimen-
sional distribution over the multiple signal parameters. Each parti-
cle contains an unordered set of frequency and chirp-rate parame-
ters. As a result, taking a sample mean does not yield a meaningful
estimate of the instantaneous frequency content of the signal. We
choose the MAP estimate as being representative of the instanta-
neous signal parameters. The instantaneous estimate is written as
ψ̂ ′k = argψ ′k
max p(ψ ′k |Xk) (13)
Using the estimated ψ ′
k
parameters, it is possible to obtain an esti-








4.3 Model-Order Determination using Reversible-Jump
Markov Chain Monte Carlo
An alternative to using JMS for model-order selection is to utilise
a RJMCMC step in a particle filter which offers certain benefits.
The reversible-jump sampler accepts a new state according to an
acceptance probability. This accept/reject mechanism ensures that
good particles are not lost, thus reducing the variance of the weights
and limiting particle degeneracy [10]. This benefit, however, comes
at the cost of applying the sampler to each particle in the filter.
In contrast with general MCMC methods, the reversible-jump
sampler does not require a burn-in period when used in the SMC
context. The reversible-jump sampler requires the burn-in period so
as to sample from the limiting distribution. Since the samples from
the SIR filter are already distributed accordingly, a single iteration
is sufficient for model-order determination [11].
The reversible-jump move updates the number of components
tracked by each particle at time k. Moves between different di-
mension spaces are performed using birth, death, and update moves
[8, 9] with respective probabilities {bk,dk,uk}. Let {Pk,Θk} denote
the current state, and {P⋆k ,Θ
⋆
k}, the proposed state, where Pk is the
number of components and Θk = ψ
′
k−{Pk}
. The new state will be

























where d(· | ·) denotes the conditional proposal distribution for the
parameters. The Jacobian term evaluates to unity for birth and
death moves. Once a particular move type is selected, a new state
is proposed which is then accepted with an acceptance probability
α = min{1,r}. Algorithm 1 lists the implementation of the filter.
5. RESULTS
We first present a comparison of the SoS and SoLC models. This
will illustrate the gains achieved from using the more complicated
model. Since the target class of signals is bat echolocation calls
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Algorithm 1 Tracking a multicomponent signal











) ∼ p(P, f ,c,δ 2) |Ni=1 where i is the particle in-
dex, and N is the number of particles used.








































































6. Resample [ψ ′
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7. Reversible jump move
For i= 1 : N
• Sample u∼U[0,1]; select move type according to probabili-
ties bk,dk,uk.




(i)} and evaluate acceptance
probability α .












which possess significant variety, the added flexibility of the SoLC
model is useful. We will then show that the algorithm is able to de-
tect changes in the number of subcomponents when using frequency
modulated signals. We will finally present some results from tests
on field-recorded bat echolocation calls.
5.1 SoS Model vs SoLC Model
As a test signal, we use a quadratic chirp having a constant-
frequency (CF) tail (figure 3), at an SNR of approximately 12dB.
Using a normalised sampling frequency of 1 Hz, a spectrogram of
the signal (without noise) highlights the presence of multiple peaks
(multiple dark tracks), which can lead to over-modelling of the sig-
nal. The number of components in the simulation is consequently
constrained to 1, and 100 particles are used for all the simulations.
The window length is set to 129 samples. 500 Monte Carlo runs
were performed for each model and the average MSE was plotted.
A comparison of the average MSE shows that the SoLC model
outperforms the SoS model for the FM section of the signal, and
is only slightly worse in the CF tail. Also compared with these
models, is the MSE from tracking peaks in the spectrogram. The
method is similar, but not identical to the method of Dubois et al [2],
relying implicitly on a SoS model, and is found to perform about as
well as the SoS model used here. The use of a hamming window
instead of a rectangular window, which is used in all the simulations
here, can provide a slight improvement for the STFT tracker since
this lowers the sidelobes in the Fourier transform.
The added complexity from the SoLC model allows us to obtain
significantly better estimates from chirp signals. The presence of
multiple peaks in the Fourier transform will result in over-modelling
in the case of the SoS model, however, the SoLC model is flexible
enough to deal with this non-stationarity.
5.2 Frequency Tracking Results
The purpose of these results is to illustrate filter performance at
points where signals start and end. The algorithm is able to track
multiple components, although there is some uncertainty in the es-
timate at the start and end of signals. At crossing points, the al-










































































































Figure 4: Test using multiple (and crossing) signals
gorithm tracks the separate components and does not approximate
them as a single component.
The signal used is similar to that used in [3]. Figure 4 shows
the spectrogram of the signal with the true frequency trajectories
overoverlaid. The signal incorporates FM signals, multiple fre-
quency crossings as well as a changing number of components, al-
though none of the components is amplitude-modulated. The SNR
of the signal is approximately 20 dB.
In the simulation, the number of particles used is 1000; a
window-length of 65 samples is chosen, and the hyperparameters
are set as αn = βn = 0, αδ = 1000, βδ = 2, λ = 1. The hyperpa-
rameters are deliberately chosen so as to specify vague priors on the
parameters. Using (αδ = 1000,βδ = 2) specifies a prior distribution
on the “SNR” term with mean 30dB.
The presence of discontinuities within the sliding window
causes problems for the filter, which tends to over-model the sig-
nal in an attempt to fit the discontinuity. To overcome this problem,
we assume that two frequency components will be no closer than a
predefined limit. This is achieved in practice by inserting nulls into
the sampling distribution for the frequency parameter. The disad-
vantage of this, however, is that frequencies which are very close
together will not be detected using the reversible jump sampler.An
alternate way of limiting this problem is to use a very short window.
5.3 Frequency Tracking Applied to Bat Calls
Results are shown here from testing the algorithm with two bat
echolocation calls recorded in the field. 1000 particles were used
and a window-length of 65 samples was specified. A truncated
uniform prior is used for the distribution of the frequency compo-
nent. Since these recordings contain a significant amount of low-
frequency noise, the truncated prior is used to disregard the low-
frequency noise band. The sampling distribution for adding new
frequency components is chosen as a modified truncated prior con-
taining nulls around already existing frequencies.
Figure 5 is a good quality recording of a Pipistrelle bat call (16
bits per sample (bps) with 750 kHz sampling rate). The signal has a
single dominant component with another component approximately
30-dB below that. The algorithm is able to track the non-linear chirp
as well as a higher harmonic. Figure 6 shows a recording from a
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Figure 5: Analysis of echolocation call of a Pipistrelle bat


























































Figure 6: Analysis of echolocation call of a Natterer’s bat
Natterer’s bat with an SNR of 16 dB (8 bps with 450 kHz sampling
rate). The two frequency components are detected in the signal.
The application of the algorithm to bat chirps allows us to ex-
tract a set of instantaneous frequencies from the signals. It is possi-
ble to transform these frequencies into individual signal tracks (for
example, by applying target tracking algorithms). These tracks can
then be studied to better describe the nature of bat calls in terms of
linear/hyperbolic chirps with relevant parameters.
6. SUMMARY AND CONCLUSIONS
The method described here provides a means for detecting a time-
varying number of dynamic frequencies by locally modelling the
signal as a sum of linear chirps. The algorithm is based around
direct inference from the observations without any form of prepro-
cessing. The use of a sum of linear chirps basis is shown to offer
advantages over a sum of sinusoids basis. A particle filtering frame-
work allows frequency tracking in a sequential framework, while
the RJMCMC sampler permits detection of the start/end of compo-
nents. A marginalisation operation is used to reduce the dimension
of the parameter state space. This marginalisation of amplitudes
and noise variance is shown to be valid for the GLM framework.
A. MARGINALISATION FOR SEQUENTIAL UPDATE
The particle filter weight update equation is written as
wk = wk−1
p(xk | ψk)p(ψk | ψk−1)
q(ψk |Ψk−1,Xk)
where wk−1 is the weight of a particle at the previous time instant
k− 1. If ψ ′
k
denotes the state parameters we wish to estimate, and
ϒk is the parameters we wish to marginalise out of the estimation,
then the transition prior p(ψk | ψk−1) can be rewritten as










= p(ψ ′k | ψ
′
k−1)p(ϒk | ϒk−1)
We make a further approximation that the ϒ parameters are com-
pletely independent across blocks, such that p(ϒk | ϒk−1) = p(ϒk),
where p(ϒk) represents some prior distribution. This allows us to
carry out the marginalisation with relative ease by removing any
dependence on previous states.
The sampling distribution reflects the parameters being drawn





dent on parameters of interest and the most recent observation.
Evaluation of the weight w′
k






p(xk | ψk)p(ψk | ψk−1)p(Ψk−1 |Xk−1)
q(ψk |Ψk−1,Xk)q(Ψk−1 |Xk−1)
dϒ0:k
The marginalised weight evaluates to:
w′k ∝






































The integral over dϒk in equation 15 is easily performed for the
GLM when the likelihood function resembles equation 5 [7].
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A SEQUENTIAL MONTE CARLO ANALYSIS METHOD FOR
BAT BIOSONAR SIGNALS
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1 INTRODUCTION
Echolocation call structure is a key feature that provides a primary indication of bat species, specif-
ically in cases where physical observation of the bat is not immediately possible or is difficult. Ad-
ditionally, information on the structure of these calls can find application in other areas, for example,
construction of biomedical or sonar signals.
In spite of several advances in frequency estimation techniques, the analysis of bat calls is still pri-
marily performed using the short time Fourier transform (STFT) or wavelets [1]. The STFT estimates
the frequency content of a signal by decomposing the signal onto a set of sinusoidal basis functions.
The frequency content of the signal is evaluated within a sliding window, and as the window slides
across the signal, a time-frequency representation of the signal is obtained.
Wavelet methods offer an alternative method for analysing a time-varying signal. A particular wavelet
basis function is used to decompose the signal rather than the sinusoidal basis of the STFT. While the
STFT uses a fixed window length, wavelets use a variable window length, with a smaller window used
to detect features which occur on smaller scales. This use of a variable window size allows wavelet
methods to improve on the limited time-frequency resolution of the STFT [1].
Both the STFT and wavelet methods are non-parametric methods and make no assumptions about
the signal structure. Consequently, they rely on characterising the signal using a maximal number of
basis functions. In the case of the STFT, for example, this corresponds to the large number of fre-
quency bins in the Fourier transform. However, it is not necessary that any or all of these frequencies
correspond to tones present in the signal under consideration.
In some instances, the STFT (or wavelets) is used as a preprocessing step for the bat calls. Using the
spectrogram of the signal, other characteristics, for example, tail frequency or number of harmonics,
can be determined. However, any further analysis is dependent on the results of the STFT operation.
More complicated analysis of a call requires extracting the call from the time-frequency representation
which may require other algorithms and assumptions.
It is possible to improve on the frequency estimates of the STFT by using a parametric approach which
takes advantage of signal structure. For example, it is possible to model a bat call as an amplitude
and frequency modulated tone containing harmonics. Such an approach is adopted here where a
parametric frequency estimation algorithm [2] is applied to the analysis of bat echolocation calls.
The frequency estimation algorithm decomposes the signal into a small set of frequency modulated
tones. In doing so, a ready estimate of the number of tones and their frequencies present in the signal
is obtained, thus facilitating further signal analysis. The algorithm is implemented within a sequential
framework, with the frequency content of the signal estimated within a sliding window. Sequential
Monte Carlo (SMC) or particle filtering methods [3] are used to solve this problem within a Bayesian
context.
The frequency estimation algorithm produces an estimate of the frequency content of the signal.
These frequency estimates are then processed using a data association algorithm to form a coherent
call which can be further analysed. Together, these two steps constitute the frequency tracker algo-
rithm. The following sections will provide an overview of the frequency tracker algorithm as well as
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results from its application to bat calls. A complete mathematical treatment of the algorithm as well
as references to related methods is available in [2].
2 A PARTICLE FILTER FREQUENCY TRACKER
This section begins by examining the signal model used for bat calls. The signal model within the
window is considered first. The frequency estimation algorithm estimates the frequencies within a
sliding window of length L, L odd. Within this window, the signal is decomposed on to a variable
number of chirp basis functions corresponding to the number of tones present in the signal. The use
of a chirp basis as opposed to a sinusoidal basis is preferred when analysing frequency modulated
signals [2]. Additionally, each chirp basis can have a number of harmonics as is used in the harmonic
model described in [4].
Each instance of the evaluated window is termed a frame. The frame index is k and the frame is
centred about the time tk ∈ {0, . . . , T − 1}, where T is the length of the signal. The frequency content
of the kth frame is evaluated over the segment lk ∈ {tk − L′, . . . , tk + L′}, where L′ = (L − 1)/2. For
a signal containing Pk fundamental tones in the k
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nlk ∼ N (0, σ
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n,k) is zero-mean white Gaussian observation noise with variance σ
2
n,k.
The algorithm is required to determine the parameters of the model described in equation 1. The
estimation problem then reduces to estimating the smallest number of basis functions and their pa-
rameters that adequately represent the signal within the window. The estimated value of f
(p)
k provides
an estimate of the frequency of the pth tone in the signal. The time-varying nature of these parame-
ters indicates that the basis functions change over time, which allows the basis functions to deal with
variations in the signal over time. The time-varying update is based on the assumption of a smoothly
varying signal and enforces continuity between subsequent window frames.
Due to the nonlinear nature of the observation model, a particle filter [3] is adopted for sequential
estimation of the parameters. Particle filters work by obtaining a sequential estimate of the posterior
distribution on the parameters of interest. A number of samples, or particles, are used to form an
adaptive non-uniformly sampled grid on which the posterior distribution is evaluated. This estimate of
the posterior distribution can then be used to obtain estimates of the model parameters. The reader
is once again referred to [2] for complete details of the algorithm.
The frequency estimation algorithm produces a discrete set of frequency estimates in the time-
frequency domain. However, these discrete points, which may be likened to the spectrogram, do
not provide an estimate of the echolocation call. It is necessary to link the points together to obtain
an estimate of the call itself. This task is easily performed using data association algorithms and the
algorithm chosen here is the nearest neighbour (NN) algorithm [5]. The next section will examine the
application of the frequency tracker algorithm to bat echolocation calls.
3 ANALYSIS OF BAT CALLS
This section illustrates the application of the frequency tracker algorithm to field recordings of bat calls.
In stark contrast with synthetic test signals, field data rarely satisfies all the assumptions made in the
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Figure 1: Analysis of a call from P. pipistrellus.

































Figure 2: Analysis of a call from M. daubentonii
shows the presence of notches in the call.

































Figure 3: Analysis of a feeding buzz call from a
pipistrelle.


























Figure 4: A call from P. pygmaeus is fit to an
exponential frequency chirp.
model. In order to use the frequency tracker algorithm, it may be necessary to tune the algorithm as
is briefly discussed in [2].
Results are presented from the analysis of calls from Pipistrellus pipistrellus (Schreber, 1774), P.
pygmaeus (Leach, 1825) and Myotis daubentonii (Kuhl, 1817). The frequency tracker algorithm will
be applied to calls under varying circumstances and shown to be both robust and flexible.
The frequency estimation results are presented as a set of extracted frequency calls overlaid on the
STFT of the signal. Figure 1 shows an estimated call from P. pipistrellus. The harmonic model is
able to capture the fundamental tone as well as the harmonic showing that the model provides a
reasonable approximation to the real data. Figure 2 shows the analysis of a call from M. daubentonii.
The frequency track shows the presence of upward and downward notches which are unclear in the
STFT. Characterisation of such detail is one of the benefits of the flexible chirp model.
The advantages of the frequency tracker may also be observed when processing very short duration
calls. Figure 3 shows a call from the feeding buzz of P. pygmaeus. At only 0.2 ms duration (150
samples when recorded at 750 kHz), the short duration of the call results in a large variance in the
STFT time-frequency representation. In contrast, the more flexible frequency tracker method is able
to easily extract the call as shown in the figure.
The extraction of calls simplifies the process of further analysis of the calls. The frequency tracker, for
example, can be used to automate the call extraction process allowing the researcher to search for
trends in calls.
The final section of these results shows how chirp model estimation can be applied to an extracted
call. In the example here, a call from P. pygmaeus is extracted and tested against different chirp
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models [6]. For each chirp model, the parameters are determined by obtaining the values which
minimise the error between the estimated call and the chosen chirp model. The chirp model is then
determined according to the goodness of fit between the estimated call and the different chirp models
by selecting the model which provides the minimum error.
Figure 4 shows how an exponential chirp model provides a close approximation to the estimated call.
This approach can be extended to the analysis of calls from several different species under varying
circumstances to search for trends within an individual or species, or even across species. Further, by
reducing a call to a model and a set of parameters, it may be possible to perform classification using
a small set of parameters, rather than from examination of the spectrogram of a call.
4 CONCLUSIONS
The work presented here provides a method for improving the analysis of bat echolocation calls. The
commonly used STFT has several limitations that can be overcome through the use of a parametric
approach as used in the method described.
The application of the method shows that it provides a simple approach to the analysis of bat echolo-
cation calls by providing a ready estimate of the frequency content of the call. The method is capable
of estimating fine structure present in the signal and is shown to perform well with extremely short
duration signals. The reduction of a call to a chirp model-type and a small set of parameters may per-
mit a more quantitative analysis of signal structure as well as aid in classification tasks. The methods
described here provide the scope for a broader analysis of bat echolocation signals and this is the
subject of ongoing work.
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