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Abstract
In this paper we show the convergence of Korteweg–de Vries cnoidal waves to the limit soliton. It is
proved that the convergence is uniform and in H 2-norm, as the period of the solutions tends to infinity.
Families of Hill operators are also studied. We obtain a condition under which families of operators are
isoinertial. This condition is satisfied for classes of Hill operators that are obtained by linearization. Our
application is to the family of linearized operators at the KdV cnoidal waves. It is proved that this family is
isoinertial and also the value of the inertial index is calculated.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Travelling waves of evolution equations are obtained by searching for solutions u(x, t) of
the form u(x, t) = φ(x − ct), where c is the speed of propagation. The terminology used in the
literature to classify the different types of travelling waves depends essentially on their shape.
Those waves that are symmetric, single crested, and whose profile is like sech2(x) are known
as Scott Russel’s solitary waves or solitons; waves that are periodic in the space variable are
known as Boussinesq’s and Korteweg–de Vries’ cnoidal waves. The theory of existence and sta-
bility of solitary waves has been improved in several ways by many authors since Benjamin [4].
Comparatively, however, cnoidal waves have received little attention. The orbital stability of the
Korteweg–de Vries cnoidal waves was only recently studied, see [2,3]. This difference of de-
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876 A. Neves / J. Differential Equations 244 (2008) 875–886velopment gave rise to some questions and it is one of the motivations of this paper. In [2] the
authors mentioned that the cnoidal waves, on compact sets, converge to the limit soliton. This
is the starting point of this paper. We present a detailed study of this convergence of the cnoidal
waves to the soliton. It is proved that the convergence is uniform in the whole period-interval,
and in the H 2-norm. We also show that the speed of propagation of the cnoidal waves converges
to the speed of the soliton. Results in this direction intend to be useful in the study of problems
where the good properties of the limit case can be used to study the original one.
According to [7] and [8] to apply the orbital stability theory, the spectrum of the linearized
operator L, at the travelling wave, is of main importance. It is necessary to know exactly the non-
positive spectrum of L. In other words, it is necessary to know the inertia in(L) of L, where in(L)
is a pair of integers (n, z), where n is the dimension of the negative subspace of L and z is the
dimension of the null subspace of L. In this paper we study families of Hill’s operators and give
a condition under which the family is isoinertial, i.e. the pair in(L) = (n, z) does not change with
the parameter. The main result appears in Theorem 3.1 that says: if λ = 0 is an eigenvalue, then
the family of Hill operators is isoinertial. This assumption is satisfied by families of operators that
are obtained by linearization, and, in particular, for the linearized operator at the KdV cnoidal
waves.
Isoinertial family of operators has been used in the last years to obtain results of orbital stabil-
ity. In [12] and [14] this technique was used to prove stability of double solitons of KdV and BO
equations, respectively. In those papers the inertia is independent of t and the results are obtained
sending t to infinity.
This paper is organized as follows. In Section 2, we study the convergence of the cnoidal
waves to the limit soliton. We also write down appropriate expressions for the cnoidal waves us-
ing the elliptic modulus m = k2 as the parameter. In Section 3, we study isoinertial one-parameter
family of Hill’s operators. In Section 4 we calculate the inertial index of the family of linearized
operators at the cnoidal waves.
2. Existence of cnoidal waves and convergence to the limit soliton
The Korteweg–de Vries equation (KdV) is
ut + uux + uxxx = 0, (2.1)
where u is a real-valued function of two variables x, t ∈ R and the subscripts denote partial
derivatives.
Travelling-wave solutions of KdV equation are obtained by searching for solutions u of (2.1)
of the form
u(x, t) = φ(x − ct + φ0), (2.2)
where c is the speed of propagation and φ0 is a constant phase factor.
Substituting (2.2) into (2.1) yields an ODE for φ, which can be integrated once to reach the
following second order ODE
−φ′′ + cφ − φ
2
= A, (2.3)
2
A. Neves / J. Differential Equations 244 (2008) 875–886 877where A is an arbitrary constant of integration. The function φ(x) is the profile of the travelling
wave.
The KdV equation is invariant under Galilean transformation, i.e. if u(x, t) is a solution then
u˜(x, t) = δ + u(x − δt, t)
is also a solution, for any value of the parameter δ. For travelling-wave solution this means that
δ + φ is also a travelling wave with speed c+ δ. We then have two parameters of freedom: δ and
the phase factor φ0. Therefore, in the case where φ is periodic of period T , we can suppose that
φ is positive symmetric and satisfies the problem
−φ′′ + cφ − φ
2
2
= A,
φ(−T/2) = 0 = φ(T /2),
φ′(−T/2) = 0 = φ′(T /2).
Suppose φn is a sequence of positive and symmetric functions that satisfies
−φ′′n(x)+ cnφn(x)− φ2n(x)/2 = An, −Tn/2 < x < Tn/2,
φn(−Tn/2) = 0 = φn(Tn/2),
φ′n(−Tn/2) = 0 = φ′n(Tn/2), (2.4)
where cn → c > 0 and An → 0.
Suppose also that φ˜ is the (unique) nontrivial positive symmetric function tending to zero
exponentially at infinity and satisfying the limit-equation
−φ˜′′ + cφ˜ − φ˜
2
2
= 0. (2.5)
We have from (2.5)
−1
2
φ˜′(x)2 + c
2
φ˜(x)2 − 1
6
φ˜(x)3 = 0,
and this last equality implies that
φ˜(0) = 3c.
From (2.4), we get
−φ′′n(Tn/2) = An
and
−1φ′n(x)2 +
cn
φn(x)
2 − 1φn(x)3 −Anφn(x) = 0. (2.6)2 2 6
878 A. Neves / J. Differential Equations 244 (2008) 875–886Therefore,
An < 0,
since Tn/2 is a minimum point of φn, and
φn(0) =
(
3cn +
√
9c2n − 24An
)
/2.
Define φ˜n as the extension of φn to whole line setting it being equal to zero outside the interval
[−Tn/2, Tn/2]. In these conditions we can state our first result.
Lemma 2.1. Under the above conditions φ˜n converges to φ˜ uniformly on R and in the H 2(R)
norm. In particular, Tn → ∞.
Proof. We will obtain estimates for φ˜n on the interval [0,∞). By symmetry, the same estimates
hold for (−∞,0]. Since φn(0) → φ˜(0), φn converges to φ˜ uniformly on compact sets, and as
φ˜(x) tends to zero as x tends to infinity, there exist n0 and x0 > 0 such that for x  x0 and
n n0 we have from (2.6)
φ˜′n(x)2 = cnφ˜n(x)2 −
1
3
φ˜n(x)
3 − 2Anφ˜n(x)
 cnφ˜n(x)2 − 13 φ˜n(x)
3  c
2
φ˜n(x)
2,
since φ˜n(x) > 0, φ˜′n(x) < 0 for x > 0 and cn → c > 0. This last inequality implies that
φ˜′n(x)−
√
c
2
φ˜n(x), x  x0, n n0,
and then
φ˜n(x)Ke−
√
c/2(x−x0), (2.7)
for x  x0 and n n0.
The inequality (2.7) implies that φ˜n converges to φ uniformly on [0,∞) and that the norms
‖φ˜n‖p of φ˜n in Lp([0,∞)), 1 p ∞, are uniformly bounded. Then, from (2.4),
AnTn =
Tn/2∫
−Tn/2
(
cnφn(x)− φn(x)
2
2
)
dx
is also bounded. Next, we subtract (2.4) from (2.5), multiply the result by (φn − φ˜) and integrate,
to obtain
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−Tn/2
[(
φ′n(x)− φ˜′(x)
)2 + c(φn(x)− φ˜(x))2]dx
= 2φ˜′(Tn/2)φ˜(Tn/2)+
Tn/2∫
−Tn/2
(
φn(x)− φ˜(x)
)[φn(x)2
2
− φ˜(x)
2
2
+An + (c − cn)φn(x)
]
dx.
The term in the right-hand side of the last equality converges to zero, because Tn → ∞ and φn
converges to φ˜ uniformly on the entire line. Therefore, we have proved that φ˜n converges to φ˜ in
H 1(R). The convergence in H 2(R) can be obtained by using the same sort of argument we have
just used. Just subtract (2.4) from (2.5), multiply the result by φ′′n − φ˜′′, instead of φn − φ˜, and
integrate on [−Tn/2, Tn/2]. The lemma is proved. 
We will finish this section with an application. Periodic solutions of (2.3) are known as cnoidal
waves and has been obtained by different techniques. For example, by integration, see [2] for the
details, or by using the Hirota KdV equation and some appropriated theta functions. The sketch
of this last technique is the following: set u = px and integrate (2.1) once, with respect to x, we
obtain
pt + 12p
2
x + pxxx = A, (2.8)
where A is an arbitrary constant of integration.
Set
p = 12(lnF)x (2.9)
and substitute (2.9) in (2.8) to obtain the Hirota–KdV equation
F(Ft + Fxxx)x − Fx(Ft + Fxxx)+ 3
(
F 2xx − FxFxxx
)= AF 2. (2.10)
If F satisfies the Hirota–KdV (2.10), then
u = 12(lnF)xx (2.11)
is a solution of the KdV equation (2.1). The existence of periodic travelling waves was obtained
by setting F as the theta function θ4
θ4(X,q) = 1 +
∞∑
n=1
(−1)nqn2 cos(2nX), (2.12)
where |q| < 1 is a constant known as the elliptic nome, see [6] for the details.
In both of these techniques the profile of the periodic solution is cn2(x,m), the square of the
elliptic cosine. In order to obtain periodic solutions and the coefficients written in an appropriated
way, we will set
φ =  cn2(τx,m), (2.13)
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depend on m) to be determined. See [1] and [5] for the definitions and properties of Jacobian
Elliptic Functions.
Replacing (2.13) in (2.3) we get
2τ 2(m− 1)+ (c + 4(1 − 2m)τ 2) cn2(τx,m)+
(
−
2
2
+ 6mτ 2
)
cn4(τx,m) = A.
We have that φ, given in (2.13), is positive, symmetric, periodic of period 2K(m)/τ , where K(m)
is a complete elliptic integral, and, moreover, it is a solution of (2.3), if and only if
c = 4(2m− 1)τ 2,  = 12mτ 2, A = 2τ 2(m− 1). (2.14)
Therefore, fixing τ = 1, the family of cnoidal waves
φm(x) = 12m cn2(x,m) (2.15)
and the limit soliton (with speed c = 4) φ˜ = 12 sech2(x) satisfy Lemma 2.1. We have more
precisely
Theorem 2.1. The KdV equation (2.1) has a family of periodic travelling waves:
um(x, t) = φm(x − cmt), 0 <m< 1,
where φm(x) = 12m cn2(x,m) is periodic of period 2K(m), cm = 4(2m−1) and K(m) is a com-
plete elliptic integral. Moreover, if φ˜m(x) = φm(x), for x in the period interval [−K(m),K(m)]
and zero outside of it, then, as m → 1, φ˜m converges uniformly and in H 2(R)-norm to the limit
soliton.
Next we will obtain a family of cnoidal waves with zero mean and with a fixed period, that we
will suppose equal to π . The assumption of zero mean has a physical meaning: the wave must
have the same mean depth as it does in the undisturbed surface. We set τ = 2K(m)/π , to get a
fixed period π , and make a translation in order to get the zero mean value. We obtain
Φ(x,m) = δ +  cn2(τx,m), (2.16)
where the value of the parameters (as functions of m) are:
τ = 2K(m)/π, (2.17)
 = 12mτ 2, (2.18)
δ = − 1
π
π/2∫
−π/2
 cn2(τx,m)dx, (2.19)
c = δ + 4(2m− 1)τ 2, (2.20)
A = cδ − δ2/2 + 2τ 2(m− 1), (2.21)
and K(m) is the complete elliptic integral.
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The inertia of a symmetric matrix A, see [9], is a triplet of non-negative integers (n, z,p)
where m, z, and p are, respectively, the number of negative, zero and positive elements of the
spectrum of A, counted with their multiplicities.
For (possibly unbounded) selfadjoint operators L, defined in infinite dimensional Hilbert
space H , the index of inertia, in(L), is a pair (n, z), where n is the dimension of the negative
subspace of L and z is the dimension of the null subspace of L. The operators that we are deal-
ing with are selfadjoint and satisfy the following property: there is γ > 0 such that the spectrum
of L to the left of γ consists of a finite number of eigenvalues and the corresponding spectral
projections have finite dimensional range, so the index of inertia is well defined.
Definition 3.1. A family of selfadjoint operators L(s), that depends on a parameter s, is called
isoinertial if the inertial index in(L(s)) of L(s) does not depend on s.
The methodology that we will use to obtain isoinertial families of operators is based in the
Sylvester Law of inertia and can be summarized as follows. For the non-periodic case, see [13]
and [14].
Lemma 3.1 (Generalized Sylvester Law of Inertia). If L is a selfadjoint operator as above and
M is an invertible bounded operator, then in(MLM∗) = in(L), where MLM∗ is the selfadjoint
operator with domain (M∗)−1(D(L)).
The proof of Theorem 3.1 follows as the finite dimensional case where L is a symmetric
matrix, see Theorem 8.1.12 of [9], since it is based on the variational characterization of the
eigenvalues of L.
Suppose that a family of operators L(s) depends smoothly on a parameter s, and satisfies the
following equation
dL
ds
= L˙(s) = B(s)L(s) +L(s)B∗(s), (3.1)
where B(s) is a given operator.
Let M(s) be the solution of
M˙(s) = B(s)M(s), M(s0) = I. (3.2)
By uniqueness of (3.1), L(s) satisfies
L(s) = M(s)L(s0)M∗(s). (3.3)
Therefore, if M(s) is invertible bounded, Lemma 3.1 implies that the family L(s) is isoinertial.
Equation (3.1) is the equation that governs isoinertial families of operators.
The rest of this section is devoted to study families of Hill operators of L2per(0,π)
L(s)h = −h′′ + ϕ(x, s)h, (3.4)
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ϕ(x, s) is assumed to be π -periodic in x and continuously differentiable for x ∈ R and s in an
open interval I ⊂R.
The kernel of L(s) is the set of all π -periodic solutions of the equation
−y′′ + ϕy = 0. (3.5)
This equation is closed related to the equation for the product of two solutions
−y′′′ + 4ϕy′ + 2ϕ′y = 0, (3.6)
because of the following property: if
y = η1 and y = η2
are two linearly independent solutions of (3.5), then the product of these solutions
η21, η1η2, η
2
2 (3.7)
are three linearly independent solutions of (3.6); see Section 3.4 of [11].
We will assume the following hypothesis:
(H) λ = 0 is an eigenvalue of L(s), for every s ∈ I .
This assumption and the expressions of the solutions of (3.6), given in (3.7), imply that all
π -periodic solutions of (3.6) are obtained either multiplying two π -periodic solutions of (3.5)
or multiplying two semi-periodic solutions of (3.5), where by semi-periodic solutions we mean
solutions y(x) that are periodic of period 2π and satisfy y(x +π) = −y(x). Moreover, Eq. (3.5)
cannot have periodic and semi-periodic solutions (simultaneously), see Floquet’s theorem on
page 4 of [11]. Therefore, Eq. (3.5) cannot have semi-periodic solutions, and consequently the
π -periodic solutions of (3.6) are obtained by the product of two π -periodic solutions of (3.5).
Let T (s) be the operator of L2per(0,π), defined by the left-hand side of (3.6)
T (s)y = −y′′′ + 4ϕy′ + 2ϕ′y. (3.8)
The previous arguments prove the following lemma:
Lemma 3.2. If (H) is satisfied, then the kernel of T (s) has dimension 1 or 3 and it is spanned
by products of two π -periodic solutions of (3.5). The dimension 3 case occurs if and only if all
solutions of (3.5) are π -periodic.
Let y1 = y1(x, s) and y2 = y2(x, s) be any two π -periodic solutions of (3.5). These solutions
are continuously differentiable in all the variables and the derivative
z = ∂y1
∂s
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−z′′ + ϕz + ∂ϕ
∂s
y1 = 0. (3.9)
See Theorem 3.3 of [10].
Multiplying (3.9) by y2 and integrating from 0 to π , we obtain
π∫
0
∂ϕ
∂s
y1y2 dx =
π∫
0
(z′′y2 − ϕzy2) dx =
π∫
0
−z(−y′′2 + ϕy2)dx = 0. (3.10)
The operator T (s) is skew-adjoint, T ∗(s) = −T (s), then, using (3.10) and Lemma 3.2, we
have
∂ϕ
∂s
∈ Ker(T (s))⊥ = Ker(T ∗(s))⊥. (3.11)
Therefore, the alternative of Fredholm implies that the equation
−y′′′ + 4ϕy′ + 2ϕ′y = ∂ϕ
∂s
(3.12)
has at least one π -periodic solution.
Let b = b(x, s) be a periodic solution of (3.12). Consider the operator B(s), defined by
B(s)h = (2bh)′ + b′h, (3.13)
where ′ denotes derivative in x. The adjoint operator of B(s) is
B∗(s)h = −2bh′ + b′h. (3.14)
Now it is easy to check that the operators L(s), B(s) and B∗(s) given respectively
by (3.4), (3.13) and (3.14) satisfy the equation that governs isoinertial families of operators (3.1).
Moreover, the Cauchy problem
∂u
∂s
= B(s)u
is a linear first order PDE with smooth coefficients, therefore it is well posed for both positive
and negative values of s. Then, the operator M(s) defined by (3.2) is well defined and invertible
bounded. Therefore, we have proved the main result of this section:
Theorem 3.1. Let L(s) be the Hill operator
L(s)h = −h′′ + ϕ(x, s)h,
defined in the domain D(L(s)) = H 2per. If λ = 0 is an eigenvalue of L(s), for every s in an open
interval I , and the potential ϕ(x, s) is continuously differentiable, then the family of operators
L(s), s ∈ I, is isoinertial.
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The purpose of this section is to calculate the value of the inertial index of linearized operators
at the cnoidal waves given in (2.16). The result will be a consequence of Theorem 3.1 and of the
factorization method. This method consists in finding a factorization of the operator L of the
form
MLM∗ = N∗L0N,
where L0 is a definite positive operator and M and N are appropriated auxiliary operators.
Consider the linearized operators at the cnoidal waves given in (2.16)
{
L(m) : H 2per ⊂ L2per(−π/2,π/2) → L2per(−π/2,π/2),
L(m)(y) = −y′′ + ϕ(x,m)y, 0 <m< 1, (4.1)
where ϕ(x,m) = c −Φ(x,m) with c and Φ respectively given in (2.16)–(2.20).
The family of Hill operators L(m) satisfies the condition of Theorem 3.1, since Φx is an
eigenfunction associated to λ = 0 for every m ∈ (0,1). Therefore, L(m) is isoinertial, and all we
have to do is to compute the inertial index for an appropriated value of m. Also, the factorization
ML(m)M∗ = N∗L0N (4.2)
needs to be valid only for one value of m.
Factorization of this type, in general, are not easy to find. We will exhibit one that is satisfied
for m = 1/2.
Consider the operators:
L0(h) = −h′′ +
(
6
cn2
)
h, (4.3)
M(h) =
(
h
cn2
)′
, (4.4)
M∗(h) = − h
′
cn2
, (4.5)
N(h) =
(
h
cn2
)′
+ 2 sn dn
(
h
cn3
)
, (4.6)
N∗(h) = − h
′
cn2
+ 2 sn dn
(
h
cn3
)
, (4.7)
defined in appropriate domains of L2per where their expressions make sense. The verification
of (4.2), for m = 1/2, follows by expanding both sides of the identity.
Lemma 4.1. If M∗ and N are given respectively by (4.5) and (4.6), then
(i) the kernel of M∗ is spanned by the constant function 1 and the image of M∗ is the subspace
orthogonal to cn2;
(ii) the kernel of N is spanned by cn4.
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C − ∫ x0 cn2(s)k(s) ds. This proves the first part. Setting y = h/ cn2, we have that N(h) = 0 is
equivalent to
d
dx
ln |y| = d
dx
ln
(
cn2
)
.
Then y is a multiple of cn2 and, therefore, h is a multiple of cn4. This proves the lemma. 
Theorem 4.1. The inertial index of the linearized operators L(m), m ∈ (0,1), given in (4.1), is
constant equal to (1,1).
Proof. For every f ∈ L2per we have from Lemma 4.1 that f = α cn2 +M∗(k), for some constant
α and some function k(x) ∈D(M∗). Writing for simplicity L1/2 = L, we have for f ∈D(L) =
H 2per
〈
L(f ),f
〉= 〈αL(cn2)+LM∗(k),α cn2 +M∗(k)〉
= α2〈L(cn2), cn2〉+ 2α〈L(cn2),M∗(k)〉+ 〈MLM∗(k), k〉. (4.8)
We use the properties of symmetry of the operators: L preserves the symmetry and M and N
maps odd functions in even functions and even functions in odd functions. The proof will be
divided in two cases.
First, suppose that f is an odd function; then α = 0 and
f = M∗(k) with k(x) even. (4.9)
Thus, from (4.8) and (4.2), we have
〈
L(f ),f
〉= 〈MLM∗(k), k〉= 〈L0N(k),N(k)〉.
Since L0 is a positive definite operator, we conclude that 〈L(f ),f 〉  0 and 〈L(f ),f 〉 = 0
if and only if N(k) = 0. According to Lemma 4.1, N(k) = 0 implies that k is a multiple of cn4,
then, from (4.9), f is a multiple of M∗(cn4) = 4 cn sn dn = −2(cn2)x , that is f is a multiple
of Φx .
Suppose finally that f is even. Then f = α cn2 +M∗(k), with k odd. In the hyperplane α = 0,
we have 〈L(f ),f 〉 = 〈L0N(k),N(k)〉  0, and 〈L(f ),f 〉 = 0 iff N(k) = 0 and, according to
Lemma 4.1 k = 0, because k is odd in this case. Therefore 〈L(f ),f 〉 > 0 in a hyperplane, and
this implies that L has at most one negative eigenvalue. Since L(cn2) = −1 − 3 cn4 we obtain
〈L(cn2), cn2〉 < 0 and this implies that L has exactly one negative eigenvalue with the corre-
sponding eigenfunction even. The theorem is proved. 
Finally we will study the linearized operators at the non-negative waves given in (2.15)
{
Mm : H 2per ⊂ L2per
(−K(m),K(m))→ L2per(−K(m),K(m)),
Mm(y) = −y′′ +
[
4(2m− 1)− φm(x)
]
y, 0 <m< 1,
(4.10)
where φm(x) is given in (2.15).
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inertial index of M(m) can be obtained by looking for the spectral relation between M(m) and
L(m).
Let ητ be the homothety that maps 2K(m)-periodic functions into π -periodic functions,
ητ : L2per
(−K(m),K(m))→ L2per(−π/2,π/2),
h(x) → h(τx),
where τ = 2K(m)/π .
Since
1
τ 2
[
c −Φ
(
x
τ
,m
)]
= 4(2m− 1)− φm(x),
where Φ(x,m) and φm(x) are given respectively in (2.16) and (2.15). It is easy to check that
η−1τ Lmnτ = τ 2Mm. (4.11)
Therefore, if λ belongs to the resolvent set ρ(Lm) of Lm, then
(
Mm − λ
τ 2
I
)−1
= τ 2[n−1τ (Lm − λI)−1nτ ],
that is, the resolvent sets of Mm and Lm satisfy the relation
ρ(Lm) = 1
τ 2
ρ(Mn). (4.12)
In particular, the operators Lm and Mm have the same inertial index.
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