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Abstract
Considering an arbitrary relational structure on an inﬁnite groundset, we analyze the implications
of the following ﬁniteness hypothesis (H): for some inﬁnite cardinality  there exist only ﬁnitely
many isomorphism types of substructures of size . We show that the class C of relational structures
satisfying (H) is intimately related to an explicit family of linear orders. Based on this, we show
how to construct every member of C, up to isomorphism, thereby describing C completely. As an
application, we characterize the proﬁle of a relational structure that satisﬁes (H). Our work extends
earlier published results concerning the special case of hypergraphs.
© 2004 Elsevier B.V. All rights reserved.
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1. History and introduction
In this article we consider the following hypothesis concerning an inﬁnite relational
structure R = (X,Ri)i∈I :
the set of isomorphism types of -element substructures of R is
ﬁnite for some inﬁnite  |X|. (1)
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We analyze completely the class of structuresR that satisfy the ﬁniteness condition (1), and
we explicitly construct an exhaustive list.
In 1981, R. Jamison posed the problem [4]:
If an n-uniform hypergraphH= (H,E) is isomorphic to each of its induced subgraphs
of cardinality |H |, must H be either empty (E = ∅) or complete (E = [H ]n)?
He also asked whether an n-uniform hypergraph having ﬁnitely many induced subgraphs
(up to isomorphism) of full cardinality must contain an independent set or a clique of
the full cardinality. These questions were answered positively by Kierstead and Nyikos
in [4] where they give a characterization of uniform hypergraphs having a ﬁnite number
of induced subgraphs in some inﬁnite cardinality. In particular, they show that if an n-
uniform hypergraphH= (H,E) has a ﬁnite number of pairwise nonisomorphic restrictions
as subgraphs in some inﬁnite power, then in fact there is a ﬁnite subset K ⊂ H such that
whether an n element subset G is an edge depends only on its intersection with K .
On learning of Kierstead and Nyikos’s initial work, M. Pouzet recognized a potential
application to the analogous situation for an arbitrary n-ary relation R on a set X. To be
more precise, let R= (X,Ri)i∈I be a relational structure where for each i ∈ I , Ri is an ni-
ary relation over X. ForX′ ⊂ X, the induced relational structure R′ = (X′, Ri ∩X′ni )i∈I is
obtainedby restricting each relationRi toX′.Weadopt the followingnotational conventions:
, , denote cardinals (initial ordinals); given a cardinal , the symbol + denotes its
successor cardinal; |X| denotes the cardinality of the setX. Following Fraïssé [1] the proﬁle,
R(), is the cardinality of the set of isomorphism types of substructures induced on subsets
X′with |X′|=. In heretofore unpublishedwork, Pouzet andWoodrow showed that ifR()
is ﬁnite for some inﬁnite  |X| then either R() = + for all < |X| or R() is
constant for  inﬁnite, and in the latter case gave a structural result essentially like the
hypergraph characterization given by Kierstead and Nyikos. More precisely, there is a ﬁnite
setK such thatX\K is constant overK . (The deﬁnition of constant, due to Fraïssé, is given
in Section 6.) Note that in light of the above results hypothesis (1) is equivalent to
R(|X|) is ﬁnite.
These results stimulated work ofMacpherson et al. [6], where it is shown that under suitable
set theoretic hypotheses, ifR= (X,Ri)i∈I is a relational structure then R() is increasing
for  sufﬁciently small with respect to |X|. They also generalize the structural result of
Pouzet and Woodrow mentioned above:
Theorem 4.5 (Kueker [5]). Suppose M is a structure in a relational language. Further
suppose that for some inﬁnite =ℵ,< || + ℵ0. ThenM =K ∪ I where |K|< and
I is a set of total indiscernibles over K, provided any of the following conditions holds: 
is regular, < |M| and 2<< 2;  is regular, uncountable and 2<< |M|; or 2< |M|.
Further if I is chosen maximally then I and K are unique.
In the above,  is what we will denote M().
Themain contribution of this article is to present the proﬁle results of Pouzet andWoodrow
referred in [6] for an arbitrary relational structure, as well as to provide a structural result
in the case where R() = + for < |X| and only R(|X|) is ﬁnite. Using the termi-
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nology of Fraïssé (see Section 6 for precise deﬁnitions) we show that under this condition
there is a ﬁnite set K ⊂ X, (the kernel of R, see Section 6 for the precise deﬁnition),
and a linear ordering, <, of X\K which chains R over K . Moreover unless X\K is con-
stant over K , the isomorphism type of < belongs to a list that is determined. Indeed R is
determined by the ordering <, together with the restriction of R to K ∪ Y , where Y is a
suitably large subset of X\K (countable in general, but ﬁnite if the arities ni of the Ri are
bounded), and the restriction of < to Y (which chains the substructure on K ∪ Y over K).
Indeed, it follows from the fact that the kernel,K , can be recognized from the collection of
ﬁnite substructures of the relation (i.e., the ageA(R)), that, given m ﬁnite, one can deter-
mine a ﬁnite list of possible structures R of cardinality  and given ageA having R()
at most m.
We next present a broad overview of the argument and the structure of later sections.
Detailed arguments are given in Section 7 for the theorems numbered below. In Section
5 we present key examples which illustrate the three essentially different behaviors of
relational structures having ﬁnite proﬁle in some inﬁnite cardinality (at most that of the
underlying set). Section 6 is included for completeness and gives some of the standard
terminology of Pouzet and Fraïssé, as well as relationships to related notions in model
theory.
Now consider an arbitrary relational structure R over the set X having R() ﬁnite for
some inﬁnite  |X|. In Section 7, we ﬁrst establish that the kernel of R, K , is ﬁnite. In
order to show that R is chainable over K we employ a result derived from the following
theorem of Kierstead and Nyikos:
Theorem (Kierstead and Nyikos [4]). If H = (H,E) is an inﬁnite n-uniform hypergraph
with I(H) ﬁnite then H has either a clique or an independent subset of cardinality |H |.
In the above, I(H) is what we will denote H(|H |).
We ﬁrst show in Section 7 that this gives
Theorem 18. If a hypergraph H= (H,E) has H() ﬁnite for some inﬁnite  |H |, and
H has empty kernel, then H is empty or complete.
This result is applied to R by ﬁxing an integer n and a subset G0 of X\K of cardinality
n. A hypergraph H = (X\K,E) is formed with E being the family of n-element subsets,
G, of X\K for which the substructures on G0 ∪ K and on G ∪ K are isomorphic by an
isomorphism which ﬁxes K elementwise. H is an example of the notion of a reduction of
R (over K) introduced in Section 6. In Section 7 we show:
Theorem 21. If S is a reduction of R over its kernel,  is inﬁnite,  |X| and R() is
ﬁnite, then so is S().
and
Theorem 20. If S is a reduction of R over its kernel,  is inﬁnite,  |X| and R() is
ﬁnite, then the kernel of S is empty.
118 P.C. Gibson et al. / Discrete Mathematics 291 (2005) 115–134
Corollary 1. If () is ﬁnite for some inﬁnite  |X| and K is the kernel of R, then X\K
is monomorphic over K; that is, any two n-element subsets of X\K induce substructures
isomorphic over K , for any ﬁnite n.
To see that this is true, note that the family of n-element subsets of X ⊂ K isomorphic
to G0 is clearly nonempty; then apply Theorem 21.
Ramsey’s Theorem and compactness, or an application of 9.6.2 of Fraïssé [1] (which
states that every monomorphic relation is chainable), yield the following. (See Section 6
for a precise deﬁnition of chainability over a ﬁnite set.)
Corollary 2. If () is ﬁnite for some inﬁnite  |X| and K is the kernel of R, then there
is a linear order, <, on X\K which chains R over K .
(In other language (X\K,<) is indiscernible over K for open formulas in the language
of R augmented by names for the elements of K .)
The analysis now proceeds by a consideration of the nature of this chaining, and the
consequences for the linear ordering<. Here one may apply the work of Frasnay [2] or the
following result of Hodges et al. [3]:
Theorem. Let R be an n-ary relation on the set X, |X| max(2n− 3, n+ 2); let < be an
R-indiscernible ordering of X. Then precisely one of the following holds:
(a) Every ordering of X is R-indiscernible.
(b) An ordering ≺ of X is R-indiscernible if and only if there are disjoint Y,Z ⊂ X and
i ∈ {1,−1} such that
(X,<)= (Y,< |Y )+ (Z,< |Z),
(X,≺i )= (Z,< |Z)+ (Y < |Y ).
(c) There are Y,Z ⊂ X with |Y ∪ Z|n such that, writing X′ =X − (Y ∪ Z), we have
(X,<)= (Y,< |Y )+ (X′, < |X′)+ (Z,< |Z),
and an ordering≺ of X is R-indiscernible if and only if there is an i ∈ {−1, 1} such that
(X,≺i )= (Y,≺i |Y )+ (X′, < |X′)+ (Z,≺i |Z).
In Section 6 we restate this result in terms of chainability, rather than indiscernibility,
giving it a form, our Theorem 9, adapted to our purposes. We sketch there how to justify
the translation that we carry out.
In Section 8 we will associate to R a structure T on X\K , consisting of a single relation
of arity at most three, chained by the same linear ordering as R, such that the chaining of T
satisﬁes the same case as the chaining of R. To be speciﬁc if R is under Case 1 of Theorem
9,T is the setX\K with no structure. IfR is under Case 2,T is the circular ordering deﬁned
via < as in Deﬁnition 5 (Section 5.4). And if R is under Case 3, T is simply (X\K,<).
Further in Section 8 we consider the relationship between R() and T() and show that
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they differ at most ﬁnitely. Under the assumption that T() is ﬁnite we can deduce all
possibilities for the linear order <.
Following from the fact that a relational structure R = (X,Ri)i∈I with R() ﬁnite
for some inﬁnite  |X| is chained over its ﬁnite kernel, K , we observe that, except for
questions of the arity of relations, such a relational structure is essentially a single rela-
tion. More precisely, say that two n-ary relations Ri and Rj are equivalent if and only if
R∀x(Rix ⇐⇒ Rjx). Because of the chaining over the kernel, eachRi is essentially deter-
mined by the possible substitution patterns of parameters fromK which induce a number of
chained relations on X\K via <. This means that there are only ﬁnitely many inequivalent
possibilities for Ri . In another direction, suppose that M is a ﬁnite subset of any inﬁnite
relational structure R= (X,R) where R is n-ary. By Ramsey’s Theorem there is an inﬁnite
set N ⊃ M and a linear order < of N\M which chains the induced substructure of N
over M. According to which case the chaining falls under the chains identiﬁed in Section
8, (K,<) can be used to build examples of relational structures S= (Y, R) having S(|Y |)
ﬁnite.
2. Key families of examples
There are several fundamental examples of relational structures which satisfy the ﬁnite-
ness hypothesis (1). Given such an example, one can create other structures which satisfy
the same hypothesis by means of the following notion of free deﬁnition.
Deﬁnition 3. Let S= (X, Sj )j∈J be a relational structure and F ={c1, . . . , ca} a ﬁnite set
disjoint from X. Let SF denote the structure
SF = (X ∪ F, Sj (j ∈ J ), c1, . . . , ca),
obtained from S by adding the elements of F, and names c1, . . . , ca for the elements of F.
We say that an n-ary relation R on X ∪ F is freely deﬁnable in terms of S over F if there
exists an open (i.e. quantiﬁer-free) formula (x1, . . . , xn) in the language {Sj (j ∈ J ),
c1, . . . , ca} such that for each (x1, . . . , xn) ∈ X ∪ F
(x1, . . . , xn) ∈ R if and only if SF (x1, . . . , xn).
If the formula  does not involve the predicates Sj , then we say that R is freely deﬁnable
over F. We allow the set F to be empty, and in this case we say that R is freely deﬁnable
in terms of S. A relational structure is said to be freely deﬁnable in terms of S over F if
each of its relations is.
If R = (X,Ri)i∈I satisﬁes hypothesis (1) and if the relational structure R′ is freely
deﬁnable in terms of R over a ﬁnite set, then R′ also satisﬁes (1). This reasonably intuitive
fact is proved in Section 6; see Proposition 8. Thus the notion of free deﬁnability over a
ﬁnite set provides a way to generate new examples of relational structures satisfying (1)
from existing ones.
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2.1. Hypergraphs
Let n be a positive integer,X an inﬁnite set andF ⊂ X a ﬁnite subset. Let  be a collection
of subsets of F, each member of which has n or fewer elements. We construct an n-uniform
hypergraphH on the set X in terms of  as follows.An n-element setG ⊂ X is a hyperedge
if and only if G ∩ F is a member of .
Observe that the isomorphism type of a subgraph of H, induced on a subset Y ⊂ X,
is completely determined by the ﬁnite set Y ∩ F , together with the cardinality of Y. And
so H(|X|) is ﬁnite. Moreover, there is the same ﬁnite number of -element subtypes of
H for each inﬁnite cardinal  |X| (indeed, H is constant beyond some integer). The
hypergraph H is freely deﬁnable over the set F. In the terminology of Fraïssé, H is said
to be constant over F (see Section 3 for a precise deﬁnition).
The construction just given is in fact completely general as far as hypergraphs having
() ﬁnite for some inﬁnite  are concerned. In the terminology of Kierstead and Nyikos’s
characterization [4], the collection  is the “signature” of the hypergraph H. (We remark
that this equivalency of notions is not immediate—the signature of a hypergraph is deﬁned
in [4] through an inductive process.)
2.2. Linear orders
Linear orders constitute a very narrowclass of relational structures in the sense that a linear
order has just a single, binary relation. Nevertheless linear orders furnish the fundamental
examples of relational structures R for which R(|X|) is ﬁnite.
Let  be an inﬁnite cardinal and let K= (X,<) be a linear order isomorphic to . It can
be seen that for  in the range <,
K()= +.
However K()= 1.
The next example requires somedeﬁnitions.Given twoordered setsP=(X, P ) andQ=
(Y, Q), we use · to denote the ordinal product P ·Q= (X×Y, )where (x, y)(x′, y′)
if and only if
y<Qy
′ or both y = y′ and xP x′.
Assuming X andY are disjoint,+ denotes the linear sum P +Q= (X∪ Y, ) where zz′
if and only if
zP z′ or zQz′ or both z ∈ X and z′ ∈ Y.
If L= (X,<) is an ordering, we denote its reversal (X,<−1) by Ld . We denote the reverse
ordering of  by d . Let  be an uncountable cardinal and l, m, n0 integers. Let K′ be
a linear order isomorphic to l + m · d +  + n (where m denotes the ordinal product
of m copies of ). Intuitively, K′ looks like this:
l• • · · · • · · · m−→ m−→ m−→ −−−−−−→ n• • · · · • .
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With some work it can be seen that for  in the range <,
K′()= +.
And K′()= (l + 1)(m+ 2)(n+ 1).
We show in Section 8 that if L(|X|) is ﬁnite for a linear order L= (X,<) with |X| =,
then L has to be isomorphic to a structure such as K′ or its reversal. It will be useful to
make precise the fundamental class of linear orders involved.
Deﬁnition 4. LetKlinear denote the class of orderings of the form
l + m · d + + n or + n,
where l, m, n are nonnegative integers,  is an inﬁnite cardinal, and m <.
2.3. Essentially linear structures
Any relational structure R = (X,Ri)i∈I , freely deﬁned in terms of a linear order in the
classKlinear has R(|X|) ﬁnite. Here we give a very speciﬁc example.
Let  be an inﬁnite cardinal. Consider the ordinal + 3, viewed as a model of the binary
language L = {<}. Let (x1, x2, . . . , x7) denote an open formula in L which asserts
precisely that:
(i) xi < x4 if 1 i3;
(ii) x4<xi if 5 i7.
(E.g.,  = (x1<x4) ∧ (x2<x4) ∧ (x3<x4) ∧ (x4<x5) ∧ (x4<x6) ∧ (x4<x7).) Let
R = (X,R) where X denotes the underlying set of + 3. Then R()= 4. It is easy to
check that for any inﬁnite cardinal <,R()= +.
In the present example there is a close connection between the relation R and the order
relation <, beyond the fact that R is freely deﬁned in terms of <. Unless both x and y are
among the ﬁrst, or among the last, three elements of  + 3, the ordering of x, y by < can
be recovered from R. This behavior typiﬁes an important class of relational structures R
for which R(|X|) is ﬁnite.
2.4. Cyclical structures
Deﬁnition 5. Let L = (X,<) be a linear order. Consider L as a model of the language
L= {<} and let (x, y, z) denote the open formula
= (x < y <z) ∨ (y < z<x) ∨ (z< x <y).
Let C< denote the ternary relation on X deﬁned by
(x, y, z) ∈ C< if and only if L(x, y, z),
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and write
CL = (X,C<).
Thus for x1<x2<x3, C(x1, x2, x3) holds precisely if  is a cyclic permutation of
{1, 2, 3}.
Now, let  be an inﬁnite cardinal and n2 a positive integer. Let L= (X,<) be a linear
order isomorphic to the ordinal  · n, and observe that the relational structure CL satisﬁes
CL()= n.
The present example is distinguished from the preceding one by the following feature. The
linear order  · n has ·n()= . And so, not every relational structure R freely deﬁnable
in terms of L, has R(|X|) ﬁnite. Note that the original ordering < cannot be recovered
from the ternary relation C<. The ordinal  ·n is part of another fundamental class of linear
orders.
Deﬁnition 6. LetKcyclic denote the class of linear orderings of the form
 · n,
where  is an inﬁnite cardinal and n2 is an integer.
2.5. Adding an arbitrary ﬁnite structure
Lastly we give an example of a relation freely deﬁnable in terms of a linear order over a
ﬁnite set, where the ﬁnite set plays an essential role. Let  be an inﬁnite cardinal, and m a
positive integer. LetK′′ = (X,<) denote the linear orderm ·d +, as deﬁned in Section
5.2, with l=n=0. LetF={a, b} be a two element set, disjoint from X. Let(x1, x2, x3, x4)
denote an open formula in the languageL= {< , a, b}, which asserts precisely that:
(i) x1 = a, x2 = x3 = x4 = b; or,
(ii) x1 = b and either x2<x3<x4 or x3<x4<x2 or x4<x2<x3; or,
(iii) x1 = a, x2 = b and x4<x3.
Set R to be the quaternary relation on X ∪ F determined by .
It can be shown that for this example,R()=2m+5 andR()=+ for each inﬁnite
cardinal <. This example is distinguished from earlier ones by the fact that there is no
linear ordering of the set X ∪ F with respect to which R is freely deﬁnable.
2.6. A comprehensive list
The examples we have discussed so far of relational structures which satisfy the ﬁniteness
hypothesis (1) are summarized in the following theorem.
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Theorem 7. LetY denote an inﬁnite set, partitioned as Y =X∪F where F denotes a ﬁnite
set. If a relational structure
R = (Y, Ri)i∈I
satisﬁes any of the following conditions, then R(|Y |) is ﬁnite:
(i) R is freely deﬁnable over F;
(ii) there exists a linear order L= (X,<) isomorphic to a member ofKcyclic such that R
is freely deﬁnable in terms of CL over F;
(iii) there exists a linear order L= (X,<) isomorphic to a member ofKlinear such that R
is freely deﬁnable in terms of L over F.
Note that the three cases in the above theorem are not mutually exclusive. A remarkable
fact, to which we devote the remainder of the present article, is that the list of examples
in Theorem 7 is exhaustive. That is, we shall prove the converse statement: if R(|Y |) is
ﬁnite, then there is a ﬁnite subset F ⊆ Y such that R = (Y, Ri)i∈I satisﬁes (i), (ii) or (iii)
of Theorem 7.
3. Deﬁnitions and fundamentals
While most of the notation used is standard in the theory of relations (Fraïssé [1]), we
present the key notions and deﬁnitions here for completeness. As well, we point out the
relationship to certain notions and results from Model Theory. We work with relational
structures R = (X,Ri)i∈I , where X is a set and the Ri are ni-ary relations over X, i.e.
Ri ⊂ Xni . If Y ⊂ X, the relational structure obtained by restriction of theRi toY is denoted
by R(Y ). A local isomorphism, , of a relational structure R= (X,Ri)i∈I to S= (Y, Si)i∈I
is an isomorphism of a restriction of R onto a restriction of S,
 : R(X1) −→ S(X2),
i.e.,  is a bijection of X1 onto X2 such that x ∈ Ri if and only if (x) ∈ Si for each i ∈ I .
When R = S,  is said to be a local automorphism.
The proﬁle R() gives the number of isomorphism types of restrictions R(X′) of a
relational system R = (X,Ri)i∈I to -element subsets X′ of X. The cardinality |R| is the
cardinality of its underlying set X.
Proposition 8. Let R = (X,Ri)i∈I be a relational structure,  |X| inﬁnite and R′ a
relational structure freely deﬁnable in terms of R over a ﬁnite set F. If R() is ﬁnite then
so is R′();more precisely, R′()R() · 2|F |.
Proof. Set n = R(), and let Y1, . . . , Yn be -element subsets of X such that
R(Y1), . . . ,R(Yn) represent all the isomorphism types of -element substructures of R.
Let Z be a -element subset of X ∪F and set Y =Z\F . There is a local isomorphism  of
R fromY to Yi for some i. Then ∪1F is a local automorphism ofR′ from Y ∪F toYi ∪F .
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The restriction of  to Z is a local isomorphism of R′ to Yi ∪ F ′ for some F ′ ⊆ F . Thus
R′()R() · 2|F | as desired. 
Let R be a relational structure, F ⊂ X, and < a linear ordering of X\F . We say that <
chains R over F just in case each local order automorphism  of L= (X\F,<) extended
by the identity map on F, 1F , gives a local automorphism 1F ∪ of R. We say< chains R
if F =∅. If R is chained over F by<, it is easy to see that R is freely deﬁned in terms of L
over F.
It is necessary to compare these notions with the notion of indiscernibility found in
Hodges et al. There, the linear ordering < is said to be indiscernible with respect to the
n-ary relation R just in case for x1< · · ·<xn and y1< · · ·<yn and  a permutation of
{1, . . . , n},
(x1, . . . , xn) ∈ R ⇐⇒ (y1, . . . , yn) ∈ R.
It is trivial that if < chains R over ∅, then < is indiscernible over R. The difference lies in
the fact that indiscernibility concerns only n-tuples with distinct entries, whereas chaining
permits repeated entries. In order that < chain R (over ∅) we need to check the indiscerni-
bility with respect to a ﬁnite list of relations of arity n obtained from R by accounting
for patterns of repeated entry for n-tuples in Xn. (Of course this family can be encoded in
a single relation of larger arity.)
One can similarly relate to indiscernibility the notion of a linear order < chaining R
over a ﬁnite set F by introducing a ﬁnite number of relations of arities n to account for
substitution with repeated entries and parameters from F (or a single relation of higher arity
encoding them).
These observations permit us to restate the main theorem of Hodges, Lachlan and Shelah
in relational language as follows.
Theorem 9. Suppose that< is a linear order which chains a relational structure R over a
ﬁnite set F. Then one of the following holds:
Case 1: Any linear ordering ≺ of X\F chains R over F.
Case 2: A linear order ≺ of X\F chains R over F just in case there is i ∈ {1,−1} and
disjoint subsets Y,Z such that
X\F = Y ∪ Z,
(X\F,<)= (Y,< |Y )+ (Z,< |Z),
and
(X\F,≺i )= (Z,< |Z)+ (Y < |Y ).
where ≺1= ≺ and ≺−1 is the reversal of ≺.
Case 3: There is a nonnegative integer n such that a linear order≺ ofX\F chainsR over
F just in case≺ or its reversal is obtained from< by effecting arbitrary permutations on the
ﬁrst k elements (under <) and on the last m elements (under <) and k +mn. Formally,
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there are disjoint Y,Z ⊂ X\F with |Y∪Z|n and i ∈ {1,−1} andwithX′=X\F\(Y∪Z)
such that we have
(X\F,<)= (Y,< |Y )+ (X′, < |X′)+ (Z,< |Z),
and
(X\F,≺i )= (Y,≺i |Y )+ (X′, < |X′)+ (Z,≺i |Z).
The passage from one relation (equivalently, a ﬁnite number of relations) to an arbitrary
relational system is facilitated by the observation that if (X,R) and (X, S) are chained by
< over F and fall under Cases i and j, respectively, then (X,R, S) falls under case k where
k =max{i, j}.
In terms of Fraïssé, in Case 1, R is constant over F (provided that the underlying set X is
inﬁnite). That is, any one-to-one map of X which ﬁxes F pointwise is a local automorphism
of R.
Fraïssé [1] deﬁnes the notion of free interpretability of a relational structure R. For two
relational structures S = (X, Sj )j∈J and R = (X,Ri)i∈I on the same underlying set, S is
freely interpretable inR if every local automorphism ofR is a local automorphism of S. So,
in particular, if< chains a relational structure R= (X,Ri)i∈I then R is freely interpretable
in (X,<). In the next section we investigate a generalization. Let F be a subset of X; we
say S = (X\F, Sj )j∈J is a reduction of R = (X,Ri)i∈I over F just in case for each local
automorphism, , of R which ﬁxes F pointwise (i.e., (f ) = f for each f ∈ F ), the
restriction to X\F , |(X\F), is a local automorphism of S. In general a reduction may have
more local automorphisms than those obtained in this way. In the case where F is ﬁnite,
however, one can exhibit a reduction E of R over F with the property that R is freely
deﬁnable in terms of E over F. (In this case the local isomorphisms of E are precisely the
local isomorphisms of R which are the identity on F.) This can be done by adding ﬁnitely
many relations S	,
 for each n-ary relation R of R, with

 : {r + 1, . . . , n} −→ F, (1rn)
and 	 a permutation of {1, . . . , n} with
 ∈ S	,
 if and only if ( ∪ 
) ◦ 	 ∈ R.
(Here  is an r-tuple, ∪
 is the n-tuple obtained by concatenation, and a k-tuple is regarded
as a mapping with domain {1, . . . , k}.)
Following Fraïssé the age,A(R), of a relational structure R = (X,Ri)i∈I is the family
of substructures of R induced on ﬁnite subsets of X (up to isomorphism).
The kernel of R, K(R), is the collection of elements of X whose removal decreases the
age, i.e.,
{x ∈ X |A(R(X\{x})) ⊂=A(R)}.
This deﬁnition was given by Pouzet in [7] forRmade of ﬁnitely many relations. In this case,
the kernel coincides with the core, introduced earlier by Kueker [5] for arbitrary models,
and—if R is almost chainable—it coincides with the kernel deﬁned, in a quite different
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way, by Fraïssé [1]. The kernel of an arbitrary relational structure is discussed by Pouzet
and Sobrani in [8].
4. Reduction and kernel
We observe some basic facts about kernels of relational structures; in this context the
following terminology is useful.
Deﬁnition 10. Let R= (X,Ri)i∈I and r ∈A(R). The orbit of r in R is the setO(r,R)=
{F ⊂ X : R(F ) ∼= r}; its kernel is K(r,R)= ∩O(r,R).
Proposition 11 (Theorem 2.4 of Pouzet and Sobrani [8]). Let R = (X,Ri)i∈I be a
relational structure. If X′ ⊂ X is such that A(R(X′)) =A(R), then for each b ∈ X,
A(R(X′\{b}))=A(R(X\{b})). Indeed, for F ﬁnite,A(R(X′\F))=A(R(X\F)).
Proof. Let R = (X,Ri)i∈I and r ∈A(R).
Fact 1. Let b ∈ X; then b ∈ K(r,R) if and only if r /∈A(R(X\{b})).
Fact 2. Let X′ ⊂ X be such thatA(R(X′))=A(R), then K(r,R(X′))=K(r,R).
Fact 1 is obvious.WeproveFact 2. Since r is ﬁnite,K(r,R) is ﬁnite too; henceK(r,R)=∩G
for some ﬁniteG ⊂ O(r,R). SetG=∪G. SinceA(R(X′))=A(R) then R(G′) ∼= R(G)
for some G′ ⊂ X′. We have successively
(i) |K(r,R(G′))| = |K(r,R(G))|,
(ii) K(r,R)=K(r,R(G)),
(iii) K(r,R) ⊂ K(r,R(X′)) ⊂ K(r,R(G′)).
The required equality K(r,R)=K(r,R(X′)) follows immediately.
For the proof of Proposition 11, let b ∈ X and X′ ⊂ X such thatA(R(X′)) =A(R).
From Fact 1, for each r ∈ A(R): r ∈ A(R(X\{b})) if and only if b /∈K(r,R). From
Fact 2, K(r,R(X′))=K(r,R). From Fact 1 applied to X′, b /∈K(r,R(X′)) if and only if
r ∈A(R(X′\{b})). ThusA(R(X\{b}))=A(R(X′\{b})) as required.
Repeated application now gives the result for F ﬁnite. 
Since b ∈ K(R(X′)) if and only ifA(R(X′\{b})) =A(R(X′)) we immediately obtain
the following lemma.
Lemma 12. LetR=(X,Ri)i∈I bea relational structure. IfX′ ⊂ X is such thatA(R(X′))=
A(R), then K(R(X′))=K(R).
We also obtain as a corollary:
Lemma 13. LetR=(X,Ri)i∈I be a relational structure and b ∈ X.ThenK(R(X\{b})) ⊂
K(R).
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Proof. The inclusion K(R(X\{b})) ⊂ K(R) translates to the following implication:
A(R(X\{a}))=A(R) !⇒A(R(X\{a, b}))=A(R(X\{b}))
for all a ∈ X.
But this is immediate from Proposition 11 with X′ =X\{a}. 
Next, we give results pertaining to relational structures with a ﬁnite number of subages
of restrictions in some inﬁnite power.
Lemma 14. Let R be a relational structure with |{A(R(X′)) : X′ ⊂ X, |X′| = }| ﬁnite
for some inﬁnite ,  |X|. Suppose |X′| =  and K(R) ⊂ X′. ThenA(R(X′))=A(R).
Proof. Let X′ ⊂ X with K(R) ⊂ X′ and |X′| = . UnlessA(R(X′))=A(R) there is B,
ﬁnite, |B| minimum such that R(B) ∈A(R)\A(R(X′)). Now consider X′0 =X′, B1 =B
andX′1=X′0∪B1. Now |X′1|= andA(R(X′0)) ⊂=A(R(X′1)).We cannot haveA(R(X′1))=
A(R) for otherwise B\X′ ⊂ K(R) contrary to K(R) ⊂ X′. (By the minimality of |B| we
have that for eachb ∈ B\X′,A(R(X′1\{b}))=A(R(X′)), witnessing thatb ∈ K(R(X′1))=
K(R), the latter equality by Lemma 12.) Iterating, one obtains
X′0
⊂
=X′1
⊂
=X′2
⊂
= · · · ⊂=X′n ⊂= . . .
such that for each n
A(R(X′n))
⊂
=A(R(X′n+1))
⊂
=A(R),
and |X′n| = . A contradiction. 
Combining Lemmas 12 and 14 we obtain
Corollary 15. If R() is ﬁnite,  inﬁnite, then
K(R) ⊂ X′ & |X′| =  !⇒ K(R(X′))=K(R).
We also obtain a restriction on the size of the kernel.
Lemma 16. If |{A(R(X′)) : X′ ⊂ X, |X′| = }| is ﬁnite for some inﬁnite ,  |X|, then
K(R) is ﬁnite.
Proof. SupposeK(R) is inﬁnite. Deﬁne a sequence a0, F0, a1, F1, . . . such that Fn is ﬁnite
and an ∈ K(R(Fn),R)\⋃m<n Fm (supposing am, Fm already deﬁned for all m<n, select
an ∈ K(R)\⋃m<n Fm and then select Fn ﬁnite such that an ∈ K(R(Fn),R), thereby
witnessing that an ∈ K(R)). Let Y ⊂ X have |Y | = . Set Z = Y ∪⋃n Fn. Finally, let
Zn = Z\{an}. Note that R(Fn) /∈A(R(Zn)) but that for m<n,
R(Fm) ∈A(R(Zn)).
Thus we get inﬁnitely many ages of -element restrictions, a contradiction. 
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Taken together, Lemmas 14 and 16 provide one direction of the following equivalence.
Proposition 17. Let R = (X,Ri)i∈I be a relational structure and  be inﬁnite  |X|.
Then:
|{A(R(X′)) : X′ ⊂ X, |X′| = }| is f inite
if and only if
(i) K(R) is ﬁnite and
(ii) A(R(X′))=A(R) for all X′ ⊂ X with |X′| =  and K(R) ⊂ X′
Proof. For the other direction, suppose (i) and (ii) hold. Let X′ ⊂ X with |X′| =  and
let F =K(R)\X′. From (ii) we haveA(R(X′ ∪ F))=A(R). By Proposition 11, we get
A(R(X′))=A(R(X\F)). ThusA(R(X′))depends only onF. It follows that |{A(R(X′)) :
X′ ⊂ X, |X′| = }| is ﬁnite. 
At this point we have enough machinery to deduce Theorem 18.
Theorem 18. Let H = (H,E) be an n-uniform hypergraph. If H() is ﬁnite for some
inﬁnite  |H | and K(H)= ∅ then H is either a clique or an independent set.
Proof. LetH satisfy the hypothesis. AsK(H)=∅ applying Corollary 15 we have that, for
X′ ⊂ X, |X′| = ,A(H(X′)) =A(H). By [4], applied to H(X′0) for ﬁxed X′0, |X′0| = ,
we have X′1 ⊂ X′0 such that |X′1| =  and H(X′1) is either a clique or an independent set.
But thenA(H)=A(H(X′1)) so H is a clique or an independent set, as required. 
For the remainder of this section, we develop properties of reduction over the kernel of
a relational structure. These are based on the following strengthening of Proposition 11.
Proposition 19. LetR=(X,Ri)i∈I be a relational structure,F ⊂ K(R) be ﬁnite andS be a
reduction ofR over F. IfX′ ⊂ X is such thatA(R(X′))=A(R) thenA(S(X′\F))=A(S).
Proof. Let A be a subset of X. A subset B of X containing A localizes A in R if each local
automorphism of R with domain B ﬁxes A setwise. If A is localized by some ﬁnite B then
A is an invariant. All invariants are subsets of K(R). In fact, they cover it:
Fact 3. Let F ′ be a ﬁnite subset of K(R) then there is some invariant A containing it.
To see this, observe that the collection of invariants is closed under ﬁnite unions. Thus
it sufﬁces to prove the result with F ′ a singleton. Let b ∈ K(R). Using the notation of
Deﬁnition 10, ﬁx r ∈ A(R) with b ∈ K(r,R) and G ﬁnite with G ⊂ O(r,R) such that
K(r,R) = ∩G. Set G = ∪G and A = K(r,R). Let G′ be the image of G under a local
automorphism . As in the proof of Fact 2, A = K(r,R) = K(r,R(G′)) and so is ﬁxed
setwise by , establishing Fact 3.
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For the proof of Proposition 19, let C be ﬁnite with C ⊂ X\F . We show that S(C)
embeds into S(X′\F). Let A be an invariant containing F and B ﬁnite localizing A. Let
D0=C ∪B. SupposeD0, . . . , Dn have been deﬁned withD0 ⊂ D1 ⊂ · · · ⊂ Dn. Because
A(R(X′))=A(R)wecanﬁx a local automorphismnwith domainDn and rangeD′n ⊂ X′.
Set Dn+1 =Dn ∪D′n.
For each n, n=n|A is a permutation of A since B ⊂ Dn. Hence, there is a subsequence
n1, n2, . . . such that  = n1 = n2 = · · ·. Also,  has ﬁnite order k and we ﬁx k with
k = 1A. Consider the restriction of  = nk ◦ nk−1 ◦ · · · ◦ n1 on D0. We have |A = 1A
and [D0] ⊂ Dnk+1 ⊂ X′. As A ⊃ F , |X\F is a local automorphism of S; since the image
of C is included in X′, it provides the required embedding. 
Theorem 20. Let R = (X,Ri)i∈I be a relational structure, and let F ⊂ K(R) be ﬁnite.
Let S be a reduction of R over F. Then K(S) ⊂ K(R)\F .
Proof. Let b /∈K(R). The above proposition applied to X′ = X\{b} asserts that
A(S(X′\F))=A(S), hence b /∈K(S). The required inclusion follows. 
Next, we relate the proﬁle of a reduction over K(R) to the proﬁle of R.
Theorem 21. Let R = (X,Ri)i∈I have R() ﬁnite for some inﬁnite  |X| and let S =
(X\K, Sj )j∈J be a reduction over the kernel K = K(R). Then S() is ﬁnite, indeed
S()R() · |K|!
Proof. By Lemma 16, K is ﬁnite. Let Y1, . . . , Yl be -element subsets of X\K such that
R(K ∪ Y1), . . . ,R(K ∪ Yl) give representatives for the isomorphism types of -element
subsets of X which contain the kernel of R. Now let Y be an arbitrary -element sub-
set of X\K . Fix i and , a local automorphism of R from R(K ∪ Yi) onto R(K ∪
Y ). By Corollary 15, K = K(R(K ∪ Yi)) so  must ﬁx K setwise. In this way we
associate Y with the pair (i, |K). If two such subsets Y, Y ′ ⊂ X\K give rise to the
same pair, i.e., (i, |K) = (i, ′|K)then note that ′ ◦ −1 is a local automorphism of R
which ﬁxes K elementwise. The restriction to Y is thus a local automorphism of S from Y
onto Y ′. 
At this point we can extend Theorem 18.
Theorem 22. LetR= (X,Ri)i∈I be a relational structure and  |X| an inﬁnite cardinal.
If R() is ﬁnite then R is chainable over its ﬁnite kernel K.
Proof. By the discussion in the introduction it sufﬁces to prove thatR is monomorphic over
its kernel K. To this end ﬁx n and some n-element subset X0 ⊂ X\K . Deﬁne an n-uniform
hypergraph H on X\K by: Y is a hyperedge if and only if there is a local isomorphism 
from X0 ∪ K to Y ∪ K which ﬁxes K elementwise. H is a reduction of R over its kernel.
So R() is ﬁnite by Theorem 21 and K(H) = ∅ by Theorem 20. By Theorem 18 H is
complete or empty; as X0 is a hyperedge, H is complete. Thus R is n-monomorphic over
K and the result follows. 
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We have established that if a relational structure R = (X,Ri)i∈I satisﬁes the ﬁniteness
hypothesis (1), then its kernel K is ﬁnite and R = (X,Ri)i∈I is chainable over K. But for
precisely which linear orders L= (X\K,<) does< chain R over K?We answer this in the
next section and show that eitherR is freely deﬁnable overK or there exists a single relation
S of arity at most three such that R is freely deﬁnable in terms ofT = (X\K, S) over K.
Moreover every relational structure R′ freely deﬁnable in terms ofT over K satisﬁes the
ﬁniteness hypothesis (1).
5. Characterization of admissible chains; conclusions
In this section we ﬁx a relational structure R= (X,Ri)i∈I having R() ﬁnite for some
inﬁnite  |X|. LetK=K(R) be the kernel ofR and ﬁx a linear ordering< ofX\K which
chains R over its kernel. We introduce three associated structures freely deﬁned over < to
correspond to the three cases that characterize the chaining of R over K from the result of
Hodges, Lachlan and Shelah (Theorem 9). Let T1 = (X\K,=). Let T2 = (X\K,C<)
where C< is the ternary relation of Deﬁnition 5. LetT3 = (X\K,<) be the order itself.
In order to discuss structures on the same underlying set (X\K) it is convenient to pass to
a reduction S of R over K which encodes all the relations of R as described at the end of
Section 6. We have that R and S can only differ ﬁnitely. Indeed for  |X| inﬁnite, we
have S()R() · |K|! and R()S() · 2|K|. (The key observation is that because
R= (X,Ri)i∈I is chained over K , ifY is inﬁnite and K ⊂ Y thenK(R(Y ))=K .) Since <
chains Swe have thatS()Ti () for  inﬁnite in case that S falls under case i (i=2, 3),
and T2()T3() always obtains.
We next proceed to analyze the situation according to the case that characterizes the
chaining from the result of Hodges et al. (Theorem 9).
Suppose we are in Case 1 of Theorem 9, so that any linear ordering of X\K chains S
(equivalently R over K).
ThenR is freely deﬁnable overK (in other words, constant overK) and the proﬁleR()
is constant for  inﬁnite (indeed from some ﬁnite value onward).
Suppose now that S falls in Case 2. Suppose  |X| is inﬁnite and that |Yi | = , i = 1, 2
and  : Y1 −→ Y2 is a local automorphism of S(Y1) onto S(Y2). Then  induces a linear
order ≺ on Y2 by
y1 ≺ y2 ⇐⇒ −1y1< −1y2, y1, y2 ∈ Y2.
Now ≺ chains S(Y2) since < |Y1 chains S(Y1). As Y2 is inﬁnite it follows that ≺i is a
circular rearrangement of< |Y2 . It follows that  is a local automorphism ofT2. From this,
T2()S() · 2 (the factor of two arising because of the possibility of reversal).
Suppose ﬁnally thatS falls inCase 3, and that k, l are ﬁxed forS as in the statement of Case
3. Further, suppose  |X| is inﬁnite and that  : Y1 −→ Y2 is an S-local automorphism.
Let ≺ be the linear order on Y2 induced from < |Y1 by , as above for Case 2. As before ≺
chains S(Y2) so we may write
(Y2, < |Y2)= (U,< |U)+ (V ,< |V )+ (W,< |W),
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where U,V,W are a partition of Y2 and |U ∪W |k, and we also have
(Yi,≺i )= (U,≺i |U)+ (V ,< |V )+ (W,≺i |W).
After a permutation of U andW we obtain< or its reverse, one of which is a local automor-
phism ofT3. Of course permuting a ﬁnite number of initial elements of < |Y2 and a ﬁnite
number of ﬁnal elements does not change the order type of< |Y2 and soT3()S() ·2.
Summarizing, we obtain
Theorem 23. For each i = 1, 2, 3, suppose that R and S are as given and that S satisﬁes
Case i of Theorem 9. Then R() and Ti () differ ﬁnitely, i.e., there is L, ﬁnite, such thatfor all , R()Ti () · L and Ti ()R() · L.
We now turn our attention to the determination of the possibilities for < up to T2
isomorphism (i.e. circular reordering), assuming that T2() is ﬁnite for some inﬁnite
 |X|.
Lemma 24. Let=min{|X|,+}.There isX1 ⊂ X\K such that (X1, < |X1) is isomorphic
to  or its reversal d .
Proof. In the notation we have established, the symbol < denotes a linear ordering on
X\K which chains R over K. Rather than introduce a new notation to compare cardinals,
we overload < with two meanings: between cardinals it denotes the usual well-ordering;
between elements of X\K it denotes the chaining at hand. We organize our proof as a
sequence of claims.
Claim 1. There is no X1 ⊂ X\K with |X1| =  which is densely ordered by <.
Proof. Otherwise we may select X2, X3 ⊂ X, in such a way that (X2, < |X2) is densely
ordered with last element x2, (X3, < |X3) is densely ordered with ﬁrst element x3, |X2 ∪
X3| =  and x2<x3. Then X1∩ ]x2, x3[ is inﬁnite and dense. Select a sequence
x2<y1<y2< · · ·<ym < · · ·<x3
and let Ym=X2 ∪{y1, y2, . . . , ym}∪X3. ThenT2(Ym)T2(Ym1)whenm = m1, giving
T2 inﬁnite, contrary to the hypothesis. This proves the claim.
Deﬁne an equivalence relation (the  condensation) on X\K by x ∼ y if the interval
with endpoints x, y has cardinality less than . (The notion of condensation is discussed in
Chapter 4 of [9].) 
Claim 2. There exists a -condensation class C of cardinality .
Proof. Otherwise, observe that the equivalence classes are ordered densely in the induced
order, and by discarding a ﬁrst and/or last class if need be, we can suppose there is no ﬁrst
or last class. By Claim 1, there are fewer than  classes. This is an immediate contradiction
if  = +, so we may assume  = |X| =  for the remainder of the present proof. Now
observe that for classes C1 and C2 with C1<C2 and < there must be a class C with
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|C|>  and C1<C<C2. Let 1 = inf{|C| : C is an ∼ class}, and if 1< 2< · · ·< n
are deﬁned, let n+1=inf{|C| : C is an ∼ class and |C|> n}. LetYn=⋃{C : C is a ∼
class and |C|n}.Then |Yn| = , but, (Yn,<) has no -condensation classes of size
< n (even viewed circularly since (Yn,<) has no ﬁrst or last class). Hence the T2(Yn)
are nonisomorphic, contradicting T2() being ﬁnite. This completes the proof of the
claim. 
Now ﬁx a -condensation class C of cardinality  (where =min{|X|,+}).
Claim 3.  = +.
Proof. Otherwise ﬁxx0 ∈ C andwithout loss of generality assume that |{x ∈ C : x0<x}|=
. Choose an increasing sequence x, <+, in C by the following: if x has been chosen
for 0< <+, then |⋃< [x0, x]| ·  =  so there is x ∈ C with x<x for
< . Then consider {x : <+} which induces a copy of +. As in Section 5.2, this
gives T2() inﬁnite, a contradiction, which proves theclaim.
So this means = |X| = .
Claim 4. C contains a copy of  or d .
Proof. As in Claim 3 we may assume without loss of generality that there is an increasing
sequence {x}<cf in C, and |{x ∈ C : x<x}| = . Moreover, we may assume that there
is a strictly increasing sequence { : < cf} of cardinals such that
+  |{x : xxx+1}|
with sup<cf  = . Denote C = {x : xxx+1}. By applying the + condensation
to C we may extract a subset X such that |X| = + , and such that one of the following
obtains: (i) (X, <) is a dense order without endpoints; (ii) (X, <) contains a copy of the
well ordering + ; or (iii) (X, <) contains a copy of (+ )d .
If for cf values of  (X, <) is dense we obtain a dense suborder of size , contrary to
Claim 1. If for cf values of  (X, <) is a copy of + , we obtain a copy of , as required.
If for cf values of  (X, <) is a copy of (+ )d , we obtain a copy of
∑
<cf(
+
 )
d
, and a
contradiction to T2()= T2() ﬁnite, because the circular orders on
∑
<cf(
+
 )
d
are nonisomorphic for different values of . This completes the proof of the claim, from
which the lemma follows. 
Having established the above lemma, we may assume that with = |X|, we have a copy
of  or d embedded in (X\K,<). The remaining structural possibilities are determined
according as d (respectively ) are also embeddable in the order. Remembering that
the class of acceptable orderings is closed under reversal, we henceforth assume that  is
embeddable in <.
Case A: d is not embeddable in <.
Then < determines a well ordering, and is isomorphic to some ordinal, +  say. From
the discussion of Section 5.4 we see that <×; in fact =  · n+ , where <. The
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circular ordering on +  · n+  is the same as that on  · (n+ 1), so we may take this to
be the ordering.
Case B: d is embeddable in <.
After a circular rearrangement we may assume that a copy of d +  is embedded in <
with the copy ofd (namely, . . . < y2<y1<y0), coinitial in the ordering of<. Let the copy
of (, <) be denoted x0<x1< · · ·<x< · · · for <. Note that the set of upper bounds
for the copy of  must then be ﬁnite (by the discussion for Section 5.4). Also it follows
that we may assume that each proper ﬁnal interval of < does not embed d and is hence
isomorphic to an ordinal. Assume for the moment that  is uncountable. After relabeling
we may suppose that < is isomorphic to
∑
i∈d i +  +M where 01 . . . and M is
a ﬁnite chain. Unless there is N such that iN for all i, we can embed l · d + +M
for all l ∈ , giving T3() inﬁnite. Again by relabeling we may take < to be isomorphic
to n · d + +M for some n, ﬁnite. The analysis in the casewhere =  is simpler. In
this case < is isomorphic to a subchain of d + +M .
Now we turn to an analysis of the possibilities for < when T3() is ﬁnite. Since
T2()T3()wehave that< is a circular rearrangement of oneof the chains determined
above. At this point the reasoning is relatively straightforward. It turns out that T3() is
ﬁnite for a linear orderT3 = (X\K,<) on the -element set X\K if and only ifT3 or its
reversalTd3 is isomorphic to a member of the classKlinear of Deﬁnition 4. Note that the
reversal ofT3 is freely deﬁnable in terms ofT3. The above analysis is summed up in the
following converse to Theorem 7.
Theorem 25. LetR=(X,Ri)i∈I be a relational structure such thatR() is ﬁnite for some
inﬁnite  |X| and let K denote the ﬁnite kernel of R. Then one of the following statements
holds:
(i) R is freely deﬁnable over K;
(ii) there exists a linear order L= (X\K,<) isomorphic to a member ofKcyclic such that
R is freely deﬁnable in terms of CL over K;
(iii) there exists a linear order L= (X\K,<) isomorphic to a member ofKlinear such that
R is freely deﬁnable in terms of L over K.
Thus the assumption that R() is ﬁnite for some inﬁnite  |X| permits one to specify
the possible structure ofR.As a corollary we obtain the result of Pouzet andWoodrow cited
in [6] concerning the proﬁle of a relational structure R = (X,Ri)i∈I .
Theorem 26. AssumeR() is ﬁnite for some inﬁnite .Then eitherR() is ﬁnite and
constant for  inﬁnite (indeed from some ﬁnite value 0 on) orR()=+ for< |X|.
The strength of ﬁniteness in the hypothesis is what permits such ﬁne results without the
extra set theoretic hypothesis used by [6] in their analysis of the more general situation.
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