Abstract. A generalised mean-field approximation for non-Hermitian manyparticle systems has been introduced recently for a Bose-Hubbard dimer with complex on-site energies.
Introduction
Cold atoms in optical traps are a priori many particle quantum systems. For low temperatures and densities, however, when Bose-Einstein condensation occurs, they can be described by effective macroscopic single-particle wave functions. In the presence of particle interactions, typically a system is dynamically driven out of a condensed state. Nevertheless, the mean-field approximation, which assumes an initially condensed state to remain condensed for all times, can give valuable insights into the behaviour of the full many-particle system.
Bose-Einstein condensates are intrinsically open systems, where several loss and decoherence mechanisms lead to a heating of the condensate and a loss of particles from the condensate over time. These processes can be phenomenologically described in different ways, including Master equations [1] or complex extensions of the meanfield Gross-Pitaevskii equation. Complex extensions of the Gross-Pitaevskii equation have recently also attracted considerable interest in the context of PT-symmetry, where a balanced distribution of loss and gain can lead to a quasi-closed behaviour of a system [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . A complex interaction strength (associated with a complex swave scattering length) in the Gross-Pitaevakii equation is often used to describe two-particle losses [14, 15] . Here we address the complementary question concerning how a complex interaction strength in the many-particle Hamiltonian modifies the mean-field description.
For this purpose we consider a simple two-mode system described by the HamiltonianĤ
In the loss-free case, κ = 0, in the mean-field approximation, with N → ∞ and N c = g, the system is described by a nonlinear Schrödinger equation of GrossPitaevskii type:
Thus, in a naive approach, one might expect the mean-field approximation in the general case with κ = 0 to be given by a simple modification of (3) where the parameter g is made complex. However, as has recently been shown in the context of a BoseHubbard dimer with complex on-site energies, the mean-field approximation is altered considerably in the presence of complex non-Hermitian terms in the many-particle
Hamiltonian. In what follows we shall apply the method developed in [3, 4] to the Bose-Hubbard dimer with complex interaction strength to derive the corresponding mean-field model. We shall show that the result thus obtained differs from (3) with complex g. The paper is organised as follows. We first briefly recall the mean-field approximation for non-Hermitian systems in section 2, and apply it to the system (1). In section 3 we analyse the fixed point structure and the dynamics of the resulting system in detail. We find analytic expressions for all fixed points and analyse their stability properties. We finish with a summary and discussion. An appendix provides some details on calculations of expectation values of relevant operator products in condensed states.
Mean-field approximation for the Bose-Hubbard dimer with complex interactions
The essence of the mean-field description is the idea that an initially condensed states stays condensed for all times. While this is true for vanishing interaction, it is in general an approximation. The mean-field dynamics is thus obtained from the manyparticle quantum dynamics by replacing operators with their expectation values in condensed states and taking the infinite particle number limit (while keeping the total interaction strength fixed). This is closely related to a semiclassical limit where quantum operators are replaced by classical observables in the limit of vanishing [3, 16] .
For an M -mode system the set of condensed states can be parametrised as
The coefficients ψ j are then interpreted as the components of the macroscopic meanfield wave function. The expectation value of the number operator in mode j in the many-particle description is thus mapped to the population probability in the corresponding mode in the mean-field picture according to n j → N |ψ j | 2 . In the Hermitian case the dynamics of many-particle observables are described by Heisenberg's equations of motion. The corresponding mean-field equations can be expressed directly in terms of canonical equations of motion where the classical Hamiltonian function is given by the expectation value of the many-particle Hamiltonian in condensed states H = ψ j |Ĥ|ψ j , and the quantum commutators are replaced by Poisson-brackets defined by the symplectic structure on the condensed state manifold [16] .
In the case of non-Hermitian quantum dynamics, however, the Heisenberg equations of motion have to be generalised [17] . The dynamical equation for expectation values Â = ψ|Â|ψ ψ|ψ is given by [3, 17] :
where
Here [·, ·] and [·, ·] + denote the commutator and the anti-commutator respectively, and we assume thatÂ does not explicitly depend on time. It has been conjectured in [4, 18] that applying the condensed state approximation these equations lead to a generalised form of canonical equations involving both the symplectic and the metric structure of the condensed state manifold. This is closely related to structures arising in the semiclassical limit of quantum dynamics generated by non-Hermitian Hamiltonians [19] . The proof of this conjecture, however, goes beyond the scope of the present paper and will be the subject of a future study [20] . Here we shall explicitly perform the mean-field approximation for the model (1) by choosing a set of dynamical variables, evaluating the many-particle equations of motion (5) and replacing the expectation values with their values in condensed states.
For a two mode-system, such as the one considered here, the condensed states (4) reduce to
In analogy with the Bloch-representation of a single particle two-mode system, it is convenient to represent a many-particle two-mode system in terms of angular momentum operatorsL x ,L y ,L z defined as [21] :
obeying the usual SU (2) commutation relations. The operatorL z represents the population imbalance of the two modes, andL x andL y measure their phase relation. In this formulation it can be seen that the set of condensed states (6) is equivalent to the set of SU (2) coherent states defined by
, and |L is the eigenstate ofL z with the highest quantum number. The equivalence of (6) and (8) is achieved if we set
where n N is the normalisation of the condensed many-particle state. To perform the mean-field approximation for the Bose-Hubbard dimer (1) we have to evaluate the equations of motion (5) for the angular momentum operators, replace the expectation values with their values in SU (2) coherent states (8) and perform the limit N → ∞ while keeping the interaction strength fixed. For this purpose we need to express the Hamiltonian (1) in terms of the angular momentum operators aŝ
Note that this is a complex extension of the Lipkin-Meshkov Glick model studied in the context of nuclear physics [22] [23] [24] . We then find the quantum equations of motion
Further, the normalisation of the many-particle wave-function decays according to:
We define the mean-field Bloch vector s by writing
with i = x, y, z. A short calculation then shows that
which defines the mean-field Bloch sphere. Using the so-called D-algebra representation of the angular momentum operators [16, 25, 26] we can calculate the expectation values in SU (2) coherent states of the anti-commutators and the covariances appearing in (11) and find (see Appendix A for details):
for i = x, y, z. Putting together (11), (13), and (15)- (17) we find that the equations of motion for the Bloch vector in the condensed state approximation are given bẏ
Taking the limit N → ∞ while keeping N c = g and N κ = k fixed, we obtain the desired mean-field equations of motion:
. In addition the dynamics of the overall probability is given by:
with n N = Ψ|Ψ . We remark that these mean-field dynamics can equivalently be formulated in terms of a complex nonlinear Schrödinger equation of the form
which differs considerably from a generalisation of (3) with complex g. Nevertheless, in the limit k → 0 the normalisation of the wave function is conserved, and the equations (3) and (21)- (22) become equivalent. We shall now proceed to analyse the resulting mean-field dynamics in detail.
Mean-field dynamics
The equations of motion (19) for the components of the Bloch vector (s x s y , s z ) constitute a nonlinear, three-dimensional dynamical system. If the initial state is on the surface of the Bloch sphere, that is s 
which is equal to zero if the Bloch vector is is initially on a sphere of radius 1/2. For k = 0, that is, in the Hermitian case, the Bloch vector would stay confined to the surface of a sphere independently of the initial value of the radius. The dynamics is organised according to the fixed points of the system, which correspond to the stationary solutions of the nonlinear Schrödinger equation (21)- (22) . Note that these are also solutions of the time-independent version of the usual Gross-Pitaevskii equation (3) 
The fixed points are obtained by settingṡ x ,ṡ y andṡ z equal to zero in equations (19) . Setting s z = 0, from the last equation in (19) 
and
which reduces to a biquadratic equation. Rescaling parameters such that v = 1 it takes the simple form
This yields the solutions:
However, these values only correspond to fixed points of our system if they are real and lie on the Bloch sphere of radius 1 2 . Let us first consider for which values of g and k, y ± are real: This is the case, when
The boundary of the corresponding region in parameter space is given by
which defines two circles of radius 1, centred at (0, ±1) in the (g, k)-plane. Inside these two circular regions only the solutions (±1/2, 0, 0) will be allowed. Furthermore, Figure 1 . Regions of existence of the fixed points in the parameter plane (g, k) for v = 1. There are two fixed points in region 1, six in region 2, and four in region 3.
y ± needs to be positive for s z = ± √ y ± to be real. For y + this implies that
2 , which is always true when |g| < |k|, and holds only if |g| > 1 when |g| > |k|. On the other hand, we have that
, which is satisfied only if |g| < 1. It can easily be verified that the fixed points s 1,2± indeed fulfil the condition s figure 1 , representing the parameter space (g, k) with three different regions of existence of the fixed points. Region 1 is where we have P k (g) < 0, and hence the only two existing fixed points are (±1/2, 0, 0). Region 2 is defined by P k (g) > 0 and |g| < 1, therefore we have all six fixed points (±1/2, 0, 0), s 1,± and s 2,± . In region 3 we have P k (g) > 0 and |g| > 1, therefore four fixed points exist, namely, (±1/2, 0, 0) and s 1,± . At the boundaries of these regions bifurcations take place.
Apart from the number of fixed points, also the type of these fixed points characterises the resulting dynamics. Although (19) is in general a three-dimensional system, here we are interested in the dynamics on the surface of the Bloch sphere, which is two-dimensional. Thus, there can be four main types of fixed points: sources, from which the trajectories always depart; sinks, towards which the trajectories converge; saddles, from which all trajectories but one (the so-called stable manifold of the saddle point) escape hyperbolically; and centres or elliptic fixed points, which are surrounded by closed, elliptical trajectories. The fixed points can be classified according to this scheme via the eigenvalues of the linearisation or stability matrix, defined as J jk = ∂ṡj ∂s k , at each fixed point [4, [27] [28] [29] . Having set v = 1 in (19) we obtain the following stability matrix:
where we have used that s
. From the behaviour of the eigenvalues of the stability matrix we find the following classification of fixed points for the upper half plane in the parameter space g, k with k > 0:
• Region 1: (±1/2, 0, 0) are both sinks. In addition there is an unstable limit cycle.
For g = 0 this coincides with the great circle with s x = 0. For g = 0 this orbit is slightly deformed.
• Region 2: (±1/2, 0, 0) are sinks, s 1,± are sources and s 2,± are saddles.
• Region 3: (1/2, 0, 0) is a saddle, (−1/2, 0, 0) is a sink, and s 1,± are sources.
Note that changing the sign of k, sinks and sources exchange and the unstable limit cycle in region 1 turns into a stable one: a change in the sign of k converts attractors into repellers and vice-versa. On the devision line between positive and negative values of k, that is, for k = 0, all sinks and sources degenerate into elliptic fixed points and there is no longer a limit cycle. In figure 2 examples of the dynamics on the Bloch sphere are shown for different parameter values in the three different regions. The first figure on the top left depicts the dynamics in region 1, for g = 0. We observe the predicted limit cycle at s x = 0, which is unstable: For initial states with s x < 0 the system spirals into the fixed point at (− 1 2 , 0, 0), for initial states with s x > 0 into the antipodal fixed point at ( 1 2 , 0, 0). These two limiting states correspond to the symmetric and antisymmetric population of the two modes. The dynamics is mirror symmetric with respect to the limit cycle. For small values of g we observe similar characteristics of the dynamics, however, the orbits are slightly deformed and the mirror symmetry is broken. An example is shown in the middle figure in the top panel. Increasing g further above g crit = v, two new fixed points emerge in a bifurcation reminiscent of the self-trapping bifurcation occuring for k = 0: Depending on the sign of g one of the fixed points at s z = 0 bifurcates into a saddle and two sources. The latter correspond to (unstable) stationary states with nonzero population difference. When the bifurcation occurs, the limit cycle vanishes simultaneously. Above the bifurcation the system eventually always approaches the remaining sink at s z = 0 irrespective of the initial position. An example of the resulting flow pattern is depicted in the right figure in the top panel.
Starting from region 1 and increasing the value of k, on the other hand, we observe a different scenario. At the boundary between region 1 and 2 the limit cycle vanishes and what remains are four fixed points along the ghost curve of the former limit cycle, two of which are sources, and two are saddle points. Above this transition, in region 2, the dynamics is governed by the flow from the two discrete sources to the two sinks. That is, the system still asymptotically approaches one of the two fixed points at s z = 0, depending on the position of the initial state. However, instead of damped oscillations in the s z , s y plane one now observes characteristically different orbits, as depicted for two examples in the left and middle figures in the bottom panel of figure  2 . Approaching region 3 from region 2, the two saddle points approach one of the sinks at s z = 0, depending on the sign of g. At g = v the two saddles meet at the sink and all three fixed points merge into a single saddle point. Above this transition the dynamics is dominated by a flow from the two sources to the one remaining sink at s z = 0, as depicted for an example in the lower right picture in figure 2 .
Let us finally comment on the resulting decay behaviour of the system. The decay of the norm (the survival probability),ṅ = −4k s 2 z + 1 4 n, is locally exponential, the exponent varies with the square of the population imbalance. Thus the different characteristic behaviours of the population imbalance dynamics in the different parameter regions are directly reflected in the decay behaviour. This is illustrated in figure 3 where the decay of the norm is plotted in blue for three different initial states in each of the three parameter regions. For comparison the evolution of the population balance is depicted in the same plot in black. The different characteristics of the decay become more apparent when an overall exponential decay arising from the constant term −i κ 2N 2 in the Hamiltonian is excluded, as shown by the red curves in the figure.
Discussion and Summary
We have analysed the mean-field approximation for a Bose-Hubbard dimer with complex interaction strength, and have shown that the resulting mean-field system differs from a simple complex extension of the Gross-Pitaevskii equation. The analysis of the mean-field dynamics showed that there can be up to six stationary states, which were explicitly calculated. We further analysed the stability of these stationary states, and the decay behaviour of the system.
Let us finish with a remark on the interpretation of complex interaction strength as modelling two-particle losses. Considering our mean-field dynamics, in the limit of vanishing coupling between the two modes (v = 0), we are left with a purely exponential decay. This is different from the effect usually expected in the presence of two-particle losses, which typically is assumed to lead to a non-exponential decay of the formṅ ∝ −n 2 [1, 30] . This poses the question of the physical interpretation of a complex scattering length. While the latter leads to a decay behaviour that is connected to the particle interaction, it does not yield the expected effect of twoparticle losses. and using that exp(−γL + )|L = |L , and exp[− ln(1 + γγ)L z ]|L = (1 + γγ) −L |L . Furthermore, it will be useful to distinguish a non-normalised version of the SU (2) coherent states defined as:
such that |γ = (1 + γγ) −L ||γ . The normalisation K is then given by
The action of an operatorL i on a state ||γ can be described by means of a differential operatord i defined in terms of γ (for details see, e.g., [16] and [26] ):
Thus, one verifies that
and therefore
With γ := e iφ tan θ 2 this reduces to the spherical coordinates representation of the Bloch sphere.
With the aim to evaluate terms arising from the anticommutators in (11), we make use of the relations:
= N s j f +d 14) and
Further, we find From this we can now derive the following terms: 
Similarly products of higher powers of the angular momentum operators can be iteratively related to the mean-field observables s j .
