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La primera parte del trabajo se concentrará en los aspectos más fundamentales de la teoría
de las curvas elípticas. Se hará un énfasis particular en el hecho de que una curva elíptica es
una variedad abeliana: si E es una curva elíptica, entonces existe un punto específico ϑ ∈ E y
aplicaciones
• : E × E → E,
i : E → E,
que dotan a E de estructura de grupo abeliano. Aunque esta definición depende en principio de las
ecuaciones que definen la curva, es posible introducir esa misma estructura de manera intrínseca.
De hecho, el Teorema de Abel garantiza un isomorfismo de grupos E ' Pic0(E), donde este último
grupo denota el conjunto de divisores de E modulo aquellos divisores efectivos.
Después de discutir este punto, pasaremos al estudio de los puntos de orden finito sobre E.
Para ello tomaremos un entero m arbitrario y consideramos el homomorfismo multiplicación por
m
m : E → E.
El kernel de esta aplicación será denotado por E[m], que es precisamente el conjunto de puntos
que son anulados por un múltiplo de m. El objetivo es mostrar que E[m] es un k-esquema en grupo
de orden m2. Más aún, cuando se fija la secuencia de enteros p, p2, p3, . . ., es posible demostrar los
siguientes hechos:
E[pn] es un k-esquema de grupos de rango p2n.
in : E[p







Lo anterior motiva la definición de grupos p-divisibles: decimos que la colección {Gn, in}n∈N es un
grupo p-divisible de altura h si: :
Gn es un k-esquema en grupos de rango phn.







Denotamos el grupo p-divisible de la curva elíptica E, E[p∞].
Así que los grupos p-divisibles, por definición, son limites directos de esquemas en grupos de
rango finito. De aquí que en la segunda parte nos concentremos a estudiar los S-esquemas en
grupos de rango finito, donde S = SpecR.
Nuestro propósito será discutir grupos con ciertas características esenciales para comprender el
material de los capítulos que siguen. Entre estos grupos se cuentan los grupos étales, multiplicativos,
unipotentes y bi-conexos.
Denotaremos por GFP/S la categoría de los S-esquemas en grupos de rango finito, y por
GFPET/, GFPM/S, GFP oo/S, las categorías de los grupos étales, multiplicativos y biconexos,
respectivamente.
La importancia de estas categorías se resume en el siguiente teorema:
Teorema 1.2.1. Si k es un campo perfecto entonces,
pGFP/k = pGFPM/k × pGFP oo/k × pGFPET/k
Donde p denota el hecho de que solo consideraremos elementos que tienen rango una potencia
de p.
La última parte de la tesis está consagrada al estudio de los módulos de Dieudonné. Nuestra
motivación es el siguiente hecho: sea E una curva elíptica sobre un campo finito, que por simplicidad
tomaremos como k = Fp. Sea l un número primo diferente de p. Como veremos, E[ln] es un k-
esquema de grupo Étale, y en consecuencia:
E[ln](k̄) ' (Z/lnZ)2,
de donde definimos el modulo de Tate de E con respecto a l, como
Tl(E) = lim←−E[l
n](k̄).
El limite se toma sobre el sistema proyectivo
. . .→ E[pn+1](k̄) p→ E[pn](k̄) p→ . . .→ E[p2] p→ E[p](k̄).
Cuando l = p, puede suceder que E[ln](k̄) = 0, o E[ln](k̄) = Z/lnZ, por ende en el caso l = p el
modulo de Tate de E, Tl(E), podría ser cero, lo cual no tendría ningún interés. Así que en este caso
consideramos el modulo de Dieudonné, que será un modulo construido a partir del grupo p-divisible
E[p∞]. Como veremos, dicha correspondencia es funtorial, y es aquí donde la descomposición dada
en el Teorema 0.0.1 juega un papel destacado.
Por último, mostraremos el siguiente teorema:
Teorema 1.2.2. Sea E una curva elíptica sobre Fp, y sea l un número primo. Si l 6= p, sea Ml el
módulo de Tate respecto a l. Si l = p, sea Mp el módulo de Dieudonné que corresponde a E[p∞].
Entonces
#E(Fp) = det(1− Frobp),
donde Frobp : E → E es dado por x 7→ xp, y 1−Frobp denota el morfismo inducido sobre Ml.
Curvas elípticas.
1.3. Curvas elípticas sobre los racionales.
En ésta sección definiremos curvas elípticas sobre los números racionales, Q, y mostraremos
que éstas resultan ser variedades abelianas sobre los racionales.
A continuación introduciremos la forma normal de Weierstrass.
Consideremos la ecuación general de una ecuación cúbica
ax3 + bx2y + cxy2 + dy3 + ex2 + fxy + gy2 + hx+ iy + j = 0,
donde a, b, c, d, f, e, i, j ∈ Q.
Por ejemplo, una ecuación cúbica sería
x3 + y3 = 1, (1.1)
que en la forma homogénea es
x3 + y3 = z3. (1.2)
Uno de los problemas fundamentales de la aritmética diofantina consiste en encontrar todas las
posibles soluciones enteras de la ecuación 1,2, que es equivalente a encontrar soluciones racionales
de la ecuación (1.1).
Notemos que la ecuación (1.2) es un caso particular del teorema de Fermat, que afirma lo
siguiente:
Teorema 1.3.1. Teorema de Fermat.
Sea n > 2, y consideremos la ecuación
Xn + Y n = Zn.
Si a, b, c ∈ Z son solución de la ecuación anterior entonces debe cumplirse que abc = 0.
En otras palabras, la ecuación anterior no tiene solución, excepto por las soluciones triviales.
En consecuencia, la ecuación 1,1 no tiene soluciones racionales.
Pero si suponemos que una curva cúbica C tiene dos puntos racionales, siempre podemos
producir otro punto racional de la siguinete manera: sean x0, y0 los puntos racionales en C y sea L
la linea recta que pasa por x0, y0. Entonces, el Teorema de Bézout nos garantiza que la intersección
de la linea recta L con la curva C, además de los puntos x0, y0 ha de contener un nuevo posible
punto, que lo denotaremos por x0 • y0.
Incluso, basta un sólo punto racional x0 sobreC para obtener otro punto racional sobre la curva,
pues siempre podemos tomar L como la recta tangente a la curva en x0. Así que L intersectaría
C dos veces en x0, y en otro punto que denotaremos x0 • x0.
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Esta breve discusión nos muestra que conocido un punto racional podemos producir nuevos
puntos racionales en la curva cúbica. No obstante, en general esto no es suficiente para que la
operación • haga de C un grupo abeliano, pues no es claro cuál elemento representaría la identidad
aditiva bajo esta operación.
Por esta razón vamos a considerar siempre curvas cúbicas C con un punto racional destacado
ϑ. Así que dados x0, y0 puntos racionales en C podemos definir x0 + y0 = (x0 • y0) • ϑ.
Proposición 1.3.2. Sea C una curva cúbica, y sea ϑ un punto racional. Denotemos por C(Q) el
conjunto de las soluciones racionales de C. Entonces C(Q) es un grupo abeliano bajo la operación
+.
Demostración. ϑ es el elemento neutro. En efecto veamos que x0 + ϑ = x0. De la definición
de la operación suma se sigue: x0 + ϑ = (x0 • ϑ) • ϑ. Supongamos que y0 = x0 • ϑ, es decir,
que y0 es la intersección de la recta que pasa por x0 y ϑ con la curva C. Ahora, por definición
y0 • ϑ es la intersección de la recta que pasa por y0 y por ϑ con la curva C. Este punto es
precisamente x0.
Existencia de los inversos. Veamos que para todo x0 ∈ C(Q) existe −x0 ∈ C(Q) tal que
x0 + (−x0) = ϑ. Sea y0 = ϑ • ϑ, y definimos −x0 = x0 • y0. Entonces x0 + (−x0) =
(x0 • −x0) • ϑ = (y0) • ϑ = ϑ.
Por último, la asociatividad se puede verificar haciendo cómputos similares que omitiremos
por razones de espacio (el lector puede remitirse a cualquiera de las referencias). Podemos
concluir entonces que la operación satisface los axiomas de un grupo abeliano.
Notemos que la estructura del grupo es independiente de ϑ, puesto que si ϑ′ es otro punto
racional sobre C, entonces la función C(Q)→ C(Q) dada por x0 7→ x0 +(ϑ−ϑ′) es un isomorfismo
de grupos abelianos.
Definición 1.3.3. Curva Elíptica.
Toda curva elíptica E sobre Q puede escribirse en la forma
Y 2Z + a1XY Z + a3Y Z




con ai ∈ Q.
Notemos que el punto [0, 1, 0] está siempre sobre la curva. Consideremos la curva E en coorde-
nadas no homogéneas,
y2 + a1xy + a3y = x
3 + a2x
2 + ax + a6.
Notemos que podemos eliminar los términos mixtos haciendo el cambio de variable,
y 7→ 1
2
(y − a1x− a3).
De aquí obtenemos,
y2 = 4x3 + b2x
2 + 2b4x+ b6, (1.3)
donde b2 = a21 + 4a4, b4 = 2a4 + a1a3, b6 = a23 + 4a6.





La nueva expresión para E es:
y2 = x3 − 27c4x− 54c6,
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donde c4 = b22 − 24b4, c6 = −b32 + 36b2b4 − 216b6.
De esta manera hemos escrito E como una curva curva cúbica, con elemento neutro [0, 1, 0],
denominado el punto infinito.
Definición 1.3.4. Forma de Weierstrass.
Decimos que una curva elíptica tiene la forma de Weierstrass, si la ecuación que la define tiene
la forma
y2 = x3 + Ax+B.
A toda curva escrita en la forma y2 = x3 +Ax+B asociaremos dos cantidades que jugarán un
papel importante:
Su discriminante ∆ = −16(4A3 + 27B2).




Con estas definiciones pasamos a demostrar la siguiente proposición:
Proposición 1.3.5. Dos curvas elípticas sobre C con discriminante no nulo son isomorfas si y sólo
si tienen el mismo j-invariante.
Demostración. Sean
E : y2 = x3 + Ax+B,
E ′ : y2 = x3 + A′x+B′.
Primero mostremos que E y E ′ son isomorfas sí y sólo si existe r ∈ C∗ tal que si (x, y) ∈ E entonces
(r2x, r3y) ∈ E ′. Para ello definamos los polinomios P (x, y) = r2x y Q(x, y) = r3y. Vemos entonces
que el morfismo φ : E → E ′, dado por φ(x, y) = (P (x, y), Q(x, y)), es un isomorfismo.
Ahora mostremos que si E y E ′ son isomorfas entonces siempre es posible escoger r con las
propiedades anteriores. Sabemos que si E y E ′ son isomorfas existen polinomios P (x, y), Q(x, y)
tales que sí (x0, y0) ∈ E entonces (P (x0, y0), Q(x0, y0)) ∈ E ′. Así que E ′ es precisamente el conjunto
de ceros del polinomio (Q(x, y))2 = (P (x, y))3 +A′(P (x, y))+B′. De donde se sigue: Q(x, y) = r3y,
y P (x, y) = r2x. Como estos polinomios inducen un isomorfismo, vemos entonces que r 6= 0.
Ahora mostremos que sí E y E ′ son isomorfas entonces j(E) = j(E ′). Sabemos que existe
r ∈ C∗ tal que si (x, y) ∈ E entonces (r3x, r2y) ∈ E ′. De aquí se deduce que A′ = r4A y B′ = r6B,
luego, de la definición de j, concluimos que j(E) = j(E ′).
















6 . Como E : y2 = x3 +B y E ′ : y2 = x3 +B′, si (x, y) ∈ E, entonces (r2x, r3y) ∈ E ′,
de donde se deduce que E y E ′ son isomorfas.
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Si (x, y) ∈ E entonces (r2x, r3y) ∈ E ′.




Así que sí (x, y) ∈ E vemos que (r2x, r3y) ∈ E ′, donde r = (A′/A)1/4.
Nota 1.3.6. Notemos que la prueba anterior sigue siendo válida para todo campo K algebraica-
mente cerrado de característica mayor o igual a cinco.
Utilicemos la ecuación
E : y2 = x3 + Ax+B,
para derivar fórmulas explicitas para la suma de puntos sobre la curva. Sea P = (x, y) ∈ E;
entonces Q = (x,−y) ∈ E. Veamos que P +Q = 0. Para ello recordemos que P +Q = (P •Q) •ϑ,
donde ϑ es el punto infinito. Así que P +Q = ϑ • ϑ = ϑ, y por tanto −P = (x,−y).
Ahora, sean P1 = (x1, y1), P2 = (x2, y2) ∈ E. Calculemos P1 + P2. Sabemos que
P1 + P2 = (P1 • P2) • ϑ.
Supongamos que P1 • P2 = (x3, y3). Sabemos que (x3, y3) • (x3,−y3) = ϑ. Luego (x3, y3) • ϑ =
(x3,−y3), y en consecuencia
P1 + P2 = (x3,−y3).
De otro lado, la recta que pasa por los puntos P1 y P2 es
y = mx+ t,
donde m = y2−y1
x2−x1 y t = −mx1 + y1.
Notemos que los puntos de intersección de esta recta con E son P1, P2, P1 • P2. Luego, reem-
plazando la ecuación de la recta en la ecuación de E obtenemos la ecuación:
(mx+ t)2 = x3 + Ax+B.
Por consiguiente
x3 −m2x2 + (A− 2m)x+B − t2 = (x− x1)(x− x2)(x− x3).
Vemos entonces que
m2 = x1 + x2 + x3.
Luego
x3 = m
2 − x1 − x2,
y
y3 = mx3 + t.
11
ejemplo 1.3.7. Consideremos la curva elíptica
y2 = x3 + 17.








de donde se sigue que x3 = (1/13)2 + 1 − 2 = −89 y y3 = (1/13)(−8/9) + (13/2) = 109/27. Esto
implica que






1.4. Curvas elípticas sobre los complejos.
En esta sección estudiaremos propiedades particulares de curvas elípticas cuyos coeficientes son
números complejos. Empecemos por demostrar el siguiente teorema.
Teorema 1.4.1. Sea E una curva elíptica sobre C. Entonces E es una variedad abeliana. Dos
curvas no singulares son isomorfas si tienen el mismo j-invariante.
Demostración. Notemos que la operación +, definida en la sección anterior, no depende del campo
donde se encuentren los puntos de E, y que E con esta operación es un grupo abeliano.
Notemos que si E es una curva elíptica no singular entonces ∆ 6= 0. En efecto, sea
E : y2 = x3 + Ax+B
entonces E es singular si y sólo sí el polinomio x3 + Ax + B no es separable. Es decir, si su
discriminante es cero. Pero el discriminante es el producto de las raíces del polinomio, que en este
caso sería a3 + 27b2. Así que E es singular si y sólo si ∆ = 0.
En consecuencia, si E y E ′ son no singulares deducimos que sus respectivos discriminantes son
no cero, y podemos entonces aplicar el mismo argumento de la Proposición 1,3,5.
Definición 1.4.2. Latice.
Λ ⊂ C es un latice, si existen w1, w2 ∈ C linealmente independientes sobre R tales que Λ =
w1Z⊕ w2Z.
Decimos que dos latices, Λ y Λ′ son equivalentes si existe a ∈ C∗ tal que Λ′ = aΛ.
El objetivo de esta sección es mostrar que hay una biyección entre el conjunto de latices modulo
equivalencia y el conjunto de las curvas elípticas no singulares sobre C modulo isomorfismos.
Sea Λ ⊂ C un latice. Entonces C/Λ es una superficie de Riemann compacta. En el abierto
U ⊂ C/Λ definamos ϑ(U) como el conjunto de las funciones homolomorfas sobre U que sean Λ-
periódicas. Denotemos por ϑ(C/Λ) = C, y al campo de las funciones meromorfas sobre C/Λ por
C(Λ).
Definición 1.4.3. Función elíptica.
Sea Λ ⊂ C un latice. Entonces una función elíptica relativa al latice Λ es una función meromorfa
f(z) sobre C tal que
f(z + w) = f(z),
para todo z ∈ C, y para todo w ∈ Λ.
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Esta función es conocida como la función de Weierstrass de la latice Λ. Asociada también a éste






Enunciemos a continuación sin demostración el siguiente teorema sobre la series de Einstein de
peso 2k y sobre la función p(z,Λ)
Teorema 1.4.4. Sea Λ ∈ C un latice. Entonces:
G2k(Λ) converge absolutamente, si k>1.
p(z,Λ) converge absolutamente y uniformemente sobre todo subconjunto compacto de C\Λ.
p(z,Λ) es un función elíptica par.
Ahora, consideremos,








Entonces p′(z,Λ) ∈ C(Λ), y del último literal del teorema vemos que p(z,Λ) ∈ C(Λ). Por consi-
guiente p(z,Λ) y p′(z,Λ) son algebraicamente dependientes, puesto que el grado de trascenden-
cia de C(Λ) es igual a 1. Esto último se sigue del hecho de que C/Λ se pueda ver como los
ceros de una curva algebraica. De hecho tenemos que p′(z, λ) y p(z, λ) satisfacen el polinomio




Más precisamente f(p(z,Λ), p′(z,Λ)) = 0 en C(Λ).
Por construcción tenemos que f(p(z,Λ), p′(z,Λ)) ∈ C(Λ). Además ésta expresión es holomorfa
en cero, y su valor en el origen es cero: f(0) = 0. Luego f(p(z,Λ), p′(z,Λ)) deber ser constante, e
igual a cero. Así que hemos probado la siguiente proposición:
Proposición 1.4.5. Sea Λ un latice. Entonces
(p′(z,Λ)2) = 4p(z,Λ) + g2p(Λ) + g3(Λ).
Ahora mostremos que y2 = 4x3 + g2x + g3 es una curva no singular; es decir, veamos que
(g2)
3−27(g3)2 6= 0. Esto último equivale a mostrar que el polinomio h(x) = 4x3 +g2x+g3 no tiene
raíces múltiples.
Notemos que h(p(z,Λ)) = (p′(z,Λ))2. Por consiguiente, si ω es un cero de (p′(z,Λ)), se sigue
que p(ω,Λ) es un cero de h. Supongamos, sin pérdida de generalidad, que nuestra latice está dada



































,Λ), se seguiría que p(z,Λ) −
p(w1
2
,Λ) tiene dos ceros de multiplicidad 2: (w1/2, w2/2). Pero p(z,Λ) − p(w12 ,Λ) se satisface en
el paralelograma fundamental, que es un cojunto compacto, y tiene sólo un polo doble en cero.
Sabemos que la suma de las multiplicidades de los polos y ceros sobre el paralelograma fundamental





similar se demuestra que los puntos restantes son diferentes entre ellos. De aquí que el polinomio
h(x) tenga todas sus raíces diferentes, y por tanto el discriminante es diferente de cero:
(g2)
3 − 27(g3)2 6= 0.
En conclusión, si definimos EΛ = {(x, y) ∈ C2|y2 = 4x3 − g2(Λ)x − g3(Λ)} ∪ {[0 : 1 : 0]} la
curva EΛ es una curva elíptica no singular.
Proposición 1.4.6. Sea Λ una latice, entonces C/Λ ' EΛ, bajo la aplicación z̄ 7→ (p(z,Λ), p′(z,Λ))
si z /∈ Λ, e infinito en caso contrario.
Demostración. Notemos que la aplicación está bien definida, puesto que p(z,Λ) y p′(z,Λ) son Λ
periódicas. La continuidad se sigue de las definiciones de p y p′. Ahora, como ambas superficies
son compactas es suficiente mostrar que esta aplicación es biyectiva.
Notemos que la inyectvidad se sigue directamente de las definiciones. Ahora, si a, b ∈ C son




Sabemos que p− a tiene un polo doble en cero, luego debe tener un cero. Por consiguiente existe z
tal que p(z) = a. Así que p′(z,Λ)2 = b2, de donde p′(z,Λ) = b o p′(z,Λ) = −b. En el primer caso la
validez de la proposición se sigue de inmediato. Si ocurre el segundo caso vemos que p′(−z,Λ) = b,
puesto que p′ es impar; y como p es par, se deduce entonces que p(−z,Λ) = a.
Hemos construido una asignación
ι : {latices}/ ∼→ {curvaselpticas}/ ',
dado por Λ 7→ C/Λ.
Mostremos que ι es una biyección. Notemos primero que está bien definida, puesto que si Λ ∼ Λ′
entonces existe a ∈ C∗ tal que Λ′ = aΛ. Luego C/Λ ' CΛ′ bajo la aplicación z̄ 7→ āz.
Supongamos que C/Λ ' C/Λ′, así que EΛ ' EΛ′ . Ya sabemos que existe r ∈ C∗ tal que si
(x, y) ∈ EΛ entonces (r2x, r3y) ∈ EΛ′ . Luego, la multiplicación por r induce un isomorfismo entre
CΛ y CΛ′. Luego Λ′ = rΛ, y por ende ι es inyectiva.
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Ahora mostremos que es sobreyectiva, es decir, que toda curva elíptica es isomorfa a C/Λ para
cierto latice Λ.
Sea E la curva elíptica y2 = 4x3− ax− b, tal que a3− 27b2 6= 0. Queremos encontrar Λ tal que
g2(Λ) = a y g3(Λ) = b, o lo que es equivalente, encontrar Λ tal que j(E) = j(EΛ).
Notemos que j : {curvaselpticas}/ '→ C es sobreyectiva (el argumento que ya dimos en el
párrafo anterior).
Notemos que Λ = w1Z ⊕ w2Z, y por tanto que im(w1/w2) > 0 o im(w2/w1) > 0. Sin pérdida
de generalidad supongamos que ocurre el primer caso. Luego Λ ' Λ′ donde Λ′ = Z⊕ w1/w2Z. De
aquí que si H denota el semiplano de los complejos entonces la aplicación H→ {latices}/ ∼ dada
por z 7→ Z⊕ zZ = Λz deba ser sobreyectiva.






donde ∆(Λz) = −16((g2(Λz)3 − 27(g3(Λz)2). Vamos a mostrar que ĵ es sobreyectiva. Notemos que
ĵ(z) = j(EΛz), y por un argumento anterior, sabemos que existe z ∈ H tal que Λ ∼ Λz. Luego
EΛ ' EΛz . Es decir, j(EΛ) = j(EΛz). Por consiguiente es suficiente mostrar que ĵ es sobreyectiva.
Primero mostremos que ĵ es continua. En efecto,






Luego la aplicación z 7→ g2(Λz) es continua. De igual manera se tiene que la aplicación z 7→ g3(Λ2)
es continua, y como hemos demostrado que (g2(Λz))3− 27(g3(Λz))3 no es cero para ninguna latice,
se deduce que ĵ está bien definida, y es continua. El Teorema de la función abierta nos garantiza
que ĵ(H) ⊂ C es abierto.
Ahora mostremos que ĵ(H) es cerrado en C. Notemos que el grupo SL2(Z) actúa sobre H de






D = {z ∈ H||Re(z)| ≤ 1/2, 1 ≤ |z|},
es un dominio fundamental de la acción de SL2(Z) sobre H.
Utilicemos en este punto el siguiente lema:










donde γ = (a, b, c, d).
Del lema se sigue inmediatamente que ĵ(γ.z)) = ĵ(z). Por consiguiente, si x0 ∈ C es un punto
de acumulación de ĵ(H), existe una sucesión zn ∈ D tal que ĵ(zn)→ x0.
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Como ĵ(z)→∞ cuando |Im(z)| → ∞ entonces la parte imaginaría de zn, Im(zn), es acotada.
Pues de lo contrario Im(zn)→∞ y en consecuencia se tendría que ĵ(zn)→∞ y en consecuencia
que x0 =∞, lo que es absurdo.
Concluimos entonces que |Re(zn)| ≤ 1/2 y que Imzn ≤M , para cierto real positivo M . Luego
la sucesión zn está contenida en un compacto C que a su vez está contenido en D. Luego existe
z0 ∈ C ⊂ H tal que zn → z0. De la la continuidad de ĵ concluimos que ĵ(zn) → ĵ(z0). Y como el
limite es único, vemos que x0 = ĵ(z0).
Hemos demostrado que ĵ(H) es un abierto y un cerrado de C, y por ende ĵ(H) = C. Esto
demuestra el siguiente teorema:
Teorema 1.4.8. Toda curva elíptica E sobre C es de la forma C/Λ para cierto latice.
Observemos que dada la curva elíptica E = C/Λ podemos calcular el kernel de m : E → E, la
multiplicación por un entero m, como sigue: supongamos que Λ = w1Z⊕w2Z, entonces si mx = 0
se sigue que mx = w1n1 +w2n2, de donde se deduce x = w1(n1/m) +w2(n2/m). Por consiguiente,
si denotamos por E[m] el kernel de la multplicación por m, vemos entonces que
E[m] ' (Z/mZ)2,
donde ∼ denota una biyección.
Nota 1.4.9. Notemos que dada cualquier curva elíptica E tiene perfecto sentido considerar la
aplicación m : E → E, de la cual nos interesaría conocer el grupo abeliano E[m]. Hasta este
momento solo podemos afirmar que toda curva elíptica sobre el campo de los complejos tiene la
propiedad de que E[m] tiene m2 elementos. No obstante, no podemos afirmar que E[m] es isomorfo
al grupo (Z/mZ)2, puesto que el morfismo de la Proposición 1,4,6 no es, a priori, un homomorfismo
de grupos abelianos.
Sin embargo, como veremos en la sección siguiente, esta afirmación es siempre cierta.
1.5. Curvas Elípticas.
Sabemos que una curva elíptica E sobre una campo K en el espacio P2(K) puede definirse
mediante un polinomio de la forma
Y 2Z + a1XY Z + a3Y Z
2 = X3 + a2X
2Z + a4XZ
2 + a6Z3,
con ai ∈ K, en la cual hay un punto distinguido: [0, 1, 0].
Un resultado fundamental de la geometría algebraica nos dice que el género g(C) de una curva
no singular C en el plano proyectivo P2(K) (recordemos que g(C) se define como la dimensión
de la primera cohomología de la sheaf estructural de la curva) puede calcularse en términos del
polinomio homogéneo que define la curva: si C se define como los ceros del polinomio homogéneo





En el caso de una curva elíptica vemos entonces que
g(E) = 1.
De aquí que una curva elíptica pueda definirse de manera intrínseca como una curva no singular
de género 1, junto con un punto distinguido.
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Definición 1.5.1. Curva Elíptica.
Sea K un campo. A la pareja (E,O) se le denomina una curva elíptica abstracta sobre K,
denotada por E(K), si E es una curva proyectiva no singular de género 1 y O ∈ E.
Nota: Supondremos, mientras no se advierta lo contrario, que el campo sobre el cual está
definido E es un campo algebraicamente cerrado.




nP (P )|nP ∈ Z, P ∈ C},
donde esta suma es finita.





donde ordP (f) es el orden de anulación de f en P .
Definición 1.5.2. Grado de un divisor.
Dado un divisor D =
∑




Definición 1.5.3. Divisor principal.
Decimos que D ∈ Div(C) es un divisor principal si existe f ∈ K(C) tal que D = div(f).
Definición 1.5.4. Sea φ : C1 → C2 un morfismo no constante. El grado de φ se define como
degφ = [K(C1) : φ
∗K(C2)].
Si E(K) es una curva elíptica abstracta, veamos que siempre existe una curva elíptica plana
C ⊂ P2(K) isomorfa a E(K). Veamos que esto se sigue del Teorema de Riemman-Roch. En efecto,
Riemann-Roch nos dice que para cualquier curva divisor D, la dimensión l(D) del K-espacio
vectorial
L(D) = {f ∈ K(E)∗| −D ≤ div(f)} ∪ {0},
donde D es un divisor de grado mayor que 2g − 2, puede calcularse como
l(D) = degD − g + 1,
donde g es el género de la curva.
En el caso de una curva elíptica g = 1, luego la fórmula anterior es válida si degD > 0.
Pero si se diera que degD ≤ 0 entonces se tendría que l(D) sería 0 o 1. En efecto, si degD < 0
entonces L(D) = {0}, puesto que sí f ∈ L(D) con f 6= 0 tendríamos que −D ≤ div(f), y en
consecuencia 0 ≤ deg(div(f) + D). Pero deg(divf) = 0, de donde se deduciría 0 ≤ degD, lo cual
es una contradicción. De aquí que en este caso l(D) = 0. Ahora, sí se da que degD = 0, se tendría
entonces que f ∈ L(D), lo cual significa que f no tiene polos y por consiguiente f debe ser una
constante.




Luego l(n(O)) = n, así que existe {1, x} ∈ K(E), una base para el espacio vectorial L(2(O)).
Luego podemos suponer que x tiene un polo de orden 2. Luego deberá existir y ∈ K(E) de orden
3 tal que {1, x, y} es una base para {L(3(O))}. Además, L(6(O)) contiene las siete funciones
1, x, y, x2, xy, y2, x3. En consecuencia deben existir A1, . . . , A7 ∈ K, no todos ceros, tales que
A1 + A2x+ A3y + A4x
2 + A5xy + A6y
2 + A7x
3 = 0.
Notemos que los conjuntos {1, x, y, x2, xy, x3} y {1, x, y, x2, xy, y2} forman una base para L(6(O)).
Por ende A6A7 6= 0. Hagamos el cambio de variable de x por −A1A7x y de y por A6A27y, y divi-
damos luego por A36A47. Obtenemos así la curva



















xy + y2 − x3 = 0.
Esta ecuación es precisamente la ecuación de una curva elíptica en forma de Weierstrass, que
denotaremos por C. Definamos
ψ : E → P2,
por z → [x(z), y(z), 1]. Notemos que ψ está bien definida, puesto que x = f/t2, y = g/t3, donde t es
una función que genera el ideal maximal de K(E)O (t siempre existe pues E es no singular lo cual
implica que K̄[E]P es un anillo de valoración discreta para todo punto P ∈ E). Como g(O) 6= 0
(y tiene un polo de orden 3 en O) se sigue que t3y(O) 6= 0, y por consiguiente ψ(O) = [0, 1, 0]. Es
claro que ψ está bien definida en el resto de puntos.
Mostraremos ahora que ψ es un isomorfismo. Para este fin apelamos a la noción de grado de
una curva, que recordaremos a continuación.
Sean C1, C2 dos curvas sobre K y φ : C1 → C2 un morfismo no constante. El morfismo φ es
sobreyectivo, puesto que como C1 es irreducible entonces φ(C1) ⊂ C2 también lo es, de donde se
sigue la sobreyectividad. Por consiguiente tenemos que
φ∗ : K(C2) ↪→ K(C1).
Ahora, como el grado de trascendencia de cada uno de estos campos sobre K es 1, entonces la
extensión es finita: [K(C1) : K(C2)].
Para completar la demostración de que que ψ es un isomorfismo, mostremos primero que
K(E) = K(x, y). En efecto consideremos el morfismo E → P1(K) definido por e 7→ [x(e), 1], el cual
tiene grado 2, es decir [K(E) : K(x)] = 2. De manera similar se demuestra que [K(E) : K(y)] = 3.
Luego [K(E) : K(x, y)] divide a los enteros 2 y 3, de donde se ve que K(E) = K(x, y) y en
consecuencia ψ es un morfismo de grado 1.
Para ver entonces que el mapeo φ : C1 → C2 un isormorfismo bastaría demostrar que C es
suave. Veamos que este es el caso. En efecto, si C fuera singular existiría (a, b) ∈ C tal que
Fx(a, b) = 0,
Fy(a, b) = 0.























xy + y2 − x3 = 0.









t) de donde τ ◦α = IdP1 , y por ende el grado de τ sería igual a 1. Luego τ ◦φ : E → P1
es de grado 1, y dado que E y P1 son suaves, entonces τ ◦ φ debe ser un isomorfismo. De aquí
se sigue entonces que g(P1) = 1, lo cual es absurdo. Hemos demostrado entonces que C debe ser
suave. Lo anterior nos permite concluir el siguiente teorema:
Teorema 1.5.5. Sea (E,O) una curva elíptica sobre K. Entonces existen funciones x, y ∈ K(E)
tales que el morfismo
φ : E(K)→ P1, φ = [x, y, 1],
es un isomorfismo de E(K) a una curva elíptica C definida por una ecuación de Weierstrass
C : Y 2 + a1XY + a3Y = X
3 + a2X
2 + a4X + a6.
Nuestro próximo objetivo es mostrar que E es isomorfo como grupo al grupo de Picard Pico(E).
Definición 1.5.6. Grupo de Picard.
Es claro que Div(C) es un grupo abeliano bajo la suma componente a componente.
Sean D,D′ ∈ Div(C). Decimos que D ∼ D′, si y solamente sí, D − D′ = div(f), para algún
f ∈ K(C). Notemos que esta es una relación de equivalencia, puesto que D′ −D = div(1/f); y sí
D ∼ D′ y D′ ∼ D′′, entonces existe g ∈ K(C) tal que D′−D′′ = div(g). Luego D−D′′ = div(fg).
El grupo de Picard de C se define como
Pic(C) = Div(C)/ ∼ .
Ahora, dado un divisor D =
∑
nP (P ) definimos deg(D) =
∑
nP . Luego, si consideramos
Divo(C) = {D ∈ Div(C)|deg(D) = 0} como degdiv(f) = 0, para todo f ∈ K(C), entonces para
todo f ∈ K(C) se tiene div(f) ∈ Divo(C). De aquí que la relación de equivalencia definida más
arriba tenga sentido sobre Divo(C). Esto nos permite definir
Pico(C) = Divo(C)/ ∼ .
Notemos que, en general, Divo(C) no es un grupo abeliano, y en consecuencia Pico tampoco
lo es en todos los casos. Pero cuando se trata de una curva elíptica, Pico(E) sí lo es.
En efecto, para mostrar que Pico(E) es un grupo abeliano es suficiente mostrar la existencia
de un inverso para cada elemento. Tomemos D ∈ Divo(E), y veamos que existe f ∈ K(E) tal
que deg(div(f) + D) = 0. La clase de D′ = div(f) +D sería entonces la inversa de la clase de D.
Veamos la existencia de este f . Para ello consideremos el conjunto
{g ∈ K(E)|div(g) +D ≥ 0}.
El teorema de Riemman Roch nos garantiza que este conjunto es un K-espacio vectorial de di-
mensión 1. Sea f su generador. Si definimos D′ = div(f) +D, tenemos que deg(D′) = 0, y por lo
observado anteriormente, concluimos que Pico(E) es abeliano.
Veamos ahora que existe de hecho un isomorfismo entre Pico(E) y E.
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Definamos χ : E → Pico(E) por P 7→ [(P ) − (O)], donde [(P ) − (O)] denota la clase de
(P )− (O). Veamos que χ es un isomorfismo. Para ello construiremos σ : Pico(E)→ E, su inversa
que sea la inversa.
Dado D ∈ Divo(E), existe un único P ∈ E tal que D ∼ (P )− (O). En efecto, por Riemman-
Roch l(D + (O)) = 1, luego existe f ∈ K(E) tal que
−D −O ≤ div(f).
Como degdiv(f) = 0, concluimos que existe P ∈ E tal que
div(f) = −D − (O) + (P ).
De aquí se deduce que D ∼ (P )− (O).
Ahora, supongamos que existe Q ∈ E tal que D ∼ (Q) − (O). Entonces (P ) − (O) ∼ (Q) −
(O), y por ende (P ) ∼ (Q). Es decir, existe g ∈ K(E) tal que div(g) = (P ) − (Q) > −(Q),
y por consiguiente g ∈ L((Q)). Como l(Q) = 1, y teniendo en cuenta que si c ∈ K es una
función constante entonces 0 = div(c) > −(Q), deducimos que L((Q)) = K. Por consiguiente f es
constante, de donde se sigue (P ) = (Q).
Definamos σ : Divo(E)→ E porD 7→ P , donde P es el único punto de E tal queD ∼ (P )−(O).
Notemos que si D ∼ D′ entonces, por el argumento anterior, σ(D1) = σ(D2) si y sólo si D1 ∼ D2.
Luego σ : Pico(E)→ E está bien definido, y es inyectiva. Es además sobreyectiva, pues sí P ∈ E,
se cumple que (P )− (O) ∈ Divo(E) y σ((P )− (O)) = P . Finalmente, se sigue inmediatamente de
la definición que σ y χ son inversas, una de la otra.
Veamos ahora que χ es también es un isomorfismo de grupos abelianos. Es decir, mostremos
que χ(P +Q) = χ(P ) + χ(Q). En efecto, sean P,Q ∈ E, y sea
f(X, Y, Z) = aX +BY + cZ,
la recta L en P2 que pasa por P y Q. Sea R el punto de intersección de L con E, y sea
g(X, Y, Z) = dX + eY + hZ,
la recta L’ en P2 que pasa por R y O. Vemos entonces que el punto de intersección de L′ y E es
(P +Q). Además, la intersección de E con la linea Z = 0 es el punto O, con multiplicidad 3, por
consiguiente
dif(f/Z) = (P ) + (Q) + (R)− 3(O),
y
g/Z = (R) + (O) + (P +Q)− 3(O) = (R) + (P +Q)− 2(O).
De aquí se sigue que
div(g/f) = (P +Q)− (P )− (Q) + (O) ∼ 0.
Es decir:
[(P +Q)− (P )− (Q) + (O)] = 0.
Ahora, por definición
χ(P +Q) = [(P +Q)− (O)], χ(P ) = [(P )− (O)], χ(Q) = [(Q)− (O)].
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Luego
χ(P +Q)− χ(P )− χ(Q) = [(P +Q)− (P )− (Q) + (O)],
y por consiguiente
χ(P +Q) = χ(P ) + χ(Q).
El razonamiento anterior demuestra el siguiente teorema:
Teorema 1.5.7. Sea E una curva elíptica. Entonces E
χ
'−→ Pico(E) y σ son isomorfismos de
grupos.
El isomorfismo σ proporciona un criterio para saber cuando un divisorD =
∑
(nP )P ∈ Divo(E)
es principal: si D es principal entonces
∑
np = 0 y D ∼ 0. De esto último se sigue que σ(D) = O.
Es decir,
∑
[nP ]σ((P )− (O)) = O, pero σ((P )− (O)) = O, luego
∑
[nP ]P = O.
Ahora, supongamos que
∑
np = 0, y que
∑
[nP ]P = O. Entonces σ(D) = 0, de donde se sigue
que D es principal. Por consiguiente:
Corolario 1.5.8. Sea D =
∑
(np)P ∈ Div(E). Entonces D es principal si y sólo si∑
nP = 0,
y ∑
[nP ]P = O.
1.6. Isogenías.
Estudiemos ahora los morfismos entre curvas elípticas.
Definición 1.6.1. Isogenia.
Sean E y E ′ dos curvas elípticas sobre un campo K arbitrario. Decimos que un morfismo
φ : E → E ′ es una isogenia si es un morfismo que satisface que φ(O) = O′
Nota 1.6.2. Aquí la noción de morfismo se refiere a la categoría de los espacios anillados, puesto
que estamos considerando las curvas elípticas como variedades algebraicas.
Definimos
Hom(E,E ′) = {IsogeniasE → E ′},
el cual es claramente un anillo bajo la composición. Denotamos por
End(E) = Hom(E,E).
Para cada m ∈ Z asociamos un elemento de este último anillo,
[m] : E → E.
Que es precisamente P 7→ P + P . . . + P m-veces, si m > 0, y P 7→ −P − P . . . − P m-veces, si
m < 0. En otras palabras este morfismo es precisamente multiplicación por m.
Ahora mostremos que si m 6= 0 entonces [m] es un morfismo no constante. En efecto, veamos
primero que [2] 6= [0]. Notemos que si P ∈ E \ O, con P + P = O, entonces por el Teorema 1,5,5
podemos escribir E como
E : y2 = 4x3 + b2x
2 + 2b4x+ b6.
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Por ende, si P = (x, y) es tal que P + P = O entonces se sigue que
4x3 + b2x
2 + 2b4x+ b6 = 0.
Para un campo K con característica diferente de 2, el polinomio anterior tiene finitas raices. Luego
hay finitos puntos de orden 2.
Ahora, si la característica de K es igual a 2, se tiene la expresión
b2x
2 + b6 = 0.
Supongamos que b2, b6 6= 0. Si la ecuación no tiene solución sobreK entonces [2] 6= [0]. De otro lado,
si la ecuación tiene solución sobre K, digamos, x1,−x1 y si suponemos que [2] = [0], entonces E
tendría sólo tres puntos O,P = (x1, 0), Q = (−x1, 0); y como P 6= Q (x1 6= 0) entonces P +Q 6= O.
Pero P,Q 6= 0 y por tanto P +Q 6= P, P +Q 6= Q. De donde vemos que E(K) no sería un grupo,
lo cual es una contradicción. En consecuencia [2] 6= [0].
Ahora, b2 = 0 si y sólo si b6 = 0. Luego en este caso ∆ = 0, lo cual es absurdo puesto que E es
no singular.
Hemos demostrado entonces que [2] 6= [0].
Ahora, notemos que [mn] = [m] ◦ [n]. La idea es mostrar que si la característica de K es
diferente de 2, entonces E tiene un punto no trivial de orden 2. Se sabe que si P ∈ E, entonces la
coordenada x de 2P es
x4 − b4x2 − 2b6x− b8
4x3 + b2x2 + 2b4 + b6
.


























de donde ∆ = 0. Por tanto el residuo no es cero. En otras palabras, existe un x0 ∈ K̄ que anula a
4x3 + b2x
2 + 2b4 + b6 en orden más alto que al polinomio x4− b4x2− 2b6x− b8. Elegimos y0 ∈ K̄ tal
que P = (x0, y0) ∈ E. En consecuencia 2P = O, y P0 no es trivial. Ahora, sí m es impar, entonces
m = n2 + 1, de donde
[m]P = [n2]P + [1]P = [n]([2]P ) + P = P 6= O.
Por ende, si m es impar se sigue que [m] no es constante.
De otro lado, si m es par, m = n2, y [m] = 0. Como [2] 6= 0, entonces [2] es sobreyectiva. Luego
[n] = 0, y lo tanto n es par. Continuando por inducción se ve que m es una potencia de 2, y como
[2] es sobreyectiva, concluimos que [m] también lo es. En consecuencia [m] 6= 0. De aquí se seguiría
que [m] es trivial y no trivial, una contradicción. En conclusión: si m es par entonces [m] 6= 0.
Veamos que Hom(E,E ′) es un Z-módulo libre de torsión. Razonemos por el absurdo y supon-
gamos que existe φ ∈ Hom(E,E ′) diferente de cero, y m ∈ Z diferente de cero tal que [m]◦φ = [0].
Como φ 6= [0] entonces φ es sobreyectiva. Luego [m] = 0, así que, por el argumento anterior,m = 0,
lo cual es una contradicción. Por consiguiente, hemos mostrado que la aplicación Z→ Hom(E,E ′)
dada por m → [m] ◦ φ es inyectiva. De aquí se deduce que End(E) es un anillo de característica
cero.
Hemos demostrado entonces la siguiente proposición:
22
Proposición 1.6.3. Sea E una curva elíptica sobre K, donde K es un campo de característica
diferente de 2. Sea m ∈ Z, m 6= 0. Entonces el morfismo multiplicación por m,
[m] : E → E,
no es constante.
Además Hom(E,E ′) es un Z módulo libre de torsión, y End(E) es un anillo de característica
cero.
Nota 1.6.4. Es posible ver que la proposición anterior también se cumple para curvas elípticas E
sobre campos de característica igual a 2.
Sea E una curva elíptica. De la proposición anterior se deduce que el mapeo Z → End(E),
dado por m 7→ [m], es injectivo. De hecho este mapeo es un homomorfismo de anillos. Para ello es
suficiente mostrar que una isogenia no constante es un homomorfismo de grupos abelianos. Más
precisamente:
Proposición 1.6.5. Sean E,E ′ dos curvas elípticas y φ : E → E ′ una isogenia. Entonces
φ(P +Q) = φ(P ) + φ(Q).
Demostración. Si φ(P ) = 0, para todo P ∈ E, entonces no habría nada que probar. Supongamos
que φ no es constante. Definamos φ∗ : PicE → E ′ de la siguiente manera: sea [D] ∈ Pico(E);
entonces σ([D]) ∈ E; luego φ(σ[D]) ∈ E ′ y por ende χ(φ(σ[D])) ∈ Pico(E ′). Aquí, σ y χ hacen
referencia a los isomorfismos anteriormente construidos: σ, en el caso de E y χ, para E ′.
Por consiguiente φ∗ está bien definido. Ahora veamos que φ∗ es un homomorfismo de grupos.
Para ello notemos que φ∗[(P ) − (O)] = [(φ(P )) − (O)]. Luego φ∗([P ]) = [φ(P )], y por tanto este
mapeo es en efecto un homomorfismo de grupos.
Finalmente, por construcción, tenemos que: φ(P+Q) = φ(P )+φ(Q), puesto que φ∗(σ(P+Q)) =
[(φ(P ))− (O)] + [φ(Q)− (O)] = σ(φ(P ) + φ(Q)). Esto concluye la demostración.
Recordemos que nuestro objetivo es describir el conjunto E[m], que, por definición, es el kernel
de la aplicación [m] : E → E.
De la proposición anterior se sigue que [m] es un homomorfismo de grupos ableianos. Así
que E[m] es un grupo abelaino, que en el caso del campo de los números complejos, tiene una
cardinalidad igual a m2. Queremos en general ver que este grupo es finito, y conocer su estructura
como grupo abeliano.
El siguiente teorema nos será de gran utilidad para responder estas preguntas. Introduzcamos
antes las siguientes definiciones preliminares.
Recordemos que dado φ : C → C ′, un morfismo de curvas no constante, hemos definido su
grado como
degφ = [K(C) : K(C ′)].
Definimos ahora el grado de separabilidad y el grado de inseperabilidad de este morfismo.
Definición 1.6.6. Dado φ como en el párrafo anterior, definimos el grado de separabilidad de
φ, denotado por, degsφ, como el grado de la extensión del mayor campo separable entre K(C ′) y
K(C). Notemos que degsφ divide a deg φ.
Así que definimos el grado de inseparabilidad de φ, como el número natural, degi φ, tal que
degsφdegiφ = deg φ.
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Teorema 1.6.7. Sea φ : E → E ′ una isogenia no constante:
Para todo Q ∈ E ′
#φ−1(Q) = degs(φ),
y para todo P ∈ E ′,
eφ(P ) = degi(φ).
kerφ y Aut(K(E)/φ∗(K(E ′))) son isomorfos.
Si φ es separable, entonces φ es no ramificada y
#kerφ = degφ.
Además, K(E) es una extensión Galois de K(E ′).
Demostración. Si hacemos D = 0, y utilizamos la Proposición II. 6.9, de Robin Hartshorne,
Algebraic Geometry vemos que para todo Q ∈ E ′,∑
P∈φ−1(Q)
eφ(P ) = deg φ,
donde eφ(P ) = ord(φ∗tφ(P )) Sabemos que φ∗ : K(E ′) ↪→ K(E) es una extensión campos
de grado finito. Ahora, para cada punto P ∈ E, K[E]P , K[E ′]φ(P ) son anillos de valoración
discreta. Denotemos su completación bajo estas valoraciones por K̂(E ′) y por K̂(E). Entonces
φ induce una extensión de campos que satisface [K(E) : K(E ′)] = [K̂(E) : K̂(E ′)] = eφ(P )f ,
donde f es el grado de la extensión de los campos residuales.




donde τP (T ) = P + T . Vemos entonces que: (τP )∗ : K(E) → K(E). Por ende, f ∈ K(E ′)
τ ∗P (φ
∗(f)) = (φ ◦ τP )∗(f) = φ∗(f). Luego (τP )∗ ∈ Aut(K(E)/φ∗(K(E ′))), lo cual implica
que #φ−1(O′) ≤ degs(φ). Supongamos que esta desigualdad es estricita. Por consiguiente, si
eφ(R) = máx{eφ(P )|P ∈ φ−1(Q)}, se sigue que
degφ ≤ #φ−1(Q)eφ(R) < degsφeφ(R) = degφ,
lo que es una contradicción.
Luego debe seguirse la igualdad e inmediatamente obtenemos que para todo P ∈ E ′, eφ(P ) =
degiφ.
Sea P ∈ kerφ. Como vimos en el literal anterior τ ∗P ∈ Aut(K(E)/φ∗(K(E ′))). Ahora, esta
aplicación es un homomorfismo de grupos puesto que τS ◦ τT = τS+T = τT+S = τT ◦ τS.
Por el primer literal tenemos que: #kerφ = degsφ y por ser una extensión Galois se sigue
que
#Aut(K(E)/φ∗(K(E ′))) ≤ degs(φ).
Así que para mostrar que este mapeo es un isomorfismo es suficiente mostrar que nuestro
homomorfismo es injectivo. Sea P ∈ kerφ tal que τ ∗P es la identidad. Entonces τP : E → E
es la identidad, de donde P = O.
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Si φ es separable entonces, del primer literal se deduce que #kerφ = degφ; y del segundo
literal se sigue que
#Aut(K(E)/φ∗(K(E ′)) = degφ = [K(E) : φ∗(K(E ′))].
De donde deducimos que K(E)/φ∗K(E ′) es una extensión de Galois.
De lo anterior obtenemos el siguiente corolario:
Corolario 1.6.8. Sea φ : E → E ′, ψ : E → E ′′ isogenias no constantes, tales que φ es separable,
y kerφ ⊂ kerψ. Entonce existe λ = E ′ → E ′′ tal que λ ◦ φ = ψ.
Demostración. Del teorema anterior se sigue que K(E)/φ∗(K(E ′)) es una extensión de Galois, y
que Kerψ → Aut(K(E)/ψ∗(K(E ′′))) es una bijección, dada por T 7→ τ ∗T . Como Kerφ ⊂ kerψ
entonces los elementos de Gal(K(E)/φ∗(K(E ′))) ⊂ Aut(K(E)/ψ∗(K(E ′′))), es decir, los elementos
de Gal(K(E)/φ∗(K(E ′))) fijan a ψ∗(K(E ′′)). Por ende
ψ∗(K(E ′′)) ⊂ φ∗(K(E ′)) ⊂ K(E).
Ahora, definamos λ∗ : K(E ′′) → K(E ′) como sigue: sea x ∈ K(E ′′); luego ψ∗(x) ∈ φ∗(K(E ′)), de
donde vemos que existe f ∈ K(E ′) tal que ψ∗(x) = φ∗(f).
Definamos λ∗(x) = f , como φ∗ es uno a uno, vemos que λ∗ está bien definida y es un ho-
momorfismo de K-algébras. Entonces existe λ : E ′ → E ′′ y φ∗ ◦ λ∗ = ψ∗, de donde se deduce
que
λ ◦ φ = ψ.
En el resto de esta sección K denotará un campo algebraicamente cerrado y E una curva
elíptica definida sobre K. Supongamos además que m ∈ K es diferente de cero. En este caso vamos
a mostrar que el morfismo [m] es separable. Del teorema anterior se sigue que #E[m] = deg[m].
Por el momento vamos a utilizar hechos que serán demostrados más adelantes en la sección
acerca de sheafs de diferenciales. Para una curva C definimos el módulo de formas diferenciales,
que denotaremos por ΩC , como el K espacio vectorial generado por los símbolos de la forma dx,
con x ∈ K(C), tal que:
d(x+ y) = d(x) + d(y) para todo x, y ∈ K(C).
d(xy) = xd(y) + yd(x) para todo x, y ∈ K(C).
d(a) = 0, para todo a ∈ K.
Como veremos en el ejemplo 1,19,6, ΩC es un K(C) espacio vectorial de rango 1, y en el caso
de una curva elíptica
E : y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6,
se tiene que ΩE = dx2y+a1x+a3K(E), donde ω =
1
2y+a1x+a3
, es una forma diferencial invariante.
EntoncesK(E)/K( 1
2y+a1x+a3
) es una extensión separable. Luego, para mostrar que [m] es separable,
por la proposición 1,19,7, es suficiente mostrar que [m]∗ es inyectiva. De hecho [m]∗(w) = mω 6= 0,
puesto que m ∈ K no es cero. Luego [m]∗ es inyectiva.
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Ahora vamos a mostrar que deg[m] = m2.
Para ello introduzcamos la noción de isogenia dual. Dado φ : E → E ′, una isogenia, definimos
φ∗ : Divo(E ′)→ Divo(E) por (Q) 7→
∑
P∈φ−1(Q) eφ(P ). Sabemos que χ
′ : E ′ → Dico(E ′) dada por
P 7→ (P )−(O′) es un homorfismo de grupos abelianos. Por último definamos sum : Divo(E)→ E,
como dado por
∑
nP (P ) 7→
∑
[nP ]P . Consideremos la compuesta
E ′
χ′→ Divo(E ′) φ
∗
→ Divo(E) sum→ E.
Ahora mostremos que si φ : E → E ′ es una isogenia de grado m, entonces existe una única isogenia
φ̂ : E ′ → E tal que wideφ̂ ◦ φ = [m].
En efecto, mostremos primero la unicidad: sean wideφ̂, wideφ̂′ dos isogenias con dicha propie-
dad. Entonces
(φ̂− φ̂′) ◦ φ = [m]− [m] = 0.
Como φ no es constante se sigue que (φ̂− φ̂′) = O, de donde φ̂ = φ̂′.
Ahora mostremos que φ̂ existe. Para ello consideremos nuevamente la compuesta
E ′
χ′→ Divo(E ′) φ
∗
→ Divo(E) sum→ E.
Tenemos que:


























donde R ∈ {P1 − T1, . . . Pr − Tr}, y donde la última igualdad se sigue del hecho de que sí
i, j ∈ {1, . . . , r} son diferentes, entonces Pi − Ti 6= Pj − Tj, dado que #φ−1(Q) = degsφ = r. En
consecuencia
∑







Ahora, consideremos λ : E ′ → E ′ dado porW 7→ W−Q. De aquí vemos que ψ = λ◦φ : E → E ′
es tal que ψ−1(O′) = φ−1(Q) y degs(ψ) = degs φ.
Sea P ∈ φ−1(Q) fijo. Se sigue entonces que la función ψ−1(O′)→ ψ−1(O′), dada por T 7→ T−P ,










Pero como hemos mostrado ∑
R−P∈ψ−1(O′)
(R− P ) = O.
Por ende ∑
R−P∈ψ−1(O′)






R− [#φ−1Q]P = O.
Esto último implica que ∑
R∈φ−1(Q)
R = [#φ−1Q]P = [degs]P.







= [degiφ([degsφ)]P = [degφ]P.
En consecuencia, si denotamos ésta compuesto por h vemos entonces que
h(φ(P )) = h(Q) = [degφ]P.
Luego, por la unicidad del mapeo se sigue que φ̂ = h.
Hemos demostrado entonces que:
Teorema 1.6.9. Sea φ : E → E ′ una isogenia no constante de gradom. Existe entonces la isogenia
dual de φ, φ̂ : E ′ → E, tal que
φ̂ ◦ φ = [m].
Más aún: φ̂ se obtiene como la compuesta
E ′
χ′→ Divo(E ′) φ
∗
→ Divo(E) sum→ E.
Demostremos ahora varias propiedades de la isogenia dual.
Teorema 1.6.10. Sea φ : E → E ′ una isogenia entonces:
Sea m = deg φ entonces
φ̂ ◦ φ = [m],
y
φ ◦ φ̂ = [m].
sobre E y E ′ correspondientemente.
Sea ψ : E ′ → E ′′ otra isogenia entonces
ψ̂ ◦ φ = φ̂ ◦ ψ̂.
Sea κ : E → E ′ otra isogenia entonces
φ̂+ κ = φ̂+ κ̂.
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Demostración. Demostraremos el último item, el cual nos será de gran utilidad más adelante. la
conclusión se sigue evidentemente para m = 0 y m = 1. Asumamos ahora que es verdad para m,
así como [m+ 1] = [m] + [1]. Entonces del tercer item se sigue:
̂[m+ 1] = [̂m] + [̂1] = [m] + [1] = [m+ 1].
Ahora, sea d = deg[m]. Entonces
[d] = m̂ ◦ [m] = [m] ◦ [m] = [m2].
Así que [d−m2] es la isogenia constante, de donde d = m2.
Hemos logrado demostrar que si m no divide la característica de K, entonces [m] : E → E es
separable, y deg[m] = m2. Luego por 1,6,7,
#E[m] = m2.
Veamos que
E[m] ' Z/mZ× Z/mZ.
Sea q un primo diferente de la característica de K. Entonces #E[q] = q2, y por tanto E[q] es
un grupo abeliano de orden q2. En consecuencia E[q] es uno de los siguientes grupos: Z/qZ o es el
grupo Z/qZ× Z/qZ.
Sabemos que P ∈ E[q] es diferente de O, y por consiguiente qP = O, luego E[q] no es cíclico,
por consiguiente
E[q] ' Z/qZ× Z/qZ.
Además, si P ∈ E[ql], vemos que qlP = O. Entonces del teorema fundamental sobre la estructura
de los grupos abelianos se deduce que:
E[ql] ' Z/qlZ× Z/qlZ
Ahora, para un m ∈ K arbitrario diferente de cero, si lo factorizamos en factores primos, y usamos
el hecho de que [dt] = [d] ◦ [t] podemos ver que:
E[m] ' Z/mZ× Z/mZ.
Ahora, tomemos p un número primo tal que p ∈ K es cero, y supongamos K perfecto. Calcu-
lemos E[pe], para todo e = 1, 2, 3 . . .. Para ello introduzcamos el morfismo de Frobenius.
Por nuestra hipótesis sobre K, vemos que la característica de K es precisamente p. Sea q = pr.
Entonces dado f ∈ K[X] definamos f (q) como el polinomio que se obtiene a partir del polinomio f
elevando cada uno de sus coeficientes a la potencia q-ésima. Si C es una curva sobre K, definimos
C(q) como la curva definida por el ideal homogéneo
I(C(q)) = idel generado por{f (q)|f ∈ I(C)}.
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Luego hay un morfismo natural, Frobq : C → C(q), [x0, . . . , xn] 7→ [xq0, . . . , xqn], en efecto si f ∈ I(C)





0 . . . X
αn
n .





0 . . . X
αn
n . Así que







0 . . . a
qαn
n = (f([a0, . . . , an]))
q = 0.
Llamamos Frobq a la q-iésima potencia del operador de Frobenius. Como mostramos en la
Proposición 1,23,4, si K es perfecto se sigue que degFrobp = [p].
De otro lado, Frob∗q(K(C(q))) = K(C)q. En efecto sean f/g ∈ K(C) polinomios homogéneos
del mismo grado. De un la lado: Frob∗(K(C(q))) es un subcampo de K(C) el cual tiene como
elementos
f(Xq0 , . . . , X
q
n)




Además, K(C)q es el sucampo de K(C) que triene como elementos a
f(X0, . . . , Xn)
q
q(X0, . . . , Xn)q
.
Pero como K es perfecto, todo elementos de K es de la forma xq, x ∈ K. Luego
(K[X0, . . . , Xn])
q = K[Xq0 , . . . , X
q
n].
Así, el conjunto de elementos
f(Xq0 , . . . , X
q
n)




y el conjunto de elementos
f(X0, . . . , Xn)
q
g(X0, . . . , Xn)q
,
con f y g homogéneos del mismo grado definen el mismo subcampo de K(C).
Por ende, degsFrobq = 1.
Ahora computemos E[pe]:
#E[pe] = degs[p
e] = (degs(F̂ robp ◦ Frobp))e = (degsF̂ robp)e.
Pero deg φ̂ = deg φ. Así que deg F̂ robp = p. Por consiguiente degsF̂ robp = 1 o p. En el primer
caso
#E[pe] = 1,
para todo e; es decir
E[pe] = {O}
para todo e.
Ahora, en el segundo caso
#E[pe] = pe,
para todo e. Notemos que
E[p] ⊂ E[p2] ⊂ . . . ⊂ E[pe−1],
son los únicos subgrupos no triviales de E[pe]. Luego, del Teorema de estructura de grupos abelianos
se deduce:
E[pe] ' Z/peZ.
Hemos logrado demostrar lo siguiente:
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Teorema 1.6.11. Sea K un campo algebraicamente cerrado. Entonces:
Sea m ∈ Z tal que m ∈ K no es cero. Entonces
E[m] ' Z/mZ× Z/mZ.
Si K es perfecto, y la característica de K es p > 0, se sigue que:
E[pe] = {
{
0 para todo e
Z/peZ para todo e.
Definición 1.6.12. Sea K un campo algebraicamente cerrado, de característica p>0. Decimos
que E es supersingular si
E[pe] = O,
para todo e. Y decimos que E es ordinaria, si
E[pe] = Z/peZ
para todo e.
1.7. Modulo de Tate.
En esta sección definiremos el Módulo de Tate de una curva elíptica.
Sea l un número primo. Entonces Zl es el anillo de los enteros de los racionales l-ádicos. En
otras palabras:
Zl = {x ∈ Ql||x|l ≤ 1}.
De hecho, tenemos que: Zl ' lim←−Z/l
nZ, donde λn : Z/lnZ→ Z/ln−1Z es x 7→ x.
En efecto, sea x ∈ Zl. Como Zl/lnZl = Z/lnZ entonces (. . . , x̄, . . . , x̄, x̄) ∈ lim←−Z/l
nZ. Ahora, si
(, . . . , xn, . . . , x2, x1) ∈ lim←−Z/l
nZ y x̃n es un levantamiento de xn, tenemos que la sucesión {x̃n}n∈N
es una sucesión Cauchy, puesto que |x̃n+1 − x̃n| ≤ 1ln , de donde se sigue que existe x ∈ Zl tal que




Consideremos la siguiente sucesión exacta corta:
0→ Z/lZ ↪→ Z/lnZ→ Z/ln−1Z→ 0.
De aquí obtenemos la sucesión exacta corta
0→ (Z/lZ)2 ↪→ (Z/lnZ)2 → (Z/ln−1Z)2 → 0 (1.4)
Ahora, si K es un campo algebraicamente cerrado de característica p, l un primo diferente de p y
E es una curva elíptica sobre K, entonces por lo discutido en la sección anterior vemos que para
todo n,
E[ln] = (Z/lnZ)2.
Además, existe un homomorfismo natural de grupos abelianos E[ln]→ E[ln−1] dado por P 7→ lP .
Así que podemos considerar el siguiente sistema projectivo
. . .→ E[ln+1] l→ E[ln] l→ . . .→ E[l2] l→ E[l].
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Definición 1.7.1. Módulo de Tate.




Es fácil ver que el kernel de la aplicación l : E[ln] → E[ln−1] es precisamente E[l]. Entonces
(se sigue de un argumento de cardinalidad) la aplicación l es sobreyectiva, de donde obtenemos la
sucesión exacta corta
0→ E[l]→ E[ln] l→ E[ln−1]→ 0.
Comparando esta sucesión con 1,4 vemos que
Tl(E) = (Zl)2.
Nota 1.7.2. Notemos que el Módulo de Tate también podría definirse cuando p es igual a la
caracteristica de K. En este caso, no obstante,tendríamos Tp(E) = 0, si E es supersingular; y si E
es ordinaria, por un argumento similar al anterior se sigue que Tp(E) = Zp.
Veamos porqué es importante el hecho de que el módulo tenga rango 2 sobre un anillo de ideales
principales. Notemos que, en efecto, Tl(E) es un Zl-módulo de rango 2, y que Zl es un anillo de
ideales principales.
Ahora, sea φ : E → E ′ una isogenia. Como φ es un homomorfismo de grupos entonces, si
P ∈ E[m] se sigue que φ(P ) ∈ E ′[m]. Luego φ : E[m] → E ′[m] está bien definida y es un
homomorfismo de grupos. Luego el siguiente diagrama conmuta
E[ln] E[ln−1]




De aquí se sigue que φ induce φl : Tl(E)→ Tl(E ′), dada por (. . . , Pn, . . . , P1) 7→ (. . . , φ(Pn), . . . , φ(P1))
Tomando l igual a un primo diferente de la característica de K, se tiene que
Tl(E) ' (Zl)2 ' Tl(E ′).
Luego φl es un homomorfismo de Zl-módulos. Así que φl está representada por una matriz (a, b, c, d)
con entradas en Zl. Estos coeficientes guardan información sobre la isogenia φ, más precisamente:




tr(φl) = 1 + deg(φ)− deg(1− φ).
Demostración. En efecto:
[deg(1− φ)] = 1̂− φ ◦ (1− φ) = (1− φ̂) ◦ (1− φ) = 1− (φ̂+ φ) + φ̂ ◦ φ = 1− (φ̂+ φ) + [degφ].
Luego
φ̂+ φ = 1 + [degφ]− [deg(1− φ)].
31
Pero
[0] = (φ− φ)(φ− φ̂) = φ2 − (1 + [degφ]− [deg(1− φ)])φ+ [degφ].
Así que φ satisface el polinomio T 2 − rT + t ∈ End(E)[T ], donde r = 1 + degφ − deg(1 − φ) y
t = degφ. De aquí se sigue que φl satisface el polinomio
T 2 − rT + t.
Pero por el Teorema de Cayley-Hamilton sabemos que el polinomio mónico de grado minimal que
satisface φl es precisamente
T 2 − tr(φ)T + det(φ).
Notemos que podemos aplicar Cayley-Hamilton puesto que Zl es principal. Como este polinomio
mónico es único, vemos entonces que
a+ d = tr(φl) = r = 1 + degφ− deg(1− φ),
y
ad− cd = deg(φl) = degφ.
Ahora, sea E una curva elíptica sobre Fpr . Denotemos por E(Fpr) = {x ∈ P2Fpr |x ∈ E} ∪ {O}.
Y consideremos Frobpr : E → E. Por lo anterior tenemos que Frobq, q = pr, satisface el polinomio
T 2 − (1 + q − deg(1− Frobpr))T + pr.
Ahora, dada una curva elíptica E sobre un campo K, uno desearía conocer completamente el
conjunto de soluciones E(K). En el caso de un campo finito K, sabemos #E(K) es finito.
Si P ∈ E(Fpr), entonces Frobpr(P ) = P (recordemos que si x ∈ Fpr entonces xp
r
= x, puesto
que F∗pr es cíclico de orden pr − 1). Luego P ∈ ker(1− Frobpr), y por consiguiente:
E(Fpr) ⊂ ker(1− Frobpr).
Así que
#E(Fpr) ≤ deg(1− Frobpr).
Mostremos que se tiene la otra contención. Sea P ∈ ker(1 − Frobpr). Entonces Frobpr(P ) = P .
Sea F una extensión finita de Fpr . Esta extensión es Galois, y cíclica generada por φ : F → F ,
dado por x 7→ xpr . En efecto, si n = [F : Fpr ] entonces φn = Id.
Ahora notemos que si Q ∈ E(F ) entonces φ(P ) ∈ E(F ), (φ(P ) es la acción componente a compo-
nente). Luego φ(P ) = P .
Definamos Gal(Fpr/Fpr) = lim←−Gal(F/Fpr), donde F es campo finito, y donde el sistema projectivo
viene dado por la función resctricción. Es decir, si L ⊂ K entonces λLF : Gal(F/Fpr)→ Gal(L/Fpr)
es dado por τ 7→ τ |L.
Dado P ∈ E, notemos que P ∈ E(Fpr) si y sólo si σ(P ) = P para todo σ ∈ Gal(F/Fpr). Pero esto
es verdad por el argumento que ya dimos más arriba, así que
E(Fpr) = ker(1− Frobpr).
En consecuencia:
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Teorema 1.7.4. Si E es una curva definida sobre Fpr , y l es un primo diferente de p, entonces
tr((Frobpr)l) = 1− pr + #E(Fpr).
Hasta aquí hemos mostrado que si E es una curva elíptica sobreK y l es un primo diferente de la
característica de K, entonces podemos asociarle a E su módulo de Tate, Tl(E). Este módulo carga
información valiosa sobre la curva elíptica. Sin embargo, como ya vimos, cuando l es precisamente
la característica de K, el módulo de Tate puede degenerarse a cero, en cuyo caso no resulta ser
útil. En su lugar, construiremos un nuevo objeto Mp, para el cual el teorema anterior siga siendo
válido.
Para llevar a cabo nuestro propósito necesitamos introducir la noción de esquema en grupo, el
cual será el tema central del siguiente capitulo.
Esquemas en Grupos.
Este capítulo tiene como objetivo, desarrollar las nociones fundamentales de los esquemas en
grupos. Las curvas elípticas nos sirven de motivación, pues como hemos visto si E es una curva
elíptica sobre un campo K entonces el conjunto de sus soluciones sobre K, el cual hemos denotado
por E(K), es un grupo abeliano. Ahora, si tomamos K ′, un campo que contiene K, entonces E(K ′)
es también un grupo abeliano. Así que podríamos ver a E como un objeto que toma campos y
produce grupos abelianos. Comenzamos por recordar las naciones básicas de categorías y funtores.
1.8. Preliminares.
Definición 1.8.1. Categoría.
Decimos que C es una categoría si está formada por objetos, que denotaremos con letras mayús-
culas latinas. Para cualquier par de objetos A, y B hay un conjunto HomC(A,B) cuyos elementos
se llamarán los morfismos de A en B. Este conjunto satisface las siguientes propiedades:
Para todo A, HomC(A,A) tiene un elemento único (el morfismo identidad), denotado por
IdA.
Entre los morfismos hay definida una operación asociativa ◦: si A,B,C son objetos de C,
f ∈ HomC(A,B), y g ∈ HomC(B,C), entonces g ◦ f ∈ HomC(A,C).
Además decimos que f ∈ HomC(A,B) es un isomorfismo si existe g ∈ HomC(B,C) tal que
g ◦ f = IdA y f ◦ g = IdB.
La categoría Set es la categoría de los conjuntos, donde los morfismos son las funciones.
ejemplo 1.8.2. La categoría de los grupos abelianos, denotada por Ab, es la categoría que
tiene como objetos los grupos abelianos, y como morfismos los homomorfismos de grupos
abelianos. Es decir, si A,B son dos grupos abelianos entonces
HomAb(A,B) = {f : A→ B|f est un homorphisme de groupes}
Igualmente tenemos la categoría de los anillos, y la categoría de los R-módulos, donde R es
un anillo arbitrario.
Una categoría que jugará un papel destacado en este trabajo será la categoría de esquemas,
que denotaremos por Sch. Para una introducción al lenguaje de esquemas y sus morfismos,
el lector puede consultar categoría ver mi trabajo de grado.
34
Categoria Sch/S. Sea S un esquema fijo. Decimos que X es un S-esquema si existe un
morfismo hX : X → S. Si X y Y son dos esquema, un morfismo f de X en Y es un morfismo
de S-esquemas si f es un morfismo de esquemas y además se satisface que hX = hY ◦ f .
Denotaremos esta categoría por Sch/S.
Nota 1.8.3. Notemos que Sch = Sch/Spec(Z).
La categoría de los esquema afines, será denotada por Afi.
Definamos ahora la noción de funtor entre dos categorías.
Definición 1.8.4. Si C,D son dos categorías, decimos que F : C→ D es un funtor covariante si:
Para todo objeto A de C, F (A) es un objeto de D; y para todo morfismo f ∈ HomC(A,B),
F (f) ∈ HomD(F (A), F (B)).
Para todo A objeto de C, F (IdA) = IdF (A).
Si f ∈ HomC(A,B) y g ∈ HomC(B,C), entonces F (g ◦ f) = F (g) ◦ F (f).
Decimos que F es un funtor contravariante si cambia el sentido de las flechas, es decir, si f ∈
HomC(A,B) entonces F (f) ∈ HomD(F (B), F (A)).
Sean C,D dos categorías. Definimos la categoría Fun(C,D) que tiene como elementos los fun-
tores covariantes de C en D. Si F,G ∈ Fun(C,D), un morfismo h : F → G es una colección de
morfismos hA : F (A) → G(A) en D, indexada por elementos de C, tal que para todo morfismo






A estos morfismos los llamamos transformaciones naturales.
Definición 1.8.5. Categorías equivalentes y anti-equivalentes
Sean C,D dos categorías. Decimos que C y D son equivalentes si existe F ∈ Funt(C,D), y G ∈
Funt(D,C) tales que F ◦G ' IdD y G ◦ F ' IdC.
Si los funtores F,G son contravariantes decimos que las categorías C, D son antiequivalentes.
ejemplo 1.8.6. Denotemos por Ring la categoría de anillos conmutativos con unidad. Entonces
Ring y Afi son dos categorías antiequivalentes.El funtor entre ellas viene dado por F : Afi →
Ring, F (Spec(A)) = A. Para más detalles ver trabajo de grado.
Definición 1.8.7. Sea C una categoría. Entonces:
C tiene un objeto final si existe A tal que para todo objeto B existe un morfismo único
f : B → A.
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C tiene un objeto inicial si existe C tal que para todo objeto B existe un morfismo únco
f : C → B.
Nota 1.8.8. El objeto inicial y final son únicos, salvo isomorfismos.
C tiene un objeto cero si existe un objeto O que es final e inicial.
Nota 1.8.9. Es fácil ver que el objeto cero es único, salvo isomorfismos.
Sean A1 y A2 dos objetos de C. Entonces el producto (si existe) de A1 y A2 es un objeto
A1 × A2 en C, junto con los morfismos p1 : A1 × A2 → A1 y p2 : A1 × A2 → A2, los cuales
son llamados morfismos proyección, para el cual se satisface la siguiente propiedad universal:
si Y es un objeto de C y fi : Y → Ai son morfismos entonces existe un único morfismo
f : Y → A1 × A2 tal que pif = fi.
Si A1, A2 son objetos de C, el coproducto de A1, A2 es un objeto A1 ⊕ A2 en C, junto con
los morfismo i1 : A1 → A1 ⊕ A2, i2 : A2 → A1 ⊕ A2, el cual satisface la siguiente propiedad
universal: si Y es un objeto de C y fj : Aj → Y , entonces existe un único morfismo f :
A1 ⊕ A2 → Y tal que fij = fj.
Definición 1.8.10. Categoría aditiva.
Sea C una categoría. C es aditiva si satisface todas las propiedades anteriores, más la condición
de que para todo par de objetos A,B, HomC(A,B) es un grupo abeliano, donde la composición es
bilineal, es decir: f(g + h) = fg + fh et (f + g)h = fh+ gh.
Definición 1.8.11. Kernel y Cokernel.
Sea C una categoría con objeto cero O y sea f ∈ HomC(A,B).
Kernel de f .
Decimos que j : S → A es el kernel de f si f ◦ j = 0, y si para todo h : C → A tal que
f ◦ h = 0 existe un único h′ : C → S tal que j ◦ h′ = h.
Cokernel de f .
Decimos que π : B → C es el cokernel de f si π ◦ f = 0 y si para todo q : B → W existe un
único q′ : C → W tal que q′ ◦ π = q.
Definición 1.8.12. Monomorfismo y epimorfismo.
Sea C una categoría y sea f ∈ HomC(A,B) un morfismo. Decimos que f es un monomorfismo
si para todo g, h morfismos en C tales que f ◦ g = f ◦ h entonces g = h. Decimos que f es un
epimorfismo si f es un monomorfismo en la categoría opuesta, es decir, si g, h son morfismos en C
tales que g ◦ f = h ◦ f entonces g = h.
Definición 1.8.13. Categoría abeliana.
Sea C una categoría. C es una categoría abeliana si:
C es una categoría aditiva.
Todo morfismo f tiene kernel y cokernel.
Si todo monomorfismo es el kernel de su cokernel, y si todo epimorfismo es el cokernel de su
kernel.
ejemplo 1.8.14. La categoría Ab es una categoría abeliana.
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1.9. Lema de Yoneda.
En esta sección vamos a definir la noción de funtor representable y demostraremos el lema
de Yoneda, un resultado que será de fundamental importancia a lo largo de este trabajo, pues
nos proporciona una bijección entre las transformaciones naturales hX hacia hY y el conjunto
Hom(X, Y ).
Sea C una categoría y X un objeto de C. Definimos
hX : C→ Set,
por hX(Y ) = HomC(X, Y ). Entonces hX es un funtor covariante. También podemos definir un
funtor contravariante como sigue: hX(Y ) = Hom(Y,X). Este funtor hX se conoce en la literatura
como el fonctor de puntos de X.
Definición 1.9.1. Funtor representable.
Sea C una categoría y sea F : C→ Set un funtor contravariante. Decimos que F es representable
si existe X un objeto de C tal que F ' hX .
Lema 1.9.2. Lema de Yoneda.
Sea C una categoría y sea F : C→ Set un funtor covariante. Entonces para todo objeto X de C
existe una biyección entre las transformaciones naturales de hX en F , Mor(hX , F ), y el conjunto
F (X).
Demostración. Dada τ : hX → F una transformación natural, para cada objeto X de C tenemos
τX : hX(X) → F (X), y por definición IdX ∈ hX(X) = HomC(X,X). Entonces τX(IdX) ∈ F (X).
Definamos Ψ : Mor(hX , F )→ F (X) como Ψ(τ) = τX(IdX).
Ahora si r ∈ F (X), queremos definir una transformación natural r : hX → F . Sea Y un
objeto de C, y sea f ∈ HomC(Y,X). Como F es contravariante, F (f) : F (X) → F (Y ). Luego
F (f)(r) ∈ F (Y ). A partir de esta expresión, definimos rY : hX(Y ) → F (Y ). Ahora veamos que
r : hX → F es una transformación natural. En efecto, sean Z, Y objetos de C, y sea f : Z → Y un
morfismo en C. Veamos que el siguiente diagrama es conmutativo:





Sea g ∈ hX(Y ), es decir g : Y → X es un morfismo. Por definición rZ(g) = F (g)(r). Como F
es contravariante entonces F (f)(rZ(g))(r) = F (g ◦ f)(r). Por otro lado, hX(g) = g ◦ f . Luego
rZ(hX(g)) = F (g ◦ f)(r). En consecuencia, r es una transformación natural.
Finalmente, se ve de inmediato que estas aplicaciones son inversas una la otra.
Corolario 1.9.3. Sea C una categoría, y sean X, Y objetos de esta categoría. Entonces existe una
biyección entre Mor(hX , hY ) et HomC(X, Y ).
Demostración. Apliquemos el lema de Yoneda al fonctor contravariante F = hY . Luego existe una
biyección
HomC(X, Y )→Mor(hX , hY ),
la cual, por el lema anterior, está dada por la fórmula siguiente: sea f : X → Y . Entonces para todo
objeto Z de C y todo morfismo g : Z → X definamos f̃Z(g) = f ◦ g. Así que f̃ ∈Mor(hX , hY ).
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ejemplo 1.9.4. Grupo aditivo, Ga.
Sea F : Sch → Ab el funtor tomar secciones globales, F (X) = Γ(X). Este funtor es represen-
table por A = SpecZ[T ]. En efecto debemos mostrar que F ' hA. Tomemos X ∈ Sch. Entonces
hA(X) = HomSch(X,A), pero existe una biyección natural
HomSch(X,A)→ Homring(Z[T ],Γ(X)),
dada por α 7→ α#A(ver trabajo de grado). Además Homring(Z[T ],Γ(X)) ' Γ(X), luego
tenemos que para todo X existe un isomorfismo natural F (X) ' hA(X).
ejemplo 1.9.5. Grupo multiplicativo, Gm.
Sea F : Sch → Ab el funtor que actúa como F (X) = Γ(X)∗, el conjunto de los elementos
invertible de Γ(X), F es representado por A = SpecZ[T, T−1], dado que
HomSch(X,A) ' Hommring(Z[T, T−1],Γ(X))] ' Γ(X)∗.
Nota 1.9.6. Para ser más precisos hay que destacar que en los dos último ejemplos utilizamos el
hecho siguiente: Si X es un esquema y R un anillo, entonces existe una biyección
HomSch(X,SpecR)→ Homann(R,Γ(X)),
que está dada por:
f → f#Spec(R).
1.10. Topología de Grothendieck.
En ésta sección vamos a definir la topología de Grothendieck sobre una categoría. Como moti-
vación comencemos por recordar la definición de una sheaf sobre un espacio topológico X.
De manera categórica, una sheaf sobre un espacio topológicoX puede definirse como sigue: dado
X, consideremos la categoría Xa que tiene como objetos los abiertos de X y cuyos morfismos son
precismanteHom(V, U) = 0, si V no está contenido en U , y caso contrario, definimosHom(V, U) =
{j}, donde j denota la inclusión de V en U . Entonces una sheaf sobre X es un funtor contravariante







F (Ui ∩ Uj).
ρ1
ρ2
Pero este recubrimiento también lo podemos pensar como una colección de morfismos en la
categoría Xa, {Ui → U}i∈I . Sabemos que la intersección Ui ∩ Uj categoricamente corresponde al
producto fibrado Ui×U Uj. Por tanto podemos redefinir el concepto de sheaf como sigue: para toda
colección {Ui → U}i∈I tal que la unión disjuntas Ui en U sea sobreyectiva, (esto es, que dicha











Definición 1.10.1. Topología de Grothendieck.
Sea C una categoría con productos fibrados. Entonces una topología sobre C se define de la
siguinete manera: para todo objeto U de C existe una colección de conjuntos, {Vi → U}i∈I , éste
último llamado una familia de cubrimiento, la cual verfica las propiedades siguientes:
Si V → U es un isomorfismo entonces {V → U} es una familia de cubrimiento.
Si {Vi → U} es una familia de cubrimiento, y V → U es una flecha, entonces {V ×U Vi → V }
es una familia de cubrimiento para V .
Si {Vi → U}i∈I es una familia de cubrimiento, y para todo i tenemos {Vij → Vi}j∈J una
familia de cubrimiento, entonces la colección {Vij → Vi → U}i,j es una familia de cubrimiento
de U .
Definición 1.10.2. Site.
Un site es una categoría con una topología.
Definición 1.10.3. Sheaf.
Sea C un site. Una presheaf es un funtor contravariante:
F : C→ Ab.








F (Ui ×U Uj).
ρ1
ρ2
Sabemos que las sheaves sobre un espacio topológicoX forman una categoría abeliana. Entonces
es de esperar que las sheaves sobre un site también formen una categoría abeliana. Esto último es
cierto en virtud del siguiente teorema:
Teorema 1.10.4. Sea C un site y F : C→ Ab una presheaf. Existe una sheaf F+ y un morfismo
de presheaf θ : F → F+ tal que para toda sheaf G y todo morfismo ϕ′ de preseaf de F en G, existe






Demostración. SGA 4, II, teorema 3.4.
Nota 1.10.5. Un morfismo de presheaf (respectivamente de sheaf) es precisamente una transfor-
mación natural, donde los funtores son presheafs (respectivamente sheafs).
Corolario 1.10.6. Sea C un site. Denotamos por Fais(C) la categoría que tiene como objetos las
sheaves sobre el site C. Entonces Fais(C) es una categoría abeliana.
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Demostración. Los puntos más delicados de la prueba son la construcción del kernel y cokernel.
Sean F,G sheafs del site C y sea f : F → G un morfismo. Entonces para todo objeto U de
C, fU : F (U) → G(U) es un morfismo de grupos abelianos, definimos ker(f) : C → Ab por
ker(f)(U) = ker(fU). Por consiguiente ker(f) es una subpresheaf de F .
Ahora, sea {Ui → U}i ∈ I una familia de cubrimiento y supongamos que para cada i ∈ I,
si ∈ Ker(f)(Ui) tal que para todo i, j
si|Ui×UUj = sj|Ui×UUj .
Donde si|Ui×UUj es el valor de si en la aplicación ker(f)(Ui)→ ker(f)(Ui ×U Uj).
Como Ker(f) es una subpresheaf de F , y dado que F es una sheaf, entonces existe un único
s ∈ F (U) tal que s|Ui = si. Resta mostrar entonces que s ∈ ker(f)(U). Como f es un morfismo
de sheaves
fU(s)|Ui = fUi(si).
De aquí se sigue que fU(s)|Ui = 0, y como {Ui → U}i∈I es una familia de cubrimiento y G es
una sheaf, entonces fU(s) = 0. Por ende ker(f) es una sheaf, que junto con el morfismo inclusión
j : Ker(f)→ F , es el kernel de f .
Sea H la presheaf que asigna a cada objeto U el grupo abeliano G(U)/Img(F (U)).Por el
Teorema 1,10,4 existe una sheaf H+. Luego (H+, θ) es el cokernel de f .
En esta categoría diremos que
0→ F → F ′ → F ′′ → 0
es una secuencia exacta corta si F es el kernel de F ′ → F ′′ y F ′′ es el cokernel de la flecha F → F ′.
1.11. Topología fppf.
En ésta sección vamos a definir la topología fppf, la cual jugará un papel fundamental en lo
que sigue. Para esto fijemos un esquema S y consideremos la categoría Sch/S.
Vamos a dotar ésta categoría de la topología fielmente plana, localemente de presentación finita
(fppf). Recordemos que un morfismo T ′ → T de esquemas es fielmente plano si es sobreyectivo y
si para todo t′ ∈ T ′ de imagen t ∈ T , el morfismo inducido sobre los anillos locales ϑT,t → ϑT ′,t′
es plano. Decimos que T ′ → T es localemente de presentación finita si para todo x ∈ T ′ existe
abiertos afines SpecA de x y SpecB de f(x), tal que A es una B-álgebra de presentación finita. Es
decir, existe una sobreyección
B[x1, . . . , xn]→ A,
tal que el kernel sea de tipo finito, visto como B[x1, . . . , xn]-module.
Entonces para cada S-esquema T , una colección de flechas {fi : Ti → T} será una familia de
cubrimiento si Ti → T es fppf y si T =
⋃
i∈I fi(Ti).
Es claro que si T, T ′ son S-esquemas y T ′ → T es un isomorfismo entonces {T ′ → T} es una
familia de cubrimiento fppf. Ahora para verificar el segundo item de 1,10,1 es suficiente recordar
que la propiedad de ser plano es estable bajo cambio de base. Es decir, sean A,B,C anillos y
sea B → A un morfismo plano y C → A un morfismo arbitrario. Entonces B ⊗C A → B es un
morfismo plano. La condición tercera se sigue claramente de la definición.
Vamos a denotar por Ffppf (Sch/S,Ab) la categoría de los sheaves sobre este site. Del corolario
1,10,6 se sigue que esta categoría es abeliana.
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Nota 1.11.1. Como veremos, si G un S-esquema de grupo, entonces G define un functor contra-
variante hG, el funtor de puntos. Como se demuestra en la teoría del descenso, hG es una sheaf para
esta topología. En otras palabras, para todo S-esquema en grupo, hG es un objeto de la categoría
Ffppf (Sch/S,Ab).
1.12. Definción y generalidades de los esquemas en grupos.
En Geometría diferencial existe la noción de variedades diferenciales que a la vez son grupos,
como Rn o S1. Dichas variedades reciben el nombre de Grupos de Lie. Así mismo, en a categoría
de esquemas, existe una noción similar.
Recordemos que un grupo G es un conjunto dotado de una ley m : G × G → G que es
asociativa, de un elemento neutro e, y de una aplicación inversa i : G → G tal que para todo
g ∈ G, m(g, e) = g = m(e, g) y m(g, i(g)) = e.
Es posible entonces hacer una abstracción muy natural de esta definición en el lenguaje de
S-esquemas, donde S será un esquema que fijaremos durante todo esta sección.
Definición 1.12.1. Esquema en grupo.
Sea S un esquema, un S-esquema en grupos es un S-esquema, s : G→ S, junto con morfismos:
Un morfismo de S-esquemas, m : G ×S G → G, llamado morfimos de composición que es
asociativo. Es decir, el siguiente diagrama es conmutativo:






De un elemento neutro e : S → G tal que la compuesta,
G = G×S S
Id×e→ G×S G
m→ G, (1.6)
sea la identidad. La analogía es clara: si H es un grupo cualquiera y e su elemento neutro,
entonces H ' H ×{e} {e}, dada por h 7→ (h, e); similarmente G×G ' G×{e} G,
Siguiendo con la misma analogía del item anterior podemos descibir la inversa del grupo H
como un homomorfismo i : H → H tal que el siguiente diagrama
H
∆→ H ×{e} H
Id×i→ H ×{e} H
m→ H, (1.7)
defina el homomorfismo constante, donde ∆(h) = (h, h). Notemos que ∆ es el único homo-
morfismo que hace conmutar el siguiente diagrama
H








Ahora, notemos que este homomorfismo (constante) es precisamente la compuesta H →
{e} → H. Entonces, pasando al lenguaje de S-esquemas, si G es un S-esquema (notemos
que en las analogías anteriores pensamos que {e} cumple las funciones de S) la aplicación







s→ S e→ G.










Decimos además que H es en grupo commutativo si y sólo si el siguiente diagrama conmuta





Donde τ designa la permutación: τ(g1, g2) = (g2, g1).
Luego en el lenguaje de los S-esquemas, decimos queG es un S-esquema en grupo conmmutativo
si el diagrama conmuta,















En lo que sigue, todos los esquemas en grupos que vamos a considerar serán conmutativos.
Supondremos además que S = SpecR es un esquema afín.
Ahora definamos los morfismos entre dichos objetos. SiG,G′ son S-esquemas en grupos entonces
φ : G→ G′ es un morfismo si cumple las dos siguientes condiciones:
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Envía la identidad en la identidad, que en nuestro caso puede expresarse como la conmuta-






Que el morfismo φ respete la ley de la composición, es decir, que el siguiente diagrama
conmute:
G×s G G′




Vamos a denotar por Gr/S la categoría de los S-esquemas en grupos.
Mostremos que G es un S-esquema en grupo conmutativo si y sólo si para todo S-esquema T ,
hG(T ) = HomSch/S(T,G) es un grupo abeliano. Para simplificar la notación, escribimos G(T ) en
lugar de hG(T ).
En efecto, si G es un S-esquema de grupo, entonces, para todo S-esquema T vemos que:
La ley de composiciónm : G×SG→ G induce, m̃ : HomSch/S(T,G×SG)→ HomSch/S(T,G),
que por el corolario 1,9,3 es precisamente h 7→ m ◦ h.
Además, HomSch/S(T,G×S G) = HomSch/S(T,G)×HomSch/S(T,G).
La aplicación inversa i : G → G induce ĩ : HomSch/S(T,G) → HomSch/S(T,G), dada por
h 7→ i ◦ h.
HomSch/S(T, S) tiene sólo un elemento, que es precisamente el morfismo que hace de T un
S-esquema. Luego existe un morfismo especial en HomSch/S(T,G) dado por la compuesta:
T → S e→ G.
Veamos que HomSch/S(T,G) es un grupo abeliano. La propiedad de asociatividad es clara. Mos-
tremos que ẽ : T → S e→ G es la identidad. En efecto, si f ∈ HomSch/S(T,G) entonces
m̃(f, ẽ)(t) = m(f(t), ẽ(t))
1,6
= f(t) (la última igualdad se sigue de 1,6). Como t ∈ T es arbitra-
rio concluimos que
m̃(f, ẽ) = f.
Ahora, dado f ∈ HomSch/S(T,G) mostremos que î(f) es la inversa de f . Vemos que m̃(f, ĩ(f))(t) =
m(f(t), i(f(t)))
1,8









de donde se sigue
m̃(f, ĩ(f))(t) = ẽ(t).
Como t ∈ T es arbitrario nuestra afirmación se sigue.
Por consiguiente hemos mostrado que que HomSch/S(T,G) es un grupo abeliano con identidad
ẽ.
Además, si f : T → H es un morfismo de S-esquemas, el morfismo G(H) → G(T ) dado
por h 7→ h ◦ f es un morfismo de grupos. Esto último es cierto ya que por el corolario 1,9,3
m̃ ∈Mor(hG×G, hG).
Supongamos ahora que para todo S-esquema T , G(T ) es un grupo abeliano, y además si
f : T → H es un morfismo S-esquema, la aplicación
G(H)→ G(T ), h 7→ h ◦ f
es un morfismo de grupos abelianos. Mostremos que G es un S-esquema en grupo.
En efecto, para cada S-esquema T tenemos mT : Hom(T,G ×S G) → Hom(T,G). De la
hipótesis se sigue que sí T, T ′ son dos S-esquemas y φ : T ′ → T un morfismo de S-esquemas,
entonces el siguiente diagrama es conmutativo
Hom(T,G×S G) Hom(T,G)




Por consiguiente vemos que existe m ∈ Mor(hG×SG, hG), y en virtud del lema de Yoneda, existe
m ∈ HomSch/S(G×S G,G).
Ahora, sea {e} el elemento neutro de G(S). Para cada S-esquema T vemos que hS(T ) tiene un
única flecha, luego existe una aplicación eT : hS(T )→ hG(T ) dada por
T → S 7→ T → S e→ G.
Conservando la notación, tenemos entonces que el siguiente diagrama es conmutativo:
Hom(T, S Hom(T,G)




Recordemos la notación: hS(T ) = HomSch/S(T, S) = S(T ) y hG(T ) = HomSch/S(T,G) = G(T ).
Vemos entonces que existe e ∈Mor(hS, hG). Por el lema de Yoneda existe e ∈ HomSch/S(S,G).
Un argumento similar muestra que existe i ∈ HomSch/S(G,G) que proviene de la inversa de cada
S-esquema T .
De nuevo, el lema de Yonneda nos dice que m, e, i satisfacen las condiciones de la definición de
S-esquema de grupo.
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ejemplo 1.12.2. Grupo aditivo Ga.
Hemos visto que Ga es representable por SpecZ[X]; y que Ga(T ) = Γ(T ) es un grupo abeliano.
Ahora, sea G = SpecR[X]. Recordemos que si S = SpecR, y si T es un S-esquema, entonces
G(T ) = HomSch/S(T,G) ' HomR−alge(R[X],Γ(T )) ' Γ(T ).
Además tenemos que sí f : T → H es un morfismo de esquemas entonces f# : Γ(H) → Γ(T ) es
un homomorfismo de anillos, y en particular es un homomorfismo de grupos abelianos. Así que G
es un S-esquema en grupos y Ga es un SpecZ-esquemas en grupos.
En conclusión: para todo S-esquema T , Ga(T ) = G(T ); es decir, Ga es invariante bajo cambios
de base.
En general tenemos la proposición siguiente:
Proposición 1.12.3. Sea G un S-esquema de grupo y sea T un S-esquema. Supongamos que
g : T → S es el morfismo que hace de T un S-esquema. Entonces G ×S T es un T -esquema de
grupo. Más precisamente, si Z es un T -esquema, entonces G×S T (Z) = G(Z).
Demostración. Hay que mostrar que para todo T -esquema Z existe una biyección natural entre







Donde f, g son tales que hacen de G y T S-esquemas.
Definamos
HomSch/T (Z,G×S T )→ HomSch/S(Z,G×S S),
dada por
h 7→ β ◦ h,








Mostremos que ésta aplicación está bien definida, es decir, que β ◦ h ∈ HomSch/S(Z,G). Sea
γ : Z → T el morfismo que hace de Z un T -esquema. Como h ∈ HomSch/T (Z,G×S T ) entonces el







Pero π′2 ◦ β ◦ h = g ◦ π2 ◦ h = g ◦ γ, de donde β ◦ h ∈ HomSch/S(Z,G).
Veamos ahora cómo construir la inversa. Sea
HomSch/S(Z,G)→ Hom(Z,G×S T ),
definida como sigue: sea r ∈ HomSch/T (Z,G). Como Z es un S-esquema a través del morfismo
Z → T → S,










Por consiguiente r̃ ∈ HomSch/T (Z,G×S T ).
Nota 1.12.4. Por la proposición anterior podemos considerar SpecR[X] = G = Ga como un
S-esquema en grupo.
ejemplo 1.12.5. Grupo Multiplicativo Gm.
De la proposición 1,12,3, se sigue que para todo S-esquema T , Gm(T ) = Γ(T )∗, de donde Gm
es un S-esquema en grupo.
1.13. Algebras de Hopf y esquemas en grupos afines.
Como ya vimos, la categoría de los esquemas afines es anti-equivalente a la categoría de anillos.
Ahora sea G = Spec(A) un S-esquema (es decir, existe G→ S). Luego, visto como anillo, esto es
equivalente tener un homomorfismo de anillos R→ A, de donde se sigue que A tien estructura de
R-álgebra a través de este homomorfismo. Por consiguiente la categoría de los esquemas afines de los
S-esquemas, que denotaremos por SchA/S, es anti-equivalente a la categoría de R-álgebras. Ahora,
los S-esquemas afines en grupos son una subcategoría de SchA/S, luego debe ser anti-equivalente a
una subcategoría de las R-álgebras. El objetivo de esta sección es describir ésta última subcategoría
y ver que es anti-equivalente a la categoría de los S-esquemas afines en grupos.
Supongamos que G = Spec(A) es un S-esquema en grupo conmutativo. Como mencionamos
al principio, A es una R-álgebra, y tenemos el morfismo m : G ×S G → G, como G ×S G =
Spec(A ⊗R A), a nivel de anillos existe m : A → A ⊗R A. De la definición 1,13,1 se sigue que m
es co-asociativa y co-conmutativa. Esto último se deduce de la conmutatividad de los siguientes
diagramas: (1.5) y (1.10).
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Ahora, sabemos que también existe e : S → G. Por tanto, nivel de anillos tenemos que existe










es el morfismo constante.
Ahora veamos que el morfismo ∆, a nivel de anillos, corresponde al homomorfismo de R-álgebras
A⊗RA→ A, dado por a⊗ b 7→ ab. En efecto, del diagrama (1.9), reversando las flechas y teniendo
en cuenta que p1 : A → A ⊗R A es a 7→ a ⊗ 1 y que p2 : A → A ⊗R A es a 7→ 1 ⊗ a, se sigue que
∆, a nivel de anillos, es el morfismo deseado. Por consiguiente, de (1.7) se sigue que i : A → A
satisface que la compuesta
A
m→ A⊗ A Id⊗i→ A⊗ A→ A
es igual a A→ R→ A, donde la última flecha A⊗ A→ A es la multiplicación de A.
Lo anterior motiva la siguiente definición:
Definición 1.13.1. Algebras de Hopf.
Una R-álgebra de Hopf co-conmutativa A es una R-álgebra dotada de los siguientes homomor-
fismos de R-álgebra.
De una co-multiplicación,
m : A→ A⊗R A
que es co-asociativo y co-conmutativo, es decir los siguientes diagramas son conmutativos:
A A⊗ A









Donde τ(a⊗ b) = b⊗ a.






De una inversa: i : A→ A tal que la compuesta
A
m→ A⊗ A Id⊗i→ A⊗ A→ A
es igual a A e→ R→ A, donde la flecha A⊗ A→ A es la multiplicación de A.
La siguiente proposición es evidente.
Proposición 1.13.2. La categoría de los S-esquemas afines en grupos es anti-equivalente a la
categoría de las R-álgebras de Hopf.
Demos ahora una fórmula explícita para m : A → A ⊗R A. Sea Ie el kernel de e : A → R. El
ideal Ie se llama el ideal de aumentación.
Proposición 1.13.3. Sea A una R-álgebra de Hopf:
1. A = R⊕ Ie.
2. m(r + i) = r + i⊗ 1 + 1⊗ i+m′(i), para todo (r, i) ∈ R× Ie, donde m′ : Ie → Ie ⊗ Ie.
Demostración. 1. Notemos que la secuencia exacta corta
0→ Ie → A→ R→ 0
escinde, puesto que el homomrfismo de R → A que hace de A una R-álgebra, es una sección de
esta secuencia. Más explícitamente, tenemos que e : A → R es un homomorfismo de R-álgebras,




donde R→ A es el homomorfismo que hace de A una R-álgebra.
2. Por 1,
A⊗R A = R⊗R R⊕ Ie ⊗R R⊕R⊗ Ie ⊕ Ie ⊗ Ie.
Entonces m = m1 + m2 + m3 + m4 y tenemos que las compuestas (e ⊗ Id) ◦m, (Id⊗ e) ◦m son
iguales a la identidad. Pero
Id⊗ e(r + i⊗ 1 + 1⊗ i+m′(i)) = r + i,
y
e⊗ Id(r + i⊗ 1 + 1⊗ i+m′(i)) = r + i.
Como r ∈ R⊗R R, i⊗ 1 ∈ Ie ⊗R, 1⊗ i ∈ R⊗R Ie y m′(i) ∈ Ie ⊗ Ie podemos concluir que
m(r + i) = r + i⊗ 1 + 1⊗ i+m′(i).
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1.14. Primeros ejemplos.
Esquema de grupo constante.
Sea G un grupo abeliano. Consideremos el funtor F : Sch/S → Ab, con F (T ) = G, para
todo S-esquema T . Por definición, F es una presheaf.
Sabemos que existe F+ : Sch/S → Ab tal que F+ es una sheaf sobre el site Sch/S con la
topología fppf . Describamos F+ de manera explícita. Para cada g ∈ G definamos Sg = S
y consideremos GS =
⊔
g∈G Sg, el cual claramente es un S-esquema. Afirmación: para todo
S-esquema T existe una biyección
HomSch/S(T,GS)↔ {ϕ : T → G|ϕes continua localemente constante}.
En efecto, si f ∈ HomSch/S(T,GS), entonces todo g ∈ G, Ug = f−1(Sg) es un abierto de T .
Además, los abiertos {Ug}g∈G forma una colección disjunta, que a su vez es un cubrimiento
de T . En consecuencia a f le podemos asociar la función φf : T → G tal que φf (t) = g,
donde g es tal que f(t) ∈ Sg, y por ende φf |Ug = g.
Ahora, si φ : T → G es una función localmente constante, entonces T es la unión disjunta
de la colección {φ−1(g)}g∈G. Sabemos que T es un S-esquema, dado por un cierto morfismo
h : T → S. Definimos fg : φ−1g → Sφ(t) por h. Definimos f : T → GS como el mapeo
inducido mediante la unión de la colección {fg}g∈G. Como fg es un morfismo de esquemas
entonces f también lo es, y de la construcción anterior claramente se sigue que φf = φ.
Ahora, como G es un grupo abeliano, entonces el conjunto de las funciones continuas local-
mente constante de T en G tienen una estructura de grupo abeliano dada por:
• Ley de composición. Sean φ, ψ : T → G. Definimos φψ : T → G como t 7→ φ(t)ψ(t).
Como G es abeliano esta composición conmuta.
• Definimos e : T → G, dado por e(t) = e, el elemento neutro de G.
• Sea φ : T → G. Definimos φ−1(t) = (φ(t))−1.
Se sigue entonces que
{ϕ : T → G|ϕes continua localemente constante}
es un grupo.
De otro lado, si T,H son S-esquemas y f : T → H un morfismo de S-esquemas tenemos que
si τ : H → G es continua, localmente constante, entonces τ ◦ f : T → G también es continua
y localmente constante. Además, esta aplicación es claramente un homomorfismo de grupos.
Entonces, como mostramos en la Sección 2.2, el lema de Yoneda implica que GS es un S-















Como hemos visto Ga es un S-esquema de grupo que es representado por SpecR[X]. El
propósito de este ejemplo es describir los morfismos m, e, i que hacen de R[X] una R-álgebra
de Hopf.
Afirmación: m : R[X] → R[X] ⊗R R[X] = R[X, Y ] está dada por X 7→ X + Y . En efecto
sabemos que existe único m : R[X]→ R[X, Y ] tal que, como esquemas, induce un morfismo
m̃ : Ga ×S Ga → Ga. Este morfismo tiene la propiedad de que para todo S-esquema T ,
m̃ : Ga(T )×Ga(T )→ Ga(T ) es un homomorfismo de grupo.
Luego, en particular, si T = Spec(R) tenemos
m̃ : Hom(R[X, Y ], R)→ Hom(R[X], R).
El cual por el lema de Yoneda (ver corolario 1,9,3), está dado por ϕa,b 7→ ϕa,b ◦ m (ϕa,b
denota el morfismo que envía X en a y Y en b). Dado que R2 = Hom(R[X, Y ], R), R =
Hom(R[X], R) y m̃ es la operación suma, entonces m es precisamente el morfismo dado por
la regla X 7→ X + Y .
De manera similar podemos ver que e : R[X]→ R es la evaluación en cero, e i : R[X]→ R[X]
es el morfismo dado por X 7→ −X.
Grupo Multiplicativo Gm.
Gm = Spec(R[T, T−1]) es un S-esquema en grupo, y en este caso:
• m : R[X,X−1]→ R[X, Y,X−1, Y −1], X 7→ XY .
• e : R[X,X−1]→ R, X → 1.
• i : R[X,X−1]→ R[X,X−1], X 7→ X−1.
Grupo de las raíces de la unidad µn.
De lo anterior se sigue que R[X,X−1] es una R-álgebra de Hopf. Conservando la notación del
ejemplo anterior, vemos que la aplicación xn : R[X,X−1]→ R[X,X−1], dada por X 7→ Xn,












Por consiguiente, existe un morfismo de S-esquemas en grupos xn : Gm → Gm. Como hemos
mostrado que la categoría Ffppf (Sch/S,Ab) es abeliana, entonces el kernel de xn existe en
ésta categoría. Veamos que es representable por un S-esquema de grupo.
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En efecto, sea T un S-esquema. Entonces Gm(T ) = Γ(T )∗ y xnT : Γ(T )∗ → Γ(T )∗ es precisa-
mente a 7→ an. Así que el kernel de xnT es el conjunto:
{a ∈ Γ(T )∗|an = 1} = Hom(R[X]/(Xn − 1),Γ(T )) = HomSch/S(T, Spec(R[X]/(Xn − 1))).
De donde vemos que el kernel es representable por µn = Spec(R[X]/(Xn − 1)), que es un
S-esquema en grupo. La correspondiente R-álgebra de Hopf es por supuesto R[X]/(Xn − 1)
donde m, i, e son los inducidos por el ejemplo anterior.
El esquema en grupo αpn.
Supongamos que R es una Fp-álgebra, y consideremos el morfismo de Frobenius F : R[X]→
R[X] definido por X 7→ Xp. Entonces F es un homomorfismo de álgebras de Hopf, puesto
que e : R[X]→ R es la evaluación en cero y por tanto e◦F = e. Y como m : R[X]→ R[X, Y ]
está definido por X 7→ X + Y , y dado que (X + Y )p = Xp + Y p, entonces m ◦ F = m ◦ F .
Luego F induce un morfismo de S-esquema en grupos, F : Ga → Ga. Ahora, denotemos por
F n : Ga → Ga a la composición de F consigo misma n-veces. Entonces F n es un morfismo
de S-esquemas en grupos.
Definamos αpn , el kernel de F n, entonces
αpn(T ) = {a ∈ Ga(T )|ap
n
= 0}.
Por ende αpn es un S-esquema en grupo afín, con álgebra de Hopf R[X]/Xp
n .
El Álgebra de un Grupo.




rgg|rg ∈ R, g ∈ G}.
Para toda R-álgebra B,
HomR−alg(R[G], B) = HomAb(G,B
∗).
Aquí B∗ denota las unidades de B. Además, vemos que HomAb(G,B∗) es un grupo abeliano.
Mostremos que Spec(R[G]) es un S-esquema de grupo. Para ello vamos a demostrar que
R[G] es una R-álgebra de Hopf. Definamos m : R[G]→ R[G]⊗R R[G], dada por g 7→ g ⊗ g.
Claramente m es asociativa y conmutativa.




rg e i : R[G] → R[G], dado por g 7→ g−1. Por
consiguiente
R[G]
m→ R[G]⊗R[G] id⊗e→ R[G]
es la identidad.




rg ∗ 0. En particular
g 7→ 1 ∗ 0, y por construcción, vemos que ésta compuesta es igual a
R[G]]
m→ R[G]⊗R[G] id⊗i→ R[G]⊗R[G]→ R[G].
Por consiguiente R[G] es una R-álgebra de Hopf, de donde se sigue que Spec(R[G]) es un
S-esquema en grupos.
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De otro lado, HomR−alg(R[G], B) es un grupo abeliano bajo la ley de composición: si f, h :






rgg)); en particular fh(g) = f(g)h(g). Por
otro lado tenemos Hom(R[G] ⊗ R[G], B) → Hom(R[G], B), dada como sigue: f ⊗ h 7→
f ⊗ h ◦m. Pero
f ⊗ h ◦m(g) = f ⊗ h(g ⊗ g) = f(g)h(g),
de donde fh = f ⊗ h ◦ m. Como B es una R-álgebra cualquiera, hemos mostrado que la
R-álgebra de Hopf R[G] induce el funtor de puntos Spec(R[G]).
Por último definamos D : Ab → Sch/S por G → Spec(R[G]). Notemos que D tiene su
imagen en los S-esquema de grupos. Si tomamos G = Z, vemos que HomAb(Z, B∗) = B∗.
Así que D(Z) = Gm y cuando G = Z/nZ, tenemos HomAb(Z/nZ, B∗) = {b ∈ B|bn = 1}, de
donde D(G) = µn.
1.15. Categoría GFP/S.
En ésta sección definiremos la categoría GFP/S.
Comencemos por recordar la definición de R-módulos plano y fielmente plano.
Definición 1.15.1. Un R-módulo M se llama plano si el funtor •⊗RM es exacto. Es decir, cada
vez que
0→ A→ B → C → 0
sea una secuencia exacta de R-módulos, la secuencia
0→ A⊗M → B ⊗M → C ⊗M → 0
también será exacta.
Un R-módulo M se llama fielmente plano, si es plano y para todo R-módulo N , N ⊗R M = 0
implica que N = 0.
Lema 1.15.2. Un R-módulo plano es fielmente plano si y solamente siM/IM 6= 0 para todo ideal
I de R.
Demostración. Sea M un R-módulo plano.
Supongamos que M es fielmente plano, y sea I un ideal de R. Entonces R/I 6= 0 de donde
R/I ⊗M 6= 0.
Ahora supongamos que para todo ideal I de R, R/I⊗M 6= 0. SeaN un R-módulo tal queN⊗RM =
0. Tomemos n ∈ N y consideremos R→ N dado por r 7→ rn. Entonces R/Ann(n) ' (n), y como
M es plano, (n)⊗RM = 0, de donde R/Ann(n)⊗M = 0. En consecuencia Ann(n) = R, es decir,
1 ∈ Ann(n), lo que implica que n = 0 y por consiguiente que N = 0.
Lema 1.15.3. Sea A un R-álgebra plana. A es fielmente plana si y sólo si Spec(A)→ Spec(R) es
sobreyectiva.
Demostración. Primero supongamos que A es fielmente plana. Veamos que R
h
↪→ A. Sea N el
kernel de h. Vemos entonces que N ⊗R A ⊂ R ⊗R A ' A, donde el isomorfismo viene dado por
r ⊗ a 7→ h(r)a. Luego N ⊗R A ' h(N)A = 0 de donde N = 0.
Ahora mostremos que para todo ideal primo Q de R, (h#)−1(Q), como espacio topológico, es
52
Spec(A⊗κ(R/Q)), donde κ(R/Q) es el campo de fracciones de R/Q. En efecto: Spec(κ(R/Q))→
Spec(R) (dado por 0 7→ Q). Consideremos el producto fibrado
Spec(A)×Spec(R) Spec(κ(R/Q)).




donde la flecha i denota la inclusión. Sabemos que (h#)−1(Q) satisface la propiedad universal del












Por tanto (h#)−1(Q) es le producto fibrado de los morfismos Spec(A)→ Spec(R) y Spec(κ(R/Q))→
Spec(R). La unicidad del producto fibrado garantiza que (h#)−1(Q) y Spec(A)×Spec(R)Spec(κ(R/Q))
sean hemeomorfos. Razonemos ahora por el absurdo y supongamos que h# : Spec(A)→ Spec(R)
no fuera sobreyectiva. Es decir, supongamos que existe un ideal primo Q de R tal que para todo
primo P de A, h−1(P ) 6= Q. Entonces (h#)−1(Q) = ∅, y como Spec(A) ×Spec(R) Spec(κ(R/Q)) '
Spec(A ⊗ κ(R/Q)), entonces A ⊗ κ(R/Q) = 0. Pero A es fielmente plano, y por tanto podemos
deducir que Q = R, lo que es una contradicción.
Ahora, como Spec(A)→ Spec(R) es sobreyectiva, entonces para todo ideal I de R, Spec(A/IA)→
Spec(R/I) también es sobreyectiva. De aquí deducimos entonces que A/IA 6= 0.
Definición 1.15.4. Sea M un R-módulo.
1. Decimos que M es finito y plano si M es un R-módulo finitamente generado y M es plano.
2. DecimosM es localmente libre de rango finito sobre R si existe un cubrimiento afín de SpecR =⋃
i SpecRi tal que Mi = M ⊗R Ri es libre de rango finito.
Sea M un R-módulo finitamente generado. Definimos la función rango como:
rg : SpecR→ N
x 7→ dimκ(x)(M ⊗ κ(x)).
Si M es localmente libre, esta función es localmente constante.
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Teorema 1.15.5. Bourbaki, Commutative Algebra, Section II.5.2,Theorem 1
Sea M un R-módulo finitamente generado. Las siguientes afirmaciones son equivalentes:
1. M es proyectivo.
2. Para todo ideal primo P , MP es un RP -módulo libre de rango finito y la función P 7→ rg(P ) es
localmente constante sobre SpecR.
3. M es localmente libre.
4. M es finito y plano y la función rg es localmente constante sobre SpecR.
Definición 1.15.6. Categoría GFP/S.
Sea G un S-esquema en grupo. Decimos que G es localmente libre de rango finito sobre S =
Spec(R), si G = Spec(A) y A es un R-módulo localmente de rango finito.
Definimos la categoría de GFP/S, como la categoría que tiene como objetos los S-esquemas en
grupos localmente libres de rango finito.
Nota 1.15.7. Notemos que los morfismos en esta categoría son los mismos que en la categoría




De la Proposición 1,13,2 tenemos el siguiente corolario:
Corolario 1.15.8. La categoría GFP/S es anti-equivalente a la categoría de las R-álgebras de
Hopf localmente libre de rango finito sobre R.
ejemplo 1.15.9. µn y αpn son objetos de la categoría GFP/S.
1.16. Kernel y cokernel.
Sean G,G′ dos S-esquemas afines en grupos y sea ϕ : G → G′ un morfismo en la categoría
Gr/S. El lema de Yoneda nos dice que este morfismo induce otro morfismo ϕ̃ : hG → hG′ , que para
cada S-esquema T , ϕ̃ : hG(T )→ hG′(T ) viene dado por f 7→ φ ◦ f. Notemos que esta construcción
define una transformación natural. Ahora, en virtud de 1,11,1 vemos que hG ∈ Ffppf (Sch/S,Ab).
Luego φ̃ es un morfismo en la categoría Ffppf (Sch/S,Ab). Además, como ya notamos, esta categoría
es abeliana, y en consecuencia existe un kernel y un cokernel para φ̃.
En resumen, hemos mostrado que los functores ker(φ) : Sch/S → Ab, dados por T → ker(ϕT ) y
coker(ϕ)+, asociado a la presheaf T → coker(φT ), son objetos de Ffppf (Sch/S,Ab).
Ahora mostremos que ker(ϕ) es un S-esquema en grupo. En efecto, para cada S-esquema T ,
ker(ϕ)(T ) = ker(ϕT ), luego es un grupo. Además, si f : T → H es un morfismo de S-esquemas
entonces sabemos que G(H) → G(T ) dado por h 7→ h ◦ f es un homomorfismo de grupos. Por
tanto, si h ∈ ker(φH) entonces φ ◦ h es la identidad en G′(H). Pero G′(H) → G′(T ), dado por
h′ 7→ h′ ◦ f, es un homomorfismo de grupos de donde se sigue que φ◦h◦ f es la identidad en G′(T )
y que el mapa ker(φH)→ ker(φT ), dado por h 7→ h ◦ f, está bien definido y es un homomorfismo
de grupos (puesto que es la restricción de G(H)→ G(T )).
Entonces, el lema de Yoneda garantiza que ker(φ) es un S-esquema en grupos. Del argumento
anterior se sigue que ker(φ) es el producto fibrado de e : S → G′ y φ : G→ G′. En otras palabras,






Ahora, si G = SpecA, G′ = SpecA′ y S = SpecR entonces ker(ϕ) = Spec(A⊗A′ R), donde A
es una A′-álgebras a través del morfismo ϕ y R es una A′-álgebra a través de e. Luego ker(ϕ) es
un S-esquema en grupo afín.
Notemos que sobre los esquemas en grupos planos ker(ϕ) no es necesariamente un esquema de
grupo plano. Por ejemplo, si G = SpecR[X] = G′, y si definimos ϕ : R[X]→ R[X] por X → nX,
entonces ϕ es un homomorfismo de álgebras de Hopf. Denotemos nuevamente por ϕ : G → G′ el
morfismo de S-esquemas en grupos afines, así ker(ϕ) = Spec(R[X]/nX). Este es un S-esquema
en grupo que no es plano.
Una situación similar ocurre en la categoría GFP/S. Sin embargo, si S = Spec(k) con k un cuerpo,
entonces la cateogoría GFP/k tiene kerneles, puesto que toda k-álgebra es plana.
La siguiente proposición nos muestra que el cokernel siempre existe para cualquier anillo R, S =
SpecR.
Proposición 1.16.1. Sean G,G′ dos S-esquemas en grupos finitos y planos y ϕ : G → G′ un
monomorfismo,(ker(ϕ) es el S-esquema de grupo trivial).Entonces el cokernel de ϕ en la categoría
Ffppf (Sch/S,Ab) es representable por un objeto G′′ de GFP/S, donde el morfismo G′ → G′′ es
fidelemente plano y su kernel es G.
Demostración. Sea G = Spec(C) y G′ = Spec(A). Consideremos el morfismo ϕ : A → C y
definamos






p2 : A→ A⊗ C,
por
a 7→ a⊗ 1.
Luego, para cada S-esquema T , p1 induce (p1)T : G(T )×G′(T )→ G(T ), dada por
(g, g′) 7→ ϕ(g)g′.
Así que p1 induce p1 : G×G′ → G dada por
(g, g′) 7→ ϕ(g)g′.
De manera similar p2 induce p2 : G×G′ → G′ mediante
(g, g′)→ g′.





De otro lado tenemos que p1 × p2 : G×G′ → G′ ×G′, (g, g′) 7→ (gg′, g′) es un monomorfismo,
y es así mismo una relación de equivalencia en la categoría de los esquemas afínes. Esto último
quiere decir que para todo S-esquema T se tiene que (G×G′)(T ) ⊂ (G′×G′)(T ) es una relación de
equivalencia. En efecto, sea h ∈ G′(T ). Entonces (h, h) ∈ (G×G′)(T ), puesto que p1 × p2(1, h) =
(h, h). Esto muestra la propiedad reflexiva.
Ahora, si h, p ∈ G′(T ) son tales que (h, p) ∈ (G × G′)(T ) entonces existe (g, g′) ∈ G × G′ tal que
(gg′, g′) = (h, p). Luego h = gp, g′ = p, de donde (ph−1, h) ∈ G × G′ y (ph−1, h) 7→ (p, h) lo cual
implica que la relación es simétrica. Es fácil verificar que también es transitiva.
Ahora mostremos que HomSch/S(T,G′)/ ∼= G′(T )/G(T ). En efecto, sean f, h ∈ HomSch/S(T,G′).
Entonces f ∼ h si y sólo si existe (g, g′) ∈ HomSch/S(T,G) × HomSch/S(T,G′) tal que (f, h) =
(gg′, g′). Esto último es equivalente a decir que f = gg′, h = g′; es decir, equivale a que fh−1 =
g ∈ HomSch/S(T,G). En otras palabras: f = g en G′(T )/G(T ). Por consiguiente vemos que la
sheaf fppf G′/G es el cociente de G′ por ésta relación, de donde se sigie la exactitud del siguinete
diagrama:
G′ ×G G′ → G′/G.
p1
p2
De aquí se sigue que G′/G es representado por G′′ = Spec(A0).
Demostremos ahora que G′′ es un objeto de GFP/S, tenemos los siguientes hechos:
1. A0 es una A-álgebra localmente fiel.
2. A0 es localmente libre de rango finito.
3. La aplicación p1 ⊗ p2 : A⊗A0 A→ A⊗ C es un isomorfismo.
El punto 1 implica que G′ → G′′ es fielmente plano. De 2 se sigue que G′′ es un objeto de la
categoría GFP/S, y por 3 G es el kernel de G′ → G′′, puesto que p1 × p2 : G′ ×S G→ G′ ×G′′ G′,
(g, g′) 7→ (gg′, g′), es un isomorfismo. En consecuencia G ×S S ' G′ ×G′′ S. Pero G ' G ×S S, y
por definición Ker(G′ → G′′) ' G′ ×G′′ S, de donde G ' ker(G′ → G′′).
Definición 1.16.2. Una secuencia exacta corta en GFP/S es un complejo,
0→ G→ G′ → G′′ → 0
donde G→ G′ es un monomorfismo y G′′ es el cokernel de G→ G′
Proposición 1.16.3. Sea
0→ G→ G′ → G′′ → 0
una secuencia exacta corta en GFP/S, con G = SpecA,G = SpecA′, G = SpecA′′ tal que la
función rango sea constante sobre A,A′ y A′′. Entonces rg(G′) = rg(G)rg(G′′).
Demostración. Después de localizar podemos suponer que A,A′, A′′ son R-módulos libres. Como
G = SpecA′ ⊗A′′ R, entonces A ' A′ ⊗A′′ R, de donde el rango de A′, visto como A′′-módulo, es
igual al rango de A como R-modulo. Contando rangos en la torre
R→ A′′ → A′
concluimos que rg(G′) = rg(G)rg(G′′).
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Proposición 1.16.4. Sea G→ G′ → G′′ un complejo en GFP/S. Supongamos que G es el kernel
de G′ → G′′ y que rg(G′) = rg(G)rg(G′′). Entonces G′′ es el cokernel de G → G′, y la secuencia
es exacta.
Demostración. Sea (C, π : G′ → C) el cokernel de G → G′. Entonces existe un único morfismo





Mostremos que G = Ker(π). Por la conmutatividad del diagrama anterior es suficiente mostrar
que τ es un monomorfismo. En efecto, sea T un S-esquema. Entonces G′(T )/G(T ) → G′′(T ) es
inyectivo, y como C es la sheaf asociada a a la presheaf T 7→ G′(T )/G(T ), vemos que τ es inyectivo.
Por consiguiente la siguiente secuencia corta es exacta:
0→ G→ G′ → C → 0.
De aquí deducimos que rg(G′) = rg(G)rg(C), y en consecuencia (por hipótesis) obtenemos que
rg(C) = rg(G′′). Como τ es inyectiva vemos que G′′ ' C.
El siguiente teorema resume el resultado principal de esta sección.
Teorema 1.16.5. La categoría GFP/k es abeliana.
Demostración. Sea R un anillo cualquiera. Entonces la categoría GFP/S es una categoría aditiva.
En efecto, S es el objeto cero puesto que para cada G, un S-esquema de grupo, el morfismo G→ S
es el morfismo constante: para cada S-esquema T , S(T ) contiene sólo un elemento, que es preci-
samente el elemento identidad, luego podemos definir G(T ) → S(T ) como el morfismo contante.
Ahora, definamos S(T ) → G(T ) como T → S 7→ T → S e→ G, que como ya hemos visto, es la
identidad de G(T ). Por consiguiente existe f : S → G.
El producto y el coproducto existen, pues estos objetos existen en la categoría de los grupos abe-
lianos, y en el caso de esquemas A,B, T tenemos que Hom(A×B, T ) = Hom(A, T )×Hom(B, T ).
Si tomamos R = k, como ya hemos visto, todo morfismo tiene kernel y cokernel, de donde se
deduce que GPF/k es una categoría abeliana.
1.17. Dualidad de Cartier.
Sea G un objeto de GFP/S, y sea T un S-esquema en grupos. Entonces HomGr/T (GT ,GmT )
(donde GT , GmT son los cambios de base con respecto a T de G y a Gm respectivamente) es un
grupo abeliano con la operación f + h : GT → GmT , f + h(g) = m(f(g), h(g)). La identidad está





Nota 1.17.1. Recordemos que por la proposición 1,12,3, GT y GmT son T -esquemas en grupos.
Si T → H es un morfismo en Sch/S, entonces éste induce un morfismo de grupos abelianos
HomGr/H(GH ,GmH) → HomGr/T (GT ,GmT ). En efecto, sea f ∈ HomGr/H(GH ,GmH). Notemos
que T → H induce un morfismo GT → GH . Por tanto se tiene el morfismo
GT → GH
f→ GmH → Gm.





Entonces, por la propiedad universal del producto fibrado, existe un único morfismo f̃ : GT → GmT





Que este morfismo sea un homomorfismo de grupos abelianos se sigue de la unicidad del producto
fibrado. Este mismo hecho implica que GD : Sch/S → Ab, dado por GD(T ) = HomGr/T (GT ,GmT ),
es un funtor contravariante.
En ésta sección vamos a mostrar que éste es un funtor representable por un objeto GFP/S.
Sea M un R-módulo. Denotamos por M∗ el dual de M , M∗ = HomR−mod(M,R). Ahora entre
M y M∗ hay un morfismo natural, M Ψ→ (M∗)∗ dado por m 7→ λm, donde λm : Hom(M,R)→ R
está definido por f 7→ f(m). Sabemos que sí M es un R-módulo libre de rango finito entonces
Ψ es un isomorfismo de R-módulos. De otro lado, M es un R-módulo proyectivo si y sólo sí M
es un R-módulo plano con una presentación finita. De la Proposición 2.10 [Eis95] se sigue que Ψ
es un isomorfimo. Por consiguiente, si M es un R-módulo localmente libre vemos que Ψ es un
isomorfismo.
De manera similar se obtiene que siM y N son R-módulos localmente libres entonces (M ⊗N)∗ '
M∗ ⊗N∗.
Ahora mostremos que si A una R-álgebra de Hopf, entonces A∗ tambiénlo es. En efecto, primero
notemos que la acción de R sobre A∗ está dada por e∗ : R → A∗. Además, si δ : A ⊗R A → A
denota la multiplicación, entonces se sigue que δ∗ : A∗ → A∗ ⊗ A∗. Por otro lado, sabemos que
m : A→ A⊗A y por tanto m∗ : A∗⊗A∗ → A∗ induce una multplicación sobre A∗, definida así: si
f, g ∈ A∗ definimos fg(a) = (f ⊗ g)(m(a)). Luego fg ∈ A∗. Se ve sin problemas que la identidad





es la identidad. De aquí que fe = f . De otro lado, (f + g)r = fr + gr, y por ende A∗ es una
R-álgebra bajo estas operaciones.
Ahora, como A es una R-álgebra, existe un homomorfismo estructural h : R → A, y así mismo
existe h∗ : A∗ → R. Sabemos que existe i : A→ A, luego i∗ : A∗ → A∗.
Veamos que δ∗, h∗, i∗ hacen de A∗ una R-álgebra de Hopf.
Es fácil verificar que δ∗ es co-asociativa y co-conmutativa. Ahora, tenemos que
R⊗R A
h⊗id→ A⊗ A δ→ A
es la identidad. Luego
A∗
δ∗→ A∗ ⊗ A∗ id⊗h
∗
→ A
es también la identidad. De otro lado, tenemos que
A





e→ A h→ A.
Luego, tomando el dual se sigue que la compuesta
A∗
δ∗→ A∗ ⊗ A∗ Id⊗i
∗








Finalmente, si la función rango es constante sobre A entonces, de nuevo de la proposición 2.10 de
[Ein95] se sigue que la función rango es constante sobre A∗ y rg(A∗) = rg(A).
Describamos el funtor GD. Si T = Spec(B) entonces GmT = Spec(B[X,X−1]) y GT =
Spec(A⊗R B), y además
GD(T ) = HomHopfB−alg(B[X,X
−1], A⊗RB) = {λ ∈ A⊗RB|λes un unidad,m(λ) = λ⊗λ, e(λ) = 1}.
Esta última igualdad se desprende del siguiente hecho: si f : B[X,X−1] → A ⊗R B es un
homomorfismo B-álgebras de Hopf, los siguientes diagramas son conmutativos
B[X,X−1] B[X,X−1, Y, Y −1]












Del otro lado, si G∗ = Spec(A∗) entonces,
G∗(T ) = HomSch/S(T,G
∗) = HomR−alg(A
∗, B) = HomB−alg(B⊗RA∗, B) = HomB−alg((A⊗RB)∗, B).
Donde (A⊗RB)∗ = HomB−mod(A⊗RB,B). Pero A⊗RB ' HomB−mod((A⊗RB)∗, B) (la definición
de este isomorfismo es semejante a la de Ψ).
Claramente, HomB−alg((A⊗R B)∗, B) ⊂ HomB−mod((A⊗R B)∗, B). Además φ : (A⊗R B)∗ → B,
un homomorfismo de B-módulos, es un homomorfismo de B-álgebras si y sólo si φ(1) = 1 y
φ(fg) = φ(f)φ(g), para todo f, g ∈ (A⊗R B)∗. Vía Ψ estos elementos corresponden precisamente
a los elementos λ ∈ A⊗R B tales que m(λ) = λ⊗ λ y e(λ) = 1.
En consecuencia GD(T ) ' G∗(T ). Hemos entonces demostrado que:
Proposición 1.17.2. Sea G = Spec(A) un objeto de GFP/S. Entonces
1. A∗ es naturalmente una R-álgebra de Hopf.
2. GD es representable por G∗.
3. Hay un isomorfismo canónico y funtorial (GD)D ' G.
4. La dualidad de Cartier es una anti-equivalencia de GFP/S.
5. rg(G) = rg(G∗).
ejemplo 1.17.3. Sea G un grupo abeliano finito, y sea GS el S-esquema en grupo constante.
Sabemos que GS = Spec(A), donde A =
∏
g∈GRg. Luego HomR−mod(A,R) ' R[G], como R-
módulo. En efecto,
HomR−mod(A,R)→ R[G]




rgg 7→ f̃ , donde f̃(eg) = rg. Estos homorfismos de R-módulos son inversos
uno del otro. Así que A∗ = R[G]. En particular, para G = Z/nZ hemos mostrado que D(G) =
Spec(R[G]) = Spec(R[X]/Xn − 1), de GD(GS) = µn.
Como la dualidad de Cartier es una anti-equivalencia de la categoría GFP/S entonces, si
G→ G′ es un monomorfismo, G′D → GD es un epimorfismo. De manera similar, si G′ → G′′ es un
epimorfimo entonces G′′D → G′D es un monomorfismo. Por consiguiente
Proposición 1.17.4. La dualidad de Carier envía secuencias exactas cortas en secuencias exactas
cortas.
1.18. Grupos etales, grupos conexos.
En ésta sección definiremos los grupos étales y los grupos conexos. Mostraremos que si G es un
S-esquema en grupo, entonces existe una secuencia exacta corta
0→ Go → G→ Get → 0,
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donde Go es conexo y Get es étale. Además, dicha descomposición es única: es decir, si existe G′
conexo, G′′ étale y una secuencia exacta corta
0→ G′ → G→ G′′ → 0,
entonces Go ' G′′ y Get ' G′′.
Recordemos primero algunas nociones.
1.19. Sheaf de diferenciales
Sea R un anillo y sea A una R-álgebra y M un A-módulo, decimos que d : A → M es una
R-derivación si para todo a, b ∈ A
d(ab) = ad(b) + d(a)b,
d(a+ b) = d(a) + d(b),
y para todo r ∈ R
d(r) = 0.
Nuestro primer objetivo es mostrar que existe un A-módulo Ω1A/R y una R-derivación d : A→
Ω1A/R tal que si M es un A-módulo y d
′ : A → M una R-derivación entonces existe un único






En efecto, definimos Ω1A/R = ⊕a∈ARda/F , donde F es el ideal generado por los elementos da, d(a1+
a2)− d(a1)− d(a2), d(a1a2)− a1d(a2)− a2d(a1), y d : A→ Ω1A/R está definida por a→ d̄a.
Se puede verificar fácilmente que Ω1A/R y d satisfacen lo requerido y que éste módulo es único, salvo
isomorfismo. Más aún, es fácil ver que:
Proposición 1.19.1.
DerR(A,M) ' HomA−mod(Ω1A/R,M).
ejemplo 1.19.2. Sea A = R[T1, . . . , Tn]. Entonces Ω1A/R = RdT1 ⊕ . . .⊕ RdTn y d : A→ Ω1A/R es
el mapeo Ti 7→ dTi.
Por otro lado: ∆ : A⊗RA→ A, que es precisamente la operación multiplicación, y cuyo kernel
lo denotaremos por I. Entonces I/I2 ' Ω1A/R.
En efecto, notemos primero que I = 〈a⊗ 1− 1⊗ a〉. Así que, a priori, la función ϕ : Ω1A/R → I/I2
dada por d′a 7→ a⊗ 1− 1⊗ a es sobreyectiva. Veamos que d′ está bien definida y es un homomor-
fismo de A-módulos. En virtud de la proposición anterior es suficiente construir una R-derivación
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de d′ : A → I/I2 que venga dada por a 7→ a ⊗ 1 − 1 ⊗ a, la cual en efecto resulta ser una R-
derivación. Construyamos su inversa. Sea A⊗A→ Ω1A/R dada por a⊗b 7→ d(a)b−ad(b). Entonces,
restringida a I, nos da a ⊗ 1 − 1 ⊗ a 7→ da. Claramente todo elemento de I2 es llevado al cero.
Luego I/I2 → Ω1A/R, dada por ¯a⊗ 1− 1⊗ a 7→ da, es un homomorfismo de A-módulos. Se ve
inmediatamente que estos dos morfismos son uno inverso del otro.
Las siguientes propiedades sobre los módulos de diferenciales se pueden verificar fácilmente, y
omitiremos su demostración.
Proposición 1.19.3. 1. Sean A,A′ dos R-álgebras. Entonces A⊗R A′ es una A′-álgebra, y existe








β→ Ω1A/B → 0,
donde α(db⊗ a) = ad(f(b)) y β está inducidos por d : A→ Ω1A/B, d(a) = da.
3. Existe un isomorfismo canónico
Ω1A⊗RB/R ' Ω
1
A/R ⊗R B ⊕ A⊗R ⊗Ω1B/R.
4.Sea A una R-álgebra y consideremos C = A/I. Existe una secuencia exacta
I/I2
δ→ Ω1A/R ⊗A C
α→ Ω1C/R → 0,
donde δ(ā) = da⊗ 1, d es la derivación canónica y α es el morfismo definido en el literal anterior.
ejemplo 1.19.4. Sean A = R[T1, . . . , Tn], F ∈ A, y C = A/F . Entonces, del ejemplo anterior, y





Si J ⊂ A es multiplicativo, entonces Ω1J−1A/R ' J−1Ω1A/R, puesto que J−1(I/I2) ' J−1I/J−1I2.
Además, el kernel de ∆ : J−1A⊗ J−1A→ J−1A es precisamente J−1I lo cual se deduce del hecho
de que la localización es un funtor exacto.




Esta asignación define una β-sheaf sobre X, y en consecuencia una sheaf inducida sobre X. Mirar
trabajo de grado.








donde IX/S es el kernel ∆# : ϑX×SY → ∆∗ϑX .
ejemplo 1.19.6. Sea X = Spec(k[X, Y ]/F ) una curva suave sobre el campo k. Vamos a mostrar
que Ω1X/k es libre de rango 1 sobre ϑX = k[X, Y ]/F . Notemos que X es suave: si (x, y) ∈ k2 es tal
que F (x, y) = 0 entonces (x, y) no satisface
FX(x, y) = FY (x, y) = 0.
Por ende X = D(FX)∪D(FY ). Además, como notamos más arriba en Ω1X/k se satisface la relación
FXdY = −FY dX (1.11)




dX ⊕ K[X,Y ]
F
dY
FXdX + FY dY
.
Luego Ω1D(FX)/k = (Ω
1
X/k)FX , y por ende Ω
1
D(FX)/k
. Luego el ϑX-módulo es libre de rango 1 con
base dY
FX









en D(FX) ∩ D(FY ). Luego, como Ω1X/k es una sheaf, existe una sección global s ∈ Ω1X/k cuya
restricción coincide con FX y con FY en los abiertos respectivos y por ende s es una base.
En otras palabras, hemos demostrado que sí C es una curva plana entonces Ω1C es un K(C)-
espacio vectorial de dimensión 1. Del Teorema [2.4.2] literal b ([silv 72]) se sigue entonces que si
C es una curva, y x ∈ K(C), entonces dx es una base de Ω1C sobre K(C) si y sólo sí K(C)/K(x)
es una extensión finita separable. En conclusión se tiene:
Proposición 1.19.7. Sea φ : C1 → C2 un morfismo de curvas planas. Entonces φ es separable si
y sólo si
φ∗ : Ω1C2 → Ω
1
C1
es inyectiva. Ello es equivalente a decir que este morfismo no es nulo (ejemplo anterior).
Demostración. Notemos que Ω1C2 = K(C2)dy, donde K(C2)/k(y) es una extensión separable finita.
Luego φ∗(K(C2))/K(φ∗(y)) es separable, y en consecuencia φ∗ es inyectiva si y sólo si d(φ∗y) 6= 0.
Es decir, que d(φ∗y) sea una base para Ω1C1 equivale a decir que K(C1)/K(φ
∗y) es una extensión
separable. Pero ello equivale a que K(C1)/φ∗K(C2) sea separable, puesto que φ∗(K(C2))/K(φ∗(y))
es separable.
Definición 1.19.8. Formas diferenciales invariantes.





donde x = p1 : G×S G→ G, y = p2 : G×S G→ G y x+ y = d.
El R-módulo de las formas diferenciales invariantes será denotado por ωG/S.
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Apliquemos algunos de estos conceptos al caso de curvas elípticas.
Proposición 1.19.9. Sea G = Spec(A) un objeto de GFP/S. Existe un isomorfismo canónico
A⊗R ωG/S ' Ω1G/S.
Además, ωG/S ' Ie/I2e . Recordemos que Ie denota el kernel de e : A→ R.
Demostración. Sea Ψ : G ×S G → G ×S G dada por (g1, g2) 7→ (g1, g1 − g2). Que esta notación
tenga sentido es consecuencia del lema de Yoneda (G puede pensarse como un grupo). De este
mismo lema se sigue inmediatamente que Ψ es un isomorfismo. Sea ψ∗ el homomorfismo de anillos
inducido por Ψ. Entonces el siguiente diagrama es conmutativo:
G G




Como (Id, 0) es inducido por e ⊗ id : A ⊗R A → A, y dado que A ' Ie ⊕ R, vemos entonces que
la siguiente secuencia es exacta:
0→ Ie ⊗ A→ A⊗ A
e⊗id→ A→ 0.
Entonces el diagrama (visto como diagrama de morfismos de anillos) es conmutativo. Y como ψ∗






Ω1A/R ' I/I2 ' Ie/I2e ⊗ A.
Así que es suficiente mostrar que ωG/S ' Ie/I2e .
Calculemos d∗. Para ello trataremos de relacionar d con m. Primero notemos que como anillos
p1 y p2 son precisamente
p1 : A→ A⊗ A,
dada por
a 7→ a⊗ 1;
y
p2 : A→ A⊗ A
es
a 7→ 1⊗ a.
Así que p∗1, p∗2 : Ω1A/R → Ω1(A⊗A)/R. Pero Ω1A/R = A ⊗ Ie/I2e . De la proposición 1,19,3 literal 3, se
sigue Ω1A⊗RA/R ' Ω
1
A/R ⊗R A⊕ A⊗R ⊗Ω1A/R. Entonces
Ω1A⊗RA/R ' A⊗R ⊗Ie/I
2
e ⊗R A⊕ A⊗R A⊗R Ie/I2e . (1.12)
Por ende
p∗1(a⊗ i) = a⊗ i⊗ 1
p∗2(a⊗ i) = 1⊗ a⊗ i.
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Notemos que A⊗A Ie/I2e ' A como A-módulo. Entonces, de la ecuación 1,22,2 se sigue que
Ω1(A⊗A)/R ' A⊗R ⊗(A⊗A Ie/I2e )⊗R A⊕ A⊗R A⊗R (A⊗A Ie/I2e ).
De aquí deducimos
p∗1(a⊗ i) = a⊗ 1⊗ i⊗ 1,
p∗2(a⊗ i) = 1⊗ a⊗ 1⊗ i.
Debemos entonces mostrar que m∗ se puede ver como el homomorfismo A⊗A→ A⊗A⊗A⊗A.
Para ello consideremos,
M ′ : G×G×G×G→ G×G,
definida por (a, b, c, d) 7→ (a + b, c + d). Definamos ϕ : G × G × G × G → G × G × G × G por






donde M(a, b, c, ) = (a+ c, b+ d). Si definimos ∆ como la diagonal de G×S G vemos que ∆ ' G,
∆×∆ ' G×G. Entonces M envía ∆×∆ en ∆.






Pero M ′|ϕ(∆×∆) : ϕ(∆ × ∆) → Ψ(∆) tiene la misma acción que d. Luego d∗ es inducida por
m⊗m : A⊗ A→ A⊗ A⊗ A⊗ A.
Así que queda por mostrar que Ie/I2e es el kernel de la aplicación
d∗ − p∗1 − p∗2 : A⊗ Ie/I2e → A⊗ A⊗ Ie/I2e ⊗ A⊕ A⊗ A⊗ A⊗ Ie/I2e .
De la proposición 1,13,3 se sigue que m⊗m(1⊗ i) = 1⊗ 1⊗ 1⊗ i+ 1⊗ 1⊗ i⊗ 1, de donde vemos
que Ie/I2e es un subespacio de ωG/S.
Sea b ∈ B y i ∈ Ie/I2e . Supongamos que b⊗ i está en el kernel de d∗ − p∗1 − p∗2. Es decir,
m⊗m(b⊗ i) = 1⊗ b⊗ 1⊗ i+ b⊗ 1⊗ i⊗ 1.
Como m ◦ τ = m, entonces 1⊗ b⊗ 1⊗ i = b⊗ 1⊗ i⊗ 1.
Además, notemos que A es fidelemente plano sobre R, y que por ende existe una secuencia exacta:
0→ R→ A r→ A⊗R A,
donde r(a) = a⊗ 1− 1⊗ a. Luego la siguiente secuencia es exacta:
0→ Ie/I2e → A⊗ Ie/I2e
d→ A⊗ A⊗ Ie/Iee ,
dado que A = R⊕ Ie. Por consiguiente b⊗ i ∈ Ie/I2e .
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1.20. Grupos étales y grupos conexos
Definición 1.20.1. Esquema étale
Sea X = Spec(A) un S-esquema afín y plano. Decimos que X es un S-esquema étale si
Ω1X/S = 0.
Teorema 1.20.2. Un esquema en grupo G ∈ GFP/S es étale si verifica una de las condiciones
siguientes:
1. El modulo de diferenciales invariantes ωG/S es cero.
2. El conjunto e : S → G es abierto y cerrado en G.
Demostración. 1. Se sigue inmediatamente de la Proposición 1,19,9.
2. Como G no es conexo, entonces A = R × Ie (como anillos). Luego Ie/I2e = 0, y como se vio en
la prueba de la Proposición 1,19,9, tenemos que ωG/S = 0. Luego G es étale.
Sea k un campo. El Teorema 4 de [Bou03], sección A.V 35, nos dice que A es una k-álgebra
étale si y solamente si A ' L1× . . .×Ln, donde Li/k es una extensión separable. Por consiguiente:
Proposición 1.20.3. Si k es un campo perfecto, A es étale si y solamente si A es un anillo
reducido.
Demostración. Ver [Bou03], Sección A.V 35, Lema 5.
Podemos entonces demostrar ahora la siguiente equivalencia categórica:
Teorema 1.20.4. La categoría de las álgebras étales sobre k (no necesariamente un campo per-
fecto) es equivalente a la categoría de los conjuntos finitos qui tienen una acción del grupo Gk, el
grupo de Galois absoluto.
Demostración. Sea FET/k la categoría de las k-álgebras finitas y étale. Definamos
Fk : FET/k → Ens
el funtor dado por Fk(A) = Homk−alg(A, k). Como A ' L1× . . .×Ln, con Li/k separable, entonces
Fk(A) es un conjunto finito dotado de una acción de Gk.
SeaX un conjunto finito junto con una acción continua deGk. Definamos la k-álgebra FGk(X, k̄)
como el conjunto funciones de X en k̄ que conmutan con la acción de Gk. Para mostrar el teorema
basta entonces demostrar que FGk(X, k̄) es una k-álgebra finita étale.
Para todo x ∈ X, definamos ϕx : Gk → X por g 7→ gx. Vemos que Vx = (ϕx)−1({x}) es
un abierto de Gk, y como X es finito, V =
⋂
x∈X Vx es un abierto de Gk. Pero Gk es un grupo
pro-finito, y por ende existe L/k, una extensión finita de Galois, tal que V = GL = Gal(L/k).
Afirmar que g ∈ V es equivalente a que gx = x, para todo x ∈ X. Sea f ∈ FGk(X, k̄) y g ∈ V .
Entonces, para todo x ∈ X
g(f(x)) = f(gx) = f(x).
Por tanto los valores de f están en L, de donde se deduce que FGk(X, k̄) ⊂ Fonct(X,L) es una
k-álgebra finita. Notemos que GL actúa sobre Fonc(X,L) mediante la acción: (g, f) 7→ g−1f(g(x)),
que es una acción semi-lineal. luego, del lema de Speiser (REF) se sigue que
(Fonc(X,L))G ⊗k L ' Fonc(X,L).
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Pero (Fonc(X,L))G = FGk(X, k̄), y por consiguiente FGk(X, k̄) ⊗k L ' L#X . Esto implica que
FGk(X, k̄) es étale, y que su dimensión como k-álgebra es el cardinal de X.
Fácilmente se verifica que esta aplicación es la inversa de Fk̄.
Corolario 1.20.5. Sea GFPET/k la categoría de k-esquemas en grupos finitos y planos que son
étales. Entonces GFPET/k es equivalente a la categoría de los grupos abelianos finitos, junto con
una acción continua de Gk. Donde el funtor Fk : GFPET/k → ENS viene dado por G 7→ Gk(k).
Terminaremos esta sección haciendo una descripción de los grupos conexos.
Definición 1.20.6. Anillo Henseliano
Un anillo local (R,m, k) es Henseliano si para todo polinomio unitario P ∈ R[T ] y toda raíz a0 ∈ k
de P tal que P ′(a0) 6= 0, existe a ∈ R tal que P (a) = 0 et a = a0 mód m.
ejemplo 1.20.7. El lema de Hensel garantiza que todo anillo local completo es Henseliano.
Proposición 1.20.8. Sea R un anillo Henseliano y sea A una R-álgebra finita. Entonces A es un
producto de anillos locales.
Demostración. Ver [Mil80], Capitulo I Teorema 4.2
Proposición 1.20.9. Sea S = Spec(R), donde (R,m, k) es un anillo local Henseliano. Sea G un
S-esquema en grupo finito. Entonces:
1. La componente conexa de e(S) ⊂ G, Go, es un subesquema en grupos de G, finito y plano.
2. El cociente G/G0 = Get es un esquema en grupo étale.
Demostración. 1. Supongamos que G = Spec(A). Entonces A es una R-álgebra finita, y de la
Proposición 1,20,8 se sigue que A =
∏
Ai, donde los Ai son anillos locales. Como e : S → G
es continuo y S es conexo, dado que R es local, entonces vemos que e(S) es conexo y por ende
deberá estar contenida en una componente conexa de G. Pero las componentes conexas de G son
precisamente Spec(Ai). Supongamos que Spec(A0) contiene a e(S). Para simplificar la notación
definamos G0 = Spec(A0), G0 ×S G0 (que es conexo dado que A0 ⊗R A0 es local). Entonces
m(G0 ×S G0) es precisamente G0. Por consiguiente G0 es un subgrupo.
2. En la prueba de la Proposición 1,16,1 vimos que G → Get es fielmente plano. En consecuencia





entonces G0 se mapea sobre eGet(S), el cual es un conjunto abierto.
En general, como e : S → G es un monomorfismo, e es cerrada. En particular eGet es cerrada.
Luego el Teorema 1,20,2 implica que Get es un S-esquema en grupo étale.
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Definición 1.20.10. GFP 0/S, GFPET/S.
GFP 0/S denotará la categoría de los grupos conexos sobre S. Por GFPET/S denotaremos la
categoría de los grupos étales sobre S.
Proposición 1.20.11. Las aplicaciones G 7→ G0, G 7→ Get inducen funtores exactos.
Demostración. Primero veamos que, en efecto, estas aplicaciones son funtores. Sea f : G→ H un
morfismo en la categoría GFP/S. Entonces f(G0) ⊂ H0, dado que eH = f ◦ eG. Entonces a la
aplicación f le asociamos la aplicación f |G0 .
Ahora, para mostrar que G 7→ Get es un funtor es suficiente probar que si H es étale y G es conexo
Hom(G,H) = 1. (1.13)
Pero si f : G→ H es un morfismo en GFP/S, entonces f induce el morfismo
G0 ⊂ G f→ H → Het,
el cual debe ser trivial. La proposición anterior nos garantiza entonces que f : Get → Het está bien
definida.
Para demostrar (1.13) consideremos f : G → H un morfismo donde G es conexo y H es étale.
Vemos que f(G) ⊂ H0, y como H0 es el grupo trivial dado que H es étale, se deduce que f es
trivial.
Por último mostremos la exactitud de
0→ G1 → G2 → G3 → 0.
Claramente G01 → G02 es un monomorfismo. Pero Get1 → Get2 es también un monomorfismo, dado
que G1 → G2 es un monomorfismo y G2 → Get2 es un epimorfismo cuyo kernel es G02. Luego el kernel
de G1 → Get2 es G01, lo cual implica que Get1 → Get2 es un monomorfismo. Como G02/G01 → (G2/G1)0
es un monomorfismo, y como estos dos grupos tienen el mismo rango, se deduce entonces que este
morfismo es un isomorfismo.
Ahora notemos que G2/G1 ' G3 y por ende G02/G01 ' G03. Por consiguiente
0→ G01 → G02 → G03 → 0
es exacta.
Finalmente, consideremos el complejo
Get1 → Get2 → Get3 .
Dado que Get1 es el kernel de Get2 → Get3 , y dado que rg(Get2 ) = rg(Get1 )rg(Get3 ), entonces, de la
Proposición 1,15 se sigue que la secuencia
0→ Get1 → Get2 → Get3 → 0
es exacta.
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En lo que resta de la sección consideraremos el caso en el que R = k es un campo perfecto. En
este caso, si G es un objeto GFP/k, La proposición 1,20,3 implica que Gred es étale.
En general, si f : C → B es un homomorfismo de anillos, f induce un morfismo Cred → Bred.
Así que si m : A ⊗ Ak ⊗ Ak, e : A → R y i : A → A definen la co-multiplicación, la sección y la
inversa que corresponden a G, entonces mred : Ared → (A⊗k A)red ' Ared⊗k Ared, ered : Ared → R
y ired : Ared → Ared hacen de Ared una álgebra de Hopf. En consecuencia Gred es un S-esquema en
grupo. Además, como Gred ⊂ G y la multiplicación de G induce la multiplicación de Gred entonces
Gred es un subgrupo de G.
Veamos ahora que Gred ' Get. En virtud del Corolario 1,20,5 es suficiente mostrar que Gred(k) '
Get(k). En efecto, la compuesta
Gred(k)→ G(k)→ Get(k),
es un isomorfismo. Dado que en este caso G0(k) consiste de un sólo elemento, vemos entonces que
G(k)→ Get(k) es inyectiva; pero este mapeo también es sobreyectivo, y Gred(k) ' G(k) de manera
natural. Luego Gred → Get, y en consecuencia hemos demostrado la siguiente proposición:
Proposición 1.20.12. Si R = k es un campo perfecto la secuencia
0→ G0 → G→ Get → 0
escinde.
Definición 1.20.13. Grupo multiplicativo Unipotente.
Un grupo G ∈ GFP/S, donde S = SpecR, se llama multiplicativo si GD es étale. Se denomina
unipotente, si GD es conexo.
ejemplo 1.20.14. Del ejemplo 1,14 se sigue que GS es étale. Vemos entonces que el dual de Cartier
de GS es multiplicativo.
Definición 1.20.15. Sea G ∈ GFP/S. Definimos Gm = ((GD)et)D.
Notemos que de la definición anterior se sigue que Gm es multiplicativo. La categoría de los
grupos multiplicativos será denotada por GFPM/S. Por pGFPM/S denotaremos la categoría de
los grupos multiplicativos que tienen orden una potencia de p.
Teorema 1.20.16. Sea S = SpecR, con R = k un campo perfecto de característica p > 0. Si
G ∈ pGFPM/S entonces G es conexo.
Demostración. Ver 1,26
Mostremos que si G ∈ pGFPM/S entonces Gm ⊂ G0. Por un lado, existe una secuencia exacta
corta
0→ (GD)0 → GD → (GD)et → 0.
De 1,17,4 se sigue que
0→ ((GD)et)D → (GD)D → ((GD)0)D → 0.
Del otro lado, por definición Gm = ((GD)et)D y sabemos que G ' (GD)D, de donde Gm ⊂ G.
Si G ∈ pGFP/S entonces Gm ∈ pGFPM/S. Luego, del Teorema 1,20,16 se deduce que Gm es
conexo, y por consiguiente Gm ⊂ G0.
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Consideremos entonces la siguiente secuencia exacta:
0→ Gm → G0 → G0/Gm → 0.
Dado que Gm, G0 son conexos, la exactitud del funtor G 7→ G0 garantiza que G0/Gm es conexo (la
secuencia 0→ Gm → G→ G/Gm es exacta).
Finalmente, mostremos que (G0/Gm)D es conexo. La secuencia
0→ (G0/Gm)D → (G0)D → (Gm)D → 0
es exacta, y como (Gm)D es étale y k perfecto entonces esta secuencia escinde. Luego (G0/Gm)D '
((G0)D)0, que por definición es conexo.
Es natural entonces llamar a G00 = G0/Gm biconexo. Denotaremos por pGFP 00 la categoría
de grupos biconexos de orden una potencia de p.
Proposición 1.20.17. Si k es perfecto
pGFP/S = pGFET/S × pGFP 00/S × pGFPM/S.
Demostración. Como
G = G0 ×Get,
y
G0 = Gm ×G00,
entonces
G = Gm ×G00 ×Get.
1.21. Grupos p-divisibles.
Sea p un número primo.
Definición 1.21.1. Grupo p-divisible.
Un grupo p-divisible G de altura h es un sistema inductivo {Gn, in}n∈N donde:
Gn es un objeto de GFP/S de rango pnh.
in : Gn → Gn+1 es una inmersión.




Denotaremos por BT/S la categoría de los grupos p-divisibles.
ejemplo 1.21.2. 1. Definamos µpn = Spec(R[X]/Xp
n−1). Ya observamos que µpn ∈ GFP/S tiene
rango pn. Sea in : µpn → µpn+1 , inducido por la proyección R[X]/Xp
(n+1) − 1→ R[X]/Xpn − 1. En
consecuencia in es una inmersión.
Además, µpn es el kernel de µpn+1
pn→ µpn+1 .
Por tanto µp∞ = ĺım→ µpn es un grupo p-divisible de altura 1. En el caso Fp ⊂ R, µp∞ este
grupo es conexo.
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Proposición 1.21.3. Para todo n, Gn es anulado por pn.
Para todo 0 ≤ r ≤ n, existe una secuencia exacta:
0→ Gr → Gn → Gn−r → 0.
Para todo n, Gn/Gn−1 ' G1.






Como Gn = Ker(Gn+1
pn→ Gn+1) y in es una monomorfismo vemos entonces que Gn es
anulado por pn.
Veamos primero que Gn = Ker(Gn+s





donde las flechas verticales son precisamente las compuestas de in hasta in+s−1. De aquí se
sigue entonces que Gn = Ker(Gn+s
pn→ Gn+s).
Ahora, para todo S-esquema T la imagen pnT : Gn+s(T )→ Gn+s(T ) está contenida en Gs(T ).
En efecto, si x ∈ Gn+s(T ), del item i se sigue que pn+sT (x) = 0. Luego pnT (x) ∈ Gs(T ). De lo
anterior se sigue la existencia de un complejo
Gn → Gn+s
pn→ Gs.
Como rg(Gn+s) = rg(Gn)rg(Gs), entonces de la Proposición 1,16,4 se sigue que el complejo
es exacto.
Es una consecuencia inmediata del item ii.
Definición 1.21.4. Dualidad
Sabemos que rg(GDn ) = rg(Gn) y GDn ∈ GFP/S. Como vimos en la proposición anterior
p : Gn+1 → Gn es sobreyectivo. Luego pD : GDn → GDn+1 es un monomorfismo, y como Gn+1 →
Gn+1 → Gn → 0 es exacta, entonces 0 → GDn → GDn+1 → GDn+1. Por consiguiente GD = colimGDn
es un grupo p-divisible.
ejemplo 1.21.5. Sabemos que µp∞ es un grupo p-divisible de altura 1. De los primeros ejemplos
se sigue que µDp∞ = (Qp/Zp).
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Definición 1.21.6. Sea G = {Gn, in}n∈N un grupo p-divisible. Decimos que G es conexo (respec-
tivamente, étale, bi-conexo), si Gn es conexo (respectivamente, étale, bi-conexo) para todo n.




Como consecuencia inmediata de la Proposición 1,20,17 se sigue el resultado siguiente:
Proposición 1.21.7. Si R = k un campo perfecto de característica p, y G un grupo p-divisible,
entonces
G = Get ×G00 ×Gm.
1.22. Curvas elípticas sobre un esquema.
En esta sección mostraremos que una curva elíptica es un esquema en grupo. Para ello, gene-
ralizaremos el siguiente hecho: si E es una curva elíptica sobre un campo K, entonces E(K) es un
grupo abeliano. Más aún: E(K) ' Pico(E)/K de manera natural.
Sea (X,ϑX) un espacio anillado y sea F una sheaf de ϑX-módulos. Es decir, F es una sheaf
sobre X, y para cada abierto U de X, F(U) es un ϑX(U)-módulo. Además, si V ⊂ U , entonces el
homomorfismo F(U)→ F(V ) es compatible con el homomorfismo ϑX(U)→ ϑX(V ).
Decimos que F es una sheaf de ϑX-módulos invertible, si existe un cubrimiento {U}i∈I de X
tal que F|Ui ' ϑX |Ui .
Comencemos por presentar el grupo de Picard (ver definición 1,5,6) de una curva elíptica de
una manera diferente. Sea E una curva elíptica sobre un campo K y consideremos un divisor
D =
∑
nPP sobre E. Definamos la sheaf ϑ(D) de ϑE-módulo como sigue: sea U un abierto de E,
definimos ϑ(D)(U) como los elementos f ∈ K(E) tales que vP (f) + nP ≥ 0 para todo P ∈ U .
Proposición 1.22.1. Si D es un divisor de E entonces ϑ(D) es una sheaf invertible.
Demostración. Supongamos que D =
∑
nPP . Del teorema de Riemman-Roch se sigue que {g ∈
K(E)|div(g) − D ≥ 0} es un K espacio vectorial de dimensión 1. Sea g un elemento de este
espacio vectorial. Definamos ψ : ϑ(D)(U) → ϑE(U) como sigue: f → fg. Consideremos U , un
abierto principal, es decir, el complemento del cerrado V (h), para cierto h ∈ K(E)∗. Entonces
ϑE(U) = K(E)h, y por tanto fg no se anula sobre U . Es decir, vP (f) = 0 = vP (g), para todo P ∈ U ,
de donde nP = 0 para todo P ∈ U . En consecuencia, si t ∈ ϑE(U) tenemos que t/g ∈ ϑ(D)(U), y
por ende nuestra aplicación sobre estos abiertos es sobryectiva. Claramente es inyectiva.
Por consiguiente tenemos que ϑ(D) es una sheaf de ϑE-módulos localmente libre de rango 1.
Ahora, notemos que si D ' D′ entonces ϑ(D) ' ϑ(D′), un isomorfismo de sheaves de ϑE-
módulos. Sea A = {ϑ(D)|D ∈ Div(E)}/ ∼, donde ∼ es la equivalencia dada por isomorfismos.
Tenemos entonces que:
Proposición 1.22.2. El conjunto {ϑ(D)|D ∈ Div(E)} es un grupo abeliano bajo la siguiente
operación: ϑ(D) + ϑ(D′) = ϑ(D +D′), donde el neutro es ϑE, y el inverso de ϑ(D) es ϑ(−D).
Además φ : Div(E) → {ϑ(D)|D ∈ Div(E)}, dada por D 7→ ϑ(D) es un homomorfismo de
grupos abelianos, el cual induce un isomorfismo entre Pic(E) y A.
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Demostración. Veamos que en efecto es un isomorfismo. Claramente es sobreyectiva, y sólo resta
ver que es inyectiva.
Consideremos ϑ(D) ' ϑ(D′). Entonces ϑ(D−D′) ' ϑE. En general, si F es una sheaf coherente
de ϑE-módulo, vemos que F(E) es un K-espacio vectorial de dimensión finita. En particular tene-
mos que ϑ(D−D′)(E) es un espacio vectorial de dimensión finita. De ϑ(D−D′) ' ϑE se sigue que
su dimensión es 1. Sea f un generador. Veamos que div(f) +D−D′ = 0. En efecto, sabemos que
deg(div(f)) = 0, luego deg(D −D′) ≥ 0. Por el Teorema de Riemann-Roch, si deg(D −D′) > 0,
entonces la dimensión de {g ∈ K(E)|div(g) +D −D′ ≥ 0} ∪ {0} es deg(D −D′). Pero
ϑ(D −D′)(E) = {g ∈ K(E)|div(g) +D −D′ ≥ 0} ∪ {0},
y por consiguiente deg(D −D′) = 1, de donde se sigue D −D′ = P , para algún P ∈ E. Así que
para todo Q 6= P , vQ(f) ≥ 0. Si vP (f) ≥ 0, y como deg(div(f)) = 0, se sigue que vQ(f) = 0 para
todo Q ∈ E. Luego f = 0 lo cual es una contradicción. Luego vP (f) = −1, de donde se sigue
que existe P ′ ∈ E tal que vP ′(f) = 1, para Q 6= P, P ′, vQ(f) = 0, lo que también implicaría que
f = 0, igualmente absurdo. Por ende deg(D − D′) = 0. Así que div(f) + D − D′ = 0, de donde
D ∼ D′.
En este punto es natural preguntarse si A es el cojunto de todas sheafs de ϑE-módulos inver-
tibles. La respuesta es si, y ello se debe a que Pic(E) ' H1(E, ϑ∗E), y este último es isomorfo al
conjunto de las sheafs invertibles, salvo isomorfismos.
Desde el punto de vista de los espacios anillados tenemos:
Lema 1.22.3. Sea (X,ϑX) un espacio anillado. El conjunto de las sheaf localemente libres de
rango 1 forman un grupo abeliano.
Demostración. 1. Comencemos por definir la operación del grupo. Sean F y L dos sheaves
localemente libres de rango 1. Consideremos la sheaf F ⊗ L, la cual es una sheaf de ϑX-
módulo, la cual es locamente libre de rango 1.
2. Claramente ϑX es la unidad.
3. Ahora construyamos su inverso. Sea F una sheaf localemente libre de rango 1. Consideremos
la sheaf F∗ = HomϑX (F, ϑX). Vemos entonces que F∗ ⊗ F = ϑX .
Definición 1.22.4. Grupo de Picard.
Sea (X,ϑX) un espacio anillado. Denotamos por Pic(X) el conjunto de las sheaves de ϑX-
módulo que son localmente finitas de rango 1.
Definición 1.22.5. Curva eliptica sobre un esquema.
Sea S un esquema. Una curva elíptica sobre S es un S-esquema E, h : E → S, tal que:
h es propio y plano.
Para todo campo K algebraicamente cerrado, tal que spec(K) → S sea un morfismo de
esquemas, ES := E ×S Spec(K) es un Spec(K)-esquema. Exigimos además que ES sea una
curva proyectiva no singular de género 1.
Existe una sección O : S → E de h.
73
Nota 1.22.6. En la definición 1,5,1, la segunda condición nos dice precisamente que ES es una
curva elíptica sobre K. Así que una curva elíptica sobre un esquema S puede verse como una
familia de curvas elípticas parametrizadas por S.
Recordemos que nuestro objetivo es mostrar que en el caso S = spec(K), si E/S es una curva
elíptica, entonces E/S es un esquema en grupo.
Sea K ′ un campo que contiene a K. Entonces T = Sepc(K ′) es un S-esquema. Ahora E(T ) =
Hom(T,E) y sea s : T → E un elemento de este conjunto. Como T = Spec(K ′) = {∗} podemos
considerar s como un K ′-punto de E. Por definición existe un morfismo de sheaves s# : ϑE → s∗ϑT ,
que, en este caso, es de fácil descripción. Sea U un abierto de E. Entonces s∗ϑT (U) = K ′, y por
tanto s#|U(h) = h(s), en caso de que s ∈ U ; si s /∈ U , s#|U es el homomorfismo trivial, de donde
ker(s#) = ϑ(−s). Por consiguiente existe una biyección
E(T )→ Pico(E)/K ′
s 7→ ϑ(O)⊗ ϑ(s)−1.
La propoisición 1,22,2, el lema 1,22,3 y el Teorema 1,5,7 implica que esta biyección es un homo-
morfismo de grupos.
Teorema 1.22.7. Sea T un S-esquema cualquiera, y sea s ∈ E(T ). Entonces ker(s#) es una sheaf
invertible de ϑE-módulos.
Para la demostración de éste teorema necesitaremos el llamado Teorema de criterio por fibras,
que dice lo siguiente:
Teorema 1.22.8. Criterio por fibras.
Sea φ : A→ B un morfismo de anillos noetherianos y seaM un B-módulo finitamente generado.
Supongamos que M es A-módulo plano, y que para todo P ∈ Sepc(A) se cumple que M ⊗A κ(P )
es B ⊗A κ(P ) plano. Entonces M es un B-módulo plano.
Demostración. Prueba de 1,22,7.
Para todo x = Spec(K ′) → T tenemos que E ×S Spec(K ′) es una curva elíptica sobre x =
Spec(K ′). Y en este caso ker(s#)×S Spec(K ′) = ϑ(−s(x)) es un localmente libre de rango 1, y por
tanto plano. Luego, por el Teorema de criterio por fibras, ker(s#) es un ϑE-módulo plano. Ahora
del teorema 1,15,5 se sigue que ker(s#) debe ser una sheaf localemente de rango finito. Pero como
el rango en sus fibras es 1, entonces deberá ser invertible.
Por simplicidad supongamos que E = Spec(A), y sea T = Spec(C) un S-esquema. Definir
Pico(ET ) como sigue. Sea K ′ una C-álgebra. Existe entonces un morfismo Spec(K ′) → T . Luego
ET ×Spec(K′) T = E×S Spec(K ′), donde ET = E×S T . Ahora, sea F una sheaf invertible sobre ET .
Definamos F∗, una sheaf sobre E ×S Spec(K ′), como la sheaf que es determinada por F∗(ET ×T
Spec(K ′)) = F(ET )⊗K K ′. Notemos que F∗ es una sheaf invertible sobre ϑET×TSpec(K′).
Ahora, ET×TSpec(K ′) es una curva elíptica sobre Spec(K ′). Sabemos que las sheaves invertibles
de una curva elíptica son precisamente los divisores efectivos, módulo una determinada relación
de equivalencia. Diremos que F es de grado cero en la fibra Spec(K ′), si la sheaf F∗ provine de
un divisor de grado 0. Definimos entonces Pico(ET ) como el conjunto de los elementos de Pic(T )
tales que toda fibra Spec(K ′) es de grado cero.
Notemos que Pico(ET ) es un grupo abeliano. Dentro este grupo, hay un subgrupo destacado.
Sea L ∈ Pic(T ). Consideremos la sheaf ϑET ⊗T L sobre ET definida como sigue: sea U un abierto
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afín de T , U = Spec(B), tal que L(U) ' C. Entonces UT = E×T U = Spec(A⊗K B) es un abierto
de ET . Definamos (ϑET ⊗T L)(UT ) = ϑET (UT )⊗C L(U) = (A⊗K B)⊗C C = A⊗K C. Ésta es una
sheaf invertible, y por su construcción vemos que pertenece a Pico(ET ). Denotemos este subgrupo
por HT , y definamos Pico(ET/T ) = Pico(ET )/HT .
Sea s ∈ E(T ). De la proposición 1,12,3 se sigue que E(T ) = ET (T ). Luego s : T → ET , y
por el Teorema 1,22,7, vemos que ϑ(s) = ker(s#) es una sheaf invertible de ϑET -módulos. Así que
ϑ(o)⊗ ϑ(s)−1 ∈ Pico(ET ). Definimos
E(T )→ Pico(ET/T )
s 7→ ϑ(o)⊗ ϑ(s)−1.
Teorema 1.22.9. La función definida en el párrafo anterior es una biyección.
Demostración. (Ver Teorema 2.1.2 de arithmetic moduli of elliptic curves de Nicholsa M. Katz).
Teorema 1.22.10. Sea E = Spec(A) y S = Spec(K). Supongamos que E es una curva eliptica
sobre S. Entonces E/S es un S-esquema de grupo.
Demostración. Como hemos visto E(T ) es un grupo abeliano. El lema de Yoneda nos permite
concluir que E/S es un S-esquema de grupo.
Notemos que si m un número natural entonces tiene sentido considerar m : E → E, si m 6= 0.
Luego E[m] es un S-esquema en grupo de rango m2. Más precisamente, este es el esquema en
grupo constante Z/mZ× Z/mZ.
En el capitulo siguiente introduciremos dos morfismos, que nos serán de utilidad para determi-
nar ciertas características de E[m], incluso en el caso en el que m = 0.
Frobenius y Verschiebung.
1.23. Vectores de Witt.
Sea En = Spec(Z[T1, . . . , Tn]). Entonces En es un esquema en anillos de manera natural.
Notemos que también podemos dotarle de una estructura de esquema en anillos diferente. Para










2 + . . .+ p
n−1Xn.
Teorema 1.23.1. Sea ϕ ∈ Z[X, Y ]. Entonces existe una única secuencia de elementos (ϕ1, ϕ2, . . . , ..),
ϕi ∈ Z[X1, . . . Xi, Y1, . . . , Yi] tales que
φn(ϕ1, . . . , ϕn) = ϕ(φn(x1, . . . , xn), φn(y1, . . . , yn))
Demostración. Ver [Ser68] capitulo II, §6, Teorema 5.
Si aplicamos el teorema anterior a los polinomios X + Y , XY obtenemos, respectivamente,
las secuencias S1, . . . , Si . . . , .., P1, . . . , Pi . . . , .. tales que Si, Pi ∈ Z[X1, . . . Xi, Y1, . . . , Yn]. Si A
es un anillo, estas dos secuencias dotan a An de una nueva estructura. Más precisamente: si
a = (a1, . . . , an), b = (b1, . . . , bn) ∈ An definamos:
a+ b = (S1(a, b), . . . , Sn(a, b)),
ab = (P1(a, b), . . . Pn(a, b).
Veamos que esta nueva estructura convierte a An en un anillo:
Teorema 1.23.2. Sea A un anillo arbitrario. Denotamos por Wn(A) el conjunto An dotado de
estas dos aplicaciones. Entonces Wn(A) es un anillo, donde 0 = (0, . . . , 0) y 1 = (1, 0 . . . , 0).





. . .+ pn−1an). De las construcciones de Si y Pi vemos que
φ(a+ b) = φ(a) + φ(b),
φ(ab) = φ(a)φ(b).
De donde se sigue que φ es un homomorfismo. Si p es una unidad en A, entonces φ es un isomorfismo,
y por ende Wn(A) es un anillo con estas dos operaciones. Pero si el teorema es verdad para A,
entonces también sería verdad para todo "subanillo"de A y para cualquiera de sus cocientes. Pero
como el teorema es verdad para el anillo Z[1/p][Ti], entonces es cierto para el anillo Z[Ti] y en
consecuencia se cumple para todo anillo A.
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El teorema anterior nos garantiza entonces la existencia de un esquema en anillos que denota-
remos por Wn.
Se deduce además que si X es un anillo entonces f : X → Wn(A) es un homomorfismo de
anillos si y solamente si φ◦f es un homomorfismo de anillos. De aquí que los morfismos proyección
Rn : Wn+1(A)→ Wn(A),
definido por
(x1, . . . , xn, xn+1) 7→ (x1, . . . , xn)
sean homomorfismos de anillos.
Definición 1.23.3. Vectores de Witt.
Los vectores de Witt son el siguiente esquema en anillos:
W = lim←−(Wn, Rn).
Definamos ahora dos morfismos que nos serán de gran utilidad en todo lo que sigue.
1. Vn : Wn → Wn, definido como (x1, . . . , xn) 7→ (0, x1, . . . , xn−1).
2. Tn : Wn → Wn+1, definido como (x1, . . . , xn) 7→ (0, x1, . . . , xn).
Tn es un homomorfismo aditivo, dado que, φiT = pφi−1. Y como Vn = Rn ◦ Tn = Tn−1 ◦ Rn−1,






se sigue que los morfismos Vn definen un morfismo aditivo
V : W→W.
Este morfismo es llamado el morfismo de Verschiebung.
Definamos ahora el mosrfismo de Frobenius. Para cada n definimos Fn : Wn → Wn, dado por
(x1, . . . , xn) 7→ (xp1, . . . , xpn).
Notemos que FnRn = RnFn+1, luego, al pasar al limite obtenemos: F : W → W, el cual es el
morfismo Frobenius. Este morfismo no es general aditivo, pero en el caso de anillos de característica
p > 0 si lo es. Luego tenemos que
FFp : WFp →WFp
es aditivo, donde WFp es el esquema sobre Fp. En otras palabras WFp representa el funtor que va
de la categoría de Fp-álgebras en la categoría de conjuntos, dado por A 7→ Wn(A).
Proposición 1.23.4. En la categoría de Fp-álgebras se tiene la relación
FV = V F = pIdWFp .
Nota 1.23.5. La notación pIdWFp indica la composición de la suma p-veces en el anillo de WFp ,
es decir, la suma inducida por la secuencia S1, . . . , Sn, . . ..
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Demostración. Sea h = (h1, h2, . . . , hn, . . . , ..) = (pIdWFp − V F )(x1, x2, . . . , xn, . . . , ..). Sabemos
que hi ∈ Z[X1, . . . Xi]. Por consiguiente es suficiente mostrar que hi es divisible por p. Como
φi es un morfismo de anillos, entonces φi(h) = pφi(x) − φi(V F (x)). Así que φi(h) = pixi. Por
consiguiente h1 = px1, y como
φ2(h) = h
p
1 + ph2 = p
2x2,
entonces por inducción concluimos que hi = pfi.
Del párrafo anterior se deduce que en WFp , p = (0, 1, 0 . . . , ..). Pues dado que la identidad es
(1, 0, 0, . . . , ).
1.24. El anillo W.
En ésta sección k denotará un campo perfecto de característica p > 0.
Sea W = W(k) = lim←−Wn(k). Entonces W es un anillo de valoración discreta, completo cuyo
campo residual es k. Su ideal maximal es generado por p = (0, 1, 0, . . . , . . . ..).
Ahora consideremos el esquema en grupos
lim−→W = lim−→(Wn, Tn).
Mostremos que W actúa sobre lim−→W , es decir, que para toda k-álgebra A, W actúa sobre
lim−→Wn(A), Tn. Para esto vamos a definir para cada n una acción de W sobre Wn(A) que con-
muta con los morfismos Tn. Sea λ ∈ W , u ∈ Wn(A) y definamos
λu = F 1−n(λ)nu.
Primero veamos que esta definición tiene sentido. En primer lugar, F 1−n(λ) está bien definida,
dado que como k es un campo perfecto, F : W → W es un isomorfismo. F 1−n(λ)n es πn(F 1−n(λ)),
donde πn : W → Wn; y el producto tiene sentido porque A es una k-álgebra. En conclusión Wn(A)
es una Wn(k)-álgebra.




donde R = Rn : Wn+1 → Wn.
Es suficiente entonces mostrar que para todo u ∈ Wn(A), y para todo λ′ ∈ Wn+1(A)
λ′Tn(u) = Tn(FR(λ
′)u).
Como Tn(u) = Vn+1(u, 0) y (0, a1,p , . . . , apn)(0, x1 . . . , xn) = (a1,p , . . . , apn)(x1 . . . , xn) (el producto
es el de vectores de Witt) es suficiente mostrar que para todo λ′, y ∈ Wn+1(A)
λ′Vn+1(y) = Vn+1(F (λ
′)y).
Como F es un isomorfismo, la relación se verifica fácilmente. En efecto,
F (λ′Vn+1(y)) = F (λ
′)Fn+1Vn+1(y) = F (λ
′)py = p[F (λ′)y] = FVn+1(F (λ
′)y).
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1.25. Frobenius y Verschiebung.
Sea G un S-esquema sobre el campo Fp. El morfismo de Frobenius absoluto se define como FS.
Es decir, FS : S → S es la identidad sobre el espacio subyacente, y F#S (U) : ϑS(U) → ϑS(U) es
s 7→ sp. Como G es también un esquema sobre el campo Fp, definimos de manera similar FG, el
morfismo de Frobenius absoluto de G. Notemos que si H es un S-esquema y g : G → H es un






De otro lado, definamos, G(p) = G ×S S, donde S adquiere estructura de S-esquema a través del







Además, notemos que si f : G→ H es un morfismo entonces f induce otro morfismo f (p) : G(p) →
H(p), de donde se sigue que la aplicación G→ G(p) es functorial.
En lo que sigue consideraremos un esquema en grupo afín G. Nuestro objetivo inmediato es
encontrar expresiones explicitas para G(p) y FG/S. Mostraremos así mismo que G(p) es un esquema
afín en grupos.
Sea G = SpecA un S-esquema en grupo con S = Spec(k), donde k es un campo de característica
p. Entonces G(p) = Spec(A⊗k,fk k), donde fk : k → k es el morfismo de Frobenius.
Definamos Af la k-álgebra que se obtiene mediante la compuesta
k
fk→ k → A.
Vemos entonces que fA : A → Af , definido por a 7→ ap, es un homomorfismo de k-álgebras. En
consecuencia, el homomorfismo de k-álgebras FA/k : A(p) = A⊗k,fk k → A definido por a⊗λ 7→ apλ
y FG/S : G→ G(p) es precisamente el morfismo inducido por ésta aplicación.
Por último, mostremos que G(p) es un S-esquema en grupo: dado que T = Spec(B), con B una
k-álgebra, entonces
G(p)(T ) = Homk−alg(A⊗k,fk k,B) = Homk−alg(A,Bf ) = G(Spec(Bf )).
Adicionalmente FG/S es un morfismo de grupos.
Finalmente, si k′ es una extensión de k y S ′ = Spec(k′), entonces sabemos que G ×S S ′ es
un S ′-esquema en grupo. De igual manera tenemos que G(p) ×S S ′ es un S ′-esquema en grupo. Y
hemos visto que (G×S S ′)(p) es un S ′-esquema en grupo. Por ende de las expresiones anteriores se
sigue la fórmula de cambio de base:
(G×S S ′)(p) ' G(p) ×S S ′.
En la siguiente proposición construimos el morfismo Verscheibung y analizaremos la relación
que guarda con el morfismo de Freobenius.
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Teorema 1.25.1. Sea G un k-esquema en grupo. Entonces existe VG : G(p) → G tal que
VG ◦ FG/k = pIdG,
FG/s ◦ VG = pIdG(p) .
Demostración. Sea G = Spec(A). Claramente A es un k-espacio vectorial. Definamos A⊗p =
A ⊗ A ⊗ . . . ⊗ A, p-veces, y TSpA el subespacio vectorial de A⊗p invariante bajo la acción de Sp
sobre A⊗p.
Es bien conocido que TSpA = s(A⊗p)⊕M , donde s : A⊗p → TSpA, está dada por s(a1⊗ . . .⊗
ap) 7→
∑
σ∈Sp(aσ(1) ⊗ . . .⊗ aσ(p)). Luego M es el k-espacio vectorial generado por (a⊗ . . .⊗ a).
Definamos τA : A(p) → TSpA por a⊗ λ 7→ λ(a⊗ . . .⊗ a). Luego la compuesta
A(p)
τ→ TSpA→ TSpA/s(A⊗p),
es un isomorfismo, y por tanto existe γA : TSpA→ A(p) tal que γA ◦ s = 0 y tal que γA ◦ τ = Id.
Ahora, consideremos la compuesta,
VA : A
mp→ TSpA γA→ A(p),






De la descomposición TSpA = s(A⊗p)⊕M y de las expresiones γA ◦ s = 0 y γA ◦ τ = Id se sigue












donde δ(g) = (g, . . . , g) y mp(g1, . . . , gp) = g1 + . . .+ gp de donde vemos que
VG ◦ FG/k = pIdG.
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Ahora notemos que (G(p))D ' (GD)(p). De hecho, si G = Spec(A) sabemos que GD = Spec(A∗).
Luego
(A∗)(p) = Homk−mod(A, k)⊗k,fk k ' A⊗k,fk k = A(p) ' Homk−alg(A(p), k) = (A(p))∗.
De otro lado, la aplicación del funtor de dualidad de Cartier al morfismo VG produce otro morfismo
GD → (GD)(p).
Veamos que este morfismo es FGD . En efecto, sabemos que existe un morfismo h : A → A(p)
tal que h∗ = FA∗ . Luego es suficiente mostrar que h = VA. Por definición l ∈ A∗ y x ∈ A,
〈l ⊗ 1, h(x)〉 = 〈lp, x〉, pero
〈lp, x〉〉 = 〈l ⊗ . . .⊗ l,mp(x)〉.
Digamos que mp(x) = τA(y) + s(v), pero en característica p 〈l⊗ . . .⊗ l, s(v)〉 = 0. En consecuencia
〈l ⊗ . . .⊗ l,mp(x)〉 = 〈l ⊗ . . .⊗ l, τA(y)〉.
Pero 〈l ⊗ . . .⊗ l, τA(y)〉 = 〈l ⊗ 1, y〉.
Por consiguiente h(x) = y, y γA(mp(x)) = y, es decir, h(x) = γA(mp(x)) = VA(x).
Lo anterior demuestra la siguiente proposición.
Proposición 1.25.2. Sea G un objeto de GFP/k. Entonces el morfismo de Verscheinbung, VG,
tiene las propiedades siguientes:
1. VG ◦ FG/k = pIdG.
2. El funtor de dualidad de Cartier aplicado a VG produce FGD .
Definimos G(pn) = (Gp(n−1))p y F nF/S : G → G(p
n) por F nG/S = FG(pn−1) ◦ F
n−1
G/S . De manera
similar, definimos V nG : G(p
n) → G. De otro lado, notemos que F nG/k es inducido por F nA : A(p
n) =
A⊗k,fnk k → A, el cual está dado por a⊗ λ 7→ a
pnλ.
1.26. Frobenius-etale,Unipotente-Verschiebung.
En ésta sección k denotará un campo de característica p. El objetivo es mostrar que podemos
caracterizar las propiedades de conexidad, de ser étale, unipotente, multiplicativo y bi-conexos, de
los objetos de GFP/k a partir de los morfismos de Frobenius y de Verscheibung.
Proposición 1.26.1. Decir que G es étale es equivalente a afirmar que F : G → G(p) es un
isomorfismo.
Demostración. Sea G ∈ GFP/k étale. Supongamos primero que k es algebraicamente cerrado. Por
la proposición 2 de [Bou03], Sección A.V 30, tenemos que A ' kn, donde n = dimk(A). Como
k es algebraicamente cerrado fk es un isomorfismo. En consecuencia G(p) = Spec(A) y FG/s está
inducido precisamente por la aplicación (x1, . . . , xn) 7→ (xp1, . . . , xpn), la cual es un isomorfismo.
El caso general, cuando k es un campo arbitrario, se sigue de la fórmula de cambio de base. Más
precisamente, si tomamos S ′ = Spec(k) vemos que FG×SS′/S es un isomorfismo. Pero FG×SS′/S =
FG/S × IdS′ , de donde se sigue que FG/S es un isomorfismo.
Ahora, supongamos que F es un isomorfismo. De nuevo, por la Proposición 2 de [Bou03]
Sección A.V 30, es suficiente mostrar que A ⊗ k ' kn, par algún n. Sin pérdida de generalidad
supongamos que k es algebraicamente cerrado y por ende n deberá ser la dimensión de A como
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k-espacio vectorial. Sea m un ideal maximal de A. Entonces A/m2 = A/m⊕m/m2. Consideremos
a : A → A/m2 como la proyección y g como la compuesta A → A/m → A/m ⊕ m/m2. Por
consiguiente a ◦ FA/k = g ◦ FA/k. Como FA/k es un isomorfismo entonces m/m2 = 0. Pero es un
hecho bien conocido que esto último implica que A ' kn. Concluimos entonces que G es étale.
Nota 1.26.2. Como consecuencia de la proposición anterior vemos que G es étale si y solo si
G′ = Spec(A⊗ k) es el grupo constante.
Proposición 1.26.3. G es unipotente si y sólo si existe n tal que V nG es el morfismo trivial.
Nota 1.26.4. En la literatura usualmente se dice que el morfismo Verscheibung VG, respectiva-
mente (FG), es nilpotente si existe n tal que V nG , respectivamente F nG, sea el morfismo trivial.
Demostración. Por definición G es unipotente si GD es conexo. Por dualidad de Cartier, V es
nilpotente si y solo si FGD/k es nilpotente. Por consiguiente para demostrar la proposición basta
mostrar que G es conexo si y sólo si FG/k es nilpotente.
Primero calculemos el kernel de F nG/k. Sea T un k-esquema. Sabemos queG(T ) = Hom(A, ϑ(T ))
y G(pn)(T ) = Hom(A⊗k,fn k, ϑ(T )), y G(p
n)(T ) es la compuesta
A(p
n) e→ k → ϑ(T ).




n))λ. En particular f(apn) = e(apn). Entonces h se anula: In = F nA(Ie), donde Ie es
el ideal de aumentación. Por tanto KerF nG/k = Hom(A/Ln, ϑ(T )), donde Ln es el ideal generado
por In.
Si F nG es nulo para algún n, tenemos que KerF nG = G, de donde F nA(Ie) = 0. Como Ie es
finitamente generado existe m suficientemente grande tal que
Ip
m





Ie = 0 si y sólo si I te = 0 para algún t. Luego
√
Ie = 0, y podemos verificar fácilmente que
la conexidad de G es equivalente a afirmar que
√
Ie = 0, lo cual demuestra la proposición.
Demostración. [de 1,20,16.]
Sea G un objeto de pGFPM/k. Queremos ver que G es conexo, lo cual es equivalente a mostrar
que Gk es conexo. Por hipótesis G
D
k
es étale. De la nota 1,26,2 vemos que esta extensión corresponde
a dos extensiones sucesivas de Z/pZ. Entonces Gk es una extensión sucesiva de µp, de donde se
sigue que Gk es conexo.
Corolario 1.26.5. Sea G un objeto de GFP/k. De los resultados precedentes y de la dualidad de
Cartier, obtenemos que:
G es unipotente entonces ⇔ VG es nilpotente.
G es bi-conexo entonces ⇔ VG, FG/k son nilpotentes.
G es étale entonces ⇔ FG/k es un isomorfismo.
G es multiplicativo entonces ⇔ VG es un isomorfismo.
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ejemplo 1.26.6. αpn es bi-conexo.
Sea G = Spec(k[T ]/T pn). Claramente G es conexo. Ahora mostremos que GD es conexo. Dado
que la característica de k es p > 0, por el corolario anterior mostrar la conexidad es equivalente
a mostrar que FGD/k es nilpotente. Y por la dualidad de Cartier es suficiente mostrar que VG es
nilpotente. Como G es un subgrupo de Ga se sigue entonces que VG = 0.
ejemplo 1.26.7. Sea E una curva elíptica sobre k, k un campo de característica p. Sea l un
número primo. La aplicación ln : E → E es un morfismo de k-esquemas en grupos cuyo kernel es
E[ln]. Este kernel es un k-esquema en grupo de rango l2n. Si l 6= p entonces Gn = E[ln] es étale.
En efecto pIdGn es un isomorfismo y de la ecuación
VGnFGn/k = pIdGn
vemos que VGnFGn/k es un isomorfismo. Por tanto FGn/k es un isomorfismo. Así que E[ln] es étale.
Módulo de Dieudonné.
1.27. Grupos unipotentes y módulos de Dieudonné.
En éste capítulo k denotará un campo perfecto de característica p > 0 y G un objeto GFP/k.
El objetivo de ésta sección es mostrar que hay una equivalencia entre la categoría de los grupos
finitos unipotentes y planos sobre k y la categoría de los módulos de Dieudonné, que vistos como
W -módulo, son de longitud finita y anulados por una potencia de V . Comenzamos por definir
la noción de modulo de Dieudonné. A continuación daremos una caracterización de los grupos
unipotentes. Finalmente daremos una demostración de la equivalencia entre estas dos categorías.
Definición 1.27.1. El anillo de Dieudonné.
En la Sección 3.2 hemos definido el anillo W . Consideremos ahora D = W [F, V ] con las
siguientes relaciones:
FV = p = V F,
y para todo λ ∈ W ,
Fλ = λ(p)F, V λ(p) = λV.
Aquí λ(p) denota el valor de Frobenius de λ.
Definición 1.27.2. Módulo de Dieudonné.
M es un módulo de Diuedonné si M es un D-módulo. En otras palabras, M es un W -módulo
y existen dos homomorfismos F y V de W -módulos tales que
F : M (p) →M,
V : M →M (p).
Los cuales verifican la relación FV = p = V F , donde M (p) es el W -módulo dado por la compuesta
W
F−1→ W →M.
La F que aparece en esta compuesta es el morfismo de Frobenius de W .
ejemplo 1.27.3. Notemos que Wm es un D-módulo, donde las acciones F y V son dadas por los
morfismos de Frobenius y de Verschiebung, respectivamente.
Vemos que existe entonces un homomorfismoD→ EndD−modulo(Wm). Dado queWm es anulado
por V m, entonces este homomorfismo desciende al cociente: D/V n → End(Wm).
Los siguientes dos lemas proporcionan caracterizaciones de los grupos unipotentes.
Lema 1.27.4. G es unipotente si y sólo si el único subgrupo multiplicativo es la identidad.
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Demostración. Sea H un subgrupo multiplicativo de G. Entonce HD es étale, de donde FHD es
un isomorfismo. Esto último equivale a decir que VH sea un isomorfismo. Pero VH = VG|H , y como
V nG es trivial por algún n, entonces V nH es a la vez trivial, y es un isomorfismo. Por consiguiente H
es la identidad.
Para demostrar la segunda parte utilicemos la descomposición G = Gm × G00 × Get. De la
hipótesis se sigue que G = G00×Get. Queremos ver que GD es conexo. Pero GD = (Get)D×(G00)D,
y como (Get)D es multiplicativo, entonces un argumento similar al dado en la prueba del Teorema
1,20,16 nos muestra que (Get)D es conexo, y por tanto GD también lo es.
Proposición 1.27.5. Las siguientes proposiciones son equivalentes:
1. G es unipotente.
2. Para cada subgrupo H 6= 0 de G, Hom(H,Ga) 6= 0.
Demostración. 1⇒ 2. Sea H un subgrupo cerrado. Si H 6= {0} entonces Hom(H,Ga) 6= 0. (Si
Hom(H,Ga) = 0 H sería multiplicativo, y como G es unipotente, se tendría H = {0}).
2⇒ 1. Si Hom(H,Ga) 6= 0 para todo subgrupo H 6= 0 de G, entonces el único subgrupo
multiplicativo sería el trivial.
Proposición 1.27.6. G es unipotente si y sólo sí existe una sucesión, 0 ⊂ G0 ⊂ G1 ⊂ . . . ⊂ Gr ⊂
G, de subgrupos de G, tales que Gi/Gi−1 es isomorfo a un subgrupo de Ga.
Demostración. Ver [DG70], Proposición 2.5, Página 487.
Nota 1.27.7. Hay que tener presente que en [DG70] la definición de grupo unipotente está dada




(A,B) denotará el conjunto de clases de las secuencias exactas cortas
0→ B → C → A→ 0.
Este conjunto es un grupo abeliano con las operaciones usuales de secuencias exactas cortas. Un
hecho no trivial que asumiremos como cierto es que Ẽxt
1
(A,B) = Ext1(A,B). Esto nos permite
no hacer distinción entre estos dos objetos, como lo haremos de ahora en adelante. Notemos que
en el caso particualr A = Ga = B se tiene que Ext1(Ga,Ga) es un End(Ga)-módulo, donde la
acción se define como sigue: f ∈ End(Ga), entonces f ∗ : Ext1(Ga,Ga) → Ext1(Ga,Ga). Luego,
dado c ∈ Ext1(Ga,Ga) definimos cf = f ∗(c). Sabemos que Ext1(Ga,Ga) es un k[F ]-módulo libre
de rango 1, donde F ∈ End(Ga) es el mapa inducido por X 7→ Xp. Una base ξ está dada por la
clase de la extensión
0→ Ga → W2 → Ga → 0.
En general se cumple la siguiente proposición:
Proposición 1.28.1. Sea G ⊂ Ga un subgrupo. Entonces:
1. El epimorfismo Wn → Ga induce un isomorfismo.
Ext1(G,Wn) ' Ext1(G,Ga).
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2. El monomorfismo G ⊂ Ga implica la sobreyectividad
Ext1(Ga,Wn)→ Ext1(G,Wn).
3. Sea ξn ∈ Ext1(Ga,Wn) la clase de la extensión
0→ Wn → Wn+1 → Ga → 0.
Entonces Ext1(Ga,Wn) es un k[F ]-módulo libre de rango 1, donde una base está dada por ξn.
Demostración. La demostración procede por inducción sobre n. Para n = 1 las condiciones 1 y 2
son inmediatas, y 3 se sigue de la observación que justamente hicimos en el párrafo anterior.
Supongamos que nuestra proposición es válida para n. La secuencia exacta












El caso n = 1 implica que α es sobreyectivo, y por la hipótesis de inducción, β es sobreyectivo.
Si demostramos que δ es un isomorfismo tal que δ(ξn+1) = ξ1 se seguiría entonces 2 y 3. Y si
demostramos que κ es isomorfismo, de este hecho se seguiría 1. Veamos que en efecto, δ y κ son
isomorfismos. Del diagrama
0 Wn Wn+1 Ga 0
0 Ga W2 Ga 0
id
podemos ver que δ(ξn+1) = ξ1, de donde se sigue que δ es sobreyectivo. Para mostrar δ es inyectivo,
como consecuencia de la exactitud de nuestro primer diagrama sería suficiente demostrar que γ
es el morfismo cero. Pero de la hipótesis de inducción se deduce Ext1(Ga,Wn) = ξnk[F ]. Luego,
mostrar que γ es cero equivale a mostrar que γ(ξn) = 0. Pero esta última igualdad se sigue del
diagrama
0 Wn Wn+1 Ga 0
0 Wn+1 Wn+1 ⊕Ga Ga 0.
id
Ahora, del hecho de que β sea sobryectivo, y de que γ sea cero se sigue que ε es cero. Por consiguiente




0→ G1 → G2 → G3 → 0




se puede extender a un morfismo G2 → Wn+1.












(Las flechas verticales de este último denotan los morfismos proyección).







En este último diagrama las flechas verticales son isomorfismos por la Proposición 1,28,1. Entonces
i∗ es cero, de donde δ(i∗(f)) = 0 (i∗(f) es la compuesta G1
f→ Wn
i→ Wn+1). Pero la secuencia
Hom(G2,Wn+1)→ Hom(G1,Wn+1)→ Ext1(G3,Wn+1)
es exacta. Lo que claramente implica la proposición.
Proposición 1.28.3. Para todo k-esquema en grupo G unipotente existe una secuencia exacta de
la forma
0→ G→ W⊕nn → W⊕n
′
n′ .
Demostración. Como G es unipotente existe una filtración 0 ⊂ G1 ⊂ G2 ⊂ . . . ⊂ Gn = G tal que
Gi/Gi−1 es isomorfo a un subgrupo Ga.
Vamos a mostrar que G ↪→ W⊕nn por inducción sobre la longitud de esta filtración. El caso
inicial de la inducción se sigue de inmediato, pues en este caso la filtración se reduce a 0 ⊂ G1 = G.
Consideremos la secuencia exacta corta
0→ G1 → G2
b→ G′3 → 0,
tal que G1 ↪→ W⊕nn , donde G′3 es el cociente de G2 y G1. De la hipótesis de inducción se sigue
que G′3
α
↪→ Ga. De la Proposición 1,28,2 vemos que existe γ : G2 → W⊕nn+1 tal que γ se extiende al





Este morfismo es por definción inyectivo, y como Ga ↪→ Wn+1, entonces G2 ↪→ W⊕n+1n+1 .
Hemos demostrado que si G es unipotente entonces G ↪→ W⊕n+1n+1 .
Para concluir la prueba, notemos que W⊕nn /G es unipotente, de donde se sigue que W⊕nn /G ↪→
W⊕n
′
n′ . Es decir, existe una secuencia exacta
0→ G ↪→ W⊕nn → W⊕n
′
n′ .
Ahora mostremos que la aplicación D/V m → End(Wm) es un isomorfismo. Para ello utilizare-
mos inducción sobrem. Param = 1, tenemos que End(Ga) = {p(T ) ∈ k[T ]|p(x+y) = p(x)+p(y)} y
es claro que los únicos monomios que satisfacen esta relación son de la forma, T pn . Y como FT = T p,
entonces End(Ga) = k[F ] = D/V . Ahora supongamos que la aplicación D/V m → End(Wm) es
un isomorfismo. Consideremos la secuencia exacta corta
0→ Wm → Wm+1 → Ga → 0. (1.14)
De donde obtenemos la secuencia exacta
0→ Hom(Ga,Wm+1)→ Hom(Wm+1,Wm+1)→ Hom(Wm,Wm+1).
PeroHom(Wm+1,Wm+1)→ Hom(Wm,Wm+1) es sobreyectivo. En efecto, notemos queHom(Wm,Wm+1) =
Hom(Wm,Wm), y si f : Wm → Wm, entonces de la secuencia exacta corta 1,14 se obtiene la com-
puesta
Wm
f→ Wm ↪→ Wm+1.
La cual sabemos extiende a un morfismo Wm+1 → Wm+1. Y como hemos visto Hom(Ga,Wm+1) =
End(Ga), y como además la siguiente secuencia corta es exacta
0→ D/V → D/V m+1 → D/V m → 0.
Entonces, comparando esta secuencia exacta corta con la secuencia exacta 1,14, del Lema del Cinco
concluimos que
D/V m+1 → End(Wm+1)
es un isomorfismo.
De lo anterior se deriva la siguiente proposición.
Proposición 1.28.4. La aplicación D/V n → End(Wn) es un isomorfismo.
1.29. Functor M y Focntor D.
Pasemos a discutir la parte más importante de esta sección: el Teorema 1,29,1, el cual hace
referencia a la equivalencia categórica:
GFPU/k ↔ Da,V .
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Recordemos que GFPU/k denota la categoría de los k-esquemas en grupo finitos y planos que
son unipotentes, y que Da,V denota la categoría de los modulos de Dieudonné que tienen longitud
finita como W -module, y que son anulados por una potencia de V
Construcción del funtor M.
Nuestro siguiente paso consistirá en construir el funtor M , de la categoría GFPU/k en la
categoría Da,V .
Sea G ∈ GFP/k un grupo unipotente. Definimos M(G) = Homk−gr(G, lim−→W ). Como lim−→W
es un W -modulo entonces M(G) es un W -modulo.
Ahora mostremos que M(G) es de longitud finita. Sea G = Spec(A). Consideremos primero
Mn = Homk−gr(G,Wn) = HomHopf−k−alg(k[T1, . . . , Tn], A) ⊂ An y An. Como W -módulo, su
longitud es finita. Por tanto Mn también tendrá longitud finita. Como G es unipotente
M(G) = lim−→Hom(G,Wn) = Hom(G,Wn),
para algún n. Así, M(G) es un W -módulo de longitud finita.
Por último, definamos la acción de F y V como Fu = u ◦ Flim−→W y V u = u ◦ Vlim−→W , respectiva-
mente. Luego M(G) es un D-modulo.
Teorema 1.29.1. M es un funtor, el cual define una equivalencia de categorías.
Demostración. Mostremos que M realiza una equivalencia de categorías. Para ello demostremos
las siguientes tres afirmaciones:
1. El funtor M es exacto.
Sea
0→ G1 → G2 → G3 → 0,
una secuencia exacta de grupos unipotentes. Entonces la secuencia
0→M(G3)→M(G2)→M(G1)→ 0
es exacta. En efecto, de la definición de M vemos que la secuencia
0→M(G3)→M(G2)→M(G1)
es exacta. Luego es suficiente mostrar que si G′ ↪→ G entonces M(G) → M(G′) es sobreyectivo.
Como G/G′ es unipotente, entonces de la Proposición 1,27,6 se sigue la existencia de una filtración
G′ ⊂ G1 ⊂ . . . ⊂ Gt = G tal que Gi/Gi−1 ↪→ Ga. Y como la secuencia
0→ G′ → G1 → G1/G′ → 0
satisface la hipótesis de la Proposición 1,28,2, entonces para todo morfismo G′ f→ Wn la compuesta
G′
f→ Wn
i→ Wn+1 extiende a un morfismo f1 : G1 → Wn+1. Pero la secuencia
0→ G1 → G2 → G2/G1 → 0
satisface de nuevo la hipótesis de 1,28,2. En consecuencia, de f1 obtenemos f2 : G2 → Wn+2.
Repitiendo este proceso hasta G vemos que ft : G→ Wn+t es tal que ft extiende la compuesta
G′
f→ Wn → . . .→ Wn+t.
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Por consiguiente M(G)→M(G′) es sobreyectivo.
2. M es fielmente plano, es decir Hom(G,H) ' Hom(M(H),M(G)) es un isomorfismo como
conjuntos.
Mostremos primero la afirmación para el caso H = Wn. En efecto, en este caso vemos que
M(Wn) = Hom(Wn,Wn) = D/V
n. Luego
Hom(M(H),M(G)) = Hom(D/V n,M(G)) = ker(V n : M(G)→M(G)),
dado que M(G) es un D-modulo. Pero
Hom(G,Wn) = ker(V
n : M(G)→M(G)).
En el caso general, como H es unipotente, por la Proposición 1,28,3 existe una secuencia exacta
0→ H → W⊕nn → W⊕n
′
n′ .
De la exactitud de M se sigue la exactitud de la secuencia
0→M(Wn)⊕n →M(Gn′)⊕n
′ →M(G).
De aquí que la secuencia




De otro lado, la secuencia
0→ Hom(G,H)→ Hom(G,W⊕nn )→ Hom(G,W⊕n
′
n′ )
es exacta. Comparando estas dos últimas secuencias vemos que Hom(G,H) ' Hom(M(H),M(G).
3. Sea A un D-modulo finitamente generado el cual es anulado por una potencia de V . Como
D es Noetheriano, existe una secuencia:
(D/V j)s
h→ (D/V j)t → A→ 0.
Notemos que de la Proposición 1,28,4, y de la definición del funtorM , se sigue queM(Wj) = D/V j.
Luego existe una secuencia exacta
M(W⊕sj )
h→M(W⊕tj )→ A→ 0.
Como M es fielmente plano, existe u ∈ Hom(W tj ,W sj ) que corresponde a h. Definamos G =
Ker(u). Luego G ⊂ W st , y por ende G es unipotente. De otro lado, la secuencia
(D/V j)s
h→ (D/V j)t →M(G)→ 0
es exacta. De donde M(G) ' A.
La siguiente proposición muestra tres propiedades fundamentales del functor M .
Proposición 1.29.2. Sea G un k-esquema en grupo unipotente. Entonces:
1. M(G(p)) ' (M(G))(p).
2. M(FG/k) = FM(G).
3. M(VG) = VM(G).
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Demostración. 1. Primero notemos que si G es unipotente entonces G(p) lo es también, puesto que
el funtor de Dualidad de Cartier aplicado a G(p) es precisamente (GD)(p), que es conexo. De aquí
que tenga sentido considerarM(G(p)). Ahora, por construcción sabemos que G(p) es el único objeto
















Al aplicar el funtor M se ve que M(G(p)) también satisface esta propiedad universal, pero con las
flechas reversadas. Ahora, por construcción M(G)(p) satisface también esa propiedad. Luego son
isomorfos.
2. El morfismo M(FG/k) : Hom(G(p),W )→ Hom(G,W ), h 7→ h◦FG/k se identifica con FM(G),






3. La demostración es idéntica a la demostración de 2.
Definición 1.29.3. Categoría DW,lf .
Es la categoría de los módulos de Dieudonné que, como W -módulo, tienen longitud finita.
Corolario 1.29.4. La categoría pGFPET/k es antiequivalente a la subcategoría plena de DW,lf ,
donde F es un isomorfismo de W -módulos. Esta subcategoría la denotaremos por DbF .
Demostración. El corolario se sigue inmediatamente de 1,26,5, 1,29,1 y 1,29,2.
Pasemos a describir la relación entre la categoría pGFP/k y la categoría de los modulos de
Dieudonnée. Por la Proposición 1,20,17 tenemos que
pGFP = pGFPET/k × pGFP 00/k × pGFPM/k.
Notemos que pGFPET/k × pGFP 00/k es unipotente. Entonces claramente vemos que:
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Proposición 1.29.5.
pGFP = GFPU/k × pGFPM/k.
Hasta ahora hemos establecido una equivalencia entre las categorías GFPU/k y DaV .
Por el Corolario 1,26,5, G es un objeto de pGFPM/k si y sólo sí VG es un isomorfismo.
Luego esperaríamos que la categoría pGFPM/k fuera equivalente a la categoría de los modulos de
Dieudonné, donde V es un isomorfismo. De hecho, si así fuera, la siguiente proposición nos diría
que las categorías pGFP/k y DW,lf son antiequivalentes.
Proposición 1.29.6. Sea DbV la subcategoría plena de DW,lf , donde V es biyectivo. Entonces
DW,lf ' DaV ×DbV .
Demostración. Como M es un D-modulo de longitud finita vemos que existe r tal que M =
Ker(V r)⊕ Im(V r).
Teorema 1.29.7. Las categorías pGFP/k y DW,lf son antiequivalentes.
Demostración. Por la proposición anterior es suficiente mostrar que pGFPM/k es anti-equivalente
a DbV .
En efecto, por la dualidad de Cartier pGFPM/k es antiequivalente a pGFPET/k. El coralario
1,29,4 nos dice que esta categoría es antiequvialente a la categoría DbF . Pero DbF y DbV son
antiequivalentes, donde el funtor
h : DbF → DbV
está dado por por M 7→ HomW (M,W∞), y donde W∞ = lim−→W (k).
Definamos M∗ como la compuesta de estos funtores. Vemos entonces que M∗ es una antiequi-







Definición 1.29.8. Funtor D.
Para todo G ∈ pGFP/k definamos D(G) = M(H) × M∗(G′), donde G = H × G′, con H
unipotente y G′ multiplicativo.
Teorema 1.29.9. 1. El funtor G → D(G) es una antiequivalencia entre la categoría pGFP/k y
la categoría DW,lf .
2. G es étale, conexo, unipotente o multiplicativo si y sólo sí F es un isomorfismo, F es nilpo-
tente, V es nilpotente, o V es un isomorfismo, respectivamente.
3. Para todo G ∈ pGFP/k tenemos que
rg(G) = plogitud(D(G)).
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Demostración. Los numerales 1 y 2 ya fueron demostrados. Sólo resta demostrar el numeral 3.
Supongamos que k algebraicamente cerrado. Sabemos que pGFP = pGFPU/k × pGFPM/k.
Luego es suficiente demostrar el enunciado del teorema para objetos unipotentes y multiplicativos.
Pero pGFPU/k = pGFET/k × pGFP oo. Así que bastaría demostrar el teorema para los objetos
más simples.
1. Veamos que el resultado es verdad para grupos: αp, (Z/pZ)k.
Sabemos que αp es biconexo. Además, V = 0 = F , puesto que αp = k[X]/Xp. Luego
D(αp) = HomHopf−k−alg(k[X], k[X]/X
p).
Sabemos que HomHopf−k−al(k[X], k[X]) = {cmXp
n
+ . . . + c1X
p + c0X|n > 0, ci ∈ k}, y como
αp ⊂ Ga, entonces HomHopf−k−alg(k[X], k[X]/Xp) tiene como elementos cmXp
n
+ . . .+c1X
p+c0X
mód Xp, de donde
D(αp) = HomHopf−k−alg(k[X], k[X]/X
p) ' k.
Sea G étale de orden p. Como k es algebraicamente cerrado, G es el grupo constante Z/pZ.
Como FG/k es un isomorfismo y FG/kVG = p, se sigue que VG es nulo. De donde D(G) es un k[F ]-
modulo, F : D(G) → D(G) es un isomorfismo. Sabemos además que D(G), como W -modulo, es
de longitud finita. Como k = W/pW entonces logitud(k) = 1. Definamos F = Id : k → k, V = 0.
Entonces, por construcción existe H ∈ pGFPET/k tal que D(H) = k, y como V = 0, tenemos
que el orden de H es p. Por tanto D(G) = k y F = id.
2. Sea G ⊂ Ga un subgrupo. Como k es perfecto,
G = G0 ×Get.
De un lado, como k es algebraicamente cerrado, existe r tal que Get(k) = (Z/pZ)r, de donde
Get = ((Z/pZ)r)k.
Del otro lado, como G0 es subgrupo de G, y por consiguiente un grupo de Ga, entonces G0 =
Spec(T/T p
l
) para algún l.
En consecuencia
G = ((Z/pZ)r)k × αpl ,
y por la primera parte
D(G) = kr × kl.
Luego
rg(G) = plongitud(D(G)).
3. Sea G un grupo unipotente. Existe entonces una filtración
0 ⊂ G1 ⊂ . . . ⊂ Gt = G,
tal que Gi/Gi−1 es isomorfo a un subgrupo de Ga. Por 2, nuestra afirmación es cierta para Gi/Gi−1.
Por tanto, de la exactitud de D sobre la categoría de los objetos unipotentes concluimos que G
satisface la conclusión del teorema.
4. Si G multiplicativo, entonces GD es étale, y como longitud(D(GD)) = longitud(D(G)),
vemos que G satisface la conclusión del teorema.
Si k no es algebraicamente cerrado consideramos G′ = G×Spec(k′), donde k′ denota la clausura
algebraica de k. Entonces G′ es un k′-esquema en grupo. Finalmente, el rango de G como k-esquema
en grupo es igual al rango de G′ como k′-esquema en grupo.
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1.30. Grupos p-divisibles y módulos de Dieudonné.
En esta sección vamos a establecer una antiequivalencia entre:
{Grupos p-divisibles}↔ {Modulos de Diuedonné, libres de rango finito sobre W},
Sea G un grupo p-divisible de altura h. Entonces G es precisamente el sistema inductivo






Como Gn ∈ pGFP/k, y como el funtor D es una antiequivalencía, entonces tenemos la siguiente





Así que estamos en la situación del siguiente lema:
Lema 1.30.1. Sea . . .→Mn+1
πn→Mn → . . .→M1 un sistema de W -módulos que satisfacen:
1. La secuencia Mn+1
pn→Mn+1
πn→Mn → 0 es exacta para todo n.
2. Para todo n, Mn es de longitud finita.
Entonces M = lim←−Mn es un W -módulo finitamente generado, y para todo n la proyección
M →Mn induce un isomorfismo M/pnM →Mn.
Demostración. Primero mostremos que la secuencia
Mn+m
pn→Mn+m →Mn (1.15)
es exacta, donde π = πn ◦ πn+1 ◦ . . . ◦ πm−1. Razonemos por inducción sobre m. Para m = 2 es
claro que π es sobreyectivo, dado que es la compuesta de morfismos sobreyectivos. Sea x ∈ Mn+2
tal que π = πn(πn+1(x)) = 0. Entonces πn+1(x) ∈ Ker(πn) = Im(pn), de donde vemos que existe
y ∈Mn+1 tal que πn+1(x) = pny. Como la secuencia
Mn+2
pn+1→ Mn+2
πn+1→ Mn+1 → 0




lo cual implica que πn+1(pnz − x) = 0. De la exactitud de esta secuencia se sigue que pnz − x =




es exacta. Un argumento similar nos permite concluir por inducción la exactitud de 1,15. Tomando
el limite sobre m obtenemos la exactitud de
M
pn→M →Mn.
Así que M/pnM 'Mn es el isomorfismo inducido por la proyección.
Ahora, sean m1, . . . ,mr en M tales que m1, . . . ,mr generan a M1, como W -modulo. Sea τ :
W r →M , dado por ei 7→ mi. Es suficiente mostrar que τ es sobreyectivo, peroW r es p-ádicamente
completo yM es p-ádicamente separado, y como τ : W r →M/pM 'M1 es sobreyectivo, entonces
por el Lema de Nakayama τ es sobreyectivo.
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Volviendo al caso de los grupos p-divisibles, definamos D(G) = lim←−D(Gn). Veamos que D(G)
es un W -modulo tal que τ : W h → D(G) es un isomorfismo. En efecto, D(Gn) es un W -modulo de
longitud nh, y como W es un anillo principal y D(Gn) es un W/pnW -modulo, entonces D(Gn) '
(W/pnW )h.
Ahora sea M un D-modulo que como W -módulo es libre de rango finito. Existe entonces r
tal que, τ : W r → M es un isomorfismo de W -móduloss. Definamos Mn = M/pnM . Entonces
M = lim←−Mn y como Mn ' (W/p
nW )r entonces Mn es un W -módulo de longitud pn. Esto equivale
a decir que existe Gn ∈ pGFP/k tal que D(Gn) = Mn, de donde rg(Gn) = nr. Se sigue fácilmente
que {Gn, in} es un grupo p-divisible. Lo anterior demuestra el siguiente teorema:
Teorema 1.30.2. El funtor D
{Grupos p-divisibles} D→ {Modulos de Diuedonné, libres de rango finito sur W}
dado por D(G) = lim←−D(Gn) induce una equivalencia de categorías, y tiene las siguientes propie-
dades:
Si G tiene altura h entonces D(G) es un W -modulo libre de rango h.
G es conexo sí y sólo sí F es nilpotente sobre M(G). Que G sea étale equivale a afirmar que
F es biyectivo.
Definición 1.30.3. Dimensión de G.
La dimensión de G es por definición la dimensión de D(G)/FD(G) como k-espacio vectorial.
Modulos de Tate y grupos p-divisibles.
1.31. Demostración del teorema.
En esta sección vamos a demostrar nuestro resultado principal. Éste se sigue de manera inme-
diata de la construcción que hemos hecho anteriormente.
Teorema 1.31.1. Sea E una curva elíptica definida sobre Fpr . Sea l un número primo. Si l es
diferente de p, sea Ml el modulo de Tate respecto a l; y si l = p, sea Ml igual a lD(E[p∞]), donde
E[p]∞ es el p-divisible grupo, construido a partir de la secuencia E[pn]. Entonces
#E(Fpr) = det(1− Frobpr),
donde Frobpr : E → E está dado por x 7→ xp
r . Así que 1− Frobpr induce un morfismo sobre Ml
Demostración. Para l 6= p la afirmación es precisamente el Teorema 1,7,4. Para l = p sabemos que
Frobpr induce un morfismo de E[p∞] → E[p∞], que lo denotaremos de nuevo por Frobpr . Ahora,
E[p∞] es un p-grupo de altura 2. Luego Mp es un W (Fpr)-modulo libre de rango 2. De otro lado,
tenemos la siguiente igualdad de morfismos de curvas elípticas: Frob2pr − Tr(Frobpr)Frobpr + q =
0. Como Tr(Frobpr) es un entero, esta igualdad es cierta para p-grupos divisibles. Luego, por
propiedades de funtorialidad vemos que también se satisface sobre Mp. Pero como W (Fpr) es
principal, el Teorema de Cayley-Hamilton se satisface para Frobpr sobreMp. Por ende el polinomio
característico de Frobpr sobreMp esX2−tr(Frobpr)x+q. Luego det(1−Frobpr) = 1+q−tr(Frobpr).
Pero es bien conocido que 1 + q − tr(Frobpr) = #E(Fpr) de donde se sigue el teorema.
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