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We study the equation u + u|u|p−1 + V (x)u + f (x) = 0 in Rn ,
where n  3 and p > n/(n − 2). The forcing term f and the
potential V can be singular at zero, change sign and decay
polynomially at inﬁnity. We can consider anisotropic potentials of
form h(x)|x|−2 where h is not purely angular. We obtain solutions
u which blow up at the origin and do not belong to any Lebesgue
space Lr . Also, u is positive and radial, in case f and V are.
Asymptotic stability properties of solutions, their behavior near the
singularity, and decay are addressed.
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1. Introduction
We study the following equation
u + u|u|p−1 + V (x)u + f (x) = 0 in Rn, (1.1)
u → 0 as |x| → ∞, (1.2)
where n 3 and p > n/(n − 2).
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u(x) = 1
(n − 2)ωn
∫
Rn
1
|x− y|n−2
(
u|u|p−1 + V u + f )(y)dy, (1.3)
where ωn is the area of the unit sphere. We split the integral into three parts
B(u) ≡ 1
(n − 2)ωn
∫
Rn
1
|x− y|n−2 u(y)
∣∣u(y)∣∣p−1 dy, (1.4)
TV (u) ≡ 1
(n − 2)ωn
∫
Rn
1
|x− y|n−2 V (y)u(y)dy, (1.5)
F ( f ) ≡ 1
(n − 2)ωn
∫
Rn
1
|x− y|n−2 f (y)dy. (1.6)
If u is a solution for (1.1), applying the scaling
uλ(x) = λ2/(p−1)u(λx), (1.7)
then uλ also satisﬁes (1.1) provided that V is homogeneous of degree −2 and f is homogeneous
of degree −2p/(p − 1). Thus a scaling invariant solution of (1.1) must be a homogeneous function of
degree −2/(p−1). We shall study the existence of solutions of (1.1) in a space with this homogeneity.
For each k 0, deﬁne the following Banach spaces
Hk ≡
{
u measurable: sup
x∈Rn
|x|k∣∣u(x)∣∣< ∞} (1.8)
and
Ek ≡
{
u ∈ Hk: sup
x∈Rn
(
1+ |x|k)∣∣u(x)∣∣< ∞} (1.9)
with respective norms
‖u‖Hk = sup
x∈Rn
|x|k∣∣u(x)∣∣
and
‖u‖Ek = ‖u‖L∞ + ‖u‖Hk = sup
x∈Rn
(
1+ |x|k)∣∣u(x)∣∣.
The exponent k = 2/(p − 1) is the unique one such that the norm ‖ · ‖Hk is invariant by scaling (1.7),
namely ‖u‖Hk = ‖uλ‖Hk for all λ > 0. Notice that functions belonging to Hk decay polynomially at ∞,
may be singular at 0 and homogeneous of degree −2/(p − 1). By a singular solution at 0 we mean
a function u such that |u(x)| → ∞ as |x| → 0. For every p  1, observe that Lp(Rn) does not contain
any homogeneous function.
Elliptic equations with singular potentials have been addressed by several authors, see [1,9,10,20]
and references therein. They appear in a wide range of physical situations, for instance, an electric
charge interacting with a dipole moment is governed by an inverse-square type potential. In those
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imposes 1 < p  n−2n+2 and at least that u ∈ L
2n
n−2 and ∇u ∈ L2. Here we obtain solutions u, which do
not belong to any Lebesgue space Lr , see Theorems 1.1 and 1.7. Our range for p includes super-critical
nonlinearities as in [3,4,8,16]. We are able to consider anisotropic potentials, which are not purely
angular multiples of |x|−2; for example, V (x) = h(x)|x|−2 with h(x) = sin(x · v) or h(x) = sin( 1x·v ) and
v ∈ Rn , and more generally h ∈ L∞(Rn). If one translates V and f in Eq. (1.1), then the solution can
blow up at a point x0 different from the origin.
Another motivation consists in considering a forcing term f in (1.1). Inhomogeneous equations
arise in the study of stochastic processes. In case V ≡ 0, Eq. (1.1) was studied in [16] related to super-
Brownian motion in establishing some limit theorems. He considered a Hölder continuous forcing
term f with compact support. Subsequently, Bernard [4] has shown an existence result for (1.1) with
V ≡ 0 and f belonging to a class larger than that of [16]. He proved the existence of a positive
bounded smooth solution when f is nonnegative, Hölder continuous and
f (x) C0
1
(1+ |x|2)p/(p−1) for all x ∈ R
n,
where
C0 = (p − 1)
(
2
p
) p
p−1 [np − n − 2p
(p − 1)2
] p
p−1
. (1.10)
A nonexistence result was proved in [4]; precisely, smooth bounded positive solutions do not exist if
|x|2p/(p−1) f (x) C, (1.11)
for some constant C > C0 and |x| large enough. The optimality of the constant C0 was shown in [3].
The results in [3,4,16] have been tackled by means of spherical mean and sub–super-solutions. The
approach developed in the present paper, permits us to take V 	≡ 0 and consider f in a more general
setting, which cannot be treated by them.
We solve (1.1)–(1.2) by a ﬁxed point technique applied to the integral operator (1.3) deﬁned in
the singular space Hk with k = 2/(p − 1). The potential V ∈ H2 and term f ∈ H2p/(p−1) can change
sign, be nonradial, be unbounded from above and from below, and do not belong to any Lebesgue
space, see Theorem 1.1. In Remark 1.14 we show how to adapt our techniques to singular potentials
decaying to some nonzero constant at ∞. A continuous dependence on the data f and V is addressed
in Theorem 1.9. Moreover, we prove a result about asymptotic behavior which assures that certain
perturbations of f and V are negligible at ∞, see Theorem 1.10. In particular, this result improves
the polynomial decay obtained previously in Theorem 1.1 and says that the scaling invariance of the
solution persists at ∞. Still in Theorem 1.10, we show that the behavior of the solution near the
singularity is u(x) = o(|x|−2/p−1). If we assume a certain homogeneity on f and V , then the solution
u is scaling invariant, has a nonremovable singularity at 0 and does not belong to any Lebesgue
space, this is the content of Theorem 1.7. When f and V are not singular, the solution is regular, see
Theorem 1.4. In Theorem 1.3 we treat the regularity in Rn − {0}. In case V ≡ 0, the radial symmetry
of Eq. (1.1) has been exploited in [5–7] by ODE methods, and the stability of a one-parameter radial
family of positive solutions has been studied in [15]. In Theorem 1.8 we characterize some situations
where u is positive, radial or nonradial. Our results can be extended to more general nonlinearities,
see Remark 1.2.
Assume that V is as in [1,9,10,20], that is, V (x) = h( x|x| )|x|−2 where h ∈ L∞(Sn−1). In order to
prove the positivity of the associated quadratic form of operator Lu = −u − V u, by means of Hardy
inequality, it appears the restriction
sup
n−1
∣∣h(x)∣∣< (n − 2)2
4
. (1.12)
x∈S
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critical case p = n+2n−2 . On the other hand, Theorem 1.1 requires, for d = 2/(p − 1),
‖V ‖H2 = sup
x∈Sn−1
∣∣h(x)∣∣< 1
Ld
= 2(np − n − 2p)
(p − 1)2 . (1.13)
In the critical case p = n+2n−2 , notice that the constants (1.12) and (1.13) are equal. It is a remarkable
coincidence, since we develop a distinct approach and work in different spaces.
Now, let Ω be a neighborhood of x = 0 and λ  (n−2)24 . In [20, Proposition 2.1] it is shown that
there is no positive function u ∈ W 1,2loc (Ω), such that
−u − λ|x|2 u  0. (1.14)
Otherwise, for 0 < λ < (n−2)
2
4 and
n
n−2 < p 
n+2
n−2 , Theorems 1.7 and 1.8 (A) provide a positive solution
u /∈ W 1,2loc (Ω) of (1.1) which satisﬁes (1.14).
Henceforth, we assume n 3 and p > n/(n − 2). We begin stating the existence of solution of the
integral equation.
Theorem 1.1. Let C(α,β,n) be as in Lemma 2.1. For each d and τ , deﬁne Ld = 1(n−2)ωn C(2,n− 2− d,n) and
ετ = (1−τ )p/(p−1)(2p pLd)1/(p−1) .
Suppose that f ∈ H 2p
p−1
and V ∈ H2 .
(A) If τ = Ld‖V ‖H2 , d = 2/(p − 1), 0 < ε < ετ , ‖V ‖H2 < 1Ld and ‖ f ‖H 2p
p−1
 εLd , then the integral equation
(1.3) has a unique solution u ∈ H 2
p−1
and ‖u‖H 2
p−1
 2ε1−τ .
(B) Let 0 < a < n− 2 and assume that ‖V ‖H2 < 1La and f ∈ Ha+2 ∩ H 2pp−1 . There exists 0 < δa  ε such that
if ‖ f ‖H 2p
p−1
 δaLd , then u ∈ Ha.
Remark 1.2. The above theorem can be adapted to treat an equation of the form
u + V (x)u + K (x)up + f (x) = 0. (1.15)
Assuming p > n−bn−2 and n − (n − 2)p < b < 2p, if V ∈ H2, K ∈ H−b and f ∈ H 2p−b
p−1
then an existence
result in H 2−b
p−1
holds. The special case b = 0 and K ∈ L∞ is covered. Existence and asymptotic results
for (1.15) with V ≡ 0 can be found in [2,17,18]. Positive radial solutions were considered in [17,18]
with K  0, while the author of [2] dealt with positive solutions by assuming K  0 with a log-type
decay.
The solution of the integral equation is a solution in the sense of distributions. Depending on the
regularity of f and V , then u inherits some regularity in Rn − {0}.
Theorem 1.3. Let u be the solution of Theorem 1.1 part (A). Then ∇u ∈ H p+1
p−1
, u ∈ C1(Rn − {0}) and u is a
solution in the sense of distributions of (1.1). Also, u ∈ H2loc(Rn − {0}) and (1.1) holds a.e. x ∈ Rn.
Moreover, if f , V ∈ C(Rn − {0}), then u ∈ C(Rn − {0}) and u satisﬁes (1.1) for every (not only a.e.)
x ∈ Rn − {0}.
Furthermore, u ∈ C2(Rn − {0}) provided f , V are locally Hölder continuous in Rn − {0}.
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at 0 and obtain regularity in Rn .
Theorem 1.4. Under hypotheses of Theorem 1.1 part (A), there exist positive constants ε˜∗ and τ˜∗ such that if
‖ f ‖E 2p
p−1
 ε˜∗ and ‖V ‖E2  τ˜∗ , then
sup
x∈Rn
(
1+ |x|2/(p−1))∣∣u(x)∣∣< ∞,
and u ∈ Ea for all 0 a 2/(p − 1).
Moreover, ∇u ∈ E p+1
p−1
and u ∈ C1(Rn). If f , V ∈ C(Rn), then u ∈ C(Rn) and u satisﬁes (1.1) for every
x ∈ Rn.
Furthermore u ∈ C2(Rn), provided f , V are locally Hölder continuous in Rn.
Remark 1.5. The decay rate a of the solution obtained in Theorem 1.4 can be extended to 2/(p− 1) <
a < n − 2. If f ∈ Ea+2, assuming that ‖ f ‖E 2p
p−1
and ‖V ‖E2 are small enough, then the corresponding
solution u satisﬁes
sup
x∈Rn
(
1+ |x|a)∣∣u(x)∣∣< ∞.
This fact can be established in the same way of the proof of part (B) of Theorem 1.1 and using (3.14)
in place of (2.4). Notice that there is no need to assume smallness on the norm of f in Ea+2. The fast
decay of a solution, that is, a = n − 2 can be obtained from a smooth version of Lemma 2.1 which
statement is the following one for d n − 2
1
|x|n−2 ∗
1
(1+ |x|d+2) =
∫
Rn
1
|x− z|n−2
1
(1+ |z|d+2) dz
C
(1+ |x|n−2) . (1.16)
The fastest decay is indeed a = n − 2, since the convolution (1.16) is always bounded by C
(1+|x|d)
if d < n − 2. This fast decay cannot be obtained in part (B) of Theorem 1.1, because for β = 0 in
Lemma 2.1, the integral (2.1) diverges.
Remark 1.6. We have an explicit expression for the constant Ld with d = 2/(p − 1), which is
Ld = (p − 1)
2
2(np − n − 2p) .
Notice that τ = 0 in case V ≡ 0. Hence for d = 2/(p − 1), the constant leading to the existence of
solution of Theorem 1.1 is
ε0
Ld
= 1
p
1
p−1
[
np − n − 2p
(p − 1)2
] p
p−1
.
We observe that ε0/Ld  C0, see (1.10). Moreover, from the proof of Theorem 1.4, one sees that
ε˜∗  ε0/Ld , and under hypotheses of Theorem 1.4 we have both existence and regularity for problem
(1.1)–(1.2). The fact that ε˜∗  C0 is expected, otherwise Theorem 1.4 would give a regular solution,
contradicting the nonexistence results of [3,4].
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quently, u has a nonremovable singularity at 0.
Theorem 1.7. In addition to the hypotheses of Theorem 1.1, assume that f and V are homogeneous of degrees
− 2pp−1 and −2, respectively. Then the solution u is homogeneous of degree − 2p−1 , that is, u(λx) = λ−
2
p−1 u(x)
for all x ∈ Rn − {0} and λ > 0. In particular, u /∈ Lr (1 r ∞), u /∈ C(Rn) and u ∈ C2(Rn − {0}).
Depending on the radial symmetry and positivity of f and V , we can ensure or not that the
solution u is radial or not, and positive.
Theorem 1.8.
(A) If V , f  0 and f 	= 0 a.e. x ∈ Rn, then u is positive.
(B) If V  0, f  0 and f 	= 0 a.e. x ∈ Rn, then u is negative.
(C) If f and V are radial, then u is radial.
(D) If f is not radial and V is radial, then u is not radial.
(E) Assume that either hypotheses of item (A) or (B) hold. If f is radial and V is not radial, then u is not radial.
Our solution u has continuous dependence in terms of f and V .
Theorem 1.9. Let u1 and u2 be the respective solutions corresponding to f1 , V1 , τ1 , ε1 and f2 , V2 , τ2 , ε2 , as
in Theorem 1.1 part (A), and ε1 = ε2 = ε < ετ with τ = max{τ1, τ2}. Then,
‖u1 − u2‖H 2
p−1
 L2/(p−1)
1− τ − 2p pL2/(p−1)
(1−τ )p−1 ε
p−1
(
‖ f1 − f2‖H 2p
p−1
+ 2ε
1− τ ‖V1 − V2‖H2
)
. (1.17)
In view of the deﬁnition of space H2/(p−1) , the solutions provided by Theorem 1.1 satisfy u =
O (|x|−2/(p−1)) as |x| → ∞, since f = O (|x|−2p/(p−1)) and V = O (|x|−2) as |x| → ∞. Next we are
going to see that certain perturbations of f and V are negligible for large values of |x|. It results from
this an interesting consequence that reﬁnes the decay property of a solution given by Theorem 1.1,
that is, u = o(|x|−2/(p−1)) as |x| → ∞ provided f = o(|x|−2p/(p−1)) and V = o(|x|−2) as |x| → ∞. We
state these comments below in a more general setting.
Theorem 1.10. Let u1 and u2 be solutions of (1.3) obtained through of Theorem 1.1, corresponding to f1 , V1
and f2 , V2 with fi ∈ H 2p
p−1
∩ Ha+2 , i = 1,2. Notice that a + 2 = 2p/(p − 1) for a = 2/(p − 1). If
lim|x|→0 |x|
a+2∣∣ f1(x) − f2(x)∣∣= 0 (1.18)
and
lim|x|→0 |x|
2
∣∣V1(x) − V2(x)∣∣= 0, (1.19)
then
lim|x|→0 |x|
a
∣∣u1(x) − u2(x)∣∣= 0. (1.20)
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a+2∣∣ f1(x) − f2(x)∣∣= 0 (1.21)
and
lim|x|→∞|x|
2
∣∣V1(x) − V2(x)∣∣= 0, (1.22)
then
lim|x|→∞|x|
a
∣∣u1(x) − u2(x)∣∣= 0. (1.23)
Another consequence of the above theorem is that if one perturbs f and V by homogeneous
functions, the corresponding perturbed solution is asymptotically homogeneous.
Remark 1.11. Let u1 be the homogeneous solution corresponding to homogeneous functions f1 and
V1 of degrees −2/(p − 1) and −2, respectively. Take f2 = f1 + h and V2 = V1 + g such that h, g
belong to the Schwartz space S(Rn) and consider the solution u2 corresponding to f2 and V2. We
are tacitly assuming that f1, f2, V1 and V2 satisfy the hypotheses of Theorem 1.1. Since h = f2 − f1
and g = V2 − V1 satisfy (1.21)–(1.22) with a = 2/(p − 1), then
lim|x|→∞|x|
2/(p−1)∣∣u1(x) − u2(x)∣∣= 0.
It is also possible to consider functions h ∈ S(Rn)‖·‖H2/(p−1) and g ∈ S(Rn)‖·‖H2 .
Remark 1.12. For f ∈ S(Rn)‖·‖H2/(p−1) and V ∈ S(Rn)‖·‖H2 , observe that
lim|x|→∞|x|
2p
p−1
∣∣ f (x)∣∣= 0 and lim|x|→∞|x|2∣∣V (x)∣∣= 0. (1.24)
By Theorem 1.10 with u2 ≡ 0, the corresponding solution u for f and V in (1.24), satisﬁes
lim|x|→∞|x|
2/(p−1)∣∣u(x)∣∣= 0.
In the sequel we state a converse for Theorem 1.10.
Remark 1.13. A slight modiﬁcation of the proof of Theorem 1.10 shows that (1.19) and (1.20) imply
(1.18). As well as, (1.22) and (1.23) imply (1.21). In this way we obtain the reciprocal of Theorem 1.10
when V1 = V2 = V . Also, (1.18) and (1.20) imply
lim|x|→0
(|x|a+2|V1 − V2||ui|)= 0,
and, (1.21) and (1.23) imply
lim|x|→∞
(|x|a+2|V1 − V2||ui|)= 0 for i = 1,2.
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way.
Remark 1.14. Let n 3, p > n/(n−2) and μ > 0. Taking V = −1+ V˜ with V˜ ∈ H2, problem (1.1)–(1.2)
becomes
−(− + μI)u + u|u|p−1 + V˜ u + f (x) = 0 in Rn, (1.25)
u → 0 as |x| → ∞. (1.26)
We denote the elliptic operator Lu = (−+μI). The fundamental solution of L is the Bessel potential
G(x) = Gs(x) with s = 2. Problem (1.25)–(1.26) converts in the integral equation
u =
∫
Rn
G(x− y)(|u|p−1 + V˜ u + f )(y)dy
= B˜(u) + T˜ V˜ (u) + F˜ ( f ), (1.27)
where
B˜(u) ≡
∫
Rn
G(x− y)u(y)∣∣u(y)∣∣p−1 dy,
T˜ V˜ (u) ≡
∫
Rn
G(x− y)V˜ (y)u(y)dy,
F˜ ( f ) ≡
∫
Rn
G(x− y) f (y)dy.
It is well known that G is continuous and satisﬁes (see [14, p. 418])
0 < G(x) C|x|n−2 for all x ∈ R
n.
Therefore, all theorems of this manuscript hold for the integral equation (1.27) by replacing V by V˜
in their statements.
2. Proof of results
The convolution of singular kernels [19, p. 124] will be useful to perform some estimates.
Lemma 2.1. Let 0 < α < n, 0 < β < n and 0 < α + β < n. Then
(|x|α−n ∗ |x|β−n)(y) = ∫
Rn
|z|α−n|y − z|β−n dz = C(α,β,n)|y|α+β−n, (2.1)
where C(α,β,n) = (cαcβcn−α−β)/(cα+βcn−αcn−β) and cα = π−α/2Γ (α/2).
We recall the following elementary result from [12, p. 59], which will be used to prove some
properties of continuity and differentiability of solutions of (1.3).
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a.e. x ∈ Ω and ∫
Ω
gn →
∫
Ω
g then
∫
Ω
fn →
∫
Ω
f .
Next we state a ﬁxed point theorem. The proof is similar to the one in [11, Lemma 3.7] and for
the sake of completeness we include it here.
Lemma 2.3. Let X be a Banach space with norm ‖ · ‖X , T : X → X a linear continuous map with norm
‖T‖ τ < 1, ρ > 0 and B : X → X a map satisfying B(0) = 0 and
∥∥B(x) − B(z)∥∥X  K‖x− z‖X (‖x‖ρ−1X + ‖z‖ρ−1X ) for all x, z ∈ X . (2.2)
Let ε > 0 satisfy 2
ρ K
(1−τ )ρ−1 ε
ρ−1 + τ < 1. If ‖y‖X  ε, there exists a unique solution x for the equation x =
y + B(x) + T (x) such that ‖x‖X  2ε1−τ .
Proof. Deﬁne H : X → X by H(x) = y + T (x) + B(x). If
x ∈ Aε =
{
x ∈ X: ‖x‖X  2ε
1− τ
}
,
then
∥∥H(x)∥∥X  ‖y‖X + ∥∥T (x)∥∥X + ∥∥B(x)∥∥X
 ‖y‖X + τ‖x‖X + K‖x‖ρX
 ε + 2ε
1− τ τ +
2ρερ
(1− τ )ρ K

(
1− τ + 2τ + 2
ρερ−1
(1− τ )ρ−1 K
)
ε
1− τ <
2ε
1− τ ,
which shows that H(Aε) ⊂ Aε . Also, for x, z ∈ Aε , we have
∥∥H(x) − H(z)∥∥ ∥∥T (x) − T (z)∥∥+ ∥∥B(x) − B(z)∥∥ (τ + K (‖x‖ρ−1 + ‖z‖ρ−1))‖x− z‖

(
τ + 2
ρKερ−1
(1− τ )ρ−1
)
‖x− z‖
where τ + 2ρ Kερ−1
(1−τ )ρ−1 < 1. Therefore H is a contraction in Aε and Banach ﬁxed point theorem ﬁnishes
the proof. 
The ﬁxed point x in the previous lemma is the limit of the following Picard sequence
x1 = y and xn+1 = H(xn), n ∈ N. (2.3)
In order to apply the previous lemma, we will need to prove suitable estimates for T (u) := F (V u)
and B(u) := F (u|u|p−1). For this aim we state the following result.
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holds for every measurable function g. Moreover, if g ∈ Hd+2 , then ∇ F (g) ∈ Hd+1 and F (g) ∈ C1(Rn − {0}).
Proof. Applying Lemma 2.1 with α = 2 and β = n − (d + 2), we have
∣∣F (g)∣∣ 1
(n − 2)ωn
∫
Rn
1
|x− y|n−2
∣∣g(y)∣∣dy
 1
(n − 2)ωn
∫
Rn
1
|x− y|n−2
1
|y|d+2 |y|
d+2∣∣g(y)∣∣dy
 1
(n − 2)ωn
∫
Rn
1
|x− y|n−2
1
|y|d+2 dy supy∈Rn
(|y|d+2∣∣g(y)∣∣)
 1
(n − 2)ωn
∫
Rn
1
|x− y|n−2
1
|y|d+2 dy ‖g‖Hd+2
 Ld
1
|x|d ‖g‖Hd+2 . (2.5)
Assume now that ‖g‖Hd+2 < ∞ and let x 	= 0, |z| = 1 be ﬁxed. By the mean value theorem, for each
t ∈ (0,1), there exists t ∈ (0, t) such that
F (g)(x+ tz) − F (g)(x)
t
= − 1
ωn
∫
Rn
z · (x− y + tz)
|x− y + tz|n g(y)dy
= 1
ωn
∫
Rn
H(t, y)dy, (2.6)
where
∣∣H(t, y)∣∣= ∣∣∣∣ z · (x− y + tz)|x− y + tz|n g(y)
∣∣∣∣ 1|x− y + tz|n−1 ‖g‖Hd+2|y|d+2 = G(t, y) ∈ L1(Rn).
Moreover, from Lemma 2.1 ∫
Rn
G(t, y)dy = C(1,n − 2− d,n)|x+ tz|d+1 ‖g‖Hd+2
which, as t → 0+ , converges to
C(1,n − 2− d,n)
|x|d+1 ‖g‖Hd+2 =
∫
Rn
1
|x− y|n−1
‖g‖Hd+2
|y|d+2 dy by Lemma 2.1
=
∫
n
G(0, y)dy.R
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Dz F (g)(x) = − 1
ωn
∫
Rn
z · (x− y)
|x− y|n g(y)dy
and taking z = ei , i = 1, . . . ,n,
∇ F (g)(x) = − 1
ωn
∫
Rn
y
|y|n g(x− y)dy for all x ∈ R
n − {0}. (2.7)
On the other hand, for x0 	= 0,
∇ F (g)(x) − ∇ F (g)(x0) = − 1
ωn
∫
Rn
(x− y)
|x− y|n −
(x0 − y)
|x0 − y|n
∣∣g(y)∣∣dy
= 1
ωn
∫
Rn
H˜(x, y)dy (2.8)
with
∣∣H˜(x, y)∣∣ ‖g‖Hd+2|x− y|n−1|y|d+2 + ‖g‖Hd+2|x0 − y|n−1|y|d+2 = G˜(x, y) ∈ L1
(
R
n) for each x ﬁxed.
By Lemma 2.1
∫
Rn
G˜(x, y)dy = C(1,n − 2− d,n)‖g‖Hd+2
(
1
|x|d+1 +
1
|x0|d+1
)
which, as x → x0, converges to
C(1,n − 2− d,n)‖g‖Hd+2
2
|x0|d+1 =
∫
Rn
G˜(x0, y)dy.
Letting x → x0 in (2.8) and using limx→x0 H˜(x, y) = 0, for all y 	= x, an application of Lemma 2.2 yields
∂
∂xi
F (g) ∈ C(Rn − {0}), i = 1, . . . ,n. Finally, proceeding as in the proof of (2.4), we apply Lemma 2.1
with α = 1 and β = n − 1− d to obtain ∇ F (g) ∈ Hd+1. 
3. Proof of theorems
Proof of Theorem 1.1. Recall the inequality
∣∣b|b|p−1 − a|a|p−1∣∣ p|b − a|(|b|p−1 + |a|p−1) (3.1)
and observe that
2056 L.C.F. Ferreira, M. Montenegro / J. Differential Equations 250 (2011) 2045–2063∥∥u|u|p−1 − v|v|p−1∥∥Hd+2 = supy∈Rn |y|d+2
∣∣u|u|p−1 − v|v|p−1∣∣
 p sup
y∈Rn
(|y|d|u − v||y|2(|u|p−1 + |v|p−1))
= p‖u − v‖Hd
(‖u‖p−1H2/(p−1) + ‖v‖p−1H2/(p−1)). (3.2)
Noting that B(u)− B(v) = F (g) with g = (u|u|p−1 − v|v|p−1), applying Lemma 2.4 with d = 2/(p−1)
and g = (u|u|p−1 − |v|p−1) and using (3.2) we have
∥∥B(u) − B(v)∥∥H2/(p−1)  L2/(p−1)‖g‖H2p/(p−1)
= pL2/(p−1)‖u − v‖H2/(p−1)
(‖u‖p−1H2/(p−1) + ‖v‖p−1H2/(p−1)). (3.3)
Now we perform the estimate for the linear operator TV . Since TV (u) = F (g) with g ≡ V u, we
apply Lemma 2.4 with d = 2/(p − 1) and g = V (u − v) to obtain
∥∥TV (u) − TV (v)∥∥H2/(p−1) = ∥∥F (V (u − v))∥∥H2/(p−1)
 L2/(p−1)
∥∥V (u − v)∥∥H2p/(p−1)  L2/(p−1)‖V ‖H2‖u − v‖H2/(p−1) . (3.4)
We wish to apply Lemma 2.3 to the integral equation (1.3) with X = H2/(p−1) , y = F ( f ), T (x) :=
TV (u) and
B(x) := B(u). (3.5)
Clearly B deﬁned by (3.5) satisﬁes B(0) = 0, and the corresponding estimate (2.2) of Lemma 2.3 in
X = H2/(p−1) follows by (3.3) with K = pL2/(p−1) .
Taking g = f in (2.4)
‖y‖X =
∥∥F ( f )∥∥H2/(p−1)  L2/(p−1)‖ f ‖H2p/(p−1)  ε, (3.6)
provided ‖ f ‖H2p/(p−1)  εL2/(p−1) . From (3.4), observe that TV is a continuous linear operator in X with
norm ‖TV ‖X  τ = L2/(p−1)‖V ‖H2 < 1. Take ε > 0 small enough, so that
2p pL2/(p−1)
(1− τ )p−1 ε
p−1 + τ < 1. (3.7)
A direct application of Lemma 2.3 concludes the proof of existence assertion part (A).
We start to prove part (B). Since we have applied Lemma 2.3, the solution u can be obtained as
the limit of the following Picard interaction (see (2.3)):
u1 = F ( f ) and um+1 = F ( f ) + B(um) + TV (um), m ∈ N. (3.8)
Next, we consider the sequence {wm}m2 given by wm+1 = um+1 − um . Proceeding as in the proof
of (3.3), (3.4) and (3.6), this time using Lemma 2.4 and the inequality (3.2) with d = a, we have
∥∥F ( f )∥∥  La‖ f ‖Ha+2 ,Ha
L.C.F. Ferreira, M. Montenegro / J. Differential Equations 250 (2011) 2045–2063 2057and
‖wm+1‖Ha  pLa
(‖um‖p−1H2/(p−1) + ‖um−1‖p−1H2/(p−1))‖wm‖Ha + La‖V ‖H2‖wm‖Ha . (3.9)
Now, let us consider τa = La‖V ‖H2 < 1, choose 0 < δa  ε such that 2
pδ
p−1
a
(1−τ )p−1 pLa + τa < 1 and take
‖ f ‖H2p/(p−1)  δaLd . As δa  ε, the proof of part (A) shows that the sequence (3.8) is in the closed ball
B 2δa
1−τ
, i.e. ‖um‖H2/(p−1)  2δa1−τ for all m ∈ N. Thus, the estimate (3.9) implies
‖wm+1‖Ha 
(
2pδp−1a
(1− τ )p−1 pLa + τa
)
‖wm‖Ha . (3.10)
Since 2
pδ
p−1
a
(1−τ )p−1 pLa + τa < 1, the sequence {um} is contractive in Ha . Hence it converges to u˜ ∈ Ha .
Finally, the uniqueness of limit in sense of distribution ensures that u˜ = u. 
Proof of Theorem 1.3. For all test function ϕ ∈ C∞0 , we have
〈
u(x),−ϕ(x)〉 = 〈 1
(n − 2)ωn
∫
Rn
1
|x− y|n−2
(
u|u|p−1 + V u + f )(y)dy,−ϕ〉
=
∫
Rn
(〈
1
(n − 2)ωn
1
|x− y|n−2 ,−ϕ(x)
〉)(
u|u|p−1 + V u + f )(y)dy
=
∫
Rn
〈δy,ϕ〉
(
u|u|p−1 + V u + f )(y)dy
=
∫
Rn
ϕ(y)
(
u|u|p−1 + V u + f )(y)dy = 〈(u|u|p−1 + V u + f )(y),ϕ〉,
which shows that u satisﬁes (1.1) in the sense of distribution.
Since u|u|p−1, V u and f ∈ H2p/(p−1) , the last assertion in Lemma 2.4, with d = 2p−1 , implies
u = F (u|u|p−1 + V u + f ) ∈ C1(Rn − {0}). (3.11)
Moreover, note that u ⊂ W 1,∞loc (Ω) and (u|u|p−1 + V u + f ) ∈ H 2pp−1 ⊂ L
∞(Ω) for all smooth open
Ω ⊂ Rn − {0}. By elliptic regularity, u ∈ H2loc(Rn − {0}) and u veriﬁes Eq. (1.1) almost everywhere
x ∈ Rn .
Now assume that V , f ∈ C(Rn − {0}). Since u satisﬁes (1.1) a.e. x ∈ Rn , then u = u|u|p−1 + V u +
f ∈ C(Rn − {0}), and (1.1) holds for all x ∈ Rn .
Finally, since we have already proven that u ∈ C1(Rn −{0}). If f , V ∈ C0,1loc (Rn −{0}), then u|u|p−1+
V u + f ∈ C0,1loc (Rn − {0}) and, Lemma 4.2 of [13] assures that u ∈ C2(Rn − {0}). 
Proof of Theorem 1.4. We ﬁrst observe that
sup
x∈Rn
∫
n
1
|y|n−α
1
1+ |x− y|d+2 dy < ∞, (3.12)
R
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∥∥F (g)∥∥L∞  1(n − 2)ωn supx∈Rn
( ∫
Rn
1
|y|n−2
1
1+ |x− y|d+2 dy supy∈Rn
(
1+ |x− y|d+2)∣∣g(x− y)∣∣)
 1
(n − 2)ωn supx∈Rn
( ∫
Rn
1
|y|n−2
1
1+ |x− y|d+2 dy
)
sup
x∈Rn
(
1+ |x|d+2)∣∣g(x)∣∣
= Md‖g‖Ed+2 by (3.12) with α = 2. (3.13)
Assuming 0 < d < n − 2, from Lemma 2.4
sup
x∈Rn
|x|d∣∣F (g)∣∣ La sup
x∈Rn
|x|d+2∣∣g(x)∣∣
and then (3.13) yields
∥∥F (g)∥∥Ed  Nd‖g‖Ed+2 with Nd = Md + Ld. (3.14)
Let ε∗ > 0 and τ∗ = N2/(p−1)‖V ‖E2 < 1 such that 2
pε
p−1∗
(1−τ∗)p−1 pN2/(p−1) + τ∗ < 1. Taking ‖ f ‖E 2pp−1 
ε∗
N2/(p−1) = ε˜∗ , ‖V ‖E2  τ∗N2/(p−1) = τ˜∗ and proceeding analogously to the proof of Theorem 1.1, we use
X = E2/(p−1) and (3.14) with d = 2/(p − 1), instead of X = H2/(p−1) and (2.4), we obtain a solution u˜
of (1.3) such that ‖˜u‖E 2
p−1
 2ε∗1−τ∗ . The sequence (um), given by (3.8), converges to u˜ in E 2p−1 and, in
particular, in H2(p−1) . From the proof of Theorem 1.1 um → u in H2/(p−1) and then, by uniqueness of
the limit, u = u˜ ∈ E 2
p−1
. By continuous inclusion Ea ⊂ E 2
p−1
, we get that u ∈ Ea for all 0 a 2p−1 .
Since g = u|u|p−1 + V u + f ∈ E 2p
p−1
, in order to prove that u ∈ C1(Rn) it is suﬃcient to show that
F (g) ∈ C1(Rn) provided g ∈ E 2p
p−1
. From Lemma 2.4, we already know that F (g) ∈ C1(Rn − {0}). It
remains to prove that the derivative of F (g) exists at x = 0. Fix d = 2/(p− 1). Letting |z| = 1, for each
t ∈ (0,1), there exists t ∈ (0, t) such that
F (g)(tz) − F (g)(0)
t
= − 1
ωn
∫
Rn
z · (tz − y)
|tz − y|n g(y)dy (3.15)
= 1
ωn
∫
Rn
H(t, y)dy, (3.16)
where |H(t, y)| G(t, y),
G(t, y) = ‖g‖Ed+2|tz − y|n−1(1+ |y|d+2) and
∫
Rn
G(t, y)dy =
∫
Rn
G˜(t, y)dy with
G˜(t, y) = ‖g‖Ed+2
n−1 d+2 
‖g‖Ed+2
n−1 d+2 ∈ L1
(
R
n) for t > 0 small enough.|y| (1+ |tz − y| ) |y| (2+ |y| )
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∫
Rn
G(t, y)dy =
∫
Rn
G˜(t, y)dy →
∫
Rn
G˜(0, y)dy =
∫
Rn
G(0, y)dy as t → 0+,
where
G˜(0, y) = G(0, y) = ‖g‖Ed+2|y|n−1(1+ |y|d+2) .
In view of limt→0+ H(t, y) = z·(−y)|y|n , an application of Lemma 2.2 yields
Dz F (g)(0) = −1
ωn
∫
Rn
z · y
|y|n g(y)dy for all |z| = 1, and
∇ F (g)(0) = −1
ωn
∫
Rn
y
|y|n g(y)dy. (3.17)
The continuity of ∇ F (g) at x = 0 follows from the formula (3.17) and the above arguments. Finally,
∇ F (g) ∈ H p+1
p−1
∩ C(Rn) implies that ∇ F (g) ∈ E p+1
p−1
.
Let V , f ∈ C(Rn). Since u ∈ C(Rn) and, by Theorem 1.3,
−u = |u|p−1 + V u + f = g a.e. x ∈ Rn, (3.18)
then g ∈ C(Rn), which implies that (3.18) is veriﬁed for all x ∈ Rn . If f , V ∈ C0,1loc (Rn), then u ∈ C2(Rn),
similarly to the proof of the C2(Rn − {0}) regularity of u in Theorem 1.3. 
Proof of Theorem 1.7. Since f (x) is a homogeneous function of degree −2p/(p − 1), one veriﬁes that
u1(x) given by (3.8) is homogeneous of degree −2/(p − 1). Since V (x) is homogeneous of degree −2,
by an induction argument, one proves that um is homogeneous of degree −2/(p − 1) for all m ∈ N.
Since the limit um → u is taken with respect to the norm ‖ · ‖H2/(p−1) , which is invariant by scaling
(1.7), the solution u ∈ C(Rn − {0}) must satisfy (by uniqueness of the limit)
u(x) = λ2/(p−1)u(λx) for all x ∈ Rn − {0} and λ > 0. 
Proof of Theorem 1.8. (A) Note that F ( f ) is positive, when f (x)  0 and f (x) 	= 0 a.e. x ∈ Rn . An
induction argument shows that all elements of the Picard sequence (3.8) are positive provided V  0
a.e. x ∈ Rn . The solution u, which is the limit in the norm supx∈Rn |x|2/(p−1)| · |, is a nonnegative
function. Since F ( f ) > 0, then u = F ( f ) + TV (u) + B(u) > 0.
(B) The justiﬁcation is similar to (A).
(C) If f is radial then a simple computation shows that u1 = F ( f ) is radial, see (1.6). If V is
radial, then TV (v) is radial provided v is radial too, see (1.5). Also, B(v) is radial when v is radial. An
induction argument ensures that um given by (3.8) is radial for all m ∈ N. Since um → u in H2/(p−1)
and its norm preserves radial symmetry, then u is radial.
(D) Observe that if u and V are radial, then TV (u) = F (V u) and B(u) = F (u|u|p−1) are radial. Then
F ( f ) = u − TV (u) − B(u) is radial. Hence f is radial by (1.6), which is a contradiction.
(E) Assume the conditions of (A), then u is positive. Assume by contradiction that u is radial.
Hence TV (u) = u − F ( f )− B(u) is radial and then V u is radial, by (1.5). Since u > 0, then V is radial,
a contradiction. When hypotheses of (B) are assumed, the result follows in similar manner. 
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p K
(1−τ )p−1 ε
p−1 + τ < 1, where K = pL2/(p−1) . We subtract the inte-
gral equations satisﬁed by u1 and u2 to obtain
‖u1 − u2‖H2/(p−1) =
∥∥B(u1) − B(u2) + V1(u1 − u2) + (V1 − V2)u2 + F ( f1 − f2)∥∥H2/(p−1) ,
‖u1 − u2‖H2/(p−1)  pL2/(p−1)‖u1 − u2‖H2/(p−1)
(‖u1‖p−1H2/(p−1) + ‖u2‖p−1H2/(p−1))
+ L2/(p−1)‖V1‖H2‖u1 − u2‖H2/(p−1)
+ L2/(p−1)‖u2‖H2/(p−1)‖V1 − V2‖H2 + L2/(p−1)‖ f1 − f2‖H2p/(p−1)

(
2p K
(1− τ )p−1 ε
p−1 + τ
)
‖u1 − u2‖H2/(p−1)
+ L2/(p−1) 2ε1− τ ‖V1 − V2‖H2 + L2/(p−1)‖ f1 − f2‖H2p/(p−1) ,
which is equivalent to (1.17). 
We turn to the proof of Theorem 1.10. For that matter we reﬁne the estimate of Lemma 2.4 about
the behavior of F (g) at 0 and at ∞.
Lemma 3.1. Let 0 < a < n − 2 and La = ((n − 2)ωn)−1C(2,n − 2− a,n). If g ∈ Ha+2 , then
lim sup
|x|→∞
|x|a∣∣F (g)(x)∣∣ La lim sup
|x|→∞
|x|a+2∣∣g(x)∣∣, (3.19)
lim sup
|x|→0
|x|a∣∣F (g)(x)∣∣ La lim sup
|x|→0
|x|a+2∣∣g(x)∣∣. (3.20)
Proof. We will only prove the bound (3.19) since the proof of (3.20) is analogous by replacing
limsup|x|→∞ by limsup|x|→0. Given R > 0, for each y 	= 0 ﬁxed, we have
sup
|x|R
∣∣(|x|y)∣∣a+2∣∣g(|x|y)∣∣= sup
||x|y|R|y|
∣∣(|x|y)∣∣a+2∣∣g(|x|y)∣∣
= sup
|z|R|y|
|z|a+2∣∣g(z)∣∣. (3.21)
By using the change of variables y → |x|y we estimate
|x|a∣∣F (g)∣∣ |x|a
(n − 2)ωn
∫
Rn
1
|x− y|n−2
∣∣g(y)∣∣dy
= 1
(n − 2)ωn
∫
Rn
1
|x|x|−1 − y|n−2
1
|y|a+2 |x|
a+n−(n−2)|y|a+2∣∣g(|x|y)∣∣dy
= 1
(n − 2)ωn
∫
n
1
|x|x|−1 − y|n−2
1
|y|a+2
∣∣(|x|y)∣∣a+2∣∣g(|x|y)∣∣dy. (3.22)R
L.C.F. Ferreira, M. Montenegro / J. Differential Equations 250 (2011) 2045–2063 2061Taking the sup|x|R in (3.22) and using (3.21) we get
sup
|x|R
|x|a∣∣F (g)∣∣ 1
(n − 2)ωn sup|x|R
∫
Rn
1
|x|x|−1 − y|n−2
1
|y|a+2
∣∣(|x|y)∣∣a+2∣∣g(|x|y)∣∣dy
 1
(n − 2)ωn sup|x|R
∫
Rn
1
|x|x|−1 − y|n−2
1
|y|a+2 sup|x|R
∣∣(|x|y)∣∣a+2∣∣g(|x|y)∣∣dy
 1
(n − 2)ωn sup|x|R
∫
Rn
1
|x|x|−1 − y|n−2
1
|y|a+2 sup|z|R|y| |z|
a+2∣∣g(z)∣∣dy. (3.23)
Observe that since sup|x|R 1|x|x|−1−y|n−2 = 1|1−|y||n−2 and
∫
Rn
1
|1−|y||n−2
1
|y|a+2 dy = ∞, in order to deal
with (3.23) we shall not compute the sup within the integral in (3.23). Our strategy is to split the
integral in two parts:
sup
|x|R
∫
Rn
H(x, y, R)dy  sup
|x|R
∫
|y|δ
H(x, y, R)dy + sup
|x|R
∫
|y|<δ
H(x, y, R)dy = I1(δ) + I2(δ)
where 0 < δ < 1/2 is small enough and
H(x, y, R) = 1|x|x|−1 − y|n−2
1
|y|a+2 sup|z|R|y| |z|
a+2∣∣g(z)∣∣.
Thus, since δ < 1/2, by using Lemma 2.1 we estimate
I1(δ) sup
|x|R
∫
Rn
1
|x|x|−1 − y|n−2
1
|y|a+2 dy sup|z|Rδ |z|
a+2∣∣g(z)∣∣
= C(2,n − 2− a,n) sup
|z|δR
|z|a+2∣∣g(z)∣∣ (3.24)
and
I2(δ)
∫
|y|<δ
sup
|x|R
1
|x|x|−1 − y|n−2
1
|y|a+2 dy sup|z|>0 |z|
a+2∣∣g(z)∣∣
=
∫
|y|<δ
1
|1− |y||n−2
1
|y|a+2 dy ‖g‖Ha+2
=
δ∫
0
1
|1− r|n−2 r
n−(a+2)−1 dr ‖g‖Ha+2

‖g‖Ha+2
n−2 δ
n−(a+2). (3.25)(n − 2− a)|1− δ|
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lim sup
|x|→∞
|x|a∣∣F (g)∣∣ La lim sup
|x|→∞
|z|a+2∣∣g(z)∣∣+ ‖g‖Ha+2
(n − 2− a)|1− δ|n−2 δ
n−(a+2). (3.26)
Finally, as n − (a + 2) > 0, letting δ → 0 in (3.26) we get (3.19). 
Proof of Theorem 1.10. We handle the difference u1 − u2 as follows:
lim sup
|x|→∞
|x|a|u1 − u2|
 lim sup
|x|→∞
|x|a[∣∣F ( f1 − f2)∣∣+ ∣∣B(u1) − B(u2)∣∣+ ∣∣(V1 − V2)u1∣∣+ ∣∣V2(u1 − u2)∣∣]
 La
(
lim sup
|x|→∞
|x|a+2| f1 − f2| + lim sup
|x|→∞
|x|a+2∣∣u1|u1|p−1 − u2|u2|p−1∣∣
+ lim sup
|x|→∞
|x|a+2∣∣(V1 − V2)u1∣∣+ lim sup
|x|→∞
|x|a+2∣∣V2(u1 − u2)∣∣) by Lemma 3.1
 La
(
lim sup
|x|→∞
|x|a+2| f1 − f2| + p lim sup
|x|→∞
|x|a+2|u1 − u2|
(|u1|p−1 + |u2|p−1)
+ ‖u1‖Ha lim sup|x|→∞|x|
2
∣∣(V1 − V2)∣∣+ ‖V2‖H2 lim sup|x|→∞|x|a
∣∣(u1 − u2)∣∣)
 0+ 2
pδ
p−1
a pLa
(1− τ )p−1 lim sup|x|→∞|x|
a|u1 − u2| + 0+ La‖V2‖H2 lim sup|x|→∞|x|
a
∣∣(u1 − u2)∣∣
=
(
2pδp−1a pLa
(1− τ )p−1 + La‖V2‖H2
)
lim sup
|x|→∞
|x|a∣∣(u1 − u2)∣∣.
From the proof of Theorem 1.1, we know that 2
pδ
p−1
a pLa
(1−τ )p−1 + La‖V2‖H2 < 1, and so
limsup|x|→∞ |x|a|u1 − u2| = 0. Hence it follows (1.23). The proof of (1.20) is entirely parallel to the
one of (1.23). 
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