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Abstract
Achieving statistically significant evaluation with passive sampling of test data is
challenging in settings such as extreme classification and record linkage, where
significant class imbalance is prevalent. Adaptive importance sampling focuses
labeling on informative regions of the instance space, however it breaks data inde-
pendence assumptions—commonly required for asymptotic guarantees that assure
estimates approximate population performance and provide practical confidence
intervals. In this paper we develop an adaptive importance sampling framework for
supervised evaluation that defines a sequence of proposal distributions given a user-
defined discriminative model of p(y|x) and a generalized performance measure to
evaluate. Under verifiable conditions on the model and performance measure, we
establish strong consistency and a (martingale) central limit theorem for resulting
performance estimates. We instantiate our framework with worked examples given
stochastic or deterministic label oracle access. Both examples leverage Dirichlet-
tree models for practical online evaluation, with the deterministic case achieving
asymptotic optimality. Experiments on seven datasets demonstrate an average MSE
superior to state-of-the-art samplers on fixed label budgets.
1 Introduction
Evaluation is an essential part of any machine learning workflow. While training metrics offer some
insights about model performance, they do not assess whether a model generalizes to unseen data. To
conduct a statistically-sound evaluation, it is necessary to obtain a sufficient quantity of independent
labeled test data. Unlabeled test data is relatively abundant in many applied settings, however labels
must usually be acquired manually by human input—e.g. by employing expert annotators or through
crowdsourcing. Since manual labeling is costly, it is natural to consider methods for reducing labeling
requirements, while maintaining statistical accuracy and precision of evaluation estimates. This is
even more important for production systems, where test data must be continually refreshed to account
for dataset-shift [24].
The baseline strategy for labeling is based on passive sampling—i.e. instances are selected to label
uniformly at random from a pool of test data. Although this strategy is reasonably label-efficient for
some evaluation tasks, there are important applications where the efficiency drops precipitously. For
example, passive sampling is highly inefficient for applications with severe class imbalance, such
as entity resolution or fraud detection [17]. This motivates active or biased sampling strategies for
evaluation, which improve label efficiency by focusing labeling efforts on the “most informative”
instances [28]. However existing approaches suffer from several limitations including: lack of support
for a broad range of performance measures [1, 27, 31, 29, 17], lack of theoretical motivation [1, 9,
31] and an inability to adapt sampling based on incoming labels [27, 29].
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In this paper, we present a general framework for label-efficient online evaluation based on adaptive
importance sampling (AIS). Our framework encompasses a broader class of performance measures
than have previously been considered, which includes non-linear transformations of vector-valued risk
functionals. Given a target performance measure, we devise a scheme for adapting the AIS proposal
distributions based on a user-defined online model of p(y|x). As labels are acquired, estimates
of p(y|x) are updated and used to approximate the asymptotically-optimal variance-minimizing
proposal. To instantiate our framework, we adopt a label-efficient hierarchical Dirichlet-tree [8]
model for p(y|x), which achieves asymptotic optimality for deterministic labels. We also analyze
the asymptotic behavior of our framework under a more general sequence of proposals, establishing
strong consistency and a central limit theorem. This improves upon a weak consistency result obtained
in a less general setting [17].
We compare our approach empirically to four baseline methods: passive sampling, stratified sampling,
importance sampling, and the AIS method of Marchant and Rubinstein [17]. Our method is signifi-
cantly more efficient than the baselines on four of the seven datasets tested, and achieves comparable
efficiency on two of the three remaining datasets. All proofs are included in the supplementary
material, as is code which will be released as open source upon publication.
2 Related work
Existing approaches to label-efficient evaluation in a machine learning context largely fall into three
categories: model-based [31], stratified sampling [1, 9] and (adaptive) importance sampling [27, 17].
The model-based approach in [31] estimates precision-recall curves for binary classifiers. However,
it uses passive sampling to select items to label, and makes strong assumptions about the distribution
of scores and labels which may introduce bias into the estimates. Stratified sampling has been
used to estimate scalar performance measures such as precision, accuracy and F1-score. Existing
approaches [1, 9] bias the sampling of items from strata using a heuristic generalization of the optimal
allocation principle [5]. However, stratified sampling is considered to be a less effective variance
reduction method than importance sampling [26].
Static importance sampling [27] and stratified adaptive importance sampling [17] have been used to
estimate scalar generalized risk functionals and F-scores respectively. These approaches are most
similar to ours, however they only support a more limited set of performance measures, and they
cannot handle evaluation of multiple systems/measures in parallel. Both existing approaches approxi-
mate the asymptotically-optimal variance-minimizing proposal, like ours, however the approximation
used by [27] is non-adaptive and is not optimized for deterministic oracles, while the approximation
used by [17] is adaptive but less accurate due to the stratified design.
Novel evaluation methods are also studied in the information retrieval (IR) community (see survey
[14]). Some tasks in the IR setting can be cast as standard prediction problems by treating query-
document pairs as inputs and relevance judgments as outputs. Early approaches used relevance scores
from the IR system to manage the abundance of irrelevant documents in an ad hoc manner [6]. Recent
approaches [29, 16] are based on a rigorous statistical formulation similar to ours, however they are
specialized to IR systems. Stratified sampling and cluster sampling have also been used to efficiently
evaluate knowledge graphs [12].
There are many of examples of AIS algorithms [20, 3, 7, 21] for more general purpose Monte Carlo
integration (see the review [2]). However, these methods are ill-suited for our application as they
assume a continuous space without constraints on the proposal (see Remark 3).
Finally, we note that label-efficient evaluation may be viewed as a counterpart to active learning, as
both are concerned with reducing labeling requirements. There is a large body of literature concerning
active learning—we refer the reader to surveys [30, 13].
3 Problem formulation
Consider the task of evaluating a set of systems S which solve a prediction problem on a feature
space X ⊆ Rm and label space Y ⊆ Rl. Let f (s)(x) denote the output produced by system s ∈ S
for a given input x ∈ X—e.g. a predicted label or a distribution over labels. We assume instances
encountered by the systems are generated i.i.d. from an unknown joint distribution with probability
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density p(x, y) on X × Y . Our objective is to obtain accurate and precise estimates of system
performance measures (e.g. precision, recall) with respect to p(x, y) at minimal cost.
We consider the common scenario where an unlabeled test set T = {x1, . . . , xM} drawn from p(x)
is available upfront. However, we assume labels are unavailable initially and can only be obtained
by querying a stochastic oracle that returns draws from the conditional p(y|x). We assume the
response time and cost of oracle queries far outweigh contributions from other parts of the evaluation
process. This is reasonable in practice, since the oracle requires human input—e.g. annotators on a
crowdsourcing platform or domain experts. To reduce the cost of evaluation, we seek to minimize the
number of oracle queries required to estimate a target performance measure to a given precision.
Remark 1. A stochastic oracle covers the most general case where the label response is random
conditional on the features. This may be due to a set of heterogeneous or noisy annotators (not
modeled) or genuine ambiguity in the label. We also consider a deterministic oracle whose label
response is non-random. This is appropriate when trusting individual judgments from an expert
annotator.
We consider performance measures from a broad family, which corresponds to transformations of
vector-valued risk functionals.
Definition 1 (Generalized measures). Let `(x, y; f) be a vector-valued loss function that maps
instances (x, y) ∈ X × Y to vectors in Rd dependent on the system outputs f = {f (s)}. We
suppress explicit dependence on f where it is understood. Assume `(x, y; f) is uniformly bounded
in sup norm for all system outputs f . Denote the corresponding vector-valued risk functional by
R = EX,Y∼p[`(X,Y ; f)]. For any choice of ` and continuous mapping g : Rd → Rm differentiable
at R, the generalized measure is defined as G = g(R).
In Appendix A, we highlight the generality of this family by showing that it encompasses an array of
standard performance measures. This includes measures that can be expressed as scalar-valued risks
(e.g. accuracy and mean-squared error), as well as measures that can be expressed as transformations
of vector-valued risks (e.g. F-score and precision-recall curves). In addition, we demonstrate that a
vector-valued G can be used to evaluate multiple systems/measures in parallel. Each component of G
may correspond to a different scalar measure for a different system under evaluation.
Remark 2. We have defined generalized measures with respect to the joint likelihood p(x, y). While
this is the ideal target for evaluation, it is common in practice to work with sample-based measures.
We obtain these from our definition by substituting the empirical distribution for p(x, y). For example,
the familiar sample-based definition of recall can be obtained by setting `(x, y) = [yf(x), y]ᵀ,
g(R) = R1/R2 and p(x, y) = 1N
∑N
i=1 1xi=x1yi=y . Then
Grec = g(R) =
1
N
∑N
i=1 yif(xi)
1
N
∑N
i=1 yi
=
TP
TP + FN
.
4 When is passive sampling inadequate?
Since generalized measures are defined in terms of risks, we can obtain estimates by plugging in the
empirical risk. Ordinarily, the empirical risk is computed as the average loss with respect to a passive
or unbiased sample drawn from p(x, y). This approach can yield reasonably precise estimates of G,
so long as G is sensitive to regions of the space X × Y having high density as measured by p(x, y).
However, if G is sensitive to regions of the space with low density, the resulting estimates may exhibit
high variance and poor label efficiency. The latter scenario may occur in practical evaluation tasks,
such as evaluation of classifiers on imbalanced data or evaluation of regression models on data with
outliers. To achieve good label efficiency in such cases, it is necessary to adopt biased sampling.
4.1 Passive sampling for estimating accuracy and recall
We outline the passive sampling approach for estimating G, and show that its label efficiency differs
for two example evaluation tasks. For any generalized measure G, we define the Monte Carlo or
passive estimator as
GˆMCL = g(Rˆ
MC
L ) with Rˆ
MC
L =
1
|L|
∑
(x,y)∈L
`(x, y), (1)
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where L = {(x1, y1), . . . , (xN , yN )} is an unbiased labeled sample drawn from p(x, y). In practice,
L is obtained by drawing items i.i.d. from the marginal distribution p(x) and querying labels from
the oracle p(y|x). The estimator GˆMCL is biased in general since g may be non-linear. However, it is
asymptotically unbiased—i.e. GˆMCL converges to G with probability one in the limit |L| → ∞. This
property is known as strong consistency and it follows from the strong law of large numbers [10,
pp. 243–245] and continuity of g. There is also a central limit theorem (CLT) for GˆMCL , reflecting
the rate of convergence: E[‖GˆMCL − G‖] ≤ ‖Σ‖/
√|L| asymptotically where Σ is an asymptotic
covariance matrix (see Theorem 2).
Estimating accuracy. Consider estimating the accuracy Gacc of a classifier using passive sampling.
By the CLT, it is straightforward to show that the passive estimator for Gacc is asymptotically normal
with variance Gacc(1 − Gacc)/|L|. Thus, to estimate Gacc with precision w we require a labeled
sample of size |L| ∝ Gacc(1−Gacc)/w2. Although this is suboptimal (see Proposition S3), it is not
impractical. In other words, a passive sample reasonably captures the variance in Gacc.
Estimating recall. Next we consider estimating recall Grec of a binary classifier, where  denotes
the positive class frequency. By the CLT, the passive estimator for Grec is asymptotically normal with
variance Grec(1−Grec)/|L|. Thus we require a labeled sample of size |L| ∝ Grec(1−Grec)/w2
to estimate Grec with precision w. This dependence on  makes passive sampling impractical under
class imbalance when  0—e.g. in record linkage  scales inversely in the number of records [17].
4.2 Importance sampling
When passive sampling is inefficient, we can often achieve a substantial improvement using biased
sampling methods. One of the simplest biased sampling methods is importance sampling (IS), which
estimates an expectation using samples drawn from a proposal distribution q that differs from p [26].
Assuming q is a suitable proposal, we define the IS estimator for G as
GˆISL = g(Rˆ
IS
L ) with Rˆ
IS
L =
1
|L|
∑
(x,y)∈L
p(x)
q(x)
`(x, y), (2)
where L is a biased labeled sample. In practice, L is obtained by drawing items i.i.d. according to
q(x), then querying labels from the oracle p(y|x). The importance weight p(x)q(x) corrects for the bias.
The challenge with IS lies in choosing an effective proposal. Later (see Proposition 1) we derive
a proposal q?(x) that minimizes the asymptotic variance of GˆISL—in some cases to zero. However,
we cannot compute q?(x) exactly, since it depends on the unknown oracle response p(y|x). While
p(y|x) can in principle be estimated using the systems under evaluation, the reliability of the estimate
places a hard limit on label efficiency. To address this limitation, we propose an adaptive importance
sampling (AIS) framework in the next section, which continually refines the proposal as labels are
received from the oracle.
Remark 3. In ordinary applications of IS, one is free to select a proposal that satisfies q(x, y) > 0
wherever ‖`(x, y)‖p(x, y) 6= 0. However, we have an additional constraint: we cannot bias the
sampling from the oracle p(y|x). Thus we consider proposals of the form q(x, y) = q(x)p(y|x).
5 An AIS-based framework for label-efficient evaluation
Motivated by the limitations of passive sampling and importance sampling (IS), we now outline a
framework for estimating generalized measures based on adaptive importance sampling (AIS) [2].
Unlike passive sampling and IS, AIS is not restricted to i.i.d. samples. Instead, instances are selected
for labeling in stages and the proposal distribution at each stage is adapted based on labels collected
in previous stages. This can yield more precise estimates for a given sample size, particularly if the
proposal converges rapidly to optimality.
There are many variations of AIS which differ in: (i) the way samples are allocated among the stages;
(ii) the dependence of the proposal on previous stages; (iii) the types of proposals considered; and
(iv) the way samples are weighted within and across stages. Our approach is completely flexible with
respect to points (i)–(iii). For point (iv), we use simple importance-weighting as it is amenable to
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Adaptive proposal
Systems 
under 
evaluation
Unlabeled 
test set
Performance 
measure
x1
x2
x3⋮
xM
Labels
Oracle
q1q0
Sampling history
L
T
y1,N1⋯y1,1
x1,N1⋯x1,1
S
Estimated 
performance 
measure
Ĝ(AIS)
Sampled
items
⋯
y2,N2⋯y2,1
x2,N2⋯x2,1 G
Require: generalized measure G; unla-
beled test set T ; proposal update proce-
dure; sample allocations N1, . . . , NT .
Initialize proposal q0
Initialize sample history: L ← ∅
for t = 1 to T do
for n = 1 to Nt do
xt,n ∼ qt−1
wt,n ← p(xt,n)qt−1(xt,n)
yt,n ∼ Oracle(xt,n)
L ← L ∪ {(xt,n, yt,n, wt,n)}
end for
Update proposal qt using L
end for
RˆAISL ← 1|L|
∑
(x,y,w)∈L w `(x, y)
GˆAISL ← g(RˆAISL )
return GˆAISL and history L
Figure 1: Schematic and algorithm for our AIS-based evaluation framework.
asymptotic analysis using martingale theory [21]. A more complex weighting scheme is proposed
in [7] which may have better stability, however its asymptotic behavior is not well understood.1
Our framework is summarized in Figure 1. Given a target performance measure G and an unlabeled
test set T , the labeling process proceeds in several stages indexed by t ∈ {1, . . . , T}. In the t-th
stage, Nt ≥ 1 items are drawn i.i.d. from T according to proposal qt−1. Labels are obtained for each
item by querying the oracle, and recorded with their importance weights in L. At the end of the t-th
stage, the proposal is updated for the next stage. This update may depend on the weighted samples
from all previous stages as recorded in L. At any point during sampling, we estimate G as follows:
GˆAISL = g(Rˆ
AIS
L ) where Rˆ
AIS
L =
1
|L|
∑
(x,y,w)∈L
w `(x, y). (3)
For generality, we permit the user to specify the sample allocations and the procedure for updating
the proposals in Figure 1. In practice, we recommend allocating a small number of samples to
each stage, as empirical studies suggest that efficiency improves when the proposal is updated
more frequently [21]. However, this must be balanced with practical constraints, as a small sample
allocation limits parallelizability of labeling. In Section 5.2, we recommend a practical procedure for
updating the proposals. It approximates the asymptotically-optimal variance-minimizing proposal
based on a user-defined online model of p(y|x). We provide an example hierarchical Bayesian model
for p(y|x) in Section 5.3, which can leverage prior information from the systems under evaluation.
Further practicalities including sample reuse and confidence intervals are discussed in Appendix G.
5.1 Asymptotic analysis
We study the asymptotic behavior of estimates for G produced by the generic framework in Figure 1.
Since our analysis does not depend on how samples are allocated among stages, it is cleaner to identify
a sample using a single index j ∈ {1, . . . , N} where N = ∑Tt=1Nt is the total number of samples,
rather than a pair of indices (t, n). Concretely, we map each (t, n) to index j = n+
∑t−1
t′=1Nt′ . With
this change, we let qj−1(x) denote the proposal used to generate sample j. It is important to note that
this notation conceals the dependence on previous samples. Thus qj−1(x) should be understood as
shorthand for qj−1(x|Fj−1) where Fj = σ((X1, Y1), . . . , (Xj , Yj)) denotes the filtration.
Our analysis relies on the fact that ZN = N(RˆAISN − R) is a martingale with respect to FN . The
consistency of estimates for G then follows by a strong law of large numbers for martingales [11]
and the continuous mapping theorem. A proof is included in Appendix B.
1Marin, Pudlo, and Sedki [18] proved consistency for this weighting scheme in the limit T → ∞ where
{Nt} is a monotonically increasing sequence. To our knowledge, a CLT remains elusive.
5
Theorem 1 (Consistency of AIS). Let the support of proposal qj(x, y) = qj(x)p(y|x) be a superset
of {x, y ∈ X × Y : ‖`(x, y)‖p(x, y) 6= 0} for all j ≥ 0 and assume
sup
j∈N
E
[(
p(Xj)
qj−1(Xj)
)2∣∣∣∣∣Fj−1
]
<∞. (4)
Then GˆAISN is strongly consistent for G.
We also obtain a central limit theorem (CLT), which is useful for assessing asymptotic efficiency
and computing approximate confidence intervals. Our proof (see Appendix C) invokes a CLT for
martingales [21] and the multivariate delta method.
Theorem 2 (CLT for AIS). Suppose
Vj := var
[
p(Xj)
qj−1(Xj)
`(Xj , Yj)−R
∣∣∣∣Fj−1]→ V∞ a.s., and (5)
∃η > 0 : sup
j∈N
E
[(
p(Xj)
qj−1(Xj)
)2+η∣∣∣∣∣Fj−1
]
<∞ a.s. (6)
where V∞ is an a.s. finite random positive semidefinite matrix. Then
√
N(GˆAISN −G) converges in
distribution to a multivariate normalN (0,Σ) with covariance matrix Σ = Dg(R)V∞Dg(R)ᵀ where
[Dg]ij =
∂gi
∂Rj
is the Jacobian of g.
5.2 Adaptive proposals based on asymptotic variance minimization
To achieve optimal asymptotic efficiency, we would like to use the AIS proposal that achieves the
minimal asymptotic variance Σ as defined in Theorem 2. We can solve for this optimal proposal
using functional calculus, as demonstrated in the proposition below. Note that we must generalize
the variance minimization problem for vector-valued G since Σ becomes a covariance matrix. We
opt to use the total variance (the trace of Σ) since the diagonal elements of Σ are directly related to
statistical efficiency, while the off-diagonal elements measure correlations between components of
GˆAISN that are beyond our control. This choice also ensures that the minimization problem is tractable.
Proposition 1 (Asymptotically-optimal proposal). Suppose Dg(R) has full row rank and
EX,Y∼p‖Dg(R) `(X,Y )‖22 > 0. Then the proposal
q?(x) =
v(x)∫
v(x) dx
where v(x) = p(x)
√∫
‖Dg(R) `(x, y)‖22 p(y|x) dy (7)
achieves the minimum total asymptotic variance of tr Σ =
(∫
v(x) dx
)2−‖Dg(R)R‖22. Appendix E
provides sufficient conditions on G and the oracle which ensure tr Σ = 0.
We use the above result to design a practical scheme for adapting the AIS proposals. At each stage of
the evaluation process, we approximate the asymptotically-optimal proposal q?(x) using an online
model for the oracle response p(y|x). The model for p(y|x) can be initialized using prior information
(e.g. from the systems under evaluation) and can be updated at the end of each stage using the labels
received from the oracle. However, we cannot simply estimate q?(x) by plugging in estimates of
p(y|x), as the resulting approximation may not satisfy the conditions of Theorems 1 and 2. Below
we provide estimators for q?(x) which satisfy the conditions, and prove that asymptotic optimality
can be achieved in some circumstances.
Proposition 2. If the oracle is stochastic, let pˆt(y|x) be an estimate for p(y|x) whose support
includes the support of p(y|x) for all stages t ≥ 0, and assume pˆt(y|x) a.s.→ pˆ∞(y|x) pointwise in x.
Alternatively, if the oracle is deterministic, let pit(y|x) be a posterior distribution for the response
y(x) whose support includes y(x) for all t ≥ 0, and assume pit(y|x) a.s.→ pi∞(y|x) pointwise in x. Let
t be a positive bounded sequence and Rˆt be an estimator for R which converges a.s. to Rˆ∞. Assume
X is finite (e.g. a pool of test data) and ‖Dg(Rˆt)‖2 ≤ K <∞ for all t ≥ 0. Then the proposals
qt(x) ∝
{
p(x)
∫
max{‖Dg(Rˆt) `(x, y)‖2, t1‖`(x,y)‖6=0}pit(y|x) dy, for a deterministic oracle,
p(x)[
∫
max{‖Dg(Rˆt) `(x, y)‖22, t1‖`(x,y)‖6=0}pˆt(y|x) dy]
1
2 , for a stochastic oracle,
satisfy the conditions of Theorems 1 and 2. If in addition Rˆ∞ = R and pˆ∞(y|x) = p(y|x)
(alternatively pi∞(y|x) = 1y=y(x)) and t ↓ 0, then the proposals approach asymptotic optimality.
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Table 1: Summary of classifiers and test sets. SVM refers to a linear support vector machine, XGB
refers to XGBoost [4] and LR refers to `2-regularized logistic regression.
Source Domain Size Imb. ratio Classifier F1
amzn-goog [15] Entity resolution 676,267 3381 SVM 0.282
dblp-acm [15] Entity resolution 53,946 2697 SVM 0.947
abt-buy [15] Entity resolution 53,753 1075 SVM 0.595
restaurant [25] Entity resolution 149,747 3328 SVM 0.899
safedriver [22] Risk assessment 178,564 26.56 XGB 0.100
creditcard [23] Fraud detection 85,443 580.2 LR 0.728
tweets100k [19] Sentiment analysis 20,000 0.990 SVM 0.770
5.3 Model-based estimators for the oracle response
Our scheme for adapting the proposal requires the user to specify an online model for the oracle
response p(y|x) that satisfies the conditions of Proposition 2. It is important to note that the model
does not need to be accurate in order for the theoretical guarantees of Section 5.1 to hold—however,
a more accurate model will generally result in better label efficiency. In Appendix H, we propose a
Bayesian model for the oracle response, which incorporates a hierarchical partition of the test set
T using Dirichlet trees. The hierarchical design allows for sharing of statistical strength between
neighboring blocks of the test set, and is therefore expected to be more label-efficient than alternatives
which treat the blocks independently (cf. the model in [17]). We consider two variants of the
model for deterministic and stochastic oracles. We prove that both variants satisfy the conditions of
Proposition 2, and that the deterministic variant achieves asymptotic optimality.
6 Experiments
We apply our proposed framework to evaluate binary classifiers across several domains. We use the
procedure described in Section 5.3 to initialize and update the proposal. We compare our approach
(denoted Ours) to the following alternatives:
• Passive: passive (uniform) sampling as specified in (1).
• Stratified: an online variant of stratified sampling with proportional allocation, as used
in [9]. Items are sampled one-at-a-time in proportion to the size of the allocated stratum.
• IS: static importance sampling as specified in (2). We approximate the asymptotically-
optimal proposal using estimates of p(y|x) from the classifier (see Proposition 2).
• OASIS: a stratified AIS method for estimating F-measures [17].
Datasets. We prepared classifiers and test sets for evaluation using several source datasets, as
summarized in Table 1. For amzn-goog, dblp-acm, abt-buy, restaurant and tweets100k we
used the classifiers and test sets from [17]. For safedriver and creditcard we prepared our own.
We randomly split the data into train/test with a 70:30 ratio, and trained classifiers using supervised
learning. In scenarios where labeled data is scarce, semi-supervised or unsupervised methods might
be used instead. The choice of learning paradigm has no bearing on our evaluation experiments.
Setup. We simulated an oracle using labels included with each dataset. Since the datasets contain
single labels for each item, we assumed a deterministic oracle. Thus, when computing the consumed
label budget, we only counted the first query to the oracle for each item. For subsequent queries
we used a cached label. Wherever prior estimates of p(y|x) were required, we used scores from the
classifiers, applying the softmax function to non-probabilistic scores.
For Ours and OASIS, we partitioned the test set using the CSF method (see Appendix I) with a
target of K = 256 blocks. We considered two variations for our method: Ours-1 which uses
a non-hierarchical partition (effectively a tree of depth 1) and Ours-8 which uses a hierarchical
partition (a binary tree of depth 8). We explain how parameters were configured in Appendix J.
Although our framework supports a variety of performance measures, we focus on F1-score here
to compare with OASIS. Additional results for accuracy are included in Appendix K. Since the
7
(a)
100
K
L 
di
v.
Method
Ours-8
Ours-1
OASIS
IS
Stratified
Passive
0 1000 2000 3000 4000 5000
Label budget
10 3
10 2
10 1
M
SE
(b)
10 4 10 3 10 2 10 1
MSE
ab
t-b
uy
am
zn
-go
og
db
lp-
ac
m
res
tau
ran
t
sa
fed
riv
er
cre
dit
ca
rd
tw
ee
ts1
00
k
D
at
a 
se
t
Method
Ours-8
Ours-1
OASIS
IS
Stratified
Passive
Figure 2: (a) Convergence for abt-buy over 1000 repeats. The upper panel plots the KL divergence
from the proposal to the asymptotically-optimal one. The lower panel plots the MSE of the estimate
for F1-score. 95% bootstrap confidence intervals are included. (b) MSE of the estimate for F1-score
after 2000 label queries. 95% bootstrap confidence intervals are shown in black.
evaluation process is randomized, we repeated each experiment 1000 times, computing and reporting
the mean behavior with confidence intervals.
Results. Figure 2(a) shows an example convergence plot for abt-buy. The top panel shows the
mean KL divergence from the proposal to the asymptotically-optimal one as a function of the label
budget, while the bottom panel shows the mean-squared error (MSE) of the estimate for F1-score.
Our method is more efficient than the baselines in this case, achieving a lower MSE for all label
budgets. Passive and Stratified perform significantly worse than the biased methods, which is
to be expected given the severe class imbalance.
We include convergence plots for the other datasets in Appendix K. Figure 2(b) summarizes these
plots for all data sets and methods, by examining the mean-squared error of the estimated F1-score
score after 2000 labels are consumed. Our method achieves best or equal-best MSE on all but one
of the datasets (dblp-acm). We find the adaptive methods Ours and OASIS perform similarly to IS
when the prior estimates for p(y|x) are accurate—i.e. there is less to gain by adapting. Of the two
adaptive methods, Ours generally converges more rapidly than OASIS, which might be expected
since our procedure for estimating the asymptotically-optimal proposal is more principled. The
hierarchical variant of our model Ours-8 tends to outperform the non-hierarchical version Ours-1,
which we expect when p(y|x) varies smoothly across neighboring blocks. Finally, we observe that
Passive and Stratified are competitive when the imbalance is less severe. This agrees with our
analysis in Section 4.
7 Conclusion
We have proposed a framework for online supervised evaluation, which aims to minimize labeling
efforts required to achieve precise, asymptotically-unbiased performance estimates. Our framework
is based on adaptive importance sampling, with variance-minimizing proposals that are refined
adaptively based on a user-defined model of p(y|x). Under verifiable conditions on the chosen perfor-
mance measure and the user-defined model, we proved strong consistency (asymptotic unbiasedness)
of the resulting performance estimates and a central limit theorem. We instantiated our framework
to evaluate classifiers using deterministic or stochastic human annotators. Our approach based on a
hierarchical Dirichlet-tree model, achieves superior or competitive performance on all but one of the
seven test cases.
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Broader impact
This paper develops systematic improvements to basic evaluation methodology. Adaptive sampling
algorithms are complemented by asymptotic analysis. A positive impact is potential to reduce bias and
variance in evaluations of machine learning systems. Improved evaluation estimates may lead to more
informed decision making in deploying such systems. While increased sample efficiency could result
in fewer tasks for crowdsourcing workers, analysts could instead maintain existing crowdsourcing
budgets to reduce the variance of evaluation estimates. Finally, measures of algorithmic fairness are
not considered in this work. How adaptive sampling might amplify issues of fairness, and how our
framework might apply to existing measures of fairness, are important directions for future work.
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A Examples of generalized measures
In this appendix, we demonstrate that a variety of practical performance measures can be expressed
as generalized measures (see Definition 1).
A.1 Scalar measures
When evaluating a single system, it may be sufficient to estimate a scalar performance measure, such
as F1-score or mean-squared error. Table S1 lists several binary classification measures and their
corresponding parameterizations as generalized measures. A similar list is provided for regression
measures in Table S2.
A.2 Vector measures
Vector-valued generalized measures are useful for evaluating multiple systems and/or scalar measures
in parallel. We provide examples below:
• A vector of scalar measures for a single system. For example, one could target a precision-
recall curve for a binary classifier with respect to a grid of thresholds τ1 < τ2 < · · · < τK .
Let f(x) denote the real-valued score for item x from the classifier. The larger the score, the
higher the confidence that the true label for the item is positive. We assume a positive label
is encoded as ‘1’ and a negative label is encoded as ‘0’. We define a vector loss function
which measures whether an instance (x, y) is a predicted positive for each threshold (the
first K entries), a true positive for each threshold (the next K entries) and/or a positive (the
last entry):
`(x, y) =
[
1f(x)≥τ1 , . . . ,1f(x)≥τK , y1f(x)≥τ1 , . . . , y1f(x)≥τK , y
]ᵀ
.
To compute the precision-recall curve, we define the following mapping function:
G = g(R) =
[
RK+1
R1
, . . . ,
R2K
RK
,
RK+1
R2K+1
, . . . ,
R2K
R2K+1
]ᵀ
.
The first K entries of G contain the precision at each threshold in ascending order, and the
last K entries contain the recall at each threshold in ascending order.
• A vector of measures for multiple systems. For example, one could target the accuracy of
two systems simultaneously. Let f (1)(x) denote the predicted label from system 1 and
f (2)(x) denote the predicted label from system 2. We define a vector loss function `(x, y) =[
1y 6=f(1)(x),1y 6=f(2)(x)
]ᵀ
, which measures whether each system makes an error for a given
instance (x, y). By setting the mapping function to G = g(R) = [1 − R1, 1 − R2]ᵀ, we
obtain the accuracy for system 1 in the first entry of G and the accuracy for system 2 in the
second entry of G.
• A vector of comparative measures. For example, one could target the difference in accuracy
between two candidate systems (2, 3) and a baseline system (1). Let the predicted label for
system 1 be denoted f (1)(x) and adopt similar notation for systems 2 and 3. We define the
vector loss function
`(x, y) =
[
1y 6=f(2)(x) − 1y 6=f(1)(x),1y 6=f(3)(x) − 1y 6=f(1)(x)
]ᵀ
.
The first entry activates when system 1 or 2 (but not both) makes an incorrect predic-
tion and the second entry activates when system 1 or 3 (but not both) makes an in-
correct prediction. By setting g(R) = R we obtain the accuracy differences G =[
G
(2)
acc −G(1)acc, G(3)acc −G(1)acc
]ᵀ
. If one is primarily interested in estimating performance
gain (e.g. selecting the best performing system from candidates), then estimating this gen-
eralized measure may be more efficient than estimating the raw accuracies of all three
systems.
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Table S1: Parameterizations of binary classification measures assuming Y = {0, 1}. Here f(x)
denotes the predicted class label according to the system and pˆ1(x) is an estimate of p(y = 1|x)
according to the system.
Measure `(x, y)ᵀ g(R)
Accuracy 1y 6=f(x) 1−R
Balanced accuracy [yf(x), y, f(x)] R1+R2(1−R2−R3)
2R2(1−R2)
Precision [yf(x), f(x)] R1
R2
Recall [yf(x), y] R1
R2
Fβ score
[
yf(x), β
2y+f(x)
1+β2
]
R1
R2
Matthews correlation
coefficient
[yf(x), y, f(x)] R1−R2R3√
R2R3(1−R2)(1−R3)
Fowlkes-Mallows
index
[yf(x), y, f(x)] R1√
R2R3
Brier score 2(pˆ1(x)− y)2 R
Table S2: Parameterizations of common regression metrics. Here f(x) denotes the predicted/fitted
value according to the system.
Measure `(x, y)ᵀ g(R)
Mean absolute error |y − f(x)| R
Mean squared error (y − f(x))2 R
Coefficient of
determination
[y, y2, f(x), f(x)2]
R4−2R1R3+R21
R2−R21
B Proof of Theorem 1 (Consistency)
We first prove that RˆAISN
a.s.→ R using a strong law of large numbers (SLLN) for martingales [5,
p. 243]. Consider the martingale
ZN = N(Rˆ
AIS
N −R) =
N∑
j=1
{
p(Xj)
qj−1(Xj)
`(Xj , Yj)−R
}
and let δj,i =
p(Xj)
qj−1(Xj)
`i(Xj , Yj) − Ri denote the i-th component of the j-th contribution to ZN .
Since (Xj , Yj) is drawn from p(y|x)qj−1(x) and qj−1(x) > 0 wherever p(x)‖`(x, y)‖ 6= 0, it
follows that E[δj,i|Fj−1] = 0. In addition, we have
∞∑
j=1
E[δ2j,i]
j2
=
∞∑
j=1
1
j2
{
E
[(
p(Xj)
qj−1(Xj)
`i(Xj , Yj)
)2]
+R2i
}
≤
∞∑
j=1
U2C
j2
<∞,
where the inequality follows from the boundedness of `(x, y) (from Definition 1) and (4). Thus the
conditions of Feller’s SLLN are satisfied and we have 1N
∑N
j=1 δi,j
a.s.→ 0, which implies RˆAISN a.s.→ R.
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Now the continuous mapping theorem states that
RˆAISN
a.s.→ R =⇒ g(RˆAISN ) a.s.→ g(R),
provided R is not in the set of discontinuity points of g. This condition is satisfied by assumption.
C Proof of Theorem 2 (CLT)
The CLT of Portier and Delyon [9] implies that
√
N(RˆAIS − R) ⇒ N (0, V∞). We note that the
second condition of their theorem
∃η > 0 : sup
j∈N
∫∫ ‖`(x, y)p(x, y)‖2+η
qj(x)1+η
dx <∞ a.s.
is satisfied by boundedness of the loss function and (6). The multivariate delta method [12] then im-
plies that
√
N(g(RˆAIS)−g(R))⇒ N (0,Dg(R)V∞Dg(R)ᵀ), since g is assumed to be differentiable
at R in Definition 1.
D Proof of Proposition 1 (Asymptotically-optimal proposal)
We want to find the proposal q that minimizes the total asymptotic variance
tr Σ = E
X,Y∼p
[
p(X)‖Dg(R) `(X,Y )‖22
q(X)
]
− ‖Dg(R)R‖22.
We express this as a functional optimization problem:
min
q
∫
c(x)
q(x)
dx
s.t.
∫
q(x) dx = 1,
(S1)
where c(x) = p(x)2
∫ ‖Dg(R) `(x, y)‖22 p(y|x)dy.
Using the method of Lagrange multipliers, Sawade, Landwehr, and Scheffer [11] show that the
solution to (S1) is q?(x) ∝√c(x). This yields the required result.
E Conditions for achieving zero total asymptotic variance
In typical applications of IS, the asymptotically-optimal proposal can achieve zero variance. This is
not guaranteed in our application, since we do not have complete freedom in selecting the proposal
(see Remark 3). Below we provide sufficient conditions under which the total asymptotic variance of
GˆAISN can be reduced to zero.
Proposition S3. Suppose the oracle is deterministic (i.e. p(y|x) is a point mass for all x) and the
generalized measure is such that sign(`(x, y) · ∇gl(R)) is constant for all (x, y) ∈ X × Y and
l ∈ {1, . . . ,m}. Then the asymptotically-optimal proposal achieves tr Σ = 0.
Proof. From Proposition 1, the asymptotically optimal proposal achieves a total variance of
tr Σ =
(∫
v(x) dx
)2
− ‖Dg(R)R‖22. (S2)
We evaluate the two terms in this expression separately. Using the fact that p(y|x) = 1y=y(x), the
first term becomes (∫
v(x) dx
)2
=
(∫
‖Dg(R) `(x, y(x))‖2 p(x) dx
)2
≤
(∫
‖Dg(R) `(x, y(x))‖1 p(x) dx
)2
=
(
m∑
l=1
∫
`(x, y(x)) · ∇gl(R) p(x) dx
)2
.
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The second line follows by application of the inequality ‖x‖2 ≤ ‖x‖1, and the third line follows by
assumption. For the second term we have
‖Dg(R)R‖22 =
∥∥∥∥∫ Dg(R) `(x, y(x)) p(x) dx∥∥∥∥2
2
=
m∑
l=1
(∫
`(x, y(x)) · ∇gl(R) p(x) dx
)2
≥
(
m∑
l=1
∫
`(x, y(x)) · ∇gl(R) p(x) dx
)2
,
by application of Jensen’s inequality. Subtracting the second term from the first, we have tr Σ ≤
0.
By way of illustration, we apply the above proposition to two common performance measures:
accuracy and recall. We assume a deterministic oracle in both cases.
Example S1 (Asymptotic variance for accuracy). From Table S1, we have that accuracy can be
expressed as a generalized performance measure by setting `(x, y) = 1y 6=f(x) and g(R) = 1−R.
Evaluating the condition in Proposition S3, we have
sign (`(x, y) · ∇g(R)) = sign (−1y 6=f(x)) = −1
for all (x, y) ∈ X × Y . Thus our framework can achieve zero asymptotic total variance when
estimating accuracy under a deterministic oracle.
Example S2 (Asymptotic variance for recall). From Table S1, we have that recall can be expressed
as a generalized performance measure by setting `(x, y) = [yf(x), y]ᵀ and g(R) = R1/R2. The
conditions of Proposition S3 are not satisfied in this case, since
sign (`(x, y) · ∇g(R)) = sign
(
y
R2
(f(x)−Grec)
)
= sign (f(x)−Grec)
which is not constant for all (x, y) ∈ X × Y . Indeed, when we evaluate the expression for the
asymptotic total variance (see Proposition 1), we find that Σ = 4G2rec(1 − Grec)2. Therefore
in general there is positive lower bound on the asymptotic variance that can be achieved by our
framework when estimating recall under a deterministic oracle.
F Proof of Proposition 2
Before proving the proposition, we establish a useful corollary.
Corollary S1. Suppose the generalized measure G is defined with respect to a finite input space X
(e.g. a finite pool of test data).
(i) If the support of proposal qj(x, y) = qj(x)p(y|x) is a superset of {x, y ∈ X × Y :
p(x, y)‖`(x, y)‖ 6= 0} for all j ≥ 0, then Theorem 1 holds.
(ii) If in addition qj(x)
a.s.→ q∞(x) pointwise in x, then Theorem 2 holds.
Proof. For the first statement, we check conditions (4) and (6) of Theorem 1. Let Qj be the support
of qj(x) and let δj = infx∈Qj qj(x) > 0. For η ≥ 0 we have
E
[(
p(Xj)
qj−1(Xj)
)2+η∣∣∣∣∣Fj−1
]
=
∫ ∑
x∈Qj−1
(
p(x)
qj−1(x)
)2+η
qj−1(x)p(y|x) dy ≤
(
1
δj
)2+η
<∞.
For the second statement, we must additionally check condition (5) regarding the convergence of Vj .
We write Vj =
∫ ∑
x∈Qj fj(x, y) dy where the integrand is
fj(x, y) =
(
p(x)
qj(x)
`(x, y)−R
)(
p(x)
qj(x)
`(x, y)−R
)ᵀ
qj(x)p(y|x).
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By the a.s. pointwise convergence of qj(x) and the continuous mapping theorem, we have fj(x, y)→
f∞(x, y) a.s. pointwise in x and y. Now observe that
‖fj(x, y)‖2 = qj(x, y)
∥∥∥∥ p(x)qj(x)`(x, y)−R
∥∥∥∥2
2
≤ qj(x, y)
(
p(x, y)2
qj(x, y)2
‖`(x, y)‖22 + ‖R‖22
)
≤ p(y|x)
(
1
2
‖`(x, y)‖22 + ‖R‖22
)
= h(x, y).
It is straightforward to show that
∫ ∑
x∈Qj h(x, y) dy <∞ using the boundedness of `(x, y) (see
Definition 1). Thus we have Vj → V∞ by the dominated convergence theorem.
We now prove Proposition 2 by showing that the conditions of Corollary S1 hold. We focus on the
case of a deterministic oracle, however the proof for a stochastic oracle follows by a similar argument.
We first examine the support of the sequence of proposals {qt(x)}. At stage t, the proposal can be
expressed as
qt(x) =
vt(x)∑
x∈X vt(x)
where
vt(x) = p(x)
∫
max
{
‖Dg(Rˆt) `(x, y)‖2, t1‖`(x,y)‖6=0
}
pit(y|x) dy.
Observe that
t p(x)
∫
1‖`(x,y)‖6=0 pit(y|x) dy ≤ vt(x) ≤ p(x)
∫
{t + ‖Dg(Rˆt)‖2 ‖`(x, y)‖2}pit(y|x) dy
≤ p(x)
(
t + d
2K sup
x,y∈X×Y
‖`(x, y)‖∞
)
≤ Cp(x)
where C < ∞ is a constant. The upper bound follows from the boundedness of `(x, y) (see
Definition 1), the boundedness of t, and the boundedness of the Jacobian. Since∑
x∈X
vt(x) ≥ t
∑
x∈X
p(x)
∫
1‖`(x,y)‖6=0pit(y|x) dy > 0
by assumption and vt(x) is bounded from above, we conclude that qt(x) is a valid distribution for all
t ≥ 0. The lower bound on vt(x) implies that the support of qt(x, y) = qt(x)p(y|x) is
{(x, y) ∈ X × Y : p(x, y)pit(y|x)‖`(x, y)‖ 6= 0} ⊇ {(x, y) ∈ X × Y : p(x, y)‖`(x, y)‖ 6= 0}.
The inequality follows from the fact that the support of pit(y|x) includes the support of p(y|x) =
1y=y(x). Thus qt(x) has the required support for all t ≥ 0.
Next we are required to prove that the sequence of proposals converges a.s. pointwise in x. Given that
Rˆt
a.s.→ Rˆ∞ and pit(y|x) a.s.→ pi∞(y|x) pointwise in x, one can show by application of the continuous
mapping theorem and dominated convergence theorem that
vt(x)
a.s.→ v∞(x) = p(x)
∫
‖Dg(R∞) `(x, y)‖2pi∞(y|x) dy
pointwise in x. By application of the continuous mapping theorem, we then have that qt(x)
a.s.→
q∞(x) =
v∞(x)∑
x∈X v∞(x)
. Thus Theorems 1 and 2 hold.
Furthermore, if Rˆ∞ = R and pi∞(y|x) = 1y=y(x), then q∞(x) is equal to the asymptotically-optimal
proposal q?(x) as defined in (7).
G Practicalities
In this appendix, we discuss some practical considerations for the framework proposed in Section 5.
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G.1 Sample reuse
Suppose our framework is used to estimate a generalized measure G1. If the joint distribution p(x, y)
associated with the prediction problem has not changed, it may be desirable to reuse the weighted
samples L to estimate a different generalized measure G2. This is possible so long as the sequence
of proposals used to estimate G1 have the required support for G2. More precisely, the support of
qj(x, y) must include {x, y ∈ X × Y : ‖`(x, y)‖p(x, y) 6= 0} for the loss functions associated with
G1 and G2.
If one anticipates sample reuse, the proposals can be made less specialized to a particular generalized
measure by mixing with the marginal distribution p(x), i.e. q(x) → (1 − δ)q(x) + δp(x) where
δ ∈ (0, 1] is a hyperparameter that controls the degree of specialization.
G.2 Approximate confidence regions
An asymptotic 100(1 − α)% confidence region for G is given by the ellipsoid formed by vectors
G? ∈ Rk such that
(G? − Gˆ)ᵀΣˆ−1(G? − Gˆ) ≤ (N − 1)k
N(N − k)Fα,k,N−k,
where Gˆ is the sample mean, Σˆ is the sample covariance matrix, and Fα,d1,d2 is the critical value of
the F distribution with d1, d2 degrees of freedom at significance level α.
We can approximate this region using the AIS estimator for G in (3) and the following estimator for
Σ:
ΣˆAIS = Dg(Rˆ
AIS)
(
1
N
N∑
j=1
p(xj)
2`(xj , yj)`(xj , yj)
ᵀ
qN (xj)qj−1(xj)
− RˆAISRˆAISᵀ
)
Dg(Rˆ
AIS)ᵀ.
This is obtained from the expression for the asymptotic covariance matrix Σ in Theorem 2, by using
an AIS estimator for the variance and R, and approximating q∞(x) by the most recent proposal
qN (x).
H Model-based proposals for finite label spaces
In this appendix, we propose Bayesian models for the oracle response p(y|x) for instances x in a
pool of test data T . We assume T can be partitioned into K disjoint strata T = ⋃Kk=1 Tk indexed
by k ∈ {1, . . . ,K}, such that all instances within a stratum elicit a similar oracle response. In other
words, we assume p(y|x) is well-approximated by a stratum-level oracle response pst(y|k) for all
x ∈ Tk. This assumption does not need to be satisfied strictly, since a rough approximation of
p(y|x) may yield a “good enough” approximation of the asymptotically-optimal proposal q?(x) to
significantly improve label efficiency of evaluation. In Section H.1 we assume the oracle response
is stochastic (the most general case), and in Section H.2 we develop a specialized model for a
deterministic oracle response.
H.1 Stochastic oracles
We now generalize the independent stratified model to allow for strata with underlying hierarchical
structure. This is likely to yield more label-efficient estimates of the oracle response, since a
hierarchical model permits sharing of statistical strength. As for the independent stratified model,
we assume the test set is split into K strata T = ⋃Kk=1 Tk, such that the oracle response p(y|x) is
approximately constant within each stratum. However, we now additionally assume that the strata
have an underlying hierarchical structure, and that neighboring strata in the hierarchy elicit a similar
oracle response. We represent the hierarchical structure using a tree T whose leaf nodes correspond
to the strata. Unsupervised methods for learning T are discussed in Section I.
Since the strata are no longer independent, we model the oracle response globally using a pmf
θ = [θ1, . . . , θC ] over the label space Y with a Dirichlet prior:
θ|α ∼ Dirichlet(α) ,
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where α = [α1, . . . , αC ] ∈ RC+ are concentration hyperparameters. The label yj for each instance j
is then assumed to be generated i.i.d. according to θ:
yj |θ iid.∼ Categorical(θ) , j ∈ 1, . . . , J.
Conditional on the hierarchical structure T and label yj , we assume instance j is assigned to a stratum
kj ∈ {1, . . . ,K} according to a distribution ψy with a Dirichlet-tree prior [4, 8]:
ψy|βy, T ind.∼ DirichletTree(βy;T ) , y ∈ Y,
kj |yj , ψyj ind.∼ Categorical
(
ψyj
)
, j ∈ 1, . . . , J.
The Dirichlet-tree distribution is a generalization of the Dirichlet distribution, which allows for more
flexible covariance structures over the categories (strata in this case). Prior information about the
covariance structure is encoded in the tree T whose leaf nodes map to the categories, as well as a
collection of Dirichlet concentration parameters βy for each internal node of T .
H.1.1 Inference
To estimate the stratum-level oracle response pst(y|k), we use the posterior predictive distribution
p(yj |kj ,L) =
∫
ψ
∫
θ
p(yj |kj , ψ, θ)p(ψ, θ|L),
which encodes our uncertainty about the oracle response yj for a query instance xj from stratum kj
conditional on the previously observed samples L. If the observed samples L were collected through
unbiased sampling (as assumed in the model), we would compute the posterior predictive distribution
as follows:
p(yj |kj ,L) ∝
∫
θ
p(yj |θ)p(θ|L)
∫
ψ
p(kj |yj , ψ)p(ψ|L)
∝
∫
θ
θyjp(θ|L)
∫
ψ
ψyj ,kjp(ψ|L)
∝ α˜yj ×
∏
ν∈in(T )
∏
c∈children(ν)
(
β˜yjc∑
c′∈children(ν) β˜yjc′
)δc(kj) (S3)
where
α˜y = αy +
∑
(x′,y′,w′)∈L
1y′=y,
β˜yc = βyc +
∑
(x′,y′,w′)∈L
1y′=yδc(kx′),
(S4)
in(T ) denotes the inner nodes of T , children(ν) denotes the children of node ν, kx denotes the
stratum assignment of instance x and
δν(k) :=
{
1, if node ν is traversed to reach leaf node k,
0, otherwise.
(S5)
However, since the observed samples L are biased in our application, we must apply a bias-correction
to (S4):
α˜y = αy +
∑
(x′,y′,w′)∈L
w′1y′=y,
β˜yc = βyc +
∑
(x′,y′,w′)∈L
w′1y′=yδc(kx′).
This guarantees that α˜yN
a.s.→ E[1Y=y] and β˜ycN
a.s.→ E[1Y=yδc(kX)].
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H.1.2 Proof of Proposition 2
We now prove that Proposition 2 holds when:
• the posterior predictive (S3) is used to estimate p(y|x);
• t = 0/(t+ 1) for some user-specified 0 > 0; and
• Rˆt = 1M
∑M
i=1
∑
y∈Y pˆt(y|xi)`(xi, y).
Let pˆt(y|x) denote the posterior predictive in (S3) evaluated at stage t. First we must ensure that
the support of pˆt(y|x) is a superset of the the support of p(y|x). This condition is satisfied since the
priors on θ and ψ ensure that pˆt(y|x) > 0 for all y ∈ Y (see S3). This implies that the proposals
{qt(x)} have the necessary support to ensure that Theorem 1 is satisfied.
Second, we must ensure that pˆt(y|x) converges a.s. pointwise in x and y to a conditional pmf pˆ∞(y|x)
independent of t. This condition is also satisfied, since the posterior parameters α˜y/N and β˜yc/N
converge a.s. to constants by Theorem 1 (see the end of Section H.1.1).
H.2 Deterministic oracles
In this section, we adapt the hierarchical stratified model introduced in the previous section to incor-
porate a deterministic constraint on the oracle response. Concretely, we now make the assumption
that p(y|x) is a point mass at y(x) for all x ∈ T . Under this assumption, we make two modifications
to the hierarchical stratified model:
(i) we replace index j ∈ {1, . . .} over the samples with index i ∈ {1, . . . ,M} where M = |T |,
since there is now a finite set of instance-label pairs; and
(ii) we introduce an observation process for the unknown deterministic labels.
After applying the first modification, the model Section H.1 becomes:
θ|α ∼ Dirichlet(α) ,
yi|θ iid.∼ Categorical(θ) , i ∈ 1, . . . ,M,
ψy|βy, T ind.∼ DirichletTree(βy, T ) , y ∈ Y,
ki|yi, ψyi ind.∼ Categorical(ψyi) , i ∈ 1, . . . ,M.
This part of the generative process is essentially unchanged: we still assume labels yi are generated
according to a global distribution θ with a Dirichlet prior. And we assume each instance i is
assigned to a stratum ki, according to a distribution ψyi with a Dirichlet-tree prior. However, we now
additionally consider the observation process for the (deterministic) labels y = (y1, . . . , yM ).
Let ot = (ot,1, . . . , ot,M ) be observation indicators for the labels y at the end of stage t of our
evaluation framework (see Figure 1). We initialize o0 = 0 and define ot in the obvious way: ot,i is 1
if item i has been selected by the end of stage t and 0 otherwise. From the algorithm in Figure 1,
we have that the n-th item selected in stage t depends on the labels of the previously observed items
y(ot−1) and the stratum assignments:
it,n|ot−1,y(ot−1),k ∼ qt−1(y(ot),k).
Our goal is to infer the unobserved labels (oracle response) at each stage t of the evaluation process.
We assume the stratum assignments k = (k1, . . . , kM ) are fully observed. Since the observation
indicators are independent of the unobserved labels conditional on the observed labels, our model
satisfies ignorability [7]. This means we can ignore the observation process when conducting
inference.
H.2.1 Inference
To estimate the oracle response, we treat the labels y as partially observed and apply the EM algorithm.
Omitting the dependence on stage t, we let y(o) denote the observed labels and y(¬o) denote the
unobserved labels. The EM algorithm returns a distribution over the unobserved labels y(¬o) and
MAP estimates of the model parameters φ = (θ, ψ). At each iteration τ of the EM algorithm, the
following two steps are applied:
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• E-step. Compute the function
Q(φ|φ(τ)) = Ey(¬o)|yo,k,φ(τ) (log p(φ|y,k)) , (S6)
which is the expected log posterior with respect to the current distribution over the un-
observed labels y(¬o), conditional on the observed labels y(o) and the current parameter
estimates φ(τ).
• M-step. Update the parameter estimates by maximizing Q:
φ(τ+1) ∈ arg max
φ
Q(φ|φ(τ)). (S7)
In order to implement the E- and M-steps, we must evaluate the Q function for our model. Since the
Dirichlet prior on θ and Dirichlet-tree priors on φy are conjugate to the categorical distribution, the
posterior p(φ|y,k) is straightforward to compute. We have
θ|y, α ∼ Dirichlet(α˜),
ψy|y,k, βy, T ∼ DirichletTree(β˜y, T ),
where α˜y = αy +
∑M
i=1 1yi=y, β˜yν = βyν +
∑M
i=1 1yi=yδν(ki) and δν(k) is defined in (S5). The
posterior density for θ is
p(θ|y, α) ∝
C∏
y=1
θα˜y−1y .
Minka [8] gives the density for ψy as:
p(ψy|y,k,βy, T ) ∝
∏
k∈lv(T )
ψ
β˜yk−1
yk
∏
ν∈in(T )
 ∑
k∈lv(T )
∑
ν′∈children(ν)
δν′(k)ψyk
γyν ,
where lv(T ) denotes the set of leaf nodes in T , in(T ) denotes the set of inner nodes in T , lv(ν)
denotes the leaf nodes reachable from node ν, and γ˜yν = β˜yν −
∑
c∈children(ν) β˜yc.
Substituting the posterior densities in (S6), we have
Q(φ|φ(t)) =
∑
y∈Y
∑
k∈lv(T)
(
β˜
(τ)
yk − 1
)
logψky +
∑
y∈Y
∑
ν∈in(T )
γ˜(τ)yν log
 ∑
k∈lv(T )
∑
ν′∈children(ν)
δν′(k)ψyk

+
∑
y∈Y
(
α˜(τ)y − 1
)
log θy + const.
where we define β˜(τ)yk = Ey(¬o)|yo,k,φ(τ) [β˜yk] and similarly for α˜
(τ)
y and γ˜
(τ)
yν . When maximizing
Q(φ|φ(t)) with respect to φ, we must obey the constraints:
• θy > 0 for all y ∈ Y ,
• ∑y∈Y θy = 1,
• ψyk > 0 for all y ∈ Y and leaf nodes k ∈ lv(T ), and
• ∑k∈lv(T ) ψyk = 1.
We can maximize θ and {ψy} separately since they are independent. For θy we have the mode of a
Dirichlet random variable:
θ(τ+1)y =
α˜
(τ)
y − 1∑
y′{α˜(τ)y′ − 1}
and for ψy we have (see [8]):
ψ
(τ+1)
yk =
∏
ν∈in(T )
∏
c∈children(ν)
(
b(τ+1)yc
)δc(k)
(S8)
where b(τ+1)yc =
β˜
(τ)
yc −∑k∈lv(T ) δc(k)∑
c′∈siblings(c)∪{c}{β˜(τ)yc′ −
∑
k∈lv(T ) δc′(k)}
. (S9)
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The parameters {byc : c ∈ children(ν)} may be interpreted as branching probabilities for node
ν ∈ in(T ).
In summary, the EM algorithm reduces to the following two steps:
• E-step. Compute the expected value for each unobserved label using φ(τ):
E[1yj=y|kj ,φ(τ)] =
ψ
(τ)
ykj
θ
(τ)
y∑
y′∈Y ψ
(τ)
y′kjθ
(τ)
y′
. (S10)
Then make a backward pass through the tree, computing β˜(τ)yν at each internal node ν ∈
in(T ).
• M-step. Make a forward-pass through the tree, updating the branch probabilities b(τ+1)yc
using (S9). Compute ψ(τ+1)y at the same time using (S8).
We can interpret (S10) as providing a posterior estimate for the unknown oracle response: pi(y|x) ∝
ψ
(τ)
ykx
θ
(τ)
y where kx denotes the assigned stratum for instance x. If the response y(x) for instance x
has been observed in a previous stage of the evaluation process, then pi(y|x) collapses to a point mass
at y(x).
H.2.2 Proof of Proposition 2
We now prove that Proposition 2 holds when:
• the expected labels (S10) at stage t are used as a posterior estimate pit(y|x) of the response
y(x);
• t = 0(1− 1M
∑M
i=1 ot,i) for some user-specified 0 > 0; and
• Rˆt = 1M
∑M
i=1
∑
y∈Y pit(y|xi)`(xi, y).
First we verify that the support of the posterior pit(y|x) includes y(x) for all t ≥ 0. This condition is
satisfied since the priors on θ and ψ ensure θy > 0 and ψky > 0 for all k ∈ {1, . . . ,K} and y ∈ Y
(see S10). Once the label for instance x is observed, the posterior degenerates to a point mass at the
true value y(x). This also implies that the sequence of proposals have the necessary support to ensure
Theorem 2 holds.
Second, we verify that pit(y|x) converges a.s. pointwise in x and y to a conditional pmf pi∞(y|x)
independent of t. This condition is also satisfied, since the posterior pit(y|x) degenerates to a point
mass at y(x) once the label for instance x is observed, and all instances are observed in the limit
t→∞. Thus pit(y|x) a.s.→ 1y=y(x) and t ↓ 0, which implies that the sequence of proposals converges
to asymptotic optimality.
I Unsupervised partitioning methods
The models for the oracle response described in Section 5.3 require a partition of the test set. Ideally,
the partition should be selected so that the oracle distribution p(y|x) is approximately constant within
each block. Since we begin without any labels, we are restricted to unsupervised partitioning methods.
We briefly describe two settings for learning partitions: (i) where classifier scores are used as a proxy
for p(y|x) and (ii) where feature vectors are used.
Score-based methods. Our partitioning problem can be tackled using stratification methods studied
in the survey statistics community [2]. The aim of stratification is to partition a population into roughly
homogenous subpopulations, known as strata (or blocks) for the purpose of variance reduction. When
an auxiliary variable is observed that is correlated with the statistic of interest, the strata may be
defined as a partition of the range of the auxiliary variable into sub-intervals. Various methods are
used for determining the sub-intervals, including the cumulative square-root frequency (CSF) method
[3] and the geometric method [6]. In our application, the classifier scores are the auxiliary variables
and the statistic of interest is p(y = 1|x) (for binary classification).
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Stratification is conventionally used to produce a partition without hierarchical structure. However, if
the strata are ordered, it is straightforward to “fill in” hierarchical structure. In our experiments, we
specify the desired tree structure—e.g. an ordered binary tree of a particular depth. We then compute
the stratum bins (sub-intervals) so that the number of bins matches the number of leaf nodes in the
tree. The stratum bins are then associated with the leaf nodes of the tree in breadth-first order.
Feature-based methods. When scores are not available, it is natural to consider unsupervised
clustering methods which operate on the feature vectors. We expect p(y|x) to be roughly constant
within a cluster, since neighboring points in the feature space typically behave similarly. Reddy
and Vinzamuri [10] reviews hierarchical clustering methods including agglomerative and divisive
clustering. One disadvantage of clustering methods, is that they tend to scale quadratically with the
number of data points. A more efficient alternative is the k-d tree [1].
J Parameter configuration for experiments
In this appendix, we detail parameter settings for the model of the oracle response p(y|x) used in
the experiments. In setting the parameters, we leverage prior information from the classifiers under
evaluation. Let s(y|x) ∈ R+ denote the classifier score assigned to label y ∈ Y for item x ∈ T . For
non-probabilistic classifiers (e.g. SVMs), we normalize the score for each item x by applying the
softmax function:
s˜(y|x) =
{
es(y|x)∑
y′∈Y es(y|x)
, for a non-probabilistic classifier,
s(y|xi), for a probabilistic classifier.
Recall from Appendix H that our model depends on several parameters: T (a tree specifying the
hierarchical partition), α and βy (Dirichlet concentration parameters). To fit the tree T for some
chosen depth d and branching factor k, we apply the cumulative square-root frequency (CSF) method
using s˜(y = 1|x) as the auxiliary variable. We discretize the auxiliary variable into kd (ordered) bins,
and then fill in the hierarchical structure as detailed in Appendix I. We fix the branching factor to
k = 2 for all experiments, and consider d = 8 (Ours-8) and d = 1 (Ours-1).
We also set α and βy using the normalized scores. First we compute the mean normalized score for
each stratum Tk: s˜(y|k) = 1|Tk|
∑
xi∈Tk s˜(y|xi). The Dirichlet concentration parameters are then set
as follows:
αy = 1 +
K∑
k=1
s˜(y|k)
βyν = depth(ν)
2 +
K∑
k=1
s˜(y|k)δν(k)
where ν denotes a non-root node of the tree T , depth(ν) denotes the depth of node ν in T , and δν(k)
is defined in (S5).
K Additional experimental results
In this appendix, we provide additional experimental results which complement Section 6.
F1-score. Figure S1 presents convergence plots for estimatnig F1-score on six of the seven datasets
listed in Table 1. The convergence plot for abt-buy is featured in the main paper in Figure 2. The
biased sampling methods (Ours-8, Ours-1, OASIS and IS) converge significantly more rapidly than
Passive and Stratified for five of the six datasets. tweets100k is an exception because it is
the only dataset with well-balanced classes. Of the biased sampling methods, Ours-8 performs
best on two of the six datasets (amzn-goog and restaurant) and equal-best on one (safedriver).
Ours-1 performs best on one dataset (dblp-acm) and equal-best on one (safedriver), while IS
performs best on one dataset (creditcard). In general, we expect IS to perform well when the
oracle response p(y|x) is already well-approximated by the model under evaluation. When this is
not the case, the adaptive methods are expected to perform best as they produce refined estimates of
p(y|x) during sampling.
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Accuracy. We repeated the experiments described in Section 6 for estimating accuracy. Although
accuracy is not recommended for evaluating classifiers in the presence of class imbalance, it is
interesting to see whether the biased sampling methods offer any improvement in efficiency, given
the discussion in Section 4. Figures S2(a) and S3 present convergence plots for the seven datasets
listed in Table 1. A summary of the MSE for all datasets is included in Figure S2(b) assuming a label
budget of 1000. OASIS does not appear in these results, as it does not support estimation of accuracy.
We find that gains in label efficiency are less pronounced for the biased sampling methods when
estimating accuracy. This is to be expected as accuracy is less sensitive to class imbalance, as noted
in Section 4. However, there is still a marked improvement in the convergence rate—by an order of
magnitude or more—for three of the datasets (abt-buy, dblp-acm and restaurant). Again, we
find that the more imbalanced datasets (abt-buy, amzn-goog, dblp-acm and restaurant) seem
to benefit most from biased sampling.
Precision-recall curve. We also experimented with estimation of precision-recall curves, which
are an example of vector generalized measures (see Appendix A). Specifically, we seek to estimate
precision and recall of a classifier at K distinct score thresholds τ1 < · · · < τK . For simplicity,
we use a uniformly-spaced grid of thresholds with K = 210 such that τ1 is the minimum classifier
score and τK is the maximum classifier score on the test set. We use this grid to stratify the test set
(for Ours-8 and Ours-1), assigning four neighboring bins from the grid to each stratum to yield 28
strata.
We provide convergence plots for two of the datasets, abt-buy and dblp-acm, in Figures S4(a)
and (b) respectively. In both cases, the biased sampling methods Ours-8, Ours-1 and IS converge
significantly more rapidly than Passive and Stratified. Ours-8 is the most efficient on abt-buy,
while Ours-1 is the most efficient on dblp-acm. IS is also competitive for both datasets. To illustrate
the vast improvement over passive sampling, we also plot samples of the estimated precision-recall
curves for a label budget of 5000 in Figure S4(c). The estimated curves shown for Ours-8 and
IS vary minimally about the true curve, and are quite reliable for selecting a threshold. The same
cannot be said for the curves produced by Passive, which exhibit such high variance that they are
essentially useless.
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Figure S1: Convergence plots for estimating F1-score over 1000 repeats. The upper panel in each
sub-figure plots the KL divergence from the proposal to the asymptotically optimal one. The lower
panel plots the MSE of the estimates for F1-score. 95% bootstrap confidence intervals are included.
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Figure S2: (a) Convergence plot for estimating accuracy on abt-buy over 1000 repeats. The upper
panel plots the KL divergence from the proposal to the asymptotically-optimal one. The lower panel
plots the MSE of the estimate for accuracy. 95% bootstrap confidence intervals are included. (b) MSE
of the estimate for accuracy after 1000 label queries. 95% bootstrap confidence intervals are shown
in black.
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Figure S3: Convergence plots for estimating accuracy over 1000 repeats. The upper panel in each
sub-figure plots the KL divergence from the proposal to the asymptotically optimal one. The lower
panel plots the MSE of the estimate for accuracy. 95% bootstrap confidence intervals are included.
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Figure S4: (a) and (b) are convergence plots for estimating a precision-recall curve for abt-buy and
dblp-acm over 1000 repeats. The upper panel in each sub-figure plots the KL divergence from the
proposal to the asymptotically optimal one. The lower panel plots the total MSE of the precision
and recall estimates at each threshold. 95% bootstrap confidence intervals are included. (c) shows
a sample of 100 estimated precision-recall curves (in dark gray) for abt-buy for three evaluation
methods after 5000 labels are consumed. The thick red curve is the true precision-recall curve
(assuming all labels are known).
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