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ABSTRACT
Our modern society strongly depends on critical infrastructures, such as the cen-tral power grid or information and communication technology. When these
infrastructures fail during and after disasters, the affected population has no means
of communication. At the same time, the increased population density of urban ar-
eas coupled with the peoples’ expectation to have permanent access to communica-
tion systems and to be informed at all times and at any place, has made disaster-
management increasingly challenging. Communication is crucial during disasters as
it empowers the affected population to organize and help themselves. But even if
parts of the communication infrastructure are still intact, the increased communica-
tion demand for disaster relief efforts and checking on loved ones typically overloads
the available infrastructure. As such, infrastructure-independent and rapidly deploy-
able communication systems are required. Delay-tolerant ad-hoc networks can be
used to build communication networks, which propagate messages via the store-
carry-forward paradigm directly between neighboring communication devices. Such
DTN-MANETs can be formed by the smartphones of the affected population. How-
ever, such communication networks must overcome various scenario-specific diffi-
culties, such as limited network lifetime due to limited battery power of the devices,
message propagation limitations caused by isolated network areas due to the limited
range of device-to-device communication, and network resource restrictions.
In this thesis, we first assess scenario-specific characteristics by conducting and
evaluating a large-scale field test. Based on these results, our main contribution is
the design and implementation of the decentralized disaster communication system
D2CS.KOM, which extends the functionality of conventional DTN-MANETs. We en-
able D2CS.KOM to allocate available energy resources to the network participants in
a fully decentralized way, extending the lifetime of communication devices and thus
the overall network. We further propose and integrate a prioritization architecture to
improve the propagation of disaster-relevant messages in the network and enable the
system to adapt to continuously changing communication demands. Since the mo-
bility of network participants determines the performance of data dissemination in
DTN-MANETs, D2CS.KOM overcomes this limitation by utilizing Unmanned Aerial
Vehicles (UAVs) to strategically support the dissemination of messages.
We generalize disaster-specific characteristics into the Simonstrator.KOM simu-
lation platform and conduct an extensive evaluation of our contributions. We show
that our system extends the communication lifetime of individual nodes and conse-
quently of the overall network while prioritizing disaster-relevant messages. Addi-
tionally, we demonstrate the significant support capabilities of UAVs in intermittent
DTN-MANETs. In summary, we show that our contributions constitute a significant
step towards ensuring communication during and after disasters by improving upon
decentralized, infrastructure-independent communication systems.
iii

KURZFASSUNG
Unsere moderne Gesellschaft ist stark abhängig von kritischen Infrastrukturenwie dem zentralen Stromnetz oder Informations- und Kommunikationstech-
nologien. Wenn diese Infrastrukturen während und nach Katastrophen ausfallen,
hat die betroffene Bevölkerung keinerlei Kommunikationsmöglichkeiten mehr. Au-
ßerdem erschwert die zunehmende Bevölkerungsdichte in städtischen Gebieten, ver-
bunden mit der Erwartung der Menschen, jederzeit und überall kommunizieren
zu können, das Katastrophenmanagement zusätzlich. Kommunikation ermöglicht
es der betroffenen Bevölkerung, sich selbst zu organisieren und zu helfen und ist
somit der Schlüssel zu einer erfolgreichen Katastrophenbewältigung. Doch selbst
wenn die Kommunikationsinfrastruktur noch in Teilen funktionsfähig ist, wird diese
durch das erhöhte Kommunikationsaufkommen nach einer Katastrophe typischer-
weise überlastet. Daher sind schnell einsetzbare und infrastrukturunabhängige Kom-
munikationssysteme in solchen Situationen dringend erforderlich. Verzögerungstole-
rante Ad-hoc-Netzwerke (DTN-MANETs) können unter Nutzung der Smartphones
der Bevölkerung spontan errichtet werden. Durch die sogenannte Geräte-zu-Geräte-
Kommunikation benachbarter Smartphones können Daten ausgetauscht und gespei-
chert werden, um diese mittels der Bewegung der Bevölkerung weiter im Netzwerk
zu verteilen. Für die Entwicklung und den Einsatz solcher DTN-MANETs für die Ka-
tastrophenkommunikation müssen jedoch verschiedene szenariospezifische Heraus-
forderungen und Limitierungen berücksichtigt und überwunden werden. Darunter
fallen zum Beispiel die begrenzte Laufzeit des Netzwerkes aufgrund der begrenzten
Akkuleistung der zugrundeliegenden Smartphones, oder die begrenzten Netzwerk-
bandbreiten. Weiterhin wird die Nachrichtenverbreitung durch die begrenzte Reich-
weite der Geräte-zu-Geräte-Kommunikation und der eingeschränkten Bewegung der
Bevölkerung in einer Katastrophe zusätzlich limitiert.
In dieser Arbeit identifizieren und untersuchen wir zuerst katastrophenspezifische
Merkmale auf Basis von Daten vergangener Katastrophen sowie der Durchführung
und Auswertung eines großangelegten eigenen Feldversuches. Aufbauend auf die-
sen Ergebnissen ist unser Hauptbeitrag der Entwurf und die Implementierung ei-
nes dezentralen, infrastrukturunabhängigen Katastrophenkommunikationssystems
namens D2CS.KOM. Dieses ermöglicht es, verfügbare Energieressourcen vollständig
dezentral den Netzteilnehmern zuzuordnen, um die Kommunikation so lange wie
möglich aufrechtzuerhalten. Darüber hinaus integrieren wir eine Priorisierungsar-
chitektur, welche die Verbreitung von katastrophenrelevanten Nachrichten im Netz-
werk verbessert und es dem Kommunikationssystem ermöglicht, sich an die stän-
dig wechselnden Kommunikationsanforderungen in einer Katastrophe anzupassen.
Die Bewegungsmöglichkeiten der Netzwerkteilnehmer bestimmen maßgeblich die
Datenverbreitung. Um diese Einschränkung zu adressieren, unterstützt D2CS.KOM
v
hochmobile unbemannte Kleinfluggeräte, kurz UAVs, um die Datenverbreitung stra-
tegisch zu unterstützen.
Für eine umfangreiche Evaluation unserer Beiträge verallgemeinern wir katastro-
phenspezifische Merkmale in unserer Simulationsplattform Simonstrator.KOM.
Wir zeigen, dass unser System die Kommunikationsdauer des gesamten Netzwerks
verlängert und gleichzeitig katastrophenrelevante Nachrichten im Netzwerk priori-
siert. Darüber hinaus demonstrieren wir die signifikanten Beiträge von UAVs zur
Vernetzung nicht verbundener Kommunikationsbereiche. Zusammenfassend zeigen
wir, dass unsere Beiträge zur Sicherstellung der Kommunikation während und nach
Katastrophen beitragen und die Anwendbarkeit dezentraler, infrastrukturunabhän-
giger Kommunikationssysteme in Katastrophenszenarien verbessern.
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1
INTRODUCT ION
Technology has shaped our modern society and made our everyday lives eas-ier, more convenient, and faster than ever. At the same time, we have not only
grown accustomed to but are strongly dependent on Critical Infrastructures (CIs)
like energy supply or Information and Communication Technology (ICT). Outages Societies
depend on
critical infra-
structures
show how vulnerable our society is when CIs we take for granted are suddenly un-
available. Mankind has always been plagued by natural disasters, and the number
and intensity of weather-related incidents are likely to increase due to climate change
[130]. Recent disasters caused by Hurricane Harvey in 2017 or Hurricane Florence
in 2018 demonstrated the highly destructive force of nature. Furthermore, the num-
ber of unintended disasters of human origin, such as power outages [82, 153] and
intended ones such as hacker- and cyber-attacks [4, 126] are rising as well. Disaster
management has become increasingly challenging with the increase of population
density in urban areas [203]. Coordination and rescue efforts during and after disas-
ters in particular heavily depend on the reliability of ICT. During and after disasters,
however, the central power infrastructure or the ICT infrastructure itself is often dis-
rupted, which results in either severely impaired or completely unavailable ICT. Due Critical infra-
structures
often fail in
disasters
to this cascading effect, the available communication bandwidth provided by the ICT
is reduced to a fraction of its usual capacity.
Figure 1: Communication demand and communication availability before and after
disasters (adapted from [121, 166]).
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Once the disaster occurs, the communication demand drops, as people are focus-
ing on getting themselves in safety. However, shortly afterwards the communication
demand rises significantly [14, 121, 166], as illustrated in Figure 1. In this thesis, weHigh commu-
nication
demand ...
use the term post-disaster for the phase immediately after a disaster until the function-
ality of the ICT has been fully restored. In the post-disaster phase, people try to call
for help, coordinate rescue efforts, and notify family and loved ones. This requires
communication, which leads to a communication demand even higher than before... low
available
bandwidth
the disaster incident and results in a large gap between requested communication
demand and available communications bandwidth [14, 63, 102, 178, 179, 203].
1.1 motivation for post-disaster communication systems
To supply basic means of communication in post-disaster scenarios, Delay Tolerant
and Mobile Ad Hoc Networks (DTN-MANETs), a combination of Delay-Tolerant
Networks (DTNs) and Mobile Ad Hoc Networks (MANETs) can be utilized by the
affected population and responders. DTNs are a subcategory of MANETs that dis-
tribute data in a store-carry-forward fashion and share data whenever two nodes are
within communication reach. DTN-MANETs do not rely on any fixed infrastructure
or end-to-end connectivity, but instead can be rolled out as needed and are adaptable
and relocatable [3, 119, 222]. This makes DTN-MANETs especially suitable for spon-
Infrastructure-
independent
DTN-
MANETs
taneous post-disaster communication networks using communication nodes, such
as smartphones, to communicate directly between two devices in the absence of
ICT [9, 205]. Since the communication range of nodes is limited, mobility is one of
the main drivers for successful data dissemination in DTN-MANETs. Due to the
unpredictability of the individual nodes’ movement, many flooding-based routing
protocols have been proposed [75, 111, 120, 267]. Enabling DTN-MANET functional-
ity on ordinary smartphones additionally allows the design of arbitrary services for
post-disaster communication systems. They may support the affected population to
cope with the aftermath of a disaster or enable first responders and help organiza-
tions to execute their rescue efforts. The design of such services needs to consider
DTN-MANET-specific characteristics in order to be applicable to such networks. For
example, no stable communication path can be guaranteed in DTN-MANETs and
the necessity of data retransmissions, as a result of flooding-based routing protocols,
further increases the aforementioned network resource demand. Depending on theDTN-
MANET
post-disaster
characteristics
used communication interface (e. g., Wireless Fidelity (Wi-Fi), Bluetooth, Bluetooth
LE, Long Range (LoRa), etc.), the communication range and the bandwidth varies
significantly. The communication range in combination with the node mobility af-
fects the so-called interconnection time between two nodes that defines the timespan
in which data can be exchanged. The interconnection time can vary significantly, re-
sulting in heavy fluctuations regarding i) the amount of data that can be exchanged,
ii) the recall, indicating how well data can be distributed in the overall network, andLimited data
dissemination iii) the data dissemination delay.
When it comes to infrastructure-independent communication networks, the life-
time of the communication nodes, such as smartphones, depends strongly on the
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battery capacity and the energy consumption [51, 52]. In post-disaster networks, a
central power infrastructure is often not or only partially available [203, 265]. Thus,
the affected population need to use other available energy resources (i. e., battery
packs, generators, solar panels, etc. [32, 235]) to prolong the lifetime of their smart-
phones. However, the allocation of such energy resources in a decentralized system Limited
network
lifetime
without any central coordination is challenging [283]. Since every single device in a
DTN-MANET contributes to the data dissemination in the network, devices running
out of energy directly results in a communication performance drop of the overall
post-disaster communication network [51, 52].
In this thesis, we study and analyze the characteristics of infrastructure-independent
communication systems and propose a system design and services for intermittent
post-disaster communication networks. The system addresses the challenges that
arise with the utilization of DTN-MANETs in post-disaster scenarios and are ex-
plained in the following.
1.2 research challenges
The post-disaster scenario imposes challenges for the effective provisioning of com-
munication utilizing DTN-MANETs. We identified the following research challenges
that influence the design of the post-disaster communication system presented in
this thesis.
Challenge: Provisioning of basic services in post-disaster DTN-MANETs.
Although DTN-MANETs are capable of providing a basic supply of communication,
the uncontrollable mobility of nodes results in changing and disrupted communica-
tion paths. Therefore, they cannot completely replace the infrastructure-based com-
munication network and resource-hungry services, for example, voice- or video-calls
cannot be implemented effectively in decentralized networks. The human factor also
plays a relevant role, as the users’ expectations of an application need to be satisfied.
Especially in the considered scenario, there are specific communication needs that
have to be identified and subsequently supported by the post-disaster communica-
tion network, for example, SOS calls that reach as many network participants as fast
as possible or the possibility to create a resource market for the exchange of goods
and services within the DTN-MANET.
Challenge: Resource constraints, device heterogeneity, and user mobility.
Due to the nature of people-centric and smartphone-based DTN-MANETs, the be-
havior and context of users vary greatly over time. These variations include the
users’ mobility, location, battery level, communication behavior, or the communica-
tion interface. As a consequence of user mobility and communication behavior, the
characteristics of a DTN-MANET are constantly changing as well, influencing the
communication capabilities, for example the available bandwidth, message propaga-
tion, or inter-connection times. As already mentioned, the lifetime of mobile nodes
is limited and depends on the battery level and the energy consumption.
4 introduction
Challenge: Influence of disaster-specific constraints and human behavior.
In addition to the aforementioned challenge regarding network capabilities and de-
vice heterogeneity, the considered post-disaster scenario results in more unique char-
acteristics with a focus on human behavior. If one revisits past disasters or talks to
experts, it becomes clear that extreme situations strongly influence the behavior of
the affected population. The reaction of the affected population differs greatly from
everyday behavior and is difficult or even impossible to predict. Current models do
not capture these disaster-unique aspects appropriately. This increases uncertainties
and variations regarding the DTN-MANET communication capabilities.
1.3 research goals and contributions
The main objective of this thesis is to model, design, and evaluate infrastructure-
independent communication in the event of a disaster to tackle the aforementioned
challenges. This objective is divided into the following two research goals:
Research Goal 1: Identification and modeling of disaster-specific user behavior and commu-
nication and interaction characteristics.
To design post-disaster communication systems, one must first understand and
model the disaster scenario in which they are used. This goal focuses on two aspects:
i) understanding and modeling the scenario and ii) deriving essential services. Our
contributions include an extensive literature survey of the considered post-disaster
scenario and of useful existing services [134, 135, 139]. The findings are used to
design and carry out a large-scale field test [9] that mimics a disaster to inspect
the usability of new services and to better understand the post-disaster scenario in
all its facets. With the field test, we are able to identify, record, and measure user
communication and user interaction characteristics under real-world conditions. The
resulting insights are the basis of new scenario-specific models for the design and
evaluation of post-disaster communication systems.
Research Goal 2: Provisioning of a decentralized disaster communication system.
To address the scenario-specific characteristics, we present the Decentralized Disaster
Communication System (D2CS.KOM), a communication system that addresses the
aforementioned challenges, such as the loss of power supply and unpredictable and
highly dynamic user and communication behavior. The occurring resource restric-
tions have a high influence on the lifetime of the communication nodes and on the
network communication capabilities, which is additionally stressed by the increased
communication demand. To maintain infrastructure independent communication
under post-disaster conditions, we propose mechanisms for decentralized resource
allocation of energy resources [136–138]. Thereby, we prolong the individual nodes’
lifetime and consequently the lifetime of the overall network. To tackle the high
communication demand in post-disaster networks, while considering the restricted
communication capabilities, we present our mechanism for adaptive prioritization
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and information selection [140] based on relevant disaster services and user context
information. For network-wide communication, we consider long-range communi-
cation devices [80] in combination with mobile communication infrastructure like
Unmanned Aerial Vehicles (UAVs) [141]. We model the behavior and characteristics
of UAVs and design strategies to demonstrate their significant support capabilities
in post-disaster communication networks. Based on our scenario-specific models,
we evaluate the proposed mechanisms in a simulation environment. Thereby, we
show that our system constitutes a significant step towards ensuring communi-
cation in post-disasters scenarios. We improve the applicability of decentralized
infrastructure-independent communication systems by focusing on scenario-specific
challenges that arise during and after disasters.
With this thesis focusing on post-disaster communication systems, we explicitly Focus on
post-disaster
communica-
tion
consider scenario-specific characteristics and requirements in our design and eval-
uation. The design of new DTN-MANET protocols is not the focus of this thesis,
as many sophisticated protocols have already been proposed [7, 114, 119, 144]. The
design of our post-disaster communication system supports the utilization of any
suitable DTN-MANET protocol. Existing mechanisms to ensure security or detect
and counteract malicious behavior of network participants can easily be integrated
into our design. Promising research tackles this issue with secure routing protocols Detect
malicious
behavior
to ensure the fairness for the users and to increase the robustness of the network by
detecting, for example, corrupt nodes [35, 132, 165, 225, 232]. Furthermore, there exist
different trust mechanisms to create secured authentication and data exchange [10,
39, 44, 229, 234]. In our work we focus on the extreme case with no central infrastruc- Trust
mechanismsture being available. However, if infrastructure is partially or temporarily available,
our system can benefit from hybrid communication mechanisms [209, 212–214, 216].
1.4 structure of the thesis
In this chapter, we gave a short introduction and motivation on our main research
goals. Before discussing the state-of-the-art in Chapter 3, we provide additional back-
ground on existing infrastructure-based disaster services and on mobile ad-hoc net-
works in Chapter 2. In Chapter 4, we discuss reports of disasters and identify specific
characteristics, such as communication and behavior patterns of the affected popula-
tion. Based on this study, we planned and realized a large-scale field test. Our find-
ings motivate the design of D2CS.KOM, discussed in Chapter 5. D2CS.KOM extends
conventional DTN-MANETs with components to i) facilitate and allocate available
energy resources to prolong the networks lifetime, ii) support information selection
and prioritization to cope with network restrictions, and iii) provide communication
support strategies for partitioned networks. The impact of these components on the
communication capabilities of post-disaster DTN-MANETs is evaluated in Chapter 6.
The thesis concludes with a summary of our core contributions and an outlook on
potential future work in Chapter 7.

2
BACKGROUND
In the following sections, we provide relevant background information about post-disaster communication possibilities and services in absence of Critical Infrastruc-
tures (CIs) as motivated in Chapter 1. We start by discussing the role of CIs and give
an overview of existing disaster services to highlight the importance of communica-
tion and situational awareness in post-disaster scenarios. This follows by an introduc-
tion on the relevant technical aspects of the underlying infrastructure-independent
communication network based on mobile devices of the affected population.
2.1 critical infrastructures
CIs are essential assets for a functioning society and economy. These CIs include,
among others, energy power systems, Information and Communication Technology
(ICT), transportation networks, water systems, and banking and financial systems
[108, 162] as visualized in Figure 2. The issue of power outages has received much
attention in recent years due to the high dependency of other CIs, such as the ICT [6],
on the power grid and their vulnerability to natural or man-made disasters [4, 82, 126,
153]. Modern societies are becoming increasingly dependent on energy. Society is in
the midst of improving, digitalizing, and interconnecting the different CIs, which
offer numerous opportunities but also risks and inter-dependabilities [186]. These
inter-dependencies are also reflected in the dependency of communication-based
emergency response efforts on other ICTs, since the available services for disaster
response rely on centralized networks. Many research focuses on CI resilience, to
reduce the probability of failure, and to strengthen the ability to recover quickly
from difficulties [180, 244].
Information and
Communication 
Technology
Water Food
Finance and 
Insurance
State and 
Administration
Energy Health
Transport and 
Traffic
Media and 
Culture
Figure 2: Critical Infrastructure sectors [108].
In this thesis, we focus on the resilience of the disaster-communication in a CI- Communica-
tion
resilience
independent fashion. We provide a backup system for communication that is fast
deployable and can be utilized for disaster relief efforts until infrastructure-based
communication is available and stable again.
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2.2 communication services for disaster relief
Social media, numerous smartphone applications, and messaging services are an es-
tablished part of today’s society and are used every day. At the same time, these
services play an increasingly important role in how people prepare, respond, and
recover from disasters [184]. All these services rely on the availability of ICT and
Infrastructure-
dependent
services
are rendered useless during infrastructure failures. Even though this thesis focuses
on infrastructure-independent emergency communication, we give a short overview
of existing and useful infrastructure-dependent applications. Hundreds of disaster-
related applications exist [85, 87] and most of them focus on warning the affected
population, on strengthening the disaster preparation, and on informing about exist-
ing and potential disasters [208]. Besides many private companies, in many countriesWarnings
the corresponding department for civil defense also provide such crisis applications,
for example, NINA [33, 174, 208] in Germany or FEMA [69, 208] in the United States
of America. Furthermore, there are systems based on the cellular network, which
allow official authorities to send emergency broadcasts to the general public, such as
AMBER Alerts [118].
Besides warn and alert services, there exist a variety of situational awareness ser-
vices, which focus on the understanding of the current disaster situation. To effec-Situational
awareness tively understand and respond to a disaster situation, the affected population, as
well as first responders, need to have an up to date overview of the current situa-
tion, which can be gathered from different sources and can be combined into one
big-picture. The term big-picture can differ significantly depending on the person or
groups using situational awareness services. On an individual level, people are inter-
ested in the well-being of the family and loved ones, and also, they want to inform
others about their status and whereabouts. Services such as Facebook’s Safety Check
[106, 258], Google’s Person Finder [107] or the Red Cross [253] make such services avail-
able when disasters happen. First responder and disaster organizations often need a
broader view of the overall situation to improve disaster response. Various tools and
services exist that harness different social media sources to extract information about
the current situation in a disaster area. For example, the analysis of disaster-relatedVarious
information
sources
Twitter posts [117, 175, 207], to detect disaster activities, people in need, and even
the emotional mood of the affected population. However, Twitter posts often lack
precise location information, other social media platform like Facebook offer very
precise and sophisticated disaster maps [150]. For instance, these maps include the
movement of the population during and after the disaster in comparison to recorded
movement behavior prior to the disaster incident, cell tower connectivity, or power
coverage. Geospatial disaster maps and other sources of information contribute to
various situational awareness services for disaster response.
The different infrastructure-dependent services presented in this section, demon-
strate the significant importance of communication in case of disasters. The services
can be used by the affected population and responders alike, and they showcase the
various ways to support disaster relief efforts. The surveyed services build the foun-
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dation for our proposed set of suitable disaster services for the use in infrastructure-
independent communication networks in Chapter 4.
2.3 communication networks
Communication networks connect multiple end systems via a shared communication
medium [193, 252]. Motivated by the post-disaster scenario and the strong dependen-
cies on CIs, we consider only infrastructure-independent communication networks
using a wireless communication medium. In computer networking, there exists dif-
ferent addressing methods that define the set of recipients for a certain message. The
different addressing methods are categorized in one-to-one and one-to-many commu-
nication and consist of the following recipient attributes, which are also visualized in
Figure 3: i) unicast for exactly one specific recipient, ii) broadcast for everyone within
the network, iii) multicast for a specific group of recipients, iv) anycast for at least one
recipient within a group, and v) geocast for recipients at a specific location. Addressing
methods
S
R
S
R
R
S
R
R
S
R
R
Method Describtion Example
Unicast Message exchange between Sender (S) 
and one Recipient (R)
Multicast Message exchange between Sender (S)
and a group of Recipients (R) 
Anycast Message exchange between Sender (S)
and at least one Recipient (R) of a group  
Geocast Message exchange between Sender (S)
and Recipients (R) within a specific location
S
R
R
R
Broadcast Message exchange between Sender (S)
and everyone in the network 
Figure 3: Different addressing methods, including one-to-one and one-to-many
communication.
For the disaster-communication, we use the smartphones of the affected popu-
lation as communication devices, also called nodes, which are mobile and can di-
rectly communicate with each other if in range. This idea is similar to the concept
of Peer-to-Peer systems, in which nodes exchange information in a self-organized
manner without a central coordination entity [64, 243]. For smartphone-based com-
munication networks, we consider Wireless Fidelity (Wi-Fi) as underlying commu-
nication technology because of high throughput and high communication range (cf.
Section 4.3), while other technologies such as Bluetooth or Bluetooth LE are also
suitable for low throughput applications. In these networks, all participants share
the same physical communication medium. Communication in wireless networks Shared com-
munication
medium
is based on broadcasts to allow neighboring nodes to overhear any communication.
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Consequently, multiple network nodes can transmit data at the same time, resulting
in collisions and information loss. Wireless networks can use collision avoidance to ad-
dress this problem [252]. Instead of trying to send messages and detecting a collision,
the nodes wait for an idle period of the shared medium.
The termMobile Ad Hoc Networks (MANETs) is used to describe networks, which
communicate in a self-organizing and decentralized fashion. In MANETs, data trans-Self-
organizing
networks
missions can take place whenever there is an end-to-end communication path be-
tween the sender and the receiver, which consists of one or multiple hops. Due
to the mobility of the nodes, communication pathways are frequently interrupted
caused by nodes going out of communication range, running out of energy or the
communication is obstructed by other means.
Therefore, routing protocols for wired networks cannot be applied to MANETs
and the nodes themselves need to discover and maintain end-to-end communication
paths in the network for data transmissions. There are three main categories for
MANET routing protocols [151, 157]: i) proactive protocols [110, 191], where each
node maintains routing tables that are periodically updated, ii) reactive protocols
[112, 190], where end-to-end communication paths are discovered on-demand, and
iii) hybrid protocols [91, 169] that combine both categories. Additionally, there exist
different broadcasting techniques for one-to-all communication [90, 127].
Depending on the movement behavior of the nodes, areas of the network can
become completely disconnected from other parts of the network without an end-to-
end communication pathway between these areas. At the same time, nodes might
join different network partitions over time, depending on their movement. To enable
communication under these challenging and dynamic conditions, Delay-Tolerant
Networks (DTNs), as an extension of MANETs, can be used. While many expres-Delay-
tolerant
networks
sions for delay-tolerant networks, like Opportunistic Networks, Intermittently Connected
Networks or Challenged Networks, are used in the literature, we refer to them as De-
lay Tolerant and Mobile Ad Hoc Networks (DTN-MANETs) in this thesis as DTNs
extend the functionality of conventional MANETs. DTN-MANETs utilize the stor-
age capabilities of the nodes, enabling them to carry received messages until they
can be forwarded to new communication neighbors, known as the store-carry-forward
principle. This principle often results in the dissemination of multiple message du-Store-carry-
forward plicates to multiple communication nodes in the network to increase the probability
of successful message delivery and is known as flooding. The data dissemination in
DTN-MANET relies on repetitive hop-by-hop broadcasts [144] throughout the net-
work and existing MANET routing protocols cannot be applied. There exist various
forwarding protocols for DTN-MANETs [7, 114, 119, 144], that can be categorized
into two main types: flooding-based forwarding and knowledge-based forwarding.
In flooding-based forwarding, message duplicates are forwarded in the networkFlooding-
based
forwarding
to increase the probability of successful message delivery to the destination. Besides
pure flooding, other protocols reduce the number of duplicates in the network to
reduce network load and make the forwarding more efficient and less resource hun-
gry. Efficient forwarding can be achieved, for example, by defining an upper limit of
duplicates [241], or by applying forwarding probabilities for each message based on
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the nodes forwarding history [75, 143]. To reduce the number of forwarded messages
between neighboring nodes, they can compare their buffer state beforehand only to
exchange unknown messages [111, 267].
Figure 4 illustrates an example for the delayed (t1− t5) flooding-based forwarding
from node A to E, based on the DTN-MANET store-carry-forward principle.
A
B
C
D
E
Source
Store
Carry
Destination
Store
Store
B
Carry
Forward
D
Forward
Forward
t1
t1
t2
t5
t4
t3
Figure 4: The store-carry-forward principle used in DTN-MANETs.
The second type of message propagation in DTN-MANETs are knowledge-based Knowledge-
based
forwarding
forwarding protocols. These protocols require additional information about the net-
work topology or node characteristics beforehand. The knowledge is used to forward
messages only to selected nodes, which are more suitable to deliver the messages to
the destination compared to random nodes. Examples are time-, location- or social-
based forwarding. Time-based forwarding can be used if the contact with specific
nodes occurs periodically [284], location-based forwarding [131, 233] only transmits
messages in the direction to the destination and social-based [53] forwarding passes
messages only to nodes with already had contact with the destination.
Thus, DTN-MANETs do not require end-to-end communication for successful
data transmissions. DTN-MANETs utilize mobile nodes as so-called data ferries to Data ferries
enable delayed communication between disconnected network areas, which can also
be made possible by other means of transportation, for example, cars [261, 284].
On a global perspective, the disaster communication networks we are considering
in this thesis consist of two parts: communication islands and communication bridges [8,
200, 284], visualized in Figure 5. Areas with high node densities around a Point of
Interest (POI), such as city centers, a marketplace, or whole villages are referred to
as communication islands. From a communications perspective, islands are isolated
from each other and are only connected through the movement of DTN-MANET
nodes, the data ferries. The movement and the message forwarding of the data ferries
are referred to as communication bridges. The Communication inside a communica-
tion island is further referred to as intra-island communication and between islands as
inter-island communication.
Since end-to-end connections between communication partners cannot be guar-
anteed, flow-based Internet Protocols like TCP/IP [252] cannot function properly
in such partitioned networks. To allow inter-island communication, DTN-MANETs
rely on the bundle layer overlay protocol, which is located between the application
and transport layer in the five-layer Internet protocol stack [119], illustrated in Fig-
12 background
Communication Island
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DTN-MANET Node
Ad Hoc Connection
Figure 5: Communication Islands and Communication Bridges in DTN-MANETs.
ure 6. A bundle combines the data and control information of a message in one
atomic entity. Bundles can be delivered asynchronously from source to destination
via several intermediate nodes. Thereby, between each pair of DTN-MANET nodes,
the transmission medium can be different, for example, Wi-Fi or Bluetooth, to allow
the interoperability between different communication technologies, devices, and
overall network types. Nodes in DTN-MANETs are identified by unique identifiers,
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Figure 6: DTN-MANET protocol stack (adapted from [119]).
called Endpoint IDentifiers (EIDs). In the case of smartphone-based DTN-MANETs,
the MAC-address of the node’s communication interface or the phone number can
be used as EID. EIDs can also refer to a group of nodes to support one-to-many
communication, for example, multicast [119].
In this thesis, our proposed communication system for post-disaster communica-
tion relies on the explained infrastructure-independent network type DTN-MANET.
As explained in this section, data messages are propagated in the network via the
store-carry-forward principle in a robust but delayed fashion. We are utilizing the
smartphones of the affected population as communication nodes to create such in-
termittent mobile networks, consisting of communication island and bridges due to
the uncontrollable and unpredictable movement of the users. Even though there ex-
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ist several designs to combine DTN-MANETs with the Internet [60], we purely rely
on DTN-MANETs communication to avoid any dependency on potential unstable
or unreliable infrastructure during and after disasters. We demonstrate the applica-
bility of DTN-MANETs under real-world conditions by conducting and analyzing a
field test with 125 participants in Chapter 4, before we present our contributions in
Chapter 5 focusing on the arising scenario-specific communication challenges. In the
next chapter, we provide relevant state-of-the-art and discuss existing approaches.

3
STATE OF THE ART
In this chapter, we provide relevant state-of-the-art as foundation for our communi-cation system discussed in Chapter 5. We discuss the utilization of infrastructure-
independent communication systems with the focus on the applicability in disasters
and evaluation methods in Section 3.1. We present an overview of the relevant re-
search in the area of decentralized resource allocation in Section 3.2, which aims to
prolong the lifetime of a communication system. Methods to determine the impor-
tance and disaster relevance of messages in post-disaster communication networks
to enable messages prioritization are discussed in Section 3.3. For the deployment of
highly mobile data ferries to enable communication between network islands, we dis-
cuss the characteristics of Unmanned Aerial Vehicles (UAVs) and their applicability
in disasters in Section 3.4.
3.1 infrastructure-independent communication systems
Self-organizing, decentralized, and wireless networks, like Delay Tolerant and Mo-
bile Ad Hoc Networks (DTN-MANETs), have a wide range of application scenar-
ios. Popular examples include Wireless Sensor Networks (WSNs) [195], and with in-
creasing popularity Vehicular Ad Hoc Networks (VANETs) [52] and people-centric
networks [51, 52]. WSNs are used to collect, integrate, and transmit data for specific
tasks [195]. Nodes in WSNs are typically limited by their computing power, commu-
nication range, storage capabilities, and battery capacity. Possible application tasks
are, for example, surveillance, environmental monitoring, health-monitoring, and
structural-monitoring [28, 51, 231]. VANETs also support a variety of different ap-
plications in their field, such as traffic information, infotainment services, or safety-
related applications [51]. Especially safety-related applications profit from the low
latency of direct vehicle-to-vehicle communication, which is crucial for applications
like collision avoidance or cooperative maneuvering [1, 109].
In people-centric networks, the humans, rather than the devices, are the focal People-centric
networkspoint of communication [42]. In this thesis, we focus on smartphone-based post-
disaster communication networks, which fit well to this network type, since the af-
fected population itself creates and propagates the data. By now, some smartphone-
based infrastructure-independent communication systems for post-disasters situa-
tions, were proposed [81, 104, 149, 158, 176]. These include a variety of different
disaster applications, specifically designed to work in DTN-MANETs. Examples are,
exchanging text messages [104], a social network [155], disaster mapping [257], or
sending and receiving distress signals [2, 158]. Furthermore, some approaches focus
on additional support for smartphone-based communication systems. To improve
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the communication capabilities of DTN-MANETs, additional hardware [79], vehicles
[58, 261] or reconfigured wireless home routers [155] can be utilized.
To evaluate the applicability of the mentioned or similar systems and applica-
tions for post-disasters situations, researchers utilize either simulation tools or small
test-beds. Although simulation-based evaluation provides advantages in terms of re-
producibility, and cost-efficiency, the consideration of specific disaster characteristics
is crucial for realistic simulations. Especially in smartphone-based DTN-MANETs,
where the performance of the network typically depends on the node mobility, re-
alistic movement models are essential for representative performance evaluation.
Most existing works rely on synthetic movement models, for example, random walk
or random waypoint [18]. To improve the expressiveness of simulation results, re-Evaluation
models searchers have already proposed different mobility models for post-disaster systems
[170, 262]. However, most of the models are based on weak assumptions about the
movement behavior such as walking speed or grouping, etc., without being able to
prove if such assumptions depict reality. As surveyed in [18], there are a plethora
of trace-based movement models based on real human movement records. However,
these trace-based models cover everyday movement patterns, which do not apply
to disaster scenarios. Other models are based on the disaster behavior of profes-
sional help organizations, such as firefighters [38]. Since the DTN-MANETs that are
considered in this thesis are based on the smartphones of the affected population,
such models are also not applicable. There exist some studies on human mobilityDisaster-
related
models
in disasters, but the datasets are either not representative or not publicly available
[146]. If testbeds are used to evaluate the applicability of a communication system
or application, the number of devices used or the user behavior are also not repre-
senting a disaster-situation and its characteristics.
While most of the mentioned approaches take into account the use of the smart-
phones of the affected population, they ignore disaster-specific characteristics. Im-
portant characteristics are: i) the limited network lifetime due to constrained battery
power of the devices in the absence of the central power grid, ii) insufficient net-
work resources in combination with high communication demand, and iii) message
propagation limitations caused by isolated network areas due to the finite range of
device-to-device communication. Hence, these characteristics have to be addressed
by disaster communication systems by-design since these characteristics have a major
impact on the communication network capabilities (cf. Chapter 4). Furthermore, the
evaluation procedures of the related approaches demonstrated the need for either a
representative real-world deployment or the availability of sophisticated simulation
tools that can accurately simulate a post-disaster scenario. Motivated by the surveyed
smartphone-based communication systems, we are presenting the design, execution,
and evaluation of a large-scale field test in Chapter 4. The resulting insights are the
basis of new scenario-specific models for the design and evaluation of post-disaster
communication systems in Chapter 6.
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3.2 decentralized resource allocation
In DTN-MANETs the battery lifetime of the utilized smartphones is decisively
responsible for the provisioning of post-disaster communication. Communication Limited
battery
lifetime
nodes running out of energy is typically countered with the reduction of the power
consumption, by data aggregation [280] or energy-aware routing schemes [219, 255].
While these actions to reduce the energy consumption of communication nodes can
complement the contributions presented in this thesis, our focus lies on the utiliza-
tion of physical and infrastructure-independent energy resources to prolong the life-
time of communication nodes. Due to the nature of DTN-MANETs, these resources
need to be allocated in a completely decentralized fashion. While there is no related
work focusing exclusively on the allocation of vital resources in DTN-MANETs,
there are different areas where the underlying concept of resource allocation and
decentralized consensus have been studied. These concepts can be applied to our
scenario to some extent or serve as impulses for our contributions. Hence they are
discussed briefly in the following.
The use of auction-based [101] resource reservation schemes or the negotiation
of leasing contracts [11] has been studied for the allocation of network resources,
such as the available bandwidth or the nodes’ storage. The economic sector also uses Concept of
resource
allocation
decentralized market protocols for allocating tasks among agents that compete for
scarce resources [270]. In these scenarios, agents trade tasks and resources at prices
determined by an auction protocol and have the requirement of reliable end-to-end
communication at any given time.
In the field of game theory, the resource distribution problem in decentralized net-
works can be formulated as a finite extensive game with imperfect information [95,
183]. Stavrakakis et al. [242] examined the equilibrium for the problem of choosing
between a set of limited low-cost and unlimited high-cost resources while the costs
are the same for every player at any time. They found that providing additional in-
formation, for example, the numbers of concurrent competitors may result in higher
costs for the individual players than in the case without any additional knowledge.
One example for the competition of limited resources emerges in the search and
allocation of free parking spots or charging stations for electronic vehicles [20, 21, 24,
56, 57, 197, 228, 249, 267]. Ayala et al. [21] formulated the problem as a finite assign- Limited
resourcesment game where the closest player wins a parking spot for the costs of the traveled
distance while other players pay fixed costs for fruitless attempts. Parking spots can
also be defined as gravitational forces [20], leading players to areas with the most
parking spots instead of the closest one or also taking into account the freshness of
the parking spot information [249]. Other approaches rely on central communication
infrastructures for coordination while selecting dedicated coordinators or a global se-
lector for the resource allocation [57, 197, 228]. Different approaches formulate the
allocation problem using Markov chains [40] or queuing theory [24, 56] to predict the
availability and utilization of resources. The reverse situation of resource allocation
is addressed by considering the problem of recharging static wireless sensor nodes
with mobile vehicles [113, 271].
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While the idea of formulating the decentralized allocation of vital resources in
DTN-MANETs as a game theoretic problem is reasonable, the mentioned concepts
of the resource allocation cannot be applied fully to our problem for the following
reasons: i) most of the concepts rely on central infrastructure-based coordination
using global network knowledge, ii) the costs to compete for a resource are often
assumed to be equal for each node, but in reality, the costs vary individually per
node based on, for example, the location of the node, iii) many concepts assume
an instant allocation of resources, but in our considered scenario, nodes need to
consume a resource at its location, which requires travel time, iv) resources can be
freed after they are allocated, as it appears in the parking spot allocation, which
is not true for our scenario, and most importantly, v) the assignments of resources
based on the decisions of the nodes are considered to be independent of each other.
This is not true for our scenario since the decisions of the nodes influence future
decisions of other nodes in the network because the number of available resources
and the nodes’ demands for energy changes constantly over time.
All the above concepts assume stable conditions and the availability of global
knowledge about the current situation. However, the unique nature of post-disaster
scenarios cannot fulfill these two assumptions, as frequent and unpredictable
changes to the environment are common, and the central communication infra-
structure is not available. To model the resource allocation of limited resources in
the considered scenario, simplifications like a stable environment, knowledge about
the available resources, and knowledge about the node behavior need to be assumed.
These assumptions simplify the problem to the extent that an appropriate represen-
tation of the scenario is no longer given. Thus, game-theoretic models are hardly
representative in this particular scenario, as their expressiveness is very restricted,
which leads to the limited applicability of game-theory to post-disaster networks.
Inspired by the related work presented in this section, we propose new resource
allocation protocols for the utilization of physical and infrastructure independent en-
ergy resources to prolong the battery lifetime of communication nodes in Section 5.2.
3.3 influence factors of message prioritization
While DTN-MANETs can be utilized to support essential means of communication
without the need for any infrastructure, the increased communication demand in
post-disaster situations may overload the network. The large gap between the avail-
able and the requested bandwidth in the post-disaster communication scenario pre-
vents the majority of messages to be distributed in the network, and it also pro-
foundly influences the message propagation delay.
To apply any kind of message prioritization to cope with the limited communica-Favor
important
messages
tion capabilities, a difference in the message importance and disaster relevance needs
to be detectable. If the message attributes are not known beforehand, for example, by
the message application itself [103, 152, 230], the definition and detection of content
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and context relevant attributes are essential to compare and differentiate messages
to apply message prioritization.
Based on the content of text messages, natural language processing methods can
be applied [30, 121] to identify different message attributes and their relevance to
the disaster. In these works, different classifiers are used to categorize messages that Message
contentwere exchanged between first responders during post-disaster relief operations after
the major earthquake in Nepal 2015. They were able to differentiate between mes-
sages with relation to the disaster and sentimental ones, to prioritize them accord-
ingly. Other works also focus on the message typecasting in post-disaster situations.
An extensive categorization of message content is done in the CrisisLex [182], a lex-
icon with crisis-related terms that frequently appear in relevant messages posted
during different types of disasters. Besides, various machine learning approaches
[48, 105] can be applied to classify and categorize messages as well as newer ap-
proaches, for example, neural networks [45] or deep learning [171]. Likewise, the
classification based on the textual content of messages, multimedia content, such as
pictures and videos, can be utilized [70, 263, 273]. Computer vision and image pro-
cessing algorithms can be used to recognize disaster relevant contents, for example,
roadblocks, fires, or injured people. Furthermore, these mechanisms can be used to
detect similarities in multimedia contents to reduce the priority of duplicate content
and, thus, reduce the load in the network [19, 68]. If the importance and the disaster
relevance cannot be determined beforehand, opportunistic networks can be used to
detect the popularity of messages. Here, popular messages, which are determined to
be important (“liked”) by the DTN-MANET nodes, are assigned a high priority and
are favored in the distribution process [264].
Besides the content of messages, the context of the users can be taken into account
to determine relevant attributes for the message prioritization. Context information Message
contextthat can be utilized are, for example, vital signs of a person [78], the users’ activity
[134], the battery level of the smartphone [37, 147], the location or movement direc-
tion of the user [89, 148, 233] or the users’ role, such as, a citizen or a first-responder
[149]. It is also possible to consider communication characteristics as message at-
tributes [135, 147, 202, 272], for example, the number of the nodes’ communication
neighbors, the message age, remaining Time to Live (TTL) or size.
For our work, the important aspect is the opportunity to apply these mentioned
algorithms and mechanism for the attribute determination beforehand to enable mes-
sage prioritization in post-disaster DTN-MANETs. The message prioritization favors
the distribution of specific messages while penalizing the distribution of other mes-
sages, resulting in complex interactions regarding message distribution and message
delay, which will be further discussed and evaluated in Section 5.3 and Section 6.3.
3.4 uav-based support for post-disaster networks
Since the communication in DTN-MANETs is based on the store-carry-forward prin-
ciple, the data dissemination is mainly influenced and limited by the degree of move-
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ment by the network participants. While the DTN-MANET communication theoret-
ically works well in areas with high node densities, in the so-called communication
islands, the movement areas between islands, the communication bridges, are often
to sparsely frequented by nodes (cf. Section 2.3). This results in weak and highly
delayed inter-island communication (cf. Section 2.3). UAVs are suitable data ferries
for the support of DTN-MANETs, due to their high mobility and controllability. InUAV-based
data ferries general, the increasing availability and popularity of UAVs in recent years attracted
much attention from researchers and practitioners of many application fields. In the
following, we are surveying different UAV types, possible applications with a focus
on civil usage and emergency response efforts and UAV simulation models, which
is eventually the foundation of one core contribution in this thesis.
Many different types of UAVs exist, differing in properties, such as size, configu-
ration, mass or flying range [161, 167]. The two main type categories are fixed-wing
UAVs and rotary-wing UAVs.UAV types
Fixed-wing UAVs can be compared to regular small airplanes that generate lift
from the airflow over the wings. These UAVs fly very efficient and allow high pay-
loads, high altitudes, and long operation times. Disadvantages are imprecise han-
dling, restricted maneuverability, and the lack of the ability to hover in the air.
Rotary-wing UAVs use rotating blades to generate lift, like helicopters, and are
also often called Multicopters. Their advantage is the possibility to freely move in
any direction that allows higher flight stability, the ability to hover and vertical take-
off and landing in addition to straightforward and precise maneuverability. Their
drawbacks are short flight times and low payloads.
We consider a post-disaster scenario where the fast applicability and controllability
of data ferries is crucial. Therefore, we are focusing on rotary-wing UAVs, since
they can hover in the air, which is essential for sufficient communication duration
and stable communication links with ground nodes. Additionally, their possibility to
vertically take-off and land is crucial in the case of obstructed disaster regions.
Existing research of UAV operations describe several use-cases for civil [96] andUAV
operations emergency response applications [66], such as: i) improvement of Internet of Things
(IoT) applications [163] and cell coverage [154, 218], ii) wireless sensor recharging
[113], iii) inspection of power lines [67], iv) environmental scanning [285] and aerial
contamination measurement [54], v) disaster area mapping [199], vi) coastal surveil-
lance [259], vii) forest fire localization [27], viii) search and rescue missions [206, 223],
or ix) message relaying for rescue team members on incident sites [23, 159].
Most of the mentioned research used specific prototypes or mathematical models
to prove the feasibility of their approaches and to gather insights into their system’s
behavior. Other UAV system evaluations use simulations, which is also our eval-
uation tool of choice since it allows the repeatability of realistic system behavior
if sophisticated UAV representations are available. Existing UAV simulation possi-
bilities work either only for a specific use-case and are not adaptable [59] to other
scenarios, or the simulations are over-simplifying the UAV functionalities [27, 67,
160], such as the energy consumption and the resulting operation time.
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For the contributions in this thesis, it is essential to design and evaluate the appli-
cation of UAVs in combination with DTN-MANETs to analyze the potential impact
on the overall communication capabilities. We propose different UAV-based commu-
nication support strategies in Section 5.4 to support DTN-MANETs in post-disaster
scenarios. We extend our existing simulation platform by UAV representations for
a repeatable and customizable evaluation of different support strategies applying
different scenarios in Section 6.4.

4
POST-D I SASTER CHARACTER I ST ICS AND COMMUNICAT ION
SERV ICES
In this chapter, we survey past disasters and identify common characteristics. Thesurvey focuses on the analysis of the behavior of the affected population and their
communication- and interaction-characteristics. Based on the post-disaster scenario,
we introduce a set of services for post-disaster communication in Delay Tolerant and
Mobile Ad Hoc Networks (DTN-MANETs), followed by the design and execution of
a large-scale field test, reproducing a disaster scenario with 125 participants. During
the field test, the peoples’ behavior, communication, and interaction were recorded.
We conclude this chapter with the analysis of the recorded data and provide insights
into challenges for post-disaster communication networks.
4.1 scenarios characteristics
The International Federation of Red Cross and Red Crescent Societies (IFRC) defines
a disaster as follows: “A disaster is a sudden, calamitous event that seriously dis-
rupts the functioning of a community or society and causes human, material, and
economic or environmental losses [...]. Though often caused by nature, disasters can
have human origins” [204]. Moreover, even beyond their origins, no two disasters
are the same. Some disasters can be predicted well, such as snowstorms [12, 281],
bush-fires [83, 276] or hurricanes [76, 265]. Other disasters, for example, earthquakes
and resulting tsunamis [84, 129, 177, 187, 274] or man-made disasters [153, 194] are
difficult to predict at an early stage. Disasters differ greatly in their magnitude, their
time span, and the threats they pose. Especially in urban areas, the impact on the Disaster types
population is particularly strong and will get even stronger with the future rise of
population densities [203]. However, the analysis of various past disasters reveals
several common characteristics related to infrastructure disruptions and the behavior
and needs of the affected population, although differences may arise in the relative
significance of each characteristic.
The following characteristics are identified: i) Loss of power supply and commu- Disaster
characteristicsnications [185, 187, 203, 265, 274], ii) lack of information [50, 83, 274], iii) response
difficulties [31, 187, 265, 274], iv) use of social media and similar applications [5, 220,
278, 279], v) high communication demand [14, 121], vi) isolation and separation of
people [125, 181], vii) search and rescue missions [97, 203, 265], viii) disaster spe-
cific movement behavior of the affected population [73], ix) resource requests and
demands [29, 77, 266], x) collaboration of the affected population [98, 256] and self
organization [29, 77, 266], and xi) dynamic communication behavior and changing
relevance of information [102, 198, 203, 240].
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A key characteristic is the loss of power supply and Information and Communi-
cation Technology (ICT) [185, 187, 265, 274], resulting in a lack of information avail-
able to the population along with response difficulties [50]. In the case of the Great
East Japan Earthquake in March 2011, the affected Japanese network providers re-
ported the loss of an estimated 1.9 million fixed-line services and 29,000 mobile
base-stations, rendering the ICT inoperable [203]. In the case that ICT is still partiallyLoss of power
and ICT available, the utilization of social media or other applications in disasters show that
a smartphone is an indispensable tool for disaster response and communication is
key to cope with the aftermath of a disaster [5, 220, 278, 279]. The need for gathering
and exchanging information results in high demand for communications, which can
often no longer be met by the remaining infrastructure [14, 121].
Besides the fact that the sudden occurrence of a disaster results in the separation
of families and friends, the movement of the affected population during and after
a disaster differs from their everyday life behavior and has a high individual vari-
ability per citizen [73]. In addition, it can be observed that there are areas that are
visited more often than others during a disaster. Highly frequented areas are gener-Disaster
movement
behavior
ally referred to as Points of Interest (POIs), such as emergency shelters, city centers
or hospitals [146, 238, 239]. In general, the mobility of the affected population can-
not be influenced, and the movement possibilities are often strongly limited by the
effects of the disaster, for example, flooded streets (Figure 7).
Figure 7: Puerto Rico after Hurricane Maria September 23, 2017 (Photo by Kris Grogan)1.
It is important to mention that pro-social behavior of the affected population pre-Pro-social
behavior
prevails
vails in disasters in contrast to looting, violence, and helplessness, which are con-
firmed as myths or are exceptions [98, 256].
1 CBP Photography, CBP Responds to Hurricane Maria, 2017 https://flickr.com/photos/cbpphotos/
albums/72157685552269492
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The loss of energy supply and ICT also severely affects the supply of vital goods
to the population [192]. Cooling chains for food can no longer be maintained, and
the central water supply and most gas stations can only operate with the availability
of power supply. Various analyses of Twitter messages and similar platforms [29,
77, 266] show that the population is trying to exchange important resources during
and after a disaster in a self-organized manner. The analyses show that the most Trading
resourcespopular resource is energy [29, 266], which can be provided in the form of batteries,
generators or solar panels independently of the central energy infrastructure and are
used, for example, to recharge mobile phones.
The multitude of messages sent during and after a disaster can be divided into
different categories [123, 203], for example, the message type such as emergency
messages, warnings, search queries or normal text messages. Further categories can
be determined by the users context, for example, their location [233] or the users role
(first responder or civilian) [149]. The related work [102, 198, 203, 240] indicates that Different
message typessuch categories differ in their importance and frequency, which is of great relevance
for a disaster communication system. An emergency message, for example, should
reach its destination as fast as possible, while other messages with no relevance to
the disaster can be delayed or even dropped. Another example are warnings about
an arising threat that should reach as many citizens as possible and as quickly as
possible. With a functioning communication infrastructure, the relevance is already Disaster
relevancetaken into account, for example, by automatically giving priority to emergency calls
(e. g., 112 in Europe and 911 in the USA) to be able to provide help as quickly as
possible. Furthermore, applications based on the cellular network like AMBER Alerts
(America’s Missing: Broadcast Emergency Response) [118] in the USA or KatWarn
and NINA [208] in Germany, allow authorities to provide relevant information to
the public (cf. Section 2.2). In case of a disaster, it can be observed that the number
of messages of certain categories and their importance change over time [102, 198,
203]. It is common that in the direct aftermath of a disaster, emergency messages are Changing
communica-
tion
behavior
the prevailing message type. After some time, safety-related information and search
requests get more prominent and important [102].
The identified characteristics of the post-disaster situation, as well as the behavior
and communication characteristics of the affected population and their needs, have
to be considered to provide post-disaster communication via DTN-MANETs.
4.2 required services for post-disaster communication networks
Self-organized communication in the event of a disaster can be used by different
groups of people with varying requirements and message contents. However, differ-
ent groups during and after a disaster are not clearly distinguishable. In addition
to professional organizations (cellular providers, red cross, etc.), civilians directly
affected by a disaster also often act as first responders and form new ad-hoc re-
lief organizations [188, 237]. The consideration of past disasters and discussions
with experts have led to the conclusion that communication between the civilians
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in the disaster area has special vital importance. In contrast to many establishedFocus on
civilians relief organizations, civilians do not have dedicated means of communication. There-
fore, we concentrate on basic services for post-disaster communication that focus on
the communication needs and capabilities of ordinary civilians. A suitable way for
infrastructure-independent communication are smartphone-based DTN-MANETs.
DTN-MANETs are a combination of delay tolerant and mobile ad-hoc networks,Utilization of
DTN-
MANETs
which can be easily built with ubiquitous communication devices, such as smart-
phones, and can be utilized by civilians, responders and organizations. As depicted
in Figure 8 the set of services should facilitate three different communication path-
ways while being able to use different forms of addressing methods, for example,
unicast, broadcast, geocast etc. (cf. Section 2.3): i) civilian-to-civilian (C2C) commu-Communica-
tion
pathways
nication, ii) civilian-to-organization (C2O) communication, and iii) organization-to-
civilian (O2C) communication. Organization-to-organization (O2O) communication
is outside of the scope of this thesis since dedicated hardware, systems, and specially
designated communication frequencies are available for O2O communication.
Civilian A
Civilian B
(a) Civilian-to-civilian (C2C), e. g., unicast private
message.
Civilian Organization
(b) Civilian-to-organization (C2O), e. g.,
anycast help request.
Organization Civilian
Civilian
Civilian
(c) Organization-to-civilian (O2C), e. g., broadcast
warning messages.
Figure 8: The three communication pathways for post-disaster communication [135].
Together with the German Federal Office of Civil Protection and Disaster Assis-Services for
post-disaster
communica-
tion
tance (BBK) and several experts from different German Fire Departments, we iden-
tified a set of services for post-disaster communication in DTN-MANETs. These ser-
vices were created under consideration of the identified common characteristics of
past disasters in Section 4.1 and based on a survey of international civil protection
applications in [87] and Section 2.2. This set contains the following services for post-
disaster communication in DTN-MANETs:
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SOS Messages
This service is used to send an urgent call for help. These so-called SOS Messages
are addressed to authorities to get professional help (C2O). Due to the distribution
properties of the ad-hoc network, such SOS messages also reach surrounding com-
munication nodes, which can act as first responders to provide fast help (C2C). This
type of message is considered very important because, in the worst case, the distri-
bution of SOS Messages can be vital.
Messaging Service
This service allows the exchange of messages between civilians affected by a disaster
with similar functionality to SMS or WhatsApp (C2C). The possibility to exchange
text messages is important to support the collaboration of the civilians and to assist
the self organization. However, due to the DTN-MANET characteristics, the user
does not know whether or how much delayed a message will reach its destination.
I am Alive Notifications & Person-Finder
I Am Alive Notifications are used to share status information with other network par-
ticipants (C2C), for example, family and friends. I Am Alive Notifications can include
important information such as the health condition or the current or next targeted
location. The Person-Finder service provides the counterpart of I Am Alive Notifica-
tions. The service allows searching for a specific person in the network. If the subject
receives a Person-Finder message, it automatically generates a I Am Alive Notification.
If forwarding nodes receive a Person-Finder message of a node from which they have
already received a I Am Alive Notification, it is sent back to the requester (C2C). This
functionality is similar to services that rely on existing infrastructure, such as the
Facebook’s Safety Check [106], the Google’s Person Finder [107], or Non-governmental
organization (NGO) websites like the red cross [253].
Information/News
This service allows responders to make official announcements regarding the ongo-
ing disaster situation or potentially evolving new threads to the public (O2C). For
this service, the broadcast or the geocast (cf. Section 2.3) addressing method is suit-
able to either inform the overall network or only civilians in a specific area.
Situational Awareness & Disaster Mapping
This service allows civilians to report observations of the disaster area to other civil-
ians or organizations (C2C & C2O). For example, damages or threats can be reported,
or collaborative disaster maps can be created. Such collaborative maps can be used,
for example, to record the area of any type of infrastructure blackout. In case of a
power blackout, users can share information of available or unavailable power sup-
ply in combination with their current position. A service like the Disaster Region
Analyzing Service (DRAS) [139] utilizes and constantly combines newly received
data to build a map. Over time, such a situation map becomes more complete and
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detailed, as shown in Figure 9. Such a map allows civilians (C2C) or infrastructure
providers (C2O) to determine the area affected by an infrastructure blackout and
allows civilians to move to areas where the infrastructure is still intact or helps in-
frastructure providers to plan restoration actions. A detailed description about the
functionality, implementation, and evaluation of DRAS can be found in Section A.1
and in [139]. Here we demonstrate that DRAS successfully is able to detect and cal-
culate the affected area of an ICT blackout, while being able to cope with dynamic
scenario changes.
t = 1
t = 3
t = 2
t = 4
Figure 9: Temporal sequence of a node’s knowledge of the post-disaster area. Black dots
represent locations inside the blackout area without intact infrastructure, red dots
represent locations outside the affected area (OpenStreetMap) [139].
Resource Market Registry
This service provides an exchange platform for arbitrary physical resources such
as food, medicine, shelter, fuel, or similar. The Resource Market Registry empowers
the affected population (C2C) to independently self organize requests and demands
for required resources. Because physical resources have to be collected in person, the
relevance of a resource-demand or -request depends on the distance to it. Since DTN-
MANETs cannot guarantee stable communication paths, the allocation of resources
in post-disaster networks is challenging. As a result, resources cannot be reliably
allocated because there is no central coordination, and the decision to go to a resource
is made by each node individually. Resources, therefore, cannot be blocked and are
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allocated in a first-come-first-serve manner. As one possible resource, we focus on
the distribution of energy in this thesis (cf. Section 5.2), as this prolongs the lifetime
of the individual nodes and consequently of the overall DTN-MANET.
Tasking
The Tasking service focuses on utilizing human resources to recruit suitable personal
to fulfill a particular task (C2C & O2C). Such tasks can be, for example, the collection
of information about infrastructure damage or the number of affected people at a
specific location. If such a task additionally consists of technical processing steps of
the collected data, such as image processing, classifier or data aggregation, there are
additional mechanisms to distribute and merge these processing steps among the
network participants [172].
The proposed set of services is a tool for civilians to cope with the aftermath of
disasters when no infrastructure based communication is available. The services ad-
dress the communication needs of the civilians and support them with their disaster
management efforts, including the communication possibilities to professional help
organizations. Only text-based implementation of the set of services would keep the
amount of exchanged data low, to take into account the uncertain and varying com-
munication capabilities of DTN-MANETs.
4.3 real-world assessment in a large-scale field test
To assess the functionality of the presented services for the use in post-disaster ad
hoc networks, it is essential to assess their usage and performance under realistic
conditions. As discussed in Section 3.1, existing simulation models for post-disaster Test under
real-world
disaster
conditions
communication networks are not sufficient to represent the disaster-specific charac-
teristics identified in Section 4.1. Especially the representation of real-world behavior
of the affected population during and after a disaster is crucial to evaluate the appli-
cability and limits of the proposed set of services for ad-hoc post-disaster communi-
cation. To overcome this issue, we have conducted a large-scale field test that aims
to represent a post-disaster situation as realistically as possible. With the realization
of the field test and a followed up questionnaire, we provide an extensive level of de-
tail about the behavior, communication and interaction characteristics of the affected
population, as well as detailed characteristics about the functionality and applica-
tion possibilities of smartphone-based DTN-MANETs in post-disaster scenarios. The Foundation
for simulation
models
gathered insights and recorded data are used to confirm the identified disaster char-
acteristics and to evaluate and improve the proposed services upon their usage in the
field test and the subjective feedback from the participants. Furthermore, the record-
ings are used to address the gap of missing simulation models of disaster scenarios.
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4.3.1 Planning and Execution
The field test took place on a military training area near Paderborn, Germany in
September 2017 as part of the Smarter project2, involving 125 participants over the
course of one day and was conducted in cooperation with the German Federal Office
of Civil Protection and Disaster Assistance (BBK), the German Federal Agency for
Technical Relief (THW), local fire departments and other NGOs. The field test area
consisted of three different villages (A, B, C) as highlighted in Figure 10. The linear125
participants
and 3 villages
distance between Village A and B is 3.7km and between B and C is 660m. The
movement paths between the villages are limited according to the paths marked in
blue and result in distances of approximately 5km between Village A and B and
approximately 1km between B and C.
Figure 10: Layout of the military training area Senne near Paderborn, Germany. Three
different villages A, B and C are highlighted (Google Maps, 2019)3[9].
The architectural features of the various villages consisted of ordinary houses with
stone walls, as depicted in Figure 11, showing the top view of Village B. Additionally,Representa-
tive test
environment
there existed special buildings such as a gas station, a church, or an airport, allowing
the participants to immerse themselves in the scenario. These conditions also make
it possible to ensure realistic communication characteristics for the DTN-MANET,
for example, varying communication ranges depending on the signal attenuation by
objects, obstacles, or terrain. On top of that, there is no cell phone coverage in the
field test area.
The field test scenario was a long-lasting power outage caused by severe weather
and the resulting failure of the cellular network. To create a more realistic post-
disaster situation with stress among the participants, there were two special events
during the field test in which professional actors were engaged. The first event wasScripted
disaster
events
a lightning strike into a gas station. Several people pretended to be seriously injured
and needed immediate help and had to be brought to safety. The second event was
an accident in a chemical power plant in which toxic substances leaked out and
2 http://smarter-projekt.de [Accessed July 1st, 2019]
3 Bilder © Google, Bilder © 2019 GeoBasis-DE/BKG, GeoContent, Maxar Technologies, Kartendaten ©
2019 Geobasis-DE/BKG (© 2009)
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Figure 11: The top view of Village B in the field test area.
spread throughout the village, injuring people and resulting in the evacuation of the
area. Over the entire duration of the field test (9:30 - 16:30), the actors continuously
contributed to the scripted disaster situation, to make the situation appear as realistic
as possible. These actors are specially trained for such exceptional situations and are
often used in the training of police or fire brigade personnel. One actor, for example, Professional
actorsplayed a mother desperately looking for her child while the participants of the field
test did not know beforehand that such scripted events will occur.
Once a real-world scenario was defined, and the field test procedure was planned,
an infrastructure-independent communication system needed to be provided to the
field test participants. In cooperation with the project partners of Smarter4, we im-
plemented the following set of emergency services based on the identified services
in Section 4.2 within an Android application: i) SOS Messages, ii)Messaging Service,
iii) I am Alive Notification, iv) Person-Finder, and v) Resource Market Registry. To
enable the direct communication of smartphones in reach, we relied on Nexmon [227],
a C-based Wireless Fidelity (Wi-Fi) firmware modification framework and IBR-DTN Enable ad-hoc
communica-
tion
[62, 224], a lightweight, modular and highly portable bundle protocol implementa-
tion (cf. Section 2.3). In a usability test with 10 smartphones, we achieved communi-
cation ranges up to 200m with Line of Sight (LOS) of the devices and dry weather.
4 http://smarter-projekt.de/projektpartner [Accessed July 1st, 2019]
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At the start of the field test, each of the 125 participants got a charged smart-
phone with the ad-hoc mode enabled and the disaster services installed. All partic-
ipants were evenly distributed in the three different villages. As already identified
in Section 4.1, a common characteristic of spontaneously occurring disasters is the
separation of families and loved ones, followed by the subsequent desire to reunite
again. The services I am Alive Notification and Person-Finder can help to reach this
goal. For the field test, this means that also family affiliations among the participants
have to be mapped. So-called Sed Cards were created for each participant individ-Sed Cards
for fictional
characters
ually, including;: i) a fictional name and age, ii) the names of relatives and friends,
iii) the place of residence (Village A, B or C), iv) a listing of individual tasks, and
v) desired items. Every participant had a list of different tasks that should increase
the mobility of the participants and the interaction with others. Such tasks are, for
example, meeting family members at their homes, building a large SOS sign from
logs or obtaining certain items. Each smartphone address book was configured in
such a way that only known persons, regarding the Sed Card, were included. Every
participant started with three different items that had to be traded according to the
items on the Sed Card. Additional resource items, such as food, drinks, or first aidTasks and
physical
resources
kits, were also hidden in the villages. Whether the objects were exchanged using the
emergency services (e. g. Resource Market Registry) or by communicating with other
nearby participants was entirely up to them. A copy of an example Sed Card can be
found in the appendix (Section A.2).
To be able to evaluate the field test in detail later on, we used a custom logging
framework to record the application interaction, sensor data, and network character-Field test
recordings istics. To be able to capture the usage and usability of the services during the field
test, all interactions with the application were recorded as well as all incoming and
outgoing messages.
Regarding the sensors of the smartphone, the following sensor readings were
recorded every second and stored in a local database: i) Global Positioning System
(GPS), ii) brightness, iii) accelerometer, iv) air pressure, and v) gyroscope. Our main
focus lies on the GPS motion patterns of the participants, to gain insights on the
movement behavior in post-disaster situations and the resulting transport of mes-
sages in the DTN-MANET. In previous work, we have shown that the set of sensors
besides the GPS values are sufficient to reliably recognize a person’s activity and to
differentiate if the person is performing a disaster-related activity [134]. Such activi-
ties can be, for example, running down or up stairs, crawling on the floor, or walking
with an injured leg.
We focus on the analysis of the performance of the smartphone-based DTN-
MANET. We recorded all the information that we could access provided by the
IBR-DTN [62, 224] bundle protocol implementation to assess the store-carry-forward
principle of the network. This included details about: i) the received and sent mes-
sages with the information about the disaster service type, ii) one-hop neighbors,
and iii) connection events like connection setups and disconnections.
The recording of the data led to increased energy consumption and, thus, also
a reduced running time of the devices. However, since the field test could not be
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repeated, the reliable collection of data over the entire duration of the field test had a
high priority. Therefore, each smartphone was additionally equipped with a battery
pack to compensate for the increased energy consumption.
4.3.2 Analysis of Collected Mobility Traces
As usual, before analyzing large amounts of real-world data, the accuracy must be
verified, and the data must be pre-processed if necessary. Unfortunately, not all de- Data
preprocessingvices successfully recorded data during the field test. Due to user misuse, hardware
failure, software problems, or the loss of devices, we were only able to record and
analyze network and application usage data of 119 out of the 125 devices. Regard-
ing the tracking of GPS sensor readings, for the same reasons, only 96 GPS traces
could be recorded. Since the devices never had access to the cellular network or the
Internet, there was no perfect time synchronization between all devices. However,
a uniform time stamp is necessary to bring the different logs of the devices into
relation to each other. Therefore, we consider the device with the most number of
connections to other devices as the reference time. With this ground truth, we were
able to synchronize all other devices based on this time. The relevant timespan for
our analysis is the time in which all participants resided the field test area. For or-
ganizational reasons, however, it was not possible to distribute all participants from
the base-camp to the various villages with buses at the same time. Based on a GPS
sensor data evaluation of the devices, the time span for the data analysis was chosen,
starting from the time when all participants reached their starting village until the
first persons left the field test area via bus. Therefore, the considered timespan for
the following analysis of the field test is 10:30 until 15:30.
In the following, we focus on the analysis of the recorded GPS sensor data during GPS sensor
datathe field test and derive conclusions about the individual movement of the partici-
pants, including interactions with their neighborhood.
Movement Behavior of Participants
Based on the recorded GPS traces, we analyze the individual movement characteris-
tics of the participants. Figure 12 presents the walking speed in a ten second time win-
dow for our specific scenario, resulting in an average movement speed of 2.14 km/h.
In addition, the analysis resulted in an average walking distance of 11.39km.
Approximately 35% slow movement below 1 km/h can be observed, which is the
result of the movement characteristics inside the villages and when groups of par-
ticipants meet in between them. The movement speed peak between 4–5 km/h reflects Movement
characteristicsnormal movement in between the villages. The observed characteristics also match
up with the assumed movement speed of pedestrians in other research and observa-
tions [17, 34, 49, 251].
Figure 13 shows the overall GPS positions of the field test participants on an under-
lying map of the area. It can be seen that the participants roaming between the dif-
ferent villages using the designated pathways. As described in Section 4.1, one iden-
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Figure 12: Walking speed of the participants during the field test [9].
tified characteristic of the post-disaster scenario is the presence of high frequented
areas, the POIs. While the different villages themselves already represent such POIs,
especially Village A also contains POIs itself. This can be seen in Figure 13b having
high frequented areas such as the church where lunch was served, or the gas station
where the disaster event took place.
(a) Field Test Area (b) Village A (c) Village B (d) Village C
Figure 13: GPS traces of the participants during the field test [9].
Furthermore, we analyzed the temporal course of the GPS traces throughout the
field test and observed that the participants tend to join together in groups when
they leave a village. For the field test, our analysis results in an average numberGroup
movement of 3.9 groups with a minimum number of 1 group and a maximum number of 9
groups, while the average group size is 6.2 persons. The analysis also reveals inter-
actions between meeting groups, which mostly consisted of family members and
close friends regarding their Sed Cards. If two groups meet, they stop for an average
of 10 s before moving on again. Due to human behavior in such a situation, it is
evident that people want to exchange information about the situation verbally. For
the utilized DTN-MANET communication network, this group actions result in ad-
ditional contact time with other communication nodes in close range to synchronize
and exchange data.
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Neighbor Statistics
Based on the GPS data, we also recorded the neighbors of the participants with re-
spect to different communication distances. Figure 14 shows the number of potential
communication neighbors for the distances 25, 44, and 110m, aggregated over 2min. Communica-
tion
neighbors
These distances are derived from Figure 15a in the next paragraph focusing on the
network data analysis. 50% of the successfully established connections were estab-
lished at a distance of up to 25m. The average distance of all connections was 44m
and 90% of all connections were established between nodes not further away than
110m. On overage, each participant had between 6–8 neighbors.
Figure 14: Neighbor statistic based on GPS traces [9].
4.3.3 Analysis of Communication Properties
As already described in the previous section, the collected field test data must be
preprocessed and prepared before analysis. Based on the recorded information pro-
vided by the IBR-DTN [62, 224] bundle protocol implementation, we concentrate on
the analysis on a communication network perspective in the following. We focus
on the characteristics of the connection establishment, the generated traffic, and the
message propagation properties.
Connections
Whenever we detect a communication connection in the recorded field test data, we
calculate the distance between the devices pair based on the GPS data. The Empirical
cumulative distribution function (ECDF) of the device pair distance in Figure 15a
shows that approximately 90% of the established connections are within a range of
110m. Still, we see that connections could also be established with an impressive Connection
distancesrange of more than 150m during the field test. Compared to the maximum range of
200m measured in our usability test with 10 devices, mentioned in Section 4.3.1, the
lower range during the field test can be explained with the lower probability of LOS,
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the rainy and humid weather, and the fact that most participants carried the devices
in their pockets.
Figure 15b visualizes the connections per host over time, aggregated over 2min.Number of
connections The visible peaks of the number of connections match with the start and the end
of the field test, where the participants are situated in the three different villages.
The remaining peaks, starting at 13:00, reflect the two conducted disaster events that
attracted the participants and led to more devices in the communication range.
(a) ECDF of the connection
distance.
(b) Average node connections
over time.
(c) ECDF of the connection
duration.
Figure 15: Node connection characteristics during the field test [9].
The ECDF in Figure 15c presents the connection duration of device pairs on a log-
arithmic time scale. More than 50% of the connections had a duration of more than
100 s. This is a consequence of i) the communication range using the Wi-Fi interface,Connection
duration ii) the restricted movement of the participants inside and outside the villages, iii) the
merger to form groups, and iv) the associated group encounters. This information
is very helpful to determine the communication capacities in a smartphone-based ad
hoc network. Properties, such as the maximum buffer- or message-size, depend to a
large extent on the available bandwidth and connection duration.
Traffic & Application Usage
In the course of the field test, each participant could send and receive messages via
the provided smartphone. These messages were distributed throughout the DTN-
MANET until all network nodes were reached or the message Time to Live (TTL) ofCommunica-
tion
traffic
60min was exceeded. A total of 1,834 messages were generated by the participants
throughout the field test. The share of the message types is shown in Figure 16.
Here it can be seen that all available services were used and, depending on the
service, with varying frequency. Additionally, we investigated the size of the different
messages created, resulting in a mean message size of 290 bytes with a standard
deviation of 568 bytes. The small message size can be explained by the fact that the
implemented services are text-based and did not support multimedia content at the
time of the field test.
Furthermore, we have observed the utilization of all services throughout the field
test. Figure 17 shows the aggregated number of messages received by all participantsService
utilization during the entire field test in a 2min time window. It is important to note that it
includes all generated messages and their forwarded duplicates. Received messages
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Figure 16: Usage of the different disaster services during the field test [9].
or duplicates of messages are only displayed to the user if the node is in the recipient
list of the message. Otherwise, messages are automatically duplicated and forwarded
in the network without any user interaction.
Figure 17: Number of received messages [9].
Figure 17 shows that the communication demand at the beginning of the field
test is very high and therefore a high exchange of messages takes place as soon as
the participants have arrived in the villages. The message reception then decreases Traffic
characteristicssteadily until food trucks entered village by village (approx. 12:30) and the two dis-
aster events started. These events resulted in a peak of received messages and can be
explained by the fact that new messages were generated by the participants to inform
or react accordingly to the happening events. Additionally, many participants came
in communication reach with other devices and synchronized their stored messages.
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Propagation Delay
One of the most important parameters for the evaluation of the performance of DTN-
MANETs in post-disaster situations is the propagation delay. It indicates how well
data can be distributed throughout the entire network. Especially in the given field
test scenario with the three different villages (communication islands) and the paths
connecting the villages (communication bridges), the mobility of the users has a great
influence on the propagation delay and limits the network-wide communication ca-
pabilities. With the use of the recorded network data per device, we can analyze how
many network participants received a message within the message TTL of 60min.
Here we are only considering broadcast messages of the available disaster services,
whose goal was to reach as many participants in the network as possible. Figure 18Broadcast
propagation displays the message propagation delay of the best-distributed broadcast during the
field test as well as for the median, considered at the expiration of the TTL.
Figure 18: Message propagation delay during the field test [9].
On average, messages were successfully transmitted to 27 nodes or 21.77% of the
network participants, which demonstrates the limited communication capabilities of
DTN-MANETs. The best-distributed broadcast reached a total of 86 nodes or 69.35%
network subscribers. This is the result of having a high node density in the villages
and the group forming behavior of the participants. Whenever a node reaches a newLimited
message
propagation
village, or two groups meet, message propagation will take place with almost no de-
lay, which also explains the steps visible in Figure 18. The best performing broadcast
reaches 20 devices in under a second, suggesting that the broadcast was created in
a village and was promptly spread throughout all nearby devices. After 10min, the
next large propagation step of this broadcast suggests that due to the mobility of the
users, the broadcast was successfully carried to another village and forwarded. This
is most likely between Village B and C with a distance of approximately 1km.
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Sociological Evaluation of the Field Test
In addition to the technical analysis, the participants filled out a questionnaire [25]
after the field test and interviews took place. Although this sociological evaluation is Participant
reviewnot the focus of our work, we want to briefly discuss the key findings that influence
the design of the post-disaster communication system. The evaluation showed that
the participants were considering the use of a smartphone-based DTN-MANET in
the event of an infrastructure failure as very useful. The functions of the set of ser-
vices were found to be sufficient for disaster management efforts. The participants
further evaluated the different services according to their importance for disaster
management purposes. The order of the available services with descending impor-
tance is the following: i) I am Alive Notification, ii) Resource Market Registry, iii) Mes-
saging Service, iv) SOS Messages, and v) Person-Finder. The service, which was most Service
priorityfrequently used according to the participants was the Resource Market Registry, which
confirms our assumption of valuable goods during disaster an the willingness to
share and cooperate. Criticism of the communication system was also mentioned.
Many participants were not aware or did not understand the store-carry-forward
principle of the DTN-MANET and therefore, they did not know that the communi-
cation potential depends on the mobility of the network participants.
In addition, the participants mentioned that they did not know whether their mes-
sages had reached their destination and criticized the long message delay. Also, par-
ticipants wanted the support of multimedia content, for example, for the Messaging
Service. The complete sociological evaluation can be found in the report from the
German Federal Office of Civil Protection and Disaster Assistance (BBK) [25].
Summary
The execution of the field test resulted in important insights, which have to be taken
into account when designing a DTN-MANET to communicate in post-disaster sce-
narios. The analysis of the field test showed the capabilities and limitations of the Successful
real-world
application of
DTN-
MANETs
...
communication network and also confirmed many of the disaster characteristics
identified in Section 4.1.
The formation of communication islands in the villages with additional POIs
within the villages could be shown in the field test, as well as the inter-island com-
munication through the movement of the participants. The results show that the
use of smartphone-based DTN-MANETs can be used to provide communication in
the considered scenario. The combination of high node density in the villages, the
group forming and the achieved high communication ranges results in the fact that
communication partners were always available and generated messages reached at
least one other node. Additionally, it results in sufficient long connection durations ... in disaster
situationsto exchange data. With the theoretically available bandwidth of Wi-Fi Direct [43] in
combination with the text-based services provided, the bandwidth of the network
has not yet been exhausted. Therefore, the support of multimedia content, such as
SOS voice messages or video recordings might also be possible. The exchange of a
higher data volume together with the varying usage of the set of different services
during the field test and the determined priority order of the services motivates us to Need for data
prioritization
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investigate the application of data prioritization in DTN-MANETs with insufficient
communication bandwidth and limited buffer size in Section 5.3.
A new insight from the field test analysis is the formation of mobile groups of peo-Modeling of
group
movement
ple and their interactions, which is currently not sufficiently considered by existing
mobility models (cf. Section 3.1). In Chapter 6, we describe the implementation of
group mobility behavior and group encounter actions in our simulation framework,
to allow more sophisticated evaluations of post-disaster communication systems that
rely on DTN-MANETs.
The field test revealed that the movement of the participants is not sufficient for
reliable and network-wide data dissemination in the considered scenario while reach-
ing only 21.77% of the network participants. This challenge will be addressed in Sec-
tion 5.4 by utilizing additional communication devices or controllable data-ferries to
support the DTN-MANET on the ground.Data
propagation
needs to be
improved
The resource market, according to the subjective statement of the participants,
was the most frequently used service during the field test. The service successfully
supports the self-organization of the population in times of a disaster by empowering
them to offer or demand important resources. In the field test, the resource energy
was not considered due to the increased energy consumption by the data logging. All
smartphones were supplied with sufficient energy for the duration of the field test,
which is normally not the case. Energy resources play an important role in setting upAllocate
energy to
nodes
and maintaining DTN-MANETs in the event of infrastructure failures. Therefore we
concentrate on decentralized energy resource allocation strategies in Section 5.2, to
extend the lifetime of individual devices and, consequently of the overall network.
On an educational level, participants in DTN-MANETs need to be taught that data
is disseminated via the store-carry-forward principle in a delayed fashion to adapt
their behavior. This can be, for example, the generation of message content that fits
in the delay-tolerant nature of the network and still has a relevant meaning even if
received delayed. Additionally, network participants can adapt their movement to
carry and distribute data in isolated network areas.
5
D 2CS .KOM : DECENTRAL IZED DI SASTER COMMUNICAT ION
SYSTEM
In this chapter, we propose the Decentralized Disaster Communication System(D2CS.KOM) based on Delay Tolerant and Mobile Ad Hoc Networks (DTN-
MANETs), which enables communication in case of a disaster. As shown in Chap-
ter 4, DTN-MANETs can be used to offer communication capabilities independently
of any infrastructure. However, the functionality of the network is limited in compar-
ison to a centrally coordinated communication network. Restrictions are, for exam-
ple, no fixed communication paths due to the mobility of users, limited resources,
the sparsity of mobile nodes, or limited communication ranges. When utilizing and
designing such networks, a useful application is constrained by the limited function-
ality and the weaknesses mentioned above. Especially the use of DTN-MANETs in
post-disaster scenarios results in an even more challenging field of application, due
to the disaster characteristics as identified in Chapter 4 and from the findings of the
conducted field test. Examples for these characteristics are the lack of power supply, Overcome
network
restrictions
the high and varying communication demand in combination with the limited com-
munication opportunities between isolated communication islands. D2CS.KOM can
tackle these characteristics and challenges in its core components while providing
support for the ongoing post-disaster communication. Especially for post-disaster
situations, D2CS.KOM provides new functionalities and thus ensures a situation-
aware application. D2CS.KOM extends conventional DTN-MANETs with the follow-
ing components: i) the facilitation and allocation of available energy resources to New DTN-
MANET
functionalities
prolong the network lifetime, ii) the support of information selection and prioritiza-
tion to cope with restrictions within the network, and iii) the provisioning of different
support strategies to build communication bridges between intermittent communi-
cation islands with the use of additional technologies.
With D2CS.KOM we are able to investigate the identified challenges within a com-
munication system while a general architecture allows the integration of different
components and solution approaches. Figure 19 provides an overview of the differ-
ent contributions in this thesis and illustrates their relationship. The findings and re-
sults from the identification of disaster-specific characteristics and challenges based
on past disaster reports and the outcome of the field test analysis motivated us to
design D2CS.KOMwith its different core components. D2CS.KOM’s components are
assigned to either support the intra-island communication, such as the resource allo-
cation and the information selection and prioritization or to support the inter-island
communication by establishing communication bridges via long-range communica-
tion modules or Unmanned Aerial Vehicles (UAVs). Based on the post-disaster com-
munication capabilities of D2CS.KOM, different services are supported by the system
to enable the affected population for disaster-response and disaster-relief efforts, as
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D2CS.KOM – Decentralized Disaster Communication System
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Figure 19: Overview of our contributions and their relations.
discussed in Section 4.2. The identified disaster characteristics, as well as the results
from the field test analysis, are used to extend and configure our simulation plat-
form to be able to represent post-disaster simulation scenarios, including the users’
behavior and interaction characteristics. Consequently, this enables us to evaluate
D2CS.KOM and its components in representative scenarios as well as in an exact
replication of the conducted field test in Chapter 6.
5.1 conceptual overview of the communication system
In this section, we describe the general architecture of DTN-MANETs, which pro-
vides the higher-level communication functionality for infrastructure-independent
communication to D2CS.KOM. Based on this architecture, the following sections
present the individual components of D2CS.KOM, which address the different iden-
tified challenges for post-disaster communication.
In a DTN-MANET each node can serve as a data-source, data-sink or forwarding-
station as explained in detail in Chapter 2. When messages are created, they are
propagated to neighboring nodes and receiving nodes must therefore individually
decide, whether the received message should be forwarded, stored or discarded. The
architecture supports ubiquitous mobile communication devices with various capa-
bilities, such as different communication interfaces or sensors, and supports existing
communication protocols, which are suitable for ad-hoc communication. In this the-Ubiquitous
devices and
sensors
sis, we do not focus on the design of new DTN-MANET protocols within this general
architecture. Our goal is to generally and systematically ensure that smartphone-
based, infrastructure-less communication can be made more useful in the event of
disasters. The general architecture is used as a black box to allow the investigation
of our different contributions on top regardless of routing protocols or other archi-
tecture properties. Adapted from the Delay-Tolerant Network (DTN) protocol stack
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in Section 2.3, the general communication architecture for DTN-MANETs consists of
different layers and components visualized in Figure 20. Single or combined parts of General
architecturethe general architecture marked with dashed lines or arrows in Figure 20 are used by
the different D2CS.KOM’s components and are described at the end of this section.
Hardware
Service Layer
…SOSResource Allocation
DTN-MANET Layer
Prioritization
Forwarding
Storage 
Management
Network Layer
Neighborhood 
discovery
Battery Physical Interfaces  Sensors
Person Finder
Figure 20: General architecture for DTN-MANET communication, adapted from [119, 135].
Components addressed within D2CS.KOM are highlighted with dashed lines.
The Service Layer is the topmost layer, containing all disaster-specific services of-
fered by the communication system as discussed in Chapter 4. Service-specific mes-
sages can be created by the user or automatically by the service and contain at least
one recipient. Messages are then passed to the DTN-MANET Layer for further pro-
cessing. Vice versa, messages that are addressed to the local node and are received
by the lower layers are forwarded to the corresponding service.
The DTN-MANET Layer is responsible for message handling and can send and
receive messages via the underlying Network Layer. Relying on broadcast messages
via the Network Layer, the DTN-MANET Layer implements a neighborhood discovery
service to keep track of currently available communication partners. With a periodic
beaconing procedure, nodes propagate their presence via the wireless medium to be
able to be discovered by neighboring communication nodes. If messages are stored
and neighbors are available, the Forwarding component is responsible for the data dis-
tribution supported by the underlying Network Layer. The Forwarding supports any
Mobile Ad Hoc Network (MANET) or DTN-MANET routing protocol, as discussed
in Section 2.3. If no neighbors are available or a specific node is not in the commu-
nication range, messages can be stored. The Storage Management is necessary for the
DTN-specific store-carry-forward principle and manages both generated as well as
received messages. It supports updating, sorting, reordering and deleting messages
into queues, which are further processed by the Forwarding component.
In contrast to fixed networks, the Network Layer within D2CS.KOM is only respon-
sible for one-hop communication, as no end-to-end paths are maintained. According
to the message addressing and the routing protocols from higher layers, the Network
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Layer together with the physical communication interfaces propagate messages using
the broadcast address to which all nodes in the communication range are listening
to or the unicast address for a specific node.
All of the components mentioned above rely on the actual hardware components
of the individual node. A communication node contains different sensors, for exam-
ple, a Global Positioning System (GPS) sensor to determine the location of a node
or different motion sensors to gain context information. Sensor information is made
available to the Service Layer to provide a wider range of service functionality. TheIncluding
sensor
information
hardware includes one or more physical communication interfaces, such as Wire-
less Fidelity (Wi-Fi) or Bluetooth, which can be used by the Network Layer for the
physical data transmissions. All hardware components require sufficient energy, and
depending on the utilization of these components, their energy consumption can
vary significantly [46, 116, 282]. Especially in the case of a disaster, the common oc-
curring power blackouts make energy to recharge smartphones a sparse resource.Energy as a
limited
resource
Therefore, the battery has to be taken into special consideration, since it determines
whether a node can still communicate and contribute to the DTN-MANET or not.
The continuity and accessibility of the communication network are restricted by
the battery power of the individual communication nodes. Especially in disasters,
with no other means of communication, D2CS.KOM has the primary goal of en-
suring continuous provisioning of communication and maintaining the possibility
for post-disaster communication for as long as possible. To prolong the lifetime ofProvisioning
continuous
communica-
tion
the network, we propose a dedicated resource allocation service as one of the core
contributions of D2CS.KOM that has access to the battery state of a communication
node (cf. Figure 20). The resource allocation service propagates information about
the locations of available energy resources in the network. This information is then
used by the service to assign suitable energy resources to the network participants,
who then can move to the resource to recharge their battery. However, especially
in decentralized networks, such an allocation is difficult because the properties of
DTN-MANETs prevent a common consensus about the network state, the available
resources, and current competitors. The resource allocation results in complex inter-
actions between different allocation strategies, the lifetime of communication nodes
and the communication capabilities of the overall network, which are discussed in
Section 5.2 and evaluated in Section 6.2.
The second contribution of the communication system is the possibility of data
prioritization. The Prioritization component of D2CS.KOM has cross-layer function-Data
prioritization ality in between the Service- and the DTN-MANET Layer as displayed in Figure 20.
The limited capacity of DTN-MANETs in combination with the high and contin-
uously changing demands of communication after a disaster potentially overloads
the network and requires different message and context prioritization mechanisms,
as discussed in Section 3.3. In the prioritization process, it is particularly importantDynamic com-
munication
demand
to create suitable prioritization mechanisms for post-disaster situations, which can
consider dynamic scenario-specific communication characteristics. The Prioritization
component is an essential part of D2CS.KOM. The different prioritization mecha-
nisms and their influence on the network capabilities are described in Section 5.3
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and evaluated in Section 6.3. In addition to resource allocation and message prior-
itization, we put a special emphasis on the difficulties of reliable communication
provisioning between different communication islands.
To address this problem, we look at the possibilities of deploying additional com-
munication devices that allow long-range communication links or utilizing special
data ferries to transport information across communication islands. In particular,
we investigate the utilization of long-range and low-bandwidth communication in-
terfaces, such as Long Range (LoRa) [128], in addition to the use of highly mobile
and controllable UAVs. UAVs are equipped with the same communication interfaces
and functionalities like DTN-MANET nodes, such as the neighborhood discovery or
different forwarding mechanisms (cf. Figure 20). In Section 5.4, we briefly investi- Establish com-
munication
bridges
gate the reasonable use of long-distance communication modules in different envi-
ronments after we put our main focus on UAV-based support strategies for DTN-
MANETs, which are evaluated in Section 6.4.
5.2 prolonging the network lifetime through resource allocation
The performance of a DTN-MANET and the applied services are strongly dependent
on the number of participating nodes and the available battery capacity, as these ren-
der the communication potential of the network. As already shown in past disasters,
such as the Great East Japan earthquake in 2011 or Hurricane Sandy 2014, much of
the communication (when communication was possible at all) revolves around avail-
able energy sources and power outages [29, 266], confirming the high importance
and interest in energy supply. Although we assume that the central power grid is no
longer available, there are still possibilities to supply the communication nodes with
energy. Energy resources such as generators, solar panels, cars, small or large batter- Infrastructure
independent
energy
resources
ies are still available in the event of a disaster and can be used to recharge battery-
powered mobile devices. As discussed in Section 3.2, until now, little research has
focused on distributing external physical resources across a network. Approaches
that exist rely on a central infrastructure for the allocation of limited resources, such
as assigning available charging stations for electric cars. Since we are considering
fully decentralized networks, these approaches cannot be applied, which is why we
propose a decentralized resource allocation service in this work.
The resource allocation service is a background service of D2CS.KOM, which does Decentralized
resource
allocation
not affect the concurrent use of other services. The service utilizes the communica-
tion capabilities of the DTN-MANET to make the distribution of knowledge about
energy resources within the network possible [136–138].
5.2.1 Scenario Description
Besides the energy-constrained DTN-MANET nodes, our scenario considers the ex-
istence of non-mobile and limited energy resources that can be discovered and con-
sumed. Each resource has a discovery range in which it can be visually detected by
others. Additionally, the discovery range can be increased by technical means, for ex-
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ample, by sending out a discovery signal. Figure 21 shows the different components
of the scenario. It displays different node groups in communication range and also
isolated nodes. Some nodes are tagged, meaning that they are low-powered and have
a current demand for energy. If so, a node can move to a known energy resource to
recharge. The resource allocation service ensures that information about discovered
resources is disseminated within the network. The dissemination of resource infor-
mation enables nodes, which are out of reach of the discovery range of resources, to
also try to consume them. However, when a node reaches the location of an energy
resource, it cannot generally be guaranteed that the resource is still available.
Energy Resource with 
Discovery Range
Mobile Node
Mobile Node with
Energy Demand
DTN-MANET Link
Resource
Selection
Figure 21: Different scenario components for resource allocation in DTN-MANETs [138].
Depending on the sub-scenario, energy resources already exist in the area or can
be deployed. Energy resources are, for example, car batteries, solar panels, genera-
tors, or battery packs deployed from trucks [32] or other means [235]. Once placed,
the resources are not known to nodes beforehand. Resources are equipped with Re-
source Demand Beacons (RDBs), which advertise their location, the available amount
of resource units, and a unique RDB-ID. This is achieved via periodic broadcast mes-Discovery of
energy
resources
sages, similar to the neighborhood discovery mechanism used by DTN-MANET pro-
tocols (cf. Section 5.1). Once all resources of an RDB have been consumed, the RDB
continues to advertise its depletion-state for a fixed number of times before it goes
offline. Nodes passing through the communication range of an RDB, record its in-
formation, and the resource allocation service automatically determines if the node
has a current demand for energy. The user itself can trigger this demand, or it can
be triggered automatically by the service if the smartphone is reaching a threshold
for a minimum charge level. Nodes decide individually how much energy they want
to consume, insofar as the maximum battery capacity cannot be exceeded. If a node
decides to move to an RDB, it needs to take a detour from its original movement
destination. We assume that this effort is not favored by participants in the network,
especially if the amount of energy at an RDB is lower than expected or even empty
on arrival. This can happen if more nodes want to recharge at a specific RDB than
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the amount of available resources can support. Adopting the terminology from [242],
we call this phenomenon over-competition. Over-competition could easily be solved Over-
competitionwith a centralized service, where nodes can reserve specific amounts of resources. In
DTN-MANETs though, this global knowledge can often not be achieved [283]. There-
fore, one goal of the resource allocation service is to systematically create strategies
to reduce the amount of over-competing nodes. The resource allocation service in-
teracts with the user in the form of notifications of suitable resources and provides
navigation to the resource location. This results in a higher energy drain rate while
walking to an RDB since the device requires both a powered-on display and GPS
sensor to navigate the user to the target. Consequently, a person must, therefore, in-
vest time and additional energy to compete for an energy resource. We define three
different node states; Roaming, Heading and Offline, as shown in Figure 22. Energy
consumption
states
EhEr
Ce= 0%Ce= 0%
Ce < Eth
Ce > Eth
+ GPS
+ Display
HEADING
OFFLINE
ROAMING
Ce   → Consumer Energy-level
Eth → Energy-Demand Threshold
Er →  Energy-consumption in ROAMING
Eh → Energy-consumption in HEADING
Er < Eh
Figure 22: The three different node states (Roaming, Heading, Offline) [137].
A node in the Roaming state walks around unaffected by any of the available
RDBs, for example, searching for family and friends or participating in disaster re-
sponse efforts, as has already been seen in the conducted field test in Chapter 4.
Independent of the movement or the disaster service used, the node’s battery is
reduced by Er resource units per second. When a node has a demand for energy
(Ce < Eth) and is being navigated to a resource, suggested by the resource allocation
service, it switches to the Heading state and consumes Eh resource units per sec-
ond. Eh consist of Er plus the additional energy cost for powering the display and
the GPS sensor. If a node’s energy Ce depletes, it switches to the Offline state, not
being able to participate in the DTN-MANET anymore. An exemplary process of the
energy level characteristics of a node regarding the different consumption states is
displayed in Figure 23.
5.2.2 Design of a Resource Allocation Service
The core functionality of the resource allocation service is to prolong the network
lifetime by supporting the network participants in finding available energy resources. Recharge
supportBesides disseminating resource information, the resource allocation client, running
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Figure 23: Energy level characteristics for a node.
on each DTN-MANET node, has the following objectives: i) to decide if a node has a
current energy demand, ii) to calculate the expected reward when obtaining known
RDBs, iii) to filter out RDBs with a negative reward, for example, more energy needs
to be invested in reaching an RDB than the RDB contains, and iv) to decide whether
or not to move to an RDB and to select the best RDB candidate.
The design of the resource allocation service and the interaction with the RDBs
and other DTN-MANET nodes are visualized in Figure 24. The design allows to cre-
ate and analyze different resource allocation strategies as a composition of different
interchangeable components. The components of the resource allocation client and
their interactions are described in more detail in the following.
Figure 24: The resource allocation client, and its components and their interactions, adapted
from [137].
If a node receives an RDB advertisement, the information is stored in its adver-
tisement store, in case the information is new. Depending on the configured adver-
tisement strategy, advertisements are shared with neighboring nodes. If the demand
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evaluator confirms a demand for energy, the selection strategy is initiated. The selection
strategy obtains all information from the advertisement store and maps each RDB a cost
value using the cost mapper. The costs are calculated by a configurable cost function
and express the gain a node can retrieve by heading to an energy resource. Costs
greater than zero imply that the node would invest more energy through the addi-
tional Heading consumption state than it would be able to regain at the RDB. The
selection strategy then chooses the RDB with the lowest negative costs and changes
the node’s state into Heading. In the Heading state the service notifies the user
and starts providing route information. Dependent on the utilized selection strategy,
it may also send and receive additional information such as a resource reservation,
as later discussed in Section 5.2.3. The strategy can include a re-evaluation of the
current decision, based on new gained knowledge during the Heading phase. For
example, if a resource with lower costs is discovered, the strategy changes the tar-
geted energy resource, or if new advertisements indicate the depletion of the targeted
resource the Heading attempt is canceled. After arriving at the resource, if energy
is available, the node recharges and switches to the Roaming state again until the
demand evaluator triggers again. All components involved in the resource selection
process are by design exchangeable to be able to systematically analyze their impact
on the resource allocation process. Their characteristics and variations are discussed
in the following.
Resource Advertisements
Periodic RDB advertisements are used to inform nodes about the available amount
of a resource and its characteristics in form of a tuple (RDB-ID, BSN, TTL, emax, loc,
tBSN). The elements of the RDB advertisement are the following: i) a unique RDB Broadcast
resource
information
identifier, ii) the RDB’s Beacon Sequence Number (BSN), iii) a maximum hop count
(TTL) to limit the network flooding, iv) the amount of energy emax available, v) the
RDB’s location loc, and vi) a time-stamp tBSN when the advertisement was sent out.
The BSN is an indicator of the freshness of an advertisement and is incremented
every time the amount of available energy changes at an RDB. Nodes use the BSN
information to decide whether to insert or update their advertisement store or to
discard advertisements with outdated information. An RDB can also advertise for a
limited time if no energy is available anymore. This information is essential for nodes
currently heading to a specific RDB, to have to opportunity to cancel the Heading
attempt before reaching the targeted resource.
Advertisement Store
Nodes are able to receive advertisements in three different ways: i) by overhearing
an RDB broadcast, ii) by advertisement dissemination of other DTN-MANET nodes,
or iii) as a payload of messages sent out by the selection strategy. The advertisement
store only saves new or fresher information based on the advertisements RDB-ID and
the BSN. Selection strategies can register themselves at the store to be notified when- Keep track of
available
resources
ever advertisements with a newer BSN or for an RDB not yet known are received.
Due to the limited data dissemination capabilities in DTN-MANETs nodes may not
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hear from RDBs for a longer time, and the advertisement store becomes outdated.
With increasing time, the probability that energy resources are already depleted and
RDBs went offline rises. Therefore, the advertisement store can be configured with
an expiration time to automatically remove old advertisements from the store using
the timestamp of the advertisements.
Advertisement Forwarding
Sharing advertisements is necessary for a functioning resource allocation in DTN-
MANETs. Based on the DTN-MANET layer in the D2CS.KOM architecture (see Fig-
ure 20), any kind of advertisement dissemination strategy can be supported, using
any suitable MANET or DTN routing protocol. As already mentioned, the focusSharing
knowledge of this thesis is not the design or evaluation of diverse routing protocols suitable
for D2CS.KOM. Although we have applied and investigated a variety of protocols
in [72, 138], we are only considering the following protocol in this thesis as a suit-
able example for the advertisement dissemination. For the advertisement dissemina-
tion, we employ a variant of the epidemic routing protocol SPIN-1 (Sensor Protocol
for Information via Negotiation) [99]. The protocol uses a three-way-handshake to
exchange RDB information: i) advertisement announcement, ii) request, and iii) re-
sponse. Periodically at random intervals, each node broadcasts a shortened view of
their advertisement store, only containing the RDB-IDs and respective BSNs. Other
nodes overhearing this broadcast compare their known advertisements with the an-
nouncement. For each missing or outdated RDB information, nodes request the full
information from the announcement originator via unicast, ensuring a faster and
more reliable transmission.
Demand Evaluator
The demand evaluator is responsible for initiating the resource selection process.
This can be triggered by user inputs via the application, or by deriving the actual
battery state of the smartphone. We use a simple value-based comparison method,
based on a configurable threshold and readings from the energy sensor. The energy
threshold is an important parameter that needs to be configured carefully according
to the utilized selection strategy. On the one hand, the threshold needs to assure that
the node still has sufficient battery capacity to be navigated to a selected RDB. On the
other hand, the amount of charging attempts and interruptions by the service should
be as few as possible. A detailed parameter evaluation of the optimal threshold for
different selection strategies is discussed in Section 6.2.
Cost Evaluator
The cost evaluator is responsible for calculating the individual costs for the node
to recharge at a known RDB. It sorts the RDB entries in the advertisement store
according to the calculated costs, which is then further used by the selection strategy.Cost
evaluation In the case of equals costs, the RDB with shorter distance goes first. A node’s cost
mapper is calculating the costs for each known RDB based on a line of sight distance
d to the node and the expected energy amount r ′e available. Each cost mapper further
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requires the additional energy consumption rate Eh in the Heading state compared
to the consumption state Er in the Roaming state and an estimate for the velocity v
of the node.
To determine the additional power consumption, required for the powered on dis-
play and the GPS sensor, while heading to a resource, we consulted different power
consumption studies for smartphones [46, 116, 282]. These studies allow us to model
the smartphone power consumption dependent on different active components, such
as the CPU, display, GPS, Wi-Fi-Interface, etc. Our calculations of the two different
energy consumption states resulted in the energy ratio Eh = 3.11 · Er. The detailed
composition of the energy consumption is discussed in [138]. For the average human
walking speed v we use 1.2 m/s, based on the findings of the conducted field test
analysis in Chapter 4 and [17, 34, 49, 251].
Based on these values the cost mapper determines validity of RDBs by checking
whether the node would run out of energy ec before reaching the RDB as seen in
Equation 1, or if the additional energy consumption of the Heading state outweighs
the expected energy amount r ′e at the RDB as seen in Equation 2.
ec 6 Eh · (d/v) (1)
r ′e 6 (d/v) · (Eh − Er) (2)
Invalid RDBs will not be considered for the resource selection process. While any Determine
invalid
resources
kind of a cost-mapping function can be supported by the resource allocation service,
we propose two example cost mappers, with the first one being the default for the
evaluation in Chapter 6:
• MaxDistance favors the nearest RDB to the node, returning a cost of −1/d, with
d being the line of sight distance of the node and the RDB at the time of the
cost determination.
• MaxGain favors RDBs that allow the node to fully recharge its battery to cmaxe .
The cost mapper returns a cost of −min(cmaxe − ce, r
′
e − Eh(d/v)), taking into
account the additional energy consumption of the Heading state and the ex-
pected amount of energy at the RDB.
The two cost mapper functions are suitable examples for calculating the costs de-
pending on the node’s and RDB’s attributes. The resulting costs in terms of the
distance to the resource as well as the expected reward depending on the available
energy at the RDB are the key factors if physical energy resources that need to be
collected in person are considered.
Selection Strategy
A selection strategy decides based on the sorted advertisement store extended with
the information of the cost, whether and to which RDB a node should head to in or-
der to recharge its battery. Strategies can access the DTN-MANET Layer to send and
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receive messages, enabling the design of collaborative resource allocation strategies.
The next section will explain the design of different resource allocation strategies
used to prolong the lifetime of an emergency communication network.
5.2.3 Resource Allocation Strategies
The selection strategy is the essential component of the resource allocation ser-
vice. The decision to compete or not compete for limited energy resources does
not only influence the lifetime of the consuming node but also the lifetime of all
other nodes within the network. This is because the communication capabilities of aCompete or
not to
compete
DTN-MANET are dependent on the number of participating nodes in the network
[275]. In addition, in the post-disaster scenario, every node should be able to com-
municate as long as possible. Resource allocation in DTN-MANETs has the goal to
improve the overall lifetime of the network and not only of individual nodes. Even
though the selection strategy needs to cope with the decentralized characteristics
of DTN-MANETs, it should try to achieve an equal resource allocation among all
network participants and try to avoid nodes that waste time and energy by heading
to resources they cannot consume in the end.
The strategies that are discussed in this section, can be divided into non-cooperative
and cooperative strategies. Non-cooperative strategies are not utilizing the communi-Allocation
strategies cation potential of the DTN-MANET for the allocation service, resulting in nodes
not disseminating advertisements. We use non-cooperative strategies, named En Pas-
sant1 and Oracle, as baseline approaches. En Passant only selects RDBs in direct reach
and Oracle is assuming a central knowledge entity that is aware of every RDB. In
contrast to the two baselines, cooperative strategies disseminate knowledge about
known energy resources and can further be divided into strategies with and without
disclosure of node context. All our selection strategies discussed in the following
section assume selfish behavior by the nodes, meaning that they are consuming as
much energy at an RDB as possible.
En Passant
With En Passant nodes only consume energy resources that they discovered them-
selves while having a demand for energy. Adapted by the state-of-the-art, this is
the same situation compared to the "view only" parking place relevance estimation
method discussed in [57] for parking space assignment addressed in Chapter 3. No
advertisement dissemination takes place and additionally nodes do not store discov-
ered RDBs in their advertisement store. The probability of over-competition is very
low with this strategy, since the low distance to the RDB upon discovery. This also
results in short times spent in the more energy consuming Heading state. As a draw-
back, En Passant results in nodes often not knowing any available resources when
they have demand and available may not be consumed. We use this strategy as a
1 Named after a chess move by which a pawn attacks an opponent’s chess figure while passing it.
5.2 prolonging the network lifetime through resource allocation 53
lower baseline in our evaluation, as it does not use any form of communication for
resource allocation resulting in no additional message overhead.
Oracle
Although we do not assume a functioning communication infrastructure in our sce-
nario, we would still like to compare the different allocation strategies against a
centralized approach, as it would be used in the non-disaster case. The so-called
reservation Oracle knows all locations and charge states of every node in the network
and all locations and available resources of active RDBs. If a node has demand for
energy, the Oracle provides it with instant access to a first-come-first-served resource
reservation mechanism. It reserves the amount of energy needed to fully recharge
the node at the RDB with the lowest costs. The Oracle, therefore, eliminates over-
competition, as reserved resources are not allocated more than once. Additionally,
in theory, global knowledge allows us to allocate all existing energy resources that
can be reached by the nodes. The time a node needs to spend in the Heading state
can vary greatly, depending on the location of the reserved RDBs. Furthermore, the
Oracle is not taking resources into account who appear after a reservation is granted.
This results, similar to the discussed parking space assignment problem [57] in Chap-
ter 3, in nodes traveling longer distances to reserved resources, while passing closer
RDBs on their way. The Oracle is used as an upper baseline in our evaluations.
Greedy Selection
The Greedy Selection strategy is a cooperative resource allocation strategy that dis-
tributes knowledge in the network by disseminating RDB advertisements as de-
scribed in Section 5.2.2. Compared to the En Passant strategy, nodes can compete
for energy resources they did not discover themselves and are always heading to
the RDB with the lowest cost. The dissemination of information about depleted
energy resources also makes it possible to cancel a Heading attempt before the
node reaches the empty RDB. Theoretically, similar to the Oracle, nodes can achieve
a common state of knowledge about available RDBs, which is the basis of the in-
dividual cost mapping process and individual resource selection. This will most
likely result in the consumption of all discovered RDBs by the network participants.
The Greedy Selection strategy does not disclose any node context to other nodes in
the DTN-MANET, for example, the nodes location, the current energy state, or the
targeted RDB. Therefore, nodes are unaware of other competitors, heading to the
same targeted energy resource.
In the case of the selection strategies already presented, the available communi-
cation potential of the DTN-MANET for cooperative coordination and allocation of
available energy resources is not yet utilized.
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5.2.4 Ad Hoc On-demand Reservation Vector Auction
Ad Hoc On-demand Reservation Vector Auction (AORVA) is a cooperative selection
strategy with the disclosure of the node’s context information, in the form of re-
source reservations. AORVA utilizes the communication of the individual outcome
of the node’s decision procedure, containing whether other nodes in the network
are competing for a certain energy resource. With this additional information, other
nodes can react to those decisions by changing their own decision, to avoid over-
competition and unsuccessful Heading attempts.Avoid over-
competition AORVA is based on the principle of decentralized auctions by sharing an expres-
sion of interest in a specific energy resource in the network. AORVA is inspired by the
Chaos primitive for all-to-all data sharing [127] and by the Ad Hoc On-demand Dis-
tance Vector (AODV) [190] proactive routing protocol for MANETs (cf. Section 2.3).More
knowledge,
better
decisions
Chaos combines requests or values in the network with the help of a merge operation
to achieve consensus in the network. Round by round requests or values are merged
when received and only distributed in the network if the result of the merge changes.
AORVA adapts this principle by providing an auction merge algorithm to allocate
resources to the highest bidders. AODV is a reactive routing protocol that discovers
communication routes only when needed. If a route to the desired destination is
found, a so-called route response is sent back the same path it reached the destina-
tion to prevent routing loops. AORVA adapts this idea to re-route information about
reservation cancellations.
The interest in a particular resource is represented by a reservation, which con-
tains a bid and the amount of energy the node intends to consume. Other nodes inResource
reservations the network use these reservations to know in advance the current competitors of a
specific RDB and to derive their chances if the Heading attempt is profitable. Nodes
in the network maintain a reservation vector in their advertisement store. Reservation
vectors are initially empty for every RDB known by the node. Nodes can reserve
energy resources by adding their demand and the bid to the reservation vector of
the desired RDB, which is then periodically distributed in the network via reserva-
tion request messages including the node’s incremented Request Sequence Number
(RSN). Receiving nodes approve the reservation by combining the reservation vector
with their local copy via a merge operation. Reservations are approved in decreasing
order of their bids until the expected amount of energy at the RDB depletes. If the
requesting node’s reservation is part of the merged vector, the node forwards the
request to its neighbors. Otherwise, the node informs the requester by sending back
a reservation response, as sketched in Figure 25.
Since DTN-MANETs cannot guarantee constant communication paths due to the
nodes unpredictable mobility, AORVA does not utilize reservation acknowledgments.
Nodes creating a reservation request switch optimistically to the Heading state un-
til they reach the targeted RDB, discover new resources, or receive a reservation
response containing the cancellation of their reservation. By disseminating reserva-
tion vectors in the form of reservation requests and reservation responses, AORVA
tries to achieve a local consensus of RDB assignments. As discussed and analyzed
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Figure 25: Resource request (RReq) by node A, approved by all nodes except of node D,
which is sending back the negative acknowledgment in form of a reservation
response (RResp) and will not forward the original RReq further [72].
using the field test data in Chapter 4, achieving a global and up-to-date consensus
in a DTN-MANET is very unlikely. However, in the case of resource allocation, this
is not necessary, because there exists a strong local interdependence between the lo-
cation of an RDB and the location of a node. With an increasing distance between a High
relevance of
resource
locations
node and an RDB, the probability of competitors closer to the resource is increasing
as well as the additional energy that needs to be invested while in the Heading state.
Reservation Vectors, the Auction Merge Operation, and Bid Types
Every node maintains reservation vectors for every known RDB. If a node reserves
resources or receives a reservation request, it updates the corresponding vector. A
reservation vector of the tuple (RDB-ID, BSN, emax, R), containing the unique RDB
identifier RDB-ID, its last known BSN, the expected amount of energy available at the
RDB emax and a set of reservations R. A reservation r has the form of (NodeID, RSN,
t, bt, eres), including the node’s unique identifier NodeID, the current RSN, the time t
the reservation was created, the bid bt of the reservation at time t and the amount of
reserved resources eres. The total reserved energy amount of all reservations cannot
exceed the available amount emax at the RDB, so emax >
∑
r∈R r.eres must always
apply. Nodes can only reserve resources at one RDB at a time, which is assured
by a node’s RSN that is increased with every reservation request. Nodes remove
obsolete reservations, by only considering reservations with the highest RSN for each
node. If a reservation is not granted by the merge algorithm explained below, the
reservation is removed from the reservation vector. Nodes are not allowed to alter the
reservations of other nodes to obtain a valid reservation. Instead, they respond with
an updated vector, and the requester itself can decide if the amount of unreserved
energy resources is worth to reserve again with a new reservation request.
The reservation creation time t is used by AORVA in two ways: First, reservations
are no longer taken into account if they are older than a defined reservation vector
lifetime. Second, if, for example, the distance between the node and the RDB is used
for the reservations bid bt, t is used to estimate the distance decrease since the reser-
vation was issued. Based on the concept of the charging process of wireless sensor
nodes in [271], AORVA uses a combined bid function of the distance to the RDB and
the current energy level of the node. Nodes are assumed to be in an emergency state
if their charge level is critical. As shown in Equation 3, nodes use a bid bt of the
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inverse of the distance d−1 if in emergency state, otherwise the negative distance −d.
bt =
{
d−1 if Emergency State
−d else
(3)
According to Equation 4 the bid bt ′ at current time t
′
is calculated based on the
original bid bt using the velocity estimate v (1.2 m/s). The current bid bt ′ is considered
during the auction merge operation.
bt ′ =


(
b−1t +
(
t
′
− t
)
v
)
−1
if Emergency State (bt > 0)
min
(
bt +
(
t
′
− t
)
v, 0
)
else (bt 6 0)
(4)
The auction merge algorithm (cf. Algorithm 1), is used to allocate resources to re-
questing nodes. The auction merge is performed whenever a node creates or receives
a reservation vector that differs from the local copy. The contradicting vectors needMerge
reservations to be merged to determine, which reservations are granted. The merge results is
a new reservation vector combining the information of the two input vectors. The
nodes with the highest current bids bt ′ will get granted the requested eres, in de-
scending order (cf. Algorithm 1 line 23). If the requested energy is higher than the
unreserved energy left (eleft) for an RDB the reservation is skipped to favor other
reservations with lower eres. If the BSNs and the emax values of the vectors differ,
the reservation with the lower BSN is ignored since the reservation was based on old
RDB information. If both reservation vectors contain a reservation for the same node,
the vector with the highest RSN is taken into account (cf. Algorithm 1 line 11). If the
auction merge results in granting all requested reservations, the initial reservation
request updated with the combined reservation vector (cf. Algorithm 1 line 28) is
disseminated further to neighboring nodes.
The combination of two different reservation vectors using the merge algorithm
is symmetric and unambiguous. With ⊕ as the merge algorithm and the vectors A,
B and C, the following conditions apply when all the following example operations
happen at the same time t
′
: First, it holds that A⊕ B = B⊕A, since the order of the
reservations does not matter. Second, A⊕ B = C ⇒ A⊕C = C∧ B⊕C = C applies,
because the outcome does not change if the resulting vector C is merged again with
the vectors used for its creation. This way, it can be guaranteed that the outcome
of the auction merge is always the same, regardless of which node performed the
operation, and regardless of whether an already merged vector is used as input.
Reservation Requests
If a node has demand for energy, it chooses the RDB with the lowest cost in its adver-
tisement store. Instead of assuming the advertised energy amount from the RDB, the
node considers the energy amount left by taking into account already existing reser-
vations with higher bids. The node merges a newly generated reservation, including
the reserved amount of energy and its bid, with the locally stored reservation vector.
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Algorithm 1 Auction merge algorithm [136].
1: procedure AuctionMerge(A,B)
2: if A.BSN < B.BSN∧A.emax 6= B.emax then
3: ↑ B
4: end if
5: if B.BSN < A.BSN∧B.emax 6= A.emax then
6: ↑ A
7: end if
8: Union[]← ∅
9: for r← A.R∪B.R do
10: if ¬expired(r)∧¬obsolete(r.RSN) then
11: if r.NodeID ∈ Union then
12: if Union[r.NodeID].RSN < r.RSN then
13: Union[r.NodeID] = r
14: end if
15: else
16: Union[r.NodeID] = r
17: end if
18: end if
19: end for
20: eleft ← A.emax
21: R← {}
22: for r← reservations in Union sorted in descending order of bid value at current time t ′ (bt′ ) do
23: if eleft > r.eres then
24: eleft ← eleft − r.eres
25: R← R∪ {r}
26: end if
27: end for
28: ↑ new ReservationVector(A.RDB-ID, max(A.BSN, B.BSN), A.emax, R)
29: end procedure
As the example in Figure 26 shows, this can result in the cancellation of reservations
with lower bids.
If a suitable RDB is determined, the node increments its RSN and sends out a
reservation request. A reservation request has the form RReq(NodeID, RSN, Adv, R,
TTL, HSeq), containing the node’s identifier NodeID and its current RSN, the last
known advertisement Adv of the RDB, the merged reservation vector R, a maximum
hop count TTL, and the hop sequence HSeq containing a list of forwarding nodes.
We include the advertisement of the RDB in the request so receiving nodes with
older information can update their advertisement store. Initially, HSeq only contains
the originating node and forwarding nodes add their identifier before disseminating
the reservation request further. After broadcasting the reservation request, the node
will start heading to the targeted RDB until: i) the node’s reservation is canceled
after the merge with a received reservation request for the targeted RDB, ii) the node
receives a reservation response addressed to itself, or iii) when receiving a new RDB
advertisement and the node re-evaluates its reservation. Due to the unpredictable
movement of the nodes and the frequent discovery of new communication neighbors,
the node sends out its reservation request periodically with an incremented RSN and
an updated bid.
58 d2cs .kom : decentralized disaster communication system
RDB-ID: 1 BSN: 1 emax: 100
NodeID RSN Bid t eres
A 1 10 0 50
B 1 8 0 30
C 1 3 0 10
(a)
⊕
RDB-ID: 1 BSN: 1 emax: 100
NodeID RSN Bid t eres
D 1 9 0 40
(b)
=
RDB-ID: 1 BSN: 1 emax: 100
NodeID RSN Bid t eres
A 1 10 0 50
D 1 9 0 40
C 1 3 0 10
(c)
Figure 26: Estimating the expected resource amount at an RDB and reserving resources in
AORVA. (a) is the local vector for RDB 1 at node D, (b) is D’s reservation request
for 40 resources and (c) the result of the merge algorithm [72].
Reservation Request Forwarding and Reservation Response
In AORVA every node is capable of answering a reservation request. If any node
detects that a reservation can no longer be granted, the node is responsible for in-
forming the requesting node by sending back a reservation response. This procedureCancel
reservations is inspired by the AODV protocol [190] where every intermediate node can answer
to a route request if the required information is available. When a node receives a
reservation request, the following procedure is executed:
First, the node compares the Node-ID and the corresponding RSN included in the
reservation request with its locally stored information. If the RSN in the request is
lower than or equal to the local information of the RSN in combination with the corre-
sponding node, the reservation request is ignored. This avoids the storage of obsolete
reservations and prevents dissemination loops. Otherwise, the node updates its local
information about the requesting node. Next, the node compares the advertisement
included in the request with its local advertisement store. If the BSN is higher, the
node updates its local information. Otherwise, the local advertisement replaces the
RDB information of the reservation. In any case, the node combines its local reserva-
tion vector for the respective RDB with the vector from the request, using the merge
algorithm. Before the merge, the current bids are projected and updated considering
the time passed since the reservation. The node’s local vector and the vector from
the request are replaced with the merge result. If the requesting node is still part
of the merged reservation vector and the maximum hop limit has not been reached,
the node forwards the reservation request to its neighbors and adds its identifier to
the hop sequence HSeq. If the requesting node is not part of the reservation vector,
the reservation is not granted, and the node answers with a reservation response
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(RResp). Utilizing the hop sequence, the response is sent back via the reverse path,
containing the merged reservation vector. Receiving nodes update their local vec-
tors with the merge result and remove themselves from the hop sequence until the
response reaches the originator of the request. Upon the arrival of the reservation
response, the originator cancels its Heading attempt if it still targets the same RDB
and restarts the resource selection again.
The following example in Figure 27 demonstrates the full resource reservation pro-
cess of AORVA. For simplicity, we are considering money (e) as a time-independent
resource bid, which does not need to be recalculated before the vector merge. Node
A wants to reserve 50 resource units (ru) at RDB1, which has a capacity of 100 ru.
Node A only knows its own reservation and forwards its reservation request to its
neighbors B and C. Both nodes have already indicated their interest in the same RDB
and merge the new reservation with their local vector. After the merge, Node B’s
reservation is canceled due to the higher bid of Node A and insufficient resources
left for the initial reservation (70 ru). Afterward, Node B forwards the request. The
reservation of Node C is higher than A, but both reservations are granted because
the reserved amount of energy resources is less than the amount available. The
merged vector, containing both reservations, is forwarded to Node D. Node D has
not reserved any resources, but it stored a reservation of Node E in its local vector.
Due to the higher bid, Node A is no longer part of the merged vector. Node D
sends back a reservation response to Node A via Node C, and both nodes update
their local reservation vector. Receiving the response, Node A cancels its Heading
attempt and starts the resource selection process again.
C
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2
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Figure 27: Example of a resource reservation process of AORVA. Node A initiates a
reservation request (RReq) in the form of (NodeID, RSN, reserved resources, bid,
creation time). Local vectors at nodes are marked with dashed lines. The merging
of vectors from the reservation response (RResp) is omitted [136].
In this section, the resource allocation service was introduced, which as a core con-
tribution of D2CS.KOM aims to provision continuous communication and to main-
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tain the possibility of post-disaster communication as long as possible. The scenario
considered, includes the availability of energy resources to prolong the lifetime of
the individual nodes and consequently of the overall DTN-MANET. The resource
allocation client has been explained in detail for its various components and their
interdependencies and interactions between each other. Non-cooperative and coop-
erative resource allocation strategies have been presented for the allocation of energy
resources. The non-cooperative strategies En Passant and Oracle are used as baseline
approaches to evaluate and understand the performance of the cooperative strategies.
Cooperative strategies like Greedy Selection use the distribution of advertisements in
the network to share knowledge about discovered resources. This communication-
based cooperation enables the nodes to allocate resources in a fully decentralized
manner, but without revealing their own states and decisions. AORVA, on the other
hand, additionally communicates its own decision in the network to reduce over-
competition for the limited energy resource. A detailed evaluation of the various
strategies and the determination of relevant parameter values is described and dis-
cussed in Section 6.2 based on the transfer of the considered scenario in a simulation
environment described in Section 6.1.
5.3 information selection and prioritization under network re-
strictions
In Chapter 4, the extensive survey of post-disaster communication characteristics
in addition to the conducted field test revealed that the limited capacity of DTN-
MANETs cannot fully replace infrastructure based communication. The combinationHigh and
changing
demands
of high and continuously changing demands of the communication after a disaster
potentially overloads the network while the unpredictable movement of the network
participants further limits data dissemination. At the same time, the timely and re-
liable delivery of messages is crucial for disaster response efforts and self-help of
civilians. Message prioritization can be applied to cope with these restrictions to en-Need for
timely and
reliable
message
delivery
sure that the most relevant information in the current situation is disseminated in a
timely and reliable fashion. In the prioritization process, it is particularly important
to create suitable prioritization mechanisms for post-disaster situations, which can
consider dynamic scenario-specific communication characteristics.
Message prioritization is an essential part of D2CS.KOM for the post-disaster com-
munication, and it is crucial to understand the impact of the respective prioritization
on DTN-MANETs to design adaptive approaches. In this section, we present the
modular extensions for prioritized communication as part of the D2CS.KOM archi-
tecture (cf. Figure 20), including different prioritization mechanisms and a discussion
of the post-disaster prioritization challenges. The architecture is the basis for the eval-
uation of different prioritization algorithms in Section 6.3, focusing on the impact on
the communication network.
5.3 information selection and prioritization under network restrictions 61
5.3.1 Prioritization Challenges in Post-Disaster Scenarios
Prioritization is a challenging issue, considering the changing communication behav-
ior of the affected population throughout the post-disaster situation. As a result, the
relevance of specific messages is determined by the message content, message type,
or the user’s context. Thus, the relevance also changes over time and is hard to quan-
tify [203, 240]. Prioritizing relevant data always results in penalizing other data if
the available communication resources are insufficient. Especially in the considered
post-disaster scenario, it is crucial to understand the potential impact and interac-
tions of message prioritization on DTN-MANETs and their capabilities for timely
and network-wide data dissemination under network restrictions.
The goal of message prioritization is to reduce the load on the network that is Reduce com-
munication
load
caused by unimportant messages, to increase the probability of successful data prop-
agation of high prioritized messages. Furthermore, prioritization should ensure that
important messages reach as many recipients in the network as possible and as fast
as possible. Prioritization, therefore, favors specific messages and delaying or com-
pletely dropping less relevant ones. Recent work showed that post-disaster messages
could be grouped into distinct categories [123, 203]. Categories are, for example,
warnings, reuniting efforts or requests for help, which are similar to the services
that were available during the field test [9, 135] described in Chapter 4. Additionally,
one unique characteristic about the post-disaster communication is that the number
of messages of certain categories and their importance change during a disaster, as Trending
message typesdiscussed in [102, 198, 203] and schematically illustrated in Figure 28. In the direct
time [h]
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Figure 28: Illustration of time-dependent traffic load per message type [140].
aftermath of a disaster, emergency messages are considered to be most important
and are also the most prevailing message type. In the further course of the disaster,
other message types, such as safety-related information and guidance information
for the affected population, get more important and take over a larger portion of the
available bandwidth in the DTN-MANET. Past disasters showed [102, 198, 203] that
emergency messages are continuously generated through the further stages of the
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disaster with a lower frequency, while the network is already dealing with a huge
communication demand consisting of other message types. To always ensure the de-
livery of important message types, for example, emergency messages, a static priori-
tization order of the occurring message types can be utilized. While the prioritization
of vital messages is desired, there are implications considering the disaster-specific
communication message trends visualized in Figure 28 and the DTN-MANET store-
carry-forward principle. Duplicates of already distributed high prioritized messages
are blocking new messages with a lower priority from being forwarded in the net-
work. Therefore, flexible and adaptive prioritization schemes are needed for post-
disaster communication considering environmental and contextual changes, such as
disaster-related content, the user’s location, or even the activity [134] of the user.
5.3.2 Architecture for Prioritized Post-Disaster Communication
Based on existing research (cf. Section 3.3), disaster-specific message types are ei-
ther predefined by the respective service or can be derived based on the message
content or the user’s context. D2CS.KOM enables prioritization by adding a generic
and customizable message storage as part of a prioritization layer to the general
architecture of DTN-MANETs. The message prioritization exclusively operates on
the message storage as illustrated in Figure 29, separating the prioritization from
the DTN-MANET functionality. This separation enables us to evaluate the impact of
different prioritization mechanisms on the performance of the post-disaster commu-
nication network in Section 6.3.
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Figure 29: Architecture for prioritized post-disaster communication [140].
Messages can be annotated with two types of additional meta-information: i) DTN-
MANET-specific meta-information, such as the hop count or the timestamp depend-
ing on the utilized routing protocol, or ii) application-specific meta-information such
as the message type or the user’s context depending on the used service. The meta-
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information can be updated when a message is received or forwarded as displayed
in the lower part of Figure 29. Whenever a new message is sent by the application
or received through the network for the first time, it is stored in the message storage.
If the message is already stored the DTN-MANET-specific meta-information can be
updated. Typically, the message storage of DTN-MANET nodes operates similar to a
stack, adding new messages on the top. Depending on the available network capac-
ity, the top N messages from the storage are forwarded periodically to neighboring
nodes, often in combination with filtering methods [36, 200] or optimized transmis-
sion processes [267] to reduce the network load or to skip messages already known
by the communication neighbors.
The prioritization process is modeled as a manipulation of the message storage,
that makes it possible to remove or reorder messages. Messages older than the Time
to Live (TTL) are deleted from the storage to limit the messages being stored and
to reduce the network demand. It is important to mention that a reasonable TTL is
highly dependent on the considered scenario and utilized services and might even
differ, depending on the message content, type, or the user’s context. The access to
the DTN-MANET- and application-specific meta-information is an important aspect
for the message prioritization to construct a scenario-specific prioritization order. In
the following, we introduce three prioritization algorithm examples, which manip-
ulate the message storage of the network participants. These examples are used as
a foundation to show the usability of the introduced architecture, to assess insights
of the impact of different prioritization algorithms on the DTN-MANET communi-
cation performance and discuss their applicability to the considered post-disaster
scenario. The following examples contain two edge-cases of possible manipulations
of the nodes message storage. On the one hand, no message reordering is executed,
and on the other hand, a predefined importance-order determines the manipulation
of the stored messages. A third algorithm exemplifies the possibility of considering
meta-information of messages to adapt the manipulation of the message storage. Prioritization
algorithms
no prioritization. With this algorithm, the prioritization only has the basic task
to periodically remove expired messages from the message store. This basic
task is included in every prioritization algorithm to prevent the continuous dis-
semination of outdated messages. Due to the stack-like behavior of the message
storage, newly received messages are also propagated first again.
static prioritization. The static prioritization relies on a predefined order of
message types that determines the importance of the different types. For post-
disaster communication networks, this order can be defined by disaster relief
organizations or other experts. Every time a message is stored, the static pri-
oritization algorithm reorders the messages according to the predefined order.
Within one message type, messages are sorted by their age, with new messages
on top to ensure timely dissemination of new information in the network.
adaptive prioritization. Motivated by the communication behavior illus-
trated in Figure 28, the adaptive prioritization algorithm ranks message types
according to the number of messages received or generated by the node itself
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for a predefined time window. Over time, the algorithm tries to capture the
change in the message frequency of a specific message type and the type’s
resulting relevance to the post-disaster communication. The highest priority is
allocated to the most prominent message type, and the prioritization order is
changed accordingly. If two or more message types have the same rank, the
algorithm falls back to the static prioritization behavior. To ensure that new
trends can be detected by the prioritization algorithm, newly generated mes-
sages are propagated at least once to the neighbors of the originator, regardless
of their type.
To assess the impact of the different prioritization algorithms, the architecture can
be used to observe the interactions between the DTN-MANET with the message
prioritization and the specific dynamics of the post-disaster scenario communication
characteristics. In Section 6.3, we discuss a proof-of-concept evaluation, highlighting
the impact of prioritization on the delay and recall in DTN-MANETs with different
message types and message relevance.
5.4 long-range communication support
As already shown in Chapter 4, it is in the nature of humans in disasters to form
groups and meet at relevant locations, so-called Points of Interest (POIs), which
play an essential role in case of a disaster. Such POIs can be, for example, a mar-Relevant
locations ket place or a hospital or – thinking in more substantial dimensions – whole villages
or cities. When DTN-MANETs are utilized for the post-disaster communication in
those places, communication islands will form, as discussed in Section 2.3. Resulting
from the field test analysis in Section 4.3, the high node density in communication
islands is sufficient for post-disaster communication. Since the intra-island commu-
nication is feasible, the results from the conducted field test further revealed that
inter-island communication is hindered by the insufficient movement of nodes be-
tween them. The limited movement results in highly delayed message transfers or,Inter-island
communica-
tion
depending on the message TTL, even message expirations.
In this section, we put a particular emphasis on the difficulties of providing com-
munication between different communication islands reliably. To address this goal,
we are looking at the reasonable use of long-range low-bandwidth communication
modules in different environments after we put our primary focus on the use of
highly mobile and controllable UAVs, which are used as data ferries to enable inter-
island communication.
5.4.1 Modules for Long-Range Communication
One simple idea to interconnect two regional isolated communication islands with
each other are via a single communication link using long-range communication
devices. To be able to evaluate the applicability of such devices, to support post-
disaster inter-island communication, we conducted two proof of concept evaluations
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in different environments. One of the concepts is focusing on the Line of Sight (LOS)
communication between two modules and the other concept evaluates the commu-
nication capabilities in an urban environment.
The LOS experiment was conducted in partnership with different experts of low- Line of sight
experimentcost robust outdoor disaster communication relay devices (Serval Mesh Extenders [80]).
Mounted on cars for sufficient energy supply, two devices were positioned 4km
apart from each other in LOS, with a link throughput of approximately 1 kB/s. For
further details, the interested reader is referred to [135]. The experiment has shown
that a kilometer-wide inter-island communication is possible but limited by the low
bandwidth. The applicability of such devices is further restricted by the necessity
of a flexible ad-hoc positioning of them at the edges of potential communication
islands, which are often not known beforehand. Especially in post-disaster scenarios,
the devices have to be positioned and be functional as soon as possible, in the best
case, even before the disaster occurs. Furthermore, it is necessary that the affected
population has access to the long-range communication modules, which is often
impossible or dangerous.
Since communication after disasters is occurring in the areas where people are lo- Urban
environment
experiment
cated, our second concept for long-range communication evaluates the use in urban
areas. We conducted a field experiment to measure the achievable communication
distances in a city environment to gather the impact of signal attenuation caused by
buildings and other obstacles. For the experiment, we used two LoRa communication
modules [128], one located on top of a building (∼15m) near the city center of Darm-
stadt, Germany, and one mobile device positioned at various locations in the city.
We used the configuration setting for the maximum communication range, applying
a spreading factor of 12 and a bandwidth of 125kHz, resulting in a throughput of
183.11 bit/s. A detailed description of the module configuration and their influence on
the communication range can be found in [65]. The measurements presented in Fig-
ure 30 show the successful and unsuccessful data transmission depending on the dis-
tance between the two devices and the attenuated distance. The blue Pareto-optimal
measurements show that the maximum distance between the two communication
modules in the urban environment is below 600m with an attenuated distance of
approximate 140m. The heavy drop in the communication range, compared to the
4km line of sight experiment clearly shows the strong influence of obstacles on the
communication capabilities of state-of-the-art long-range communication. While the
reduced communication range is sufficient to connect nearby communication islands,
for example, separated from each other caused by flooded streets or other impassable
obstacles, bridging higher distances without a LOS is often not possible.
Since disasters can take place almost everywhere without any warning, the deploy-
ment of additional communication devices beforehand or after the disaster is difficult
and often dangerous. Additionally, the exact location of communication islands and
their separation from each other can have dynamic nature and is hard, if not even
impossible, to predict. Therefore, we are focusing on highly mobile and controllable
UAVs equipped with DTN-MANET communication capabilities, to function as data
ferries to enable inter-island communication.
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Figure 30: Measurements of successful (green crosses) and unsuccessful (red crosses) data
transmissions, depending on the distance between the two modules and the
attenuated distance. Pareto-optimal successful transmissions are marked with
blue dots [65].
5.4.2 UAV-based Support Strategies
In recent years, the increasing commercialization and the resulting growth in pop-
ularity of UAVs have attracted the attention of researchers and practitioners alike.
Besides UAV applications in the private and commercial sector [96], they can be op-
erated to support emergency response efforts and search and rescue mission [223],
which is discussed in detail in Section 3.4. The analysis of the recorded field test
data in Chapter 4 made clear that the inter-island communication cannot be suffi-
ciently provided by the uncontrolled movement of DTN-MANET nodes. Especially
for high prioritized messages, such as emergency messages, long propagation delays,
and poor dissemination in the network are unacceptable (cf. Section 5.3). A single or
multiple autonomous UAVs can collaborate to support the communication capabili-
ties of the DTN-MANET on the ground to increase the performance of post-disaster
communication. As drafted in Figure 31, UAVs can act as data ferries to spontaneousSupport
post-disaster
communica-
tion
build communication bridges by facilitating message transport between intermittent
communication islands.
UAVs have identical communication capabilities as nodes on the ground and are
easy to integrate in the network. UAVs also are taking advantage of other DTN-
MANET node functionalities, such as the periodic beaconing procedure, to detect
new communication neighbors in reach (cf. Section 5.1). The challenges that appear
are the design of suitable communication support strategies, including the discov-
ery of communication islands and the occurring communication demands as well as
the coordination of multiple UAV data ferries. In this section, we present two fun-
damental example strategies for UAV-based support strategies in DTN-MANETs, toUAV-based
support
strategies
demonstrate the versatile application of UAVs. The impact of different strategy set-
tings on the DTN-MANET ground communication, such as the number of utilized
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Figure 31: UAV-based inter-island communication [141].
UAVs, is evaluated in Section 6.4, with the main focus to investigate to what extent
UAVs would have supported communication during the conducted field test.
The main differences of UAVs compared to ordinary DTN-MANET nodes, are UAV
characteristicsi) the freedom of movement in three dimensions independent from obstacles on the
ground, ii) higher movement speed up to 15 m/s, iii) a lower battery lifetime (15–
25min) caused by the additional energy consumption of the UAV propulsion, and
iv) the need to for a base-station to allow battery recharge or battery replacement. In
order to demonstrate the various possible applications of UAVs and their impact of
the field test replication (cf. Section 6.4), we present two fundamental state-of-the-art
strategies in the following: the relay mesh strategy [159] and the data ferry strategy [284],
illustrated in Figure 32.
(a) Relay mesh strategy. (b) Data ferry strategy.
Figure 32: UAV support strategies [141].
The idea of the relay mesh strategy is to provide the best possible communication
support on the ground without any limitations of the number of utilized UAVs. In a
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configurable distance to each other, UAVs form a connected grid above the area of
the DTN-MANET communication islands on the ground. Each UAV relays messages
between ground nodes over the dedicated aerial relay network. The advantage of this
strategy is the full coverage of the affected area, with expected short delivery delays
and exhaustive message distribution over the area. However, the large number of
UAVs reduces the practicability, while the dynamic movement possibilities are also
mostly unutilized. As an example, full coverage of a 4 km2 area requires at least 178
UAVs, considering the observed transmission range from the field test (≈110m) for
the DTN-MANET-to-UAV communication and vice versa and 150m for the UAV-to-
UAV communication based on [88, 133, 277]. UAVs need to fly back to a base station
to recharge or replace their battery as soon as their operating time reaches an end.
Therefore, the provision and exchange of replacement UAVs are necessary.
The data ferry strategy (cf. Figure 32b) fully utilized the dynamic and controllable
movement of the UAVs to support the communication between different communi-
cation islands. UAVs are hovering over the center of the communication island for
the data exchange, before flying to the next island. This procedure is repeated until
the UAV’s battery depletes. This strategy allows the deployment of different num-
bers of UAVs, resulting in different UAV-island contact frequencies. If the locations
of the communication islands are not known, UAVs need to detect them first in the
discovery phase. In this phase, UAVs swarm out to localize communication nodes
via the periodic beaconing procedure for the DTN-MANET neighborhood discovery.
The collected information is combined in a heat-map at the base-station and commu-
nication islands are identified based on the locations with the highest node densities.
The advantage of this strategy is the higher applicability in post-disaster situations
since the number of required UAVs is significantly lower compared to the relay mesh
strategy and the high movement speed of the UAVs allows the coverage of a larger
area. It is expected that the strategy performs in between the two extreme cases –
no utilization of UAVs and the relay mesh strategy – in terms of the communication
performance of the DTN-MANET on the ground.
A comparison of the impact of the different support strategies for post-disaster
DTN-MANETs is presented in Section 6.4. In the evaluation, we focus on the com-
parison of the two presented strategies compared to the communication performance
without the use of UAVs and the influence of different strategy and scenario settings,
such as the number of used UAVs or the message TTL of the DTN-MANET commu-
nication.
6
EVALUAT ION
To demonstrate the advantages of our proposed Decentralized Disaster Commu-nication System (D2CS.KOM) in supporting communications in the event of a
disaster, we present a detailed evaluation of the entire system in this chapter. In Sec-
tion 6.1, we present the setup of the evaluation environment including the simulation
platform Simonstrator.KOM [209, 210], the evaluation scenario, and the parame-
ters that our assessment is based on. We then assess the impact of D2CS.KOM’s core
components (presented in Chapter 5), namely i) the allocation of available energy re-
sources using different resource allocation strategies, ii) message prioritization, and
iii) the provisioning of different support strategies for inter-island communication,
on the overall communication network.
Besides a common evaluation scenario described in Section 6.1, we are considering
individual scenario settings for the evaluation of D2CS.KOM, which are necessary to
highlight the overall potential of the different core components: For the evaluation of
the resource allocation service, we consider an additional scenario to simulate a situ-
ation with high over-competition for energy resources, as described in Section 6.2. To
be able to understand the impact of message prioritization in Delay Tolerant and Mo-
bile Ad Hoc Networks (DTN-MANETs), we model a post-disaster traffic-workload in
Section 6.3. The traffic-workload is necessary to construct message-specific attributes,
such as different messages types, which are utilized by the different prioritization
algorithms. For the evaluation of Unmanned Aerial Vehicles (UAVs) utilization to
support inter-island communication in Section 6.4, we use the recorded data and
the analysis results from the conducted field test to model this real-world scenario
within our simulation platform. This replication of the field test allows us to simulate
the influence UAVs could have had on the communication network.
The component-specific scenario characteristics and simulation parameters are de-
scribed in the corresponding sections.
6.1 evaluation setup and methodology
In the conducted field test in Chapter 4, we demonstrated that smartphone-based
DTN-MANETs can be successfully used to provide a basic supply of communica-
tion in the event of a disaster. However, evaluating different parameter variations or
potential scaling effects in additional field test repetitions is not feasible due to the
excessive planning required and the costliness of implementation. Furthermore, such
additional tests would not serve to fully investigate the impact of parameter varia-
tions since the exact same conditions must always be fulfilled to produce reliable
statements – which is not the case with human behavior. Therefore, the evaluation of
D2CS.KOM relies on a simulation-based evaluation that supports the representation
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of the dynamic nature of DTN-MANETs and the characteristics of wireless ad-hoc
communication. Especially the movement of the simulated nodes has to reflect hu-
man behavior and social ties during the simulation to provide suitable scenarios.
Additionally, the simulation framework needs to be expandable to integrate the key
features of D2CS.KOM and the findings from the field test.
The event-based simulation environment Simonstrator.KOM [209, 210] and the
underlying simulation engine PeerfactSim.KOM [246] constitute a perfect basis for
our evaluation, since it already supports a social movement model, the integration
of external data sources, and the possibility to implement new functions and exten-
sions. The attributes and functionalities of the Simonstrator.KOM and Peerfact-
Sim.KOM are described in Section 6.1.1. In contrast to the field test, simulation-based
evaluations are not bound to the availability of hardware or individual communica-
tion devices, allowing us to cope with scalability issues and the integration of vari-
ous devices, such as UAVs or energy resources. The simulation framework supports
synthetic system properties, such as workload- or mobility models, as well as the in-
tegration of real-world data, such as the field test recordings. The recordings include
the nodes’ movement traces based on the Global Positioning System (GPS) sensor
and the communication logs (cf. Section 4.3).
We describe the common scenario used for the evaluation of the different compo-
nents of D2CS.KOM in Section 6.1.2, including the scenario-specific characteristics
and models. Furthermore, we explain the utilized metrics to determine the perfor-
mance characteristics of the different components of D2CS.KOM in Section 6.1.3
including a description of the different plot types used in the evaluations.
6.1.1 Simulation Platform
For the execution of the evaluation we use the Simonstrator.KOM [209, 210] proto-
typing platform in combination with the overlay simulator PeerfactSim.KOM [246],
which was originally implemented to simulate Peer-to-peer (P2P) networks. By con-
tinually expanding its functionalities, the Java-based platform now supports DTN-
MANETs and the possibility to design versatile scenario compilations. The Simon-
strator.KOM platform allows researchers to design and evaluate developed com-
munication mechanism throughout prototypical deployments or simulation-based
evaluations. As shown in Figure 33, the Simonstrator.KOM platform structure is
divided into three core components or capabilities: i) the framework that enablesCore
components researchers to design communication systems, ii) its interconnections to different
runtime environments, and iii) the execution and evaluation of designed mechanisms.
The framework abstracts the properties of decentralized mobile systems and al-
lows event-controlled and time-related simulations to be carried out. The scheduling
mechanisms support the abstraction of time and operations are passed as events to
the framework, so the representation of time can be simulated deterministically. Ran-
dom numbers during a simulation are retrieved using fixed seeds, ensuring repro-
ducibility of experiments. In our simulations, we run ten different seeds to consider
the effects of randomness on the simulation results. The instrumentation interfaces
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Figure 33: Overview of the Simonstrator.KOM prototyping platform architecture, adapted
from [209, 210].
allow to measure data to gain an understanding of the system properties during the
simulation runtime. The integration of analyzers and metrics can be used to capture
the properties of a system that are necessary for debugging and evaluation.
Components represent platform-specific functionalities, such as the abstraction of
sensors (e. g., GPS or battery), layers (e. g., ISO/OSI, TCP/IP), or means of com-
munication (e. g., Wireless Fidelity (Wi-Fi), Bluetooth). The Simonstrator.KOM ar-
chitecture allows to construct hosts as compositions of different components, which Hosts as
component
compositions
represent, for example, DTN-MANET nodes, energy resources, or UAVs with their
distinct capabilities in our experiments. Mechanisms utilize the framework to im-
plement specific behavior and inter-relations between different components or hosts.
D2CS.KOM contributions for resource allocation, message prioritization, and strate-
gies for communication bridges are therefore integrated as mechanisms in the Si-
monstrator.KOM platform.
The Simonstrator.KOM framework can be used by different runtime environ-
ments allowing researchers to execute simulations, perform emulations, or support
rapid prototypes on real-world devices with minimal changes. The Simonstra-
tor.KOM supports runtime environments for Java standalone projects, Android
devices, the vehicular network simulator SUMO [26], the overlay simulator Peer-
factSim.KOM [246] and other simulation frameworks.
We utilize the overlay simulator PeerfactSim.KOM to evaluate the different com-
ponents of the proposed D2CS.KOM. It allows us to model the dynamic scenarios
to represent the different characteristics of mobile post-disaster networks, such as
node or communication characteristics. PeerfactSim.KOM supports node mobility,
realistic Wi-Fi propagation, and contention simulations. The simulator supports fur-
ther interfaces to other applications, such as SUMO, to integrate vehicles and their
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behavior into the simulation [156] or the integration of the BonnMotion [15] mobility
trace generator. To improve the usability of PeerfactSim.KOM for the design of post-
disaster communication networks, we integrated the recorded data from the field test
in the simulation platform, to be able to replicate the behavior of the participants.
6.1.2 Mobility and Communication Characteristics
In our considered common post-disaster scenario for the evaluation of D2CS.KOM,
the mobile network nodes represent the affected population. Since the movement
characteristics of the nodes dictate the network topology and interaction patterns of
the nodes, the choice of the mobility model used in the simulations is fundamen-
tal for the evaluation of DTN-MANETs. Mobility models used during simulations
have a high influence on the communication capabilities and consequently on the
performance of D2CS.KOM and its components. In DTN-MANETs, the dissemina-
tion of data is typically dependent on the nodes’ mobility as a result of the applied
store-carry-forward principle. Comprehensive surveys of mobility models for ad-hoc
networks can be found in [16, 18, 22, 41, 115, 236, 260] and disaster-specific mobility
models are discussed in Section 3.1.
The realistic representation of human movement and social behavior [47, 164] in
combination with disaster-specific attitudes [146, 238, 239, 248] is essential for the
evaluation in this work. Therefore, we use and customize a social movement modelModelling
node
movement
[215] that relies on the use of real-world attraction points. Attraction points are used
to model social-, scenario- or application-specific Points of Interest (POIs). These at-
traction points are mapped to real-world locations, which are used as interaction-
and meeting-places by nodes. Especially in the case of a disaster, the social relation
between nodes is important (cf. Chapter 4) and should not be neglected. For example,Social
relations families or groups of friends tend to meet at the same attraction points, or the move-
ment of a single node influences the behavior of its socially connected nodes. One
specific insight from the analysis of the conducted field test in Chapter 4 is the occur-
rence of different group encounter actions when groups of participants meet. Social
interactions took place between meeting groups, such as certain pause-times to ver-
bally communicate with each other, or changing group formations. The presumed
smartphone-based DTN-MANETs are people-centric networks (cf. Section 3.1) and
especially in the case of a disaster, the affected population tends to interact more
frequent with strangers compared to normal life activities [55, 145]. Since the exist-
ing simulation mobility models do not support such group encounter behavior, we
extend the social movement model [215] with the following encounter actions, visu-
alized in Figure 34. Groups in PeerfactSim.KOM consist of one group leader and
one or more group participants. The group participants follow the group leader to
its next desired attraction point. Whenever they encounter another group, they per-Group
encounter
actions
form one of the following actions: i) stay together for some time, ii) merge to one
single group, iii) mix group participants, iv) completely dissolve, or v) move on with
no interaction. Additionally, to the group encounters and the movement in between
attraction point, nodes or groups have an exploration probability of selecting other
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Figure 34: Group encounter actions, adapted from [269]. L = Group Leader, P = Group
Participant, N = None.
locations besides high frequented locations. This exploration behavior reflects search
and rescue effort of the affected population, people looking for family and loved
ones or trying to discover vital resources.
The simulations are performed on a map of a residential area in the city of Darm-
stadt, Hesse of 4km2, made available from OpenStreetMap1. The map includes all
public parks in the vicinity of the downtown campus of Technische Universität Darm- Frequently
visited
attraction
points
stadt, which we use as attractions points during our evaluation, representing evacu-
ation spots and safe havens. Initially, nodes are placed on a random location at the
beginning of a simulation. The node movement is restricted to pedestrian walkways
provided by the map topology.
The simulation of smartphone-based DTN-MANETs further requires models for
ad-hoc device-to-device communication. We employ the 802.11g [268] model from 802.11 Wi-Fi
model for ad
hoc communi-
cation
the ns-3 discrete-event network simulator for Internet systems [100], which is al-
ready implemented into the PeerfactSim.KOM platform [210]. The maximum trans-
mission range is an essential parameter for simulations [250], which is a function of
the signal path loss. Path loss occurs due to general signal attenuation, scattering,
reflection at surfaces, and other influencing factors. Since ray trace models [94] of
the city of Darmstadt are currently not available and their creation would be out of
the scope of this thesis, we rely on an empirical propagation loss model to determine
the maximum transmission range.
Usually, the log-distance model is used for macrocells like Global System for Mo-
bile Communications (GSM), where one or both antennas are positioned at a higher
level, for example, on a rooftop [173]. In the case of a DTN-MANET, however, both
the sender and receiver radio are held by people walking on the ground. Here, ob-
stacles such as buildings and trees play a much more important role by shadowing
the signal or even blocking it completely. Ranges for device-to-device transmissions
of up to 405m, as measured by [61] in a rural area within line of sight, are uncom-
mon in this kind of scenario [74], which was also confirmed by the field test analysis
in Chapter 4. In our simulations, we are using the Surrey University urban mobile-to-
1 http://www.openstreetmap.org [Accessed July 1st, 2019]
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mobile propagation model [124]. The model is based on measurements taken in London
at a low height, and a frequency of 2.1GHz close to our considered 2.4GHz using
802.11g. The model offers two separate formulas for propagation loss at Line of Sight
(LOS) and No Line of Sight (NLOS) conditions:
PLLOS = 4.62+ P0 − 2.24ht − 4.9hr + 29.6 log10 d (5)
PLNLOS = P0 − 2hr + 40 log10 d+C (6)
C =

0 dense urban(HB > 18m)
−4 suburban or urban(HB < 12m)
(7)
where ht and hr are the height of the transmitter and receiver, P0 = 20 log10(4pi/λ)
the reference free space loss to the distance d with the wavelength λ, and HB the
average building height. If no terrain data is available to determine whether a link
is LOS or NLOS, the authors provide an approximation using the probability α that
any given point within a reference distance is within LOS:
PL = αPLLOS + (1−α)PLNLOS (8)
rw
Figure 35: Street model used to calculate LOS probability α for the Surrey University urban
mobile-to-mobile propagation model (reference range r, street width w) [72, 124].
For our experiments, we assume a dense urban area (HB > 18m), equal receiver
and transmitter antenna heights of 1.5m [254], and a LOS probability of α = 0.104.
LOS probability α was estimated by calculating the fraction of a reference circle with
a radius r = 100m that lies within a street with a width w = 30m and infinite
length, while standing in the middle of the road (white area in Figure 35). This
results in a maximum transmission range of 99.66m that we use in our simulations,
which also match the findings of the conducted field test in Chapter 4. To reflect
real communicative behavior in the simulation, the effects of collisions caused by
simultaneous transmissions need to be included. We model this behavior using the
NIST error rate model taken from the ns-3 simulator [100].
If not stated otherwise, we use the simulation parameter setup shown in Table 1 to
model the node behavior and communication characteristics to evaluate the different
components of D2CS.KOM.
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Table 1: Common D2CS.KOM evaluation setup.
Simulated Area [m×m] 2000 × 2000
Map Section (OpenStreetMap) Residential area in the city of Darmstadt
Max. Transmission Range [m] 99.66, urban mobile-to-mobile propagation model [124]
WiFi Standard 802.11g [100]
Movement Speed [m/s] 1.5− 2.5
Movement Social movement [215] with 13 attraction points (parks)
Pause Time at Attraction Points [min] 15− 20
Exploration Probability [%] 20
Density [nodes/km2] 25
6.1.3 Evaluation Metrics
The Simonstrator.KOM platform supports event- or time-based analyzers to log
relevant system behavior to derive metrics for the evaluation of D2CS.KOM. The
set of different metrics that we use for the evaluation of the different D2CS.KOM
components are described in the following:
node lifespan. For the evaluation of the resources allocation service as part of
D2CS.KOM, we capture the number of active nodes in the network during
the simulations. Nodes running out of energy switch to the Offline state, not
participating in the network anymore. We also look into the fraction of lifetime
spent by nodes in the Heading and the Roaming state, as well as the average
lifetime. From [93], we adopt the additional metrics first node offline, half of the
nodes offline and last node offline.
resource metrics . To capture the utilization of energy resources during simula-
tions, we track the available amount of resources on the map over time. With
the constant discovery and consumption of energy resources by the nodes, this
metric provides valuable insights into the allocation capabilities of the differ-
ent strategies used by the resource allocation service. Additionally a metric
records the time of unsuccessful Heading attempts, whenever a node reaches
an already depleted energy resource.
recall . The recall is defined as the ratio of relevant receptions of a message over
a defined set of message recipients. In the case of a message broadcast where
all network nodes are part of the set of message recipients, a recall of 1.0 corre-
sponds to successful network-wide propagation. In DTN-MANETs, the recall
is typically influenced by the node density and mobility, as well as the Time to
Live (TTL) of messages.
delivery delay. The delayed message delivery is a common characteristic in
DTN-MANETs. The metric measures the average time it took a message to
arrive at its successfully reached recipients, via the DTN-MANET-specific
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store-carry-forward principle. It is recommended to always consider the deliv-
ery delay in combination with the recall metric, as the delivery delay alone has
limited significance to assess the network communication capabilities.
Metric Plot Types
For the presentation of the evaluation results, we use time plots and box plots. We
use time plots to investigate the temporal change of selected parameters or metrics
during our simulations.
Box plots are a method to visually describe statistical data, and they provide in-
formation about the data distribution of the simulation results. Figure 36 shows the
different parts of a box plot. The solid line inside the main box represents the me-
dian of the input data. The range from the lower to the upper bound of the box is
called interquartile range, with the bounds representing the 25th percentile (lower
quartile) and the 75th percentile (upper quartile). The two whiskers show the 2.5th
percentile and the 97.5th percentile, meaning that 95% of the results lie in between
the whiskers. Values outside of the whiskers represent outliers and are represented
as crosses. An additional marker with error bars on the left side of a box represents
the mean of the means and the standard deviation of different simulation runs, using
different seeds for the random number generation. If the marker is not shown, all
results from the simulation runs are combined in one box plot. In our simulations,
we rely on 10 different seeds per simulation setup.
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Figure 36: Box plot used in the evaluation.
6.2 impact of the resource allocation service 77
6.2 impact of the resource allocation service
In this section, we evaluate D2CS.KOM’s resource allocation service and assess its
impact on the lifetime of the post-disaster communication network. First, addition-
ally to the common scenario setup presented in Table 1, we describe the utilized
resource allocation service-specific simulation parameters in Section 6.2.1. After the
scenario description, we present an example out of a full system parameter evalua-
tion, presented in [72, 136, 138], for the determination of optimal service parameter
settings in Section 6.2.2. In conclusion, we analyze the performance of the different
resource allocation strategies in Section 6.2.3.
6.2.1 Scenario Model
Besides the common movement and communication characteristics of the simulation
scenario, the evaluation of the resource allocation service of D2CS.KOM requires ad-
ditional features and parameters. First, we model a battery as an additional compo-
nent to the mobile nodes, which limits the nodes’ participation in the network. Based
on the energy consumption calculations in Section 5.2, we model an abstraction of
the nodes’ maximum battery capacity with 14 400 ru (Resource Units) and the power Modelling
energy
consumption
states ...
consumption in the Roaming state as 1.0 ru/s and in the Heading state as 3.11 ru/s.
Correspondingly, a fully charged node can communicate for 4h (14 400 s) in Roam-
ing state. For simplicity, the recharge process is assumed to be instantaneous. The
initial node placement and battery charge level is defined by the simulation configu-
ration, which are explained later in this section.
The representation of energy resources, the Resource Demand Beacons (RDBs), in
the Simonstrator.KOM platform are hosts with no movement capabilities, a battery
component, and the communication behavior as explained in Section 5.2. New RDBs ... and energy
resourcesare generated over time at uniformly distributed random places, with a configurable
energy capacity. During the simulation, one RDB per node is generated over time.
For the evaluation of the different resource allocation strategies, we propose two
different scenarios (s1, s2) to examine their performance. The first scenario s1 focuses
on the long term behavior of the resource allocation with a constant appearance of new
RDBs until the overall energy is depleted. We use the second scenario s2 to explicitly
study the system behavior under over-competition, when nearby nodes have demand
for available energy resources at the same time.
Scenario 1: Long Term Behavior (s1)
This scenario is used to study the long term behavior of the post-disaster communi-
cation network to assess the influence of the different resource allocation strategies
on the lifetime of the network. The nodes’ start energy is distributed with a mean µ
of 67% (9648 ru), which is a typical average battery charge of a user’s smartphone
[71]. To hold the total amount of start resources equal each simulation run, we mul-
tiplied the number of nodes N with the mean and split this amount into buckets by
drawing N times from a truncated normal distribution [217] with an upper bound
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µ+ = 100% and a lower bound µ− = 10% maximum battery capacity, and variance
σ2 = 0.1µ. Resources left over from the first distribution are allocated to the nodes
proportional to their energy level, to ensure that all resources are distributed and no
initial battery state is smaller than the lower bound.
Every two minutes, an RDB is randomly placed on the map, providing enough
energy for two full battery recharges. In theory, the available energy of the RDBs
in addition to the initial start energy of the nodes results in an average maximum
running time of the nodes of 10h 40min 48 s if no additional energy in the Heading
state is consumed. This scenario reflects the beginning of a post-disaster situation
where D2CS.KOM is utilized, and nodes try to discover and consume resources over
time when they run out of energy. Considering this scenario, the number of nodes
that simultaneously have a demand for energy greatly varies depending on the dif-
ferences of the nodes’ current energy state, the node density, as well as the number
of available resources in close vicinity. The scenario helps to assess the benefit of
cooperative resource allocation strategies compared to the non-cooperative baseline
strategies. The described long term scenario-specific simulation parameters are sum-
marized in Table 2, marked with s1.
Scenario 2: Over-Competition (s2)
The second scenario models a situation with high competition over limited energy
resources for large crowds of people. All nodes start with an immediate demand
for energy and are placed at the same location at the beginning of the simulation.
We consider that all nodes have synchronized their advertisement stores, resulting in
all nodes having the same knowledge about available energy resources. 50 nodes
compete for one randomly placed resource per node, which can only serve 50%
of the maximum battery capacity. Such a scenario reflects the situation in which
energy resources are suddenly available in a densely populated area, for example,
provided by aid organizations [32, 235]. This scenario is used to demonstrate the
benefit of strategies with the disclosure of the nodes’ context, such as Ad Hoc On-
demand Reservation Vector Auction (AORVA), where we expect a lower number of
unsuccessful attempts to recharge at an RDB. The scenario-specific parameters for
the over-competition scenario are also summarized in Table 2 marked with s2.
6.2.2 Strategy Parameter Evaluation
To be able to evaluate the different resource allocation strategies, we must first de-
termine appropriate parameter values for the various strategies. Parameter values
are, for example, the Heading threshold, and the nodes’ and RDBs’ communication
settings, such as the RDB announcement timer or the nodes resource reservation
repetition interval. We have carried out a comprehensive system parameter evalua-
tion in [136, 138] using the long term scenario s1 from which we exemplary present
the determination of optimal Heading thresholds for the strategies Greedy Selection
and En Passant in the following. The investigated parameter space of all considered
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Table 2: Resource allocation evaluation setup for the long term scenario (s1) and the
over-competition scenario (s2) in addition to Table 1.
Node Density [nodes/km2] s1: 25, s2: 12.5
Max. Simulation Duration [hours] 20
Max. Battery Capacity [ru] 14 400
Start Energy s1: normal distributed, µ = 67%
s2: fixed = 30%
Initial Node Placement s1: random, s2: central
RDB Placement random
RDB Generation Interval [min] s1: 2, s2: immediately
Energy Amount per RDB [ru] s1: 2 ×, s2: 0.5 × max. Bat. Cap.
Overall Energy [ru] s1: 2 ×, s2: 0.5 × #Nodes × max. Bat. Cap.
Roaming Cost [ru/s] 1.0
Heading Cost [ru/s] 3.11
system- and strategy parameters are summarized in Table 3 and explained at the end
of this section. Additional evaluation results are provided in Section A.3.
The Heading threshold is an important parameter and needs to be determined Determine the
Heading
threshold
individually for each selection strategy. The Heading threshold indicates the energy
state when the resource allocation client initiates the resource selection process. For
example, a Heading threshold of 0.3 results in the initiation of the selection process
as soon as a node’s energy level is below 30% of the maximum battery capacity.
Figure 37 and Figure 38 show the impact of the configured Heading threshold on a
node’s Roaming time for the En Passant and Greedy Selection strategies, respectively.
Since En Passant is an oblivious non-cooperative resource allocation strategy, it
does not store or communicate any RDB information. Therefore, nodes may not be
able to find an available RDB once they hit a low Heading threshold if no RDB
is in the vicinity. This results in an overall poor utilization of available resources
and a shorter lifetime and, consequently, Roaming time of the nodes. This effect
can be observed when we apply a Heading threshold of 0.1 to En Passant. Half of
the nodes run out of energy after 6h 54min with an average Roaming time of 7h
39min (median). In Figure 37 we can determine the optimal Heading threshold of
0.7 with regard to the average Roaming time, resulting in half of the nodes being
offline after 8h 48min and an average Roaming time of 9h 4min (median). With the
optimal Heading threshold for En Passant, nodes profit from the discovery of new
resources for a longer time. A further increase of the Heading threshold decreases
the Roaming time since nodes are heading more often to discovered resources and
the amount of energy that can be consumed to reach a fully charged battery gets
smaller. Nodes are not in the Heading state for distances beyond the communication
range of the RDBs (100m). Therefore, En Passant is the strategy with the shortest
fraction of time spend in Heading.
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Figure 37: En Passant Strategy: Average total Roaming time for different Heading
thresholds (TH) [138].
Figure 38 shows the Heading threshold evaluation for the cooperative Greedy Se-
lection strategy. In contrast to the behavior of En Passant, the Roaming time of nodes
decreases with thresholds higher than 0.2. This behavior is a result of the knowledge
sharing between nodes, which enables them to select the most profitable RDB from
a broader set of known resources, but at the same time it increases the competition,
and the distances traveled while in the Heading state. A low Heading threshold of
0.2 is optimal for the Greedy Selection in the considered scenario. The threshold allows
a sufficient lifetime (20% battery equals 48min lifetime in the Roaming state) of the
node to target another RDB after an unsuccessful Heading attempt. Furthermore, if
enough energy is available at a reached RDB, the amount of energy recharged is at
least 80% of the nodes maximum battery capacity, because of the Heading threshold
of 0.2. Recharging larger quantities of energy reduce the number of nodes having a
demand for energy simultaneously since it takes longer until the nodes have a de-
mand again. A high Heading threshold results in nodes trying to recharge energy at
RDBs more frequently, which results in more Heading attempts and consequently
in higher resource competition.
The determination of the best performing Heading threshold for the different
resource allocation strategies is used as an example to show how different system
parameters are determined. The results of a comprehensive system evaluation are
summarized in Table 3 and briefly described below. Additionally, we provide an
extended evaluation of the influence of different resource allocation strategy param-
eter settings and an evaluation of the robustness of the resource allocation strategies
against scenario characteristics fluctuations in Section A.3.
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Figure 38: Greedy Selection Strategy: Average total Roaming time for different Heading
thresholds (TH) [138].
The resource announcement timer defines the frequency of the resource advertise-
ment distribution of the original RDBs and the forwarding nodes. Together with the
reservation repetition interval of AORVA, these parameters are mainly responsible
for the communication overhead of the resource allocation service. While the reduc-
tion of the protocol overhead is important, we still decide to have announcement
intervals of resource information and reservations at a frequency of 5-10 seconds for
the resource announcement timer and 5 seconds for the reservation repetition inter-
val to also enable the information dissemination in sparse networks. The resulting
communication overhead is limited by the TTL, to restrict the dissemination of data
to a regional extent. Due to the movement speed of the nodes, frequencies lower
than 5 seconds did not result in notable performance improvements of the resource
allocation service (cf. Section A.3).
Optimizing the protocol overhead is not in the scope of this thesis. However, exist-
ing approaches [8, 189, 221], for example, piggybacking announcements during the
neighborhood discovery procedure, can be added due to the design modularity of
the resource allocation service and the overall D2CS.KOM.
The memory span and the reservation vector lifetime define the duration until
RDB advertisements or resource reservations are no longer considered by the selec-
tion strategy anymore and are deleted from the node-storage. The system evaluation
showed that 40min is a suitable value for both parameters because it is a good
compromise between neglecting information at an early stage and incorporating out-
dated information into the nodes decision making [136, 138].
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Table 3: System parameters with the best performing (underlined) parameter values (cf.
Section A.3) [136, 138].
Resource Announcement Timer [s] 5-10, 10-20, 20-40, 40-60
Memory Span [min] 1, 5, 10, 20, 40, 60, 80, 100
TTL [hops] 1, 2, 3, 4, 5, 6, 7, 8, 9
Heading Threshold
– Reservation Oracle .1, .2, .3, .4, .5, .6, .7, .8, .9
– En Passant .1, .2, .3, .4, .5, .6, .7, .8, .9
– Greedy Selection .1, .2, .3, .4, .5, .6, .7, .8, .9
– AORVA .1, .2, .3, .4, .5, .6, .7, .8, .9
AORVA Reservation Vector Lifetime [min] 1, 2, 4, 5, 10, 20, 30, 40, 80, 120
AORVA Reservation Repetition Interval [s] 1, 2, 3, 4, 5, 7, 10, 12, 15, 20, 30
The system evaluation was used to determine the best performing setting of the
parameters that influence the distribution of knowledge, the nodes recharge behav-
ior, and the storage duration of resource- and decision-advertisements. We have
shown that different forms of communication, represented by cooperative and non-
cooperative resource allocation strategies, result in different suitable parameters val-
ues for the different strategies. A non-cooperative strategy like En Passant, for exam-Understand-
ing the
system
behavior
ple, needs to allocate known resources at an early stage to provide the longest Roam-
ing time for the individual nodes (cf. Figure 37). In contrast to cooperative strategies,
such as Greedy selection, it is beneficial for nodes to recharge with less energy re-
maining. This way, nodes consume higher portions of energy, which consequently
decrease over-competition, since fewer recharge attempts per node are necessary.
The determined parameters from Table 3 are further used in the next section to
compare and evaluate the performance of the different resource allocation strategies
considering the two scenarios described in Section 6.2.1.
6.2.3 Evaluation and Comparison of Resource Allocation Strategies
The overall goal of D2CS.KOM’s resource allocation service is to maintain a high
node density in the network. The service’s resource allocation strategies attempt to
keep as many nodes up and running for as long as possible, to support the communi-
cation capabilities of the DTN-MANET. A resource allocation strategy achieves this
by assigning as many available resources as possible to the nodes, while at the same
time avoiding unsuccessful attempts to recharge. If a node’s charging attempt can-
not be successful, for example, if another node reaches the RDB faster or the RDB is
already depleted, it should be aborted as quickly as possible to avoid wasting energy
caused by the higher energy consumption in the Heading state. First we are going to
investigate these characteristics of the different allocation strategies (cf. Section 5.2.3)
for the long term scenario s1 (cf. Section 6.2.1).
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Figure 39a shows the number of nodes supplied with energy over time for the
two baseline strategies Oracle and En Passant, as well as for the cooperative strategies
Greedy Selection and AORVA. En Passant is used as the lower baseline without the uti- Strategy
performance
comparison
lization of any communication for the resource allocation. Oracle is used as an upper
baseline based on the availability of global network knowledge. As expected, Greedy
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Figure 39: Performance over time of the different resource allocation strategies using the
Long Term Behavior scenario s1 [136].
Selection and AORVA perform in between these baselines in terms of keeping nodes
supplied with energy, while allocating almost all available resources (cf. Figure 39b).
The overall nodes alive graph in Figure 39a and the resource utilization characteris-
tics in Figure 39b of Greedy Selection and AORVA are similar. Having a more detailed
look into the result values from Figure 39a, the reservations used by AORVA have a
prominent advantage. AORVA delays the point in time when the first node runs out
of energy to 7:00h compared to 4:55h when using Greedy Selection an improvement
of more than 42%. The first node offline metric is particularly essential in the consid-
ered post-disaster scenario because each network participant can potentially be at
risk and should, therefore, be able to call for help at any time. In comparison, the
first node runs out of energy after 2:47h using En Passant and 7:55h using the global
knowledge Oracle. Maintaining a high node density is crucial for the communication
capabilities of the network and the applied services for emergency response efforts.
It is undesirable to have only a fraction of nodes supplied with energy for a long
time, as it appears in the last hours of the simulations when En Passant or Greedy
Selection is used. In [138] we have extensively evaluated the effects of the networks
node density on the communication capabilities in scenario s1. It follows that a suc-
cessful data exchange between arbitrary locations is no longer feasible when more
than 50% of the nodes run out of energy.
To have a more detailed view on the strategy’s effects on the behavior of the nodes,
we investigate the percentage of the nodes’ total lifetime spent in the Heading state
in Figure 40a. Here, the Heading time consists of the successful and unsuccessful at-
tempts to recharge at an RDB. Dependent on the applied resource allocation strategy,
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we show the average time it took nodes to realize that an attempt will be unsuccess-
ful in Figure 40b. In the worse case, the attempts are canceled on arrival at the RDBs’
locations. In the best case there are no unsuccessful Heading attempts, for example,
achieved by the Oracle strategy with global knowledge. Except of En Passant, all other
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Figure 40: Performance of the different resource allocation strategies using the Long Term
Behavior scenario s1 [136].
strategies have a similar share of time that nodes spend in the Heading state. Besides
En Passant, Figure 40a shows that 2.267% - 2.445% of the nodes lifetime is necessary
to allocate resources among the nodes in the given scenario. As already discussed in
the evaluation of the system in Section 6.2.2, only nearby resources can be consumed
by nodes using En Passant. Therefore, the chances of simultaneous competition for
the same RDB is low. Even in the occurrence of competition, the time spent in the
unsuccessful Heading state (cf. Figure 40b) is insignificantly small.
AORVA achieves to prolong the time until the first nodes run out of energy signif-Maintain
high node
density
icantly compared to Greedy Selection. AORVA also maintains an overall higher node
density for a longer time, which can be observed in Figure 39a for the time window
5.5h to 8h. The longer a high node density in the network can be maintained, conse-
quently nodes spend a larger percentage of their total lifetime in the Heading state
(cf. Figure 40a). As a consequence, AORVA is also resulting in longer unsuccessful
Heading attempts as shown in Figure 40b. The reason that AORVA’s reservations
requests cannot always avoid long Heading attempts and potentially unsuccessful
attempts is due to the separated network communication islands. These network sep-
arations are leading to nodes heading to the same resource from different directions,
not being able to exchange their reservation requests.
With the evaluation of the Long Term Behavior scenario s1, we successfully showed
that the cooperative resource allocation strategies Greedy Selection and AORVA can
achieve a fully decentralized allocation of energy resources to prolong the lifetime
of the communication network to maintain a high node density for as long as pos-
sible. AORVA’s strength, compared to Greedy Selection, is the exchange of resource
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reservations with neighboring nodes to reduce over-competition. To analyze the
impact of situations with high competition, we are evaluating the different resource
allocation strategies in the Over-Competition scenario s2, whose settings are described
in Section 6.2.1.
In the Over-Competition scenario s2, we evaluate how the different strategies can High demand
for limited
resources
cope with over-competition in combination with the scarcity of available resources.
We investigate if a consensus about the allocation of resource between nodes can be
achieved to maintain post-disaster communication as long as possible, even in ex-
treme situations. As previously discussed and summarized in Table 2, all nodes in s2
start at the same location, having direct demand for energy and the same knowledge
about all resources in the scenario. Since En Passant is not capable of storing any in-
formation about RDBs, only resources in direct communication range are known at
the beginning. Figure 41a show the results of the average lifetime of the nodes for the
different strategies. The advantages of AORVA’s resource reservations are evident in
this scenario. AORVA supports a faster allocation of energy resources and conse-
quently maintains a much higher node density for a longer time, compared to En
Passant and Greedy Selection. Due to the high node density at the start of the scenario,
AORVA utilizes the communication capabilities to achieve an Oracle-alike local agree-
ment of the allocation of the RDBs. Figure 41b shows that AORVA and Oracle can
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Figure 41: Performance over time of the different resource allocation strategies using the
Over-Competition scenario s2 [136].
allocate almost all resources immediately and have a similar share of time the nodes
are in the Heading state (cf. Figure 42a). Additionally, Figure 42b shows that the
good connectivity in the network enables AORVA to cancel unsuccessful Heading
attempts much earlier (1.3 s), compared to the long-term scenario s1 (22.6 sec).
Greedy Selection is not able to cope with the over-competition situation and per-
forms even worse than En Passant. En Passant does not utilize any kind of commu-
nication or cooperation between the nodes and is not able to allocate almost 25%
of the available resources, which remain undiscovered (cf. Figure 41b). The poor
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performance of the resource allocation by Greedy Selection is a clear indicator that
knowledge-sharing without any coordination, cooperation or consensus can have sig-
nificant negative effects on the overall capabilities of the network and consequently
on the post-disaster communication. Without the disclosure of the nodes Heading
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Figure 42: Performance of the different resource allocation strategies using the
Over-Competition scenario s2 [136].
decisions, Greedy Selection results in a massive increase of the time spent in the Head-
ing state (cf. Figure 42a). Nodes are continuously heading to the same RDBs over and
over again, spending almost 58% of their lifetime in the Heading state before they
go offline. Due to the same movement patterns during the Heading phase driven by
the Greedy Selection strategy, information about depleted RDBs are distributed only
very locally. This results in long Heading attempts, shown in Figure 42b, because
nodes only abort non-profitable Heading attempts shortly before reaching the RDB.Reduce
unsuccessful
attempts
A closer look at the result values used for Figure 41a show that AORVA can
extend the first node offline metric to 44:28min compared to 24:50min using Greedy
Selection. The global knowledge approach Oracle further extends this time to 2:38h,
reaching a near-optimal resource allocation since all resources are utilized and all
nodes are running out of energy almost simultaneously. Since the Oracle strategy
is not applicable in DTN-MANETs due to the lack of global network knowledge,
AORVA achieves a comparable allocation of resources in the considered scenario.
Overall, we successfully demonstrated the decentralized resource allocation in
DTN-MANETs to prolong the network’s lifetime while maintaining a high node
density. Taking advantage of the communication capabilities of the DTN-MANET,
AORVA outperforms the other strategies significantly in distributing scarce energy
resources in post-disaster scenarios without the support of any central infrastructure.
With communication-based cooperation of the nodes, AORVA is especially beneficial
in dense networks with high chances of competition, as shown in our evaluations.
Simply applying communication-based resource allocation strategies do not neces-
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sarily result in better resource allocation. With Greedy Selection in scenario s2, we
demonstrated that unsuitable strategies result in the fast collapse of the communica-
tion network, even though the strategy performed well in other scenarios. AORVA
always supports the network capabilities independently of the current network sit-
uation. The proposed resource allocation service as part of D2CS.KOM successfully
supports DTN-MANETs in the presence of available energy resources by improving
the lifetime and the communication capability of the individual nodes.
6.3 impact of message prioritization
The goal of this evaluation is to assess the impact of message prioritization in DTN- Understand-
ing the impact
of message
prioritization
MANETs, which is described in Section 5.3 while considering the specific dynamics
of the post-disaster communication characteristics. Our architecture (cf. Section 5.3.2)
is used to observe the interactions between different prioritization algorithms and the
communication behavior in DTN-MANETs. As described at the beginning of this
chapter, we use the common simulation setup and parameter settings summarized
in Table 1. We extend this setup with routing and workload components, which are
necessary for the evaluation of the D2CS.KOM prioritization after we evaluate the
influence of different prioritization algorithms.
6.3.1 Scenario Model
Compared to the evaluation of the resource allocation service of D2CS.KOM in Sec-
tion 5.2, a communication workload and message routing need to be included in
the simulation scenario to evaluate the impact of message prioritization. The addi-
tional simulation parameters are summarized in Table 4 and will be explained in the
following.
Table 4: Simulation parameters in addition to Table 1, necessary for the evaluation of the
message prioritization.
Simulation duration [hours] 3.5
Routing protocol Epidemic Routing [267]
Beaconing interval [sec] 15
Maximum sending capacity per node [msgs/minute] 10
Message generation distribution per node cf. Figure 43
Message types (in prioritization order) Emergency, Warning, Alive
Message addressing Broadcast
Message TTL [min] 12
Prioritization algorithms None, Static, Adaptive
Message trend window size [min] 20
Based on prior knowledge-sharing, we use Epidemic Routing [267] as the DTN-
MANET routing protocol in our simulations. With Epidemic Routing two nodes first
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exchange their summary vectors to determine the messages unknown, before exchang-
ing new messages. Additionally, each node maintains a cache of nodes it has already
exchanged data with to avoid unnecessary summary vector exchanges in the future.
The cache and message storage of the nodes are assumed to be unlimited, due to
the sufficient storage capacity of common smartphones [142]. The protocol uses a
beaconing interval of 15 s for the neighborhood discovery procedure. To reflect the
insufficient bandwidth in the post-disaster communication network, the capacity ofLimited
network
resources
the DTN-MANET is limited in terms of the number of messages each node is ca-
pable of sending in a specific time period. This way, we can directly control the
scarcity of communication resources by defining a workload that results in the num-
ber of messages being created by the nodes. Each node can send 10 messages every
minute, and nodes are generating messages of different types following the message
type workload distribution shown in Figure 43. To mimic the post-disaster commu-Post-disaster
workload nication characteristics, we vary the frequency of the three different message types
Emergency, Warning and Alive over time as discussed in Section 5.3.1.
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Figure 43: Number of generated messages for different message types for each node over
time [140].
Messages have a TTL of 12 minutes and are sent out as broadcast messages, with
the goal to reach as many network participants as possible. We have deliberately
chosen a short TTL, to demonstrate and visualize the impact of the different priori-
tization mechanisms on the message propagation more explicitly. We compare three
different prioritization mechanisms: None, Static, and Adaptive, as described in Sec-None, Static,
and Adaptive
prioritization
tion 5.3. For the Adaptive prioritization, we use a 20minute window size to detect
message trends based on the generated and received messages by a node.
For simplicity, all generated messages have the same size in our simulations –
however, the size of a message is an important factor for the message prioritization
under network limitations, especially when considering low-bandwidth and long-
range communication links to interconnect communication islands. Therefore, we
additionally conducted a Line of Sight (LOS) field test experiment with long-range
communication devices to demonstrate the positive effects of message-size data pri-
oritization (cf. Section 5.4). By favoring smaller messages over larger messages for the
utilization of a 4km long communication link with an available bandwidth of 1kB/s,
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we showed that the delivery delay of prioritized messages was reduced to less than
one minute compared to one hour if no prioritization was applied. The interested
reader can find detailed information and results of the experiment in [135].
6.3.2 Evaluation of Prioritization Algorithms
The goal of message prioritization is to enable communication in resource-restricted
and overloaded DTN-MANETs. We are considering the recall of the broadcast mes-
sage propagation as an indicator of the performance of the DTN-MANET. Figure 44 Prioritized
message
propagation
shows the achieved recall for the three different prioritization algorithms None, Static
and Adaptive. Unsurprisingly the box-plots show that the recall is similar for the three
different message types if no prioritization (None) is applied. On average, messages
reach approximately 65% of the network nodes, with more than 75% of all messages
reach at least half of the network participants. The results show the saturation of the
DTN-MANET communication capacity and the overload situation, while older mes-
sages are less forwarded by the nodes because new messages are inserted on top of
their message storage. This behavior limits the propagation of older messages in the
network and therefore, the achievable recall.
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Figure 44: Recall for the different prioritization algorithms None, Static, and Adaptive [140].
The Static prioritization algorithm reorders the node’s message storage with a pre-
defined prioritization order. Messages of the type Emergency are assigned with the Prioritization
orderhighest priority, then the type Warning and the lowest priority have messages of the
type Alive. The impact of the Static prioritization on the message recall is significant,
as favored messages counteract the network saturation effect described earlier. This
results in a weakened propagation of low-priority messages. High prioritized mes-
sages reach a mean recall of 0.9, with more than 75% of messages reach at least 80%
of all nodes. These recall values for the prioritized message type also shows that the
communication capabilities of the DTN-MANET can disseminate messages network-
wide via the store-carry-forward principle made possible by the movement of the
nodes. As already mentioned, this recall amplification comes with the costs of a low
recall below 0.2 for messages with lower priority. These messages cannot spread in
90 evaluation
the network since all available communication capacities are occupied. To gather
more insight into the actual impact of the Static prioritization on the DTN-MANET,
we need to analyze the network performance of the message dissemination over
time. Figure 45 shows the recall of the individual messages a colored dots through-
out the simulation scenario. With this additional information, we can deduct that
Static prioritization favors duplicates and outdated information of high prioritized
messages over newer and potentially more relevant messages of other types. Even
though there are less high prioritized Emergency messages generated by the network
nodes after approximately 2.5 hours (cf. Figure 28), they still significantly interfere
with the propagation of other message types.
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Figure 45: Static Prioritization: Recall per individual message [140].
This impact can be observed in Figure 46, which shows the average message load
of the individual nodes for the different types. The illustrated load is subdivided in
messages that the nodes are willing to send (WS) and messages that were actually
sent (AS) by the nodes regarding the maximal sending capacity of ten messages perOverloaded
network
conditions
minute. For the overall simulation duration, the number of Emergency messages that
the node is willing to send, exceeds the nodes sending capacity (Emergency (WS)) and
only a few new messages of other types are forwarded. This observation confirms
the identified impact of long-living duplicates of high prioritized messages when
Static prioritization is utilized.
The Adaptive algorithm performs in between the two other prioritization ap-
proaches with highly skewed recall values for the different message types, as shown
in Figure 44. This is a result of the changing prioritization order defined by each
node, based on the detected message trends in the DTN-MANET data flow. To un-
derstand the impact of the Adaptive prioritization on DTN-MANET, we also need to
look at the more detailed communication characteristics over time.
If we look at the individual message recall in Figure 47 and the stored messages
that the nodes are willing to send (WS) and were actually sent (AS) in Figure 48 we
can clearly see that the message type with the highest recall values and the utilized
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Figure 46: Static Prioritization: Message load over time [140].
bandwidth of the nodes follows the applied workload (cf. Figure 43) with the time-
shifted message type trends.
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Figure 47: Adaptive Prioritization: Recall per individual message [140].
Additionally, Emergency messages have the highest recall in the first hour of the Adapt to com-
munication
behavior
simulations because nodes fall back to the static prioritization order if two or more
message type have the same rank. This occurs because the different message types
are generated equally at the beginning of the simulation (cf. Figure 43), and the
amount of spread messages and generated duplicates in the network are still low.
The ability of the Adaptive prioritization to correctly detect message trends in the
networks data flow in a decentralized fashion, results in undesired impacts on the
communication capabilities of the DTN-MANET. It can be observed that Adaptive
prioritization prevents critical information (such as Emergencymessages) to be spread
in the network when other message trends are currently detected and prioritized by
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Figure 48: Adaptive Prioritization: Message load over time [140].
the nodes. Figure 48 reveals an increased amount of the overall buffered messages
(WS) by the nodes compared to the Static prioritization in Figure 46. The increase
of buffered messages per node results from the fact that the DTN-MANET nodes
are not able to reach a consensus of the prioritization order based on the trending
message types. Most likely different prioritization orders are calculated based on
the generated messages in the node’s nearby region, and therefore a higher amount
of messages are spread in the network, while fewer duplicates are generated. The
applied 20minute time window for the detection of trending message types can also
be recognized in Figure 48 as the delay until the most common message type in the
traffic is prominently visible in the buffered (WS) and actually sent (AS) messages.
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Figure 49: Message latency for the different prioritization algorithms None, Static and
Adaptive [140].
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Regarding the influence of the different prioritization algorithms on the message
dissemination latency, shown in Figure 49, we can observe that the algorithms only
have a minor impact on the data dissemination speed and that in some cases the
dissemination of the messages requires the full TTL. As expected, no difference in
the message delay is observable with no prioritization applied. Only Static prioriti-
zation achieves a reduced message latency for the highest prioritized message type
compared to the two other prioritization algorithms. At the same time, the delay of
the other message types is worsened compared to the other algorithms. As already
mentioned, favoring typical messages in resource-constrained and overloaded com-
munication networks always results in a trade-off, for example, by penalizing the
propagation or delaying other messages.
In this evaluation, we studied the implications of messages prioritization in
resource restricted DTN-MANETs for post-disaster communication as part of
D2CS.KOM. Based on the findings of the conducted field test and a survey of post-
disaster communication characteristics in Chapter 4, we evaluated our proposed
prioritization architecture. Our architecture allows prioritization algorithms to ac-
cess scenario-specific meta-information, such as the message type, provided by the
respective mobile application, potentially including further contextual information.
The architecture includes three different example prioritization algorithms to gather
insights into the potential dependencies and potentially undesired interactions be-
tween prioritization and the DTN-MANET communication capabilities. We showed
that the Static prioritization leads to the delay of urgent message types that are
trending in the network and instead amplifying the propagation of outdated or du-
plicate information. On the contrary, when the prioritization algorithm supports the
detection of message trends in the data flow, it prevents the propagation of urgent
messages, which do not correspond to the majority of the created messages in the
network. These findings result in the necessity for further research on adaptive and
scenario-specific prioritization algorithms. These should consider type-, content- or
context-specific TTLs to reduce the occupied network capacities caused by outdated
message duplicates.
The proof of concept evaluation successfully demonstrates the usefulness of our
prioritization architecture, which decouples the message storage and its manipula-
tion from the utilized DTN-MANET routing protocol, to assess the impact of dif-
ferent prioritization mechanisms, and to develop new suitable prioritization mecha-
nisms for the specific needs of post-disaster communication.
6.4 impact of uav-based support strategies
The goal of this evaluation is to showcase the various possibilities of UAV support
strategies in DTN-MANETs, one of the core functionalities of D2CS.KOM. Via simu-
lations, we assess the capabilities of UAV-based support strategies for various post-
disaster DTN-MANET scenarios to ensure an efficient and adequate deployment of
UAVs depending on the current situation. After a short description of the integra-
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tion of the UAV functionality in our simulation framework, we are conducting sim-
ulations in two representative scenarios. First, we compare the support capabilities
of the different support strategies, described in Section 5.4, using an urban simu-
lation scenario with different degrees of ground node movement between different
communication islands. The second part of the evaluation focuses on the data ferry
strategy in an exact replication of the conducted field test, based on Chapter 4. In
this scenario, we are investigating the effect of different numbers of utilized UAVs
and message TTLs on the DTN-MANET communication performance. We determine
the adequate number of deployed UAVs, which are necessary to deliver messages
within their TTL to the overall network. Here, the number of UAVs reflect the satu-
ration point at which the additional utilization of more UAVs no longer yields to a
significant performance gain.
6.4.1 Scenario Model
To be able to evaluate the support strategies, we needed to ensure the replicationReplication of
UAV behavior of UAV behavior in our simulation platform. We extended the Simonstrator.KOM
simulation platform by the following required UAV components based on an exten-
sive state-of-the-art study in [141]: i) actuators such as different motors and rotors,
ii) battery and energy consumption states, iii) an autopilot using a three-dimensional
movement model, and iv) a strategy controller that allows the realization of specific
behavioral patterns, like the presented support strategies or the return flight ma-
neuver to the base-station when the battery runs out of energy. Together with the
communication and sensor functionalities inherited from the DTN-MANET nodes,
the combination of these components can be used to entirely configure and simulate
a realistic representation of UAVs within our simulation platform. Besides the possi-
bility to simulate UAVs, we included the simulation of a base-station that provides
the necessary infrastructure for the battery recharging or battery replacement and
landing pads for the UAVs. A detailed description of the design of the simulation
platform consisting of all UAV components, their interactions, and configurations
can be found in [141].
Urban Scenario with Communication Islands
The parameters for the urban simulation scenario are summarized in Table 5 in ad-
dition to the basic simulation parameter settings in Table 1. In an inter-city envi-
ronment (4km2), 100 DTN-MANET nodes move as pedestrians on walkways and
choose one out of five important locations, such as a market place or a hospital, as
their next target. These locations represent the center of the different communication
islands, while the pause time determines the duration nodes stay at these locations.
The pause time is mainly responsible for the inter-island communication achieved
by the DTN-MANET itself. With shorter pause times, the message transfer between
communication islands improves, while longer pause times result in the isolationIsolated com-
munication
islands
of the communication islands. In this scenario, we are investigating three different
pause time values (∞ results in no movement, 5–300min and 60–300min) to simulate
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different degrees of inter-island movement within the DTN-MANET. In the network,
every ten seconds, a random node generates a broadcast message with a TTL of 30
minutes, which should reach as many nodes as possible. As in any simulation in this
thesis, we use 10 different seeds for each simulation to alternate the movement and
the workload generation.
Acquired from the state-of-the-art analysis in [141], the simulated UAVs can oper- UAV
capabilitiesate 20–25min, achieve a maximum speed of 15 m/s and operate in 30m height. For
the simulations, we apply battery replacement, which takes 60 s instead of recharg-
ing. The relay mesh strategy can utilize up to 200 UAVs, while they operate in a 150m
distance to each other in the air. This distance ensures that every DTN-MANET node
is always in reach of at least one UAV. The data ferry strategy maximizes the number
of UAVs simultaneously in the air while guaranteeing a replacement UAV at the base
station at all times. UAVs leave the base station in such a way that they are evenly
distributed over the flight path. For the data exchange, UAVs hover for 30 s over the
center of each communication island, whose locations are known in advance.
Table 5: Simulation parameters for the urban scenario in addition to Table 1, necessary for
the UAV support strategy evaluation.
Simulated Time [hours] 5
Movement Social movement [215] with 5 communication islands
Pause Time at POI [min] ∞ (no movement), 5− 300, 60− 300
Message TTL [min] 30
UAV Flight Time [min] 20− 25
UAV Speed [m/s] 15
UAV Flight Altitude [meter] 30
UAV Battery Replacement [sec] 60
Network Workload 1 broadcast message every 10 seconds
Relay Mesh Strategy 200 UAVs, 150 meter mesh distance
Data Ferry Strategy 10 UAVs, 30 seconds hover time
Replication of the Field Test Scenario
The second simulation scenario is a replication of the conducted field test described Repeat the
field test in
simulations
in Chapter 4. Figure 50 shows a screenshot of the simulation visualization of the
field test area, the DTN-MANET nodes, and the three different villages. The scenario
contains the underlying map of the field test area and the movement patterns of 119
participants between the three different villages. Based on the recorded movement
traces during the field test, nodes need approximately 12min to walk from Village
B to Village C and 50–70min to walk from Village C to Village A since there are no
direct walking paths between them.
As indicated in Figure 50, UAVs fly directly between villages on the shortest paths.
This results in flight durations of 45 s between Village B and Village C, 4.4min be- Flight time
between
villages
tween B and A, 4.1min between A and C and 18 s between Village C and the base-
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Figure 50: The field test environment from Chapter 4 with an additional UAV base station
located near Village C and nodes as black dots (OpenStreetMap) [141].
station. The communication workload in the network generated by the DTN-MANET
nodes is considered to be the same as in the urban scenario (cf. Table 5). In the field
test scenario, we are solely focusing on the evaluation of the data ferry strategy with
varying number of available UAVs (0 to 20) and different TTLs (10, 30 and 60 min-
utes) for the broadcast messages, since the applicability of the mesh relay strategy
is only given with a much higher number of available UAVs. Since the resulting
flight time to visit all three villages in combination with the additional hover time
consumes more than 53% of the UAV’s battery capacity, UAVs are not able to com-
plete more than one cycle in the given scenario. UAVs return to the base-station after
visiting Village C, B and A consecutively, for a 60 s battery replacement procedure.
6.4.2 Evaluation of UAV-based Support Strategies
First, we evaluate the different support strategies applying the urban scenario to com-
pare the strategies with each other and demonstrate the potential of UAV support
for DTN-MANET communication. The evaluation results for the urban simulation
scenario are shown in Figure 51 containing the recall and delivery delay without any
UAV support (No Support), for the relay mesh strategy (MESH) and the data ferry
strategy (FERRY). The x-axis shows the variations of different pause times, influenc-
ing the node movement between the communication islands.
It can be observed that the unsupported DTN-MANET is behaving as expected,
regarding the recall values in Figure 51a, comparable to the recorded data from
the real field test in Chapter 4. With higher node pause times at the five different
communication islands, the recall of the message propagation drops. This behavior
is caused by fewer encounters and message exchanges with other nodes until a point
where messages are only distributed in the communication island of origin with
almost no delivery delay. While simulating five different communication islands, the
message recall increases on average by 0.2 if the messages are reaching a new island.
The simulation results demonstrate that it is impossible with the unsupported DTN-
MANET to a reach all communication islands to achieve network-wide message
dissemination within a message TTL of 30min.
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(a) Recall. (b) Delivery delay.
Figure 51: Performance of the DTN-MANET without UAV support compared to the relay
mesh strategy and the message ferry strategy [141].
The relay mesh strategy achieves a perfect recall and very low delivery delays High recall
with UAV
support ...
independent of the nodes pause times. In some cases, the message delay can take
several minutes caused by packet collision during the message propagation in a
dense communication island.
The data ferry strategy is taking advantage of the fast movement of the UAVs
to distribute messages between intermittent communication islands while utilizing
only a fraction of the required number of UAVs compared to the relay mesh strategy.
The data ferry strategy is also able to propagate all messages to all DTN-MANET
nodes in almost any cases within their message TTL. Since the UAVs’ maximum
movement speed is limited to 15 m/s, the resulting message delay is, with a median ... and fast
message
delivery
value of below 5min, higher compared to the relay mesh strategy while still improv-
ing the delay significantly compared to the unsupported DTN-MANET. When nodes
move between islands, it occurs that some isolated nodes cannot be reached by the
data ferries. This is a result of the shortest path movement of the UAVs, which not
necessarily matches the nodes’ movement that is bound to the underlying map. The
time to deliver or receive messages of these nodes increases, until they either reach
a communication island, are in the range of a UAV or meet other nodes in between
communications islands.
We conclude that the relay mesh strategy outperforms the data ferry strategy
in terms of the support performance of the DTN-MANET communication on the
ground in both recall and delivery delay. Since the relay mesh strategy is evalu-
ated to show the best possible communication support regardless of the necessary
number of utilized UAVs, the strategy is over-supporting the considered area, es-
pecially in sparsely frequented areas where no communication is taking place. As
the number of utilized UAVs is mainly responsible for the whole support system’s
costs in acquisition and maintenance, it also influences the amount of the required
infrastructure at the base-station such as the required landing pads, charging sta-
tions or the required power sources. The efficient utilization of UAVs is, therefore,
an essential aspect for suitable communication support strategies. In contrast, the
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data ferry strategy requires only 10 compared to 200 UAVs for the same area and fo-
cuses explicitly on the movement-based data dissemination between communication
islands. For practical real-world applications, the efficient and adequate utilization
of available UAVs is essential. Therefore, we want to obtain the performance gain
per additionally utilized UAV on the DTN-MANET, regarding the recall and the
message delay.
In the next step, we evaluate the message ferry strategy using the field test replica-
tion, including three different communication islands, while alternating the number
of deployed UAVs and different message TTLs.
Figure 52 presents the results for the recall and the message delay, for up to 10 dataImpact of the
number of
UAVs ...
ferries. Even though we analyzed the support potential for up to 20 UAVs, more
than 10 UAVs resulted in no further noticeable changes and are not displayed in
Figure 52. With no UAVs support, it can be observed that the movement of the nodes
themselves is not sufficient for network-wide data dissemination if low message
TTLs are applied. The limited data dissemination caused by a 10min TTL again... and the
message TTL comes along with very low message delays inside the communication island of the
message origin, as already observed in the urban scenario (cf. Figure 51b). With an
increasing message lifetime the inter-island communication improves, resulting in a
median recall value of 0.7 and 0.8 with a 30min and 60min TTL, respectively.
The operation of only a single UAV already results in a major improvement of
the achieved recall values independent of the applied TTL. Especially with a TTL of
30 and 60min, an almost optimal recall value can be achieved. The delivery delay at
the same time slightly increases for the two lower TTL values, since more nodes are
now reached through the movement of the UAV that needs approximately 12min
for a round-trip between the three communication islands including the hovering
phase and battery replacement. At the same time, the delay of messages with a
TTL of 60min improves slightly with the utilization of one UAV, since the data
dissemination already achieves a median recall value of approximately 0.8 solely by
the movement of the nodes on the ground.
For the considered scenario, the additional deployment of more than one UAV
consecutively increases the recall while reducing the message delay with decreasing
intensity. The decreasing influence of the communication capability improvements
by additional UAVs is caused by the fixed flight route, since more UAVs only result
in higher frequencies of islands overflights while the round-trip time stays the same.
More UAVs lead to a saturation of the support capabilities and represents the prefer-
able number of utilized UAVs for meaningful, sufficient, and adequate application
of the support strategy.
The ability to determine, for example, the UAV saturation point, can further be
used to design and plan UAV-based communication support systems for specific
scenarios and application areas. If the locations of the communication islands as
well as the message TTL are known to the UAV operators, simulations scenarios, as
presented in this section, can determine the required support strategy parameters.Required
support
strategy
parameters
Taking the field test replication as an example, 2 UAVs are sufficient to achieve the
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(a) Recall.
(b) Delivery delay.
Figure 52: Performance for an increasing number of UAVs with message TTLs of 10, 30 and
60 minutes [141].
highest recall when a 60min TTL is applied in the DTN-MANET. Additional UAVs
result in lower message delays up to the utilization of 7 UAVs, achieving a message
delay of less than 10min for approximately 75% of the overall generated messages.
Furthermore, simulation results can be used to identify possible improvements for
UAV-based support strategies. For example, by observing the lower whiskers in
Figure 52 of the recall values for a TTL of 10min we can see that the TTL is not
sufficient for the given scenario and the considered area, no matter how many UAVs
are utilized. It happens that nodes generate messages outside of a communication is-
land and never meet other DTN-MANET nodes or UAVs before the messages expire.
This observation shows, one the hand, that the message TTL should be configured
depending on the area of the disaster communication network and, on the other
hand, shows potential improvements of more sophisticated UAV-based communi-
cation support strategies. The proposed UAV simulation platform and the different
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simulation scenarios are at this moment a perfect foundation for further research
focusing on, for example, the detection and integration of isolated DTN-MANET
nodes in the post-disaster communication network.
In this evaluation, we successfully demonstrated the positive impact and the high
support capabilities by utilizing UAVs to bridge intermittent communication islands
to enable inter-island communication. We considered different scenarios to show-
case the impact of the UAV support strategies in different environments. One of the
scenarios was a replication of the performed field test (cf. Chapter 4), allowing us to
evaluate how using varying numbers of UAVs impacts the DTN-MANET communi-
cation on the ground. The evaluation results of the two example support strategies,
relay mesh, and data ferry, further demonstrate the diverse application possibilities
dependent on the available UAVs and the considered disaster area. Simulation re-
sults also serve as an indicator for the specification of suitable message TTL values.
The TTL should be kept as low as possible and still provide high recall values to
limit the number of message duplications and to eliminate outdated copies, reducing
the nodes buffer occupancy and the overall load in the network.
Overall, the results of the evaluation presented in this chapter show the positive
impact of D2CS.KOM on post-disaster communication by improving upon decentral-
ized, infrastructure-independent communication. We evaluated the three core com-
ponents of D2CS.KOM that allow the system to i) facilitate and allocate available
resources, ii) support information selection and prioritization, and iii) provide com-
munication support strategies. The results will be summarized and discussed in the
next chapter before we conclude the thesis.
7
SUMMARY, CONCLUS IONS , AND OUTLOOK
Communication is key for successful emergency response and disaster relief ef-forts. At the same time, communication systems are often unavailable or over-
loaded during and after a disaster, as a consequence of infrastructure failures. Pro-
viding dedicated and scenario-specific infrastructure-independent communication
systems is essential to support and utilize the self-help and coordination potential of
the affected population. In this chapter, we summarize our work, highlight the main
contributions, and discuss potential future work.
7.1 summary of the thesis
In Chapter 1, we described how modern societies are dependent on critical infra-
structures and highlighted the significant challenges which arise when communi-
cation technologies are unavailable due to infrastructure failures. We explained the
intention behind the usage of smartphone-based Delay Tolerant and Mobile Ad Hoc
Networks (DTN-MANETs) to create infrastructure-independent post-disaster com-
munication networks, as described in Chapter 2. We studied and discussed existing
mechanisms that address the dynamics and characteristics of DTN-MANETs in the
absence of Critical Infrastructures (CIs) in combination with disaster-specific user
behavior in Chapter 3. Based on our study of disaster reports, we identified three
essential scenario-specific aspects: i) prolonging the network lifetime, ii) overcoming
network resource restrictions, and iii) enabling network-wide data dissemination. In
the following, we summarize our contributions and discuss how they address the
identified scenario-specific challenges.
7.1.1 Contributions
To quantify the scenario-specific characteristics of DTN-MANETs in post-disaster sce- Large-scale
field testnarios, we planned and conducted a large-scale field test, as discussed in Chapter 4.
We evaluated the recordings from the field test to prove the real-world applicability
of DTN-MANETs and to gain insights into user behavior, focusing on the users’ uti-
lization of the communication system and their social interactions. In Chapter 5 we
introduced the Decentralized Disaster Communication System (D2CS.KOM) that ex-
tends conventional DTN-MANETs with disaster-specific mechanisms to: i) facilitate D2CS.KOM
and allocate available resources, ii) support information selection and prioritization,
and iii) provide communication support strategies.
We focused on the distribution of energy resources to prolong the lifetime of the
individual communication nodes and consequently of the overall DTN-MANET, in a
fully decentralized manner. We designed, analyzed, and evaluated the impact of dif-
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ferent cooperative and non-cooperative allocation strategies on the DTN-MANET’sResource
allocation
strategies
lifetime and communication capabilities. We propose a cooperative resource alloca-
tion strategy, named Ad Hoc On-demand Reservation Vector Auction (AORVA), that
communicates via the DTN-MANET to propagate and reveal the nodes’ states and
decisions to communication neighbors. With this information exchange, we avoid
over-competition in the network and reduce unsuccessful charging attempts.
To tackle the scenario-specific combination of high and at the same time contin-Prioritization
architecture uously changing communication demands after a disaster, we proposed a prioriti-
zation architecture. As part of D2CS.KOM, the prioritization architecture allows us
to identify and favor disaster-relevant messages in the network. Within our archi-
tecture, we implemented static and adaptive prioritization algorithms and analyzed
their impact on the communication network under scenario-specific workloads.
Since network-wide communication in DTN-MANETs is hindered by potentiallyUAV-based
support
strategies
insufficient node movement, we studied the support capabilities of UAVs on the
communication capabilities of DTN-MANETs. We demonstrated the versatile appli-
cation of UAV support in two different strategies and presented their impact on the
network performance in both, an urban scenario and in the field test replication.
7.1.2 Conclusions
We conducted an extensive analysis of the sensor and network data recorded in the
field test to assess disaster-specific user behavior including communication charac-
teristics and to confirm our assumptions based on reports of past disasters. We iden-
tified challenges for post-disaster communication that were successfully addressed
by D2CS.KOM. We extracted user and communication parameters from the fieldDisaster
models test recordings and transferred them to our simulation platform, thus reproducing
the users’ behavior. This was necessary to evaluate the applicability, impacts, and
limitations of D2CS.KOM under realistic conditions. Therefore, we integrated the
aforementioned components into our simulation framework to evaluate the overall
system. In our evaluations, we successfully showed that the decentralized resource
allocation in DTN-MANETs prolongs the nodes’ lifetime and, consequently, the life-Prolonging
the network
lifetime
time of the overall network. Our proposed allocation strategy AORVA successfully
utilizes the communication capabilities of the network and can allocate scarce energy
resources in post-disaster networks without the support of any central infrastructure.
By prolonging the communication possibilities of the affected population, we make
a significant contribution to the disaster relief efforts.
In addition, we showed the implications of message prioritization in resource re-
stricted DTN-MANETs when different disaster services, such as SOS messages or I’m
alive notifications, were used by the network participants. We evaluated our proposed
prioritization architecture that utilizes scenario-specific meta-information of the dis-Overcome
network
resource
restrictions
aster workload, such as the most trending message type. Our evaluation results
demonstrated the dependency between different message prioritization algorithms
and the DTN-MANET communication capabilities. We identified undesired interac-
tions of prioritization mechanisms that can detect message trends in the constantly
7.2 outlook 103
changing communication demands in the network compared to a static prioritiza-
tion approach. The prioritization architecture improves the message propagation of
disaster-relevant messages by reducing the network capacities occupied by outdated
or irrelevant messages.
To ensure network-wide dissemination, we studied the applicability of UAV-based
communication support strategies on intermittent post-disaster DTN-MANETs.
UAVs significantly improve the communication capabilities of the DTN-MANET Enable
network-wide
data
dissemination
by allowing messages to reach more network nodes and by reducing the delay until
messages reach their destination. We investigated the different effects of varying
numbers of UAVs, based on a simulation model derived from the field test, which
allows the design and evaluation of efficient scenario-specific support strategies.
7.2 outlook
Our results build the foundation for further research in the area of post-disaster
communication. We provide the ability to represent and simulate communication
networks in post-disaster scenarios, including node behavior and node interactions,
based on generalized findings from a large-scale field test. Such simulations allow
the verification of new and existing approaches to identify their effect on the commu-
nication, and to assess their applicability in infrastructure-independent post-disaster
communication networks. To further improve the post-disaster representation, more Post-disaster
communica-
tion
workloads
findings from the field test measurement can complement the simulation platform,
such as realistic representations of post-disaster communication workloads or the
integration and generalization of social media activities [92] during disasters.
In this thesis, we demonstrated the significant impact of the utilization of UAVs
on the communication capabilities in DTN-MANETs. UAV-based communication Adaptive
UAV-based
support
strategies
support is, therefore, a promising field of research, with high potential for further
improvements for infrastructure-independent communication networks. To enable
reactions to network changes, UAVs or DTN-MANET nodes on the ground could
monitor the current network state in a decentralized fashion [168, 201, 211, 245, 247].
Access to additional information about the network state can be used by the UAVs
in various potential ways: i) to optimize the UAVs’ flight routes and react to network
changes, ii) to detect and support isolated DTN-MANET nodes, iii) to implement
UAV-based message prioritization, or iv) to detect new energy resources to support
resource allocation strategies.
The findings and methods outlined in this thesis incite new and exciting research
questions, many of which are now to be tackled in the LOEWE funded Research
Center emergenCITY – the resilient and digital city. The cooperation with global part-
ners and a team of interdisciplinary researchers ensures that this field of study will
continue to develop and evolve.
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A
APPENDIX
a.1 disaster region analyzing service (dras)
The Disaster Region Analyzing Service (DRAS) is a service that allows civilians to
report observations of the disaster area to other civilians or organizations [139]. The
service focuses on the area detection of the absence of the Information and Commu-
nication Technology (ICT), caused by, for example, a large power blackout, where
the affected area of a blackout is often unknown to the infrastructure providers and
citizens [226]. In this section, we describe a decentralized blackout area detection
in DTN-MANETs that enables mobile devices to share their location history with
neighboring nodes to determine the area affected by the blackout. This information
can be used to support the affected population by providing information in which
areas the ICT is still available. Additionally, the location history of the nodes can be
used by organizations to conclude whether roads or paths are still passable and not
destroyed or obstructed by the disaster. This information can be used, for example,
to plan the dispatch of ambulances or other rescue vehicles.
Service Functionality
DRAS also considers the integration of detecting the absence of the ICT and switches
to an ad hoc mode via the Wireless Fidelity (Wi-Fi) interface, when no cellular recep-
tion is available. For DRAS, the ad hoc mode is also called “disaster mode”. The
disaster mode features all DTN-MANET functionalities, for example, neighborhood
discovery and direct message exchange. It is assumed that each mobile node has two
communication interfaces, one for ad hoc communication (WiFi) and one for com-
munication over the cellular network. Switching to the disaster mode occurs when
a node no longer has contact with the ICT or receives messages from a neighboring
node which is already in the disaster mode. If a node has contact with the cellular
infrastructure again, it remains in a so-called hybrid mode for a short time, where
both ad hoc and cellular communication is possible.
Nodes in disaster mode start tracking their movement while sharing their location
history with neighboring nodes in communication range. Because nodes can exit
and re-enter the blackout area, the location history can store two types of locations:
“ICT-available” or “ICT-unavailable”. A temporal sequence of the knowledge about
the blackout area for a specific node was already displayed in Section 4.2 in Figure 9.
Disaster Region Recognition and Calculation
The recorded data includes information about the node’s ID, the location’s time
stamp, latitude and longitude, and position status. The status indicates whether the
infrastructure was available or not. Every node maintains its local location storage as
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the basis for the calculation of the affected area. The calculation of the blackout area
is done by each node individually with the locations known to that particular node.
To calculate the blackout area from the logged and exchanged locations, three
different algorithms have been implemented.
corners . The Corners algorithm determines the northern-, southern-, western-
,and easternmost locations and constructs a quadrilateral with those locations
as vertices, displayed in Figure 53a.
bounding box . The Bounding Box algorithm extends the Corners algorithm. It takes
the quadrilateral and draws the smallest, non-rotated rectangle around it, dis-
played in Figure 53b.
andrew’s monotone chain. The Andrew’s Monotone Chain algorithm [13] con-
structs the convex hull of a set of 2-dimensional points. The Andrew’s Monotone
Chain algorithm computes the upper and lower hulls of a monotone chain of
points, displayed in Figure 53c. Like the Graham Scan [122], it runs in O(nlog−
n) time due to the sort time. After that, it only runs in O(n) time to compute
the hull [196].
(a) Corners. (b) Bounding Box. (c) Andrew’s Monotone Chain.
Figure 53: Different algorithms for the blackout area calculation based on the nodes shared
location histories. The red bordered rectangle represents the blackout area
(OpenStreetMap).
Depending on the size of the blackout area and the number of affected nodes,
the number of stored locations on each node can get very large. Therefore, nodes
only exchange unknown positions after broadcasting their knowledge in a three-way
handshake manner to reduce the load on the DTN-MANET. Additionally, to reduce
the network load, we provide the option hull only to broadcast only the locations
which are relevant for the blackout area calculation. For Andrew’s Monotone Chain,
this results in only broadcasting the hull, and for the Bounding Box and Corners algo-
rithm only the corners of the rectangle, respectively.
For the evaluation of DRAS, we are relying on the Simonstrator.KOM platform,
described in Chapter 6. The evaluation scenario is equal to the evaluation setup
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described in Section 6.1, which is extended with the representation of the ICT infra-
structure. The ICT infrastructure is represented as rectangular grid cells, which can
be turned on and off dynamically. Figure 54 visualizes the dynamic ICT blackout
area (red rectangles) throughout a simulation run.
125 min
25 min 65 min45 min
85 min105 min
Figure 54: Dynamic change of the simulated blackout area. Rectangles with red borders
represent the area with unavailable ICT (OpenStreetMap).
Figure 55a shows the number of exchanged locations by the network nodes, with
and without the hull only option. The number of exchanged locations between the
nodes can be reduced significantly.
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Figure 55: Andrew’s Monotone Chain: Impact of the hull only option on the number of
exchanged locations and the F1 score.
At the same time, Figure 55b shows that the performance (F1 Score) of the black-
out area detection is slightly reduced when the hull only option is activated. When all
available locations (without the hull only option) are exchanged between the commu-
nication nodes, an F1 Score between 0.43 and 0.72 can be achieved. The F1 score is
the harmonic average of precision and recall [86]. Precision denotes the proportion of
predicted positive cases that are correctly real positives and recall is the proportion
of real positive cases that are correctly predicted positive. The F1 score reaches its
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best value at 1 when there is perfect precision and perfect recall. The sudden drops
of the F1 score in Figure 55b at the 45min and 65min mark, are the result of the
sudden increase of the simulated blackout area, displayed in Figure 54. For these
sudden changes, the nodes need to gather new location information in the newly af-
fected area to adapt to the dynamic scenario. Additionally, outdated stored locations
should not be considered anymore.
This can be achieved by simply defining a maximum Time to Live (TTL), after that
locations will not be considered anymore and are removed from the location storage
on each node. Therefore, the configuration of the location TTL is important. If the
TTL is set too low, information might expire before it has the chance to spread in
the DTN-MANET. If the TTL is set too high, the number of stored locations will
grow and more outdated locations will be taken into consideration to calculate the
blackout area. This leads to increased computational cost, redundancy in high traffic
areas, and possibly wrong results in low traffic areas.
To handle dynamic error corrections additionally to the TTL-based location time-
outs, we introduce a so-called Location Consistency Check (LCC). During this check,
each node iterates its stored locations and checks them for contradictions like an
ICT-available location in the middle of a group of ICT-unavailable locations. In such
a case, it is assumed that the freshest location (based on the TTL) is the more recent
one and all locations of the opposite type in a defined radius around the freshest
location are removed. Figure 56 shows the adaptations of a node’s view on the
blackout area when the size of the area suddenly changes.
(a) (b) (c)
Figure 56: Location Consistency Check (LCC): A node’s view on the blackout area with a
sudden change in the area size (a-b). The node adapts (c) to the change by
detecting contradicting ICT-available (yellow) and ICT-unavailable (black)
locations (OpenStreetMap).
In this section, we showed that DRAS can successfully detect and calculate the
affected area of an ICT blackout to strengthen the situational awareness of the af-
fected population. DRAS can cope with dynamic scenario changes and implements
measures to reduce the resulting communication overhead of the service.
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a.2 sed card example from the field test
In the conducted field test described in Chapter 4, 125 people participated to re-
flected the affected population of the disaster. Figure 57 and Figure 58 show a copy
of an original Sed Card that was used during the field test. A Sed Card describes the at-
tributes of a person with various information and tasks. The information about fam-
ily and friends was also mirrored in the smartphone’s contacts, which was handed
out together with the Sed Card.
Figure 57: Front-side of a Sed Card that was used during the field test, written in German. It
includes information about the represented person including relatives and
friends, a list of different tasks, and a list of desired items (cf. Figure 58).
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Figure 58: Back-side of a Sed Card in addition to Figure 57.
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a.3 extended study of the resource allocation service
This section provides additional results from the system and parameter evaluation of
the resource allocation service as part of D2CS.KOM, as discussed in Section 5.2. The
system parameter evaluation is necessary to understand the influence of different pa-
rameter settings on the overall system to determine suitable configuration setting for
the different resource allocation strategies. The evaluation is conducted in the same
setup described in Section 6.2, and the presented results provide detailed informa-
tion about the parameters applied in Section 6.2.2. For the overall evaluation of the
resource allocation service, we perform a twofold evaluation. First, we analyze the
influence of strategy parameter settings, such as, the Heading threshold as already
presented in Section 6.2, the frequency of the nodes’ resource announcements, and
the message TTL. The second part of the evaluation focuses on the robustness of se-
lected resource allocation strategies against scenario characteristic fluctuations. This
evaluation includes an investigation of the influence of different Resource Demand
Beacon (RDB) capacities and RDB generation intervals on the performance of the En
Passant and Greedy Selection strategy.
Impact of the Nodes’ Announcement Timer
Figure 59 shows the impact of the frequency in which nodes announce their knowl-
edge about RDB advertisement to their neighborhood for cooperative resource al-
location strategies such as Greedy Selection. This periodic messaging is responsible
for the majority of the resource allocation service overhead, which is displayed in
Figure 59a. For example, doubling the announcement interval from 5–10 s to 10–20 s
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Figure 59: Greedy Selection Strategy: Impact of the frequency of different announcement
timer (AT) values [138].
results in a reduction of 39% of the number of messages per second per node in the
network. One might think that sending more announcements would lead to a better
knowledge distribution in the network and, consequently, a better performance of
the resource allocation service. However, Figure 59b shows that the announcement
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interval has only a small (at most 4min) impact on the total average Roaming time
per node when using the Greedy Selection strategy. While the reduction of the protocol
overhead is important to consider, especially in resource-restricted post-disaster com-
munication networks, a slight increase of the 0.2 messages send per second per node
when applying an announcement timer of 5–10 s compared to 10–20 s is reasonable
(cf. Figure 59a). More frequent resource announcements result in faster knowledge
dissemination in the network, which is especially important in highly dynamic and
mobile networks with sparse populations.
Impact of the Message TTL
Figure 60 shows the impact of different TTLs on the average total Roaming time
while an announcement timer of 5–10 s was applied. Here the TTL defines the maxi-
mum hop count of a message. It can be seen that the TTL has no significant impact
on the performance of the resource allocation service, since short TTLs are already
compensated by the high frequency of newly generated resource advertisements by
the nodes. In order to support the distribution of resources as good as possible, we
have chosen a TTL of 7 hops in our evaluations throughout Section 6.2, since this
TTL has reached the best median value.
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Figure 60: Greedy Selection Strategy: Average total Roaming time for different TTLs [138].
Impact of RDB Capacities and Generation Interval
To examine the robustness of the resource allocation service against scenario charac-
teristic fluctuations, we investigate the impact of the resource amount per generated
RDB. For five different resource amounts per RDB, Figure 61 shows the number of
nodes alive over time and the amount of available resources in the simulated area.
The overall amount of available resources in the evaluation is always the same, re-
gardless of the different resource amounts per RDB. The RDB generation interval is
set to 2min, so that an increasing RDB resource amount results in a faster availability
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of the total amount of resources. An RDB resource amount of 100%, with regard to
a node’s maximum battery capacity, all resources were made available by 200 differ-
ent RDBs after approximately 6.66h. An RDB resource amount of 10 000% results in
only two RDBs after 4min. A lower number of RDBs consequently results in fewer
nodes discovering them. In this case, the non-cooperative strategy En Passant per-
forms poorly since the majority of nodes do not encounter one of the two RDBs and
cannot recharge their battery. Figure 61a shows that less than 40% of the nodes are
alive after 4h while most of the resources, held by the two RDBs, are not consumed
in the end, as shown in Figure 61b. Independent of the amount of individual RDBs,
En Passant is never able to utilize the overall available resources before all nodes are
offline. In contrast, the cooperative strategy Greedy Selection demonstrates that the dis-
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Figure 61: Nodes alive and available resources for different RDB resource amount (in % of
the nodes’ maximum battery capacity) [138].
semination of resource advertisements enables nodes to be aware of the two different
RDBs’ locations, although they have not discovered them by themselves. This results
in approximately 75% consumed resources after 8h (cf. Figure 61d). Nevertheless,
some nodes never hear about available resources and go offline after approximately
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3h, which is visible as a sudden drop in Figure 61c. This results from the network
partitioning caused by the nodes’ individual movement patterns, which is a common
characteristic for DTN-MANETs. Figure 61d highlights that, if knowledge is shared,
almost all the RDBs are discovered and all the resources are consumed at the end of
the simulation.
Both, En Passant and Greedy Selection benefit from a large number of RDBs as this
makes the RDB discovery more likely and, additionally reduces the high competition
of individual RDBs. However, with only 100% battery capacity per RDB, the resource
spawning is too slow and the available resource amount is too low to serve the
resource demand of the nodes, resulting in nodes going offline without recharging
at all. This is supported by the results for different generation intervals of RDBs in
Figure 62, which determine the time until a new RDB spawns. With 200% of a node’s
maximum battery capacity. When applying a generation interval of 5min or 10min,
a large proportion of the nodes go offline before the 4h mark.
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Figure 62: Nodes alive and total amount of available resources for different RDB generation
intervals (gi) [138].
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a.4 list of acronyms
AODV Ad Hoc On-demand Distance Vector
AORVA Ad Hoc On-demand Reservation Vector Auction
BSN Beacon Sequence Number
C2C Civilian-to-civilian
C2O Civilian-to-organization
CI Critical Infrastructure
D2CS.KOM Decentralized Disaster Communication System
DRAS Disaster Region Analyzing Service
DTN Delay-Tolerant Network
DTN-MANET Delay Tolerant And Mobile Ad Hoc Network
ECDF Empirical Cumulative Distribution Function
EID Endpoint IDentifier
GPS Global Positioning System
GSM Global System For Mobile Communications
ICT Information And Communication Technology
IFRC International Federation Of Red Cross And Red Crescent
Societies
IoT Internet Of Things
LCC Location Consistency Check
LoRa Long Range
LOS Line Of Sight
MANET Mobile Ad Hoc Network
NGO Non-governmental Organization
NLOS No Line Of Sight
O2C Organization-to-civilian
O2O Organization-to-organization
P2P Peer-to-peer
POI Point Of Interest
RDB Resource Demand Beacon
RSN Request Sequence Number
TTL Time To Live
UAV Unmanned Aerial Vehicle
VANET Vehicular Ad Hoc Network
Wi-Fi Wireless Fidelity
WSN Wireless Sensor Network
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