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Abstract
Mathematical models have been applied to biology and health to gain a better understand-
ing of physiological systems and disease, as well as to improve levels of treatment and
care for certain conditions. This thesis will focus on two different methodologies to in-
vestigate models of health, namely delay differential equations and Bayesian based data
mining.
The first approach uses delay differential equations to model the glucose-insulin regula-
tion system. Many models exist in this area, typically including four exponential func-
tions, and take a number of different forms. The model used here is a system of two
delay differential equations with two time delays. The one delay form of this model has
previously been widely studied, but less is known about the two delay system from an
analytical view point.
This work improves upon the existing models by incorporating Hill functions instead of
exponential functions. The new model presented is studied for its appropriateness and
robustness to changing parameters such as glucose infusion rate and insulin degradation.
A local and global stability of the two-delay system is presented both in general terms
and explicitly using Lyapunov functionals and linear matrix inequalities.
The second method employs data mining techniques including a robust and transparent
naı¨ve Bayes classifier for classification and prediction of aspects of health. A study into
prediction of post-stroke mortality is made on a data set of stroke patients. Interesting
results are obtained for the classification of naturally arising mortality periods and an
investigation into the role of age as a risk factor for post-stroke mortality. A wide range
of risk factors are then investigated for significance which are used to build new predictive
models.
These two approaches have the joint aim of improving the understanding of aspects of
health through mathematical modelling techniques. A new model of the glucose-insulin
regulatory system is developed and for the first time an analysis of the global stability of
the two-delay model by use of a Lyapunov functional is provided. The second approach
sees typical and robust data mining techniques used to analyse medical data. New models
for stroke mortality and prediction of diabetes and obesity are created, which review risk
factors and also illustrate the benefit of data mining techniques for analysing medical data.
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Chapter 1
Introduction
“Few will have the greatness to bend history itself; but each of us can work to change a
small portion of events, and in the total of all those acts will be written the history of this
generation”
—Robert F. Kennedy (1925 - 1968)
1
1.1 Introduction 2
1.1 Introduction
The application of mathematical methodology in relation to life sciences such as biol-
ogy, physiology and medical studies is extremely beneficial, however there are many
challenges faced. Before research begins, challenges in interdisciplinary work include
a necessity to have a good knowledge base in two or more fields while also having the
ability to convey results in the correct language to connect with research areas. For ex-
ample, a mathematician, statistician, biologist and medical professional can each present
one result in different ways.
This thesis will focus on mathematical models of health. Any aspect of health is a very
complex system, which provides a large challenge in accurate mathematical modelling.
The definition of complexity in this sense is given as having many different levels and dif-
ferent aspects. Any living system or disease is complex and can be studied via a number
of different subsystems. It is possible to study a disease on a microscopic level in order
to give understanding of chemical interactions and functionality for causes and effects
within molecular subsystems. Alternatively, a disease can be studied on a macroscopic
level to discover associations and causality of very different factors, for example, social,
economic and behavioural influences. Due to this very complex nature, it is not possi-
ble to fully study a living system in one combined model, but, mathematically modelling
different aspects on different levels helps to build a better knowledge and understanding.
The area of multiscale modelling has begun to address this issue, applied to an increasing
range of situations, for example see Leszczynski and Shukla (2009).
Progress in mathematical applications to biology have led to an increased level of interest
in the area, creating great advances in the study of health and diseases. This thesis will
present a study of two different mathematical modelling techniques applied to health and
disease with a focus on diabetes, in order to highlight their complexity and the need for
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different mathematical approaches on multiple scales.
1.1.1 Diabetes
The main health related focus of this thesis is the disease diabetes. Officially known
as diabetes mellitus, it is a chronic disease which means it cannot be cured but only
controlled through medication and treatment. Other examples of chronic diseases include
asthma, Alzheimer’s, heart disease and allergies. Further information can be found from
groups such as The Center for Chronic Diseases (CMCD 2014).
Diabetes is a disorder of metabolism, causing problems in the way our food is broken
down and used in the body. When we eat, almost all food is broken down into some ele-
ment of glucose which comes from digesting carbohydrates commonly found in starchy
and sweet foods. Glucose is a type of sugar which is primarily used by the cells in the
body as fuel in order to function properly. A small amount of glucose is produced natu-
rally in the liver; however, external glucose is the body’s main source of energy. Once
food has been broken down and glucose is present in the blood it requires insulin, which is
a hormone secreted by the pancreas that allows the glucose to be used by the cells as fuel
or stored in the liver and muscles as glucagon. However, in diabetic people there is either
little or no insulin secreted by the pancreas or the cells do not respond to the presence
of insulin, often referred to as insulin resistance. Type one diabetes is a genetic defect
typically developed at a young age in which the insulin secreting cells of the pancreas are
attacked by the immune system stopping production of insulin. The much more common
type two diabetes accounts for approximately 90% of all diabetes sufferers in the United
Kingdom and is a condition developed later in life where the body either stops producing
insulin or insulin resistance is established (NHS 2014). There is also a third type known
as gestational diabetes, which is developed during pregnancy and can occur with no prior
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diabetic history or symptoms.
In terms of facts and figures, diabetes is not only a very serious and prominent problem
worldwide, but it is also a growing problem. According to recent figures obtained from the
UK based charity Diabetes UK released in February 2014, the incidence of diabetes across
the UK is currently 3.2 million people, approximately 6% of the population for those
actually diagnosed. Then there is an estimated further 630,000 people as yet unaware of
their condition (Diabetes-UK 2014). By comparing this with the corresponding figures
from the year before, it is clear to see that the incidence of diabetes is a growing problem
(Diabetes-UK 2013a). The previous year’s figures, released in April 2013 gave a total of
2.9 million people in the UK, an increase of approximately 300,000 diagnosed cases of
diabetes in an approximate 12 month period. Further to this, it is expected that by the
year 2025 there will be 5 million diagnosed cases of diabetes in the UK alone. This is a
worldwide problem not just confined to the UK. A 2011 Lancet report gave figures that
there are 347 million diabetic sufferers worldwide (Danaei et al 2011) and in addition, the
World Health Organisation (WHO) predicts that diabetes will be the 7th highest leading
cause of death in the world by the year 2030 (Mathers and Loncar 2006).
There are many different factors that can cause diabetes or increase the risk of the disease.
Diabetes can be developed on a microscopic and genetic level, through interactions such
as that of glucose and insulin in the metabolic system and up to macroscopic factors such
as social and lifestyle elements. All of which contribute to the disease itself (Associa-
tion et al 2014). The number one causal factor for type two diabetes is obesity (Chan
et al 1994; Resnick et al 2000). Obesity is typically classified as having a body mass
index (BMI) greater than 30. However, people with a lower BMI but who have a large
percentage of body fat, particularly centred around the waist, are also highly at risk. By
extension, the risk factors for obesity such as lack of exercise and unhealthy eating are
also long term risk factors of diabetes due to the strong link between the two. Alongside
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this, other causal factors of diabetes include a history of high blood pressure, heart at-
tack or stroke. There is also evidence for mental illnesses controlled by medication, such
as schizophrenia, to be related to diabetes (Dixon et al 2000; Sernyak et al 2002). Fur-
thermore, if a close family member has had diabetes then risk is increased (Diabetes-UK
2013b).
Information from Diabetes UK shows that diabetes itself is a risk factor for many other
diseases and conditions (Diabetes-UK 2014). An increased risk of cardiovascular dis-
eases, including heart disease, stroke and angina amongst others can be related to dia-
betes. Due to an excess of glucose in the blood being passed through the kidneys to leave
the body, there is an increased risk of kidney failure and related diseases. Kidney disease
accounts for nearly 16% of all deaths in diabetics (Morrish et al 2001). Eye sight can
be affected by diabetes and retinopathy is very common in long term diabetics, so much
so that in the UK, diabetes is the leading cause of preventable loss of sight (Bunce and
Wormald 2006). Other such effects include blood circulation issues leading to amputation
and nerve damage as well as risk of mental illnesses such as depression.
Diabetes is a disease that is linked to many other diseases which can occur at the same
time either dependently or independently, known as co-morbidity. It is clear that many
conditions, such as stroke, are associated to cause (Diabetes-UK 2013b) and effect (Barrett-
Connor and Khaw 1988) of diabetes. The significant complexity of diabetes and its rela-
tion with many causal factors and its presence as a risk factor for many other conditions,
make it an extremely complex problem to study and treat.
The importance of studying diabetes to understand all elements of the disease will not
only lead to better treatment and interventions to improve quality of life, but will also aid
governments and hospitals in terms of health care costs. There are many studies from a
wide range of different countries investigating the financial cost of healthcare related to
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diabetes and associated factors. One particular study in 2010 suggested that global health
care spending on diabetes stood at 376 billion USD. This accounts for 12% of global
healthcare expenditure. It is also estimated that by the year 2030 the figure will be 490
billion USD (Zhang et al 2010). One specific and recent example of this comes from a
BBC news story in July 2014 (Gallagher 2014) reporting that the UK is spending 10%
of its health budget on diabetes and one extreme solution may be weight loss surgery for
anybody with a body mass index in the very obese range, greater than 35. This would
cost between £3,000 and £15,000 per operation with an estimated 460,000 people already
meeting the criteria for assessment for surgery.
All of the health and financial reasons discussed make diabetes an extremely pressing
matter in need of continued serious attention. The aforementioned complexity of the
disease makes it very difficult to study and treat and as such there are many different
investigations for different aspects of diabetes; however, there is much work to be done
on a plethora of levels.
1.1.2 Approaches to mathematical modelling of health
A search of the literature for mathematical models related to diabetes produces many dif-
ferent results. These range from microscopic subsystems involving the affect of micro-
receptor on β-cell secretion for release of insulin by the pancreas (Nesca et al 2013), up
to very large scales such as economic models assessing health costs (Bagust et al 2001).
Examples of a more physiological approach can be seen in models based on feedback
loops and regulation of hormones as with glucose-insulin regulation (Bennett and Gour-
ley 2004b; Li and Kuang 2007). The treatment of diabetes is modelled in a number of
different areas with examples such as active insulin control (Lam et al 2002), and com-
parisons of techniques using statistical marginal structure modelling (Neugebauer et al
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2012). Many models also exist to describe links to other factors such as stroke (Kothari
et al 2002), or interventions such as exercise alongside diabetes and heart disease (Sacre
et al 2014). These are very few examples of the mathematical modelling that exists to aid
the understanding and care of diabetes and its related conditions.
1.2 Aims and motivation
This thesis will take the two approaches listed below in order to create very different
models which investigate aspects of health on two different scales.
• Delay differential equations techniques used to model behaviour of glucose-insulin
regulation within the metabolic system.
• Application of data mining techniques to a macroscopic medical data in order to
study risk factors and build predictive models.
Further details of these two approaches and their application in this thesis are outlined
below.
1.2.1 Methods of study
The method of study and type of techniques to be used in modelling depends largely
on the initial hypothesis and the desired outcome of the investigation. Here, the focus
will be on two particular styles of mathematical modelling used to study elements of
health. When causality, the relationship between two or more events, is known then
a small set of input variables can be used to give a small set of output variables. To
model this a reductionist approach can be taken by modelling a subsystem and utilising
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the factors that directly affect it. A technique involving a set of differential equations
allows for greater understanding and gives a wide range of modelling capabilities for any
system with continuously changing variables through time. Behavioural elements of a
system based on certain factors through time as well as functionality of a system can be
determined through use of differential equations. An example of application in diabetes
modelling is in the glucose-regulation system which models the interaction between two
substances whose quantities vary with time.
Where the causality is not known for a particular condition, it is desirable to study a large
number of input variables to cover many possibilities in order to gain an understanding.
A useful technique for this comes from a more statistical background in the area of data
mining where many variables can be studied in one model for their relation to a specific
condition. This type of scenario often occurs on a more macroscopic level, for example
to investigate behavioral and social factors alongside medical aspects related to a disease.
In these scenarios it is often difficult to give an initial hypothesis as there are many con-
nections to be determined. Statistically, this approach is useful in shaping results related
to risk factors and probabilistic models. In relation to health, a data mining based model
can be created as a risk analysis to determine patients who are more likely to develop a
given condition based on a set of wide ranging and unrelated variables. There is also the
possibility to investigate one specific group of variables such as past medical histories.
1.2.2 Motivation
First, a system of delay differential equations will be used to model the interaction be-
tween glucose and insulin in the glucose-insulin regulation system. The system is known
to have two time delays and the study of the oscillatory nature of this system with both one
and two delays has been prominent in the field since the 1990s. Although the analysis of
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the system with one time delay is extensive, the two delay system is much less explored,
usually with a purely numerical approach. For the first time, a stability analysis both lo-
cally and globally of the two delay system of glucose and insulin regulation is provided.
The general linearisation of the system will be used analytically for the local case with a
linear matrix inequality (LMI) approach taken to simulate this numerically. A Lyapunov
functional approach will be used to analytically give conditions for global stability, while
providing numerical simulations to show the relation to model parameters. New aspects
of the model are created by the introduction of Hill functions. This incorporates phys-
iologically driven parameters into the model, given the original biological nature of the
Hill function, as well as removing the need for auxiliary parameters with no physiological
meaning. This gives an improved and clearer set of functions. Models for glucose-insulin
regulation can be used for the advances in the treatment of diabetes through an artificial
pancreas (Steil and Reifman 2009). However, the current models attempting to be applied
to an artificial pancreas are restricted in design, such as the linear model with no delays
presented by Huang et al (2012). The motivation is that a greater understanding of the
glucose-insulin regulatory system with two delays will lead to a better application to the
treatment of diabetes, as with the artificial pancreas.
Secondly, data mining techniques involving a naı¨ve Bayes classifier will be used in order
to produce classifying and predictive models based on risk factors and associations for
aspects of health. There is a large increase in the amount of medical data being produced
and stored which is often of very large volume and high dimension. Medical data is
typically used to study one particular aspect based on a specific hypothesis, meaning that
a number of potential insights could be being missed. The research area of data mining
and knowledge discovery has been developed to investigate large data of many types, with
a growing application to medical data. One aim of the thesis is to show how data mining
techniques can be used more widely on the wealth of medical data being accumulated,
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allowing for useful conclusions to be drawn. A data set of stroke patients will be studied
to build new models for assessment of risk for post-stroke mortality based on rapidly
accessible information. These models raise interesting points for risk factors and could
be used to assess risk of mortality for different time periods to assist in the treatment of
stroke patients in hospitals.
Individually, the aim of these two approaches related to health conditions and treatment is
to create a useful investigation which will enhance the understanding of the systems and
add to the knowledge base in the respective areas. Further to this, an appraisal of the two
sides of these very different but very useful modelling techniques will be made. Both of
which can be referred to as a mathematical model of health.
1.3 Open questions to address
By using the approaches of delay differential equations modelling and data mining, the
work in this thesis attempts to address the following research questions:
• Can Hill functions be used as an appropriate way of representing aspects of the
glucose-insulin regulatory system to produce the desired oscillatory behaviour?
• Is it possible to derive delay-dependent stability conditions in the local case for the
two-delay system to define apparition of oscillations?
• Can a Lyapunov functional approach to global stability of the two-delay model of
glucose-insulin regulation be used to find the optimal ranges of the Hill parameters
by obtaining stability conditions dependent on these parameters?
• Will the use of data mining techniques applied to medical data provide useful in-
sights into relations of variables and conditions?
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• Can these data mining techniques be used to build successful predictive models for
a specific condition in a medical scenario?
1.4 Statement of original contribution
The work in this thesis contains the following key contributions to knowledge:
• Hill functions used to model the underlying regulatory mechanisms of the
glucose-insulin regulatory system: This thesis contributes to the models for glucose-
insulin regulation by creating new functions to describe the regulatory mechanisms
which are of Hill function form. Optimal ranges for the parameters of these func-
tions are found.
• Local stability analysis of the two-delay glucose-insulin system: The two-delay
model presented in this thesis is analysed for local stability for the first time. The
relation between the two-time delays is calculated analytically to give the boundary
for oscillations. This is then confirmed numerically using a method of linear matrix
equalities.
• Global stability analysis of the two-delay glucose-insulin system: This thesis
presents an analytical global stability analysis of the two-delay system using a Lya-
punov functional approach. While providing conditions for stability, the results are
used to numerically find the optimal ranges for the Hill coefficients.
• A new classification of post-stroke mortality time scales: An analysis into a data
set of stroke patients shows that there are natural time scales arising for post-stroke
mortality which suggest differences in risk factors for different time periods. A
very short time scale as well as longer time scales, dependent on the analysis, are
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proposed which differ from the typical one month time scale.
• Risk factor analysis for post-stroke mortality over different time scales with
a focus on age: This thesis presents a focused study on age as a risk factor for
post-stroke mortality for different time scales. Age is seen to not have any effect on
post-stroke mortality in the very short period. Whereas, for the longer time period
age plays a significant role. A wide range of other risk factors are analysed for two
time periods, 1-7 days and 8-93 days.
• Predictive models are successfully created for post-stroke mortality: The anal-
ysis of risk factors is used to build predictive models over the very short, 1-7 days,
and the short/intermediate, 8-93 days, time scales by using a naı¨ve Bayes approach
to assign variables a score function. Moreover, these models are compared to other
techniques which show the benefit of a naı¨ve Bayes approach.
1.5 Thesis structure
Following this introduction, Chapters 2 - 6 of this thesis will be related to the method
of delay differential equations applied to the glucose-insulin regulation system, while
Chapters 7 and 8 will look at the data mining approach to health to build models for
post-stroke mortality.
In Chapter 1 a background to diabetes is given alongside the motivation for this work,
while the questions to be addressed and the contributions of the thesis are discussed.
Chapter 2 gives an overview of the literature for models related to glucose-insulin regu-
lation highlighting key studies in relation to the delay differential equation work in this
thesis.
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Chapter 3 introduces the concepts and methodologies that are used in the creation and
analysis of the delay differential equation model of glucose-insulin regulation.
In Chapter 4 the model with the new Hill functions is introduced providing some prelim-
inary numerical analysis of the parameters and their effect in relation to the fixed point.
An analytical overview of local stability in the one-delay case is covered.
Chapter 5 presents analysis of local stability in order to determine conditions for the
apparition of oscillations in the two-delay case. The characteristic equation is assessed for
the general case when both delays are nonzero and the results are confirmed numerically
using linear matrix inequalities. A Lyapunov functional is then created to give a set of
sufficient conditions for local stability.
Chapter 6 assesses the global stability of the nonlinear two delay glucose-insulin regula-
tions system by analytical derivation of a Lyapunov functional. The global analysis of the
system allows for the new parameters in the model to be investigated further in relation
to stability. Optimal ranges for the Hill parameters are given at the end of this chapter.
Chapter 7 marks the beginning of the data mining related work where an overview of some
techniques and methodologies used in this thesis and from the literature for statistical
based data mining and machine learning are introduced.
In Chapter 8 the study of risk factors in short and intermediate term post-stroke mortality
with the creation of predictive models is presented. First, appropriate mortality time
scales are determined before analysing age as a specific risk factor. A wide range of
factors are studied and used to build new predictive models via a naı¨ve Bayes approach.
Chapter 9 gives an overall conclusion summarising the work in this thesis and provides a
discussion of possible avenues for future work.
Chapter 2
Literature review for glucose-insulin
regulation
An overview of the literature for models related to the glucose-insulin regulation system.
The focus will be on the key models in the field with their extensions and how they have
inspired the work in this thesis.
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2.1 Introduction
The glucose-insulin regulatory system is an important part of maintaining a healthy body.
The pancreas and the liver regulate the production of insulin and glucose respectively, in
order to keep the glucose level in check. Insulin, produced by the pancreas, is needed by
the body to allow glucose to be used as fuel in the cells. Failure to regulate this system
will result in high blood sugar leading to diabetes due to either a lack of insulin or insulin
resistance and is the cause of many other long term problems. The system operates with
ultradian oscillations, defined as cycles which are repeated throughout a 24 hour day,
which were first discovered by Hansen (1923). These ultradian oscillations have been
studied in a variety of ways since and can best be seen during constant glucose infusion
in work originating from Shapiro et al (1988), an adaptation of which is seen in Figure
2.1.
Figure 2.1: Graphical representation of the ultradian oscillations of insulin and glucose
under conditions of constant glucose infusion. Adaption taken from Li et al (2006).
2.2 Original model and functions
The work in this thesis to model the ultradian oscillations of the glucose-insulin regulatory
system originally stems from the work of Sturis et al (1991a,b, 1995). The paper (Sturis
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et al 1991a) provides a model based on a negative feedback loop, typically found in
most biological systems, and incorporates two insulin compartments, plasma and remote,
and one glucose compartment. An important feature of the system is the inclusion of
a time delay representing the delayed effect of insulin on inhibiting glucose production.
The system includes five functions, f1, . . . , f5, which represent the underlying regulatory
mechanisms of the system. The full framework, as adopted by this thesis, is represented
in the flow diagram of the model in Figure 2.2.
Figure 2.2: Modelling framework showing the regulatory mechanisms for glucose and
insulin regulation. The functions fi represent key features such that f1 is the effect of glu-
cose on insulin secretion, f2 - insulin independent glucose utilisation, f3 and f4 represent
insulin dependent glucose utilisation and f5 - effect of insulin on glucose production.
The model is created as a system of six ordinary differential equations: three equations
are used for the main variables of the model, they are plasma insulin, x(mU), remote in-
sulin, y(mu) and plasma glucose, z(mg) while the remaining three differential equations
represent the time delay in a three tiered linear system introducing the auxiliary states,
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h1, h2 and h3,
dx
dt
= f1(z)− E
(
x
Vp
− y
Vi
)
− x
tp
,
dy
dt
= E
(
x
Vp
− y
Vi
)
− y
ti
,
dz
dt
= Gin + f5(h3)− f2(z)− f3(z)f4(y),
dh1
dt
=
3(x− h1)
td
,
dh2
dt
=
3(h1 − h2)
td
,
dh3
dt
=
3(h2 − h3)
td
.
(2.1)
The three auxiliary variables model the delay via an expansion similar to that of Taylor’s
expansion. Taking the expression for the derivative of h1 without the coefficient, where
td is the total time delay, then it can be written such that,
x(t− td) = h1(t− td) + h′1(t− td)td. (2.2)
This is equivalent to the Taylor expansion of h1(t) at time t− td. Therefore, the auxiliary
variable h1(t) ≈ x(t − td). When this is extended to the third order case including
auxiliary variables h2 and h3 the expansion is not of Taylor expansion form and hence the
delay is not third order but is purely a three-tiered system where each auxiliary variable
is an approximation of the previous. This has been shown in Li et al (2006).
The functions f1, . . . , f5 are defined as:
f1(z) =
Rm
1 + exp
(
−z
300Vg
+ 6.6
) , f2(z) = Ub
(
1− exp
( −z
144Vg
))
,
f3(z) =
0.01z
Vg
, f4(y) =
Um
1 + exp(−1.772 log y
(
1
Vi
+ 1
(Eti)
)
+ 7.76)
+ U0,
f5(h3) =
Rg
1 + exp
(
0.29h3
Vp
− 7.5
) .
(2.3)
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Parameter Description
tp Time for plasma insulin degradation
ti Time for interstitial insulin degradation
td Time delay on glucose production dependent on plasma insulin
E Diffusion of insulin between plasma and interstitial space
Gin Exogenous glucose infusion
Vp Volume of insulin in plasma space
Vi Volume of interstitial fluid
Vg Volume of glucose space
Ub Maximum velocity of insulin-independent glucose utilization
U0 Minimum velocity of insulin-dependent glucose utilization
Um Maximum velocity of insulin-dependent glucose utilization
Rm Maximum insulin infusion rate
Rg Maximum glucose infusion rate
Table 2.1: Descriptions of the parameters in the model (Sturis et al 1991a).
The parameters and their descriptions can be seen in Table 2.1, the parameters not de-
scribed in the table are auxiliary parameters and have no physiological meaning. It should
also be noted that in the paper of Sturis et al (1991a), a second time delay for the slow ef-
fect of insulin on glucose utilization is mentioned but not explicitly modelled. This delay
would represent a delay related to function f4. However, this could also be represented as
a delay in insulin production, f1, as within the system the delay for these two functions
would be equivalent. While it is not directly modelled by the system of ODEs (Sturis
et al 1991a), it is an effect of the movement of insulin between the interstitial and remote
compartments as the action on glucose is only seen in the interstitial fluid. Extensions of
this model introduce this time delay and are discussed in more detail in Section 2.3.
The functions seen in Equation (2.3) are commonly used in relation to glucose-insulin
regulation and the model of Sturis et al (1991a) has been used as a base for many models
since its publication. One of the early developments of the model, seen in Tolic et al
(2000), investigates the advantages of periodic versus constant insulin supply. A simpli-
fied version of the original model of Sturis et al (1991a) is used by replacing the func-
tions, fi, with constants and Taylor expansions. The five functions f1, . . . , f5 are rewritten
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slightly but remain inherently the same.
There are a number of ways in which the model of Sturis et al (1991a) can be developed.
The main step is to incorporate explicitly the time delay for glucose production, into func-
tion f5 creating a system of three delayed differential equations (Drozdov and Khanina
1995; Bennett and Gourley 2004a). This removes the reliance on three tiered system of
differential equations for the delay model and amongst other modifications is applied in
most papers since. The model of Drozdov and Khanina (1995) also reduces the number
of functions to three by rewriting function f2, noting that function f3 is not written as an
independent function but is included directly in the equation for glucose.
2.3 Systems of two delay differential equations
A further way to reduce the model is by combining the two insulin compartments into
one by removing the diffusion term and giving an overall insulin degradation term with
function f1. This gives a model of two delayed differential equations which can be seen
in many papers e.g. Engelborghs et al (2001a), Bennett and Gourley (2004b) and Li et al
(2006). Models of this type will provide the base of analysis for the work presented in
this thesis. A significant further development to models in this area is the introduction
of a second time delay (Engelborghs et al 2001a; Li et al 2006). This second time delay
relates to the slow effect of glucose utilisation dependent on insulin as mentioned in Sturis
et al (1991a). The idea for approaching this delay is very different in Engelborghs et al
(2001a) and Li et al (2006), their models will be discussed in further detail here.
The main analysis of these models is centred around two areas: (a) the effect on oscilla-
tions of altering parameters and (b) bifurcation analysis for stability. The work of Engel-
borghs et al (2001a) studies a model for two time delays by introducing a delayed form of
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function f1 alongside the non-delayed function f1 in the equation for insulin levels such
that the equation for I˙ is,
I˙(t) = αf1(G(t))− I(t)
t1
+ (1− α)f1(G(t− τ1)). (2.4)
In this model α represents the degree of infliction of a diabetic person where a small α
indicates a more significantly affected patient. The delay represents the slow movement
of insulin supply through the cells in the body to interact with the internal system. This
can be viewed, in effect, as a delay of the insulin response stimulated by glucose, i.e. the
delay in insulin production. This is the reasoning in reusing the function, f1. The work
in Engelborghs et al (2001a) carries out a predominantly numerical analysis of the steady
state for their two-equation model with two delays. This is done by finding branches of
periodic solutions through investigations of Hopf bifurcations. The authors hypothesize
that there is two distinct results representing diabetic and non-diabetic patients. The bifur-
cation analysis seen in Engelborghs et al (2001a) and further works by these authors are
created using the MATLAB package DDE-BIFTOOL (Engelborghs et al 2000, 2001b,
2002).
Now, looking to the work of Li and his collaborators (Li et al 2006; Li and Kuang 2007),
the second delay in their models is described more simply as the delayed effect of glucose
on insulin response. The description of this delay stems form the β-cells in the pancreas
which secrete insulin. The β-cells are stimulated when the glucose level is high, which
causes secretion. The biological process for this involves the molecules of glucose en-
tering the islets in the pancreas by transporter GLUT2, an increase of ATP:ADP protein
transporters, the closure of K+ channels and the opening of Ca+ channels before the
insulin is secreted in sacs via the β-cells (Gilon et al 2002; Li et al 2006). The insulin
then moves into the remote space, modelled by the variable, y, (Sturis et al 1991a), to
be used in the process of converting glucose to energy. Further details of this delay can
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be seen for example in (Gilon et al 2002; Cherrington et al 2002). This gives a system
of two delayed differential equations with two delays. The terms τ1 and τ2 represent the
delay in insulin response to glucose levels and the delay in glucose production dependent
on insulin. The model is presented here by Equation (2.5) and will be used as the base for
the studies in this thesis. Further details of the model and functions in this thesis will be
discussed in Chapter 4,
G˙(t) = Gin − f2(G(t))− f3(G(t))f4(I(t)) + f5(I(t− τ2)),
I˙(t) = f1(G(t− τ1))− diI(t).
(2.5)
Here, alongside the functions f1, . . . , f5, the constant parameters di and Gin represent
insulin degradation and external glucose infusion respectively. The analysis of this system
in Li et al (2006) compares a range of models before numerically using a bifurcation
analysis for the two time delays and two selected parameters, external glucose infusion,
Gin, and insulin degradation, di. This gives threshold values for these parameters for the
production of ultradian oscillations. The follow-up paper (Li and Kuang 2007), studies
the model of Li et al (2006) with two delays by providing an analytical study of local
stability for both the one-delay and the two-delay cases. The case where one of the
delays is zero is thoroughly studied and for the two-delay case more general conditions are
obtained. Across all of the literature the analysis of the two-delay model is significantly
less present than the one-delay model. The two-delay model is more realistic in terms of
the biological representation of the system however, it is more difficult to study than the
one-delay model.
In terms of stability analysis, it is important to mention the work of Bennett and Gourley
(2004a,b,c). The model (Bennett and Gourley 2004b) is a system of two delayed dif-
ferential equations with one time delay and is investigated analytically. Importantly for
this study, conditions for global stability are obtained by using the comparison principle
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approach and secondly, the Lyapunov functional approach. Serving as part of the moti-
vation for the work in this thesis, the Lyapunov functional approach to stability will be
discussed in more detail in Chapter 3 and applied to the two-delay model in Chapter 6.
2.4 Functional extensions to models
An alternative extension of the model of Li et al (2006) was presented in a paper which
introduces an additional two functions, f6 and f7 (Chen and Tsai 2010). These two func-
tions are included to account for the effect of hyperglycaemia which is the condition of
having high blood sugar levels, just below diabetic classification. Function f6(G(t)), is
a function of glucose concentration and takes a very similar form to that of functions f1
and f5. While function seven, f7(G(t) − 330), again has a similar form but is a function
of G(t)− 330, to accurately represent kidney glucose extraction which takes effect above
the urine threshold, where the 330 represents the threshold of 330 mg/dl. Two additional
parameters, α and β, are also included to estimate the dysfunctions of a system with di-
abetes such as hyperglycaemia. These additional functions and parameters are coupled
with altering external glucose, Gin, to include a step function, U(t− tm), in order to rep-
resent the effect of intermittent meal inputs at time tm, rather than a continued glucose
infusion. Overall, the model presented in Chen and Tsai (2010) is given by,
G˙(t) = [Gin + f5(I(t− τ2))f6(G(t))]
− [f2(G(t)) + f7(G(t)− 330) + βf3(G(t))f4(I(t))]
I˙(t) = αf1(G(t− τ1))− diI(t)
Gin(t) =
∑
∀m∈M
Gm(t− tm)U(t− tm)
(2.6)
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The developments in this model are useful as they show that small changes to the model
of Li et al (2006) can produce a useful system for modelling glucose-insulin regulation
under intermittent meal infusion, while also accounting for other diabetic related effects.
Another important work to discuss is that of Huang et al (2012). In this paper mathemat-
ical models are built for the glucose-insulin regulation system with impulsive injections
of insulin to develop the algorithms for the insulin pump and an artificial pancreas. An
artificial pancreas is a medical device designed to replace the function of the human pan-
creas in the metabolic system as a way of delivering a more normal method of treatment
by automatically monitoring and controlling plasma glucose levels in diabetic patients. A
body of work on the artificial pancreas can be seen by Steil and his collaborators (Steil
and Reifman 2009; Steil et al 2010; Steil 2013). Currently the models available for the
artificial pancreas are lacking in accuracy for predictability of effective control. The work
in Huang et al (2012) investigates both type 1 and type 2 diabetes to improve the mathe-
matical algorithms for use in the artificial pancreas. The model is again based on the work
of Li (Li et al 2006; Li and Kuang 2007), but with simplifications related to the functions
f1, . . . , f5, such that,
f1(x) =
σ1x
2
σ21 + x
2
, f2(x) = σ2x, f3(x) = ax,
f4(x) = c+
mx
n+ x
, f5(x) = b,
(2.7)
where σ1, σ2, a, b, c, m and n are all positive constants. The simplifications are made
on the basis that the shape of the functions is more important than the function itself
while the time delays are also removed. With these simplifications a successful model is
produced to begin improving the algorithms for an artificial pancreas. Thus, the belief is
that with a greater knowledge of the glucose-insulin system by extending the investigation
of the two-delay system, an improvement to the models for the artificial pancreas can be
achieved. Also, it is important to note in the model of Huang et al (2012), that the function
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f1 is represented by a Hill function of coefficient two. The Hill function will be used in
the model proposed in this work for the glucose-insulin regulatory system and will be
discussed in further detail in Section 3.1.
The model in Li et al (2006) continues to be used as a base for new research and develop-
ments are regularly published. One of the most recent is the model of Kissler et al (2014)
which adds two main parameters in order to show the effect of severity of diabetes, with
options for both type 1 and type 2. The modelling of type 1 and type 2 diabetes follows a
similar idea to that of Chen and Tsai (2010), via simple additional parameters. The effect
of exercise and medication is introduced in order to discuss treatment plans through the
inclusion of external insulin, Iin, for the modelling of medication for diabetes. Once again
the functions, f1, . . . , f5, remain the same and hence can be traced back to the original
model (Sturis et al 1991a). Mathematically, the analysis in the paper is split into type 1
and type 2 diabetes. It is entirely numerical with discussion of the apparition of oscil-
lations and analysis of hypothetical patients for effects of parameter variation related to
exercise and medication on the oscillatory behaviour of the system.
Alternatively, the model and functions in Sturis et al (1991a) can be used as a base for
more complex models rather than condensing and simplification. The models of Kang
et al (2012) and Han et al (2012) investigate movement of glucose on a molecular level
from cell to cell using elements of the original functions to develop more complex models.
These papers also introduce models to investigate the kinetics of glucose receptors and
how they contribute to the processes involved in the regulation system, making use of the
delays, functions and insulin equations in Sturis et al (1991a). Furthermore, the modelling
of glucose can be split into two compartments in a similar way to the insulin creating a
system of four delayed differential equations as seen in Wu et al (2011) where each of the
original five functions are incorporated in the model.
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2.5 Minimal model for IVGTT
The glucose-insulin regulation system can also be modelled in ways which do not stem di-
rectly from the model of Sturis et al (1991a), although similarities are clearly seen. There
exists a large body of work for glucose-insulin regulation following an intra-venous glu-
cose tolerance test (IVGTT) which is an effective method of testing for insulin resistance
in humans to diagnose diabetes. In Pacini and Bergman (1986) the ‘minimal model’ was
introduced to describe this with the lowest number of identifiable parameters, where ex-
tensions to include insulin dynamics (De Gaetano and Arino 2000) and one time delay (Li
et al 2001) have been made. The paper of Panunzi et al (2007) introduces a model which
uses predominantly linear terms for actions such as glucose utilisation, hepatic glucose
production and insulin release and is shown in Equation (2.8). This model includes one
time delay, τg for the response of insulin secretion dependent on glucose level and is given
by,
dG(t)
dt
= −KxgII(t)G(t) + Tgh
Vg
dI(t)
dt
= −KxiI(t) + Tigmax
Vi
(
G(t−τg)
G∗
)γ
1 +
(
G(t−τg)
G∗
)γ
(2.8)
The important thing to note is the use of a Hill function in the equation for insulin with
the Hill coefficients γ and G∗, where in this case G∗ represents glucose concentration
at which the insulin is half its maximum secretion rate. This paper also mentions the
possibility of a system with two delays by introducing a delay, τi, for insulin action on
glucose uptake by replacing I(t)with I(t−τi). This model has been analysed in following
papers, for example, with respect to positive equilibriums and local stability (Palumbo
et al 2007) and also the global stability has been analysed for delay-dependent oscillations
(Giang et al 2008; Li et al 2012). The most recent work involved a development of the
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model with respect to meal consumption (Palumbo et al 2013).
2.6 Concluding remarks on existing literature
What is seen from the literature focusing on models directly related to glucose-insulin
regulation, i.e. without reference to more microscopic modelling of pancreatic β−cell
functionality, is that there are two main directions. The analytical study of the behaviour
of the model is very important in giving a detailed understanding of how the system
works. The papers related to this focus on the one-delay case by setting either of the
delays to zero. The work of Bennett and Gourley (2004b) provides good analysis of global
stability in the one-delay case, where local stability is the focus of Li and Kuang (2007).
There are some efforts to analyse the two-delay system but they tend to be numerical,
as seen in Engelborghs et al (2001a). Therefore, there is much more to be understood
about the system with two delays particularly from an analytical view point which will
lead to better modelling and applications for the system. The other main direction is seen
as applications of the model in a more real world scenario. One particular case is the use
of these models for the improvement of diabetes treatment through an artificial pancreas.
The paper of Huang et al (2012) addresses some issues of the algorithms for the artificial
pancreas but is based on a very simplified linear model with no delays.
The belief is that a better understanding of the system of glucose-insulin regulation in-
cluding two time delays both analytically and numerically could lead to an overall im-
provement in the treatment of diabetes.
Chapter 3
Concepts and methods for delay
differential equations and stability
This chapter gives an introduction to some of the key concepts and methodologies to
be used in relation to the delay differential equation modelling of the glucose-insulin
regulation system. The focus will be on the Hill function and stability, while techniques
for stability analysis including Lyapunov functionals and linear matrix inequalities are
also discussed.
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3.1 Hill function
All living organisms have a large number of biochemical reactions taking place within
the body. This process involves catalysts, known as enzymes, reacting with compounds,
called substrates, to cause a specific reaction. One mathematical example of this to
represent such processes is the Hill function, which was first introduced in 1910 (Hill
1910) as a mechanism for describing the interaction between oxygen, the substrate, and
haemoglobin, the enzyme, within the blood.
The work in this thesis introduces a new form of functions to the models of glucose-
insulin regulation by using Hill functions in the four main model functions (Sturis et al
1991a; Li et al 2006). The original exponential form which has typically been used in the
area to represent the regulatory mechanisms of the system was chosen to fit data and their
sigmoidal shape. By using the Hill function, a stronger physiological reasoning for the
parameters will be given, while removing the need for auxiliary variables. A discussion
of the background and derivation of Hill function and its origins in reaction kinetics will
be presented here, with its application to the model in this thesis presented in Chapter 4.
In order to replace the original exponential form of the main functions which are of
logsitic function form, any funciton which takes as sigmoidal shape could be chosen.
As well as the Hill function, another example is the Gompertz function which is used in
modeling of cancer and tumor growth (Laird 1964; Ferreira Jr et al 2002). The Gom-
pertz function contains two main parameters which determine the growth rate and the
position on the x-axis. One key difference with the Gompertz function is that it is not a
symmetrical sigmoidal shape as the right-hand asymptote is approached slower than the
left-hand asymptote. Therefore, to replicate the regulatory mechanisms of the system the
Hill function is the best choice.
As the idea for the Hill function stems from enzyme kinetics, it is applicable to models
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involving the rate of product formation in a cooperative enzymatic reaction. In many
standard textbooks the Hill function is often described alongside Michaelis-Menten en-
zyme kinetics (Murray 2002; Jones et al 2010). The base reaction can be seen in Equation
(3.1) where an enzyme, E, reacts with a substrate, S to form a complex, ES, which is
converted into a product, P and the enzyme,
E + nS
k1−−⇀↽−
k−1
ESn
k2−→ P + E. (3.1)
The rates of reaction are represented by k1, k−1 and k2 and n is a measure of negative
(n < 1), zero (n = 1) or positive (n > 1) cooperativity. The derivation involves the law
of mass action, stating that the rate of reaction and the product of the concentrations of
reactants are proportional, to give a differential equation for each term in the system. This
is followed by the conservation law for the enzyme, which is purely a catalyst, such that
the total quantity of the enzyme remains the same. Thus,
[E] + [ESn] = [E]0, (3.2)
where the brackets, [ ], denotes concentration and E0 represents the initial condition. The
final expression is known as the Hill function and takes the form,
[ESn] =
Q[S]n
Km + [S]n
, (3.3)
where Km is the Michaelis constant and Q = k2[E0]. This is the derivation of the basic
Hill function from enzyme kinetics.
Since its initial use in enzyme kinetics for oxygen and haemoglobin, the Hill function has
been widely applied in other areas for modelling biochemical properties and reactions.
One main area where it has been used is clinical and pharmacological modelling for
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drug trials and other such reactions. A review of the success of the Hill function in
pharmacology can be seen for example in Goutelle et al (2008) and Gesztelyi et al (2012).
Other instances include modeling of the lac operon using Hill function form for aspects
of the model (Yildirim et al 2004; Yagil and Yagil 1971), and as mentioned in Chapter 2,
it has uses in glucose-insulin regulation models. The general form of the Hill function is
given in Equation (3.4) which shows a nonlinear function f , dependent on the variable x,
f(x) = γ
xh
xh + kh
, (3.4)
where h and k are the Hill coefficients and γ is a constant coefficient.
The Hill function is sigmoidal and the steepness of response is affected by the Hill coef-
ficient, h. The parameter k denotes the concentration required for the function to be at
half its maximal output and thus determines the position of the turning point. Figure 3.1
shows a graphical representation of the effect of altering h, moving from negative coop-
erativity at h = 0.5, through zero cooperativity at h = 1 and into positive cooperativity
for h = 2 and h = 4. Increasing h to very large values would lead to a function simi-
lar in shape to a step function and because of this property it has been used as a switch
in biological systems (Cherry and Adler 2000). Figure 3.2 gives graphical evidence of
changing parameter k where a Hill function is plotted for values of coefficient h = 1 and
h = 2 for two different values of k. Each Hill function with parameter h, will cross at the
same turning point, specified at the half maximal output. Note, these graphs are plotted
with Equation (3.4) where γ = 1.
There are some important properties of the Hill function which will be useful for the
analysis in this thesis. The first derivative of a Hill function, as seen in Equation (3.4),
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Figure 3.1: A plot of a Hill function with γ = 1 in range 0 < x < 20 and k = 10 for four
values of h. Dotted line represents h = 0.5, dashed line shows h = 1, wide dashed line is
h = 2 and the solid line represents h = 4.
where γ > 0, h, k are constant, is given by
f ′(x) = γhkh
xh−1
(xh + kh)2
, (3.5)
by using the quotient rule. The first derivative has an extremum when
xh =
h− 1
h+ 1
kh. (3.6)
The third derivative of f(x) at this point is
f ′′′ = −γ (h− 1)
2(h+ 1)2
8hx3
. (3.7)
Thus, for γ, x > 0 the first derivative, f ′, has a maximum when h > 0, and respectively
a minimum when h < 0. It is therefore possible to express the maximal value of the first
derivative, denoted by f ′M , of each of these functions in terms of the Hill parameters.
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Figure 3.2: A plot of a Hill function with γ = 1 in range 0 < x < 20 to show the effect of
changing k. Four functions are plotted where the dotted line represents h = 1 with k = 5,
the dashed line shows h = 2 with k = 5, the wide dashed line is h = 1 with k = 15 and
the solid line represents h = 2 with k = 15.
This gives,
f ′M =
γ
hk
(h− 1)h−1h (h+ 1)h+1h , (3.8)
where the principal value has to be used whenever h−1
h
or h+1
h
is not an integer.
The Hill function has yet to be applied to all of the regulatory mechanisms, fi, in the
glucose-insulin system, but has been used in certain cases for single functions, typically
f1. As well as the example given in Chapter 2 related to the artificial pancreas (Huang
et al 2012), a Hill function is used in Han et al (2012) to model additional action of the
β-cells in the pancreas. The Hill function has also been used as a replacement for one of
the original functions, fi, as seen in Topp et al (2000), with coefficient h = 2 to represent
insulin secretion, f1. The model here places a focus on β-cell mass with the dynamics of
glucose and insulin. These models use only one Hill function within a simplified model
by way of linearising the remaining functions, leading to an incomplete understanding of
the behaviour of the system and the related parameters. The Hill function will be applied
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to four functions, f1, f2, f4, and f5, in the model for this thesis.
3.2 Stability of differential equations
The stability of a differential equation determines the behaviour of the solutions to the
system under certain conditions and is important for all types of differential equations
whether ordinary, partial or delay type. Here, some important features of stability will be
discussed, including fixed points and the different types of stability.
In order to study a system of differential equations for stability it is necessary to have a
fixed point for the system. The fixed point, sometimes known as an equilibrium point,
represents a stationary condition for the dynamics of the system. A fixed point, x∗, is
defined as the point at which the dynamical system,
dx
dt
= F (x) is stationary, i.e. F (x∗) = 0. (3.9)
Therefore, if a system has an initial condition at the fixed point, x(0) = x∗, then the
solution will remain at the fixed point for all time, t, x(t) = x∗, t > 0. A system can
have any number of fixed points, including zero. Note that throughout this work a fixed
point will be denoted by the ∗ symbol.
It is at the fixed point that the stability of the system is analysed. In general terms the
stability of a fixed point determines whether the solution of a dynamical system moves
towards, away from, or stays close to the fixed point as time increases. The trajectory of
the solution can be defined as the path of the solution in time. All considerations in this
section are related to the general definitions of stability, while Sections 3.4 and 3.5 will
introduce some techniques for determining stability. This work will look at stability in
the local and global senses and also discuss asymptotic stability.
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Local is the term used for behaviour of the system with an initial condition sufficiently
close to the fixed point. A locally stable fixed point can be described as a point for which
any initial condition within a specified region, δ, close to the fixed point itself will remain
within a region, ǫ, close to the fixed point. A typical definition for local stability for a fixed
point x∗ with initial condition x(0) as summerised from Glendinning (1999) is given as,
||x(0)− x∗|| < δ ⇒ ||x(t)− x∗|| < ǫ. (3.10)
Consequently there exists a real constant δ > 0 where any initial conditions in this region
will lead to a solution x(t) to remain within the boundary of the region ǫ > 0 for all
t > 0. This condition requires the solution to stay close to the fixed point rather than to
converge directly to it. A fixed point where the trajectories approach the fixed point as
time, t, increases is known as asymptotically stable, x(t)→ x∗ when t→∞.
Alternatively if a system is not stable, it is unstable. In a similar style of definition, a
system is unstable if there is always an initial condition x(0) where ||x(0) − x∗|| < ǫ,
such that the trajectory does not stay within the region and as t → ∞. That is to say the
solution moves away from the fixed point.
Global stability, sometimes referred to as stability in the large, is a stable system as de-
fined in the local case, but without the restriction on initial conditions. A globally stable
system has the property that any initial condition, x(0), will result in the trajectories of
the solution moving within a region, ǫ, close to the fixed point as time increases,
x(0) ∈ R⇒ ||x(t)− x∗|| < ǫ, for sufficiently large t. (3.11)
Global asymptotic stability combines the definitions for global and asymptotic stability
such that any initial conditions will result in trajectories converging exactly to the fixed
point. It is also important to note that a system can only be globally stable if there is
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only one fixed point. Having more than one fixed point invalidates the criteria for global
stability as by definition, initial conditions at another fixed point will remain at that fixed
point.
When determining the local stability of the system, the linearised system can be analysed
allowing the use of linear analysis techniques, see Section 3.3. For global stability the
original system must be investigated which is a more complicated process. A link be-
tween the linearisation of the system and the original system for stability comes via the
Hartmann-Großman theorem which can be found in the texts for stability and differential
equations (Glendinning 1999; Betounes 2010) and can be given as,
Hartman-Großman Theorem: If x = 0 is a hyperbolic stationary point of x˙ = f(x)
then there is a continuous invertible map, h, defined on some neighbourhood of x =
0 which takes orbits of the nonlinear flow to those of the linear flow. This map can
be chosen so that the parameterisation of orbits by time is preserved (Grobman 1959;
Hartman 1960).
The theory itself states that the behaviour of the linearised system close to a hyperbolic
equilibrium point is qualitatively similar to that of the full system, dependent on there
being no zero or purely imaginary eigenvalues of the linearised system. Similar results
can also be found for delay equations. The book of Wu (1996) presents a Theorem which
provides sufficient conditions for stability of the zero solution of the linearised system to
imply local exponential stability of the corresponding equilibrium of the original nonlin-
ear system with delays.
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3.3 Linearisation
As mentioned in the discussion of stability, in order to study local stability it is necessary
to study the linear system. When dealing with a nonlinear system, as is the case with the
model presented in this thesis, a process of linearisation must be carried out. A linear
approximation of the nonlinear system is made at a given point, which allows for the use
of linear analysis techniques (Williamson 1997).
Linearisation of a system is made by taking the first order Taylor expansion at a given
point. The description for linearisation of a nonlinear system with two time delays is seen
here. Given a nonlinear system, where x is a vector, with two time delays such that,
x˙ = f(x, x(t− τ1), x(t− τ2)), (3.12)
evaluated at its fixed point, x∗, which is defined as f(x∗, x∗, x∗) = 0. The Taylor
expansion around that point at the first order is given by,
x˙ =
∂f
∂x
∣∣∣∣
x∗
x+
∂f
∂x(t− τ1)
∣∣∣∣
x∗
x(t− τ1) + ∂f
∂x(t− τ2))
∣∣∣∣
x∗
x(t− τ2). (3.13)
This can then be used to determine the characteristic equation in the study of local stabilty
(Williamson 1997), see Chapter 4 for the application in this thesis.
3.4 Lyapunov functional method
Lyapunov functions are a very powerful method of determining the stability of a fixed
point for a system of differential equations. Detailed information on Lyapunov function-
als can be found in many texts related to differential equations and stability (Wiggins
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2003; Glendinning 1999; Betounes 2010). A huge advantage of Lyapunov functionals
is that they do not require the actual solution of the differential equation. This is a very
useful property for more complex systems when it may not be easy or even possible to
solve the system. In general terms a Lyapunov function, typically denoted by V , is a
scalar energy-like function which is positive for all values of a function except at the
fixed point, as described in Equation (3.14),
V (0) = 0 and V (x) > 0. (3.14)
Following this, the Lyapunov function is required to decrease on all trajectories of the
system, that is to say that its time derivative is negative, V˙ (x) < 0. The definition of a
Lyapunov function for local and global stability are covered below.
In the following definitions a neighborhood of the fixed point x∗, is denoted by C for sim-
plicity. These definitions have been summarised from the texts Wiggins (2003); Glendin-
ning (1999). For local stability it is required that for all x in a region, C, close to the fixed
point, the time derivative of the Lyapunov functional is negative or equal to zero, also
known as negative semidefinite,
V˙ (x) ≤ 0, ∀x ∈ C \{x∗}. (3.15)
A Lyapunov function is locally asymptotically stable if the time derivative of V is strictly
less than zero, this is known as negative definite,
V˙ (x) < 0, ∀x ∈ C \{x∗}. (3.16)
The definition for global stability and global asymptotic stability of a Lyapunov functional
follows the same rules as the local stability but with the requirement that V˙ is negative
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for all x. Below is the definition for global asymptotic stability,
V˙ (x) < 0, ∀x ∈ Rn \{x∗}. (3.17)
A Lyapunov function can take on different forms for different types of systems and thus
different methods can be used in finding one and for any one system different Lyapunov
functionals can be found (Glendinning 1999). One other key advantage of using Lya-
punov functions is that it is known that any stable system will have a Lyapunov function.
Hence, the construction of a Lyapunov function can be used to prove that the system is
stable (Betounes 2010).
3.5 Linear matrix inequalities
One numerical method for solving the stability of a system of linear delayed differential
equations is linear matrix inequalities (LMI). The LMI method provides delay-dependent
criteria for stability of the linear system by using free weighting matrices. This concept
for stability in delay systems has been developed in a number of papers for different
types of systems in the control area (Wu et al 2004a,b; He et al 2005). The specific
idea used here comes from He et al (2006) which provides the criteria for stability of a
linear delayed differential equation system with multiple delays. For a linear system of
dependent variables, represented by the vector, x, with two time delays, τ1 and τ2, of the
general form,
x˙(t) = A0x(t) + A1x(t− τ1) + A2x(t− τ2), x ∈ Rp, (3.18)
where p is the number of dependent variables and A0, A1 and A2 are p × p matrices, a
system of linear matrix inequalities is created where feasibility of the LMIs guarantees
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local asymptotic stability. The methodology looks at the relationships for the two time
delays stemming from the Newton-Leibniz formula, otherwise known as the fundamental
theorem of calculus (Rudin 1986), for example
x(t− τ2) = x(t− τ1)−
∫ t−τ1
t−τ2
x˙(s)ds, (3.19)
which takes into account the direct relation between τ1 and τ2. The criteria for stability
related to these conditions and the free weighting matrices are detailed here.
Considering the following Lyapunov functional,
V =xT (t)Px(t) +
∫ t
t−τ1
xT (s)Q1x(s)ds+
∫ t
t−τ2
xT (s)Q2x(s)ds
+
∫ 0
−τ1
∫ t
t+z
x˙T (s)W1x˙(s)dsdz +
∫ 0
−τ2
∫ t
t+z
x˙T (s)W2x˙(s)dsdz
+
∫ −τ2
−τ1
∫ t
t+z
x˙T (s)W3x˙(s)dsdz,
(3.20)
where P, Qi (i = 1, 2) andWj (j = 1, 2, 3) are symmetric p× p matrices. It was shown
in He et al (2006) that the requirement that V be a Lyapunov-Krasovskii functional for
the linear system (3.18) is equivalent to the requirement that the following linear matrix
inequalities are satisfied,


Φ11 Φ12 Φ13
ΦT12 Φ22 Φ23
ΦT13 Φ
T
23 Φ33

 < 0, (3.21)
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

X11 X12 X13 N1
XT12 X22 X23 N2
XT13 X
T
23 X33 N3
NT1 N
T
2 N
T
3 W1


≥ 0, (3.22)


Y11 Y12 Y13 S1
Y T12 Y22 Y23 S2
Y T13 Y
T
23 Y33 S3
ST1 S
T
2 S
T
3 W2


≥ 0, (3.23)


Z11 Z12 Z13 κT1
ZT12 Z22 Z23 κT2
ZT13 Z
T
23 Z33 κT3
κT T1 κT
T
2 κT
T
3 W3


≥ 0, (3.24)
where
Φ11 = PA0 + A
T
0 +Q1 +Q2 +N1N
T
1 + S1 + S
T
1 + A
T
0HA0
+τ1X11 + τ2Y11 + |τ1 − τ2|Z11,
Φ12 = PA1 −N1 +NT2 + ST2 − T1 + AT0HA1 + τ1X12 + τ2Y12 + |τ1 − τ2|Z12,
Φ13 = PA2 +N
T
3 + S
T
3 − S1 + T1 + AT0HA2 + τ1X13 + τ2Y13 + |τ1 − τ2|Z13,
Φ22 = −Q1 −N2 −NT2 − T2 − T T2 + AT1HA1 + τ1X22 + τ2Y22 + |τ1 − τ2|Z22,
Φ23 = −NT3 − S2 + T2 − T T3 + AT1HA2 + τ1X23 + τ2Y23 + |τ1 − τ2|Z23,
Φ33 = −Q2 − S3 − ST3 + T3 + T T3 + AT2HA2 + τ1X33 + τ2Y33 + |τ1 − τ2|Z33,
H = τ1W1 + τ2W2 + |τ1 − τ2|W3
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and
κ =


1 if τ1 ≥ τ2
−1 if τ1 < τ2.
In this system the terms P,Q,W,X, Y, Z,N, S, T, are the free weighting matrices which
are subject to the following conditions: The matrices P = P T > 0 and Qi = Q
T
i > 0
(i = 1, 2) are symmetric definite positive, the matrices Wi = W
T
i ≥ 0 Xii = XTii ≥ 0,
Yii = Y
T
ii ≥ 0 and Zii = ZTii ≥ 0 where i = 1, 2, 3, are symmetric positive semi-definite,
while the free matrices Ni, Si, Ti, Xij , Yij and Zij where i, j = 1, 2, 3, have no restric-
tions. Providing that these weighting matrices can be found to satisfy the conditions of the
LMI above then the system being studied is locally asymptotically stable. A useful soft-
ware package for the LMI method is found in the Robust Control Toolbox in MATLAB
(MATLAB 2013).
Chapter 4
The two-delay differential equation
model with Hill functions
In this chapter the modified model with the new regulatory mechanism functions, fi, of
Hill form is introduced. An investigation of the suitability of the model for glucose-
insulin regulation and the effect of certain parameters on the oscillatory behaviour and
the position of the fixed point will be presented. An analysis of the local stability for the
one-delay case will be given. A condensed version of the results seen in the following
three chapters has been published, see Huard et al (2015).
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4.1 Mathematical model with Hill functions
The ultradian oscillations in the glucose-insulin regulatory system are studied in this the-
sis by considering the two-delay model as presented by Li et al (2006). The discussion of
this model was given in Chapter 2 and the model will be summarised here for clarity. For
glucose, G, and insulin, I , concentration, the rate of change is given by,
G˙(t) = Gin − f2(G(t))− f3(G(t))f4(I(t)) + f5(I(t− τ2)),
I˙(t) = f1(G(t− τ1))− diI(t),
(4.1)
where the two time delays, τ1 and τ2 are assumed to be positive and constant, di is the
insulin degradation rate and Gin represents external glucose infusion. These two terms
will be discussed in more detail later in this section. A key contribution of this thesis
is the construction of regulatory mechanism functions, f1, f2, f4 and f5, by using Hill
functions. This modification gives a more accurate account of the oscillatory behaviour of
the system while allowing for the introduction of new meaningful parameters. Analytic
conditions are obtained for these new parameters guaranteeing that the system exhibits
sustained oscillations. This change will also negate the need for any auxiliary parameters
that are not related to physiological aspects. As function f3 describes a linear mechanism,
it is not appropriate to use the Hill function form as this would be an unnecessary com-
plication. Thus f3 will remain linear. The precise form of these functions is given by,
f1(G) =
Rm(G/Vg)
h1
(G/Vg)h1 + k
h1
1
, f2(G) =
Ub(G/Vg)
h2
(G/Vg)h2 + k
h2
2
, f3(G) =
G
C3Vg
,
f4(I) = U0 +
(Um − U0) (I(1/Vi + 1/(Eti)))h4
(I(1/Vi + 1/(Eti)))h4 + k
h4
4
, f5(I) =
Rg(I/Vp)
h5
(I/Vp)h5 + k
h5
5
.
(4.2)
Here, f1 represents the effect of glucose on insulin secretion, f2 is the insulin independent
glucose utilisation, f3 and f4 represent insulin dependent glucose utilisation and f5 is
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effect of insulin on glucose production. Function f5 is the only decreasing function,
while f1, . . . , f4 are all increasing. This dictates that the Hill coefficients h1, . . . , h4 are
positive and h5 must be negative. The Hill coefficients could be evaluated by fitting to
experimental data of glucose and insulin levels as well as the rates of glucose production
and insulin secretion in relation to the functions. This work studies theoretical aspects of
the Hill coefficients which could then be fitted if suitable data were available.
In order to determine the values of the Hill coefficients, hi, ki, i = 1, 2, 4, 5, two main
criteria will be considered,
• The steady state of the system must be located in a physiologically relevant range.
• The model should be capable of rendering oscillations which match physiological
behaviour.
The widely accepted physiological idea presented in Keener and Sneyd (1998) suggests
that the shape of the functions is more important than the form. This adds further reason-
ing to the introduction of Hill functions as it is not necessary to have a specific function
form provided the system is well represented. Furthermore, the idea in Keener and Sneyd
(1998) motivates the work to obtain an initial estimate to the ranges of the Hill coeffi-
cients in the new functions by fitting them to the original functions. An optimisation is
made dependent on physiological ranges in Section 4.3 and maximal stability region, see
Chapter 6 where it is seen that parameter h1 has the largest effect. For this reason function
f1 will not be fitted here. The process for fitting the Hill functions f2 and f5 is based on
satisfying two specific conditions relating to the derivatives of the exponential form and
the corresponding Hill function. Taking x as either glucose or insulin dependent on the
function, the conditions are that the first derivatives with respect to x are equal, and that
the second derivatives with respect to x equal zero.
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The graphical comparison of the exponential function and the Hill function has been
created with the values of Hill coefficients found using these methods and can be seen
in Figures 4.1 and 4.2. In each figure the blue curve represents the original exponential
function and the red curve represents the Hill function form. Thus, it can clearly be seen
that the Hill functions can aptly display the desired shape for the regulatory mechanisms.
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Figure 4.1: Comparison of function f2 for the exponential form, represented by the dashed
line, and the Hill form represented by the solid line.
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Figure 4.2: Comparison of function f5 for the exponential form, represented by the dashed
line, and the Hill form represented by the solid line.
The original form of function f4 had been written specifically to contain an exponential,
presumably for continuity. The Hill function form can be easily derived from this function
and thus initial estimates for the Hill coefficients can be derived from the original form
of the function, rather than through fitting to the form of the previous solution. The
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derivation of the Hill function form of f4 can be seen here, starting with the exponential
form taken from Sturis et al (1991a) and the parameters as defined in Table 2.1,
f4(y) =
90
1 + exp (−β ln (yα) + 7.76) + 4, (4.3)
where in this section α is defined as,
α =
1
Vi
+
1
Eti
. (4.4)
Raising the constant of the natural logarithm to a power and using the property of an
exponential, exp (a+ b) = exp(a) exp(b) gives,
f4(y) =
90
1 + exp (ln (y−βα−β)) exp (7.76)
+ 4. (4.5)
Also, taking into account the cancellation of the exponential with the natural logarithm
and reorganising produces,
f4(y) =
90
1 + exp(7.76)
yβαβ
+ 4. (4.6)
Multiplying through the fraction by yβ and further algebraic manipulation function f4 is
now in Hill function form,
f4(y) =
90yβ
yβ +
(
exp( 7.76β )
α
)β + 4. (4.7)
From this the Hill coefficient, h4, for function f4, is equal to β from the original function
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Function fi hi ki
f1 N/A N/A
f2 1.8 103.5
f3 N/A N/A
f4 1.772 567.742
f5 −8.54 26.726
Table 4.1: Initial estimates of the Hill coefficients from the process of fitting to the original
functions.
and the parameter k4 is defined as,
k4 =
exp
(
7.76
β
)
α
=
exp
(
7.76
β
)
1
Vi
+ 1
Eti
, (4.8)
where β = 1.77 is a constant taken from Li et al (2006).
The analysis here proves that the Hill function can be derived directly from the exponen-
tial form of function f4 as defined in Sturis et al (1991a). Each of the initial estimates of
the Hill coefficients based on the model fitting are shown in Table 4.1.
Aside from the five functions in the model, f1, . . . , f5, there are two other terms repre-
senting important elements of the regulation system. These are the insulin degradation
rate for removal of insulin from the system, di, and the external glucose infusion rate,Gin.
These two terms appear respectively in the insulin equation and the glucose equation of
the model (4.1).
The insulin degradation rate has been studied in a number of papers particularly from the
1970s onwards, with early research such modelling insulin concentration with an insulin
degrading compartment (Kitabchi et al 1971). Many developments exist and a compre-
hensive overview of insulin degradation and the methodology can be seen in Duckworth
et al (1998). The cells and tissue of the liver and the kidneys are central to the degradation
and clearance of inactive insulin to maintain a balance in the concentration within the sys-
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Constant Value Units Constant Value Units
Rm 210 min Vi 11 l
Vg 10 l E 0.2 l/min
Ub 72 mg/min ti 100 min
C3 1000 mg/l Rg 180 mg/min
U0 40 mg/min Vp 3 l
Um 940 mg/min
Table 4.2: Parameters values in model (4.1), from (Li et al 2006).
tem. This is an important aspect of glucose-insulin regulation and it has been modelled
in different ways, but all models summarise results indicating that the insulin degradation
rate is proportional to the level of insulin. The models of Sturis et al (1991a) and Bennett
and Gourley (2004b) use the basis of a decaying half life whereas in Topp et al (2000)
and Li et al (2006), a single positive parameter, di, represents rate of degradation.
4.2 Numerical simulations of oscillatory behaviour
One of the main requirements of the modified model is to reproduce the ultradian os-
cillations found in the glucose-insulin regulatory system. By modelling the full system
with new Hill functions the desired ultradian oscillations can be produced. Figure 4.3
shows an example of the oscillatory behaviour under a constant glucose infusion rate of
1.35 mg/dl min, and an insulin degradation rate of 0.6 min−1 with the two time delays set
at τ1 = 6 minutes and τ2 = 36 minutes. The Hill coefficients used to produce this graph
are optimal values chosen to incorporate the results of Chapter 6, with ranges given in
Table 6.1. The full set of parameter values for running this system can be seen in Table
4.2.
The value of di is not specifically set and can vary dependent on the patient. An analysis
of varying this parameter by way of a phase plot can be seen in Figure 4.4. Results
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Figure 4.3: An example of ultradian oscillations of the glucose-insulin system using Hill
functions. The top plot represents insulin concentration, the middle plot is glucose con-
centration and the bottom plot gives the phase plot for glucose and insulin.
in Li et al (2006) suggest a small value of insulin degradation rate of approximately
di = 0.06 min
−1. Here, the rate is varied between 0.01 < di < 0.11 in steps of 0.02.
The phase plots in Figure 4.4 show that a smaller insulin degradation rate gives a lower
value for the glucose level. A lower degradation means there is more insulin in the system
resulting in more utilisation of glucose, therefore, glucose does not reach higher levels.
When the insulin degradation rate is high, the reverse of this is seen and an increased
rate of degradation indicates a lower insulin level allowing the glucose to maintain higher
concentrations. The system responds as expected to these conditions.
The parameter external glucose infusion, Gin represents glucose taken by the body from
carbohydrates in equation G˙ of model (4.1). To model the behaviour of the ultradian os-
cillations constant glucose infusion is used to allow the interaction of glucose and insulin
to be shown clearly. Typical values for Gin range from 108 mg min
−1 and 135 mg min−1
(Li et al 2006) to 216 mg min−1 (Sturis et al 1991a; Tolic et al 2000). Figure 4.5 shows
the analysis of varying the glucose infusion rate such that, 1 < Gin < 251, with a step
size of 50.
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Figure 4.4: A graphical representation through the phase plot of glucose and insulin of the
effect of altering the value of the parameter insulin degradation rate for 0.01 < di < 0.11
in steps of 0.02. The values τ1 = 6 and τ2 = 36 were used for the delays.
It can be seen from the phase plots in Figure 4.5 that for lower values of external glucose
infusion the concentrations of glucose and insulin drop very low in the system and as
Gin increases, the system oscillates in a more uniform manner. A threshold value can
be seen at which these oscillations stop and the solutions return to a single fixed point.
This bifurcation point is in accordance with the analysis in Li et al (2006), showing that
the modified model in this work can accurately reproduce expected behaviour. When
studying the glucose-insulin regulation for an IVGTT, it is seen in published work that a
high level of glucose infusion results in the system reducing to its basal level (Vicini et al
1997; Li et al 2012). Medically, a basal level is one which is the minimal necessary for
life. This terminology is often used in diabetic studies for the minimum insulin needed to
be supplied to diabetic patients.
4.3 General effect of the Hill parameters 51
Figure 4.5: A graphical representation through the phase plot of glucose and insulin of
the effect of altering the value of the parameter external glucose infusion rate for 1 <
Gin < 251 in steps of 50 measured in mg min
−1. The values τ1 = 6 and τ2 = 36 were
used for the delays.
4.3 General effect of the Hill parameters
Although an explicit expression cannot be obtained, system (4.1) possesses a unique
steady state (G∗, I∗), defined by the equations G˙ = I˙ = 0, which is always positive,
as was shown in Bennett and Gourley (2004b). Since its value is influenced by the choice
of the model parameters, the Hill coefficients hi are constrained by the requirement that
(G∗, I∗) be located in a physiologically feasible range. In order for the system to fit physi-
ological values the fixed point for glucose, G∗, should be approximately within the range,
90 < G∗ < 120, and the fixed point for insulin, I∗, should approximately fit the range,
25 < I∗ < 40, (Sturis et al 1991a; Li et al 2006). Of the four Hill equations, the Hill
coefficients h1, h4 and h5 are investigated in this thesis for general effect on both fixed
points. Parameters h1 and h4 are investigated because functions f1 and f4 are linked to
the physiological mechanisms related to Type 1 and Type 2 diabetes respectively. Pa-
rameter h5 is investigated as function f5 contains the delay τ2. As function f2 represents
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glucose utilisation independent of insulin, the parameters for this function should remain
relatively constant and will not be directly investigated. General fixed values for the other
parameters were taken from Table 4.1. Figure 4.6 shows the effect on the position of the
fixed points as calculated for the model presented in this work for varying values of pa-
rameter h1, while also altering h4 which is represented by the vertical dots at each value
of h1. The corresponding graph for h4 while altering h1 is seen in Figure 4.7.
Figure 4.6: Effect on the fixed points of glucose (left) and insulin (right) of altering Hill
coefficient h1. The dots vertically for each value of h1 represent the altering of h4 such
that a wider spread of points for one value of h1 indicates a larger effect of h4.
Figure 4.7: Effect on the fixed points of glucose (left) and insulin (right) of altering Hill
coefficient h4. The dots vertically for each value of h4 represent the altering of h1 such
that a wider spread of points for one value of h4 indicates a larger effect of h1.
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Figure 4.6 clearly displays a large effect of the value of h1 on the fixed points, particularly
for G∗ where an increase in h1 causes an increase in G
∗. In this plot there is a relatively
consistent and small range of values for h4 for all values of h1, suggesting h1 has a more
significant effect. This can be checked in the alternated graph in Figure 4.7 where h4 is
represented along the x-axis. For every value of h4 there is a large effect by parameter h1
on the fixed point. A similar set of results can be seen when comparing h1 and h5 as seen
in Figures 4.8 and 4.9.
Figure 4.8: Effect on the fixed points of glucose (left) and insulin (right) of altering Hill
coefficient h1. The dots vertically for each value of h1 represent the altering of h5 such
that a wider spread of points for one value of h1 indicates a larger effect of h5.
It is again clear that the parameter h1 is dominant in affecting the position of the fixed
point with a relatively small effect for h5. Comparing Figures 4.6 and 4.8 it can be seen
that the value of h5 has a narrower range for in relation to h1, particularly evident in the
plots for I∗. The conclusion drawn from this is that the value of h1 is the dominant Hill
coefficient for the position of the fixed point, where the effect of h5 is negligible.
This study shows that the position of the fixed points of the system are sensitive to the
values of the Hill coefficients, in particular h1. Therefore, this analysis can establish a
range of possible values for the Hill parameters based on the fixed point. Further studies
on the region of stability are made in Chapter 6.
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Figure 4.9: Effect on the fixed points of glucose (left) and insulin (right) of altering Hill
coefficient h5. The dots vertically for each value of h5 represent the altering of h1 such
that a wider spread of points for one value of h5 indicates a larger effect of h1.
4.4 Linearisation and stability of the one-delay model
In order to study local stability it is necessary to obtain the linearised system, which will
be introduced here, before analysing the model with one time delay. Both cases will be
analysed by first setting τ2 = 0 and then separately τ1 = 0. This will provide conditions
on local stability for the appearance of sustained ultradian oscillations in the one-delay
cases. The local stability of model (4.1) was studied in Li et al (2006); Engelborghs
et al (2001a) and Li and Kuang (2007) where several aspects were investigated with very
generic assumptions on functions f1, . . . , f5.
In matrix form, the linearisation of (4.1) at its unique steady state, (G∗, I∗), is given by

 G˙(t)
I˙(t)

 =

 −A −B
0 −di



 G(t)
I(t)


+

 0 0
D 0



 G(t− τ1)
I(t− τ1)

+

 0 −C
0 0



 G(t− τ2)
I(t− τ2)

 ,
(4.9)
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where the following notation has been introduced,
A = f ′2(G
∗) + f ′3(G
∗)f4(I
∗), B = f3(G
∗)f ′4(I
∗),
C = −f ′5(I∗), D = f ′1(G∗).
(4.10)
To obtain the characteristic equation, one sets,

 G(t)
I(t)

 =

 G0
I0

 eλt. (4.11)
Rearranging by introduction of an identity matrix and dividing through by eλt, Equation
(4.11) becomes

λ

 1 0
0 1

−

 −A −B
0 −di

−

 0 0
D 0

 e−λτ1
−

 0 −C
0 0

 e−λτ2



 G0
I0

 = 0.
(4.12)
This gives,

 λ+ A B + Ce−λτ2
−De−λτ1 λ+ di



 G0
I0

 = 0. (4.13)
For a non trivial solution to exist, it is required that the determinant vanishes, i.e.
(λ+ A)(λ+ di)− (B + Ce−λτ2)(−De−λτ1) = 0. (4.14)
This leads to the characteristic equation which is given as,
λ2 + (A+ di)λ+BD e
−λτ1 + C D e−λ(τ1+τ2) + diA = 0. (4.15)
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The one-delay case, when τ1τ2 = 0, has been widely studied both for local and global
stability. It has been shown in Engelborghs et al (2001a) and Li and Kuang (2007) for
this situation that an explicit expression can be obtained for a critical value of the delay,
above which the system produces sustained oscillations. Here, some of these results are
recovered for the one-delay case by analysing Equation (4.15).
For the condition of local stability it must be seen that all λ’s have negative real part. In
the case of a single delay when τ2 = 0, the characteristic equation becomes,
λ2 + (A+ di)λ+ (BD + C D)e
−λτ1 + diA = 0. (4.16)
Introducing λ = iω1, ω1 > 0, in order to find the crossing point on the real axis and using
Euler’s formula, e−ix = cos(x)− i sin(x), the following is obtained,
− ω21 + (BD + CD) cos(ω1τ1) + diA
+ i
(
(A+ di)ω1 − (BD + CD) sin(ω1τ1)
)
= 0.
(4.17)
The real and imaginary parts can be taken separately equal to zero such that,
−ω21 + (BD + CD) cos(ω1τ1) + diA = 0,
(A+ di)ω1 − (BD + CD) sin(ω1τ1) = 0.
(4.18)
Rearranging each equation for cosine and sine respectively gives,
cos (ω1τ1) =
ω21 − diA
D(B + C)
, sin (ω1τ1) =
(A+ di)ω1
D(B + C)
. (4.19)
It is now possible to obtain an equation for τ1 from the result in Equation (4.19), however
the parameter ω1 remains unknown. The two equations can be used to obtain a function
for ω1. First using the trigonometric identity, cos
2+sin2 = 1, and rearranging for ω41 , a
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fourth order polynomial is obtained,
ω41 + (A
2 + d2i )ω
2
1 + A
2d2i − (D(B + C))2 = 0. (4.20)
Equation (4.19) implies that ω1 is a positive root for the fourth order polynomial seen
above. As this is a quadratic equation in ω21 , the quadratic formula can be used to give an
expression for ω21 ,
ω21 =
−(A2 + d2i )±
√
(A2 + d2i )
2 − 4 [A2d2i − (D(B + C))2]
2
. (4.21)
Hence, ω1 is defined by taking the positive branch of,
ω1 = ± 1√
2
√
−(A2 + d2i )±
√
(A2 − d2i )2 + 4D2(B +D)2. (4.22)
Therefore, from the first equation in (4.19) the following equation for the threshold value
for oscillations for delay τ1, denoted by τ
∗
1 , is obtained
τ ∗1 =
1
ω1
arccos
(
ω21 − diA
D(B + C)
)
, (4.23)
where ω1 is given in Equation (4.22) andA,B,C,D are defined in Equation (4.10). Thus,
Equations (4.22) and (4.23) characterise the apparition of sustained oscillations for the
system with one time delay, τ1.
The same process can be carried out for the system when τ1 = 0 to obtain an expres-
sion for the threshold value to produce oscillations for the second time delay, τ ∗2 , briefly
explained here. The characteristic equation (4.15) with τ1 = 0, becomes,
λ2 + (A+ di)λ+ C D e
−λτ2 +BD + diA = 0. (4.24)
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Again introducing, λ = iω2, ω2 > 0, and using Euler’s formula gives,
−ω22 + C D cos(ω2τ2) + BD + diA+ i((A+ di)ω2 + C D sin(ω2τ2)) = 0. (4.25)
This leads to the equations in cosine and sine as seen below,
cos (ω2τ2) =
ω22 − (BD + diA)
C D
, sin (ω2τ2) =
ω2(A+ di)
C D
, (4.26)
implying that ω2 is a solution of the following quadratic,
ω42 + (A
2 + d2i − 2BD)ω22 + (BD + Adi)2 − (C D)2 = 0. (4.27)
Applying the quadratic formula in ω22 and rearranging produces the equation for ω2,
ω2 = ± 1√
2
√
2BD − (A2 + d2i )±
√
(A2 − d2i )2 + 4 [(C D)2 − BD(A+ di)2],
where again only the positive branch is considered. A value of τ ∗2 is then obtained from
(4.26),
τ ∗2 =
1
ω2
arccos
(
ω22 − (BD + diA)
C D
)
, (4.28)
which gives the equations that characterise the emergence of sustained oscillations for the
system with one delay, τ2. These results for τ
∗
1 and τ
∗
2 recover and confirm the analysis
for the one delay case seen in Li and Kuang (2007), which indicate that both delays are
important in maintaining sustained oscillations in the glucose-insulin regulation system.
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4.5 Discussion
In this chapter, the new modified model of glucose-insulin regulation has been introduced
with the discussion of the new Hill functions and the manner of their application. The Hill
functions have been shown to be an appropriate choice for the regulatory mechanisms of
the system by producing the desired behaviour under variation of the glucose infusion
rate and the insulin degradation. The modified model has also been shown to provide the
desired oscillations of glucose and insulin in physiological ranges.
An analysis of the Hill parameters in relation to their effect on the fixed points of glucose
and insulin has been made. This provides some initial ranges and conditions for the most
appropriate values of the Hill coefficients. Further analysis based on stability region is
made in Chapter 6. Further to this, a local stability analysis in the one delay cases has
been made which recovers previously published work (Li and Kuang 2007), and leads to
the following chapters for stability in the system with two delays.
Chapter 5
Local stability analysis of the two-delay
system
This chapter investigates local stability of the system with two delays via two approaches.
First, an extension of the one-delay analysis from Chapter 4 is made by assessing the
characteristic equation for the general case when τ1τ2 > 0. This will produce conditions
on both delays in order to find the separatrix for the region of asymptotic stability and the
region of oscillations which is numerically confirmed using a LMI method. Secondly, a
Lyapunov functional approach will be taken analytically for both the delay-independent
and delay-dependent cases. The Lyapunov functional will be created from a general base
function including a term to account for the interaction between the two delays.
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5.1 Characteristic equation approach for two delays
Here, the analysis of stability for the one-delay model seen in Section 4.4 is extended for
the two delay case. The characteristic equation of the linearised model (4.9), as seen in
equation (4.15), will be investigated in the general case where both delays are nonzero.
Previously it was shown in Li and Kuang (2007) that if diA ≥ D(B + C), then for any
given τ1 > 0, there exists τ2(τ1) > 0 such that a Hopf bifurcation occurs at (τ1, τ2). By
looking for pure imaginary solutions λ = iω, ω > 0, the separatrix curve can be derived.
Using the same methodology as for the one-delay case gives the following system,
ω2 − Adi +D [B cos(τ1ω) + C cos((τ1 + τ2)ω)] = 0,
(A+ di)ω = D [B sin(τ1ω) + C sin((τ1 + τ2)ω)] .
(5.1)
By making use of the trigonometric identities for cos(x + y) and sin(x + y), while ex-
panding in order to isolate the terms in τ2, the subsequent terms are obtained,
cos(τ2ω) =
(ω2 − Adi) cos(τ1ω) + ω(A+ di) sin(τ1ω)− BD
CD
,
sin(τ2ω) =
(Adi − ω2) sin(τ1ω) + ω(A+ di) cos(τ1ω)
CD
.
(5.2)
By applying the trigonometric identity cos2+sin2 = 1, it is seen that ω therefore satisfies
the following transcendental equation,
ω4 + ω2
(
A2 − 2BD cos(τ1ω) + d2i
)
+ A2d2i − 2BDω(A+ di) sin(τ1ω)
+2ABDdi cos(τ1ω) +D
2(B2 − C2) = 0.
(5.3)
Solving (5.3) for sin (τ1ω) gives the following expression,
sin (τ1ω) =
ω4 + ω2 (A2 − 2BD cos(ωτ1) + d2i ) + A2d2i
2BDω(A+ di)
, (5.4)
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which when introduced into (5.2), gives the following expression,
cos (τ2ω) =
(A2 + ω2) (d2i + ω
2)−D2 (B2 + C2)
2BCD2
. (5.5)
This depends on τ1 only implicitly through ω. Therefore, for a fixed value of τ1, the
transcendental equation (5.3) can be numerically solved for ω. Then by using Equation
(5.5), the critical value for τ2 is recovered from,
τ ∗2 =
1
ω
arccos
[
(A2 + ω2) (d2i + ω
2)−D2 (B2 + C2)
2BCD2
]
. (5.6)
Using this approach, a graphical representation of the curve delimiting zones of asymp-
totic stability and oscillatory behaviour can be obtained as seen in Figure 5.1. This shows
for the first time that the boundary is not a straight line but is actually a curve. The
boundary can be approximated by the line joining the two individual thresholds from the
one-delay cases, τ ∗1 and τ
∗
2 as was first suggested in the numerical experiments of Li and
Kuang (2007). To produce Figures 5.1 and Figure 5.2, the following generic values are
used,
A = 0.0101, B = 0.8549, C = 2.4681, D = 0.0011, (5.7)
which correspond to the choice of Hill parameters,
h1 = 2, k1 = 6000, h2 = 1.8, k2 = 103.5,
h4 = 1.5, k4 = 565, h5 = −8.54, k5 = 26.7.
(5.8)
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Figure 5.1: Threshold curve in the τ1− τ2 plane with accompanying straight line approx-
imation of the two individual delay thresholds.
In addition, the derivative of ω with respect to τ1 is given by
dω
dτ1
=
∆
ω(A2 + d2i + 2ω
2)− BD [(A+ di) sin (τ1ω) + 2ω cos (τ1ω)]− τ1∆ , (5.9)
where
∆ = BDω
((
Adi − ω2
)
sin(τ1ω) + ω(A+ di) cos(τ1ω)
)
, (5.10)
which is equal to zero if and only if
(
Adi − ω2
)
sin(τ1ω) + ω(A+ di) cos(τ1ω) = 0.
Comparing with (5.2), it can be seen that dω
dτ1
= 0 if and only if sin (τ2ω) = 0. Further-
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more, the second derivative at such points is
d2ω
dτ12
= −Bω (A
2 + ω2) (d2i + ω
2)
C (A2 + d2i + 2ω
2)
. (5.11)
As ω is assumed to be positive, this shows that ω attains locally maximal values at points
where sin (τ2ω) = 0. The first positive value of τ2 for which this occurs is τ2 = 0, this
coincides with the one-delay case as seen in Section 4.4. As ω is maximal when τ2 = 0,
this indicates that the delay in glucose production by the liver leads to a longer period
in the regulation loop. Thus, these results further extend the knowledge mathematically
while adhering to the expected behaviour from a biological view point.
5.1.1 Numerical investigation of asymptotic stability
The boundary of the asymptotic stability region can also be approached numerically by
making use of Linear Matrix Inequalities (LMIs) as discussed in Chapter 3. The method
of He et al (2006) numerically studies an appropriately designed Lyapunov functional for
the linear system dependent on free weighting matrices.
This method was applied for the linearised system (4.9) using the parameter values as
given in (5.7). The solution scheme, which relies on interior fixed point methods, was
implemented using the Robust Control Toolbox in Matlab (MATLAB 2013). As a result,
a plot of the region of asymptotic stability in the (τ1, τ2) plane has been obtained. The
results are depicted in Fig. 5.2 where an almost linear pattern can be seen distinguishing
between the area of asymptotic stability and the area of oscillations. It shows that the LMI
optimisation based on the Lyapunov functional (3.20) allows for better results in the two-
delay setting than in its one-delay limiting subcases. It appears to be remarkable that the
numerical scheme approximates the stability region very accurately in the physiological
range when 5 < τ1 < 20.
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Figure 5.2: Plot of the region of asymptotic stability using the LMI method for 0 < τ1 <
30 and 0 < τ2 < 50. The solid line represents the theoretical curve, as obtained in Section
5.1.
5.2 Analytical Lyapunov functional approach
Following the LMI method for numerically studying stability based on a Lyapunov func-
tional, an analytical investigation is made by constructing a general Lyapunov functional.
It is possible to investigate the stability for both cases; delay-independent and delay-
dependent. Studying the delay-independent case is much simpler, while still possible
to obtain useful results regarding the system. However, it can be very restrictive and no
conclusions can be drawn regarding the relationship of delays in a system. Both the delay-
independent and the delay-dependent approaches will be taken to study local stability.
5.2.1 Delay-independent local stability
Here, the delay-independent local stability will be investigated by taking a Lyapunov
functional approach using matrix form and the Schur complement for positive definiteness
(Boyd and Vandenberghe 2009; Gallier 2010).
The Schur complement can be used for conditions of positive definiteness for a block
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matrix, which in the case in this analysis, a 4× 4 matrix can be written as a 2× 2 matrix
of four 2× 2 blocks such that
M =

 A B
BT C

 . (5.12)
The Schur complement, S, of this matrix is denoted as S = C − BTAB (Gallier 2010).
The conditions for positive definiteness using the Schur complement state that a symmet-
ric block matrix, M , is positive definite if and only if A > 0 and C − BTAB > 0. The
conditions for semi positive definite allow S ≥ 0. However, for the special case where C
is a zero matrix the conditions become,
If C ≥ 0 then (I − CC†)BT = 0, A− BC†BT ≥ 0, (5.13)
where † represents the pseudo-inverse of a matrix, a generalised inverse of a singular
matrix which can be used to solve systems of linear equations (Radhakrishna Rao and
Mitra 1972). It is clear that in the case where C = 0, that it is required that BT = 0 and
hence B = 0 to have positive definiteness (Gallier 2010).
Throughout this analysis the notation for the variables with respect to time t, u(t) and
v(t) will be written as u and v respectively. The equation to be used as the initial function
for this analysis is,
V =
1
2
(ρ1u
2 + ρ2v
2 + 2ρ3uv), ρi > 0, i = 1, 2, 3. (5.14)
The derivative of V is given by,
dV
dt
= ρ1uu˙+ ρ2vv˙ + ρ3(uv˙ + vu˙) = (ρ1u+ ρ3v)u˙+ (ρ2v + ρ3u)v˙. (5.15)
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Introducing the linearised forms of u˙ and v˙ from (4.9) and expanding for terms in u2, v2
and uv gives,
dV
dt
= −u2[ρ1A]− uv[ρ1B + ρ3A+ ρ3di]− v2[ρ3B + ρ2di]
− C(ρ1u+ ρ3v)v(t− τ2) +D(ρ2v + ρ3u)u(t− τ1).
(5.16)
When written in matrix form this is,
dV
dt
≤ −


u(t)
v(t)
u(t− τ1)
v(t− τ2)


T 

ρ1A Φ12 −12Dρ3 −12Cρ1
Φ12 Φ22 −12Dρ2 −12Cρ3
−1
2
Dρ3 −12Dρ2 0 0
−1
2
Cρ1 −12Cρ3 0 0


︸ ︷︷ ︸
ΦM


u(t)
v(t)
u(t− τ1)
v(t− τ2)


, (5.17)
where Φ12 =
1
2
(ρ1B + ρ3A + ρ3di) and Φ22 = ρ3B + ρ2di are introduced. The system
in (5.17) gives a linear matrix inequality which is required to be less than zero to have
stability. Thus, the matrix ΦM must be positive. The Schur complement can be used for
conditions of positive definiteness for block matrices and thus writing matrix ΦM in the
form specified in (5.12) gives the following,
A =

ρ1A Φ12
Φ12 Φ22

 , B =

−12Dρ3 −12Cρ1
−1
2
Dρ2 −12Cρ3

 , C =

0 0
0 0

 .
As the conditions in the special case when C = 0, as seen in Equation (5.13), require
that B = 0, it is clear that it is not possible to obtain conditions for delay-independent
stability by using this approach.
5.2 Analytical Lyapunov functional approach 68
5.2.2 Delay-dependent local stability
The delay-dependent local stability will be studied analytically to obtain conditions re-
lated to the both delay terms, τ1 and τ2. To do this, the results of Bennett and Gourley
(2004b) are generalised by extending their analysis for two delays. The form of the initial
functional will be the same as that of the delay-independent case, including the term ρ3uv
to account for the interaction between the delay terms.
The calculation will begin with the initial Lyapunov candidate, working through for the
linearised system (4.9) and explicitly introducing the delay terms. Some useful standard
rules and propositions will be discussed here which will be useful in the calculations to
obtain the Lyapunov functional.
Two different forms of Young’s inequality will be used within this calculation (Young
1912; Beckner 1975). The standard Young’s inequality with exponent two is seen in
Lemma 1.
Lemma 1. For any ǫ > 0, it is given that
±xy ≤ 1
2
(
ǫx2 +
1
ǫ
y2
)
. (5.18)
Proof. Writing ±xy − 1
2
(
ǫx2 + 1
ǫ
y2
)
= − 1
2ǫ
(ǫx∓ y)2 ≤ 0,
the result is immediate.
Also, a special case of Young’s inequality with a free parameter a, as introduced in Park
(1999), will be used. This is seen in Lemma 2.
Lemma 2. For any ǫ > 0, where constant a is free, it is given that
±xy ≤ 1
2
(
ǫ(x+ ay)2 +
1
ǫ
y2
)
∓ ay2. (5.19)
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Proof. Writing Young’s inequality as seen in Lemma 1 but replacing x with x + ay pro-
duces (x + ay)y ≤ 1
2
(
ǫ(x+ ay)2 + 1
ǫ
y2
)
. The rearrangement provides an immediate
proof by following that of Lemma 1.
Using the form of Young’s inequality including the parameter a as in Lemma 2, allows
for a greater level of freedom in finding the best conditions for stability. The restrictions
on the other parameters introduced to the functional all require strictly positive constants.
The inclusion of a free parameter which can be negative gives the opportunity to provide
a balance to the restrictions of positive terms included, resulting in a better Lyapunov
functional.
Also useful will be the double Leibniz rule (Abramowitz and Stegun 1972), given by
Equation (5.21), detailed below,
Leibniz rule for the derivative of an integral with variable limits
d
dt
∫ f2(t)
f1(t)
g(t, z)dz =
∫ f2(t)
f1(t)
gt(t, z)dz + g(t, f2(t))f
′
2(t)− g(t, f1(t))f ′1(t) (5.20)
This can be applied to a double integral to give
d
dt
∫ t
t−τ
∫ t
z
g(s)dsdz = τg(t)−
∫ t
t−τ
g(s)ds.
Indeed, by denoting H(t, z) =
∫ t
z
g(s)ds, so that
d
dt
∫ t
t−τ
∫ t
z
g(s)dsdz =
d
dt
∫ t
t−τ
H(t, z)dz =
∫ t
t−τ
d
dt
H(t, z)dz +H(t, t)−H(t, t− τ)
=
∫ t
t−τ
g(t)dz +
∫ t
t
g(s)ds−
∫ t
t−τ
g(s)ds
= τg(t)−
∫ t
t−τ
g(s)ds
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Therefore, it can be written that
∫ t
t−τ
g(s)ds = τg(t)− d
dt
∫ t
t−τ
∫ t
z
g(s) dsdz, (5.21)
which defines the double integral Leibniz rule.
The following theorem is an original contribution of this thesis.
Theorem 1. The functional
V1 =
1
2
(ρ1u
2 + ρ2v
2 + 2ρ3uv) +
CD
2
ǫ1
∫ t
t−τ1
∫ t
z
(ρ1u+ ρ3v + a1u(s− τ1))2dsdz
+
CD
2
(
1
ǫ1
− 2a1
)∫ t
t−τ1
∫ t
z
u2(s− τ1)dsdz
+
Cdi
2
[
ǫ2
∫ t
t−τ1
∫ t
z
(ρ1u+ ρ3v + a2v(s))
2dsdz +
(
1
ǫ2
+ 2a2
)∫ t
t−τ1
∫ t
z
v2(s)dsdz
]
+
DA
2
[
ǫ3
∫ t
t−τ2
∫ t
z
(ρ2v + ρ3u+ a3u(s))
2dsdz +
(
1
ǫ3
− 2a3
)∫ t
t−τ2
∫ t
z
u2(s)dsdz
]
+
DB
2
[
ǫ4
∫ t
t−τ2
∫ t
z
(ρ2v + ρ3u+ a4v(s))
2dsdz +
(
1
ǫ4
− 2a4
)∫ t
t−τ2
∫ t
z
v2(s)dsdz
]
+
DC
2
ǫ5
∫ t
t−τ2
∫ t
z
(ρ2v + ρ3u+ a5v(s− τ2))2dsdz
+
DC
2
(
1
ǫ5
− 2a5
)∫ t
t−τ2
∫ t
z
v2(s− τ2)dsdz
+
CD
2
τ2
(
1
ǫ1
(ǫ1a1 − 1)2 + ǫ1a1
ǫ6
)∫ t
t−τ1
u2(s)ds
+
DC
2
τ1
(
1
ǫ5
(ǫ5a5 − 1)2 + ǫ5a5
ǫ7
)∫ t
t−τ2
v2(s)ds,
(5.22)
is a Lyapunov functional for the linearised dynamical system seen in (4.9) if the parameter
values are such that inequalities (5.40) - (5.46) are satisfied, and such that Ψ11 > 0 and
Ψ11Ψ22 −Ψ212 > 0, where the Ψij are defined in Equations (5.35) - (5.37).
The functional used as the base for this theoremwill be the same as in the delay-independent
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case, (5.14) which will be stated again for completeness and clarity here. Again, the no-
tation u = u(t) and v = v(t) will be used and the dependence on t will only be stated
when necessary.
Proof. Consider the functional V0 as,
V0 =
1
2
(ρ1u
2 + ρ2v
2 + 2ρ3uv), ρi > 0, i = 1, 2, 3. (5.23)
and hence the derivative is given by,
dV0
dt
= (ρ1u+ ρ3v)u˙+ (ρ2v + ρ3u)v˙. (5.24)
In this calculation, the terms (ρ1u + ρ3v) and (ρ2v + ρ3u) will be left in their bracketed
form and treated as one term throughout until their expansion is required. Introducing
the linearised form of u˙ and v˙ and separating the delayed variables from the non-delayed
variables give,
dV0
dt
= −(ρ1u+ ρ3v)(Au+Bv)− div(ρ2v + ρ3u)− C(ρ1u+ ρ3v)v(t− τ2)
+D(ρ2v + ρ3u)u(t− τ1).
(5.25)
Ghost terms can be introduced to the delayed terms as [u(t − τ1) − u(t) + u(t)] and
[v(t− τ2)− v(t) + v(t)]. This allows the inclusion of integrals as seen below,
dV0
dt
= −(ρ1u+ ρ3v)(Au+Bv + Cv) + (Du− div)(ρ2v + ρ3u)
+ C(ρ1u+ ρ3v)
∫ t
t−τ2
v˙(s)ds−D(ρ2v + ρ3u)
∫ t
t−τ1
u˙(s)ds.
(5.26)
The expressions for u˙ and v˙ need to be reintroduced again here, while bringing all possible
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terms inside the integrals,
dV0
dt
= −(ρ1u+ ρ3v)(Au+Bv + Cv) + (Du− div)(ρ2v + ρ3u)
+ C
∫ t
t−τ2
[D(ρ1u+ ρ3v)u(s− τ1)− di(ρ1u+ ρ3v)v(s)]ds
+D
∫ t
t−τ1
[A(ρ2v + ρ3u)u(s) + B(ρ2v + ρ3u)v(s) + C(ρ2v + ρ3u)v(s− τ2)]ds.
(5.27)
At this point the special case of Young’s inequality, as seen in Lemma 2, is applied. It can
be noted here that a simpler but more restrictive Lyapunov functional could be created
by using the original form of Young’s inequality where a = 0. However the inclusion of
this parameter gives more freedom to the functional. Young’s inequality is applied to the
terms in the integrals to give,
dV0
dt
= −(ρ1u+ ρ3v)(Au+Bv + Cv) + (Du− div)(ρ2v + ρ3u)
+
CD
2
∫ t
t−τ2
[
ǫ1 ((ρ1u+ ρ3v) + a1u(s− τ1))2 +
(
1
ǫ1
− 2a1
)
u2(s− τ1)
]
ds
+
Cdi
2
∫ t
t−τ2
[
ǫ2 ((ρ1u+ ρ3v) + a2v(s))
2 +
(
1
ǫ2
+ 2a2
)
v2(s)
]
ds
+
DA
2
∫ t
t−τ1
[
ǫ3 ((ρ2v + ρ3u) + a3u(s))
2 +
(
1
ǫ3
− 2a3
)
u2(s)
]
ds
+
DB
2
∫ t
t−τ1
[
ǫ4 ((ρ2v + ρ3u) + a4v(s))
2 +
(
1
ǫ4
− 2a4
)
v2(s)
]
ds
+
DC
2
∫ t
t−τ1
[
ǫ5 ((ρ2v + ρ3u) + a5v(s− τ2))2 +
(
1
ǫ5
− 2a5
)
v2(s− τ2)
]
ds.
(5.28)
Equation (5.28) can be rearranged by separating out the integral terms to allow the use
of the identity of the double Leibniz rule as stated in Equation (5.21). By applying this
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definite integral terms are created such that,
dV0
dt
= −(ρ1u+ ρ3v)(Au+Bv + Cv) + (Du− div)(ρ2v + ρ3u)
+
CD
2
ǫ1
[
τ2 (ρ1u+ ρ3v + a1u(t− τ1))2
− d
dt
∫ t
t−τ1
∫ t
z
(ρ1u+ ρ3v + a1u(s− τ1))2 dsdz
]
+
CD
2
(
1
ǫ1
− 2a1
)[
τ2u
2(t− τ1)− d
dt
∫ t
t−τ1
∫ t
z
u2(s− τ1)dsdz
]
+
Cdi
2
ǫ2
[
τ2 (ρ1u+ ρ3v + a2v(t))
2 − d
dt
∫ t
t−τ1
∫ t
z
(ρ1u+ ρ3v + a2v(s))
2 dsdz
]
+
Cdi
2
(
1
ǫ2
+ 2a2
)[
τ2v
2(t)− d
dt
∫ t
t−τ1
∫ t
z
v2(s)dsdz
]
+
DA
2
ǫ3
[
τ1 (ρ1v + ρ3u+ a3u(t))
2 − d
dt
∫ t
t−τ1
∫ t
z
(ρ2v + ρ3u+ a3u(s))
2 dsdz
]
+
DA
2
(
1
ǫ3
− 2a3
)[
τ1u
2(t)− d
dt
∫ t
t−τ1
∫ t
z
u2(s)dsdz
]
+
DB
2
ǫ4
[
τ1 (ρ1v + ρ3u+ a4v(t))
2 − d
dt
∫ t
t−τ1
∫ t
z
(ρ2v + ρ3u+ a4v(s))
2 dsdz
]
+
DB
2
(
1
ǫ4
− 2a4
)[
τ1v
2(t)− d
dt
∫ t
t−τ1
∫ t
z
v2(s)dsdz
]
+
DC
2
ǫ5
[
τ1 (ρ1v + ρ3u+ a5v(t− τ2))2
− d
dt
∫ t
t−τ1
∫ t
z
(ρ2v + ρ3u+ a5v(s− τ2))2 dsdz
]
+
DC
2
(
1
ǫ5
− 2a5
)[
τ1v
2(t− τ2)− d
dt
∫ t
t−τ1
∫ t
z
v2(s− τ2)dsdz
]
.
(5.29)
For clarity and in the interest of space saving in these rather long expressions, the def-
inite double integral terms from Equation (5.29) will be denoted by Ω, as they remain
unchanged. They are reintroduced in the final form of the expression for the V˙0. Further
to that, the terms u2(t− τ1) and v2(t− τ2) can be written in integral form such as,
u2(t− τ1) = u2(t)− d
dt
∫ t
t−τ1
u2(s)ds. (5.30)
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This gives two more definite integrals which will be included in the term, Ω. Thus,
continuing here with the non-integral terms, expanded and rewriting for terms in u2(t),
v2(t) and u(t)v(t) gives,
dV0
dt
= Ω+ u2
[
−ρ1A+ ρ3D + CD
2
(
1
ǫ1
− 2a1
)
τ2 +
Cdi
2
ǫ2τ2ρ
2
1
+
DA
2
ǫ3τ1(ρ
2
3 + a
2
3 + 2ρ3a3) +
DA
2
(
1
ǫ3
− 2a3
)
τ1 +
DB
2
ǫ4τ1ρ
2
3
]
+ v2
[
− ρ2di − ρ3(B + C) + Cdi
2
ǫ2τ2(ρ
2
3 + a
2
2 + 2ρ3a2) +
Cdi
2
(
1
ǫ2
+ 2a2
)
τ2
+
DA
2
ǫ3τ1ρ
2
2 +
DB
2
ǫ4τ1(ρ
2
2 + a
2
4 + 2ρ2a4) +
DB
2
(
1
ǫ4
− 2a4
)
τ1
+
DC
2
(
1
ǫ5
− 2a5
)
τ1
]
+ uv [−ρ1(B + C) + ρ2D − ρ3(A+ di)
+Cdiǫ2τ2(ρ1ρ3 + ρ1a2) +DAǫ3τ1(ρ2ρ3 + ρ2a3) +DBǫ4τ1(ρ2ρ3 + ρ3a4)]
+
CD
2
ǫ1τ2(ρ1u+ ρ3v + a1u(t− τ1))2 + DC
2
ǫ5τ1 (ρ1v + ρ3u+ a5v(t− τ2))2 .
(5.31)
The final two terms in Equation (5.31) contain variables of delays which must be trans-
formed into terms of u(t) and v(t) or integral terms to be taken into the functional. Fo-
cusing first on the term of u(t−τ1) by expanding out the squared bracket produces a term
involving 2a1(ρ1u + ρ3v)u(t − τ1) for which the original form of Young’s inequality in
Lemma 1 can be applied. Rearranging and writing the u2(t − τ1) term in integral form
produces,
CD
2
ǫ1τ2
[
(a1ǫ6 + 1)(ρ
2
1u
2 + 2ρ1ρ3uv + ρ
2
3v
2) +
(
a21 +
a1
ǫ6
)[
u2 − d
dt
∫ 2
t−τ1
u2(s)
]]
.
(5.32)
The use of Young’s inequality again provides a definite integral term which can be ac-
counted for as part of the functional, while the remaining variables are functions of time,
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t. Applying the same method for the term involving v(t− τ2) in Equation (5.31) gives,
DC
2
ǫ5τ1
[
(a5ǫ7 + 1)(ρ
2
2v
2 + 2ρ2ρ3uv + ρ
2
3u
2) +
(
a25 +
a5
ǫ7
)[
v2 − d
dt
∫ 2
t−τ2
v2(s)
]]
.
(5.33)
Now, all of the elements from Equations (5.31, 5.32 and 5.33), as well as all of the integral
terms can be brought together. The full expression for V˙0 is given by,
dV0
dt
= −u2[Ψ11]− v2[Ψ22]− uv[Ψ12]
− CD
2
ǫ1
d
dt
∫ t
t−τ1
∫ t
z
(ρ1u+ ρ3v + a1u(s− τ1))2dsdz
− CD
2
(
1
ǫ1
− 2a1
)
d
dt
∫ t
t−τ1
∫ t
z
u2(s− τ1)dsdz
− Cdi
2
ǫ2
d
dt
∫ t
t−τ1
∫ t
z
(ρ1u+ ρ3v + a2v(s))
2dsdz
− Cdi
2
(
1
ǫ2
+ 2a2
)
d
dt
∫ t
t−τ1
∫ t
z
v2(s)dsdz
− DA
2
ǫ3
d
dt
∫ t
t−τ2
∫ t
z
(ρ2v + ρ3u+ a3u(s))
2dsdz
− DA
2
(
1
ǫ3
− 2a3
)
d
dt
∫ t
t−τ2
∫ t
z
u2(s)dsdz
− DB
2
ǫ4
d
dt
∫ t
t−τ2
∫ t
z
(ρ2v + ρ3u+ a4v(s))
2dsdz
− DB
2
(
1
ǫ4
− 2a4
)
d
dt
∫ t
t−τ2
∫ t
z
v2(s)dsdz
− DC
2
ǫ5
d
dt
∫ t
t−τ2
∫ t
z
(ρ2v + ρ3u+ a5v(s− τ2))2dsdz
− DC
2
(
1
ǫ5
− 2a5
)
d
dt
∫ t
t−τ2
∫ t
z
v2(s− τ2)dsdz
− CD
2
τ2
(
1
ǫ1
(ǫ1a1 − 1)2 + ǫ1a1
ǫ6
)
d
dt
∫ t
t−τ1
u2(s)ds
− DC
2
τ1
(
1
ǫ5
(ǫ5a5 − 1)2 + ǫ5a5
ǫ7
)
d
dt
∫ t
t−τ2
v2(s)ds.
(5.34)
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Where the following functions are defined as,
Ψ11 = ρ1A− ρ3D − CD
2
τ2
(
1
ǫ1
(ǫ1a1 − 1)2 + ǫ1a1
ǫ6
)
− CD
2
τ2ǫ1ρ
2
1(a1ǫ6 + 1)
−Cdi
2
τ2ǫ2ρ
2
1 −
AD
2
τ1ǫ3(ρ3 + a3)
2 − AD
2
τ1
(
1
ǫ3
− 2a3
)
− BD
2
τ1ǫ4ρ
2
3
−CD
2
τ1ǫ5ρ
2
3(a5ǫ7 + 1), (5.35)
Ψ22 = ρ3(B + C) + ρ2di − Cdi
2
τ2ǫ2(ρ3 + a2)
2 − Cdi
2
τ2
(
1
ǫ2
+ 2a2
)
−CD
2
τ2ǫ1ρ
2
3(a1ǫ6 + 1)−
AD
2
τ1ǫ3ρ
2
2 −
BD
2
τ1ǫ4(ρ2 + a4)
2
−BD
2
τ1
(
1
ǫ4
+ 2a4
)
− CD
2
τ1ǫ5ρ
2
2(a5ǫ7 + 1)
−CD
2
τ1
(
1
ǫ5
(ǫ5a5 − 1)2 + ǫ5a5
ǫ7
)
, (5.36)
and,
Ψ12 = ρ1(B + C) + ρ3(A+ di)− ρ2D − Cdiτ2ǫ2(ρ1ρ3 + ρ1a2)
−CDτ2ǫ1ρ1ρ3(a1ǫ6 + 1)− ADτ1ǫ3(ρ2ρ3 + ρ2a3)
−BDτ1ǫ4(ρ2ρ3 + ρ2a4)− CDτ1ǫ5ρ2ρ3(a5ǫ7 + 1). (5.37)
Therefore, by defining the functional V1 as,
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V1 = V0 +
CD
2
ǫ1
∫ t
t−τ1
∫ t
z
(ρ1u+ ρ3v + a1u(s− τ1))2dsdz
+
CD
2
(
1
ǫ1
− 2a1
)∫ t
t−τ1
∫ t
z
u2(s− τ1)dsdz
+
Cdi
2
ǫ2
∫ t
t−τ1
∫ t
z
(ρ1u+ ρ3v + a2v(s))
2dsdz +
Cdi
2
(
1
ǫ2
+ 2a2
)∫ t
t−τ1
∫ t
z
v2(s)dsdz
+
DA
2
ǫ3
∫ t
t−τ2
∫ t
z
(ρ2v + ρ3u+ a3u(s))
2dsdz +
DA
2
(
1
ǫ3
− 2a3
)∫ t
t−τ2
∫ t
z
u2(s)dsdz
+
DB
2
ǫ4
∫ t
t−τ2
∫ t
z
(ρ2v + ρ3u+ a4v(s))
2dsdz +
DB
2
(
1
ǫ4
− 2a4
)∫ t
t−τ2
∫ t
z
v2(s)dsdz
+
DC
2
ǫ5
∫ t
t−τ2
∫ t
z
(ρ2v + ρ3u+ a5v(s− τ2))2dsdz
+
DC
2
(
1
ǫ5
− 2a5
)∫ t
t−τ2
∫ t
z
v2(s− τ2)dsdz
+
CD
2
τ2
(
1
ǫ1
(ǫ1a1 − 1)2 + ǫ1a1
ǫ6
)∫ t
t−τ1
u2(s)ds
+
DC
2
τ1
(
1
ǫ5
(ǫ5a5 − 1)2 + ǫ5a5
ǫ7
)∫ t
t−τ2
v2(s)ds,
(5.38)
then the derivative is given by,
dV1
dt
= −u2[Ψ11]− v2[Ψ22]− uv[Ψ12]. (5.39)
A Lyapunov functional must be positive-definite for all cases, and thus for a functional
to be considered a Lyapunov functional it must also be positive definite. Therefore, it
is required from Equation (5.38) that V1 > 0. The free parameters in this functional are
subject to certain constraints as defined when introduced. The ρ and the ǫ terms are strictly
positive such that ρi > 0, i = 1, 2, 3 and ǫj > 0, j = 1, . . . , 7, while the ak, k = 1, . . . , 5
terms have no restrictions. Further constraints are developed through combinations of
terms involving the ak, which may be negative. In order for the functional V1 to be
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positive, the following constraints must be satisfied,
1
ǫ1
− 2a1 ≥ 0 ⇒ a1 − 1
2ǫ1
≤ 0 (5.40)
1
ǫ2
+ 2a2 ≥ 0 ⇒ −
(
a2 +
1
2ǫ2
)
≤ 0 (5.41)
1
ǫ3
− 2a3 ≥ 0 ⇒ a3 − 1
2ǫ3
≤ 0 (5.42)
1
ǫ4
− 2a4 ≥ 0 ⇒ a4 − 1
2ǫ4
≤ 0 (5.43)
1
ǫ5
− 2a5 ≥ 0 ⇒ a5 − 1
2ǫ5
≤ 0 (5.44)
1
ǫ1
(ǫ1a1 − 1)2 + ǫ1a1
ǫ6
≥ 0 ⇒ −
[
1
ǫ1
(ǫ1a1 − 1)2 + ǫ1a1
ǫ6
]
≤ 0 (5.45)
1
ǫ5
(ǫ5a5 − 1)2 + ǫ5a5
ǫ7
≥ 0 ⇒ −
[
1
ǫ5
(ǫ5a5 − 1)2 + ǫ5a5
ǫ7
]
≤ 0 (5.46)
It is also necessary to define the conditions for the derivative of the Lyapunov functional
to be stable. At this stage, the derivative, V˙1, will be written in matrix form with the
symmetric matrix Ψ, such that,
−

u(t)
v(t)


T 
Ψ11 Ψ12
Ψ21 Ψ22


︸ ︷︷ ︸
Ψ

u(t)
v(t)

 (5.47)
Where Ψ11, Ψ22 and Ψ12 are given by Equations (5.35) to (5.37), and Ψ12 = Ψ21. There-
fore, provided the constraints (5.40) to (5.46) are met and that the matrix Ψ is positive
definite then the functional V1 as defined in Theorem 1 will be clearly positive and hence
provides a Lyapunov functional for the linearised dynamical system (4.9).
For stability, the derivative of the Lyapunov functional must be negative, V˙1 < 0 and
therefore the matrix Ψ, defined in Equation (5.47), must be positive definite. Writing the
expression for V˙1 in matrix form allows for the use of Sylvester’s criterion for positive
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definiteness (Gilbert 1991). It states that a n × n Hermitian matrix is positive definite if
all of the principal minors are positive. This is generalised in the case here such that, a
Hermitian matrix is a symmetric matrix if there are no imaginary components. For a 2×2
matrix the principal minors are the term Ψ11 and the determinant of the matrix Ψ itself.
By meeting these conditions it is equivalent to say that the matrix is positive definite.
Therefore, in order to have stability of the Lyapunov functional, V1, two conditions must
be met: Ψ11 > 0 and also the determinant of matrix Ψ is positive, i.e. Ψ11Ψ22−Ψ212 > 0.
Thus, when these conditions are met the system is stable.
5.3 Discussion
The local stability analysis, both numerically and analytically, has been investigated for
the first time in relation to the two-delay glucose-insulin regulation system. An extension
of the characteristic equation approach as seen in the one-delay case in Chapter 4 is made
for two delays which results in an expression for τ2 which only implicitly depends on τ1
which can be solved for conditions of stability. The graphical plot of these calculations
leads to the discovery that the boundary for the region of stability is a curve and not a
straight line. This is confirmed by further numerical simulation using the LMI method
which gives an accurate representation for the range 5 < τ1 < 20.
The local stability is further analysed using a Lyapunov functional approach to provide
sufficient conditions for stability, where the delay-independent and the delay-dependent
cases are investigated. The delay-dependent case yields a series of conditions on the
parameters introduced in order to give stability of the system. In order to allow more
freedom in the choice of parameters, a special case of Young’s inequality was repeatedly
used.
Chapter 6
Global stability analysis of the
two-delay system
An analysis of global stability of the nonlinear two-delay glucose-insulin regulation sys-
tem is presented in this Chapter. Sufficient conditions for stability are derived analytically
by taking a Lyapunov functional approach for the original nonlinear form of the model.
While more complex than using the linearised system as in the local case, use of the non-
linear model allows for a series of stability conditions to be obtained that are related to
the biological parameters in the model. The effect of altering the Hill parameters will be
investigated to find optimal ranges dependent on maximising the stability region.
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6.1 Lyapunov functional approach
In order to study the global stability of the system, it is necessary to work with the non-
linear model in its original form. Here, the aim is to investigate the relationship between
the global stability and the two time delays in the system, τ1 and τ2. Note that throughout
this section the notation u = u(t) and v = v(t) is used once again in order to make the
equations clearer, the dependency of the variables will be explicitly stated when neces-
sary. Following the work of Bennett and Gourley (2004b), the steady state of the system,
(G∗, I∗), is studied. The shifted variables,
G(t) = u(t) +G∗, I(t) = v(t) + I∗, (6.1)
are introduced such that (u, v) = (0, 0) represents the steady state of the translated sys-
tem,
u˙ = Gin − f2(u+G∗)− f3(u+G∗)f4(v + I∗) + f5(v(t− τ2) + I∗),
v˙ = f1(u(t− τ1) +G∗)− di(v + I∗).
(6.2)
The Taylor expansion approximated at the first order of a given function f(x) is given as,
f(x+ x0) = f(x0) + xf
′(c),
where c is some number between x0 and x. By writing c = x0 + θx, with 0 ≤ θ ≤ 1, the
Taylor expansion can then be written as,
f(x+ x0) = f(x0) + xf
′(x0 + θx), 0 ≤ θ ≤ 1.
Therefore, there exists 0 ≤ θi ≤ 1, i = 1, . . . , 5, such that when applied to u˙ and v˙ from
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Equation (6.2), the following are true,
u˙ = Gin − f2(G∗)− f3(G∗)f4(I∗) + f5(I∗)︸ ︷︷ ︸
=0
−uf ′2(G∗ + θ2u)
−uf4(I∗)f ′3(G∗ + θ3u)− vf3(G∗)f ′4(I∗ + θ4v)
+uvf ′3(G
∗ + θ3u)f
′
4(I
∗ + θ4v) + v(t− τ2)f ′5(I∗ + θ5v(t− τ2))
= −uf ′2(G∗ + θ2u)− uf4(I∗)f ′3(G∗ + θ3u)− vf3(G∗)f ′4(I∗ + θ4v)
+uvf ′3(G
∗ + θ3u)f
′
4(I
∗ + θ4v) + v(t− τ2)f ′5(I∗ + θ5v(t− τ2)), (6.3)
and,
v˙ = f1(G
∗)− diI∗︸ ︷︷ ︸
0
+u(t− τ1)f ′1(G∗ + θ1u(t− τ1))− div
= u(t− τ1)f ′1(G∗ + θ1u(t− τ1))− div. (6.4)
A feature of this system is that it is bounded, as proved in Bennett and Gourley (2004b).
This leads to the upper bound on G(t) which can be seen in the proposition below:
Proposition 1. Writing f3(G) = qG for some q ∈ R,
G(t) ≤ max
{
G(0),
Gin + f5(0)
qf4(0)
}
.
This is the upper bound for maximal glucose as used in Bennett and Gourley (2004b) and
will be used in the calculation of the Lyapunov functional.
By taking V0 =
1
2
(u2 + ωv2), with ω > 0 for the nonlinear dynamical system given by
(4.1) a Lyapunov functional and stability condtions can be obtained as follows. In deriv-
ing this Lyapunov functional Young’s inequality with exponent two as given by Lemma
1 and the double integral Leibniz rule as given by Equation 5.21, as detailed in Chapter 5
will be repeatedly used.
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Consider the function V0 =
1
2
(u2 + ωv2), with ω > 0. Then
dV0
dt
= uu˙+ ωvv˙
= u [−uf ′2(G∗ + θ2u)− uf4(I∗)f ′3(G∗ + θ3u)− vf3(G∗)f ′4(I∗ + θ4v)
+uvf ′3(G
∗ + θ3u)f
′
4(I
∗ + θ4v) + v(t− τ2)f ′5(I∗ + θ5v(t− τ2))]
+ ωv [u(t− τ1)f ′1(G∗ + θ1u(t− τ1))− div] .
(6.5)
For simplicity, function f3(G) will be written as a linear term such that f3(G) = qG,
where f3(G
∗) = qG∗ and f ′3(G
∗) = q. Grouping the u2 and v2 terms gives,
dV0
dt
= u2 [−f ′2(G∗ + θ2u)− qf4(I∗)]− ωdiv2 − uvq(G∗ + u)f ′4(I∗ + θ4v)
+ uv(t− τ2)f ′5(I∗ + θ5v(t− τ2)) + ωvu(t− τ1)f ′1(G∗ + θ1u(t− τ1)).
(6.6)
Here, ghost terms are introduced to the delayed variables to give terms in the form [v(t−
τ1)− v], which can be written in integral form to give,
dV0
dt
= u2 [−f ′2(G∗ + θ2u)− qf4(I∗)]− ωdiv2 − uvq(G∗ + u)f ′4(I∗ + θ4v)
− uf ′5(I∗ + θ5v(t− τ2))
∫ t
t−τ2
v˙(s)ds+ uvf ′5(I
∗ + θ5v(t− τ2))
− ωvf ′1(G∗ + θ1u(t− τ1))
∫ t
t−τ1
u˙(s)ds+ ωvuf ′1(G
∗ + θ1u(t− τ1)).
(6.7)
The expressions for u˙(s) and v˙(s) are introduced into the integrals where function f3(G) =
qG. A series of rearrangements are made to give terms which combine variables u and
v and clearly show the positive terms. The modulus of the terms related to function f5
will be taken as function f5 is a decreasing function allowing the negative f5 terms to be
written as positives. Also, the terms in v(t)v(s)f ′4(I
∗ + θ4v(s)) are grouped giving the
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expression,
dV0
dt
= u2 [−f ′2(G∗ + θ2u)− qf4(I∗)]− ωdiv2 − uvq(G∗ + u)f ′4(I∗ + θ4v)
− uv|f ′5(I∗ + θ5v(t− τ2))|+ ωvuf ′1(G∗ + θ1u(t− τ1))
+ |f ′5(I∗ + θ5v(t− τ2))|
∫ t
t−τ2
[
u(t)u(s− τ1)f ′1(G∗ + θ1u(s− τ1))
− div(s)u(t)
]
ds+ ωf ′1(G
∗ + θ1u(t− τ1))
∫ t
t−τ1
[
u(s)v(t)f ′2(G
∗ + θ2u)
+ qv(t)u(s)f4(I
∗) + qv(s)v(t) (G∗ + u(s)) f ′4(I
∗ + θ4v(s))
+ v(t)v(s− τ2)|f ′5(I∗ + θ5v(s− τ2))|
]
ds.
(6.8)
The term (G∗ + u(s)) is the addition of two glucose values and as such is less than the
maximal glucose level,MG. By introducingMG as a replacement for this, the dependence
on a combination of three variables is removed. At this stage, Young’s inequality Lemma
1, will be applied where possible to split the variables. Further to that, the maximum
quantities of the functions will be introduced and are denoted by fMi and f
′M
i . Due to
the sigmoidal nature of the Hill function, each function is bounded and can be expressed
in terms of the Hill parameters, as seen in Equation (3.8), in order to give a single value
which still satisfies the inequality. This gives,
dV0
dt
≤ u2 [−f ′2(G∗ + θ2u)− qf4(I∗)]− ωdiv2+q
1
2
(
ǫ1u
2 +
1
ǫ1
v2
)
MGf
′M
4
+
1
2
(
ǫ2u
2 +
1
ǫ2
v2
)
|f ′M5 |+ω
1
2
(
ǫ3u
2 +
1
ǫ3
v2
)
f ′M1
+ |f ′M5 |
∫ t
t−τ2
[1
2
(
ǫ4u
2(s− τ1) + 1
ǫ4
u2(t)
)
f ′M1 +
di
2
(
ǫ5v
2(s) +
1
ǫ5
u2(t)
)]
ds
+ ωf ′M1
∫ t
t−τ1
[1
2
(
ǫ6u
2(s) +
1
ǫ6
v2(t)
)
f ′M2 + q
1
2
(
ǫ7u
2(s) +
1
ǫ7
v2(t)
)
f4(I
∗)
+ q
1
2
(
ǫ8v
2(s) +
1
ǫ8
v2(t)
)
MGf
′M
4 +
1
2
(
ǫ9v
2(s− τ2) + 1
ǫ9
v2(t)
)
|f ′M5 |
]
ds.
(6.9)
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As each of the variables u and v, as functions of s and t and the delays are now separated,
the integrals can be evaluated for the variables dependent on t. Each of the integrals are
with respect to s, therefore those variables not dependent on s can be treated as constants
within the integral. Evaluating these terms and then grouping for u2 and v2 produces the
following expression,
dV0
dt
≤ −u2
[
f ′2(G
∗ + θ2u) + qf4(I
∗)− 1
2
[
qǫ1MGf
′M
4 + ǫ2|f ′M5 |+ ωǫ3f ′M1
+ |f ′M5 |τ2
(
f ′M1
ǫ4
+
di
ǫ5
)]]
− v2
[
ωdi − 1
2
[
q
1
ǫ1
MGf
′M
4
+
1
ǫ2
|f ′M5 |+ ω
1
ǫ3
f ′M1 + ωf
′M
1 τ1
[ 1
ǫ6
f ′M2 +
1
ǫ7
qf4(I
∗)
+
1
ǫ8
qMGf
′M
4 +
1
ǫ9
|f ′M5 |
]]]
+ |f ′M5 |
ǫ4
2
f ′M1
∫ t
t−τ2
u2(s− τ1)ds
+ |f ′M5 |
ǫ5
2
di
∫ t
t−τ2
v2(s)ds+ ωf ′M1 [
ǫ6
2
f ′M2 +
ǫ7
2
qf4(I
∗)]
∫ t
t−τ1
u2(s)ds
+ ωf ′M1
ǫ8
2
qMGf
′M
4
∫ t
t−τ1
v2(s)ds+ ωf ′M1
ǫ9
2
|f ′M5 |
∫ t
t−τ1
v2(s− τ2)ds.
(6.10)
The Leibniz rule (Abramowitz and Stegun 1972), used for a double integral as shown in
Equation (5.21), can be applied to each of the integral terms. This gives derivative of
integral terms which can be accounted for as part of the Lyapunov functional definition,
V . Using the Leibniz double integral rule produces,
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dV0
dt
≤ −u2
[
f ′2(G
∗ + θ2u) + qf4(I
∗)− 1
2
[
qǫ1MGf
′M
4 + ǫ2|f ′M5 |+ ωǫ3f ′M1
+ |f ′M5 |τ2
(
f ′M1
ǫ4
+
di
ǫ5
)]]
− v2
[
ωdi − 1
2
[
q
1
ǫ1
MGf
′M
4
+
1
ǫ2
|f ′M5 |+ ω
1
ǫ3
f ′M1 + ωf
′M
1 τ1
[ 1
ǫ6
f ′M2 +
1
ǫ7
qf4(I
∗)
+
1
ǫ8
qMGf
′M
4 +
1
ǫ9
|f ′M5 |
]]]
+ |f ′M5 |
ǫ4
2
f ′M1
[
τ2u
2(t− τ1)
− d
dt
∫ t
t−τ2
∫ t
z
u2(s− τ1)dsdz
]
+ |f ′M5 |
ǫ5
2
di
[
τ2v
2 − d
dt
∫ t
t−τ2
∫ t
z
v2(s)dsdz
]
+ ωf ′M1 [
ǫ6
2
f ′M2 +
ǫ7
2
qf4(I
∗)]
[
τ1u
2 − d
dt
∫ t
t−τ1
∫ t
z
u2(s)dsdz
]
+ ωf ′M1
ǫ8
2
qMGf
′M
4
[
τ1v
2 − d
dt
∫ t
t−τ1
∫ t
z
v2(s)dsdz
]
+ ωf ′M1
ǫ9
2
|f ′M5 |
[
τ1v
2(t− τ2)− d
dt
∫ t
t−τ1
∫ t
z
v2(s− τ2)dsdz
]
.
(6.11)
This then motivates the definition of the functional, V1, to account for the integral terms
such that,
V1 = V0 + |f ′M5 |
ǫ4
2
f ′M1
∫ t
t−τ2
∫ t
z
u2(s− τ1)dsdz + |f ′M5 |
ǫ5
2
di
∫ t
t−τ2
∫ t
z
v2(s)dsdz
+ ωf ′M1 [
ǫ6
2
f ′M2 +
ǫ7
2
qf4(I
∗)]
∫ t
t−τ1
∫ t
z
u2(s)dsdz
+ ωf ′M1
ǫ8
2
qMGf
′M
4
∫ t
t−τ1
∫ t
z
v2(s)dsdz + ωf ′M1
ǫ9
2
|f ′M5 |
∫ t
t−τ1
∫ t
z
v2(s− τ2)dsdz,
(6.12)
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where the derivative of V1 is given by,
dV1
dt
≤ −u2
[
f ′2(G
∗ + θ2u) + qf4(I
∗)− 1
2
[
qǫ1MGf
′M
4 + ǫ2|f ′M5 |+ ωǫ3f ′M1
+|f ′M5 |τ2
(
f ′M1
ǫ4
+
di
ǫ5
)]
− ωf ′M1 [
ǫ6
2
f ′M2 +
ǫ7
2
qf4(I
∗)]τ1
]
− v2
[
ωdi − 1
2
[
q
1
ǫ1
MGf
′M
4 +
1
ǫ2
|f ′M5 |+ ω
1
ǫ3
f ′M1
+ωf ′M1 τ1
[ 1
ǫ6
f ′M2 +
1
ǫ7
qf4(I
∗) +
(
ǫ8 +
1
ǫ8
)
qMGf
′M
4 +
1
ǫ9
|f ′M5 |
]]
−|f ′M5 |
ǫ5
2
diτ2
]
+ |f ′M5 |
ǫ4
2
f ′M1 τ2u
2(t− τ1) + ωf ′M1
ǫ9
2
|f ′M5 |τ1v2(t− τ2).
(6.13)
The last two terms in Equation (6.13) are functions of the delays and they must be re-
moved in this final step to give the desired functional. By ensuring that there are only
two distinct variables in the expression, u2(t) or v2(t), then there will only be conditions
based on two expressions in order to have stability.
With this in mind, the delayed variables are directly replaced by their integral form such
that,
u2(t− τ1) = d
dt
∫ t−τ1
t
u2(s)ds+ u2(t), (6.14)
and likewise for v2(t− τ2), so that no further inequalities are used. This change produces
two further definite integral terms which can be accounted for in the functional itself,
while the u2 and v2 terms will be included in their respective brackets. Therefore the
functional VG is defined as,
VG = V1 + |f ′M5 |
ǫ4
2
f ′M1 τ2
∫ t−τ1
t
u2(s)ds+ ωf ′M1
ǫ9
2
|f ′M5 |τ1
∫ t−τ2
t
v2(s)ds, (6.15)
which is clearly positive for all functions u, v. The derivation of functional VG shows that
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the following inequality relating to the derivative holds,
dVG
dt
≤ −u2
[
f ′2(G
∗ + θ2u) + qf4(I
∗)− 1
2
[
qǫ1MGf
′M
4 + ǫ2|f ′M5 |+ ωǫ3f ′M1
+|f ′M5 |τ2
((
ǫ4 +
1
ǫ4
)
f ′M1 +
di
ǫ5
)]
− ωf ′M1 [
ǫ6
2
f ′M2 +
ǫ7
2
qf4(I
∗)]τ1
]
− v2
[
ωdi − 1
2
[
q
1
ǫ1
MGf
′M
4 +
1
ǫ2
|f ′M5 |+ ω
1
ǫ3
f ′M1 + ωf
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For the trivial solution to be stable, the brackets multiplied by u2 and v2 must be positive.
Taking this into consideration a final change can be made by introducing the minimal
value of the derivative for function f ′2 in the u
2 bracket, such that minimum f ′2(G
∗ +
θ2u) = f
′m
2 . Thus, the following Theorem 2 for stability has been formulated:
Theorem 2. The nonlinear system (4.1) is globally asymptotically stable if there exist
strictly positive constants ω, ǫi, i = 1, . . . , 9 such that the inequalities,
f ′m2 + qf4(I
∗)− 1
2
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qǫ1MGf
′M
4 + ǫ2|f ′M5 |+ ωǫ3f ′M1
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ǫ7
2
qf4(I
∗)]τ1 > 0, (6.17)
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1
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|f ′M5 |
]]
− |f ′M5 |
ǫ5di
2
τ2 > 0, (6.18)
are satisfied.
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6.2 Conditions for stability based on parameters
To obtain conditions for global stability, the values of the epsilon terms, ǫi, must be chosen
to satisfy the two inequalities in Theorem 2. There are many possible choices for the ǫi
however it is important to try and find a set of conditions which will aid the understanding
of the model and the relationship of the two time delays τ1 and τ2.
One method of selection which was first attempted was to extend the approach of Bennett
and Gourley (2004b) for global stability conditions which was successful in the one-delay
case. Their choice of the ǫi terms was made to remove the time delay from one of the two
inequalities leaving a squared delay term in the other. For the model with two time delays
the idea is to separate the delays such that there is an individual inequality for each delay,
which results in a pair of disjoint quadratic inequalities. This is obtained by first setting
all epsilon terms not related to the delays to one, ǫ1 = ǫ2 = ǫ3 = ǫ4 = ǫ8 = ǫ9 = 1, and
letting ǫ5 =
1
τ2
, ǫ6 = ǫ7 =
1
τ1
giving the inequalities,
f ′m2 + qf4(I
∗)− 1
2
[
qMGf
′M
4 + |f ′M5 |+ ωf ′M1 + 2|f ′M5 |f ′M1 τ2
+di|f ′M5 |τ 22
]− ω
2
f ′M1 [f
′M
2 + qf4(I
∗)] > 0,
ωdi − 1
2
[
qMGf
′M
4 + |f ′M5 |+ ωf ′M1 + ωf ′M1
[
f ′M2 + qf4(I
∗)
]
τ 21
+
(
2qMGf
′M
4 + |f ′M5 |
)
τ1
]− |f ′M5 |di2 > 0.
(6.19)
Through the numerical experimentation seen in Chapter 5, it is clear that the relationship
between the two delays is almost linear and thus these inequalities in the quadratic delay
terms are not felt to be appropriate for the two-delay model.
The motivation for the choice of the ǫi values to satisfy the inequalities in Theorem 2 is
to maximise the area of stability. From this, further conditions on appropriate ranges of
the Hill parameters can be determined. In all cases, it is first appropriate to set ǫ4 = ǫ8 =
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ǫ9 = 1, as this leads to a minimal value for the terms in the form
(
ǫi +
1
ǫi
)
.
Consider the first inequality as written in the following form,
z
(
τ1
τ ∗1
+
τ2
τ ∗2
− 1
)
≤ 0, (6.20)
where z > 0 and τ ∗1 , τ
∗
2 represent the crossing points with the corresponding axes. By
comparing (6.17) and (6.20), one can write the expressions
1
2
f ′M1 ω
(
ǫ6f
′M
2 + ǫ7qf4(I
∗)
)
=
z
τ ∗1
, |f ′M5 |
(
f ′M1 +
di
2ǫ5
)
=
z
τ ∗2
,
f ′m2 + qf4(I
∗)− 1
2
[
f ′M4 MGqǫ1 + ǫ2|f ′M5 |+ ǫ3ωf ′M1
]
= z
(6.21)
which can be solved for ǫ2, ǫ5 and ǫ6 to give
ǫ2 =
2(f ′m2 + qf4(I
∗)− z)− qǫ1f ′M4 MG − ǫ3ωf ′M1
|f ′M5 |
,
ǫ5 =
di|f ′M5 |τ ∗2
2 (z − f ′M1 |f ′M5 |τ ∗2 )
, ǫ6 =
2z − f ′M1 f4(I∗)qǫ7ωτ ∗1
f ′M1 f
′M
2 τ
∗
1ω
.
(6.22)
The requirement that these define positive quantities leads to the following inequality in
relation to τ ∗2 ,
τ ∗2 <
z
f ′M1 |f ′M5 |
, and z <
1
2
(
2(f ′m2 + qf4(I
∗))− qǫ1f ′M4 MG − ǫ3ωf ′M1
)
(6.23)
and therefore,
τ ∗2 <
2(f ′m2 + qf4(I
∗))− qǫ1f ′M4 MG − ǫ3ωf ′M1
2f ′M1 |f ′M5 |
<
2(f ′m2 + qf4(I
∗))
2f ′M1 |f ′M5 |
. (6.24)
In order to maximise the value of τ ∗2 , the variation of this quantity is studied with respect
to the Hill parameter h1 and also h4. This follows from the analysis of the position of
the fixed point seen in Chapter 4 where a larger effect was seen for parameter h1, with a
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smaller effect for parameter h4. Since f4(I
∗) and f ′M1 are the only variables affected by
changes of h1 and h4, Figure 6.1 presents the graphs of the variation of f4(I
∗)/f ′M1 with
respect to these parameters.
Figure 6.1: Graph for the value of f4(I
∗)/f ′M1 with respect to h1. The dots for each value
of h1 represent values of h4.
Figure 6.1 shows that higher values of h1 will produce a smaller region of asymptotic
stability. Testing the oscillatory behaviour of the system for values close to the peak of
stability causes the system to reach asymptotic stability almost immediately. In accor-
dance with recent analytical and experimental results (Huang et al 2012), the analysis
presented here indicates that values of h1 in the vicinity of 2 will provide a model capa-
ble of describing both asymptotically stable and the desired oscillatory behaviour of the
system. Further to this, it can be seen that while there is an effect of the parameter h4,
it is less significant than the effect of parameter h1. The same pattern is observed in the
relationship between h1 and h4 as in the case for fixed points, Section 4.3.
As the analysis of h1 indicates that function f1 is significantly important in the appearance
of oscillations and the position of the fixed point, it is necessary to investigate parameter
k1. By analysing the maximum threshold value for τ
∗
2 dependent on varying k1 with h1
produces Figure 6.2. These graphs confirm that the Hill parameter h1 is the dominant
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Figure 6.2: Graphs for the value of f4(I
∗)/f ′M1 with respect to: (left) h1 with dots repre-
senting k1, and (right) k1 with dots representing h1.
parameter, while the effect of k1 on the size of the stability region through τ
∗
2 is limited.
Thus, when selecting an appropriate value for h1, the value of k1 can be allocated to give
the best oscillatory behaviour without concern for stability regions.
By the same manner, it is possible to get an expression for τ ∗1 given by,
τ ∗1 <
2(f ′m2 + qf4(I
∗))
ǫ7qωf4(I∗)f ′M1
. (6.25)
The variation in h1 is also studied for maximising the stability region in terms of τ
∗
1 to
see if there is a difference with respect to the maximal delay thresholds. The expression
for τ ∗1 in Equation (6.25) is simplified to 1/f
′M
1 when varying h1, due to the cancellation
of the f4(I
∗) terms. The analysis for this can be seen in Figure 6.3 which shows a similar
result to the analysis of τ ∗2 , confirming the optimal region for the value of h1.
Following the analysis in this thesis, a set of ranges on Hill parameters can be suggested
which allow an accurate modelling of the ultradian oscillations in the glucose-insulin
regulatory system. These are reported in Table 6.1. The analysis here is focused on the hi
coefficients for which it was determined that h1 is the key parameter. The value of h4 also
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Figure 6.3: Value of 1/f ′M1 with respect to h1.
Hill coefficient Parameter range
h1 [1.5, 2.2]
h2 [1.7, 1.8]
h4 [1.4, 1.6]
h5 [−9,−7]
Table 6.1: Parameter ranges for the Hill coefficients for the modelling of ultradian oscil-
lations.
has an effect whereas the effect of h5 is small. The ranges for the parameters of function
f2, which was not investigated, and f5 are based on the fitting of the Hill function to the
original exponential functions, see Chapter 4. The range for parameters of function f4
also remain close to the fitted values but are varied slightly based on obtaining a better
fit. The range of values for the parameters of function f1 has been optimised, based on
the effect it has on both the position of the fixed points and maximisation of the stability
region.
6.3 Discussion 94
6.3 Discussion
This chapter has given for the first time an analysis of global stability of the nonlinear two-
delay model of glucose-insulin regulation by the construction of a Lyapunov functional.
A set of sufficient conditions for stability, which are in the form of two inequalities,
are obtained via this new Lyapunov functional and the analysis of the nonlinear system
allowed for optimal parameter ranges to be investigated in relation to the stability region.
A key contribution of this work is the analysis of meaningful parameters, which also
serves as one motivation of using the Hill function. This analysis of the global stability of
the two-delay system has allowed for the ranges of the Hill parameters to be optimised in
relation to the stability region. The numerical analysis complements the investigation of
the position of the fixed point in Chapter 4 to give a set of optimal ranges for the values
of the Hill parameters, hi.
Chapter 7
Data mining concepts and methodology
This chapter gives an introduction to the second modelling approach taken in this the-
sis, the application of data mining techniques to medical data. Here, the data set and
some of the data mining techniques that are used to produce the results in Chapter 8 are
introduced. The ideas discussed in this section will cover coarse graining of variables, ob-
taining a statistical significance parameter and the naı¨ve Bayes approach to classification
and prediction for building predictive models. Some comparative techniques for model
building will also be discussed, along with methods of model testing. In order to illustrate
the techniques, some examples from the study of risk factors for post-stroke mortality in
Chapter 8 will be used where necessary.
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7.1 Introduction to data mining approach
The focus of this part of the thesis will now be on the application of data mining tech-
niques as a method of investigation of health and onset of disease for a complex system.
This approach to mathematical modelling is used on a medical data set to study variables
on a macroscopic level in order to build mathematical models, in this case for prediction.
Diabetes, as discussed in Chapter 1, has strong links to many different conditions, one
such condition is Stroke, see for example Barrett-Connor and Khaw (1988); Jorgensen
et al (1994) or Diabetes-UK (2014). The data mining approach presented in this thesis
will be applied to a data set of stroke patients to analyse risk factors and use them to build
new predictive models of post-stroke mortality over different time horizons. This work
will highlight the benefits of a data mining inspired approach to a medical data set.
This chapter will provide a background to the study in Section 7.2, before introducing the
data used for analysis in this thesis followed by some of the techniques and concepts in
this area which are used to create the results presented in Chapter 8.
7.2 Background
Healthcare and medicine are two important areas where the revolution in data storage and
analysis has permitted access to large quantities of data which can in principle be anal-
ysed for multiple purposes. Two important scenarios in which data are collected are: (i)
data associated with the clinical histories of patients - this is of relevance, for instance, to
healthcare providers, insurers and healthcare authorities; (ii) data associated with clinical
trials, where an intervention, such as a new drug or treatment regime, is tested on a partic-
ular group and outcomes measured. In case (i) the focus is on the individual, or a cohort
of similar individuals, whereas in (ii) it is on the cohort itself or, rather, the intervention.
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The existence of large electronic data bases is of course not unique to medicine, as it is
common to many different fields. The data is typically of large volume and of very high
dimension. This presents several complicating factors for traditional statistical modelling,
and so, data mining, or knowledge discovery in data bases, as a general research area
(Hand et al 2001), has developed as a useful form of statistical analysis alongside the
exponential explosion of data and is now being used extensively. However, its impact in
medicine and healthcare (Bellazzia and Zupan 2008) has been less, and slower, than one
might expect or hope. Part of the reason for this is associated with privacy issues and also
the large data fragmentation often inherent in medical data. Another potential reason, as
hinted at in Mullins et al (2006), is that medicine is largely hypothesis driven, such as in
testing an intervention or treatment. Indeed, this is the case with the data examined in this
chapter. Whereas much of data mining is associated with knowledge discovery, where a
specified hypothesis to be examined does not necessarily exist allowing for exploration
of the data to provide interesting results.
7.3 Data
The data used in this case study, analysed using the techniques presented in this chapter
to produce the results seen in Chapter 8, is associated with the academic multicentre ran-
domised control trial, UK Glucose Insulin in Stroke Trial (GIST-UK) (Gray et al 2007).
Patient confidentiality makes any simple, large scale analysis of clinical records difficult
and so most studies involve analysis of controlled groups where there is a specific goal to
the analysis. A cohort of patients are studied who have suffered an acute stroke under the
conditions specified by GIST-UK protocol.
The inclusion and exclusion criteria for patients in this study is highlighted here. Eligible
patients had a fixed neurological deficit and no evidence of rapid improvement during a 60
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minute period after stroke onset. Patients were excluded from the trial with subarachnoid
haemorrhage, isolated posterior circulation syndromes with no physical disability, pure
language disorders, renal failure (urea> 20mmol/L or creatinine> 200mol/L), anaemia
(haemoglobin< 9 g/dL), or coma (motor response≤ 3 on the Glasgow coma scale). Also
excluded were patients with an established history of insulin-treated diabetes mellitus,
previous disabling stroke (modified Rankin scale [mRS] score > 3), established history
of dementia or abbreviated mental test score < 7/10, or symptomatic cardiac failure
(New York Heart Association grade III or IV) (Gray et al 2007). There were 933 patients
in the study where mortality was determined over a three month period in which 267
patients died. The main types of variables used in the analysis in this thesis relate to
social demographics, admission medication and readings and past medical histories. The
main focus of the analysis in Chapter 8 will be post-stroke mortality.
7.4 Coarse graining for data
In the case of classification and prediction where statistical significance is important, it is
necessary to have well proportioned variable groups and thus when taking a data mining
approach it is often appropriate to coarse grain the variables. Throughout this work the
term used for a coarse grained group will be ‘bins’ in order to make it clear where coarse
graining has been used. Coarse graining is a method of grouping a variable by partitioning
into a certain number, n, of bins. The division is dependent on the hypothesis to be tested
or the desired level of data in each bin. In this work, continuous variables are coarse
grained into bins each with an approximately equal amount of data. Taking an example
variable of age, basic grouping of equal range, e.g. 20-30, 30-40, . . ., 90-100 years
may leave some groups with low quantities. When dealing with medical data certain
conditions may have a highly skewed age distribution, as is the case with stroke which is
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studied in Chapter 8, thus grouping in equal ranges would cause a loss of significance in
the groups with small populations. Therefore, it is appropriate to create a number of bins
such that the number of items in each bin is equal, this ensures that the significance of
each analysis using a coarse grained variable has similar statistical weight.
The choice of number of bins is influenced by finding a balance between two important
factors. Firstly, a larger number of bins potentially allows for a finer resolution in terms
of time scale and the possibility of identifying the relative changes over smaller time in-
tervals. However, by increasing the number of bins one also reduces the statistical sample
in each bin thereby potentially losing statistical significance further into the analysis.
When coarse graining the dependent variable to assess risk factors for a classification
problem, it may not be appropriate to choose bins of equal size. The hypothesis may re-
quire specific ranges, however it is still important to consider the statistical significance in
the selection of bins for classification. From a data mining perspective, the establishment
of n bins for classification of a dependent variable corresponds to n potential classes,
C1, . . ., Cn. The goal is to estimate the probability of the dependent class bin, as a func-
tion of the set of risk factorsX, this is given by P (Ci|X). This can determine which risk
factors, if any, are distinct for different classes of the dependent variable. In other words,
is there a change in the importance of a given risk factor?
In relation to the analysis of post-stroke mortality in Chapter 8, two choices of n bins
are made for different scenarios. First, four time bins are considered, n = 4, so that the
number of days since stroke onset which correspond to 25%, 50%, 75% and 100% of the
total observed cases. The second division will be mortality over 1-7 days and 8-93 days
which is to be used for building predictive models. The choices of n = 2 and n = 4
bins are a compromise between a meaningful scale for classification and a large enough
sample for good statistical significance. More details can be found in Chapter 8.
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7.5 Statistical significance
When creating predictive models based on a number of variables, it is important to study
which variables are actual risk factors for the dependent variable. This research tests the
statistical significance of potential risk factors in the data set by using a binomial test
for the class of interest. This involves having a null hypothesis such that the individual
variable being studied, X , does not affect the class of the dependent variable, C. This
allows for the creation of a significance parameter, ε. Equation (7.1) gives the diagnostic
used in this work (Grover and Vriens 2006),
ε =
Nx(P (C|X)− P (C))√
NxP (C)(1− P (C))
, (7.1)
where Nx represents the size of the variable population, P (C) gives the proportion of
cases of the dependent variable in the total population and P (C|X) gives the proportion
of cases of the dependent variable given the presence of variable X . This approximation
works well where there is a large Nx and a small P (C). In the data introduced in Section
7.3 the probability of mortality for the full dataset is 28.6%, P (C) = 0.286. The values
of Nx vary depending on the variable being tested, where each continuous variable is
coarse-grained to ensure equally distributed ‘bins’ with large quantities. Some typical
examples of binary variables include; a past medical history of diabetes (Yes), N = 154,
past medical history of angina (Yes),N = 123, and aspirin on admission (Yes),N = 384.
In the case of analysing the variable age as a risk factor of post-stroke mortality as in
Chapter 8, the null hypothesis is that age does not affect mortality in a given time period
and thus equation (7.1) is explained such that P (C) = P (CT ) = proportion of deaths
in the time period T (1-5 days, 6-12 days etc.) and X = age group (33-70, 70-76 etc.).
The numerator of equation (7.1) can be explained as the difference between the actual
number of cases of CT where variable X is present in relation to the expected number of
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cases from an overall population. This is then measured in terms of standard deviations
of the binomial distribution which is given by the denominator of the equation (Grover
and Vriens 2006). The statistical significance, ε, is a measure of the extent to which the
null hypothesis is verified by the data. In the circumstance, which is valid here, where the
binomial distribution can be approximated by a normal distribution, |ε| > 2 corresponds
to the standard 95% confidence interval.
The statistical significance, ε, will be used as a filter selection algorithm to determine
which variables to include in the model. A cut off value for |ε| is taken such that any
variables with a statistical significance greater than the cut off will be included in the
model. This cut off value is chosen in each case to be low enough to include an ample
mix of attributes, while still maintaining a good degree of statistical significance given
the size of the data set.
As a value of |ε| > 2 represents two standard deviations away from the mean, this is
a typical value selected to be the cut off for significant variables. However the value
itself can be optimised for any particular problem as |ε| > 2 may be too restrictive or not
restrictive enough in finding the most appropriate model. The optimisation can be made in
relation to a certain performance metric. For instance, the performance metric may be the
model sensitivity or model specificity, a desired number of true positives or a particular
number of variables in the model itself, see for example Steyerberg et al (2010). One
scenario where preferable to have a higher sensitivity would be a medical screening test
where it is necessary to correctly identify patients with the condition, those incorrectly
classified as having the condition when they do not would be removed at the next stage.
The reverse situation would lead to a patient with a condition not receiving treatment. By
analysing models through varying the value of the cut off for ε, an optimal value can be
found to give the most appropriate model given the goal of the investigation. An important
outcome of this particular feature selection procedure is that it is highly transparent. Any
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significant differences between features that appeared in different models can be easily
identified. Hence, by using this methodology over an automatic feature selection which
may be obtained without many details, relations between variables on a more baseline
level can be uncovered and thus investigated further should this be desired.
7.5.1 Correlation-based feature selection
Other automated methods exist for selecting subsets of values, which, while they are less
transparent than the epsilon method described here, are often much quicker with the aid
of ready built programs in software packages such as WEKA for machine learning (Hall
et al 2009). An alternative method for selecting which variables are most appropriate to
be used in a model is that of a correlation-based feature selection (CFS) technique. This
technique will be used for comparison in Chapter 8 and will be introduced here.
Developed by Hall (1999), CFS is a method for obtaining an optimum subset of vari-
ables based on the idea that the variables selected are correlated to, (i.e. predictive of),
the dependent class variable but they are not correlated to other variables. The space
of variables is searched heuristically and each subset is evaluated based on a parameter
known as merit. The heuristic search allows the method to quickly find the subset with
the highest merit, although with any heuristic method it may not be the very best subset.
The merit parameter is a standardised version of Pearsons correlation coefficient, as seen
in Equation (7.2), where rcf is the average of the class to feature correlation and rff is
the mean feature to feature correlation within the subset,
Ms =
krcf
k +K(k − 1)rff . (7.2)
The three correlation methods which can be used in CFS are symmetrical uncertainty
(CFS-UC), relief (CFS-Relief) and minimum description length (CFS-MDL). Symmet-
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rical uncertainty, sometimes known as mutual information (Duncan 1970), is a measure
based on information gain. Related to Shannon entropy (Shannon 1948), information
gain gives the decrease in entropy of a variable X, given variable Y, see for example Dun-
ham (2003). Information gain is a symmetrical measure, which is a useful property in
correlation assessment, as it allows two way comparison between variables. Symmetrical
uncertainty normalises the range of information gain and overrides the problem of bias
towards variables with a larger number of cases. The second measure, relief, is an al-
gorithm for feature weighting based on difference of probabilities for class interactions
(Kira and Rendell 1992). Relief is not a symmetrical measure but for two variables the
average can be taken from calculating, variables X to Y and Y to X. The third measure
is minimum description length which looks to build the simplest possible algorithm, thus
minimising the complexity (Rissanen 1978). Minimum description length is a balance of
finding the simplest model which accounts for the structure of the data with each variable
having a cost of been included in the data.
It is also important to point out that the CFS method assumes conditional independence
of variables as is the case with the naı¨ve Bayes analysis, (see the following subsection
for details of the naı¨ve Bayes). This is deemed to be appropriate and acceptable due to
the fact that naı¨ve Bayes produces good results even when the assumptions are violated
(Zhang 2005; Domingos and Pazzani 1997). The CFS method can also deal with contin-
uous variables by discretising the training data before the process is started by using the
supervised discretisation method (Fayyad and Irani 1993). This method of discretisation
extends the approach of binary discretisation via entropy, as is used in decision tress with
the C4.5 algorithm (Quinlan 1993), which recursively applies the binary discretisation to
a continuous variable until a criterion is met to stop making divisions. This criterion is a
cost type function where a cost is applied to a correct decision and to a wrong decision.
This in itself is a binary problem which uses the Bayes decision criterion to minimise the
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expected cost of a making a division.
Using the CFS feature selection through the CfsSubsetEval function in WEKA allows a
quick method of feature selection producing a good subset of values for a specified class
variable. The default correlation method is symmetrical uncertainty, this shall be used for
comparison in Chapter 8. A downside to using a method such as CFS in WEKA is that
it is not possible to retrieve the information for how significant each of the independent
variables selected for the subset are separately. A set of values are returned with an overall
merit but without an indication of individual significance or individual correlation to the
class variable. Thus, it is not possible to evaluate the variables individually. It is also
not possible to view the discretisation of the continuous variables. The CFS method may
return a subset of variables including the continuous variable age, but without the number
of groups or the ranges of groupings used. Thus, this method is less transparent on a base
level than using a statistical significance parameter such as ε.
7.6 Naı¨ve Bayes and the score function
This research will use a common and robust classification algorithm - the naı¨ve Bayes
classifier. The naı¨ve Bayes approximation is highly efficient in computational terms, due
to the assumption that all variables are independent. It is also a very adaptable method
which can perform well in many different scenarios, even if the assumption of indepen-
dence is violated (Zhang 2005; Domingos and Pazzani 1997). The naı¨ve Bayes is a com-
mon choice of prediction algorithm in many initial investigations for data mining which
can set a useful baseline for more specific and sophisticated techniques.
The goal is to calculate the posterior probabilities P (C|X), where C represents the class
of interest and X is a vector of conditioning attributes used as predictors of the class C.
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The posterior probability is the conditional probability calculated after the evidence has
been taken into account. Using Bayes theorem, as given here in Equation (7.3),
P (C|X) = P (X|C)P (C)
P (X)
, (7.3)
the posterior probabilities can be related to the likelihood functions P (X|C). The likeli-
hood functions can be simplified by assuming independence of the conditioning factors,
X = (X1, X2, , XN), so that P (X|C) =
∏N
(i=1) P (Xi|C) – this is the naı¨ve Bayes ap-
proximation (Hand et al 2001; Grover and Vriens 2006), as seen in Equation (7.4),
P (C|X) =
N∏
i=1
P (Xi|C)P (C)
P (X)
. (7.4)
Equation (7.3) shows that an estimate of the posterior probabilities requires a knowledge
of P (X). However, if the overall goal is classification, where it is sufficient to know if
P (C|X) > P (C¯|X), with C¯ being the complement of C, then we can consider the ratio
P (C|X)/P (C¯|X) and assume the naı¨ve Bayes approximation for the likelihood function
for C¯, P (X|C¯) = ∏N(i=1) P (Xi|C¯). Rather than the ratio P (C|X)/P (C¯|X), it is equiva-
lent to consider the logarithm of the ratio, defining a score function, Stotal,
Stotal =
N∑
i=1
ln
P (Xi|C)
P (Xi|C¯)
+ ln
P (C)
P (C¯)
. (7.5)
The score function for an individual variable is denoted by Si. This score function is
the log odds ratio of the probability of having the condition, C, given Xi versus the
probability of not having the condition, C¯, given Xi. The odds ratio itself can be very
sensitive to some relations and thus taking the logarithm of the odds ratio stabilises the
variance and provides a symmetric distribution giving a confidence interval for the odds
ratio that lies in a narrower range. Another benefit of the naı¨ve Bayes approximation is
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its transparency and interpretability. This can be seen in Equation (7.5), noting that the
total risk is a sum of risk scores from the individual variables thus allowing for a simple
comparison of the relative contributions of the different risk factors. As the total risk
score is a monotonic function of the posterior probability P (C|X), it is equivalent for the
purposes of classification.
For classification, a cut off value can be taken to classify positive and negative results.
Here, a positive result indicates an association between the variable and the class vari-
able, C, whereas a negative result indicates that variable is not associated with the class
being tested. This cut off value can be optimised based on a desired criteria. A typical
method for selecting a criteria is by using a receiver operating characteristic (ROC) curve
and finding the optimal balance between model sensitivity and specificity, see Section 7.8
for more details. A general guideline before optimisation would be to take Stotal > 0 al-
though optimal results are obtained through varying this cut-off, this is applied in Section
8.5. A data set with a low number of cases for the dependent variable will typically need
a much lower cut off value to provide good results.
7.7 Alternative algorithms in data mining
The research presented in this thesis uses a classification approach to the problems be-
ing investigated as the principal aim is to determine risk probabilities based on the naı¨ve
Bayes algorithm. However, there are many alternative data mining techniques available
for classification, as well as also viewing problems from a regression point of view. Here,
some basic methods are introduced which are used for comparison in Chapter 8. Due
to the nature of the naı¨ve Bayes method, two other commonly used methods for classi-
fication will be used, these are logistic regression and C4.5 decision trees. Then from a
regression view point, linear regression will also be discussed. For more detailed descrip-
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tions of these methods, see for example Dunham (2003); Russell and Norvig (2010) and
Wu et al (2008).
7.7.1 Classification techniques
One common, robust and applicable method for predicting a binary variable for classi-
fication is logistic regression (Russell and Norvig 2010). This technique uses a logistic
function to classify an outcome as a function of the independent variables. In this thesis
a simple additive logistic regression will be used assuming no interactions, as with the
naı¨ve Bayes. An advantage of the logistic regression is that it does not make assump-
tions of normality, linearity and homogeneity of the independent variables as is the case
with linear regression, see Section 7.7.2. Logistic regression assumes that the dependent
variable is binary, this is the case in Chapter 8 where post-stroke mortality is modelled.
There is also the same assumption on independence of variables as with the naı¨ve Bayes
classifier, see Section 7.6. Again, similarly to the naı¨ve Bayes, logistic regression is a
relatively robust technique which can produce a good model even if the assumption of
independence is not met. However, one drawback of the logistic regression is that it is
recommended to have a large number of cases per independent variable, sometimes re-
ferred to as events per variable (EPV), and so may not prove successful for smaller data
sets with many variables (Peduzzi et al 1996). Logistic regression gives a probability of
success for the independent variable, y, as,
p(y) =
expa+b1x1+b2x2+...
1 + expa+b1x1+b2x2+...
, (7.6)
where a, is a constant term, xi represents the independent variables and bi are their corre-
sponding coefficients. Models for classification can be built with feature selection depen-
dent on different criteria such as the Akaike information criteria (Akiake 1974). When
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tested, the probability cut off for classification can be optimised in a similar way as dis-
cussed for the score total in Section 7.6.
Another common methodology used in data mining is the decision tree (Russell and
Norvig 2010). This technique involves splitting the problem into subsets which system-
atically lead to a prediction based on information at a number of nodes. Many different
classification algorithms exist for building decision trees including ID3, C4.5, CART and
CHAID (Wu et al 2008). A typical choice for classification is the C4.5 algorithm which
will be the focus here (Quinlan 1993). C4.5 is a developed version of ID3 that can deal
with missing values and both continuous and discrete data. The continuous variables are
discretised using a binary discretisation method to find the optimal cut off point to split
the variable. A restriction of this method is that it only gives two possible groups for a
continuous variable at any one node, when it may be more appropriate to split the con-
tinuous variable into more groups. This can also lead to problems when continuous and
discrete variables are combined.
The C4.5 algorithm uses information gain to create a decision tree (Quinlan 1993). Infor-
mation gain typically has bias towards variables with a higher number of values, giving
them higher worth. Thus, when a mix of variables are used, including discrete variables
with a large number of options, they are more likely to be picked out as significant by the
algorithm. To build a decision tree, the variable with highest information gain is chosen
as its root node, this is the first node at the top of the decision tree. The data is then
partitioned along the values of the selected variables. This process is repeated to select
the following nodes one by one until all cases in the data being used to build the tree
are correctly classified. The information gain is based on information entropy, otherwise
known as Shannon entropy (Shannon 1948), and is given as,
Entropy = −
n∑
i=1
P (xi) log2 P (xi), (7.7)
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where n is the number of possible outcomes for the discrete variable. The information en-
tropy calculates the amount of information needed on a scale from one to zero to correctly
classify an event. Once the full tree is complete, post-pruning occurs aiming to reduce
overfitting. This is the problem of the tree being too well trained to the training set, mak-
ing it a poor model for different data. Pruning removes unnecessary branches dependent
on a statistical significance. C4.5 models the error rates as a Bernoulli random variable
and approximates the error as a normal distribution (Quinlan 1993). A confidence level is
set and the error estimate for each node is tested, if possible the tree is pruned. Similarly
to the logistic regression, this works best for large data sets. With a small data set con-
taining an imbalance of cases it can be difficult to build a good decision tree to classify
the cases.
7.7.2 Linear Regression
Aside from classification, a prediction approach could be taken by using a continuous
target function. This allows direct consideration of regression techniques, such as linear
regression. Multivariate linear regression looks for a simple linear relationship between
the dependent variable and the independent variables in order to give an expression for
prediction of the dependent variable, see for example Dunham (2003). Linear regression
can only take place if certain assumptions are met, failure of the data to meet with these
assumptions results in a very poor model. These include a linear relationship between
the dependent variable and all independent variables, normal distribution of the residual
errors, constant variance across the variables known as homoscedasticity, and there must
be no multicollinearity as is the case for all multiple regression models. Linear regression
normally uses a continuous dependent variable. For the purpose of classification, the
continuous variable can then be split into the respective classes following the analysis
and hence categorisation could be made during testing of the model.
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7.8 Methods of testing binary classification models
7.8.1 Score decile testing
The first method used for testing the performance of the naı¨ve Bayes predictive classifica-
tion models in this research is decile testing. After building the model and testing on the
hold out one third test data set, each individual will have a resultant total score, Stotal as
seen in equation (7.5). The decile method of testing involves ranking the resultant scores
from highest to lowest score and dividing into ten equally sized groups, hence the name
deciles. The decile containing the highest score values, either score decile 1 or 10 de-
pending on how they have been specified, will contain the top 10% of scores, the second
decile will contain the next 10% and so on. Within each decile the number of identified
positive cases can be counted and the proportion of the full decile can be calculated. The
pattern for a good model is to see the decile of highest scores contain the highest propor-
tion of positive cases and this decreasing through the deciles. This can also be checked
against the average proportion of cases in each decile. An example of this is that for a
particular model, decile 2 may have a range of score from 2.4 − 3.1 with a result for the
decile performing 85% better than the average. Therefore a new case with a score in that
range for decile 2 would be correctly categorised with an 85% higher probability than the
average.
7.8.2 Confusion matrices and related measures
Presented here is a short discussion of confusion matrices and their relation to sensitivity
and specificity as a measure of model performance. A confusion matrix, sometimes re-
ferred to as a contingency table, is a common technique in statistical based data mining
for representing the performance of a classification model (Dunham 2003). Any classifi-
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cation model for classification with a clearly defined positive and negative result can be
tested via a confusion matrix. There are four possible outcomes which are used to build
a confusion matrix, true positives (TP), false positives (FP), true negatives (TN) and false
negatives (FN). For example, taking a dependent variable where the response ‘Yes’ is a
positive and ‘No’ is a negative such that,
• TP - Correctly identified as ‘Yes’ result
• FP - A ‘No’ response incorrectly identified as ‘Yes’ class
• TN - Correctly identified as ‘No’ class
• FN - A ‘Yes’ response incorrectly identified as ‘No’ class.
A confusion matrix visualises these four outcomes in the following form,
Actual diagnosis
Positive Negative
Prediction Positive TP FP
Negative FN TN
From the confusion matrix it is easy to calculate a number of different statistical mea-
sures and error rates to test the performance of the model. Here, the focus is placed on
sensitivity and specificity.
Sensitivity is a measure of the number of correctly identified positive cases from the
classification. This is calculated as the number of correctly identified positive results out
of the total number of actually positive results in the data. Similarly the specificity relates
to the negative cases, namely, the number of correctly identified negative results out of the
total number of actually negative results (Lalkhen and McCluskey 2008). The equations
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for sensitivity and specificity are shown below,
Sensitivity =
TP
TP + FN
Specificity =
TN
TN + FP
. (7.8)
These measures are a simple but effective base guideline to the performance of a model.
A perfect model would have 100% sensitivity and specificity, however this is virtually
impossible, especially in a real world scenario where there is usually a balance between
the two. A model with high sensitivity means it correctly identifies the positive results,
therefore a negative result is a very strong indicator that it is not in the class. The speci-
ficity is again the reverse of this where high values means it is highly successful at finding
the negative results for those not in the class, and hence a positive result for a model with
high specificity indicates that there is a very high chance of it being a correct positive
classification. For analysis of medical data, it is important to have models with a higher
sensitivity to a lower specificity, rather than the reverse so that a higher proportion of the
patients with a particular disease/illness (a positive result) are identified and the appropri-
ate treatment can be given.
The relation between sensitivity and specificity can be graphically represented by a ROC
curve which plots the sensitivity as a function of one minus the specificity. This can also
be referred to as the true positive rate plotted against the false positive rate. When testing
models using a ROC curve, the preferred model can be selected based on the area under
the curve (AUC). A larger AUC indicates a better model, where a perfect model, having
100% sensitivity and specificity would be a right angle with maximum area under the
curve. Viewing a ROC curve with the naked eye, the best model is that which runs closest
to the top left corner of the graph, the point (0,1) where both axes run from zero to one.
Chapter 8
Investigation of risk factors and
prediction of post-stroke mortality for
different time scales
This chapter presents the results of the data mining based approach, discussed in Chapter
7, used to assess the risk factors of post-stroke mortality with the aim of building usable
predictive models. Initially, an investigation into the natural time scales of post-stroke
mortality is made in order to provide reasonable time scales for the application of risk
factor analysis and prediction. A study on the role of age in post-stroke mortality is pre-
sented before giving an analysis of all risk factors. These risk factors are then used in the
building of predictive models using a naı¨ve Bayes approach for very short term mortality
and short/intermediate term mortality. The naı¨ve Bayes based approach proposed in this
work is then compared to other common algorithms in the area.
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8.1 Introduction
The work in this chapter will provide an investigation into the risk factors of very short
and short/intermediate term post-stroke mortality in order to build predictive models to
correctly classify those who are at risk of death in the specified time scales. A naı¨ve Bayes
approach will be taken to build these models and the investigation will use the techniques
discussed in the previous chapter to deliver interesting and useful results. All results in
this chapter have been published, see Easton et al (2014).
In principle, any one of a host of different statistical modelling techniques could be used,
each of which have their own advantages and disadvantages dependent on their assump-
tions, along with the type of data being used and the hypothesis to be tested. Comparisons
of such techniques can be found for a different number of scenarios (Long et al 2009;
Caruana and Niculescu-Mizil 2006). Searching through the literature shows that there
are not many predictive models for post-stroke mortality and those which do exist use a
range of different techniques and are often linked to specific aspects such as tomography
for intracerebral hemorrhage (Zahuranec et al 2012), intensive care unit therapeutic inter-
vention (Riachy et al 2008) or coronary artery bypass (Kluck et al 2007). Other prediction
models related to stroke also exist but related to a particular condition, examples include
post-stroke infection (Fluri et al 2012) and recurrence of vascular disease (Castillo et al
2009).
An original contribution of this work is to build predictive models for post-stroke mor-
tality over different time horizons, to do this a naı¨ve Bayes approach will be taken due
to the benefits discussed in Chapter 7. Due to the lack of general predictive models for
post-stroke mortality the naı¨ve Bayes is an ideal method to produce initial models.
This chapter will first see a discussion of the time scales to be studied for post-stroke
mortality. A detailed investigation specifically into age as a risk factor will be made
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before an overview of risk factors will be discussed. These risk factors will then be
used to build models to classify those patients at risk of very short and short/intermediate
term post-stroke mortality with finally testing of these models and a comparison to other
techniques.
8.2 Classification of stroke mortality timescales
As there is an elevated risk of mortality for an extended period after a stroke, it is of
interest to ask if the risk factors for mortality are constant across time. For example, are
the risk factors for mortality over different time horizons the same? A relevant question
is then: what are the appropriate time horizons for considering mortality? What might be
considered short, intermediate or long term?
Many analyses of stroke mortality, as a function of days from stroke onset or days since
admission, have considered short term to be associated with periods of less than a month,
with typical categorisations being short term < 1 month, intermediate term 1-3 months
and long term 3-12 months (Collins et al 2003; Bronnum-Hansen et al 2001; Palnum et al
2009; Bamford et al 1990). However, typical mortality curves, as a function of days since
admission, show that between approximately 50% (ischaemic) and 70% (haemorragic)
of stroke patients who will die in the intermediate term (up to 93 days) are already dead
within 30 days (Collins et al 2003).
With this in mind, the motivation here is that a more appropriate characterisation of short,
intermediate and long term comes from an examination of the cumulative mortality curve
itself. The curve for this data set can be seen in Figure 8.1, where the cumulative propor-
tion of deaths as a function of all deaths through the 3 month period in which mortality
was measured. The form of the curve suggests that immediacy of death should be more
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appropriately categorised by dividing the cumulative curve for death related to days from
stroke onset into n coarse grained time bins.
First, four time bins, n = 4, are considered so that from Figure 8.1 the number of days
since stroke onset which correspond to 25%, 50%, 75% and 100% of the total number of
deaths will be observed. As can be deduced from the data of Figure 8.1, the corresponding
time frames for the four bins are: 5 days (25%), 12 days (50%) and 33 days (75%). Four
bins are used in Section 8.3 as a specific variable is being investigated and it is of interest
to see the change in risk over smaller time scales. The second division will be mortality
over 1-7 days and 8-93 days to be used for building predictive models. In this case, the
motivation for choosing two mortality periods was so that the statistical significance of
the results would be higher when investigating a wide range of variables and represents an
approximately 30% to 70% split. Also, one week was chosen as it is better interpretability
as a time period than 1-5 days. Given that short term is usually defined in the literature as
< 1month, here the period 1−5 days is defined as very short term, 6−33 days short term
and 34−93 days intermediate term for the analysis of age alone. For the predictive model
analysis 1-7 days will be termed very short term and 8-93 days as short/intermediate term.
Figure 8.1: Cumulative proportion of post-stroke mortality as a function of days from
stroke onset.
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8.3 Investigation into age as a risk factor for post-stroke
mortality
With the goal of determining the variation of risk factors over time, a particularly relevant
variable is that of age, where the phenomenon of frailty might be expected to play a
significant role. Age has been chosen due to its strong relationship to stroke and also type
two diabetes (Sacco et al 1997), while being relatively interpretable. Figure 8.2 gives
the proportion of patients of a given age who have died in different mortality periods
in number of days from stroke onset. The age ranges were determined by a process of
coarse graining based on n = 4 bins such that roughly equal numbers of participants were
included in each bin. Thus, each age bin has the same statistical weight. It can clearly be
seen that the oldest age group has the highest proportion of deaths, corresponding to the
fact that age itself, as is well known (Mustacchi 1985; Sacco et al 1997), is an important
risk factor for stroke mortality.
Figure 8.2: Proportion of patients from the full population who have died in a certain
number of days since admission as a function of the patients age.
What is clear from the graph is that the importance of age as a risk factor for mortality
is quite different for shorter or longer term mortality, with a relatively weak dependence
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for very short term death, 1-5 days, versus a very strong dependence for death in the pe-
riod 34-93 days. Younger stroke victims (33-70) are clearly more robust with respect to
death as a function of time, with 1-5 days being a much more significant timescale than
6-93 days. Whereas, for the oldest stroke victims it is suggested here that the strongly
increasing mortality as a function of time from stroke onset is an indication of increased
frailty in this group. In this context, frailty is given as the higher susceptibility to adverse
outcomes which is common in elderly people as a general deterioration of health. Thus,
over a longer time period there is more opportunity for the detrimental effects of suffer-
ing a stroke to cause mortality for an already frail group (Fulop et al 2010; Koller and
Rockwood 2013; Pendergast et al 1993).
As the different time bins for days since admission are not uniform in terms of number
of days, Figure 8.3 shows the proportion of deaths per day as a function of age and days
since admission. The relative mortality risk as a function of age as seen in Figure 8.2
remains clearly visible, with the death risk per day being only about 40% higher for age
group > 82 than age group 33− 70 in the very short term 1− 5 day period, but more than
400% higher for the intermediate 34 − 93 days period. Here, it can also be seen that the
true risk as a function of days since admission is a strongly decreasing function of time
for all age groups.
The statistical significance of these results can be tested with a binomial test for the class
of interest using the approach discussed in Chapter 7. The null hypothesis is that age
does not affect mortality in a given time period. In the circumstance, which is valid here,
where the binomial distribution can be approximated by a normal distribution, |ε| > 2
corresponds to the standard 95% confidence interval. The results are given in Figure 8.4,
which shows that the enhanced mortality of the oldest age group as a function of time
from stroke onset is statistically significant at a greater than 95% confidence level for
intervals 6-12, 13-33 and 34-93 days. For the age group 33-70, mortality in the intervals
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Figure 8.3: Proportion of deaths per day as a function of age and days from admission.
6-12, 13-33 and 34-93 days are statistically significantly smaller than average. There are
no statistically significant differences between mortality rates of age groups 70-76 and
76-82 for any of the time intervals. From the perspective of time interval as opposed to
age group, for 1-5 days - very short term mortality - we see that there is no statistically
significant difference between age groups.
Figure 8.4: Binomial tests for the statistical significance, ε, of the results shown in Figure
8.2, for proportion of patients who have died in a specified time range with age.
In understanding whether this pronounced age effect is a consequence of frailty in the old-
est age group, it could instead be suggested that the effect is a result of a higher incidence
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of more severe strokes in the older versus younger population. There are four levels of
stroke severity contained in the data set as classified by the Bamford stroke classification,
also known as the Oxford stroke classification (Bamford et al 1991). These are known as
TACS, PACS, POCS and LACS, listed here in decreasing order of severity. Within the
data each stroke type is well represented except for POCS where there are 16 cases. The
acronym TACS refers to a total anterior circulation stroke, and is the most severe. The
patients who suffered a TACS type of stroke is used here. Figure 8.5 gives the proportion
of TACS sufferers who have died over a certain time period as a function of age, and in
Figure 8.6 the statistical significance of the results is given. It can be seen that qualita-
tively the results are as in Figures 8.2 and 8.4. In other words, the effect of advanced
age is such as to lead to increased mortality over longer time intervals from admission
independently of the stroke type. Due to the strong effect of age, the same results would
be expected for all stroke types.
Figure 8.5: Proportion of patients who suffered a TACS stroke type who have died in a
certain time period since admission as a function of the patients age.
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Figure 8.6: Binomial tests for statistical significance, ε, of the results shown in Figure
8.5, for proportion of TACS patients who have died in a specified time range with age.
8.4 Analysis of risk factors for stroke mortality as a func-
tion of time
As well as age, any other factor can be examined as a potential discriminator between
shorter and longer term mortality. The null hypothesis is that for the mortality period of
interest, the mortality rate is not affected by the factor, X . The alternative hypothesis
is the two-sided general case where the factor, X , does affect the mortality rate. Table
8.1, which has been included here as an example, and Tables A.1 - A.4 of Appendix A
display the list of all variables selected for initial investigation from the data set. The
type of variables selected were loosely based on the criteria that the information about
the patients could be obtained within the first 24 hours of admission, this includes socio-
demographics, past medical history and drugs on admission. The tables give the corre-
sponding probabilities, P , and statistical significance, ε, values for two different ranges
of death, very short term death in 1-7 days and short/intermediate term death, 8-93 days.
The restriction to two time intervals rather than four, as seen with the age analysis, is
made to enhance the statistical significance of the results. Also included is the relative
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difference in the probabilities of death between very short and intermediate term - the rel-
ative change in the odds ratios, D. This is calculated for death 1-7 days versus 8-93 days
for each potential predictive driver, X , against the overall odds ratio for the two classes.
Thus, D > 0, respectively < 0, means that the driver is associated with a higher/lower
mortality rate 1-7 days versus 8-93 days for that risk factor than would be expected, the
reference point being the average ratio over all risk factors.
Table 8.1 shows the results for stroke type, age and solution administered. Assessing
stroke type, it is logical that the most severe TACS stroke, used in the age analysis in Sec-
tion 8.3, has the highest risk for both short and medium term death. Also, for stroke type,
both partial anterior circulation syndrome, PACS, and lacunar syndrome, LACS, have an
increased mortality rate for the longer time period than the initial 1-7 days. Interestingly,
the usage of the GKI (glucose, potassium and insulin) intervention, assessed as the orig-
inal purpose of the GIST-UK study, is associated with an enhanced survival rate in the
period 1-7 days and an enhanced mortality risk over the period 8-93 days. As the inter-
vention was only given for a short period of time, this could indicate that the intervention
is efficacious only if continued. Table 8.1 also shows the effect of age, particularly evident
in the 8-93 day period.
Considering drugs on admission, seen in Table A.1 of Appendix A, it is evident that
warfarin and digoxin both correlate with an enhanced mortality over the period 1-7 days
when compared to the 8-93 day period. As both drugs can be used to treat heart problems,
namely atrial fibrillation for digoxin (NHS 2012b) and, in the case of warfarin, blood
clots (NHS 2012a), this enhanced risk may be due to other health conditions the patient
is suffering from or, alternatively, could be a direct affect for stroke patients. In contrast,
the opposite is seen when administering lipid lowerers or diuretics, as this is associated
with a reduced mortality rate over the interval 1-7 days. For variables associated with past
medical history, having either had a previous stroke or hypocholesterolemia is associated
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Table 8.1: Probabilities and significance levels for stroke type variables. Shading in the
ε columns correspond to variables that were included in the predictive corresponding
model. In the relative change column highlighted drivers correspond to variables that
discriminate between 1-7 and 8-93 day mortality.
with a reduced mortality rate for 1-7 days, whereas atrial fibrillation and heart failure are
associated with an enhanced mortality in the 8-93 day period. Interestingly, despite being
well known causal risk factors having a stroke (Diabetes-UK 2014), neither the presence
of diabetes mellitus or hypertension are statistically significant risk factors for this group
in terms of post-stroke mortality.
The variables related to readings on admission are seen in Tables A.3 and A.4. Due to
the coarse grained nature of these continuous variables it is possible to see clear patterns.
These patterns often have association to reduced or enhanced mortality in the extremes.
This is the case with glucose, temperature and plasma creatine. Certain readings do not
differentiate between the two mortality periods at lower values but become significant for
one mortality period as the level increases. This occurs in white cell count and systolic
blood pressure where the highest group is a significant factor for the 8-93 day mortality
period. It can also be seen that the different stroke scales which currently exist, Euro-
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pean Stroke Scale (Hantson et al 1994), Barthel index (Mahoney and Barthel 1965) and
modified Rankin (van Swieten et al 1979), in and of themselves offer little systematic
discrimination between short term and intermediate term mortality although they are pre-
dictive of mortality in general.
8.5 Building predictive models for post-stroke mortality
with analysis
Now that significant risk factors which are distinct for very short term versus short/intermediate
term mortality have been identified, two predictive models are constructed. These are of
binary form, where a death in the specified time scale is defined as the positive set, against
all other patients defined as the negative set. Thus, there is one model to predict mortality
in the first week after the stroke, with a second model to predict death between 8 and 93
days after the stroke. By using the naı¨ve Bayes approach, as discussed in Chapter 7, each
variable can be assigned a score. These individual scores are used to give each patient
a total score, Stotal. Models can be built for a range of variables dependent on feature
selection by an optimisation of the significance parameter, ε. In order to select which
variables are included in the model a simple filter feature selection algorithm was used
by ranking the features based on the statistical significance, ε. Only those features with
|ε| > 1.5 were included in the predictive model. This value was chosen by an optimi-
sation procedure based on the performance metric of model sensitivity. The value of ε
is low enough so as to include an ample mix of attributes, while still maintaining a good
degree of statistical significance given the relatively small size of the data set. For com-
parison, the well-known correlation-based feature selection (CFS) technique (Hall 1999),
as discussed in Section 7.5.1, was used. CFS produced a similar set of attributes to the
|ε| > 1.5 criterion, including age, stroke type and digoxin. It appears that the difference
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in results between feature selection methods is minimal.
This approach was used for both mortality periods to give two predictive models. The
models were built using features with a statistical significance, |ε| > 1.5, and the naı¨ve
Bayes algorithm to assign a score. These models can now be tested on the test data set.
To evaluate the performance of the predictive models, the patients in the test set were
ranked according to their risk score and then divided into score deciles. The number of
deaths associated with each time range were counted for each decile. Both score models
were tested for both time scales and the survivors in each decile were also counted. The
results can be seen in Figures 8.7 and 8.8.
Figure 8.7: Performance of the predictive model for short term mortality risk (1-7 days),
including risk factors with |ε| > 1.5.
Figure 8.7 shows the results of testing for the model built on mortality in the first week.
By assessing the columns for death in 1-7 days, it can be seen that decile one has the
most deaths in one to seven days and the number of deaths follows a decreasing pattern
towards decile five. No patients who were categorised in deciles six to ten died within
the first week. This shows that the model proposed in this work is a good predictor of
those patients who are unlikely to die within the first week. Therefore, if a patient enters
a clinic and receives a score which corresponds to the range from deciles six to ten, it is
8.5 Building predictive models for post-stroke mortality with analysis 126
Figure 8.8: Performance of the predictive model for intermediate term mortality risk (8-
93 days), including risk factors with |ε| > 1.5.
very unlikely they will suffer short term death and hence are not at immediate risk.
The model testing also counts the patients in the 8-93 day category and survival. The
model for 1-7 days is, albeit to a lesser extent, a good indicator of patients who are also
unlikely to die within 8-93 days. The deaths in this category are more spread out across
the deciles, but a strong tendency towards the first five deciles still exists. Even for the
surviving patients this model shows the expected inverse pattern of the mortality periods.
Figure 8.8 shows the same analysis carried out for the 8-93 day model. Focusing on
the columns representing death in 8-93 days, there is somewhat better discrimination for
this dedicated 8-93 day model as opposed to using the 1-7 days model to predict over the
interval 8-93 days. The pattern is as expected, the difference being it is much more spread
out than the one week model. The decreasing trend is displayed from decile one to decile
nine but only the final score decile, 10, has no deaths. The results of the 8-93 days model
may be less conclusive due to the much wider time period involved compared to the one
week model.
The corresponding confusion matrices can also be considered for model performance on
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our test set. A classification criteria was selected through optimisation for sensitivity
in order to give a well fitting model. This value can be obtained through a ROC curve
as those seen in Figures 8.9 and 8.10. The selected criteria were S1−7total > −2.7 and
S8−93total > −1.0. Below the confusion matrix for the 1-7 day model can be seen and in
(8.1) the corresponding sensitivity and specificity. The analogous results for the 8-93 day
model are shown in (8.2).
Actual diagnosis
1-7 day Positive Negative Total
Prediction Positive 25 87 112
Negative 2 197 199
Total 27 284 311
Sensitivity =
25
25 + 2
= 92.6%, Specificity =
197
197 + 87
= 69.4% (8.1)
Actual diagnosis
8-93 day Positive Negative Total
Prediction Positive 45 75 120
Negative 9 182 191
Total 54 257 311
8 - 93 day sensitivity = 83.3%, 8 - 93 day specificity = 70.8% (8.2)
Prospective models for the prognosis of death over different time scales could in principle
be used for predicting mortality risk so as to delineate high-risk patients and facilitate
prevention strategies. An important aspect of the analysis here is that it emphasises that
the degree of risk depends on the time scale of interest and so intimates at the fact that
prevention strategies can and should change over time. The profile of a very high risk
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patient over the very short term is not necessarily the same as one who is high risk over
the intermediate term.
Various different stroke risk scores have been used for predicting different outcomes
(Hantson et al 1994; Mahoney and Barthel 1965; van Swieten et al 1979; Muir et al
1996; Nedeltchev et al 2010; He´non et al 1995). Here, a comparison is made between the
predictive models proposed in this work and the ESS score for both the 1-7 day and 8-93
days intervals. Figures 8.9 and 8.10 show the ROC curves for each model. For short term
1-7 day interval our predictive model does not outperform the ESS score model with the
area under the curve (AUC) given as 0.858 for the seven day model compared to 0.867
for the ESS. However, for the 8-93 day interval there is a significant improvement from
the bespoke model with AUC of 0.807 compared to 0.757 for the ESS, thereby showing
the potential utility of different predictive models for different time intervals after stroke
onset.
Figure 8.9: ROC curves for the 1-7 day prediction model and ESS score.
Rather than just give a score that measures relative risk only, the risk score can be used
to actually determine the mortality probability. This is done by taking the test set divided
into ranked deciles, as before, and calculating P (death|S¯i) for each decile, where S¯i is
the average score for the i decile. The results can be seen for the 1-7 day model in Figure
8.11. The advantage of this is that, in principle, once a risk score has been determined for
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Figure 8.10: ROC curves for the 8-93 day prediction model and ESS score.
any individual it can be directly related to a mortality probability. For instance, a patient
with a risk score of 4.0 would have a probability of dying in the first 7 days post-stroke
of 30%, whereas a patient with risk score 1.0 would have a probability of 15%.
Figure 8.11: Relationship between risk score and mortality probability for 1-7 day model.
8.6 Comparison to other algorithms and techniques
Here the alternative techniques discussed in Chapter 7 are used to compare with the naı¨ve
Bayes models.
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Variable Coefficient Std.Error Variable Coefficient Std.Error
Constant −3.846 0.844 PMH Diabetes 0.898 0.599
GKI solution −0.785 0.302 PACS Stroke −1.161 0.421
Warfarin 1.683 0.655 LACS Stroke −1.771 0.768
Digoxin 0.721 0.435 POCS Stroke 2.971 1.513
Lipid Lowerer −1.225 0.761 Glucose 0.205 0.072
Hypoglycaemic −1.904 0.783 Creatine 0.015 0.005
PMH CVA −1.004 0.487 ESS motor −0.067 0.020
Table 8.2: Summary of 1-7 day logistic regression model variables and coefficients.
Variable Coefficient Std.Error Variable Coefficient Std.Error
Constant −11.922 5.955 Diastolic BP 0.015 0.008
Saline solution −0.555 0.228 Temperature 0.233 0.158
Age 0.054 0.014 White Cells −1.771 0.025
PMH CCF 0.917 0.344 ESS non-motor 2.971 0.010
Systolic BP −0.015 0.005
Table 8.3: Summary of 8-93 day logistic regression model variables and coefficients.
Logistic regression, as discussed in Section 7.7.1, is the first method used for comparison.
The logistic regression model was created in a stepwise fashion and was implemented
using the statistical software R. For classification of 1-7 day mortality the model can be
seen in Table 8.2. The model contains 11 different variables, the majority of which were
also selected by the naı¨ve Bayes model. The variables digoxin, warfarin, lipid lowerers
are highlighted from the admission medication alongside previous history of stroke and
stroke type itself. The analysis was also carried out for classification of death in 8-93 days
which produced the model in Table 8.3.
A decision tree method using the C4.5 algorithm, as described in Chapter 7, implemented
through the WEKA data mining software and its J48 decision tree C4.5 tool was also
tested for comparison. This was applied to create two models, one for each mortality
period. A graphical representation of the best fitting pruned decision tree can be seen in
Figures B.1 and B.2 of Appendix B.
From the regression view point rather than binary classification, multivariate linear re-
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gression is used as another comparison. In testing the assumptions specified in Section
7.7.2, not all variables met the required conditions, meaning any model created would
be very poor and invalid. This is not unusual for such a data set, and is a major limita-
tion of linear regression. For reference, a stepwise linear regression model was attempted
which produced a maximum R2 value of 39.69%, where R2 is the percentage of variation
accounted for by the model. This confirms that linear regression is not suitable for this
data.
All of the models for naı¨ve Bayes, logistic regression and C4.5 decision trees were tested
and their respective sensitivity and specificity have been calculated and can be seen in
Table 8.4. Testing by way of sensitivity and specificity gives an intrinsic measure which
is easily calculated, yet very useful for binary classification models. Comparing the three
methodologies across both mortality periods shows that the naı¨ve Bayes model has the
highest sensitivity for both models, thus correctly classifying more of the patients who
died in the given period. The logistic regression model was optimised in a similar manner
to the naı¨ve Bayes by selecting a cut-off probability according to the ROC curve. The cut
off probabilities were selected as p1−7 > 0.05 and p8−93 > 0.1. The model performs well
for sensitivity, although it comes at a much higher cost of specificity. This may be a result
of having a small data set and thus a small number of cases per variable (Peduzzi et al
1996), implying logistic regression cannot reach its asymptotic error rate which could be
lower than the naı¨ve Bayes for larger data sets. The pruned decision tree also performs
poorly, particularly for 8-93 days. The unpruned tree was also tested which produced a
sensitivity of 29.6% for the 8-93 day period. While still poor it is significantly better than
the pruned tree. This may be a result of the low number of events within the data set and
thus pruning certain leaves, while it is necessary according to significance, can cause a
greater loss in sensitivity. To test this further the feature selection method presented in
this thesis was applied by taking only the top 14 variables according to ε, which were
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1 - 7 Day 8 - 93 Day
Model Sensitivity Specificity Sensitivity Specificity
Naı¨ve Bayes 92.6% 69.4% 83.3% 70.8%
Logistic regression 88.9% 59.9% 81.5% 51.0%
Decision tree 33.3% 94.6% 9.3% 95.0%
Table 8.4: Comparison table for sensitivity and specificity of all models
used to build an unpruned tree. The results for sensitivity were reduced to 18.5% for the
1-7 days model but were greatly increased to 37% for 8-93 days. Thus, for this particular
data set decision tree building using C4.5 is volatile which again, can be attributed to the
low number of cases in the data causing problems for a C4.5 decision tree.
Overall, while the different algorithms are qualitatively similar through feature selection,
in terms of classification the naı¨ve Bayes produces the best results for this data.
8.7 Discussion
The overall aim of this chapter has been to produce predictive models for post-stroke
mortality. This has been successful, while providing other interesting results. Initially,
a new classification of the time scales for which post-stroke mortality is classified has
been proposed as clear patterns are seen in the mortality curve. This is confirmed in
the analysis of risk factors for different time scales. A specific investigation into age
concludes that age is not a risk factor over very short time scales, but is highly significant
in the longer term. The significant risk factors were used to build new predictive models
for post-stroke mortality for two different time scales, very short term for 1-7 days, and
short/intermediate term for 8-93 days. Upon testing and comparison to other techniques,
the naı¨ve Bayes approach used in this work proved to be the most successful for this
application to medical data.
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As well as the specific results related to stroke, this work highlights the benefits of using
a data mining inspired approach for a medical data set. Typically a medical data set
is created to study one particular case or intervention however the techniques used in
this work show that interesting results and conclusions can be made when a widespread
investigation into a specific data set is made.
Chapter 9
Thesis conclusions, critical evaluations
and further work
“If we knew what it was we were doing it wouldn’t be called research, would it?”
—Attributed to Albert Einstein (1879 - 1955)
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9.1 Introduction
This thesis has adopted two different mathematical modelling techniques in order to study
diseases, namely diabetes and stroke, on very different scales. The first approach taken
was on a microscopic level to model the metabolic subsystem of glucose-insulin regula-
tion by using delay differential equations. The second approach was on a more macro-
scopic scale with a naı¨ve Bayes data mining approach to the study of risk factors for
post-stroke mortality to build new predictive models. A range of mathematical modelling
techniques is necessary to gain a full understanding of living systems due to their com-
plexity.
This chapter provides a summary and evaluation of the findings presented in this thesis,
while giving a discussion of possible avenues for future work.
9.2 Thesis conclusions
The work in this thesis initially focused on the delay differential equations approach.
Chapters 2 and 3 provided a review of the current literature for models of glucose-insulin
regulation and an introduction to some of the key techniques used to obtain the results in
the related results chapters.
Chapter 4 of this thesis presented the key contribution to the model of glucose-insulin reg-
ulation by creating a new Hill form of the functions describing the regulatory mechanisms
of the system. The creation of the new Hill form to replace the exponential form allows
for a significant biological background, given the base of the Hill function in modelling
biochemical reactions in the blood (Hill 1910), while the need for auxiliary parameters
is avoided. The new form of the model was shown to provide an accurate representation
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of the desired ultradian oscillations in the glucose-insulin regulation system. The ranges
obtained for the Hill coefficients were optimised in relation to position of the fixed point
and the size of the global stability region (see Chapter 6). These calculations were all
based on the model with two time delays as presented by Li et al (2006).
Following the investigation of the newly proposed application of Hill functions, Chapters
5 and 6 presented the stability analysis of the system in order to understand the behaviour
of the two-delay model. The stability analysis of the glucose-insulin system in previously
published work focused either on the global stability of one-delay systems (Bennett and
Gourley 2004b; Giang et al 2008), or numerical bifurcation analysis of the two-delay
model (Li et al 2006; Li and Kuang 2007), whereas in this thesis, the two-delay case
was studied analytically to describe the onset of periodic behaviour and devise ranges for
physiological parameters for the first time.
Chapter 5 was concerned with the local stability. In analysing the linearised system by the
direct method using the characteristic equation, conditions for the apparition of oscilla-
tions were obtained in relation to the time delays. It was possible to obtain an expression
for the critical value of delay τ2, which was only implicitly dependent on the delay τ1.
This allowed for the graphical representation to be plotted revealing that the boundary for
oscillatory behaviour is a curve in the delay domain. This new result extends the existing
analysis where a linear relation is suggested but not investigated (Li and Kuang 2007). In
addition to this, a Lyapunov functional was created for the linearised two-delay case to
provide a set of sufficient conditions for stability.
In Chapter 6 the stability analysis was centred on the global case investigating the nonlin-
ear system. This work, extending the approach of Bennett and Gourley (2004b), created
a Lyapunov functional to provide new sufficient conditions for global stability in the two-
delay case. The analysis of the nonlinear system allows for conditions of stability to be
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related to the new Hill parameters of the model. A numerical analysis to maximise the
stability region, based on maximising the threshold for the two delays, provided further
conditions on the ranges of the Hill parameters. A set of optimal ranges for these param-
eters were given.
Chapters 4 to 6 present an introduction of a new form of the regulatory mechanism func-
tions in the nonlinear model for glucose-insulin regulation with two time delays. An
analytical and numerical analysis of both local stability and global stability is made for
the first time for the two-delay system.
Chapters 7 and 8 investigated the naı¨ve Bayes data mining approach applied to a medical
data set of stroke patients. In Chapter 7 an introduction to the problem and a background
in the methods used for the analysis in the following chapter was presented.
The results in Chapter 8 stem from the main goal of creating predictive models for post-
stroke mortality, where the investigation uncovered further interesting results. The first
part of the analysis was to determine the most appropriate time scales for assessing risk
factors of post-stroke mortality. The analysis of the cumulative mortality curve over time
showed that the distribution of deaths is not uniform and the choice was made to clas-
sify different sets of mortality periods. For investigations into specific variables, as pre-
sented with age, four periods were chosen to represent quartiles of the mortality curve.
The second set of time periods were chosen as very short term, 1-7 day mortality, and
short/intermediate term mortality for 8-93 days. Typically, previous studies considered
one month as the point of investigation. However, it was expected that the risk factors
would differ over shorter time scales. This was initially tested with a concentrated in-
vestigation into age over the four mortality periods, results here found that age was not a
factor in 1-5 day mortality, but was a very significant risk factor in the longer term 34-93
days. This was confirmed by a joint analysis with the most severe stroke type.
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In the second half of Chapter 8 predictive models were built. Based on the very short and
short/intermediate mortality periods, all variables were analysed for their significance
based on a parameter, ε and were then assigned a score stemming from the naı¨ve Bayes
approximation. A patients total score was then used for analysis in terms of prediction.
It was seen that, particularly in the 1-7 day case, the model built was highly successful in
determining post-stroke mortality with good results seen in terms of score decile testing
and a sensitivity and specificity analysis. The new models built in this thesis were tested
against some other common techniques including logistic regression and decision trees,
where the naı¨ve Bayes approach was shown to be the most appropriate for this data.
9.3 Evaluation of modelling approaches
This thesis highlights the ability and necessity to study living systems, in this case disease,
on different scales via mathematical modelling. The two approaches presented in this
thesis represent two scales of mathematical models of health with the aim of improving
the knowledge and understanding of a disease. The complexity of diseases, as highlighted
in Chapter 1 for diabetes, in terms of cause, effect, treatment and implications is very
wide ranging. Therefore, to understand a disease it is necessary to take many multi-scale
approaches to build an overall picture.
The first approach in this thesis, the application of delay differential equations, shows the
ability to investigate a subsystem on a microscopic level. The study of the glucose-insulin
regulation system gives the opportunity to view the core causes for diabetes with regard to
the key physiological relations involving the liver and pancreas. For a system with a small
number of inputs and outputs, this type of modelling allows for the intricate behaviour of
systems to be seen and can be investigated under different conditions for different levels
of the disease. This approach is extremely useful for such a system and is a classical
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mathematical modelling technique.
Mathematical modelling via the second approach in this thesis, naı¨ve Bayes based data
mining, shows the ability to discover relations and new results for a wide range of vari-
ables where the causality is not known. The work in this thesis has shown that a more
data mining inspired approach can provide new and interesting insights when analysing
a clinical data set, which would otherwise be used for one specific purpose. This type
of mathematical modelling is of a much more exploratory, data driven nature in order to
discover unknown relations between variables.
It is clear that these two forms of mathematical modelling of health or disease can provide
new and useful results extending the existing knowledge and understanding. It is also
clear that an attempt to swap these two techniques with their two applications would
not be possible. Therefore, in order to continue to build an increased understanding of
diseases, to cover all aspects of their complexity, it is necessary to use a plethora of
different techniques applied to a wide range of aspects.
Multiscale modelling is a relatively new technique which can be used to link models on
different scales. Although initially created for solving physical and chemical problems,
there are examples of mathematical and biological applications, including tumour growth
(Macklin et al 2009) and in relation to diabetes, insulin secretion (Pedersen et al 2011).
This type of modelling is a possible area of investigation for two appropriately related
models.
9.4 Thesis appraisal and further work
There are many possible avenues for future work arising from this thesis through devel-
opment of the ideas presented. Here, some of these options which would benefit from
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future research will be discussed.
9.4.1 DDE: Inclusion of type 1 and type 2 diabetic parameters
The delay differential equation model presented in this thesis represents a functioning
glucose-insulin regulatory system which has been successfully analysed in the two-delay
case. One avenue for further study is to apply a parameter to represent the effect of type
one diabetes and a second parameter to represent type two diabetes. The parameter for
type one diabetes, α, would represent a deficiency in insulin production and would thus
be included with the function f1. The parameter for type two diabetes, β, would be a
measure of the lack of glucose utilisation and would be included as a coefficient with the
functions for glucose utilisation, f3f4. The model would then take the following form,
G˙(t) = Gin − f2(G(t))− βf3(G(t))f4(I(t)) + f5(I(t− τ2)),
I˙(t) = αf1(G(t− τ1))− diI(t).
(9.1)
This model would then allow for investigation of theoretical patients with different levels
of severity for both types of diabetes. This model can then be used to assess the behaviour
of the system under these circumstances. Work of a similar nature can be seen in the liter-
ature for different models (Chen and Tsai 2010; Huang et al 2012; Kissler et al 2014), but
an analysis as presented in this thesis has not been made. Initially, these new parameters
would be set as constants to investigate general effect on behaviour.
9.4.2 DDE: Inclusion of insulin infusion for treatment
Another option for further study in relation to the model for glucose-insulin regulation is
to include a parameter for insulin infusion, Iin, into the insulin equation. The inclusion
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of insulin infusion can be seen in the artificial pancreas paper where the insulin level
is increased by a set amount at regular intervals (Huang et al 2012), where in Kissler
et al (2014) an Iin parameter is included alongside exercise. The inclusion of a direct
parameter would give,
G˙(t) = Gin − f2(G(t))− βf3(G(t))f4(I(t)) + f5(I(t− τ2)),
I˙(t) = Iin + αf1(G(t− τ1))− diI(t).
(9.2)
The inclusion of insulin infusion allows for the analysis of diabetic treatments combating
a lack of insulin within the system and hence is related to the addition of the parameters
α and β, for type 1 and type 2 diabetes. An investigation for the two-delay model can be
made for the insulin level required to return to normal dependent on severity of diabetes.
The level of insulin infusion can be adjusted as a constant, which would represent the
behaviour of an insulin pump, or alternatively it can be administered at intervals as insulin
therapy via injection. Further developments include designing the insulin infusion as a
function of both glucose and insulin, Iin(G, I) to develop a relation with the aim of real
time automatic treatment.
9.4.3 DDE: Alteration of glucose infusion for different scenarios
The study of the oscillatory behaviour in the glucose-insulin regulation system is under-
taken in a number of different scenarios. As well as during constant glucose infusion as
presented in this thesis, the cases of three meal infusion (Polonsky et al 1988), and oral
glucose infusion (Kraegen et al 1972), can also be studied. Therefore, an area for further
study for the model in this thesis is the alteration to glucose infusion to represent these
scenarios. An example of an alteration to glucose infusion can be seen in Chen and Tsai
(2010), where Gin represents overall effectiveness of food uptake.
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This analysis can be extended to give new models for these cases in relation to the two
time delay behaviour of the system. As well as individually, this analysis could be made in
conjunction with the ideas suggested above to give a more complete idea of the behaviour
of the system under typical daily conditions for a diabetic patient.
9.4.4 Data Mining: Extension to other diseases
The data mining work in this thesis showed how useful the application of such techniques
to medical based data sets can be. Due to the nature of the data used in this study, which
were subject to certain conditions, it would be useful to obtain a more general data set of
post-stroke mortality. The belief is that the results in this thesis are applicable to the wider
stroke population but a study of more general data would confirm the results further.
The analysis was carried out with post-stroke mortality as the dependent variable, how-
ever, any variable contained in the data set could be chosen as the dependent. The nature
of data mining based techniques is that the causality is unknown and so the point of in-
terest determines the dependent variable. In relation to this thesis it would be appropriate
to investigate the relations to diabetes for a similar set of variables as used in the post-
stroke mortality study. Alternatively, for any other data set which is available, the same
transparent naı¨ve Bayes data mining can be applied to investigate a variable of interest.
9.5 In conclusion
This thesis has presented original work containing new results for two different approaches
to mathematical modelling of health. Both of these approaches have highlighted the ne-
cessity in developing models for all aspects of health due to the complexity of living
systems. While individually, each approach has contributed to the knowledge in their re-
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spective areas, developing a new model and new analysis of the two-delay glucose-insulin
regulation system and creating newmodels for assessing stroke mortality on different time
scales. The work in this thesis has provided a platform for further study in both areas.
Appendix A :
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Table A.1: Probabilities and significance levels for drugs on admission variables and
ESS scales. Shading in the ε columns correspond to variables that were included in
the corresponding predictive model. In the relative change column highlighted drivers
correspond to variables that discriminate between 1-7 and 8-93 day mortality.
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Table A.2: Probabilities and significance levels for past medical history variables. Shad-
ing in the ε columns correspond to variables that were included in the corresponding pre-
dictive model. In the relative change column highlighted drivers correspond to variables
that discriminate between 1-7 and 8-93 day mortality.
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Table A.3: Probabilities and significance levels for stroke scales and first section of ad-
mission variables. Shading in the ε columns correspond to variables that were included
in the corresponding predictive model. In the relative change column highlighted drivers
correspond to variables that discriminate between 1-7 and 8-93 day mortality.
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Table A.4: Probabilities and significance levels for second section of admission variables.
Shading in the ε columns correspond to variables that were included in the correspond-
ing predictive model. In the relative change column highlighted drivers correspond to
variables that discriminate between 1-7 and 8-93 day mortality.
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Figure B.1: The visualisation of the pruned decision tree built using the C4.5 algorithm for the classification of mortality in 1-7 days.
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Figure B.2: The visualisation of the pruned decision tree built using the C4.5 algorithm for the classification of mortality in 8-93 days.
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