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Introduction
Contexte
Le développement de la vidéo numérique est croissant depuis deux décennies et plus
particulièrement depuis l’année 1995 qui a vu l’arrivée des premières chaînes de télévi-
sion numérique, par câble et satellite, ainsi que l’avènement du DVD. De par ses atouts,
le numérique a ainsi pris le pas sur l’analogique sur l’ensemble de la chaîne de traitement
du signal vidéo : capture, stockage, transmission et visionnage. Il offre en effet davan-
tage de fonctionnalités, d’applications et de services malgré une arrivée accompagnée
d’une dégradation de la qualité de l’image. Bien que certaines spécificités héritées de
l’analogique demeurent présentes, le numérique est actuellement implanté massivement
dans notre quotidien au travers, notamment des écrans plats et du support de stockage
DVD, ainsi que son successeur le Blue-Ray. Multiplication des offres de contenus et per-
fectionnement de la qualité visuelle sont ainsi les deux axes de progrès ouverts par la
vidéo numérique. Nombre de défis théoriques et technologiques ont été relevés au cours
des précédentes années mais l’évolution incessante de la demande entretient la nécessité
de progression.
Ainsi, concernant l’avenir de la vidéo, plusieurs analyses récentes, dont une étude
menée par le constructeur Cisco en 2011, font état d’une croissance encore plus élevée du
trafic vidéo pour les années à venir. Au niveau mondial, le trafic Internet total serait ainsi
multiplié par quatre d’ici 2015 et la vidéo serait le principal moteur de cet accroissement
significatif. En effet, elle représentait 40% du trafic total en 2010 et atteindrait 90% en
2015 selon ces prévisions : 60 millions de secondes de vidéo transiteraient ainsi sur le
réseau chaque seconde. Cette forte croissance s’explique notamment par la progression
des plateformes de partages de vidéos telles que YouTube qui recense un milliard de
vidéos regardées par jour et d’autre part, par le développement des services de vidéos
à la demande (VOD) pour lesquels des pics à plus d’un million de visionnages par jour
sont par exemple recensés sur le réseau IPTV Orange en France. Un défi très important
est donc à relever du côté de l’impact des vidéos sur le réseau Internet mondial.
En termes de type de contenu et de modes de consommation, la diversité croît elle-aussi
de façon significative, notamment avec le développement de la vidéo en relief d’une part
et la généralisation de la HD d’autre part. Celle-ci est relayée par l’apparition de formats
d’images plus grands tels que la 2K (2048×1080 pixels) et la 4K (4096×2160 pixels) qui
1
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équipent d’ores et déjà de nombreuses salles de cinéma. Cette course à la résolution
va même plus loin avec le format Ultra-HD (UHDTV) ou 8K (7680×4320 pixels) qui
correspond à une résolution seize fois supérieure à la HD actuelle et dont les premières
expérimentations sont réalisées par la NHK et la BBC. Les modes de consommation
tendent pour leur part vers l’exploitation de la diversification des terminaux : l’utilisateur
souhaite accéder à ses contenus sur sa télévision, son ordinateur, sa tablette ou son
smartphone. Ainsi, parallèlement aux problèmes liés au trafic sur le réseau, la vidéo
numérique fait face à de grands défis concernant la qualité des multiples expériences
vidéo, sujettes à une demande toujours plus grande.
Face à ces enjeux importants, la nécessité de la compression des médias numériques
et de la vidéo en particulier est évidente. Elle représente ainsi un levier majeur pour at-
teindre ces nombreux objectifs, et ce, malgré l’accroissement des capacités de stockage et
l’introduction de débits beaucoup plus élevés grâce à la fibre optique ou au futur réseau
sans fil LTE/4G 1. Alors que la compression permettait de diviser par trente la taille
d’une vidéo tout en restant visionnable au début des années 1990, le facteur de compres-
sion n’a cessé d’augmenter au prix d’évolutions théorique et technologique significatives.
L’amélioration de ce ratio demeure cependant un sujet de recherche crucial qui anime
une forte communauté de laboratoires académiques et de compagnies internationales.
En résultat de ces activités de recherche, un nouveau standard de compression vidéo
nommé HEVC (High Efficiency Video Coding, appelé H.265 par l’ITU-T et MPEG-H
part 2 par MPEG) est en train d’être spécifié et permettra de répondre à une partie des
défis à venir.
C’est dans ce contexte qu’un opérateur de télécommunication tel qu’Orange porte un
vif intérêt au perfectionnement des techniques d’encodage dans le but de réduire le débit
alloué aux vidéos. En particulier, il est nécessaire d’avoir un standard compatible avec
ses besoins et respectant les contraintes propres à l’opérateur, à la fois côté encodeur
et côté décodeur. De plus, la maîtrise de ces nouveaux outils et dans une plus faible
mesure le développement de la propriété intellectuelle du groupe sont autant de raisons
motivant des activités de recherche soutenues dans le domaine. Ces travaux de thèse
ont ainsi été effectués au sein du Service des Images Animées puis de l’équipe Codage
Vidéo Avancé du département Orange Labs du groupe Orange, en collaboration avec le
laboratoire I3S, UMR 7271 de l’Université de Nice Sophia-Antipolis et du CNRS.
Contributions
Les travaux réalisés au cours de cette thèse s’articulent autour de deux phases de
recherche ayant pour but de proposer de nouveaux outils améliorant les performances en
compression des codeurs vidéo actuels avec l’ambition de les voir intégrés dans les futures
générations d’encodeurs, à commencer par le standard HEVC. Nos études ont pour point
1. LTE : Long Term Evolution
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commun la volonté de limiter l’utilisation d’informations de signalisations additionnelles.
Une attention particulière a de plus été accordée à l’exploitation de méthodes issues de
domaines connexes à la compression vidéo et s’avérant pertinents dans le cadre de nos
études.
La première phase de nos travaux est ainsi davantage orientée vers la normalisation
avec la proposition de méthodes visant à améliorer l’encodeur standard H.264/AVC de
façon incrémentale. Dans cette phase, nous identifions principalement trois contributions
qui apportent des gains significatifs par rapport à la référence :
1. Un module dédié à la transmission d’informations de codage. Bâti de façon origi-
nale sur une technique issue du tatouage numérique, nous appliquons notre outil
au codage Inter ainsi qu’au codage Intra. Notre méthode repose en outre sur une
solution d’optimisation multi-critères originale dans le cadre de la compression
vidéo.
2. Une méthode de codage des vecteurs de mouvements. Elle exploite les redondances
spatiales et temporelles du champ de mouvement pour modifier de façon judicieuse
la distribution des vecteurs résiduels à coder. Cette modification tire de plus profit
de l’absence de transmission d’informations additionnelles pour coder efficacement
le mouvement.
3. Une variante de notre méthode précédente, obtenue par combinaison avec une
méthode de codage du mouvement par compétition de prédicteurs.
La seconde phase de nos travaux est davantage consacrée à une étude amont. Afin
de contourner une limite des schémas de codage conventionnels liée à l’augmentation
systématique des choix en compétition, nous proposons une approche en rupture pour
réduire le coût de l’information de signalisation associé. Basée sur une exploitation accrue
du décodeur, cette phase exploratoire à conduit à trois contributions :
1. Une approche dédiée à la détermination des paramètres de codage. Elle est fondée
sur un schéma reproductible au niveau du décodeur permettant d’économiser la
transmission d’informations très coûteuses tout en s’affranchissant de la contrainte
liée au nombre de choix en compétition.
2. Une application de notre approche à la transmission des modes de prédiction Intra.
3. Une mise en œuvre de l’approche décodeur intelligent dans le cadre de l’échantillon-
nage compressé. Notre travail se concrétise au travers, d’une part, d’un nouveau
schéma de codage uniquement construit sur la méthode proposée et d’autre part,
d’un mode de codage intégré au sein d’un encodeur de nouvelle génération.
L’ensemble de ces méthodes ont été intégrées au sein d’encodeurs déjà très performants
et évaluées de façon rigoureuse afin d’envisager leur utilisation dans de futurs standards.
Bien que la complexité ne soit pas évaluée directement au sein de ce manuscrit, nous
avons de plus accordé une certaine attention à cet aspect tout en considérant la forte
progression des appareils numériques qui offrent davantage de ressources matérielles.
3
Introduction
Organisation du document
Ce manuscrit s’organise en deux parties faisant suite à une introduction à la compres-
sion vidéo et à une analyse pratique des encodeurs vidéo. Les deux parties proposées
présentent respectivement nos travaux orientés vers la standardisation à court terme, et
nos travaux plus amont liés à l’approche décodeur intelligent. Chacune de ces parties
débute par ailleurs par un état de l’art et une revue du vocabulaire de circonstance. En
détails, le manuscrit est organisé comme suit :
– Le chapitre 1 introduit de façon théorique la compression vidéo au travers du stan-
dard H.264/AVC. Une description détaillée du futur standard HEVC (horizon 2013),
comparé à ses deux prédécesseurs, est ensuite le point d’orgue de cette revue des
encodeurs vidéo normalisés ces vingt dernières années. Enfin, mention est faite, non
seulement d’autres encodeurs existants, mais également d’autres voies d’améliora-
tions majeures.
– Le chapitre 2 est dédié à l’analyse comportementale des encodeurs. La place des
différentes données composant le flux vidéo ainsi que l’organisation du mouvement
sont ainsi étudiées. Afin d’illustrer l’analyse théorique du chapitre précédent, une
évaluation des performances des trois dernières générations de standards est ensuite
réalisée et permet notamment, de situer les travaux présentés dans la suite du
manuscrit. Enfin, une étude de l’évolution des schémas de codage est proposée pour
mesurer les limites potentielles de ces approches.
Première partie :
– Le chapitre 3 introduit les notions nécessaires à cette première partie. Il commence
par un état de l’art sur la signalisation des informations de codage ainsi que sur le
codage du mouvement afin de positionner nos travaux. S’ensuit une brève introduc-
tion au domaine du tatouage numérique et ses quelques applications en compression
afin de servir de base à notre chapitre 4.
– Le chapitre 4 décrit notre méthode de tatouage appliquée au codage vidéo. Après
une explication des choix préliminaires, la méthode qui consiste à masquer des in-
formations de codage dans les résiduels de pixels est détaillée dans un cadre général.
Deux méthodes de sélection du tatouage par optimisation multi-critères sont alors
proposées avant de présenter les résultats obtenus pour deux applications réalisées
respectivement dans un cadre Inter et Intra.
– Le chapitre 5 expose notre solution pour le codage des vecteurs de mouvement à
partir d’une fine analyse statistique du mouvement. Les trois étapes qui constituent
le schéma proposé sont longuement détaillées. Nous discutons ensuite plus préci-
sément du positionnement de la méthode qui se distingue des approches actuelles
par l’absence de signalisation additionnelle. Les résultats très prometteurs de notre
méthode et ceux d’une variante obtenue par combinaison avec une autre solution
sont finalement rapportés.
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Seconde partie :
– Le chapitre 6, à la manière du chapitre 3, introduit les notions nécessaires à cette
seconde partie. Le transfert d’intelligence au niveau du décodeur est tout d’abord
abordé : il peut être réalisé de façon totale dans le cadre du codage vidéo distribué
ou bien de façon plus contrainte dans un cadre plus proche des encodeurs conven-
tionnels. La théorie émergente de l’échantillonnage compressé est ensuite présentée
à titre de pré-requis pour notre étude du chapitre 8.
– Le chapitre 7 est dédié à notre approche décodeur intelligent. Les motivations sont
tout d’abord définies avant d’introduire l’environnement proposé qui est réparti
en trois points. S’ensuit, une application directe de notre approche aux modes de
prédiction Intra dans HEVC. Des perspectives prometteuses clôturent finalement
ce chapitre.
– Le chapitre 8 applique notre approche décodeur intelligent dans le cadre de l’échan-
tillonnage compressé. Exploitée dans un schéma de compression vidéo, cette tech-
nique s’inscrit parfaitement dans l’approche proposée du fait des nombreux para-
mètres à déterminer pour en tirer profit. Une première mise en œuvre théorique dé-
montre l’apport de notre modèle puis, son évaluation, au sein de l’encodeur HEVC,
clôture ce chapitre.
Nous terminons ce manuscrit avec les conclusions de nos travaux et les perspectives
associées. Finalement, nous présentons en annexe un mode de codage étendant un pré-
cédent travail réalisé au sein de notre équipe avant de lister les publications associées à
nos travaux.
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Chapitre 1
Le codage vidéo, les normes
H.264/AVC et HEVC
Une part importante des travaux réalisés dans cette thèse se positionnent dans un cadre
normatif entre le standard H.264/AVC et son futur remplaçant HEVC. Nous débutons
par conséquent ce manuscrit par une introduction au codage vidéo au travers de la norme
H.264/AVC qui est actuellement le schéma de compression le plus utilisé. Basé sur une
approche hybride exploitant les redondances spatiales et temporelles du signal vidéo à
l’aide de multiples choix de codage en compétition, H.264/AVC a permis d’obtenir des
gains en compression significatifs par rapport à ses prédécesseurs. Fort de cette réussite,
le nouveau standard HEVC tire encore plus efficacement profit des mêmes principes avec
pour objectif une réduction du débit de 50% à qualité subjective équivalente. Ainsi, dans
la mesure où le sujet HEVC est très récent, nous consacrons une seconde section à la
description détaillée des principaux outils et des innovations qui le composent. Il sera
ensuite mis en regard de ses prédécesseurs de manière à appréhender l’évolution des
principales générations de standards.
Finalement, afin de disposer d’un état de l’art complet du codage vidéo et dans la
mesure où nous aborderons dans nos travaux des sujets au-delà de la normalisation,
nous présentons dans la dernière section de ce chapitre un point sur les autres codecs
existants ainsi que sur des approches davantage en rupture. Cette étude apporte des
éléments de réponses à notre réflexion sur le futur de la compression vidéo.
1.1 Codage vidéo au travers de la norme H.264/AVC
1.1.1 Contexte et synthèse du schéma d’encodage
Le standard H.264/AVC (AVC pour Advanced Video Coding), aussi connu sous le nom
MPEG-4 Part 10, a été publié dans sa première version en 2003 par un rapprochement
entre les groupes VCEG (Video Coding Experts Group) ITU-T SG16-Q6 et MPEG (Mo-
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ving Picture Expert Group) ISO/IEC JTC 1/SC 29/WG regroupés au sein du groupe
JVT (Joint Video Team). En 2005, l’extension H.264/AVC FRExt (Fidelity Range Ex-
tensions) apportant de nouveaux outils de codage fût finalisée et constitue le profil High
de cette norme qui est maintenant l’un des profils le plus utilisé.
Le schéma d’encodage de ce standard est résumé dans la figure 1.1. Il fonctionne en
boucle fermée, c’est à dire que les données déjà codées sont disponibles pour traiter la
partie courante : on parle de données causales qui sont obtenues par une boucle de déco-
dage intégrée dans l’encodeur. La vidéo en entrée est traitée image par image de façon
séquentielle, chaque image étant divisée en slices (représentant une partie de l’image ou
l’image entière) eux-mêmes divisés en macroblocs de taille 16×16 pixels pouvant être
partitionnés en rectangles de tailles plus petite. Les macroblocs sont traités selon un
parcours dit raster, débutant en haut à gauche de l’image pour terminer en bas à droite.
Bˆ
Informations de signalisation
Signal VIdéo Transformée-
Module de 
décision 
Quantification 
Inverse
+
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Déblocking
Codeur 
entropique
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Mouvement
Résiduels transformés 
et quantifiés Bˆ
Information de mouvement
DECODEUR
Buffer 
d’images
Quantification
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Figure 1.1: Vue d’ensemble du schéma de codage du standard H.264/AVC.
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Chacun des macroblocs subit alors les étapes de prédiction générant un résiduel de
pixels à partir des données causales, transformation et quantification du résiduel puis
finalement encodage à l’aide d’un codeur entropique des résiduels de pixels et des in-
formations de signalisation nécessaires au décodage du flux. Le flux binaire obtenu en
sortie de l’encodeur peut alors être lu par un décodeur qui restitue une vidéo en répétant
ces étapes de façon inverse et en incluant une étape de filtre anti-bloc (en anglais, deblo-
cking filter) permettant de diminuer les dégradations du signal. Insistons sur le fait que
le décodeur est normatif tandis que l’encodeur ne l’est pas et possède par conséquent
une liberté dans ses choix de codage. En effet, les trois étapes clés nécessitent à diffé-
rents niveaux des choix de codage réalisés par l’encodeur parmi un ensemble de modes
et de paramètres en compétition. C’est notamment ce procédé de décision qui n’est pas
normatif, il vise dans la majorité des applications à optimiser le compromis entre qualité
de reconstruction et coût de codage selon des contraintes d’utilisations données.
Nous décrivons plus en détails les trois étapes principales du schéma de compression
dans les sous-sections suivantes.
1.1.2 Calcul du résiduel
Les schémas de codage vidéo tels qu’H.264/AVC exploitent les redondances spatiales
et temporelles du signal vidéo à l’aide d’un procédé de prédiction. La prédiction consiste
à approximer un ensemble de pixels courant à partir d’informations causales appartenant
à une partie de l’image courante déjà codée ou bien à une image précédemment codée.
Cette étape de prédiction génère un résiduel, noté n, obtenu par une différence entre
l’ensemble de pixels original pn et la prédiction pˆn :
n(x, y) = pn(x, y)− pˆn(x, y),
où (x, y) indique la position du pixel considéré.
Nous définissons l’étape inverse de reconstruction de l’ensemble de pixels obtenu à
partir du résiduel et de la prédiction par :
pn(x, y) = n(x, y) + pˆn(x, y). (1.1)
Formellement, la prédiction pˆn constitue une estimation statistique de la variable
aléatoire pn à partir d’un ensemble de N variables aléatoires précédemment observées
Ωn = {pn−1, pn−2, ..., pn−N}. On définit alors le prédicteur Pn qui est une fonction
déterministe générant la prédiction :
pˆn = Pn(Ωn).
Dans la suite de ce manuscrit, nous confondrons prédiction et prédicteur. L’enjeu de
cette étape de prédiction est majeur dans les schémas de compression tels qu’H.264/AVC
dans la mesure où une prédiction efficace réduira considérablement la quantité d’informa-
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tions à transmettre, améliorant d’autant le niveau de compression. Ainsi, deux types de
prédiction pixelliques sont définies, Intra et Inter, selon que l’on exploite respectivement
les redondances spatiales ou bien temporelles :
Prédiction Intra Elle s’apparente au codage d’image fixe et exploite les données causales
au sein de l’image courante et plus particulièrement voisines de l’ensemble de pixels
courant. La ligne du dessus et la colonne de gauche constituent ainsi l’ensemble
des pixels de référence. Dans le standard H.264/AVC, trois tailles de blocs sont
utilisées pour ce type de prédiction : 16×16, 8×8 et 4×4. Ces partitionnements
permettent de s’adapter à la difficulté de prédiction du contenu du macrobloc, une
zone texturée utilisera par exemple une prédiction 16×16 alors qu’une zone plus
délicate avec des bords sera plutôt codée en Intra 4×4.
Différents prédicteurs sont définis pour chaque taille de bloc : quatre en Intra
16×16 et neuf en Intra 8×8 et 4×4. La figure 1.2 présente les prédicteurs utilisés
pour le partitionnement 16×16 où le prédicteur vertical est une copie des pixels de
la ligne du dessus pour chacune des lignes du prédicteur, le prédicteur horizontal
est une copie de la colonne de gauche, le prédicteur DC est une moyenne des pixels
de référence et finalement le prédicteur Plane est une moyenne pixels à pixels selon
les diagonales entre la colonne de gauche et la ligne du dessus.
Figure 1.2: Prédiction Intra 16×16.
L’ensemble des prédicteurs des deux autres partitionnements sont semblables avec
l’addition d’autres directions de prédictions de manière à capter davantage de
redondances dans le signal.
Prédiction Inter Elle réalise une compensation de mouvement à partir d’une image pré-
cédemment encodée sur laquelle a été réalisée une estimation de mouvement. Le
procédé de compensation de mouvement consiste à utiliser un bloc de l’image de ré-
férence en tant que prédicteur. Cette technique s’appuie sur l’observation que deux
images successives sont très corrélées dès lors que l’on prend en compte le mouve-
ment. Ce dernier est ainsi déterminé par l’étape d’estimation de mouvement qui
consiste à rechercher dans l’image de référence l’ensemble de pixels le plus proche
de l’ensemble à prédire selon un critère d’appariement. Comme nous l’étudierons
davantage en détail, ce mouvement est alors représenté par un vecteur qui est
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transmis au décodeur qui peut réaliser la compensation de mouvement. Par consé-
quent, l’estimation de mouvement a lieu uniquement à l’encodeur et l’algorithme
utilisé tout comme le critère d’appariement ne sont pas normatif. A la manière
de l’Intra, plusieurs partitionnements sont définis dans H.264/AVC en Inter avec
l’addition de partitions rectangulaires qui permettent de segmenter efficacement
le mouvement. Les tailles de blocs disponibles sont : 16×16, 16×8, 8×16 et 8×8
pouvant lui-même être partitionné en 8×4, 4×8 et 4×4. Le standard utilise de
plus une représentation sous-pixellique du mouvement qui peut ainsi être réalisée
jusqu’au 14 de pixel et permet de palier la représentation discrète du signal utilisée
dans le numérique alors que la captation a lieu dans le domaine continu. Enfin,
un mode particulier est défini en Inter, il s’agit du mode Skip qui s’applique sur
les blocs de taille 16×16 et a la particularité de ne nécessiter aucune information
additionnelle (ni vecteur de mouvement, ni résiduels de texture).
Enfin, H.264/AVC dispose de trois types d’images selon le moyen de prédiction utilisé :
– Les images I utilisent exclusivement une prédiction Intra. Ces images permettent
d’initier le procédé de compression et dans la mesure où elles sont indépendantes
des autres images encodées, elles permettent par exemple un accès aléatoire à la
séquence.
– Les images P utilisent la prédiction Intra ainsi qu’une prédiction Inter avec une
image de référence unique pour chaque bloc. Cette image est nécessairement anté-
rieur temporellement à l’image courante et les deux techniques de prédiction sont
en compétition pour chaque macrobloc.
– Les images B utilisent la prédiction Intra ainsi qu’une prédiction Inter avec deux
images de référence pour chaque bloc pouvant être antérieur et/ou postérieur tem-
porellement. La compression de ces images est particulièrement efficace grâce à
l’exploitation de redondances multiples.
Figure 1.3: Structure de Gop IBBBP hiérarchique.
Différentes structure d’images peuvent alors être définies à partir de ces trois types
d’images, on parle de GOP (group of pictures). La structure IPP utilise une image I puis
des images P, la structure IPB utilise une image I puis une image P éloignée de l’image I
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avec des images B insérées entre les deux et finalement la structure hiérarchique (figure
1.3) permet d’insérer des images B ayant différents niveaux de directions permettant de
réduire significativement le coût de codage des dernières images de la hiérarchie.
1.1.3 Représentation du résiduel
Une fois le macrobloc courant prédit, le résiduel obtenu est représenté dans le domaine
transformé puis quantifié afin d’optimiser son codage en réduisant à l’essentiel la quantité
d’information à transmettre.
Ainsi, l’opération de transformation permet tout d’abord de décorréler le signal dont la
représentation dans le domaine spatial ne permet pas d’isoler l’information importante.
Le standard H.264/AVC utilise la transformée en cosinus discrète (DCT pour l’anglais
Discrete Cosine Transform) comme de nombreuses normes de compression à l’exception
du standard de compression d’images fixes JPEG2000 qui utilise une transformée en on-
delettes. La DCT [Rao et al. 07] a en effet pour particularités de compacter efficacement
l’énergie du signal observé et de permettre une localisation fréquentielle exploitable pour
la suite du codage. La formule de la DCT pour un bloc de pixels p de taille N ×N est
donnée dans (1.2) où F (u, v) est le coefficient transformé à la position (u, v).
F (u, v) = 2
N
c(u)c(v)
N−1∑
x=0
N−1∑
y=0
p(x, y) cos
[
piu
N
(x+ 12)
]
cos
[
piv
N
(y + 12)
]
(1.2)
ou` c(w) =

1√
2 si w = 0
1 sinon
Précisons que la DCT utilisée dans H.264/AVC [Malvar et al. 03] est différente de
celle des autres standards puisqu’il s’agit d’une DCT entière qui permet, en plus des
propriétés avantageuses de cette transformée, de bénéficier d’une implémentation aisée
nécessitant uniquement des décalages et des additions et délivrant des coefficients entiers.
Enfin, deux tailles de transformée, 4 × 4 et 8 × 8, sont disponibles dans ce standard et
permettent de capter efficacement les redondances entre pixels voisins sans engendrer
une complexité calculatoire trop élevée.
Suite à la transformation, le résiduel est alors quantifié avant d’être transmis au codeur
entropique. En effet, la transformation permet de représenter le résiduel dans une base
appropriée mais ne réalise pas de compression en tant que telle, c’est la quantification
qui permet de conserver l’information la plus importante pour l’oeil humain. Ainsi, elle
consiste à représenter un signal prenant des valeurs parmi un dictionnaire de grande taille
Nd dans un nouveau dictionnaire de taille N ′d telle que N ′d < Nd. Le signal nécessite alors
moins de bits pour être codé. La quantification introduit par conséquent une erreur de
quantification et on parle donc de compression avec pertes dans la mesure où le procédé
n’est pas inversible.
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H.264/AVC utilise une quantification scalaire utilisant un pas de quantification (QP)
noté qk qui définit le niveau de dégradation du signal.
Q : R → D =
{
x′1, x
′
2, ..., x
′
ND
}
(1.3)
L’opérateur de quantification Q associe alors un sous-ensemble de l’espace d’entrée à
une unique valeur x′i :
Q(x) = x′i si x ∈
[
x′i −
qk
2 , x
′
i +
qk
2
[
. (1.4)
Notons que suite à ces deux étapes, la formule de reconstruction du bloc courant p˜n
(1.1) est modifiée dans la mesure où le résiduel reconstruit ˜n est différent du résiduel
initial n, soit :
p˜n(x, y) = ˜n(x, y) + pˆn(x, y). (1.5)
1.1.4 Codage du résiduel
Finalement, l’ensemble des codeurs de source sont constitués d’une étape de codage
sans perte consistant à représenter de façon efficace les symboles à coder au sein du train
binaire. Préalablement à cette étape, le bloc de résiduels de pixels à coder est parcouru
selon un ordre en zigzag (figure 1.4) permettant de collecter les coefficients transformés
et quantifiés selon les fréquences croissantes. En effet, d’après les propriétés de la DCT,
l’information essentielle se trouve dans la zone en haut à gauche du bloc tandis que
les autres coefficients sont en majorité nuls ou de faibles valeurs. Les coefficients ainsi
réordonnés forment alors un vecteur qui est efficacement exploité par l’algorithme de
codage RLC (en anglais, Run Length Coding) qui remplacent les valeurs nulles par la
distance entre deux coefficients non-nuls avant d’être envoyé dans le flux binaire.
Figure 1.4: Parcours zig-zag d’un bloc de coefficients.
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Ainsi, les résiduels de pixels tout comme les différentes informations de signalisation
sont transmis à l’aide d’un codeur entropique qui exploite les statistiques du signal à
coder (la source) pour construire un code composé de mots de code de différentes tailles.
On parle ainsi de codes à longueurs variables obtenus avec un codeur tel que le CAVLC
(Context Adaptive Variable Length Coding) qui est utilisé dans H.264/AVC et affecte les
mots de code les plus courts possibles aux symboles les plus fréquents, réduisant de fait
le coût de codage de la source. Un second codeur entropique est utilisé dans ce standard
et apporte des gains très significatifs de 10% à 15% par rapport au CAVLC au prix d’une
augmentation de la complexité. Il s’agit du codeur CABAC (Context Adaptive Binary
Arithmetic Coding) qui est basé sur l’exploitation de différents modèles en fonction de
l’information à coder et de probabilités mises à jour au cours du codage. Nous détaille-
rons notamment son fonctionnement pour le codage des vecteurs de mouvement dans le
chapitre 5.
Dans la sous-section suivante, nous présentons le futur standard HEVC et nous en-
visageons son positionnement en regard des précédents standards. Ces analyses nous
permettront d’isoler une problématique dont nous discuterons dans la seconde partie de
ce manuscrit.
1.2 Schéma général de la future norme HEVC
1.2.1 Contexte
A la fin de la période de normalisation du standard H.264/AVC et tout en se concen-
trant sur les annexes scalables et multivues, le groupe VCEG a créé en avril 2005 un en-
codeur de travail afin de préparer la future génération d’encodeur normalisé. L’encodeur
KTA (Key Technical Area) [KTA ] regroupe ainsi les outils les plus efficaces acceptés par
le groupe depuis la fin de la normalisation d’H.264/AVC, citons notamment le 18 de pixel
[Wedi 00] qui étend la représentation sous-pixellique du mouvement, le filtre d’interpo-
lation adaptatif (en anglais, Adaptive Interpolation Filter AIF)[Vatis & Ostermann 06]
dont nous parlerons ci-dessous et l’outil de compétition des prédicteurs de mouvement
MV-Comp (en anglais, Motion Vector predictor Competition) [Jung & Laroche 06].
Sur la base des progrès significatifs démontrés par les résultats du KTA qui apporte
alors un gain de plus de 20% en efficacité de codage, le nouveau groupe JCT-VC (Joint
Collaborative Team on Video Coding) est créé en juillet 2009 et décide de réaliser un
appel à propositions lançant ainsi une nouvelle phase de standardisation. Au même
moment, des objectifs précis sont définis afin de guider cette activité :
1. Réduction du débit de 50% à qualité subjective équivalente comparé à H.264/AVC.
2. Multiplication de la complexité par deux ou trois au maximum.
Vingt-sept solutions sont ainsi reçues et évaluées en avril 2010, il s’agit de propositions
de qualité variable provenant d’entreprises ou de regroupement d’entreprises ainsi que
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d’académiques. Cinq de ces propositions se détachent significativement avec des gains
situés entre 30% et 35%. Elles sont retenues et leurs meilleurs outils respectifs sont
regroupés au sein du TMuC (Test Model under Consideration) pour former une première
version de ce qui constituera le futur standard HEVC (High Efficiency Video Coding).
Une période stimulante d’activités de standardisation a ainsi débuté depuis 2010 avec
le planning représenté sur la figure 1.5 qui résume globalement le processus depuis la
fin des activités sur H.264/AVC. Alors qu’une version finale de la norme HEVC est
attendue pour Janvier 2013, les travaux sont d’ores et déjà très avancés et font état de
gains significatifs proches des 50% attendus. Preuve de l’enjeu majeur que représente
ce standard et plus généralement la compression vidéo, les réunions du groupe JCT-VC
qui ont lieu de façon trimestriel font maintenant état de plus de mille contributions
par meeting et d’une participation accrue de nombreux acteurs industriels dont des
fabriquants de chipsets très actifs tels que Texas Instrument et Broadcom.
Figure 1.5: Planning des activités de standardisation HEVC.
Les travaux actuels étant suffisamment avancés, la structure générale et les principaux
outils de ce futur standard sont par conséquent déjà connus, nous les détaillons dans la
sous-section suivante à partir des spécifications du HM 5.0 datant du mois de novembre
2011 [Bross et al. 11].
1.2.2 Description détaillée
1.2.2.1 Structure de codage
Intéressons-nous tout d’abord à la structure de codage qui repose sur une représenta-
tion en arbre quaternaire (en anglais, quadtree) permettant de disposer d’un partition-
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nement en multiples tailles de blocs s’adaptant aisément au contenu des images tout
en ayant un coût de signalisation limité. Trois unités de bases sont définies pour le
traitement de chaque image :
Unité de Codage (en anglais, Coding Unit notée CU), elle définit la taille de base des
blocs pour l’ensemble de la séquence traitée et permet des tailles allant de 8× 8 à
64×64 pixels à adapter selon l’application. En particulier, ces tailles élevées d’unité
de codage apportent une efficacité de codage significative pour les séquences de
résolution supérieure pour lesquelles la corrélation entre pixels augmente significa-
tivement. Notons de plus que de telles tailles de blocs sont rendues possibles par
le développement des capacités de calcul des équipements numériques.
Unité de Prédiction (en anglais, Prediction Unit notée PU), elle définit la taille des
partitionnements possibles pour chaque niveau de décomposition de l’arbre et varie
en fonction du type de prédiction de la feuille. Ainsi une unité de prédiction peut
par exemple être décomposée en quatre partitions de tailles égales (N × N) ou
bien peut ne pas être partitionnée (2N × 2N). L’ensemble des tailles possibles est
résumé ci-dessous en fonction du type de prédiction :
– Skip : 2N × 2N .
– Intra : 2N × 2N , N ×N .
– Inter : 2N × 2N , 2N ×N , N × 2N , 2N ×U , 2N ×D, nL× 2N et nR× 2N avec
la taille 4× 4 retirée.
Unité de Transformée (en anglais, Transform Unit notée TU), elle définit la taille pour
la transformée et la quantification appliquées à une unité de prédiction. Trois
niveaux de décompositions sont possibles au maximum pour cette TU qui prend
des tailles allant de 4 × 4 à 32 × 32. Les TU sont exclusivement carrées en Intra
et notons que des transformées rectangulaires ont été ajoutées en Inter (4 × 16,
16× 4, 8× 32 et 32× 8) afin d’éviter des cas où la transformée coupe une frontière
de bloc et produit des coefficients de hautes fréquences. Enfin, précisons qu’elles
peuvent être plus larges que la taille d’une PU et englober ainsi plusieurs PU.
Pour l’encodage d’une séquence, il est nécessaire de définir la taille de la plus grande unité
de codage (en anglais, largest coding unit, LCU) et la profondeur de partitionnement des
CU et des TU. Les tailles de partitionnements des trois unités CU, PU et TU sont alors
déterminées de manière récursive au cours du codage. Un exemple de partitionnement
d’une LCU 64× 64 est donné dans la figure 1.6 avec sa représentation en arbre à droite
de la figure. Cette représentation est très avantageuse au vue de la taille élevée des
unités de codage principales et permet de plus une flexibilité tant au niveau codage
qu’en termes d’implémentation. Le type de prédiction et la décision étant réalisée au
niveau de chaque PU (les feuilles de l’arbre) il en résulte une diversité des moyens de
prédiction qui s’adaptent habilement au contenu à coder.
Calqué sur le principe exploité dans les précédents standards, HEVC s’appuie en effet
sur la mise en compétition de différents modes de codage pour traiter chaque PU. Des
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moyens de prédiction Intra et Inter sont ainsi utilisés pour capter les redondances spa-
tiales et temporelles du signal vidéo. Nous les détaillons dans les sous-sections suivantes.
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Figure 1.6: Exemple de partitionnement en PU(bleu) et TU(rouge) d’une LCU 64×64.
1.2.2.2 Prédiction Intra
La prédiction Intra est basée sur une nette augmentation de la compétition avec jus-
qu’à 34 prédicteurs Intra (figure 1.7) pour la Luma composés de 32 directions spatiales,
du prédicteur DC (moyenne des pixels de référence) et d’un nouveau prédicteur nommé
Planar. L’ensemble de ces modes ne sont pas systématiquement activés pour les diffé-
rentes tailles de PU qui comportent 3 prédicteurs pour les PU 64× 64, 17 pour les PU
4 × 4 et 34 pour les autres tailles de PU. Ces nombreux modes permettent de capter
efficacement les redondances pixelliques dans le voisinage au prix d’une augmentation
de la signalisation.
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0: Intra_Planar
3: Intra_DC
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Figure 1.7: Liste des prédicteurs Intra de HEVC.
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Le prédicteur Planar dont le fonctionnement est représenté sur la figure 1.8 permet
d’avoir une prédiction multi-directionnelle. Chaque pixel est ainsi interpolé à partir de la
colonne de droite et de la ligne du dessous au sein de la PU courante qui sont substituées
respectivement par les pixels causaux au-dessus (TR) et à gauche (LR) de la PU. Ce
mode de prédiction qui est particulièrement adapté pour les zones texturées apporte
une solution au problème de la prédiction Intra classique qui impose une distance non-
négligeable entre le signal de référence et les pixels situés le plus en bas et à droite des
blocs.
Figure 1.8: Représentation du prédicteur Planar.
Pour la composante de chrominance, on retrouve un nombre plus restreint de prédic-
teurs en compétition avec six modes. L’un de ces prédicteurs réalise une prédiction à
partir du bloc reconstruit de luminance selon la formule :
PredC [x, y] = α.Rec′L [x, y] + β,
où PredC représente le prédicteur de la PU de chrominance considérée, Rec′L est la PU
de luminance reconstruite après sous-échantillonnage et le couple (α, β) est un couple
de coefficients déterminés à partir du voisinage causal.
Ce mode s’avère particulièrement pertinent pour prédire la chrominance et a aussi un
impact significatif sur l’efficacité de codage globale grâce à une réduction du coût des
résiduels associés.
Pour terminer cette revue des outils Intra, citons la mise en compétition des trans-
formées DCT et DST pour le codage des résiduels de blocs de petites tailles (4×4),
la définition de trois ordres de parcours des coefficients transformés (Zig-Zag, Horizon-
tal et Vertical) adaptés en fonction de la direction de prédiction Intra pour améliorer
leur traitement par le codeur entropique ainsi que l’outil MDIS (Mode Dependent Intra
Smoothing) qui applique un filtre sur les pixels de référence afin de réduire les hautes
fréquences utilisées pour la prédiction. Finalement, insistons sur le fait qu’un effort par-
ticulier a été mené sur la signalisation afin de compenser la nette augmentation de choix
18
1.2 Schéma général de la future norme HEVC
en compétition et on retrouve notamment deux indices most probable mode pour le
codage des prédicteurs de la composante de luminance.
1.2.2.3 Prédiction Inter
La prédiction Inter s’articule autour de deux aspects, le calcul de la prédiction et
le codage du vecteur de mouvement. Ces deux points ont été améliorés avec un effort
particulier sur le codage du vecteur mouvement.
Ainsi, par rapport au calcul de la prédiction pour la compensation de mouvement,
un filtre d’interpolation perfectionné est utilisé pour la luminance à la précision 14 pixel
avec un filtre 12-tap basé sur la DCT et représenté sur la figure 1.9. Un filtre moins
complexe est aussi défini pour des applications plus légères à l’aide d’un filtre 6-tap.
La chrominance bénéficie pour sa part d’un filtre bi-linéaire au 18 pixel qui améliore
considérablement sa prédiction.
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Figure 1.9: Interpolation utilisée pour la prédiction de la luminance en Inter dans
HEVC.
Le codage du vecteur de mouvement a été un sujet particulièrement traité et qui s’ar-
ticule autour de deux outils, la prédiction de vecteur de mouvement avancée et le mode
Merge. Ces deux outils seront exposés en détails dans le chapitre 3 afin de servir de base
à notre étude du chapitre 5. Précisons néanmoins que le premier outil est une extension
du module MV-Comp et qu’il est basé sur l’utilisation de prédicteurs de mouvement
en compétition (jusqu’à cinq) issus des PU voisines spatialement mais aussi temporelle-
ment. La figure 1.10 représente l’origine des blocs voisins spatialement parmi lesquelles
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des prédicteurs sont recherchés et auxquelles il faut ajouter un candidat temporel venu
de la position centrale du bloc colocalisé. Le vecteur ainsi prédit, il en résulte un résiduel
de mouvement réduit qui est transmis au décodeur en compagnie de l’indice du prédiceur
optimal.
Figure 1.10: Représentation des PU d’origines des vecteurs de mouvement prédicteurs
candidats parmi le voisinage spatial de la PU courante.
Le mode Merge est quant à lui une extension du mode Direct d’H.264/AVC. Il permet
de signaler pour une PU que son vecteur de mouvement doit être hérité d’une PU voisine
parmi un ensemble de PU candidate à la manière de l’outil précédent. Ce mode permet
ainsi de corriger un défaut lié à la représentation en arbre quaternaire qui a tendance à
sur-partitionner l’image. Une PU codée avec le mode Merge économise alors le coût du
vecteur de mouvement ainsi que l’indice de l’image de référence, elle ne nécessite alors
que la transmission des résiduels de textures.
1.2.2.4 Autres outils
En addition de la structure de codage et de ces outils concernant la prédiction, un
effort particulier a été mené sur les filtres et le parallélisme du standard.
Concernant les filtres intégrés au codage, un filtre anti-bloc est toujours utilisé et
permet de réduire les artefacts liés au traitement par bloc bien que les tailles plus grandes
utilisées dans HEVC réduisent partiellement ce défaut. Deux filtres additionnels sont
aussi définis, le Sample-Adaptive Offset Filter et l’Adaptive Loop Filter. Le premier est
appliqué après le filtre anti-bloc et consiste à classifier les pixels de la LCU en fonction
de leurs intensités puis à appliquer un offset pour chaque catégorie qui est dérivé par
rapport à la LCU originale et transmis au décodeur. Le second filtre est quant à lui
appliqué avant la copie de l’image dans le buffer et permet d’améliorer la qualité à la
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fois objective et subjective de l’image. L’image est partitionnée en zones de différents
niveaux d’activité auxquelles est appliqué un filtrage selon deux formes sélectionnées en
fonction de leur efficacité.
Par rapport au parallélisme, deux outils sont notamment définis pour permettre un
codage efficace pour des applications exploitant le parallélisme : le codage en Wavefront
et les Tiles. Le premier outil se base sur une technique bien connue des concepteurs
d’encodeurs consistant à traiter les CU en parallèle ligne par ligne avec un décalage du
nombre de CU nécessaires pour conserver les dépendances. En particulier, cette méthode
permet d’avoir disponible les CU voisines pour la prédiction Intra ainsi que la prédic-
tion du vecteur de mouvement. Sur le même principe, l’outil ajoute en plus une gestion
astucieuse des probabilités nécessaires au codeur entropique CABAC. L’outil des Tiles
voit quant à lui le problème différemment en divisant les images en plusieurs rectangles
à encoder en parallèle. L’intégration de tels outils dans la norme et donc leur exploita-
tion lors du décodage est un réel avantage pour le développement de futurs encodeurs
compétitifs.
1.2.3 Evolution des standards de MPEG-2 à HEVC
Afin de positionner ce nouveau standard et le mettre en perspective par rapport à
l’évolution des normes de compression depuis une vingtaine d’années, nous discutons ici
des différences entre ces schémas de codage. Le standard MPEG-2 [mpe 94] ayant été
déposé en 1994, il s’est écoulé dix ans pour définir le standard H.264/AVC et la même
période est en train d’être observée pour la définition d’HEVC. Ainsi, la norme MPEG-2
avait été principalement créée pour les applications liées à la télévision numérique et est
encore exploitée actuellement. H.264/AVC a alors permis d’améliorer significativement
l’efficacité de compression, en divisant par deux le débit nécessaire à qualité équivalente
au prix d’une augmentation de la complexité du décodeur d’environ quatre fois celle
de son prédécesseur. Cette progression s’est opérée de façon incrémentale en conservant
la structure du schéma de codage du MPEG-2 dont quasiment chaque partie a été
optimisée et en ajoutant de nombreux nouveaux outils. Les principales différences entre
les trois standards sont résumées dans le tableau 1.1. Concernant les deux premiers citons
en particulier la modification de la DCT flottante de MPEG-2 en une DCT entière et
l’introduction du codeur entropique CABAC. Plus globalement, H.264/AVC se distingue
par la nette augmentation des choix de codage en compétition comme les nombreux
partitionnements des macroblocs, l’introduction de modes Intra et de deux tailles de
DCT. Le passage à H.264/AVC a d’ailleurs nécessité en parallèle un effort particulier
mené sur le module de décisions non-normatives permettant de sélectionner les choix
optimaux selon un critère donné.
Similairement, la présentation d’HEVC faite précédemment indique que ce futur stan-
dard est conceptuellement proche de son prédécesseur qui a été amélioré de façon in-
crémentale sans addition d’outils en rupture significative. Un schéma hybride exploitant
les redondances spatiales et temporelles à l’aide de multiples choix en compétition est
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ainsi de nouveau utilisé. Néanmoins, la définition d’une structure de codage plus ap-
propriée et l’augmentation significative des choix de codage à tous les niveaux font
d’HEVC l’encodeur le plus abouti. Ainsi, les performances de compression que nous étu-
dierons dans le chapitre suivant ainsi que celles rapportées dans [de Simone et al. 10,
de Simone et al. 11, Li et al. 12] confirment ces promesses. De la même manière que
pour MPEG-2, les dernières colonnes du tableau 1.1 résument les principaux outils des
standards H.264/AVC et HEVC et permettent de mettre en avant l’augmentation de la
compétition entre ces deux générations d’encodeurs.
MPEG-2 H.264/AVC HEVC
Unité de codage Macrobloc 16×16 Macrobloc 16×16 LCU 8×8 à 64×64
Partitionnement Inter 16×8 Sous-blocs Arbre quaternaire
Intra 8×8 jusqu’à 4×4
Transformée DCT flottante DCT entière TU de 32×32 à 4×4
8×8 et 4×4 carré et rectangulaire
Prédiction Intra Prédicteur DC 9 prédicteurs 34 prédicteurs
maximum maximum
Prédiction Vecteur d’un Médian spatial Compétition de
du mouvement bloc voisin (trois blocs voisins) 5 prédicteurs
Précision 12 pixel bi-linéaire
1
2 pixel 6-tap,
1
4 pixel 12-tap DCT
du mouvement 14 pixel bi-linéaire
1
8 pixel 6-tap chroma
Autres / Mode Direct Mode Merge
Références Une en P, deux en B Multiples Multiples
Codeur Simple VLC CAVLC, CABAC CABAC
entropique
Filtres Filtre anti-bloc Filtre anti-bloc
/ Adaptive Loop Filter
Sample Adaptive Offset
Table 1.1: Principaux outils des standards MPEG-2, H.264/AVC et HEVC.
De manière à réaliser un tour d’horizon complet des techniques actuelles, nous pour-
suivons ce chapitre par une présentation des divers schémas alternatifs existants et des
principales voies d’améliorations étudiées par la communauté.
1.3 Schémas alternatifs
De façon générale, le développement des diverses générations de standards de façon
incrémentale à partir d’un schéma initial unique limite l’apparition d’autres encodeurs
suffisamment performants, en particulier ceux basés sur une approche en rupture. L’ef-
ficacité de compression des derniers standards a en effet été atteinte suite à de multiples
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améliorations minutieuses de l’ensemble du schéma réalisées par une communauté très
active stimulée par de forts enjeux économiques. Ainsi, les autres codecs existants sont
principalement basés sur un schéma semblable tandis que les approches davantage en
rupture fournissent des performances souvent en décalage avec les derniers standards
malgré des promesses intéressantes.
Dans cette section, nous proposons un bref état des lieux de ces autres solutions.
1.3.1 Codecs divers
Historiquement, l’un des principaux concurrents du standard H.264/AVC est VC-1
porté par l’entreprise Microsoft qui a été normalisé en 2006 par l’organisme SMPTE
(Society of Motion Picture and Television Engineers). Il a été notamment normalisé
pour être exploité dans les futures générations de DVD (HD DVD et Blu-ray) et servait
à l’origine de base au codec Windows Media Video (WMV) 9. Les principales innovations
par rapport à H.264/AVC concernent notamment la transformée qui peut être de taille
rectangulaire (8×4 et 4×8), la transmission d’un indice indiquant la précision sous-
pixellique des vecteurs de mouvement et l’utilisation, addition du filtre anti-bloc, d’une
transformée (overlap transform) de taille supérieure à celle des macroblocs pour les
blocs à forts résiduels. Le schéma de codage de VC-1 demeure cependant très proche
d’H.264/AVC et ses performances voisines ont donné lieu à de nombreux débats dans la
communauté.
Un autre encodeur standard a vu le jour en 2005 sous l’impulsion du gouvernement
chinois avec pour but de rendre la Chine plus autonome dans le secteur multimédia et
d’économiser les redevances liées aux autres formats. Désigné AVS (Audio Video coding
Standard), cet encodeur a une structure et des outils quasiment identiques à H.264/AVC
et son utilisation demeure limitée à la Chine.
On retrouve ensuite plusieurs acteurs du côté de la communauté du logiciel libre. Dé-
sireux de créer une alternative aux standards soumis à de fortes contraintes d’utilisation
liées aux nombreux brevets, différents projets ouverts ont ainsi été développés. Citons
notamment les encodeurs Theora et Dirac. Le premier, sous licence BSD est basé sur
l’encodeur VP3 de On2 Technologies tandis que le second a été principalement conçu
par la BBC et a la particularité d’être basé sur une transformation de type ondelettes.
Les performances de ces encodeurs sont cependant limitées et les positionnent au niveau
de MPEG-2 ce qui rend leur utilisation marginale.
Finalement, plus récemment et toujours dans cette catégorie des encodeurs libres,
Google a poussé une nouvelle solution : le format multimédia ouvert WebM dont la
cible principale concerne un usage sur le réseau internet. Pour la partie vidéo, ce for-
mat est basé sur l’encodeur VP8 dont Google est propriétaire depuis le rachat de On2
Technologies et qu’il a rendu libre en mai 2010. Les spécifications de ce dernier ont
été publiées sous licence Creative Commons et son exploitation relève d’une licence
délivrée gratuitement selon certaines conditions interdisant notamment toutes revendi-
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cations de propriété intellectuelle. C’est cette gratuité qui en fait un concurrent crédible
au standard H.264/AVC qui fonctionne pour sa part sur un principe de redevances. Ce-
pendant, WebM est pour l’instant limité par ses performances qui le place légèrement
en-dessous d’H.264/AVC et par le relativement faible support industriel par rapport aux
standards. D’un point de vue technique, cet encodeur a une structure proche de celle
d’H.264/AVC dans son profil baseline et ne dispose notamment pas d’outils majeurs tels
que la prédiction bi-directionnelle, la transformée 8×8, la quantification adaptative au
niveau macrobloc (du moins de façon aisée) et l’adaptivité lors de la phase de filtrage.
En conclusion, d’autres encodeurs existent et sont principalement basés sur le même
schéma que les standards H.26l à l’exception de l’encodeur Dirac. Leurs performances
sont cependant limitées par rapport à H.264/AVC et devraient les positionner loin der-
rière HEVC mais ces solutions disposent d’autres atouts liés à leur exploitation qui
maintiennent une relative concurrence.
1.3.2 Autres voies d’amélioration majeures
A côté des travaux dédiés à la normalisation, plusieurs approches en rupture avec
les schémas conventionnels sont étudiées. L’étape de transformation est ainsi un su-
jet particulièrement traité pour laquelle l’utilisation de la transformée en ondelettes
[Cagnazzo et al. 04] plutôt que d’une DCT par blocs est une voie souvent envisagée.
En particulier, les propriétés des ondelettes liées à la scalabilité ont longtemps semblé
prometteuses mais cette transformée n’a pour l’instant pas été retenue en codage vidéo
du fait notamment des difficultés liées à la définition d’une compensation de mouve-
ment aussi performante [Cagnazzo et al. 07, Agostini et al. 06]. Ainsi, les résiduels de
textures des standards actuels sont tellement faibles que l’impact de la transformée est
trop réduit. Des travaux basés sur le schéma de lifting généralisé [Sole & Salembier 07]
qui permet d’implémenter une telle transformée sont néanmoins étudiés pour être ap-
pliqué en compression vidéo. Un autre sujet souvent considéré est la définition d’un
schéma de codage orienté objet permettant de représenter la séquence par la définition
d’une collection d’objets traités séparément qui sont ensuite superposés pour recons-
truire la séquence. Une telle approche est définie dans la norme MPEG-4 mais se trouve
confrontée au problème très délicat de la segmentation des objets. Le codage par ana-
lyse/synthèse de contenu s’appuie sur une idée commune au codage orienté objet et
consiste à supprimer des zones d’images lors de l’encodage et de les reconstruire lors
du décodage à partir de techniques de synthèses qui exploitent les données déjà déco-
dées [Dumitras & Haskell 04]. Enfin, beaucoup de travaux de recherche dans le domaine
du traitement des images, et notamment dans le domaine de la compression vidéo,
s’inspirent aujourd’hui du fonctionnement du système visuel humain et des proprié-
tés du code neural. L’étude des mécanismes neuronaux utilisés pour représenter le flux
continu d’images nous parvenant apportera certainement de nouvelles solutions algorith-
miques de traitement d’information bio-inspiré en potentielle rupture avec l’existant et
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qui permettront de représenter plus efficacement un signal vidéo, et donc le compresser
[Van Rullen & Thorpe 01, Masmoudi et al. 11, Masmoudi et al. 12].
D’autres solutions en rupture ont été développées suite à des besoins de nouvelles fonc-
tionnalités. Citons notamment, le codage par description multiple [Goyal 01] introduit
avec le développement d’Internet pour les applications de type streaming qui nécessitent
une forte résistance aux erreurs pour limiter l’impact de la perte de paquets sur la qualité.
Le flux est ainsi divisé en plusieurs descriptions indépendantes contribuant à différentes
caractéristiques du signal et de niveau d’importances variés. Le décodage est alors d’au-
tant plus efficace que le nombre de descriptions reçues est élevé [Agostini & Antonini 08],
on parle de dégradation élégante. De même, le codage vidéo distribué répond pour sa
part à la problématique liée à l’utilisation de systèmes légers tels que les téléphone
portable et propose de basculer l’ensemble de la complexité au niveau du décodeur. En-
fin, le développement de la vidéo 3D entraîne nécessairement des travaux de recherche
[Smolic et al. 07] pour optimiser la compression de tels contenus. Même si une annexe
(H.264/MVC) a été définie, ce sujet reste particulièrement ouvert tant sur le sujet de
la représentation des scènes 3D que sur celui de l’exploitation des nouvelles corrélations
engendrées. L’utilisation de cartes de profondeur est l’une des solutions envisagées dans
la mesure où elle réduit significativement la taille du flux à transmettre comparée à la
transmission de deux vues. Dans le cadre de notre travail présenté dans le chapitre 7,
nous avons d’ailleurs évalué l’une de nos solutions sur ce type de contenu.
Nous terminons cette sous-section avec une voie d’amélioration récente mais très per-
tinente qui consiste à exploiter davantage le décodeur de manière à économiser la trans-
mission de certaines données à l’encodeur. Ce type de solution a l’avantage de pouvoir
faire évoluer les performances des standards actuels en s’intégrant habilement dans les
schémas de codage existants. Cette approche constituera la base de nos travaux présentés
dans le seconde partie de ce manuscrit et un état de l’art détaillé lui sera ainsi consacré
dans la première section du chapitre 6 qui abordera également le sujet du codage vidéo
distribué.
Dans la seconde section de ce chapitre 6, un état de l’art de l’échantillonnage compressé
sera aussi proposé. Même si son but initial n’est pas la compression comme nous l’avons
présenté ici, cette technique en plein essor offre des possibilités prometteuses dont nous
discuterons en détail.
1.4 Bilan
Dans ce chapitre nous avons introduit les notions de bases de la compression vidéo
au travers notamment du standard H.264/AVC. Ce dernier est basé sur une approche
hybride exploitant les redondances spatiales et temporelles du signal à l’aide de multiples
compétitions. Une attention particulière a ensuite été accordée à son futur remplaçant
HEVC qui à l’aide de nombreuses améliorations incrémentales constitue l’encodeur exis-
tant le plus performant, multipliant par deux les performances de compression de son
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prédécesseur. HEVC bénéficie notamment d’une structure de codage plus structurée et
de nombreuses modifications qui augmentent considérablement les choix de codage en
compétition. Cette constatation est le point de départ de la dernière partie de ce ma-
nuscrit et nous en réalisons une analyse plus détaillée dans le chapitre suivant où nous
étudions le fonctionnement de ces deux codeurs.
Enfin, pour clore cet état de l’art nous avons évoqué différentes approches se position-
nant en alternative aux encodeurs standardisés qui demeurent néanmoins éloignées en
performance. Ainsi, les nombreuses activités autour de la compression vidéo prouvent
qu’il s’agit d’un domaine très dynamique et certaines des approches en rupture évoquées
inspireront probablement les prochaines générations de standards, jusqu’à présent bâtis
sur un schéma qui pourrait atteindre ses limites.
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Analyse comportementale des schémas
de codage vidéo modernes
L’amélioration des techniques de compression vidéo nécessite une fine connaissance
du comportement des codeurs vidéo existants. Afin d’orienter nos travaux, nous présen-
tons dans ce chapitre les résultats d’une analyse du standard H.264/AVC et de son futur
remplaçant HEVC. Après avoir réalisé une courte étude globale du codeur de référence
H.264/AVC, nous examinons la répartition des différentes informations de signalisation
au sein du flux généré par ce codeur avant d’analyser en détails les caractéristiques du
mouvement. La suite du chapitre se concentre sur l’évolution des schémas de codage
conventionnels depuis une vingtaine d’années en débutant par une évaluation des per-
formances des trois standards MPEG-2, H.264/AVC et HEVC. Différents points sont
ensuite abordés pour notamment examiner l’impact de la nette augmentation de la com-
pétition au sein de ces encodeurs.
2.1 Analyse de l’encodeur H.264/AVC
2.1.1 Analyse globale
A titre d’analyse pratique à mettre en regard de la présentation théorique du chapitre
précédent, nous étudions tout d’abord l’encodeur H.264/AVC de façon globale. Rappe-
lons que cet encodeur dispose de trois types d’images (plus rigoureusement, de slices) I, P
et B respectivement pour les images prédites spatialement, temporellement avec images
de référence dans le passé et temporellement avec références dans le passé et le futur (ces
deux derniers types d’images exploitant aussi les redondances spatiales). Une fois le type
des images de la séquence défini, différents choix de codage sont mis en compétition pour
traiter chaque macrobloc. Un encodage est alors caractérisé par la qualité de reconstruc-
tion d’une image et le débit correspondant. Ce débit est distribué parmi l’ensemble des
macroblocs de l’image et dépend directement de la répartition des multiples choix de
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codage en compétition sélectionnés classiquement selon un critère débit-distorsion. La
figure 2.1 résume ces trois caractéristiques pour une image P extraite de la séquence
Crowdrun 720p encodée avec un profil IBBBP et une quantification QP = 32 :
– La figure (a) correspond à l’image reconstruite obtenue et retranscrit ainsi la qualité.
– La figure (b) représente, en niveaux de gris, les coûts de codage de chaque mar-
cobloc. Les coûts comprennent l’ensemble des données transmises (informations de
signalisation, résiduels de texture et de mouvement éventuels). Les zones blanches
correspondent aux zones les moins coûteuses et les noires sont les plus coûteuses.
– La figure (c) représente la répartition des modes de codage et des partitionnements
sélectionnés. Les macroblocs de couleur rouge, verte et bleue correspondent respec-
tivement aux macroblocs codés avec les modes Intra, Inter et Skip.
Ces figures sont instructives pour appréhender le fonctionnement de l’encodeur. En dé-
butant par la figure (c) en regard de la figure (a), nous observons que la prédiction
temporelle (Inter et Skip) est la plus utilisée au sein de l’image. Plus précisément, la
prédiction Inter (zones vertes) est utilisée pour l’ensemble des zones avec un mouvement
relativement complexe, en particulier les coureurs et la zone supérieure de l’arbre qui
est agitée. Le mode Skip (zones bleues) est peu coûteux dans la mesure où il consiste à
récopier le macrobloc de l’image de référence pointé par le vecteur de mouvement prédic-
teur : il est ici principalement utilisé pour les parties statiques de l’image, notamment le
ciel et les zones d’arbres figées. Notons d’ailleurs que des macroblocs Inter sont utilisés
pour séparer des ensembles distincts tels que le ciel et les arbres dans cet exemple. Les
vecteurs de mouvements hérités de ces macroblocs permettent ensuite d’obtenir un Skip
suffisamment efficace pour compléter les zones correspondant aux arbres. Enfin, quelques
macroblocs sont codés avec la prédiction Intra (en rouge), il s’agit de blocs particuliè-
rement détaillés parmi les coureurs où l’estimation de mouvement n’a pas permis de
déterminer le mouvement correct. Quelques macroblocs dans le ciel sont aussi codés en
Intra avec le mode Intra 16×16 qui est peu coûteux et a par conséquent été privilégié au
Skip pour la qualité de reconstruction. Concernant la sélection des différentes tailles de
macroblocs, nous observons que des partitionnements plus précis sont utilisés pour les
zones les plus détaillées, notamment le bandeau horizontal situé au centre de l’image.
La zone supérieure dispose pour sa part de partitionnements plus grands, notamment
car le mode Skip n’est disponible que pour une taille de 16×16 pixels.
En mettant en correspondance la figure (c) avec la figure (b), nous pouvons alors in-
terpréter la répartition des coûts. De façon générale, la partie supérieure, qui correspond
en majorité à des zones codées en Skip, est effectivement la moins coûteuse à l’exception
des quelques macroblocs codés en Inter. La partie inférieure de l’image qui a princi-
palement été codée en Inter est plus coûteuse du fait de la transmission de résiduels
de textures et de mouvement. Notons enfin que les quelques macroblocs qui ont utilisé
des modes Intra sont particulièrement coûteux du fait du coût des résiduels mais aussi
des prédicteurs à transmettre. Aussi, les macroblocs les plus partitionnés contiennent
généralement davantage d’informations à transmettre notamment ceux en Intra 4×4 qui
correspondent aux macroblocs les plus coûteux de l’image (en noirs).
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(a)
(b)
(c)
Figure 2.1: Représentations visuelles d’un encodage d’une image extraite de la séquence
Crowdrun 720p : image reconstruite (a), coût de chaque bloc (b) et répar-
tition des modes de codage (Rouge : Intra, Vert : Inter, Bleu : Skip) (c).29
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Cette analyse démontre l’efficacité du standard H.264/AVC qui repose sur une habile
sélection de multiples modes et de partitionnements.
Le lecteur pourra notamment se reporter à [Laroche 09] pour obtenir plus de détails
sur la sélection des différents modes de codage et des partitionnements. Dans le cadre de
notre travail, nous avons souhaité nous attarder sur la répartition des données transmises
par l’encodeur au sein du flux en nous appuyant sur l’analyse ci-dessus. Nous avons ainsi
distingué les informations selon les catégories suivantes :
– Résiduels de pixels, comprenant les résiduels de luminance et de chrominance.
– Informations de mouvement, comprenant les vecteurs résiduels et les index des
images de référence.
– Modes de codage, comprenant la signalisation de l’ensemble des modes Intra, Inter
et Skip. Précisons que nous avons inclus dans cette catégorie l’Intra 16×16 qui
dispose d’une signalisation particulière dans la mesure où le mode et le prédicteur
sont signalés conjointement.
– Prédicteurs Intra, correspondant à la signalisation des prédicteurs optimaux de l’In-
tra 8×8 et de l’Intra 4×4. Précision que nous avons distingué cette donnée des modes
de codage uniquement pour les images Intra (figure 2.2).
– Autres informations, comprenant notamment l’indice de transformée 8×8 ou 4×4,
le CBP (Coded Block Pattern) et le delta QP.
Les proportions de ces données au sein du débit total pour différents niveaux de débits
sont représentées sur les figures 2.2, 2.3 et 2.4. Celles-ci correspondent respectivement
aux proportions au sein d’images Intra, Inter P et Inter B mesurées à l’aide d’un en-
codeur H.264/AVC sur un ensemble de dix séquences 720p de contenus variés avec la
configuration IBBBP et un GOP de trente-trois images.
Pour la figure 2.2, correspondant aux images Intra, nous notons la proportion majeure
des résiduels de textures qui représentent de 55% à 95% du débit total. Les informa-
tions de choix de codage, à la fois les modes et les prédicteurs, représentent ensuite une
part non-négligeable du flux avec jusqu’à 40% à bas débits où les résiduels sont net-
tement quantifiés. En particulier, les prédicteurs occupent systématiquement une place
significative et atteignent 20% à moyen débit : quatre ou seize prédicteurs sont en effet
nécessaires pour chaque macrobloc utilisant les modes Intra 8×8 ou Intra 4×4. Enfin,
nous remarquons que la proportion des modes dépasse celle des prédicteurs à très bas
débits, ceci s’explique par la plus forte sélection pour ce type de débit de l’Intra 16×16
qui est inclus dans les données de mode.
La figure 2.3 correspond au flux d’une image Inter P. Elle apporte tout d’abord le
même type de conclusion avec la proportion importante des résiduels qui diminue pour
les bas débits où les diverse informations de codage prennent une part plus importante.
Cette part dépasse ici celle des résiduels de texture à très bas débit puisque l’ensemble
des informations représentent environ 60% du flux. En particulier, les informations de
mouvement occupent une part significative atteignant un peu plus de 20%. L’enjeu
que représente le codage du mouvement est ainsi mis en avant en considérant de plus
que son efficacité influe directement sur les résiduels de textures. Un codage efficace
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du mouvement réel des macroblocs permet en effet de réaliser une compensation de
mouvement judicieuse. Enfin, nous notons que les informations de modes, qui incluent
ici les prédicteurs Intra, occupent toujours une proportion significative du flux total.
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Figure 2.2: Pourcentages moyens du débit des principales données de codage par rap-
port au flux complet au sein des images Intra à différents débits.
Figure 2.3: Pourcentages moyens du débit des principales données de codage par rap-
port au flux complet au sein des images Inter P à différents débits.
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Enfin, la dernière figure (2.4) a été obtenue sur les images Inter de type bi-prédictif
où le mouvement tient une place encore plus importante puisque jusqu’à deux vecteurs
peuvent être codés par partition. Nous observons en effet que la proportion du mouve-
ment y est plus élevée que dans les images P ce qui confirme l’intérêt de s’intéresser à
l’amélioration de son codage. En particulier, les informations de mouvement sont plus
importantes que les informations de modes à la différence des images P où les deux types
de données avaient une proportion voisinne.
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Figure 2.4: Pourcentages moyens du débit des principales données de codage par rap-
port au flux complet au sein des images Inter B à différents débits.
En résumé, les résiduels de textures représentent évidemment les données majeures du
flux vidéo. Cependant, leur proportion diminue nettement pour les bas débits au profit
des informations de codage qui ont alors un rôle essentiel. En particulier, la transmission
des choix en compétition, notamment en Intra, et des données de mouvement en Inter
représentent un véritable enjeu pour l’amélioration des performances de compression.
2.1.2 Les informations de signalisation
L’objet de cette sous-section est d’étudier le coût de signalisation des différentes infor-
mations de signalisation composant un flux typique généré par l’encodeur H.264/AVC.
Cette étude servira de base pour notre travail présenté dans le chapitre 4 qui traite le
problème de la réduction de ces coûts. La précédente sous-section a en effet montré que
ceux-ci représentent une proportion trés significative du flux total, en particulier à bas
débits où ils atteignent de 30% à 45% selon le type d’image.
Nous avons mené un test afin d’isoler les données de signalisation les plus importantes
au sein du flux et définir celles qui sont les plus pertinentes à traiter. Une collecte a ainsi
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été faites pour les images Intra avec la même configuration que celle de la précédente
sous-section et ces résulats sont présentés dans la figure 2.5. Nous observons que les
informations de compétition telles que les indices des prédicteurs Intra ont une propor-
tion particulièrement significative. Celle-ci évolue avec le débit selon le type de mode,
Intra 8×8 ou 4×4, ce dernier étant moins utilisé à bas débit voit en effet sa proportion
diminué au profit des prédicteurs de l’Intra 8×8 qui représentent plus de 10% du flux
total à bas débit. Enfin, une donné occupe de façon constante une part élevée du flux,
il s’agit de l’indice MPM (most probable mode) qui est utilisé pour la transmission des
prédicteurs Intra et que nous définissons dans le chapitre suivant. Cet indice binaire
intervient dans chaque partition à l’exception des macroblocs 16×16 où le prédicteur
est transmis avec la signalisation du mode et on observe d’ailleurs, qu’excepté à très bas
débit, cette donnée (la courbe violette) occupe une proportion relativement faible du
flux. Ainsi, nous considérons l’indice MPM pour l’application en codage Intra de notre
méthode de transmission d’informations de signalisation présentée dans le chapitre 4.
Figure 2.5: Pourcentages moyens du débit des différentes informations de signalisation
par rapport au flux complet au sein des images Intra à différents débits.
Une étude similaire a été menée pour les images de type Inter où les prédicteurs Intra
ont toujours une part significative. Les autres données majeures sont les indices des
images de référence et l’indice de la transformée 8×8 ou 4×4. Ce dernier indice n’est
cependant pas compatible avec la solution que nous proposons par la suite car celle-ci
nécessite la lecture des résiduels de texture lors du décodage qui dépend elle-même de
l’indice de transformée. Comme nous le présentons dans le chapitre 4, en Inter la méthode
est appliquée à la réduction du coût de signalisation d’un outil développé au sein de
notre équipe : l’outil MV-Comp [Laroche et al. 08]. Il s’agit d’un outil dédié au codage
du mouvement utilisant une compétition entre plusieurs prédicteurs. Associé à chaque
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vecteur de mouvement, un indice binaire est ainsi transmis pour signaler le prédicteur
optimal. Nous étudierons plus en détails cette méthode dans le chapitre suivant mais nous
avons souhaité faire apparaître ici la proportion de l’indice généré au sein de l’information
de mouvement et du débit total afin de positionner nos résultats du chapitre 4.
Les statistiques ont été générées pour neufs séquences des formats CIF à 1080p enco-
dées avec le codec JM KTA 2.1 qui est une version d’H.264/AVC incluant notamment
l’outil MV-Comp. Les résultats sont résumés dans le tableau 2.1 pour trois valeurs de pas
de quantification et seuls les modes Inter 16×16 à 8×8 ont été activés. Nous observons
que la proportion de cet indice est non négligeable puisqu’elle représente jusqu’à 22.8%
en moyenne de l’information de mouvement à très haut débit. Ce pourcentage diminue
à moyen débit où il représente 11.7%. Evidemment, cette information a une proportion
réduite dans le flux total avec 0.3% à très haut débit et 1.5% à moyen débit. L’aug-
mentation de la proportion avec le pas de quantification s’explique par la proportion de
l’information de mouvement dans le flux total qui augmente elle aussi avec le QP.
Pourcentage de l’information Pourcentage
de mouvement du débit total
QP 12 QP 22 QP 32 QP 12 QP 22 QP 32
Foreman CIF 15.0 8.0 7.9 0.4 0.8 1.9
Bbc_news CIF 20.7 17.0 7.6 0.3 0.7 1.0
Schumacher CIF 13.1 11.8 7.4 0.3 1.1 1.3
Drama CIF 29.2 15.5 10.6 0.3 0.7 1.4
News_car CIF 20.8 20.2 3.3 0.2 0.6 0.3
Rugby CIF 11.1 10.3 10.4 0.2 0.5 1.4
Keiba3 WVGA 69.4 64.0 31.4 0.9 1.9 3.3
Crowdrun 720p 15.5 14.3 14.0 0.2 0.5 1.5
Crowdrun 1080p 10.1 10.7 12.3 0.1 0.4 1.5
Moyenne 22.8 19.1 11.7 0.3 0.8 1.5
Table 2.1: Proportion de l’indice de compétition de prédicteurs de mouvement dans
l’information de mouvement et dans le flux total (en pourcentage).
2.1.3 L’information de mouvement
Dans la sous-section 2.1.1, nous avons mis en évidence le rôle majeur de l’information
de mouvement dont la proportion dans le flux est significative, en particulier pour les
moyens et bas débits. L’enjeu que représente l’information de mouvement étant établi,
nous nous intéressons maintenant à ses caractéristiques.
La figure 2.6 présente une classification des vecteurs de mouvement selon leur corré-
lation avec les vecteurs mouvements du voisinage (en pourcentage). Les vecteurs codés
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sont tout d’abord classifiés en fonction de leur distance (en quart de pixel) au vecteur
le plus proche au sein d’un voisinage constitué des blocs voisins spatialement et tempo-
rellement définis ci-dessous, les vecteurs trop éloignés sont dans la catégorie « Autres ».
Nous classifions ensuite chaque vecteur effectivement codé selon qu’il appartient :
– à un bloc voisin spatialement : bloc à gauche du bloc courant, au dessus, au-dessus
à gauche ou au-dessus à droite.
– à un bloc voisin temporellement : bloc colocalisé du bloc courant dans l’image
précédente ou l’un des huit blocs autour de ce bloc colocalisé.
– à la fois à un bloc voisin spatialement et un bloc voisin temporellement.
Figure 2.6: Classification de l’origine des vecteurs de mouvement selon le type de leur
bloc d’origine et la distance en quart de pixel à un vecteur déjà codé dans
le voisinage (en pourcentages).
L’analyse a été menée au sein du codec H.264/AVC JM pour un ensemble de quatre
séquences QWVGA de contenus variés. Nous observons tout d’abord qu’une proportion
très élevée des vecteurs est fortement corrélée aux vecteurs déjà codés. Ainsi, seulement
5% des vecteurs correspondent à un mouvement réellement nouveau (de norme supé-
rieure ou égale à 5 positions au quart de pixel), mieux, plus de 60% des vecteurs ont
déjà été codés parmi le voisinage local que nous avons étudié. Ce résultat est très im-
portant et sera à l’origine de notre travail du chapitre 5. Il indique que le principe de la
prédiction par un vecteur déjà codé comme le médian spatial est pertinent mais cepen-
dant elle ne permet pas de couvrir l’ensemble des redondances dans le voisinage. D’autre
part, notons qu’une telle prédiction a ses limites dans la mesure où elle a tendance à
biaiser l’apparition de mouvements différents puisqu’ils sont alors codés à coût très élevé.
Quant à la répartition des vecteurs selon leur origine, le point principal est qu’une
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majorité (plus de 40%) des vecteurs sont très corrélés aux vecteurs issus de blocs voisins
à la fois spatialement et temporellement. Ces situations correspondent à des faibles
mouvements entre images successives et suggèrent que le vecteur courant peut être codé
très efficacement en considérant ces redondances. Nous notons ensuite la corrélation
très importante avec les vecteurs issus de blocs voisins temporellement. Ce résultat doit
être analysé en tenant compte du fait que les vecteurs issus de neuf blocs de l’image
précédente ont été considérés contre seulement quatre blocs voisins spatialement du fait
du traitement de l’image en ordre de parcours. Enfin, les vecteurs issus des blocs voisins
spatialement sont évidemment eux-aussi corrélés au vecteur du bloc courant avec 20%
en moyenne auxquels s’ajoutent les 40% en communs avec les vecteurs temporels.
A titre d’illustration de cette analyse, nous avons représenté sur la figure 2.7 les champs
de vecteurs de deux images successives de la séquence Runners 720p qui a été codée avec
un encodeur H.264/AVC à débit suffisamment élevé (QP =22) pour avoir un nombre de
vecteurs significatifs sans avoir trop de macroblocs Intra. La figure (a) correspond à une
image antérieure à l’image de la figure (b). Les images sont quadrillées en macroblocs
qui sont eux-mêmes éventuellement partitionnés selon le choix de codage réalisé et un
vecteur par partition Inter est représenté en rouge avec pour origine la pointe fine (les
zones sans vecteurs correspondent à des zones codées en Intra). La séquence considérée
est intéressante pour étudier le mouvement, elle est constituée de coureurs allant de la
droite de l’image vers la gauche et situés à différentes distances de la caméra avec deux
types de mouvement, l’un global qui est dirigé horizontalement dans le sens droite vers
gauche et d’autres mouvements plus locaux correspondant à certaines parties du corps
des coureurs (mains et pieds notamment). Nous observons tout d’abord la très forte
corrélation entre les vecteurs voisins au sein des deux images respectives, en particulier
pour les nombreuses zones correspondant au mouvement global. Environ deux tiers des
vecteurs de l’image ont ainsi la même direction et le même sens, seul la norme du vecteur
varie légèrement selon la vitesse associée aux différentes zones. Les vecteurs correspon-
dant aux mouvements plus locaux sont pour leur part significativement différents des
vecteurs voisins spatialement mais ils se retrouvent dans l’image précédente pour des
blocs relativement proches du bloc colocalisé. C’est en particulier le cas pour les pieds
du coureur au premier plan et les jambes ainsi que le bras du second coureur. Ces champs
de mouvement sont très corrélés entre les deux images et peuvent être pronostiqué en
prolongeant les vecteurs localement.
L’intuition confirmée par les résultats présentés sur la figure 2.6 est donc qu’une très
forte majorité des vecteurs de mouvement se retrouvent dans les blocs voisins à la fois spa-
tialement et temporellement. La prédiction par médian spatial utilisée dans H.264/AVC
est par conséquent pertinente mais seulement de façon partielle dans la mesure où elle
permet en effet de couvrir une majorité des redondances spatiales mais échoue cependant
dès lors qu’une rupture dans le mouvement intervient. Les techniques par compétition de
prédicteurs, telles que celles utilisées dans HEVC et que nous détaillons dans le chapitre
suivant, permettent de corriger une partie de ce problème en augmentant le nombre de
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prédicteurs et en intégrant des prédicteurs temporels. Ce type de solutions apporte des
gains très significatifs, cependant elles n’apparaissent pas encore optimales puisqu’il fau-
drait faire intervenir au moins une quinzaine de prédicteurs en compétition pour capter
quasiment la totalité des redondances mais cela serait alors moins performant du fait du
coût de signalisation engendré. Dans le chapitre 5, nous proposons une solution originale
permettant de franchir ces limites pour coder très efficacement le mouvement.
(a)
(b)
Figure 2.7: Représentation des champs de mouvements de deux images successives de
la séquence Runners 720p codée avec H.264/AVC à QP=22.
2.2 De MPEG-2 à HEVC
2.2.1 MPEG-2, H.264/AVC, HEVC : évaluation des performances
Afin de débuter cette section, nous réalisons une évaluation des performances des trois
dernières générations d’encodeurs standardisés : MPEG-2, H.264/AVC et HEVC. Cette
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comparaison pratique est à mettre en regard de la comparaison théorique proposée dans
la sous-section 1.2.3 du précédent chapitre.
Cette évaluation a été réalisée dans le cadre de cette thèse lors d’une étude prélimi-
naire du codeur HEVC effectuée en collaboration avec l’entreprise ATEME 1 que nous
remercions. Les encodeurs H.264/AVC et MPEG-2 utilisés correspondent à des versions
de recherche développées par ATEME aux performances très poussées proches de solu-
tions utilisées de façon professionnelle. Le but de l’étude est de démontrer la pertinence
de l’arrivée sur le marché du standard HEVC, elle permet dans le cadre de cette thèse
de positionner nos travaux et discuter de l’évolution des schémas de compression. Le
protocole expérimental utilisé pour ces tests est précisé ci-dessous, un large intervalle de
débits ont été visés pour cinq séquences 720p réputées pour leur difficulté de codage et
chaque encodeur a été configuré dans le meilleur profil disponible tout en veillant à uti-
liser des outils comparables. En particulier, aucun outil de contrôle de débit n’est utilisé
pour les trois encodeurs pour lesquelles nous avons seulement défini de façon identique
un delta entre les pas de quantification de chaque type d’image. En outre, l’outil RDO-Q
qui fait varier le pas de quantification au niveau macrobloc est désactivé pour les trois
encodeurs de manière à ne pas biaiser l’étude.
MPEG-2 Meilleur profil (prédiction bi-directionnelle avec 3 images B).
H.264/AVC Profil High (prédiction bi-directionnelle hiérarchique avec 15 images B).
HEVC HM 4.0, Random Access High Efficiency (prédiction bi-directionnelle hiérar-
chique).
Débits Large intervalle de débits pour les codeurs MPEG-2 et H.264/AVC, QP= {22,
27, 32, 37, 42} pour HEVC.
Séquences 5 séquences 720p à 50Hz : Crowdrun, Soccer, Victoria, Runners, Stockholm.
Evaluation Gains débit-distorsion calculés avec la métrique de Bjontegaard et courbes
débit-distorsion (PSNR-Y).
Les résultats obtenus sont tout d’abord résumés dans le tableau 2.2 qui présente
les pourcentages de gains entre deux générations successives d’encodeurs. En moyenne,
des performances du même ordre de grandeur sont obtenues avec 42.0% de gains pour
H.264/AVC face à MPEG-2 et 43.9% pour HEVC en comparaison avec H.264/AVC. Ces
gains sont proches des 50% annoncées et ont été obtenus sur des séquences difficiles à
coder, en particulier la séquence Crowdrun et la séquence Victoria pour lesquelles le gain
entre les deux premiers standards évalués était lui-aussi plus limité. La première est en
effet une séquence de course à pied avec de nombreux détails et beaucoup de mouvement
tandis que la seconde séquence inclut une partie avec des confettis complexe en termes de
reconstruction. L’apport des nouveaux filtres sur ce type de séquence est prépondérant
1. ATEME est une société française leader mondial des solutions d’encodage vidéo professionnelles
H.264/AVC et MPEG-2 pour le marché “Broadcast & Broadband”, supportant tous les formats, du
mobile à la ultra HD et la 3D.
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tandis que les séquences avec un mouvement difficile, telles que les séquences de sport,
bénéficient de l’amélioration du codage du mouvement.
Cette expérimentation tend donc à confirmer les résultats annoncés par le groupe
JCT-VC et prouvent la pertinence du nouveau standard HEVC dans le mesure où l’on
observe le même type de gains obtenus après une période d’activité similaire d’environ
dix ans. Notons de plus que la version d’HEVC que nous avons testée ne correspond pas
à la version finale du standard qui sera défini dans un an et dont les performances seront
certainement supérieures. Enfin, HEVC est encore mieux conçu pour des séquences de
plus grands formats tel que le 1080p où les grandes tailles de partitions sont d’autant
plus judicieuses qu’il y a un nombre plus élevé de pixels.
H.264/AVC vs MPEG-2 HEVC vs H.264/AVC
Crowdrun 31.5 43.6
Soccer 57.8 45.2
Victoria 18.7 31.9
Runners 39.0 44.8
Stockholm 63.1 53.9
Moyenne 42.0 43.9
Table 2.2: Pourcentages de gain moyen sur le débit calculés avec la métrique de Bjon-
tegaard pour les débits moyens entre les standards H.264/AVC et MPEG-2
ainsi qu’entre H.264/AVC et HEVC.
Afin de visualiser ces performances, nous avons représenté les résultats obtenus sur
les figures suivantes. Les figures 2.8 et 2.9 présentent les courbes débit-distorsion des
séquences Crowdrun et Soccer accompagnées d’images extraites des flux vidéo recons-
truits tandis que la figure 2.10 regroupe les courbes des trois autres séquences testées,
Victoria, Runners et Stockholm. Ces courbes confirment les performances annoncées,
en particulier pour les bas débits qui permettent d’atteindre des niveaux de qualités
intéressants de 30dB à 35dB pour les séquences de sports (2.8, 2.9 et 2.10 b) à environ
7Mbits/s et jusqu’à 40db pour ce même type de débit sur une séquence moins complexe
telle que Stockholm (2.10 c).
Les images extraites de la séquence Crowdrun (2.8) encodée à 6.7Mbits/s avec H.264/AVC
(b) et HEVC (c) montrent notamment l’efficacité d’HEVC à restituer des détails diffi-
ciles comme l’arbre au centre de l’image pour lequel les effets de blocs dans H.264/AVC
sont très visibles. L’apport des grandes tailles de blocs combinées aux nouveaux filtres
est quant à lui visible sur l’exemple de la séquence Soccer (2.9) pour lequel la pelouse
est particulièrement bien reconstruite avec HEVC.
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(a)
(b)
(c)
Figure 2.8: Courbes débit-distorsion des trois standards (MPEG-2, H.264/AVC,
HEVC) pour la séquence Crowdrun 720p (a), images tirées de la séquences
encodée à 6.7Mbits/s avec H.264/AVC (b) et HEVC (c).
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(a)
(b)
(c)
Figure 2.9: Courbes débit-distorsion des trois standards (MPEG-2, H.264/AVC,
HEVC) pour la séquence Soccer 720p (a), images tirées de la séquences
encodée à 4Mbits/s avec H.264/AVC (b) et HEVC (c).
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(a)
(b)
(b)
Figure 2.10: Courbes débit-distorsion des trois standards (MPEG-2, H.264/AVC,
HEVC) pour les séquences Victoria (a), Runners (b) et Stockholm (c).42
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2.2.2 Vers une limite des approches conventionnelles ?
L’évaluation des performances des trois générations d’encodeurs a montré que des
sauts de performances proches de 50% entre chaque génération sont confirmés. Afin
d’envisager la prochaine évolution, nous avons souhaité analyser ces encodeurs à travers
leur efficacité de prédiction respective et l’impact de l’augmentation de la compétition.
Cette étude sert de base à nos travaux de la seconde partie du manuscrit.
Evolution de la qualité de la prédiction
L’amélioration des techniques de prédiction entre chacune des générations d’encodeurs
a donné lieu à une réduction des coûts de codage de la texture combinée à une meilleure
qualité de reconstruction.
Tout d’abord, pour apprécier cette évolution entre les standards MPEG-2 et H.264/AVC,
nous présentons sur la figure 2.11 deux images de résiduels obtenus avec chacun de ces
encodeurs. Nous avons considéré une image extraite de la séquence Crowdrun 720p codée
en prédiction Inter bi-directionnelle hiérarchique (image B) et appartenant au dernier
niveau de la hiérarchie. Afin que le test soit pertinent, la même structure de GOP a
été utilisée pour les encodeurs MPEG-2 et H.264/AVC avec trois images B suivies d’une
image P. Nous avons réalisé l’encodage pour un débit classique de l’encodeur H.264/AVC,
autour de 6.6Mbits/s, délivrant un PSNR de 30dB ; le même PSNR a ensuite été obtenu
à l’aide de l’encodeur MPEG-2 pour un débit de 13Mbits/s. La figure (a) correspond
à l’encodeur MPEG-2 et la figure (b) à H.264/AVC. Dans les deux images, les zones
grises sont des zones sans résiduels, le plus souvent obtenues avec le mode Skip. On peut
observer que la densité de résiduels a nettement diminué avec H.264/AVC, en particulier
dans la partie supérieure de l’image où il n’y a alors quasiment plus de résiduels. Ceci
s’explique par la qualité supérieure des vecteurs de mouvement du fait de leur codage
plus efficace dont le mode Skip bénéficie. De la même manière, les multiples partitionne-
ments disponibles dans H.264/AVC permettent une prédiction plus effiace par rapport
au MPEG-2 pour lequel il faut de plus noter la présence de blocs Intra particulièrement
coûteux. Globalement, nous retiendrons que la qualité de la prédiction a effectivement
progressé entre ces deux générations de standards mais il demeure des résiduels dans
certaines zones complexes. L’exemple proposé ici correspond à un type d’image où les
résiduels de texture sont les plus faibles, la comparaison entre d’autres types d’images (I
et P) et par conséquent moins nette. Nous devinons néanmoins que les standards émer-
gents auront davantage de difficultés pour améliorer la qualité de la prédiction qui est
déjà particulièrement efficace avec les outils actuels, en témoigne l’effort particulier qui
a été mené sur les filtres post-reconstructions dans le projet HEVC. Comme nous l’avons
rapporté dans le chapitre précédent (1.2.2.4), trois filtres sont ainsi disponibles alors qu’il
n’y en avait qu’un seul dans H.264/AVC et aucun dans MPEG-2. Ces filtres sont res-
ponsables d’une part très significative du gain total de HEVC car l’unique amélioration
de la prédiction ne suffit plus pour faire progresser les performances de compression.
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(a)
(b)
Figure 2.11: Résiduels d’une image B de la séquences Crowdrun 720p codée avec les
encodeurs MPEG-2 (a) et H.264/AVC (b) pour un même niveau de qualité
(30dB).
Pour juger de cette évolution avec le futur standard HEVC, nous avons représenté
sur les figures 2.12 et 2.13 la répartition des principales données d’un flux HEVC pour
les images de type Intra et Inter respectivement. Ces figures sont à mettre en regard
de celles de la sous-section 2.1.1 obtenues avec H.264/AVC pour les mêmes séquences.
Tout d’abord, nous observons sur la figure (a) que les résiduels de texture pour les
images Intra conservent une proportion significative qui décroît moins rapidement avec
le débit en comparaison des résiduels dans H.264/AVC (figure 2.2). Ainsi, la prédiction
Intra constitue le type de prédiction où il y a le plus à gagner au vue de la taille
particulièrement élevée des images Intra mais on observe néanmoins que les gains en
efficacité de codage y sont plus faibles. Les auteurs de [Li et al. 12] rapporte en effet
des gains de 23% pour HEVC comparé à H.264/AVC en profil Intra alors que 33%
et 41% sont rapportés pour le même test avec des configuration Inter plus ou moins
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complexes. Enfin, la figure 2.13 correspond au cas Inter. De façon un peu moins nette,
nous observons que la proportion des résiduels de mouvement décroît avec le débit de
façon moins rapide que pour H.264/AVC (figure 2.3 et 2.4).
Figure 2.12: Pourcentages moyens du débit des principales données de codage de l’en-
codeur HEVC par rapport au flux complet au sein des images Intra à
différents débits.
Figure 2.13: Pourcentages moyens du débit des principales données de codage de l’en-
codeur HEVC par rapport au flux complet au sein des images Inter à
différents débits.
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La qualité de la prédiction a significativement progressé au cours des deux dernières
décennies pour permettre d’augmenter le ratio de compression. Cette efficacité élevée
des outils existants rend cependant l’émergence de nouvelles techniques plus délicate, en
particulier en Intra où de nombreuses redondances sont déjà exploitées ou dans les images
Inter B où les résiduels sont d’ores et déjà très faibles. Comme nous l’étudions ci-dessous,
cette limite est par ailleurs liée au coût de signalisation de techniques émergentes qui
nécessitent une augmentation de la compétition.
Evolution des choix de codage en compétition
Finalement, nous souhaitons évaluer l’impact de l’augmentation des choix en compé-
tition sur l’efficacité de codage. Notre description du chapitre précédent a en effet mis en
lumière la forte évolution de la compétition depuis le standard MPEG-2 jusqu’au futur
standard HEVC. Cette compétition combinée à une amélioration minutieuse des divers
modules des encodeurs a conduit aux gains présentés précédemment mais cette approche
pourra-t-elle être de nouveau reproduite pour les prochaines générations d’encodeurs ?
Afin de mesurer cette évolution, nous avons fait varier le nombres de paramètres en
compétition pour différents outils de codage de l’encodeur HEVC.
Le premier test concerne les modes de prédiction Intra qui sont au nombre de 35 dans
HEVC. Nous avons comparé plusieurs ensembles de prédicteurs en compétition en pre-
nant soin de conserver les prédicteurs les plus significatifs et d’adapter la signalisation.
Quatre configurations ont ainsi été testées avec respectivement un seul prédicteur (DC),
neufs, dix-huit et trente-cinq prédicteurs. Notons que les deux premières configurations
et la dernière simulent respectivement les modes des standards MPEG-2, H.264/AVC
et HEVC. Le test a été mené en codage Intra uniquement et pour une séquence 720p
composée de plusieurs images uniques issues de séquences classiques, la séquences a en-
suite été encodée pour les pas de quantification QP = {17, 22, 27, 32, 37, 42} et nous
avons mesuré à l’aide de la métrique de Bjontegaard le gain sur le débit à différents
niveau de débit par rapport au test avec un prédicteur unique. Les résultats sont pré-
sentés sur la figure 2.14. Nous observons tout d’abord que l’augmentation du nombre
de prédicteurs en compétition est efficace puisqu’elle améliore significativement les per-
formances par rapport au test avec un unique mode. Les gains vont ainsi de 5% en
moyenne pour le test avec neuf prédicteurs à 8% en moyenne avec les trente-cinq pré-
dicteurs. Ces gains impliquent une amélioration de la prédiction réellement significative
en considérant que le premier test ne nécessite pas de signalisation alors que dans la
configuration correpondant à HEVC, jusqu’à six bins sont nécessaires pour signaler le
choix optimal parmi trente-cinq. Comparées au coût de signalisation, la qualité de la
distorsion et la diminution de la quantité de résiduels résultants sont ainsi suffisament
fortes au sens du compromis débit-distorsion. Cependant, il est important de relever la
nette atténuation des gains avec l’augmentation de la compétition. En effet, alors que
les neufs prédicteurs apportaient un gain de 6%, la configuration avec dix-huit prédic-
teurs est seulement 1.5% au-dessus de la précédente tandis que la dernière configuration
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n’apporte qu’environ 0.5%. Notons d’ailleurs que dans un souci de limitation de la com-
plexité, il est probable que certaines implémentations d’encodeurs HEVC n’exploiteront
pas l’ensemble des directions de prédiction et seront par conséquent sous-optimales dans
la mesure où la signalisation sera toujours réalisée pour l’ensemble des choix. Bien que
le nombre de modes soit multiplié par deux entre chacune des trois dernières configura-
tions, ces résultats montrent donc qu’il sera délicat d’obtenir un nouveau gain significatif
en multipliant de nouveau par deux le nombre de prédicteurs directionnels sans modi-
fications structurelles supplémentaires. Bien que l’ajout de prédicteurs différents des
prédicteurs directionnels pourrait aussi permettre un nouveau progrès, ce type de pré-
dicteurs nécessitent généralement une signalisation additionnelle qu’il sera aussi délicat
de compenser. Un tel constat a été fait pour de nombreux prédicteurs Intra alternatifs
proposés récemment et nous observons que le codeur HEVC n’inclut qu’un seul nou-
veau prédicteur « original » : le Planar (1.2.2.2). Cet outil, dans sa configuration initiale,
necessitait d’ailleurs la transmission d’informations supplémentaires qui ont depuis été
supprimées pour rendre le mode efficace du point du vue du compromis débit-distorsion
malgré une réduction de la qualité de reconstruction par rapport à la proposition initiale.
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Figure 2.14: Pourcentage de gains sur le débit à différents niveaux de débit pour plu-
sieurs nombre de prédicteurs Intra en compétition (9, 18 et 35) par rapport
à un prédicteur unique (testés dans HEVC).
De la même manière, nous présentons un second test réalisé en Inter où nous avons
fait varier le nombre d’images de référence en compétition : une seule référence, deux
et quatre références ont été testées. Nous observons que le passage d’une seule référence
à deux apporte un gain de 2% en moyenne alors que la multiplication du nombre de
références n’apporte que 0.3% de plus environ. Bien que la distance temporelle par
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rapport à l’image courante qui augmente avec le nombre de références doit être pris en
compte pour interpréter ce résultat, l’impact du coût de signalisation dans la limitation
du gain pour le passage à quatre références est réel.
Figure 2.15: Pourcentage de gains sur le débit à différents niveaux de débit pour plu-
sieurs nombre d’images de référence en compétition (2 et 4) par rapport
à une référence unique (testés dans HEVC).
2.3 Bilan
Dans ce chapitre nous avons tout d’abord étudié le schéma de codage de la norme
H.264/AVC. Deux points d’améliorations ont été isolés avec d’une part le sujet de la si-
gnalisation et d’autre part celui du codage du mouvement. L’ensemble des informations
à transmettre en dehors des résiduels de pixels et de mouvement représente en effet une
proportion significative du flux, notamment à bas débit. En particulier, les informations
issues de la mise en compétition de choix de codage constitue un enjeu particulier pour
l’amélioration de l’efficacité de compression. Nous abordons ce point dans le chapitre 4
où une approche originale pour réduire les coûts de signalisation est proposée. La trans-
mission des vecteurs de mouvement est elle-aussi importante au vue de leur proportion
et de leur importance pour la qualité de la prédiction. Le perfectionnement du codage
du mouvement impacte sur la qualité de la prédiction de la texture dont il faut par
conséquent tenir compte. Une piste de recherche que nous explorons dans le chapitre 5
concerne l’exploitation accrue des redondances à la fois spatiales et temporelles au sein
du mouvement.
La dernière section du chapitre, nous a ensuite permis de donner une vue d’ensemble
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sur l’évolution des trois générations d’encodeurs standards, MPEG-2, H.264/AVC et
HEVC. Dans une première évaluation, nous avons ainsi mesuré les performances des trois
encodeurs dont les gains respectifs en efficacité de compression sont effectivement proches
des 50% annoncées. L’étude croisée de la qualité de la prédiction et de l’augmentation de
la compétition au sein de ces encodeurs nous a finalement montré une limite potentielle
de ces schémas. A terme, l’augmentation systématique des choix en compétition semble
en effet pouvoir être un frein aux prochaines évolutions. Afin de proposer une solution à
ce problème, nous étudions le potentiel d’une approche exploitant davantage le décodeur
dans la seconde partie de ce manuscrit.
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Première partie
Approches conventionnelles pour les
schémas de codage vidéo émergents

Chapitre 3
Signalisation, codage du mouvement et
tatouage : un état de l’art
Nos travaux que nous exposons dans cette première partie du manuscrit ont été réali-
sés dans le cadre du développement de codeurs vidéo émergents tels que le futur standard
HEVC. Afin de positionner nos solutions par rapport aux méthodes existantes, nous pro-
posons un état de l’art sur le sujet de la signalisation et du codage du mouvement. Nous
avons montré dans le chapitre précédent que la signalisation des choix de codage repré-
sente une proportion importante du flux, notamment à bas débit, et que ce constat tend
à progresser avec la nouvelle génération d’encodeurs standardisés. Différentes solutions
pour améliorer la transmission de ces informations ont été envisagées et sont rappor-
tées dans ce chapitre. Nous étudions ensuite les méthodes développées pour traiter le
mouvement qui représente lui aussi un fort enjeu dans les schémas de codage prédictifs.
La dernière section de ce chapitre est quant à elle consacrée à l’introduction au do-
maine du tatouage numérique et plus particulièrement à ses applications en vidéo. Com-
pression et tatouage sont deux domaines aux buts contradictoires et nous nous appuyons
sur ce dernier pour proposer une méthode originale de codage dans le chapitre suivant.
3.1 Etat de l’art sur la signalisation des choix de codage
La signalisation des choix de codage est un véritable enjeu pour les codeurs vidéos
émergents où la proportion de cette information augmente significativement à chaque
génération d’encodeur en faisant diminuer le coût des résiduels de textures. La trans-
mission est principalement gérée par l’utilisation de codeurs entropiques qui réduisent
le coût des informations les plus probables. Le codeur entropique CABAC intégré dans
H.264/AVC dispose ainsi de multiples contextes mis à jour au cours du codage dont
l’efficacité est significative. Nous décrirons son fonctionnement pour le traitement des
vecteurs de mouvement dans le chapitre 5 (5.2.3). Malgré cela, la proportion des infor-
mations de signalisations, notamment celles résultantes de la compétition entre choix de
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codage, demeure très coûteuse.
Quelques techniques sont mises en œuvres dans H.264/AVC en dehors du codage entro-
pique avec en particulier l’utilisation du MPM (Most Probable Mode) [Karczewicz & Lainema 02]
pour la transmission des modes de prédiction en Intra 8×8 et 4×4. Cette méthode utilise
le voisinage du bloc courant pour déterminer le mode le plus probable qui peut alors être
codé sur un faible nombre de bits. A partir des modes de prédiction des blocs voisins du
dessus (A) et de gauche (B), le MPM est dérivé comme suit :
MPM(A,B) =
DC si A ou B indisponiblesmin(predA, predB) sinon , (3.1)
où predA et predB sont les modes de prédiction respectifs des blocs A et B, l’ensemble des
modes de prédiction Intra ayant été affecté à un indice fixe (1 : Horizontal, 2 : Vertical,
3 : DC, ...).
Un indice est alors dérivé pour signaler si le mode de prédiction du bloc courant
correspond au MPM. Celui-ci est alors codé sur un seul symbole binaire le cas échéant
tandis qu’il est nécessaire de signaler l’indice du prédicteur parmi huit modes (les neufs
prédicteurs moins le MPM). Dans le cadre de travaux proposant de nouveaux modes de
prédiction Intra, l’auteur de [Moinard 11] a par ailleurs introduit une modification de ce
MPM permettant de signaler efficacement un prédicteur parmi dix : un second MPM est
utilisé. Le futur standard HEVC pour lequel le nombre de prédicteurs à significativement
augmenté utilise une méthode de ce type avec jusqu’à trois niveaux de MPM.
Au-delà de cette solution qui constitue en réalité une prédiction des moyens de prédic-
tion, nous pouvons citer les quelques travaux consistant à exploiter davantage le décodeur
pour réduire la quantité d’informations à transmettre à l’encodage. Un état de l’art ex-
haustif sur ce sujet sera proposé dans le chapitre 6. Peu d’autres techniques originales
pour réduire le coût de signalisation ont été proposées. Citons les approches cherchant à
regrouper des informations à transmettre telle [Shukla et al. 05] qui analyse notamment
un défaut lié à la représentation en arbre quaternaire pour le codage d’image 2D : la
décomposition systématique d’un bloc en quatre sous-blocs empêche deux sous-blocs
ayant des paramètres identiques d’être représentés ensemble. Un algorithme de fusion
de sous-blocs partageant les mêmes données est alors proposé et permet d’améliorer les
performances de codage. C’est cette idée qui est reprise dans le mode Merge introduit
dans HEVC. Plus généralement, la technique consistant à regrouper des paramètres pour
un ensemble donné peut intervenir au niveau slice ou au niveau image. C’est notamment
le cas pour certains paramètres liés aux filtres.
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3.2 Etat de l’art sur le codage du mouvement
L’étude des schémas de codage vidéo dans le chapitre 2 nous a enseigné que la pro-
portion de l’information de mouvement était importante puisqu’elle représente un tiers
du flux environ. La réduction du coût de codage des vecteurs de mouvement et plus gé-
néralement de l’information de mouvement est par conséquent un sujet largement traité
dans les travaux récents.
Nous présentons dans cette sous-section une sélection de travaux sur le codage du
mouvement dont l’étude nous a aidé à développer notre méthode introduite dans le
chapitre 5. Ces travaux sont répartis selon trois catégories traitant respectivement de la
prédiction des vecteurs de mouvement, de leur codage et enfin de nouvelles approches
notamment basées sur une représentation différente du mouvement.
3.2.1 Prédiction des vecteurs de mouvement
A la manière des résiduels de texture, un codage prédictif des vecteurs de mouvement
a été introduit dans les codeurs vidéo afin de réduire l’entropie de l’information à coder.
Un résiduel de mouvement εvm obtenu à l’aide du vecteur prédicteur vmpred est ainsi
transmis à la place du vecteur vm à coder :
εvm = vm− vmpred, (3.2)
où vmpred est généré par l’opérateur de prédiction p : X → vmpred, où X représente
les informations nécessaires pour déterminer la valeur du prédicteur. Typiquement, ces
informations représentent les vecteurs de mouvement des blocs voisins pour le médian
spatial de H.264/AVC comme nous l’avons défini dans le premier chapitre. Ce prédicteur
classique exploite les redondances spatiales du mouvement et permet effectivement de ré-
duire le coût de codage des vecteurs dans de nombreux cas. Il n’est cependant pas optimal
dans plusieurs autres cas, en particulier en présence d’une rupture du mouvement dans
le champ de vecteurs, ce qui laisse par conséquent la place à une amélioration de la pré-
diction. Après l’étude d’autres prédicteurs alternatifs [Ebrahimi 94, Krishnamurthy 97,
Yeh et al. 95] qui s’avèrent très efficaces pour certains mouvement mais moins perfor-
mants en moyenne face au médian spatial, la communauté se dirige maintenant vers un
système de mise en compétition de plusieurs prédicteurs comme en atteste notamment
les travaux de standardisation du codeur HEVC.
Une telle idée a été entrevue dans [Chen & Jr 97, Kim & Ra 99, Natale & Granelli 01]
avant d’être intégrée dans le codeur JM KTA [Jung & Laroche 06] dans le but d’amé-
liorer la prédiction par médian spatial d’H.264/AVC et donc de servir de base à l’outil
AMVP du standard HEVC en cours d’élaboration. Ainsi, l’outil de compétition des vec-
teurs de mouvement prédicteurs (MV-Comp) tel que proposé dans [Laroche et al. 08],
spécifie un cadre pour la compétition des prédicteurs du mode SKIP (défini dans le
chapitre 1) et des vecteurs de mouvement prédicteurs. L’outil sélectionne de façon op-
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timale le vecteur prédicteur à l’aide d’un critère débit-distorsion et tire profit des re-
dondances à la fois spatiales et temporelles des champs de mouvement en utilisant plu-
sieurs prédicteurs en compétition. Ces vecteurs de mouvement prédicteurs sont notés
pi,∇i ∈ {1, . . . , n}, où pi est l’opérateur de prédiction qui génère le vecteur vmpredi .
Ce schéma nécessite alors la transmission d’indices de signalisation du prédicteur
sélectionné. Le débitRvmi généré par le codage de l’information de mouvement du vecteur
de mouvement vm à l’aide du prédicteur pi,∇i ∈ {1, . . . , n} est ainsi exprimé par :
Rvmi = ς(εvmi) + ς(i), (3.3)
où ς(x) est le coût en débit de la donnée x dans le flux, i est l’indice du prédicteur pi,
et εvmi le vecteur de mouvement résiduel à coder, défini par :
εvmi = vm− vmpredi . (3.4)
L’indice du prédicteur sélectionné i∗ satisfait :
i∗ = argmin {Di + λvmRvmi}i∈{1,...,n} , (3.5)
où Di est la distorsion générée et λvm, le multiplicateur de Lagrange de l’estimation de
mouvement.
Notons enfin qu’en cas d’égalité des prédicteurs pi, l’indice n’est pas transmis : ς(i) =
0,∇i ∈ {1, . . . , n}. En pratique ce cas de figure arrive dans environ 20% des cas pour
une compétition entre le médian spatial et le vecteur du bloc colocalisé temporellement.
Dans cette configuration qui permet d’habilement exploiter les redondances spatiales et
temporelles du mouvement, les auteurs font état d’un gain moyen de 4.3% comparé à
H.264/AVC dans le profile High sous les conditions de test définies par le groupe VCEG
[T. K. Tan & Wedi 07]. Il s’agit d’un gain significatif relativement à la faible complexité
ajoutée mais la méthode est néanmoins limitée du fait de la signalisation additionnelle
et d’un problème de lecture des données (parsing) qui anime les activités du groupe
JCT-VC [Jung & Bross 11].
A partir de l’environnement défini par MV-Comp, de nombreuses contributions à la
fois académiques et de standardisation ont traité le sujet de l’amélioration du codage
des vecteurs de mouvement par une meilleure prédiction des vecteurs. Les principaux
travaux sur le sujet sont introduits ci-dessous.
Dans [Dai et al. 09a], un ensemble de prédicteurs candidats est tout d’abord déter-
miné adaptativement à partir des caractéristiques des vecteurs de mouvement des blocs
voisins, le prédicteur optimal est alors sélectionné dans cet ensemble de manière à mi-
nimiser le nombre de bits utilisés lors du codage du résiduel de mouvement. L’indice de
signalisation du prédicteur sélectionné est finalement transmis de façon optimale selon
les règles définies dans [Kim & Ra 99] et un critère basé sur une estimation de mouve-
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ment aux frontières reproductible au décodeur permet de réduire le coût de signalisation
du prédicteur. Un schéma similaire est proposé dans [Won et al. 09] où le concept de
transfert de l’intelligence au décodeur est ici exploité au maximum : aucun indice n’est
transmis au décodeur qui retrouve lui-même le prédicteur sélectionné. Cette technique
améliore légèrement l’efficacité de MV-Comp mais est limitée par une moins bonne sé-
lection des prédicteurs optimaux.
3.2.2 Codage du résiduel de mouvement
La prédiction des vecteurs demeure le sujet de recherche le plus abordé par rapport
au mouvement mais certains travaux se sont aussi concentrés sur le codage du résiduel
ou plus largement de l’information de mouvement. En effet, même avec un outil de
prédiction des vecteurs très efficace, il subsiste des vecteurs coûteux en présence de
mouvements irréguliers ou très complexes.
Parmi ces travaux, citons tout d’abord ceux abordant le sujet du codage du vecteur de
mouvement avec pertes. A la manière des résiduels de texture, les vecteurs peuvent ainsi
être quantifiés avant d’être transmis au décodeur. De tels travaux datant notamment
du milieu des années 1990 ([Lee & Woods 95, Joshi et al. 95]) considèrent le vecteur
de mouvement comme une information quantifiable et lui applique par conséquent une
quantification vectorielle (QV). Cette quantification étant appliquée en boucle fermée,
ces schémas sont limités par la qualité moindre des résiduels de texture calculés par
compensation de mouvement à l’aide du vecteur quantifié. Plus récemment, les auteurs
de [Agostini-Vautard et al. 11] ont introduit un nouveau mode de codage Inter utilisant
une quantification des vecteurs de mouvement dans le standard H.264/AVC avec une
différence majeure par rapport aux précédentes études : les résiduels de texture sont
déterminés à partir des vecteurs non quantifiés. La quantification du mouvement vm y
est définie par :
Q(vm,Qv) =
[
vm
Qv
]
, (3.6)
où [.] est la partie entière.
Mis en compétition avec les modes classiques d’H.264/AVC, ce mode essaye alors d’op-
timiser la distribution des données à coder entre la texture et les résiduels de mouvement.
Le schéma apporte des améliorations encourageantes mais il est cependant limité par la
sélection du pas de quantification optimal Q∗v et le problème de signalisation associé, en
particulier lorsque les tailles de partitions plus petites (4×4) sont activées et augmentent
par conséquent la quantité d’informations de mouvement.
Un second thème de recherche se rapprochant du précédent a attiré l’attention de
la communauté, il s’agit de la notion de résolution adaptative. En s’appuyant sur des
travaux précédents, les auteurs de [Guo et al. 10] ont ainsi mis en avant qu’une résolution
différente pouvait être utilisée de façon adaptative pour coder chaque vecteur. En effet, il
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peut par exemple être intéressant de rester à une résolution entière et économiser les bits
correspondants pour certains mouvements qui ne requièrent pas une précision trop élevé.
Plutôt que de signaler cette résolution à l’aide d’un indice supplémentaire qui impacte
sur l’efficacité de la méthode comme dans les travaux précédents, la résolution est dérivée
au niveau du décodeur à partir de la variance du bloc résiduel. Des gains intéressants
sont obtenus comparé à H.264/AVC lorsque la méthode est appliqué uniquement sur des
tailles de partitions 16 × 16, en particulier pour des bas débits avec un gain moyen de
3.80%. Ce sujet, de résolution adaptative des vecteurs de mouvement, a eu un écho dans
les activités actuelles de standardisation pour HEVC où un groupe de travail a étudié
différentes contributions. Les résultats sont résumés dans le document [Chien 11] et font
état de gains supérieurs à 1%.
Enfin, un peu à la marge des études précédentes, citons le travail [Takahashi & Yamaguchi 09]
où les auteurs proposent deux améliorations du codage du mouvement. Ils traitent tout
d’abord de façon relativement classique le problème de la prédiction en codant adaptati-
vement l’indice de signalisation du prédicteur optimal selon la distribution des différentes
composantes des vecteurs du voisinage. Ils proposent ensuite une amélioration intéres-
sante du codage des résiduels de mouvement : après avoir catégorisé chaque bloc selon
un pronostic de l’amplitude de ce résiduel, une table de codage des vecteurs résiduels est
sélectionnée adaptativement parmi un ensemble de trois tables prédéfinies afin de coder
les vecteurs à moindre coût. La catégorisation du bloc courant est réalisée en fonction
du vecteur prédicteur pi sélectionné. Typiquement, les auteurs classifient le bloc cou-
rant comme faisant partie du même objet que son voisinage si le prédicteur pi définie
par la première étape possède au moins l’une de ses composantes qui est le médian des
composantes des vecteurs de son voisinage, la table correspondante est alors adaptée
pour le codage de faibles résiduels εvm : les mots de codes les plus courts sont affectés
aux faibles résiduels. De la même manière, deux autres groupes de blocs sont définis et
permettent notamment d’associer les plus faibles mots de codes aux résiduels de mouve-
ment potentiellement les plus élevés pour les blocs classifiés parmi les blocs peu corrélés
à leur voisinage . Cette approche semble donc prometteuse dans la mesure où la sélection
des tables a pour but de s’adapter aux types de résiduels, faibles ou élevés (en d’autres
termes, bien ou mal prédits). Des résultats encourageants sont ainsi obtenus en com-
paraison avec le JM KTA version 1.8 qui inclut l’outil MV-Comp (défini dans 3.2.1),
la seconde amélioration apportant en moyenne 0.6% de gains sur le débit dans le profil
Baseline. Il serait cependant intéressant de connaître les performances de la méthode
dans une configuration incluant le codeur entropique CABAC avec lequel la solution
proposée semble sensiblement redondante. Enfin, l’étape de classification des blocs de-
meure délicate et peut entraîner un surcoût de codage en cas de mauvaise classification
d’un bloc.
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3.2.3 Autres approches pour le codage du mouvement
Finalement, nous introduisons ici certains travaux en rupture avec les approches
conventionnelles. En effet, s’il semble acquis que l’exploitation des redondances tem-
porelles via l’utilisation d’une compensation de mouvement est une brique indispensable
des codeurs vidéos actuels la représentation du mouvement et son codage constituent
pour leur part une source importante de travaux de recherches davantage en rupture.
Notons que nous n’aborderons pas ici les techniques consistants à exploiter davantage
le décodeur en réalisant une estimation de mouvement conjointe au codeur et au décodeur
permettant d’économiser la signalisation du vecteur. Ce sujet sera en effet abordé dans
le chapitre d’état de l’art de la seconde partie de cette thèse.
Tout d’abord, mentionnons les travaux sur le mode Merge que nous avons déjà évo-
qué lors de la présentation des principaux outils d’HEVC dans le chapitre 1. Dans
[Marpe et al. 10], les auteurs introduisent cette notion parmi d’autres outils constituant
une des réponses de l’appel à propositions HEVC. Inspiré de précédents travaux, notam-
ment [Shukla et al. 05], cette approche vise à s’adapter à la structure de partitionnement
des blocs en quadtree qui peut donner lieu à une sur-segmentation et elle permet ainsi
d’hériter l’ensemble des paramètres de mouvement (vecteur et image de référence) au
prix d’une signalisation du bloc voisin optimale à la manière de MV-Comp. Le Merge
généralise en ce sens les modes Skip et Direct du standard H.264/AVC et apporte un gain
significatif en économisant le coût de ces paramètres pour des zones voisines appartenant
à un même ensemble de mouvement. Sélectionné dans 40% des cas en moyenne, ce mode
confirme que l’exploitation des fortes corrélations dans le mouvement tant spatiales que
temporelles est une source d’amélioration majeure des codeurs vidéo.
Par rapport aux approches proposant une nouvelle représentation du mouvement,
citons les récents travaux mis en œuvre pour améliorer le standard H.264/AVC et ba-
sés sur une représentation paramétrique [Lakshman et al. 10a, Lakshman et al. 10b]. Un
modèle paramétrique du mouvement permet en effet de représenter plus efficacement
les mouvements complexes tandis que les paramètres additionnels engendrent certes
un surcoût de codage mais offrent aussi davantage de degrés de libertés pour l’opti-
misation débit-distorsion. Inspirés de précédentes contributions [Karczewicz et al. 97,
Wiegand et al. 98], les auteurs proposent de mettre en compétition une telle représen-
tation avec le modèle translationnel classique. Au-delà des performances intéressantes
obtenues par la méthode qui réduit le débit jusqu’à 12% pour une même qualité sur cer-
taines séquences, cette étude montre que la question du mouvement n’est pas cantonnée
au coût de codage des vecteurs. En effet, une meilleure prise en compte de l’ensemble des
mouvements d’une séquence a un impact direct sur la prédiction des blocs de texture. On
peut observer qu’à l’inverse, dans les codeurs actuels, la combinaison d’un modèle trans-
lationnel et d’une prédiction à l’aide d’un ensemble réduit de prédicteurs de mouvement
(voir d’un unique prédicteur, dans H.264/AVC) a pour effet de cantonner les mouvements
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utilisés aux moins coûteux. Cela peut avoir pour conséquence négative d’augmenter le
coût de codage des résiduels de texture lorsqu’un déplacement plus complexe est occulté
pour une signalisation moins coûteuse. C’est un point dont nous tiendrons compte dans
notre étude présentée dans le chapitre 5.
Finalement, une alternative davantage en rupture en termes de représentation du mou-
vement est étudiée dans [Urvoy 11] avec l’étude des tubes de mouvement qui permettent
de représenter la persistance temporelle des textures à travers une description continue
le long de l’axe temporel. Malgré différents problèmes de mise en œuvre, cette technique
met en avant que les redondances dans le mouvement, plus importantes que celles des
blocs uniquement voisins, sont exploitables pour réduire le coût du mouvement.
3.3 Un bref état de l’art sur le tatouage en vidéo
Dans le chapitre suivant, nous introduisons une méthode originale basée sur l’exploita-
tion d’une technique issue du domaine du tatouage vidéo pour améliorer les performances
en compression vidéo. Ces domaines du tatouage et de la compression ont traditionnel-
lement deux buts contradictoires : lorsque le premier ajoute des informations de façon
non-perceptible afin de masquer des données, le second supprime les informations re-
dondantes afin de réduire la taille du média numérique considéré.
Afin de donner les principales notions nécessaires à notre étude du chapitre 4, nous
présentons dans cette section une vue d’ensemble du tatouage, notamment en vidéo,
puis nous étudierons les liens avec la compression.
3.3.1 Tatouage
Le tatouage traite de l’habilité à masquer des informations dans un média numérique
(image, vidéo, son) avec une quantité minimum de dégradation visible. Les données mas-
quées doivent être invisibles pour la perception humaine, elles constituent la marque. Il
y a de nombreuses applications du tatouage : protection par droit d’auteur, authentifica-
tion basée contenu, fingerprinting ou correction d’erreurs (en anglais error concealment).
Pour chaque application, un délicat compromis entre trois paramètres principaux doit
être trouvé :
Capacité représente la quantité d’informations à masquer, aussi appelée le message.
Invisibilité représente la distorsion induite par la marque, elle doit rester imperceptible
par l’observateur humain. Elle est aussi appelée fidélité.
Robustesse représente la résistance de la marque face aux attaques (compression, ro-
gnage, ajout de bruit...).
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Figure 3.1: Problématique du tatouage.
Cette problématique du tatouage est très bien présentée dans les travaux de thèse de
Yann Bodo [Yann 04] dont est tirée la figure 3.1.
Parmi les récentes approches de tatouage appliquées à un signal vidéo, nous distin-
guons trois principales catégories détaillées dans cette section.
La première classe d’approches étend le tatouage d’image fixe en masquant le message
dans chaque image indépendamment de la dimension temporelle [Dittmann et al. 98].
La méthode d’étalage de spectre peut être ainsi utilisée : le message est réparti parmi
un large rang de fréquences du signal de données hôte. Cependant, dans la mesure où
cela permet de réduire les dégradations visibles pour la perception humaine, le domaine
transformé est généralement préféré. Les domaines transformés tels que le domaine on-
delette ou DCT sont ainsi couramment considérés.
La seconde classe de méthodes exploite la dimension temporelle du signal vidéo dans
le but d’améliorer les critères d’invisiblité et de robustesse. L’un des premier travaux à
explorer le sujet [Hartung & Girod 98] consiste en une extension de la théorie de l’étale-
ment de spectre aux vidéos par l’utilisation d’un masque à la fois spatial et temporel dans
le but d’ajuster la force de la marque dans les différentes parties de la vidéo. Parmi les
autres approches, citons l’utilisation d’une décomposition temporelle en ondelettes dans
le but de séparer les composantes statique et dynamique d’une vidéo [Swanson et al. 98]
et une autre contribution [Deguillaume et al. 99] qui considère le signal vidéo comme un
signal en trois dimensions.
Enfin, la dernière classe d’approches pour le tatouage de vidéo est basée sur les carac-
téristiques du standard de compression vidéo lui-même. En effet, d’une part les vidéos
sont classiquement stockées dans une version compressée et d’autre part le traitement
de compression peut être considéré comme une attaque qui pourrait dégrader la marque
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si le tatouage est réalisé avant compression. C’est pourquoi il y a de très nombreuses
contributions qui exploitent le standard de compression pour réaliser le tatouage. En
particulier, le sujet le plus étudié est le masquage d’informations dans les coefficients ré-
siduels transformés par DCT non-nuls d’un flux vidéo. Citons notamment la technique
du Force Even Watermarking (FEW) proposée dans [Nemethova et al. 06] où elle est
utilisée pour la détection d’erreurs. Il s’agit d’un tatouage dit fragile qui masque les in-
formations par modification de la parité des coefficients AC. Cependant cette méthode
peut augmenter le débit, c’est pourquoi d’autres contributions ont étudié en détail le
traitement des codeurs entropiques CAVLC et CABAC du codeur H.264/AVC : dans
[Kim et al. 07], les auteurs proposent de masquer un bit de la marque dans le signe
des Trailing Ones. Ainsi, le débit n’est pas modifié par le tatouage mais cela engendre
par ailleurs une dégradation visuelle qui est diffusée par la propagation d’erreur due
à la prédiction. Dans le but de préserver la qualité visuelle, le schéma proposé dans
[Marvel et al. 00] est basé sur la transmission de données par le masquage de chaque
bit dans la parité de la somme des coefficients transformés. Cette approche astucieuse
permet de sélectionner la modification qui implique la plus faible dégradation de la qua-
lité visuelle, elle est cependant limitée en terme de quantité d’informations à masquer.
D’autres contributions de cette classe d’approches ont aussi exploré le tatouage dans les
vecteurs de mouvement. Cela a été proposé initialement dans [Kutter et al. 97] en mo-
difiant la parité des vecteurs de mouvement afin de masquer les informations. Diverses
améliorations de cette méthode ont par la suite été proposées dans le but de diminuer
l’impact de la marque sur la vidéo [Kuo et al. 08]. Finalement, notons que l’ensemble de
ces méthodes de tatouage peuvent être adaptées selon le type d’image (Inter ou Intra)
comme proposé dans [Su et al. 08].
Plusieurs applications du tatouage diffèrent du but initial de protection par droit
d’auteur. Parmi elles, seulement quelques-unes proposent d’utiliser le tatouage dans un
but de compression comme proposé dans notre approche. La section suivante introduit
ces méthodes.
3.3.2 Tatouage et compression
La notion de tatouage pour la compression (compressive data hiding en anglais) a
été formalisée dans [Campisi et al. 02]. Les auteurs proposent d’exploiter la tatouage
afin d’améliorer l’efficacité de codage : les informations de chrominance sont masquées
dans le domaine transformé en ondelettes de la composante de luminance avant com-
pression, comme représenté sur la figure 3.2. Cette technique peut être vue comme un
pré-traitement dans le but d’améliorer les performances de compression. Ce schéma a
été amélioré dans [Giannoula & Hatzinakos 04] par l’addition du masquage de la com-
posante audio dans la composante de luminance. Un schéma similaire est aussi proposé
dans [Chaumont & Puech 06] en utilisant la DCT à la place de la transformée en on-
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delettes afin de cacher les informations de couleur dans une image JPEG en niveau de
gris.
Figure 3.2: Schéma de compression basé sur le tatouage (extrait de [Campisi et al. 02]).
Ce concept a été présenté dans les travaux plus anciens comme [Swanson et al. 97,
Zhu & Tewfik 97]. Dans ces articles, le signal à compresser est séparé en une partie
d’image hôte et une partie d’image résiduelle. La partie résiduelle est compressée puis
masquée par tatouage dans la partie d’image hôte. Finalement, uniquement la partie
d’image hôte est compressée. Cette idée est appliquée pour le masquage de la composante
audio d’une vidéo dans sa partie visuelle.
Ces schémas confirment que l’utilisation de méthodes de tatouage pour la compres-
sion peut être intéressante. Ces approches théoriques demeurent néanmoins difficilement
applicables dans le cadre strict de la normalisation. Dans le chapitre suivant, nous in-
troduirons notre travail par une étude des principales techniques de tatouage et une
discussion sur leur pertinence dans le cadre d’un standard de compression vidéo tel que
H.264/AVC.
3.4 Bilan
Dans ce chapitre, nous avons proposé trois états de l’art servant de base aux tra-
vaux présentés dans les chapitres de cette première partie du manuscrit. Concernant,
la transmission des informations de signalisation et plus particulièrement des choix en
compétition, nous nous sommes concentrés ici sur les méthodes n’impactant pas le dé-
codeur de façon significative : peu de solutions de ce type sont disponibles au-delà de
l’amélioration des techniques de codage entropique.
Le sujet du codage des vecteurs de mouvement est davantage abordé. Nous avons en
particulier étudié les méthodes basées sur une compétition de prédicteur de mouvement
comme cela est mis en œuvre dans le futur standard HEVC. Ces schémas ont l’avantage
d’exploiter plusieurs corrélations dans le mouvement mais sont limités par la signalisation
générée. Nous proposons dans le chapitre 5 une méthode originale en nous détachant de
cette contrainte et en exploitant davantage d’informations de mouvement.
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Enfin, en écho à l’état de l’art sur la signalisation, nous avons introduit brièvement
le tatouage numérique en vidéo. Le tatouage de manière générale consiste à insérer une
marque au sein d’un média numérique de manière invisible. En vidéo, ces techniques
tirent habilement profit des standards de compression pour masquer un nombre élevé
d’informations. Diverses applications du tatouage existent dont quelques travaux utili-
sant cette approche dans un but de compression en masquant notamment les données
de chrominance dans celles de luminance. En s’inspirant de cette approche, nous propo-
sons dans le chapitre suivant une solution de tatouage intégrée au sein d’un encodeur
H.264/AVC et permettant de transmettre des informations de signalisation.
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Dans les chapitres précédents nous avons mis en lumière un problème classique des
codeurs vidéo modernes : le coût de signalisation des paramètres de codage limite l’apport
de méthodes pourtant efficaces pour le codage de la texture. Dans le contexte des activités
de standardisation il est important d’apporter une solution à ce problème peu traité dans
l’état de l’art.
Dans ce chapitre, nous proposons de réduire ce coût de signalisation en utilisant une
technique issue du tatouage d’image. Tatouage et compression ayant traditionnellement
des buts contradictoires, nous réalisons tout d’abord une étude préliminaire afin de pro-
poser la meilleure solution pour utiliser le tatouage dans un but de compression en s’ap-
puyant sur l’état de l’art proposé dans le chapitre précédent. La méthode est ensuite
détaillée avant d’être appliquée à des données issues du codage Inter puis du codage In-
tra. L’idée principale consiste à masquer des indices de compétition dans les coefficients
résiduels de chrominance et de luminance judicieusement sélectionnés. Afin de mini-
miser l’erreur de prédiction ajoutée par la méthode, la modification des coefficients est
réalisée à l’aide d’une optimisation débit-distorsion.
4.1 Choix préliminaires
Dans le but de retenir la meilleure façon d’utiliser le tatouage pour la compression dans
le cadre très restrictif des codeurs standardisés nous allons étudier dans cette première
section les principales techniques de tatouage introduites dans le chapitre précédent. Les
avantages et les inconvénients sont ainsi considérés afin de sélectionner où et comment
le tatouage peut être réalisé le plus efficacement.
Dans un second temps, nous précisons les éléments de syntaxe considérés au cours de
notre étude à l’aide de l’analyse réalisée dans le chapitre 2.
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4.1.1 Technique de tatouage
L’utilisation d’une technique de tatouage dans un but de compression vidéo nécessite
de judicieusement sélectionner les données pour réaliser le masquage. En effet, les sché-
mas de compression vidéo sont très poussés, en particulier dans le sens du compromis
débit-distorsion. Le cadre de notre étude est donc contraire au cadre des techniques de
tatouage utilisées pour des applications conventionnelles où la qualité visuelle ou bien le
débit de la séquence peuvent être dans une certaine mesure sacrifiés au profit d’un ta-
touage plus robuste ou bien d’un tatouage permettant de masquer un nombre plus élevé
de données. Dans le cadre de notre travail, le schéma proposé devant être construit pour
améliorer les performances de compression, la qualité visuelle et le débit sont par consé-
quent les paramètres majeurs du schéma. A l’opposé, la contrainte de robustesse n’est
clairement pas considérée dans notre schéma. Le problème ainsi posé, nous analysons
maintenant les techniques introduites précédemment.
Tout d’abord, notons que les schémas qui s’appliquent avant compression ([Dittmann et al. 98,
Hartung & Girod 98]) ne sont pas appropriés pour ce travail, en particulier lorsque ces
méthodes interviennent en dehors du domaine transformé. En effet, l’information mas-
quée pourrait être affectée par l’étape de compression et rendre le signal non décodable.
Les premières et secondes classes d’approches évoquées au chapitre 3 ne sont par consé-
quent pas envisagées ici.
La troisième classe de techniques de tatouage présentée précédemment apparaît comme
la plus intéressante pour notre approche. Ce type de méthode permet en effet de masquer
des informations directement dans le flux vidéo compressé tout en tenant compte des
caractéristiques du schéma de compression. Cependant, certaines de ces contributions
restreignent le procédé de prédiction et ne sont elles aussi pas considérées pour notre tra-
vail. Parmi les techniques basées sur une modification des informations de type résiduel,
les contributions [Kutter et al. 97, Kuo et al. 08] qui modifient les vecteurs mouvement
avant codage sont intéressantes mais limitées par la faible capacité de masquage. La
prédiction du vecteur mouvement dans H.264/AVC, basée sur le median spatial, tend
en effet à propager les dégradations résultant du tatouage ce qui rendrait un tel procédé
inefficace dans un standard.
C’est donc le tatouage réalisé dans les résiduels de pixels après transformé et quan-
tification qui a été retenu pour notre travail. Cette technique permet en effet de facile-
ment ajuster les paramètres liés au nombre d’informations à masquer et à la fidélité par
rapport au signal. Au sein de ces contributions, certaines comme [Nemethova et al. 06,
Kim et al. 07] ne sont pas bien adaptées à notre problème parce qu’elles introduisent
une augmentation significative du débit ou bien des détériorations visibles de la qualité
de la vidéo. Comme cela a été expliqué précédemment, l’utilisation du tatouage pour le
codage vidéo implique des contraintes différentes de celles du tatouage classique. Dans
notre cas, une technique de tatouage fixée pour l’ensemble de la séquence à coder (par
exemple le masquage dans le bit de poids faible, LSB) n’est pas adaptée du fait des
caractéristiques du codeur entropique (communes aux codeurs CAVLC et CABAC), no-
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tamment les suites de valeurs égales à un (trailing ones), le codage spécifique des suites
de zéros ou bien l’utilisation de contextes particuliers propres au codeur CABAC. Ces
spécificités donnent lieu à des variations du coût de codage non-attendues qui peuvent
être pénalisantes pour l’efficacité de codage de la séquence. Ajoutons de plus que dans
la mesure où le compromis entre le débit et la distorsion est un point clé du problème, la
méthode proposée devra idéalement permettre de sélectionner la meilleure modification à
l’aide d’une optimisation débit-distorsion. Pour l’ensemble de ces raisons, l’utilisation de
la parité de la somme des coefficients résiduels après transformé et quantification, telle
que proposée dans [Marvel et al. 00], apparaît comme l’approche la mieux appropriée
pour notre étude.
Enfin, en accord avec les caractéristiques de perception du système visuel humain,
nous proposons d’appliquer le tatouage dans les composantes de chroma (U ou V in-
différemment) autant que possible, et dans celle de luma uniquement lorsque cela est
nécessaire.
4.1.2 Informations à masquer
Comme expliqué dans le chapitre 3, quelques contributions ont déjà été proposées pour
utiliser le tatouage dans un but de compression. Dans les références [Campisi et al. 02] et
[Giannoula & Hatzinakos 04], les composantes d’audio et de chrominance sont masquées
dans la composante de luminance avant compression. Contrairement à ces travaux, le
schéma de tatouage proposé dans notre étude est directement introduit pendant le pro-
cessus de compression. Par conséquent nous nous sommes concentrés sur l’ensemble des
indices de compétition générés pour chaque macrobloc tels que le mode, les sous-modes
Intra, la taille de la DCT, ou bien d’autres indices de signalisation de codage.
Pour notre étude nous avons choisi de masquer des éléments de syntaxe utilisés pour
le codage. Plus précisemment, nous nous concentrons sur des indices de signalisations
binaires en comptant sur le fait que le ratio entre la proportion de l’indice considéré
dans le flux et le nombre de coefficients résiduels disponibles permette de masquer suffi-
samment d’indices sans générer une dégradation de la prédiction trop élevée. En accord
avec l’analyse réalisée dans le chapitre 2, ces indices sont :
– en Inter, l’indice généré par l’outil de compétition des vecteurs mouvement (MV-
Comp) qui représente en moyenne 1% du flux en Inter. Précisons à nouveau que
le choix de cet indice vient aussi de notre volonté d’améliorer les performances de
l’outil MV-Comp.
– en Intra, l’indice Most Probable Mode (MPM) qui représente en moyenne 6% du
flux Intra.
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4.2 Description de la méthode proposée
Nous proposons donc de masquer des indices de signalisations binaires dans les coef-
ficients transformés et quantifiés des résiduels de chrominance et de luminance. Dans le
but d’optimiser le compromis à la fois entre la variation du débit et l’impact du tatouage
sur la prédiction, la modification des coefficients est réalisée à l’aide d’une optimisation
débit-distorsion.
Cette section décrit en détail le schéma proposé.
4.2.1 Schéma global
Notre proposition consiste à utiliser les coefficients transformés et quantifiés des ré-
siduels de chrominance et de luminance afin de masquer des indices de signalisation.
Comme cela a été montré dans la section 4.1, le tatouage dans les coefficients trans-
formés est délicat du fait des spécificités du codeur entropique et de la dégradation de
la prédiction qui peut se propager aux blocs suivants et aux images suivantes. Afin de
résoudre ces problèmes et dans la mesure où il est impossible que la méthode proposée
soit systématiquement meilleure que le coût débit-distorsion original du bloc, nous avons
défini deux conditions que la méthode de tatouage d’indices doit satisfaire :
1. Contrôle de la variation du débit : cette variation doit être inférieure au coût de
l’indice à masquer, soit, Rwk − Rk < ς(i), avec Rk le débit original du ke`me bloc,
Rwk le débit du bloc modifié, i ∈ {0, 1} l’indice de signalisation considéré et ς(i) le
coût en débit associé.
2. Minimisation de la dégradation de la prédiction : la modification des coefficients
transformés doit être invisible et l’impact sur la prédiction des blocs suivants et
des images suivantes doit être minimal.
Ces conditions interviennent pour les choix réalisés au niveau de l’encodeur et de-
meurent invisibles pour le décodeur dans la mesure où tous les choix d’optimisation
débit-distorsion sont réalisés au niveau de l’encodeur uniquement. Dans le but de sa-
tisfaire ces conditions, nous proposons d’utiliser la parité de la somme des coefficients
transformés et quantifiés pour masquer les indices de signalisation. Cette solution per-
met de tester différentes modifications des coefficients dans le but de sélectionner la
façon optimale de modifier les coefficients du bloc considéré lorsque cela est nécessaire.
La première condition est respectée en rejetant toutes les modifications qui augmentent
le débit d’une valeur supérieure à ς(i) tandis qu’une optimisation débit-distorsion est
appliquée pour la seconde condition.
Notons an les coefficients non-nuls obtenus après transformée et quantification avant
transmission, correspondant aux résiduels de chrominance et de luminance du bloc cou-
rant, où a1 correspond à la valeur DC et n ∈ {1, ..., N}. Notons alors Sk la somme des
N coefficients non-nuls du ke`me bloc :
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Sk =
N∑
n=1
an. (4.1)
La somme modifiée après insertion de l’information de codage, notée Swk , est obtenue
ainsi :
Swk =
Sk ; |Sk|mod 2 = iSk +mk ; |Sk|mod 2 6= i, (4.2)
où i est la valeur de l’indice à transmettre, i ∈ {0, 1} etmk correspond à la modification
des coefficients lorsque cela est nécessaire. Le critère proposé pour déterminer mk est
décrit dans la section 4.2.2.
Dans le but de minimiser l’impact sur la luminance, la composante utilisée pour le
tatouage est en priorité la chrominance si des coefficients y sont disponibles, et sinon
nous utilisons la luminance. Aussi, afin de limiter la dégradation de la prédiction de
chaque composante, les blocs qui contiennent uniquement des coefficients DC ne sont
pas utilisés : l’indice de signalisation est alors transmis au décodeur. Dans le cas d’un bloc
composé d’un unique coefficient non-nul, nous empêchons toute modification rendant nul
ce coefficient afin de se prémunir de la transmission d’un bloc composé de zéros. Cela
causerait en effet une erreur de décodage : dans la mesure où aucun coefficient n’y serait
disponible, ce bloc ne serait pas considéré comme un bloc contenant un indice masqué
au niveau du décodeur tandis que lors de l’encodage un indice aura été transmis à l’aide
de notre méthode. Un mauvais décodage du flux serait alors réalisé pour lire l’indice de
signalisation.
Il est important de noter que le schéma proposé a aussi la propriété de réduire le
coût de codage des coefficients du fait de l’augmentation de la taille des séries de zéro
notamment. En effet, comme cela sera analysé dans la section résultats 4.3, le schéma
proposé fixe des coefficients à la valeur zéro dans de nombreux cas et le codage de ces
coefficients est par conséquent moins coûteux.
Finalement, l’extraction de l’indice au niveau du décodeur est exprimée comme suit :
i = |Swk |mod 2, (4.3)
où i représente l’indice extrait du ke`me bloc et Swk est la somme des coefficients résiduels
décodés an s’il y a au moins un coefficient AC différent de zéro.
La valeur de l’indice traité est alors fixé à i. S’il n’y a pas de coefficient AC lu dans le
flux, l’indice est décodé de manière classique.
Dans la sous-section suivante, nous décrivons la modification des coefficients transfor-
més au niveau de l’encodeur qui constitue l’étape clé de la méthode.
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4.2.2 Modification des coefficients transformés et quantifiés
Nous proposons d’utiliser un critère débit-distorsion pour sélectionner la meilleure
modification dans le cas où les coefficients transformés et quantifiés nécessitent d’être
modifiés, c’est à dire lorsque :
i 6= |Sk|mod 2. (4.4)
Pour ce faire, nous considérons les N coefficients non-nuls du bloc courant an, an 6= 0
(notons que ce nombre de coefficients N varie d’un bloc à l’autre). Pour chacun des
coefficients, 6 couples débit-distorsion (Rwjn , Dwjn ) sont alors calculés après addition d’une
valeur impaire mj :
awjn = an +mj. (4.5)
Nous avons fait le choix de limiter les valeurs de mj à {−5,−3,−1, 1, 3, 5} car des
valeurs plus élevées induisent une modification trop importante du signal original. Rwjn
représente le débit généré par le codage des coefficients modifiés et Dwjn est la distorsion
associée calculée comme la somme des différences au carré (en anglais sum of squared dif-
ferences, SSD) des pixels reconstruits en considérant la modification. Insistons que le fait
que les couples (Rwjn , Dwjn ) sont associés à un bloc d’une composante donné (luminance,
chrominance U ou V), la distorsion Dwjn correspond donc à l’une de ces composantes.
De plus, notons que les coefficients transformés et quantifiés égaux à zéro ne sont pas
considérés afin de ne pas briser les séries de zéro dont le codage est optimisé. En ef-
fet, de telles modifications entraînent systématiquement une augmentation du débit Rwjn
combinée, dans la plupart des cas, à une augmentation de la distorsion Dwjn .
Finalement, le problème est de sélectionner le couple (an,mj) correspondant au meilleur
compromis débit-distorsion. Nous proposons deux méthodes pour résoudre ce problème.
4.2.2.1 Optimisation débit-distorsion classique
La première méthode est une optimisation débit-distorsion classique avec minimisation
du critère suivant :
Jwjn = Dwjn + λRwjn , (4.6)
où (Rwjn , Dwjn ) est le couple définit ci-dessus et λ est le multiplicateur de Lagrange.
Nous avons déterminé empiriquement les valeurs des multiplicateurs de Lagrange pour
chaque mode et chaque taille de partition à la fois pour les blocs de chrominance et de
luminance. En considérant que le format des vidéos n’influence pas les valeurs de λ
(observé empiriquement), le protocole de détermination des λ est détaillé ci-dessous :
– 5 séquences CIF considérées : Foreman, Mobile, Paris, Tempete, Crew.
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– 7 paramètres de quantification (QPs) représentatifs considérés : 12, 17, 22, 27, 32,
37, 42.
– détermination des multiplicateurs de Lagrange optimaux de chacune des 5 séquences
pour chaque QP : λq(QP ), q ∈ {1, ..., 5} .
– affectation du médian des valeurs obtenues aux multiplicateurs de Lagrange : λ(QP ) =
MEDIAN(λ1(QP ), λ2(QP ), λ3(QP ), λ4(QP ), λ5(QP )).
L’évolution expérimentale des multiplicateurs de Lagrange obtenus est représentée dans
les courbes suivantes respectivement pour la chrominance et la luminance :
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Figure 4.1: Valeurs des multiplicateurs de Lagrange déterminées pour chaque QP, pour
les modes Inter 16×16 à 8×8 dans le cas d’une modification de la chromi-
nance (a) et de la luminance (b).
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Les multiplicateurs de Lagrange obtenus pour chaque mode Inter pour le masquage
dans la chrominance et la luminance respectivement ont été déterminés empiriquement
à partir de ces courbes. Ansi, pour le mode Inter 16×16, les multiplicateurs obtenus sont
exprimés comme suit :
λ16×16(QP ) = γ × 2
QP−12
3 ,
avec :
γ =
4.8 masquage dans la chrominance1.4 masquage dans la luminance .
Des expressions similaires ont été obtenues pour chacune des autres tailles de par-
titions. Notons que le multiplicateur ainsi déterminé attribue davantage d’importance
à la distorsion pour la composante de luminance. En effet, les modifications réalisées
dans cette composante sont plus sensibles que celles réalisées dans la chrominance et
nécessitent par conséquent d’être réalisées plus subtilement.
Au cours de la détermination expérimentale de ces multiplicateurs de Lagrange, nous
avons observé une variance élevée des multiplicateurs optimaux pour chaque séquence.
Selon le contenu de la séquence, l’importance de la composante de distorsion dans le
critère (4.6) est en effet très variable. Par conséquent, il est difficile de déterminer un
multiplicateur optimal parfaitement adapté pour toutes les séquences. Le même com-
portement est observé au niveau macrobloc.
Suite à cette observation, nous proposons une seconde méthode d’optimisation adaptée
pour le schéma de tatouage.
4.2.2.2 Optimisation de Pareto
En alternative nous proposons d’utiliser une méthode de sélection de la meilleure
modification basée sur la théorie de l’optimisation multicritère. Cette méthode est adap-
tative pour chaque bloc. Elle est construite sur la théorie de Pareto [Ehrgott 05] : un
couple donné de variables (an,mj), est dit Pareto-optimal si et seulement si il n’est pas
dominé par un autre couple (an,mj), où (an,mj) domine (an,mj) signifie :
soit :
{
(Rwjn ≤ Rwjn ) et (Dwjn < Dwjn )
}
,
soit :
{
(Rwjn < R
wj
n ) et (Dwjn ≤ Dwjn )
}
,
où (R¯wjn , D¯wjn ) est le couple correspondant aux variables (an,mj). Ces couples consti-
tuent la frontière de Pareto parmi lesquels la modification optimale va être sélectionnée.
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La figure 4.2 montre un exemple de frontière de Pareto. Les points représentent six
couples (Rwjn , Dwjn ) générés par chaque modification mj d’un coefficient transformé non-
nul an, la courbe rouge constitue la frontière de Pareto qui contient les points Pareto-
optimaux.
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Figure 4.2: Frontière de Pareto pour un ensemble donné de couples débit-distorsion.
Nous proposons un schéma en trois étapes qui s’appuie sur cette théorie :
1. Détermination des couples débit-distorsion (R¯wjn , D¯wjn ) qui sont Pareto-optimaux.
2. Normalisation de ces couples :
Rˆwjn =
(Rwjn −Rmin)
(Rmax −Rmin) , Dˆ
wj
n =
(Dwjn −Dmin)
(Dmax −Dmin)
où (Rˆwjn , Dˆwjn ) est le couple normalisé, (Rmin, Rmax) et (Dmin, Dmax) sont les valeurs
minimales et maximales du débit et de la distorsion parmi les couples Pareto-
optimaux.
3. Sélection du meilleur couple parmi les couples (Rˆwjn , Dˆwjn ) par minimisation de la
norme euclidienne :
(Ropt, Dopt) = min
{∥∥∥(Rˆwjn , Dˆwjn )∥∥∥2}n∈[1,N ], j∈[1,6] ,
où la norme euclidienne du couple (R,D) est définie par :
‖(R,D)‖2 =
√
R2 +D2.
Finalement, la modification sélectionnée (an,mj) est celle associée au couple débit-
distorsion optimal (Ropt, Dopt). Notons que les couples ayant une distorsion trop élevée
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sont rejetés par la méthode elle-même afin de ne pas choisir une modification donnant
un bloc reconstruit trop différent du bloc original, cela permet de préserver l’efficacité
de la prédiction dans la mesure où cette modification a un impact sur la prédiction des
blocs suivants. Cette dernière étape de l’optimisation de Pareto affecte le même poids
aux composantes de débit et de distorsion afin de préserver l’équilibre, potentiellement
optimal, entre ces deux composantes (Rk, Dk) avant l’étape de masquage.
Le principal avantage de ce schéma comparé à l’optimisation débit-distorsion classique
est qu’il est indépendant du calcul de multiplicateurs de Lagrange et ainsi adaptatif
pour chaque bloc. L’approche par Pareto permet en effet de comparer tous les meilleurs
couples avec un ordre de grandeur correct lors de l’étape 3. Cependant, l’inconvénient
de ce schéma vient du fait qu’il ne permet pas de tenir compte des paramètres de
quantification, contrairement aux multiplicateurs de Lagrange qui sont fonctions du QP.
De plus, la complexité de calcul de la méthode est un peu plus élevée pour les hauts
débits, mais reste toutefois négligeable pour les moyen et bas débits comme nous le
verrons dans la sous-section 4.3.1.1.
4.2.3 Amélioration de la méthode
Un point clé du schéma proposé est de disposer de suffisamment de coefficients trans-
formés et quantifiés pour le masquage afin de plus facilement balancer entre la modifi-
cation du débit et de la distorsion. Dans ce but, nous proposons de fusionner plusieurs
partitions dans le cas où au moins une des partitions ne dispose pas d’indice à masquer.
C’est par exemple le cas pour l’indice de compétition sur les prédicteurs de mouvement
lorsque ces prédicteurs sont égaux pour une partition Pk et que par conséquent l’indice
associé n’est pas transmis au décodeur. Dans ce cas, nous utilisons les coefficients trans-
formés de la partition Pk pour le masquage de l’indice de la partition suivante Pk+1.
L’indice i′ de la k+ 1e`me partition est ainsi masqué dans les coefficients transformés des
partitions Pk et Pk+1. Le même procédé que celui décrit au-dessus est donc appliqué
avec davantage de coefficients disponibles.
Au niveau du décodeur, l’extraction de l’indice est exprimée comme suit dans le cas
d’une partition courante Pk faisant suite à une partition Pk−1 sans indice à masquer :
i = |Sk + Sk−1|mod 2,
où i représente l’indice de la ke`me partition, Sk et Sk−1 sont respectivement les sommes
des coefficients transformés an des partitions Pk et Pk−1.
4.2.4 Complexité de la méthode
Nous discutons la complexité de la méthode afin de clore la section description. Pour
ce faire, il est important de considérer séparément la partie codeur et la partie décodeur.
Le point principal est que la complexité ajoutée au décodeur est très faible et peut être
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considérée comme nulle par rapport aux autres étapes réalisées lors du décodage. En
effet, le décodeur nécessite uniquement le calcul de la somme des coefficients transformés
et quantifiés puis du modulo de cette somme pour chaque partition d’un macrobloc
possédant au moins un coefficient non-nul. De plus, ce procédé remplaçant pour ces
partitions l’étape de lecture de l’indice dans le flux, le temps de décodage reste stable.
Au niveau de l’encodeur, notons tout d’abord que la complexité ajoutée dépend de
choix non-normatif. Par conséquent, le choix de la modification (amplitude et position)
des coefficients est libre. Des choix plus ou moins complexes sont ainsi possibles. Dans
notre proposition de mise en œuvre, une boucle sur l’ensemble des coefficients est réa-
lisée avec une sous-boucle sur chaque valeur de modification mj. Pour chaque couple,
une évaluation du coût est simulée pour déterminer Rwjn et la boucle de reconstruction
(quantification et transformée inverse) est nécessaire afin de reconstruire le bloc en consi-
dérant la modification pour déterminer la distorsion correspondante Dwjn . Une améliora-
tion simple de la rapidité peut alors consister à restreindre l’ensemble des modifications
testées de mj ∈ {−5,−3,−1, 1, 3, 5} à mj ∈ {−1, 1} par exemple. Nous discuterons plus
en détail cette restriction dans la section 4.3.1.1.
La description de la méthode ainsi terminée, nous présentons dans la section suivante
les performances obtenues dans le codeur H.264/AVC.
4.3 Résultats expérimentaux
La section résultat est divisée en deux parties : tout d’abord la présentation des
résultats obtenus en Inter avec le masquage de l’indice MV-Comp (4.3.1) puis en Intra
avec l’indice MPM (4.3.2). Dans les deux cas, une étude objective puis subjective de la
méthode est proposée.
4.3.1 Masquage d’informations de mouvement
4.3.1.1 Résultats objectifs
4.3.1.1.1 Configuration de tests
La configuration utilisée pour l’ensemble des tests correspond au profil High d’H.264/AVC
avec l’ensemble des outils activés excepté les modes Inter inférieurs à 8×8 (8×4, 4×8 et
4×4) pour lesquels la méthode n’est pas suffisamment adaptée du fait du faible nombre
de coefficients disponibles pour le masquage. Nous avons évalué les performances de
notre outil en comparaison avec cette référence pour un ensemble de séquences de dif-
férentes résolutions et deux ensembles de pas de quantification (QP) correspondant aux
hauts et moyens débits.
Suite à l’analyse réalisée dans le chapitre 2 pour le cas Inter, l’information de signa-
lisation masquée par la méthode correspond à l’indice de compétition des prédicteurs
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de mouvement MV-Comp. Nous rappelons que l’un des arguments de ce choix est la
volonté d’augmenter les performances de cet outil en diminuant le coût de signalisation
qu’il engendre. L’amélioration introduite dans 4.2.3 est activée et les modifications mj
appartiennent à l’ensemble {−5,−3,−1, 1, 3, 5} tandis que c’est la méthode d’optimi-
sation classique qui permet de déterminer le masquage optimal (lorsque ce n’est pas
précisé).
Cette configuration est résumée ci-dessous :
Codeur H.264/AVC, JM KTA version 2.1.
Profil IPPP et IBBP.
Modes Modes Intra 16×16 à 4×4, Skip et Inter 16×16 à 8×8.
Transformée DCT 4×4.
Codeur Entropique CABAC.
QPs deux ensembles testés, Test 1 : {12, 17, 22, 27}, Test 2 : {22, 27, 32, 37}.
Séquences 9 séquences de résolutions CIF à 1080p.
Evaluation Pourcentage de réduction de débit moyen par la métrique de Bjontegaard
[Bjontegaard 01, Jung & Pateux 07].
4.3.1.1.2 Evaluation débit-distorsion
La figure 4.3 donne le pourcentage d’indices de prédiction des vecteurs mouvement
(MV-Comp) transmis et non-transmis grâce au test d’égalité des prédicteurs (cf. Cha-
pitre 3, 1.1.3.1) ou à la méthode de masquage d’indice. Ces pourcentages sont présentés
pour le masquage dans la chroma uniquement et à la fois dans la chroma et la luma.
Nous observons que la proportion de prédicteurs égaux demeure constante quelque soit
le QP. Pour le premier schéma (a), le pourcentage d’indices non-transmis est au final
supérieur à 30% et atteint 90% à haut débit (QP=12). La méthode proposée est parti-
culièrement efficace pour ce débit où environ 70% des indices sont masqués. En effet, le
ratio entre le nombre de coefficients disponibles pour le masquage dans chaque bloc et
le nombre d’indices MV-Comp à transmettre est plus favorable à haut débit.
Pour le second schéma qui ajoute le masquage dans la luma, la même évolution est
observée avec une augmentation d’indices masqués qui atteint 80% pour le QP=12 et
35% pour le QP=32. En effet, le nombre de coefficients transformés disponibles pour le
masquage est logiquement plus élevé dans la composante de luma. Ainsi, à haut débit
aucune transmission d’indice n’est nécessaire grâce au schéma proposé et moins de 50%
à moyen débit.
La méthode proposée est sensible au nombre de coefficients disponibles, et
par conséquent est plus efficace à haut débit.
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Figure 4.3: Pourcentage d’indices MV-Comp transmis ou non-transmis dû au test
d’égalité et au masquage d’indice pour les deux schémas : masquage dans
la chroma (a) et masquage à la fois dans la chroma et la luma (b), pour
trois valeurs de QP.
Notre schéma permet donc d’accomplir le but recherché, particulièrement lors du
masquage dans la luma et la chroma à haut débit, regardons maintenant l’impact de la
méthode sur l’efficacité de codage. Les résultats présentés dans les tableaux suivants (4.1
et 4.2) donnent le pourcentage de gains sur le débit pour chaque séquence pour les deux
masquages. Nous avons de plus souhaité mesurer l’impact du nombre de coefficients
disponibles pour le masquage à l’aide d’un test où seul le partitionnement 16×16 est
activé parmi les modes Inter. Les résultats sont présentés pour les deux séries de QPs.
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En accord avec les conclusions de l’étude du chapitre 2, l’impact sur le codage global
est limité du fait de la proportion de l’indice MV-Comp dans le débit total qui varie de
0.3% à 1.5% pour des QPs de 12 et 32 respectivement. Les résultats obtenus ne sont
cependant pas négligeables et prouvent l’intérêt de notre approche.
Chroma 16x16 Chroma 16x16 à 8x8
QP Test 1 Test 2 Test 1 Test 2
Foreman CIF 0.4 0.6 0.2 0.1
Bbc_news CIF 0.8 0.9 2.3 2.0
Schumacher CIF 0.1 0.4 0.5 0.2
Drama CIF 0.6 0.4 1.7 0.3
News_car CIF 0.8 1.0 2.2 1.9
Rugby CIF 0.6 0.2 1.3 0.6
Keiba3 WVGA 2.4 -0.4 0.4 -0.6
Crowdrun 720p 0.3 0.2 0.6 0.2
Crowdrun 1080p 0.3 0.2 0.6 0.4
Moyenne 0.7 0.4 1.1 0.6
Table 4.1: Pourcentage de réduction du débit moyen pour la méthode de masquage
dans la composante de chroma. Modifications sélectionnées à l’aide de l’op-
timisation débit-distorsion classique.
Le tableau 4.1 donne les gains pour le masquage dans la chroma uniquement. Pour
chaque séquence, la méthode permet systématiquement d’obtenir un gain excepté pour
Keiba3 WVGA à moyen débit. Cette séquence est aussi celle qui a le meilleur gain à
haut débit en Inter 16×16 uniquement, avec 2.4% de gains sur le débit. Cette différence
de comportement s’explique par le nombre élevé de coefficients transformés disponibles
à haut débit, en particulier avec l’Inter 16×16 uniquement lorsque ce mode est utilisé
sur des zones texturées difficile à prédire. Le masquage dans les modes Inter 16×16
à 8×8 permet de meilleurs résultats en moyenne, notamment à haut débit avec 1.1%.
Comme attendu avec la figure 4.3, les résultats selon le QP sont meilleurs pour le premier
ensemble (Test 1) qui correspond aux hauts débits. En effet, du fait de la diminution
des coefficients disponibles pour le masquage, l’efficacité du schéma diminue pour les
bas débits et devient quasiment négligeable pour les très bas débits. Finalement, comme
expliqué dans la section 4.2.1, il est important de noter que la méthode proposée a
potentiellement un double impact sur l’efficacité de codage : d’une part, la diminution
du coût de codage grâce à la non-transmission des indices et d’autre part, l’amélioration
du codage des coefficients résiduels par la suppression des coefficients les moins utiles.
Par conséquent, les gains obtenus par la méthode peuvent être parfois supérieurs au
coût de l’indice lui-même. Ce cas de figure n’est pas fréquent mais se présente pour la
séquence Bbc_news CIF par exemple.
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L’efficacité de la méthode est liée au nombre de coefficients résiduels disponibles. Dans
le but de masquer davantage d’indices, nous avons étendu le schéma en masquant à la
fois dans les résiduels de chroma et de luma. Le tableau 4.2 donne le pourcentage de
gain sur le débit obtenu avec ce masquage.
Chroma+Luma 16×16 Chroma+Luma 16×16 à 8×8
QP Test 1 Test 2 Test 1 Test 2
Foreman CIF 0.7 1.2 0.8 0.3
Bbc_news CIF 0.9 0.3 2.3 1.4
Schumacher CIF 0.4 0.9 0.9 0.5
Drama CIF 0.7 0.5 1.7 -0.1
News_car CIF 0.6 0.5 1.9 1.2
Rugby CIF 0.5 0.3 1.2 0.5
Keiba3 WVGA 2.4 0.6 0.7 0.5
Crowdrun 720p 0.4 0.5 0.8 0.4
Crowdrun 1080p 0.4 0.5 0.7 0.3
Moyenne 0.8 0.6 1.2 0.5
Table 4.2: Pourcentage de réduction du débit moyen pour la méthode de masquage à la
fois dans les composantes de chroma et de luma. Modifications sélectionnées
à l’aide de l’optimisation débit-distorsion classique.
Les gains sont meilleurs en moyenne comparés aux gains précédents, excepté pour le
masquage avec les modes Inter 16×16 à 8×8 à moyen débit, où ils sont équivalents. Le
gain le plus élevé est toujours obtenu pour la séquence Keiba3 WVGA à haut débit avec
le mode Inter 16×16 et pour les séquences Bbc_news CIF et News_car CIF lorsque les
modes Inter 16×16 à 8×8 sont activés avec des gains respectifs de 2.3% et 1.9%.
Cependant, même si le masquage dans la luma permet de cacher davantage d’indices,
le gain sur le débit n’augmente pas en proportion. Ceci est un point important de notre
étude :
le masquage dans la luma doit être réalisé délicatement dans le but de
limiter la propagation aux images suivantes de la dégradation de la
prédiction ajoutée.
Le schéma proposé en Inter peut être évalué vis à vis de son impact sur le débit de
l’information de mouvement contenant les vecteurs de mouvement, les images de réfé-
rence et l’indice des prédicteurs MV-Comp. La figure 4.4 donne le pourcentage moyen de
réduction du débit de l’information de mouvement comparé à la référence sur l’ensemble
des séquences proposées pour le masquage dans la chroma (courbe rouge) et à la fois
dans la chroma et la luma (courbe bleue).
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Figure 4.4: Pourcentage moyen de réduction de la proportion de l’indice dans le débit
de l’information de mouvement comparé à la référence pour l’ensemble des
séquences proposés. Masquage dans la chroma (rouge). Masquage à la fois
dans la chroma et la luma (bleu).
La réduction atteint 20% pour le masquage à la fois dans la chroma et la luma et elle
est d’environ 10% en moyenne. Comme on peut l’observer, la réduction est plus élevée
pour les faibles QPs du fait du plus grand nombre de coefficients résiduels disponibles.
A propos du masquage dans la chroma uniquement, nous observons toujours la même
évolution avec cependant une réduction de l’information de mouvement quasi-nulle à
bas débit. Il est important de noter que l’efficacité de la méthode est très liée au choix
de l’information à masquer. Pour cette étude, l’indice est lié à l’information de mouve-
ment et permet effectivement une réduction significative du débit de l’information de
mouvement. L’impact sur le débit total peut par conséquent être plus bénéfique avec un
indice plus coûteux.
Enfin, la méthode a été évaluée dans une configuration IBBP. Les résultats sont rap-
portés dans le tableau 4.3 pour les deux masquages, les modes Inter 16×16 à 8×8 et les
deux ensembles de QPs. La réduction du débit moyen est plus faible que dans un schéma
IPPP avec 0.7% et 0.4% pour le masquage dans la chroma et la luma. Ces résultats plus
faibles sont expliqués par la meilleure prédiction de la texture obtenue grâce aux images
B qui implique une réduction du nombre de coefficients résiduels disponibles pour le
masquage. Il y a par conséquent une diminution de la proportion d’indices masqués de
la même manière qu’avec l’augmentation du QP. La méthode demeure cependant effi-
cace pour certaines séquences comme Bbc_news CIF et News_car CIF (jusqu’à 1.2%
et 1.8% de gains respectivement) et nous observons de façon générale la même évolution
des résultats pour les deux ensembles de QPs.
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Chroma Chroma+Luma
QP Test 1 Test 2 Test 1 Test 2
Foreman CIF -0.08 -0.04 0.09 0.17
Bbc_news CIF 1.16 0.96 1.10 0.32
Schumacher CIF 0.08 0.28 -0.01 0.64
Drama CIF 1.16 0.30 1.25 0.38
News_car CIF 1.81 1.29 1.82 1.32
Rugby CIF 0.44 0.05 0.42 0.02
Keiba3 WVGA 0.45 0.55 0.14 0.31
Crowdrun 720p 0.44 0.22 0.65 0.31
Crowdrun 1080p 0.52 0.20 0.69 0.28
Moyenne 0.66 0.42 0.68 0.42
Table 4.3: Pourcentage de réduction du débit moyen dans une configuration IBBP pour
les deux masquages, l’optimisation débit-distorsion classique et les modes
Inter 16×16 à 8×8.
4.3.1.1.3 Comparaison des méthodes d’optimisation
Dans ce paragraphe, nous présentons les résultats des deux méthodes d’optimisation
proposées pour la sélection de la modification. Le tableau 4.4 donne le pourcentage
de réduction du débit moyen pour l’optimisation classique et l’optimisation à l’aide de
Pareto. Les résultats sont présentés pour les deux masquages pour les modes Inter 16×16
à 8×8 et le premier ensemble de QP (Test 1).
Optimisation classique Optimisation de Pareto
Chroma Chroma+Luma Chroma Chroma+Luma
Foreman CIF 0.2 0.8 0.2 0.4
Bbc_news CIF 2.3 2.3 2.4 2.1
Schumacher CIF 0.5 0.9 0.5 0.7
Drama CIF 1.7 1.6 1.6 1.5
News_car CIF 2.2 1.9 2.1 2.0
Rugby CIF 1.3 1.2 1.0 1.1
Keiba3 WVGA 0.4 0.7 0.6 0.4
Crowdrun 720p 0.6 0.8 0.6 0.6
Crowdrun 1080p 0.6 0.7 0.6 0.6
Moyenne 1.1 1.2 1.1 1.0
Table 4.4: Pourcentage de réduction du débit moyen pour les deux méthodes d’optimi-
sation pour l’ensemble de QP du Test 1 et les modes Inter 16×16 à 8×8.
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Les résultats obtenus avec l’optimisation classique sont un peu meilleurs en moyenne,
notamment pour le masquage dans la chroma et la luma qui permet respectivement 1.2%
contre 1.0% de gains sur le débit. Pour le masquage dans la chroma uniquement, les
résultats des deux méthodes sont équivalents. En effet, après calcul des couples Pareto-
optimaux, la méthode de Pareto assigne le même poids aux composantes de débit et de
distorsion (après normalisation) tandis que l’optimisation classique favorise davantage
la composante de distorsion. Par conséquent, l’optimisation classique induit une plus
faible altération de la prédiction et les résultats sont en particulier meilleurs lorsque
l’on réalise le masquage dans la luma tandis que l’impact sur la prédiction est moins
visible avec le masquage dans la chroma uniquement. Les résultats sont cependant assez
proches pour considérer que l’optimisation par Pareto constitue une alternative efficace
à l’optimisation débit-distorsion classique dans le cadre de notre méthode.
Pour poursuivre la comparaison des deux méthodes d’optimisation, nous étudions
leurs temps d’exécutions 1 à l’aide du tableau 4.5. Nous avons mesuré les temps de
calcul moyens (en millisecondes) des deux schémas pour chaque bloc pour l’ensemble
des séquences proposées. La différence entre les deux optimisations est négligeable, le
temps de calcul moyen pour les deux optimisations étant de 0.066ms. En effet, parmi les
différentes étapes du schéma proposé, l’étape d’optimisation n’est pas la plus importante
en temps de calcul dans la mesure où elle est toujours plus faible comparée à l’évaluation
des composantes de débit et de distorsion. De plus, il est intéressant d’observer l’évolution
du temps de calcul selon le QP : dans la mesure où il y a davantage de coefficients
résiduels à haut débit, les deux méthodes prennent logiquement davantage de temps à
haut débit (QP=12) par rapport aux plus bas débits (QP=42). De la même manière, la
différence entre les deux méthodes d’optimisation est plus significative pour les débits
plus élevés car la détermination de la frontière de Pareto nécessite alors davantage de
temps pour les blocs avec de nombreux coefficients résiduels.
Optimisation classique Optimisation de Pareto
QP 12 0.09 0.11
QP 17 0.08 0.08
QP 22 0.07 0.07
QP 27 0.06 0.06
QP 32 0.06 0.06
QP 37 0.05 0.05
QP 42 0.05 0.05
Moyenne 0.07 0.07
Table 4.5: Temps de calcul moyen (en millisecondes) sur un bloc pour les deux mé-
thodes d’optimisation à différentes valeurs du pas de quantification (QP).
1. Notons que le temps d’exécution en tant que tel ne reflète pas la complexité mais qu’utilisé sous
forme de ratio, avec deux morceaux de code écrits de manière similaire, il donne une indication correcte.
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En conclusion, le gain sur le débit et le temps de calcul des deux
méthodes d’optimisation sont équivalents et on peut par conséquent
sélectionner l’une ou l’autre des méthodes selon leurs avantages et
inconvénients discutés en section 4.2.2.
En particulier, l’optimisation de Pareto est bien adaptée pour se permettre d’économi-
ser la délicate détermination des multiplicateurs de Lagrange nécessaires à l’optimisation
débit-distorsion classique qui pour sa part ne peut pas être efficace sans ces multiplica-
teurs. Ainsi, c’est la méthode de Pareto que nous utiliserons pour les résultats présentés
dans la sous-section suivante (4.3.2) lors de l’application du schéma de masquage à des
informations de codage de type Intra.
4.3.1.1.4 Analyse du schéma
Le tableau 4.6 donne la position de la marque dans les différentes composantes (en
pourcentage) pour le cas de masquage dans la chroma et à la fois dans la chroma et la
luma. Les résultats sont présentés pour trois valeurs de QP.
Chroma Chroma+Luma
QP 12 QP 22 QP 32 QP 12 QP 22 QP 32
Non-modifié 49.6 50.3 49.7 50.1 49.7 50.2
Chroma DC 3.6 6.9 8.2 3.0 3.2 1.8
Chroma AC 46.8 42.8 42.1 41.0 21.9 7.9
Luma / / / 5.9 25.2 40.1
Table 4.6: Position de la marque (en pourcentage) pour le masquage dans la chroma
uniquement, et à la fois dans la chroma et la luma, pour 3 valeurs de QP.
La première ligne du tableau correspond aux cas où les blocs ne nécessitent pas d’avoir
un coefficient modifié, c’est à dire que la parité de la somme des coefficients résiduels est
déjà correcte. Comme attendu, ce cas représente environ 50% du total et par conséquent
seulement 50% des cas de transmission d’indices nécessitent la modification d’un coeffi-
cient. Par rapport à cette modification, plusieurs observations peuvent être faites. Lors
du masquage dans la chroma uniquement, les coefficients modifiés sont principalement
les coefficients AC qui représentent plus de 40% des coefficients modifiés. En effet, les
coefficients AC ont moins d’importance sur la prédiction que les coefficients DC. De plus,
nous observons que cette répartition évolue avec l’augmentation du QP : davantage de
coefficients DC sont sélectionnés pour les QPs plus élevés (QP=32) qui correspondent
ici à un débit moyen. Ceci peut être expliqué par le plus faible nombre de coefficients
AC dans la chroma pour les moyens et bas débits comparés aux hauts débits, les coef-
ficients DC sont alors plus souvent modifiés. Pour le masquage à la fois dans la chroma
et la luma, une distribution équivalente est observée. Nous observons de plus un point
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intéressant concernant les indices : ils sont majoritairement masqués dans la composante
de chroma à haut débit tandis que c’est la luma qui joue le rôle le plus important pour
les plus bas débits. Il s’agit d’un résultat important de notre étude qui vient confirmer
le comportement de la méthode observée dans les résultats présentés précédemment.
L’efficacité du schéma est en fait très liée au nombre de résiduels de chroma disponibles
tandis que le masquage dans la composante de luma doit être réalisé avec précaution
afin de limiter la propagation d’erreurs de prédiction ajoutées aux images suivantes.
Ainsi, les résultats des tableaux 4.1 et 4.2 peuvent être interprétés par le
fait que le masquage dans la chroma et la luma donne de meilleurs gains
à haut débit lorsque le nombre de coefficients de luma modifiés n’est pas
trop élevé.
Le tableau 4.7 présente, en pourcentage, la sélection de l’amplitude de la modification
mj ∈ {±1,±3,±5} pour différentes valeurs du coefficient résiduel original an.
Chroma Chroma+Luma
mj
an ±1 ±3 ±5 ±1 ±3 ±5
±1 90.0 0 0 86.2 0 0
±2 9.0 0 0 12.0 0 0
±3 0.7 0.1 0 1.3 0.1 0
±4,±5, ... 0.2 0 0 0.4 0 0
Table 4.7: Pourcentage de sélection de l’amplitude de la modification mj relativement
à différentes valeurs de coefficients résiduels originaux an pour le masquage
dans la chroma uniquement, et à la fois dans la chroma et la luma.
Les coefficients transformés qui sont le plus souvent modifiés sont ceux égaux à±1 avec
90% et 86% de sélection respectivement pour le masquage dans la chroma uniquement
et dans les deux composantes. En effet, c’est la valeur de coefficient la plus représentée,
notamment pour les bas débits. La modification de ces valeurs de coefficients entraîne une
faible dégradation visuelle dans la mesure où ce sont les valeurs les moins significatives.
Comme nous l’observons dans le tableau, ces valeurs de coefficients sont principalement
combinées avec une valeur de modification mj aussi égale à ±1 qui permet de réduire le
coût de codage des résiduels par l’augmentation des valeurs nulles dans les coefficients
à coder. A propos de la répartition selon les composantes utilisées pour le masquage,
nous pouvons noter que la répartition des modifications sélectionnées est meilleure pour
le masquage à la fois dans la chroma et la luma du fait de la plus grande diversité de
valeurs de coefficients résiduels dans la luma.
Enfin, notons que la modification ±5 n’est pas sélectionnée du fait de la
trop grande différence engendrée dans la reconstruction du bloc.
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Précisons cependant que les pourcentages présentés dans ce tableau sont arrondis et
que les modifications ±5 et ±3 ont été sélectionnées quelque fois avec des coefficients an
de fortes amplitudes mais de façon négligeable (0.01% et 0.02% de sélection en moyenne
respectivement en chroma et pour les deux composantes). Ces observations confirment
par conséquent la proposition de la sous-section 4.2.4 : la complexité de la méthode
au niveau de l’encodeur peut être facilement réduite en restreignant les modifications
possibles mj à ±1. L’efficacité de la méthode est alors approximativement la même avec
une complexité divisée par quatre.
4.3.1.1.5 Evaluation de la Chroma
Pour clore cette étude objective de la méthode appliquée à l’indice MV-Comp, nous
nous arrêtons en détail sur l’impact du schéma sur la composante de chrominance. Le
tableau 4.8 donne les valeurs de ∆-PSNR moyen (en dB) relativement aux composantes
U et V de la chroma et en regard du pourcentage de gain sur le débit présenté dans le
tableau 4.1 pour les deux ensembles de QPs (Test 1 et Test 2).
∆-PSNR ∆-PSNR Gains sur le
Chroma U (dB) Chroma V (dB) débit (%)
QP Test 1 Test 2 Test 1 Test 2 Test 1 Test 2
Foreman CIF -0.10 -0.01 -0.06 -0.01 0.2 0.1
Bbc_news CIF -0.12 -0.01 -0.20 -0.11 2.3 2.0
Schumacher CIF -0.06 -0.05 -0.16 -0.08 0.5 0.2
Drama CIF -0.20 -0.07 -0.12 -0.02 1.7 0.3
News_car CIF -0.13 -0.06 -0.08 -0.02 2.2 1.9
Rugby CIF -0.22 -0.08 -0.16 -0.07 1.3 0.6
Keiba3 WVGA -0.11 -0.05 -0.07 -0.03 0.4 -0.6
Crowdrun 720p -0.17 -0.08 -0.17 -0.10 0.6 0.2
Crowdrun 1080p -0.15 -0.06 -0.13 -0.03 0.6 0.4
Moyenne -0.14 -0.05 -0.13 -0.05 1.1 0.6
Table 4.8: ∆-PSNR des composantes de chroma U et V (en dB) ainsi que le pourcentage
de gain sur le débit moyen pour le schéma proposé comparé à la méthode de
référence. Masquage dans la chroma uniquement pour les modes Inter 16×16
à 8×8.
Comme attendu, la méthode proposée entraîne une perte systématique sur le PSNR
de chroma pour l’ensemble des séquences. Les pertes sont équivalentes en moyenne pour
les composantes U et V, confirmant la distribution équivalente de la marque. Les pertes
augmentent de 0.1dB pour les hauts débits (Test 1) par rapport aux moyens débits (Test
2). Ceci est expliqué par le nombre élevé de coefficients résiduels modifiés à haut débit
comme nous l’avons vu dans la figure 4.3. Les gains moyens sur le débit introduits dans
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le tableau 4.1 sont rapportés dans la dernière colonne : les pertes les plus élevées sur le
PSNR en chroma correspondent aux séquences avec le gain sur le débit le plus élevé, en
particulier pour les séquences Bbc_news CIF et Drama CIF.
Dans la mesure où il n’y a pas de métrique globalement acceptée par la communauté
afin d’évaluer conjointement chroma et luma, nous ne proposons pas d’évaluation ob-
jective incluant directement la chroma. Cependant, la dégradation de la chroma est une
conséquence naturelle de notre méthode qui ne peut pas être négligée comme le confirme
ce tableau. La question la plus importante est par conséquent de savoir si cette dégra-
dation est perçue par l’observateur humain. Dans ce but, une évaluation subjective est
proposée dans la sous-section suivante afin d’évaluer les artefacts éventuels de chroma.
4.3.1.2 Résultats subjectifs
Protocole Expérimental
Une évaluation subjective est une méthode expérimentale visant à déterminer des
modifications dans la qualité perçue. Chaque test consiste en un couple de stimulis,
comprenant la séquence de référence et la séquence encodée avec la méthode proposée,
affichées dans un ordre aléatoire. Cinq des séquences avec la plus grande perte de chroma
calculée objectivement (tableau 4.8) ont été affichées deux fois : le premier test est pour
une évaluation globale et le second pour une évaluation spécifique de la qualité de la
couleur. Dans ce second test, on demande explicitement aux évaluateurs de se concentrer
sur la distorsion de la chroma. La figure 4.5 détaille l’échelle utilisée pour l’évaluation
de la qualité.
+3
+2
+1
  0
-2
-3
-2
est beaucoup mieux que
est mieux que
est un peu mieux que
est équivalent à
est un peu moins bien que
est moins bien que
est pire que
Séquence 2Séquence 1
Figure 4.5: Echelle d’évaluation de la qualité.
Interprétation
La figure 4.6 présente les résultats obtenus pour chaque séquence lors des deux phases
du test, ainsi que pour deux débits différents : haut débit (a) et moyen débit (b). Les
MOS (en anglais, mean opinion score) et les intervalles de confiance associés sont affichés
pour chaque séquence. La conclusion majeure est que la qualité des séquences (globale et
du point de vue de la couleur) n’est pas visuellement affectée par la méthode proposée.
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Ainsi, aucun évaluateur n’a noté une séquence avec un score supérieur à 1 (« un peu
mieux que »). Nous pouvons par conséquent considérer que les dégradations visuelles
sont invisibles. De plus, nous observons que l’impact est globalement plus perceptible
à haut débit qu’à moyen débit, ce qui confirme les résultats observés précédemment
(4.3.1.1). Bien que la taille des intervalles de confiance nécessite d’être prudent pour
tirer des conclusions de ces résultats, nous pouvons aussi noter que certains évaluateurs
ont mieux noté les séquences encodées avec le schéma proposé, en particulier Keiba3, ce
qui confirme que la qualité des séquences est très proche. Enfin, d’après ces résultats
la modification de la qualité est davantage perceptible pour le second test lorsque les
évaluateurs ont eu la consigne de se concentrer sur la dégradation de la couleur, elle
demeure cependant faible.
                                 
Beaucoup mieux
Pire
   
Moins bien
   
Un peu moins bien
   
Equivalent
   
Un peu mieux
   
Mieux
   
MoyenneKeiba3RugbyNews_carDramaBbc_news
   Test global
Test couleur
Intervalle
de conﬁance
wvgacifcifcifcif
(a)
                                 
Beaucoup mieux
Pire
   
Moins bien
   
Un peu moins bien
   
Equivalent
   
Un peu mieux
   
Mieux
   
Moyenne
   Test global
Test couleur
   
   
Intervalle
de conﬁance
Keiba3RugbyNews_carDramaBbc_news
wvgacifcifcifcif
(b)
Figure 4.6: Evaluation subjective des séquences à haut (a) et moyen (b) débit. Com-
paraison de la référence avec notre méthode.
A titre d’exemple, la figure 4.7 présente des images tirées de la séquence Bbc_news
CIF qui est à priori l’une des séquences les plus dégradées en terme de chroma. La
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figure montre une image de la séquence compressée avec l’encodeur de référence (a),
compressée avec le schéma proposé (b), la différence entre les deux images (c) et enfin
un zoom sur cette image de différence (d). Le test est réalisé à haut débit afin de se
placer dans le cas extrème où un maximum de coefficients sont modifiés. Nous pouvons
distinguer quelques blocs de chroma de moins bonne qualité dans la figure (d) mais la
différence demeure peu perceptible visuellement entre les images (a) et (b).
(a) (b)
(c) (d)
Figure 4.7: Séquence Bbc_news CIF : (a) compressée avec le codeur de référence ; (b)
avec le masquage dans la chroma ; (c) différence entre (a) et (b) ; (d) zoom
de (c). Test réalisé à haut débit.
La méthode proposée n’entraîne pas d’altération subjective majeure, ni de
la séquence complète, ni de la chroma.
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4.3.2 Masquage d’informations Intra
4.3.2.1 Résultats objectifs
4.3.2.1.1 Configuration de tests
La configuration utilisée pour l’ensemble des tests correspond au profil High Intra
d’H.264/AVC avec l’ensemble des outils activés excepté le mode Intra 4×4 pour lequel
la méthode n’est pas suffisamment adaptée du fait du faible nombre de coefficients
disponibles pour le masquage. De la même manière que dans les tests précédents (4.3.1.1),
nous avons évalué les performances de notre outil en comparaison avec cette référence
pour un ensemble de séquences de différentes résolutions au format YUV 4 :2 :0 et deux
ensemble de pas de quantification (QP) correspondants aux hauts et moyens débits. Nous
proposons de plus des tests réalisés sur des séquences au format YUV 4 :4 :4 (4.3.2.1.3)
afin de mesurer l’impact de composantes de chroma supplémentaires sur notre schéma.
Suite à l’analyse réalisée dans le chapitre 2 pour le cas Intra, l’information de signa-
lisation masquée par la méthode correspond ici à l’indice Most Probable Mode (MPM).
L’amélioration introduite dans 4.2.3 est activée et les modifications mj appartiennent
à l’ensemble {−5,−3,−1, 1, 3, 5} tandis que c’est la méthode d’optimisation de Pareto
qui permet de déterminer le masquage optimal. Enfin, point important, le masquage est
appliqué uniquement dans la chroma lors de cette expérimentation.
Cette configuration est résumée ci-dessous :
Codeur H.264/AVC, JM KTA version 2.1.
Profil High Intra.
Modes Modes Intra 16×16 à 8×8.
Transformée DCT 8×8.
Codeur_Entropique CABAC.
QPs deux ensembles testés, Test 1 : {12, 17, 22, 27}, Test 2 : {22, 27, 32, 37}.
Séquences 8 séquences YUV 4 :2 :0 de résolutions qwvga à 1080p ; 12 séquences dispo-
nibles à la fois en YUV 4 :2 :0 et YUV 4 :4 :4.
Evaluation Pourcentage de réduction de débit moyen par la métrique de Bjontegaard
[Bjontegaard 01, Jung & Pateux 07].
4.3.2.1.2 Résultats en YUV 4 :2 :0
La figure 4.8 présente le pourcentage d’indices MPM transmis et non transmis selon
qu’ils aient été masqués dans la composante DC ou AC de la Chroma. Ces chiffres sont
proposés pour trois valeurs de QP. On observe qu’un peu plus de 80% des indices sont
masqués pour le QP=12 et que cette proportion diminue pour le moyen débit avec un
peu moins de 20% des indices masqués. De la même manière que pour l’expérimentation
en Inter, cette évolution s’explique par la variation du nombre de coefficients disponibles
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pour le masquage. Notons cependant que davantages d’indices sont masqués dans ce
test.
Par rapport à la position de la marque, nous observons que les indices sont majori-
tairement masqués dans la composante AC à haut débit tandis que la composante DC
joue un rôle plus important à moyen débit. Par rapport au cas Inter (voir tableau 4.6),
la composante DC est en effet davantage exploitée car elle présente des amplitudes plus
importante en Intra qu’en Inter.
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Figure 4.8: Pourcentage d’indices MPM transmis ou masqués dans les coefficients AC
ou DC, pour trois valeurs de QP.
Le tableau 4.9 donne le pourcentage de gains sur le débit pour chaque séquence et
pour les deux ensembles de QPs. La méthode proposée donne systématiquement un
gain pour toutes les séquences étudiées qui atteint 2.8% et 2.1% pour les séquences
SunFlower 1080p et BlueSky 1080p. Contrairement au précédent schéma proposé en
codage Inter, l’efficacité de la méthode est préservée à moyen débit où le nombre de
coefficients transformés est pourtant moins élevé qu’à haut débit avec respectivement
1.5% et 1.6% de gains sur le débit en moyenne. Ce gain est significatif compte tenu du
fait que la méthode traite seulement un indice de signalisation dont la proportion dans
le flux reste limitée bien qu’étant l’indice le plus coûteux (6% du débit Intra total à
moyen débit). En considérant de plus que la méthode demeure bornée en Intra par le
nombre de blocs ayant des coefficients non nuls, ces gains confirment l’intérêt d’une telle
approche pour réduire le coût de transmission d’indices de signalisation.
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Ensembles de QP Test 1 Test 2
Mobisode2 qwvga 2.3 1.3
RaceHorses qwvga 0.9 1.1
RaceHorses wvga 1.0 1.0
DucksTakeOff 720p 1.4 1.7
BlueSky 1080p 1.3 2.1
DucksTakeOff 1080p 1.6 1.8
SunFlower 1080p 2.8 1.1
Tractor 1080p 1.9 1.5
Moyenne 1.6 1.5
Table 4.9: Pourcentage de gains sur le débit pour les deux ensembles de QPs.
En résumé, cette expérimentation en Intra apporte des gains plus élevés
qu’en Inter du fait du plus grand nombre de coefficients disponibles pour
le masquage.
4.3.2.1.3 Résultats en YUV 4 :4 :4
Dans ce paragraphe, le schéma est appliqué au format de couleur 4 :4 :4 qui est un
format important pour l’amélioration future de la qualité des services vidéos. Dans le
cadre de notre étude, il permet logiquement de masquer davantage d’indices dans la
chroma qu’en YUV 4 :2 :0 comme illustré sur la figure 4.9. Chaque index étant caché
dans plus de coefficients, il y a aussi un impact réduit sur les pixels reconstruits car la
marque est mieux répartie.
Index Index
Y Y
U
U V
V
Figure 4.9: Schéma de masquage en YUV 4 :2 :0 (à droite) et en YUV 4 :4 :4 (à gauche).
Nous avons testé la méthode sur un ensemble de douze séquences disponibles à la fois
au format de couleur YUV 4 :2 :0 et YUV 4 :4 :4. La figure 4.10 donne le pourcentage
moyen d’indices cachés avec le schéma appliqué pour les deux formats pour des QPs de
12 à 37. Le masquage en YUV 4 :4 :4 permet systématiquement de réduire le nombre
d’indices transmis comparé au masquage pour les séquences en YUV 4 :2 :0. Cette
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réduction varie entre 10% et 20% et est plus élevée pour les QPs 17 et 22 où le nombre
de coefficients transformés commence à décroître pour les séquences YUV 4 :2 :0. Pour la
méthode étendue au format de couleur 4 :4 :4, le pourcentage d’indices masqués atteint
93% à haut débit. Comme attendu, moins d’indices sont transmis pour ce format. Cela
est confirmé par une augmentation du gain sur le débit qui atteint 2.60% pour la séquence
DucksTakeOff 720p pour l’ensemble de QPs du Test 2 en YUV 4 :4 :4 (contre 1.70% en
YUV 4 :2 :0).
Notre schéma apporte une amélioration plus significative de l’efficacité de
codage en YUV 4 :4 :4 par rapport au YUV 4 :2 :0 avec une
augmentation de 36% et 47% des gains sur le débit en moyenne pour les
QPs des tests 1 et 2 respectivement.
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Figure 4.10: Pourcentage d’indices masqués en YUV 4 :2 :0 et YUV 4 :4 :4 selon le QP.
4.3.2.2 Résultats subjectifs
De la même manière que pour le cas Inter (4.3.1.2), la figure 4.11 résume les résultats
subjectifs obtenus pour chaque séquence pour les deux phases de tests, à haut (a) et
moyen (b) débits. La conclusion majeure est toujours que la qualité des séquences (glo-
bale et couleur) n’est pas visuellement affectée par la méthode proposée mais elle l’est
cependant un peu plus qu’en Inter du fait du plus grand nombre d’indices masqués. En
dehors de la séquence RaceHorses dont les couleurs sont très vives, aucun score supérieur
à 1 (“un peu meilleur”) n’a été utilisé par les évaluateurs. La dégradation visuelle peut
donc être considérée comme limitée. On peut ici aussi noter que l’impact de la méthode
est davantage perçu à haut débit qu’à moyen débit, ce qui confirme les résultats observés
précédemment. Enfin, la modification de la qualité est davantage perçue dans le test axé
sur la couleur mais reste faible.
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Figure 4.11: Evaluation subjective des séquences à haut (a) et moyen (b) débit. Compa-
raison de la référence avec notre méthode.
La figure 4.12 illustre cette analyse avec la séquence RaceHorses WVGA qui cor-
respond à la perte la plus élevée subjectivement. La figure présente une capture de la
séquence compressée pour un haut débit avec le codeur de référence (a), avec la méthode
proposée (b) et la différence des deux séquences (c).
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(a) (b)
(c) (d)
Figure 4.12: Séquence RaceHorces WVGA : (a) compressée avec le codeur de référence ;
(b) avec le masquage dans la chroma ; (c) différence entre (a) et (b) ; (d)
zoom de (c). Test réalisé à haut débit.
4.4 Bilan
Dans ce chapitre nous avons présenté une application non-conventionnelle du ta-
touage : il est utilisé au sein d’un codeur vidéo pour réduire les coûts de signalisation.
Nous masquons des éléments de syntaxe dans les coefficients résiduels de chroma et de
luma à l’aide d’une optimisation débit-distorsion permettant de minimiser la dégradation
de la prédiction engendrée. Nous avons mis en lumière et résolu les principaux problèmes
liés à une telle approche dans le but d’obtenir un bon compromis entre le gain en coût de
codage, la propagation des erreurs de prédiction dans la luma et les aspects visuels liés à
la chroma. En particulier, les sujets de la quantité de données à masquer, de la position
de la marque ainsi que l’intensité de l’altération des coefficients, ont été abordés.
En moyenne, les gains présentés ne sont pas négligeables avec respectivement, pour
le masquage d’indices en Inter et en Intra, 1.3% et 1.6% de gains sur le débit pour une
évaluation basée sur le PSNR-Y associée néanmoins à une dégradation de la chroma.
Ces résultats sont très liés à la proportion de l’indice traité dans le débit total, qui
est relativement faible dans les deux cas, mais aussi à l’impact de la méthode sur la
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dégradation de la prédiction. Les gains observés ont cependant un réel intérêt (jusqu’à
2.3% en Inter et 2.8% en Intra) et surtout le but recherché est atteint avec 50% d’indices
non-transmis en moyenne. La méthode proposée apparait par conséquent comme une
manière astucieuce et efficace de réduire le coût d’autres informations de codage plus
coûteuses tout en prenant bien soin de faire attention à la dégradation de la composante
de chroma. En particulier, ceci peut être particulièrement utile pour de nouveaux modes
de codage qui apportent une nette amélioration sur les performances en distorsion mais
demeurent limités par le coût de signalisation engendré.
A ce jour, ces travaux ont donné lieu à un stage d’ingénieur [Raad Cisa 11] pour
étudier la mise en œuvre de cette méthode dans le futur standard HEVC. Les résul-
tats très encourageants obtenus ont abouti à plusieurs contributions de notre équipe
[Clare et al. 12] en standardisation repris par d’autres compagnies comme RIM (Re-
search In Motion). Finalement, la solution proposée par RIM [Yu et al. 12] a été jugée
suffisamment efficace et peu complexe pour être intégrée dans la future norme HEVC
[Bross et al. 12] au sein du profil principal.
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Chapitre 5
Codage des vecteurs de mouvement
par redistribution des résiduels basée
sur un pronostic du mouvement
Le codage à moindre coût des vecteurs de mouvement est un enjeu majeur des codeurs
vidéo modernes qui sont basés sur une exploitation très efficace des redondances tempo-
relles. La combinaison d’une estimation de mouvement précise avec une compensation
de mouvement réalisée pour différentes tailles de partitions résulte en effet en une ré-
duction significative du coût de codage de la texture. Par conséquent, la proportion de
l’information de mouvement dans le flux total a augmenté en parallèle et constitue main-
tenant un sujet largement traité dans les récentes contributions. Dans ce chapitre nous
traitons ce sujet délicat avec une approche en rupture par rapport à la plupart des travaux
visités dans le chapitre 3, bâtis principalement sur une compétition des prédicteurs de
mouvement.
L’idée de départ de notre méthode 1 est l’observation de la redondance des vecteurs de
mouvement entre des blocs voisins tant spatialement que temporellement. Après avoir
collecté cette information de mouvement propre à chaque bloc, nous proposons de réali-
ser un pronostic précis de chaque mouvement à l’aide d’un modèle probabiliste avant de
modifier la distribution des vecteurs résiduels à coder afin de privilégier les mouvements
les plus attendus. Après la présentation de notre méthode, nous réalisons une comparai-
son avec l’outil MV-Comp avant d’envisager une manière efficace de combiner les deux
approches.
1. Ce travail a été initié au cours du stage de Julien Le Tanou [Le Tanou 10].
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5.1 Description de la méthode proposée
5.1.1 Schéma global
Dans le chapitre 2 nous avons mis en avant les limites du codeur vidéo H.264/AVC liées
au coût de transmission des vecteurs de mouvement. Ils constituent l’information la plus
importante dès les moyens débits en profil hiérarchique ou bi-prédictif et représentent en
moyenne un quart du flux pour les différents profils Inter. Le sujet du codage des vecteurs
de mouvement est par conséquent un point clé des schémas de compression vidéo comme
le confirme l’inventaire des principaux travaux réalisé au chapitre 3 ainsi que les récentes
activités de standardisation. En particulier, dans le cadre du projet HEVC, le sujet du
codage des vecteurs de mouvement anime de nombreuses études et entraine de nouvelles
problématiques liées à la robustesse ou au décodage des indices de compétition.
Notre méthode, notée MV-FMap pourMotion Vector Forecast and Mapping, se veut en
rupture des méthodes basées sur la mise en compétition de prédicteurs de mouvement,
notamment du fait des difficultés énoncées précédemment. L’idée principale est basée
sur l’observation, présentée dans le chapitre 2, de la forte corrélation entre les vecteurs
de mouvement d’images ou de blocs successifs. Ces corrélations sont certes exploitées
par les méthodes de compétitions de prédicteurs mais cela reste limité du fait du coût
de signalisation du choix de prédicteurs. Par exemple, uniquement deux prédicteurs
(médian spatial et vecteur du bloc colocalisé) sont utilisés dans la configuration optimale
de l’outil MV-Comp [Laroche et al. 08]. En opposition, notre méthode est construite de
telle manière qu’aucun indice de signalisation additionnel ne soit transmis : l’erreur de
prédiction des vecteurs est corrigée a posteriori.
En s’appuyant sur une étape additionnelle d’observation et de pronostic de l’infor-
mation de mouvement, MV-FMap modifie efficacement la distribution des vecteurs de
mouvement résiduels avant codage entropique dans le but d’améliorer leur codage. Ceci
est réalisé pour chaque bloc afin de tirer profit au maximum des corrélations entre vec-
teurs de mouvement. Nous divisons la méthode en trois étapes représentées dans la figure
5.1 :
1. Création de l’information de mouvement à partir de la collecte des vecteurs des
images et blocs précédents.
2. Détermination d’une densité de probabilité de l’ensemble des vecteurs de mouve-
ment résiduels permettant d’affiner l’information de mouvement collectée.
3. Modification de la distribution originale des vecteurs résiduels : les résiduels les
plus probables sont associés à des positions de résiduels de plus faible coût.
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Figure 5.1: Vue globale de la méthode proposée.
Cette redistribution est réalisée au cours de l’estimation de mouvement et elle est re-
productible au niveau du décodeur. Par conséquent, un point majeur de notre méthode
est qu’aucune information additionnelle n’est nécessaire à la différence de plusieurs mé-
thodes introduites dans la chapitre 3. Les trois étapes constituant notre solution sont
détaillées dans les sous-sections suivantes.
5.1.2 Etape 1 : Création de l’information de mouvement
Idéalement, nous souhaitons connaître le vecteur de mouvement optimal d’un bloc
courant ou plus généralement la liste des vecteurs de mouvement pour la prédiction de
l’image courante. Cette information n’est évidemment pas disponible et nous choisissons
de l’approcher à partir des vecteurs de mouvement précédemment codés : ils constituent
l’information de mouvement, dite information observée. Appelons Dvm ⊂ Z2 (respecti-
vement Dr ⊂ Z2) le domaine de définition des vecteurs de mouvement (respectivement
des vecteurs résiduel).
L’histogramme (hivm) des vecteurs de mouvement précédemment codés est défini comme
suit pour chaque bloc bi :
hivm : Dvm −→ N
vm 7−→ n, (5.1)
où n représente le nombre d’occurrences du vecteur vm dans un ensemble prédéfini de
blocs précédemment codés, noté Eib.
Formellement, après initialisation de l’histogramme, appelons vmj, ∀j < i le vecteur
de mouvement associé au bloc bj ∈ Eib, alors (hivm) est mis à jour selon la règle :
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hivm(vmj)← hivm(vmj) + 1. (5.2)
Typiquement, l’ensemble Eib peut être constitué de tous les blocs de l’image courante,
déjà codés, ainsi que tous ceux de l’image précédente pour une information de mouvement
dite globale, ou bien uniquement des blocs voisins spatialement et temporellement pour
une information de mouvement dite locale. Nous comparons ces deux configurations dans
la sous-section 5.3.1.
Afin de s’intégrer dans un schéma de codage vidéo, rappelons que l’encodeur ne trans-
met pas les vecteurs directement mais utilise une prédiction et traite par conséquent
des vecteurs résiduels. Ainsi, pour chaque bloc bi à coder en Inter le vecteur de mou-
vement vmi, déterminé par l’estimation de mouvement, est prédit à l’aide d’un vecteur
prédicteur vmipred fixé (médian spatial dans H.264/AVC). C’est le vecteur de mouvement
résiduel ri = (rix, riy) ∈ Dr qui est alors codé, où ri est défini par :
ri = vmi − vmipred. (5.3)
Dans le cadre de MV-FMap, on déduit l’histogramme des vecteurs résiduels (hir) de
l’histogramme (hivm) en effectuant le changement de variable bi-univoque :
r = vm− vmipred, ∀vm ∈ Dvm, (5.4)
qui équivaut à vm = r + vmipred, ∀r ∈ Dr. Il en résulte :
hir(r) = hivm(r + vmipred), ∀r ∈ Dr = Dvm−vmipred . (5.5)
C’est ce dernier histogramme que nous utiliserons dans la seconde étape afin de pro-
nostiquer les résiduels attendus pour le bloc courant. La figure 5.2 donne un exemple de
distribution de ces résiduels pour un bloc donné. Dans l’image courante, nous avons fait
apparaître les quatre vecteurs associés aux blocs voisins du bloc courant ; ces vecteurs
dits spatiaux sont reportés sur la partie droite de la figure à partir de l’origine du référen-
tiel des vecteurs de mouvement (en noir), classiquement positionnée dans le coin haut et
gauche du bloc courant. En complément des positions de ces vecteurs attendus (points
rouges ou verts) figurent aussi celles des vecteurs collectés dans l’image de référence,
dits temporels. Le référentiel des résiduels, centré sur vmipred, est pour sa part représenté
en vert et permet de visualiser le principe du changement de variable bi-univoque de
l’équation 5.5. Enfin, la fenêtre rouge, elle aussi centrée sur vmipred, représente la zone de
recherche de l’estimation de mouvement FR ⊂ Dr à laquelle nous limitons les résiduels
utilisés pour notre étude. Les résiduels utilisés pour MV-FMap sont à l’intérieur de FR
et sont représentés en rouge.
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FR
Positions de résiduels observés
Positions de résiduels observés 
en dehors de FR
Fenêtre de 
Recherche (FR)
Prédicteur
Image courante
a
d b c
Bloc courant
Bloc voisin
Vecteur Mouvement « spatial »  
Dvm
Dr
vmx
vmy
r x
ry
Image de référence
c1 c2 c3
Bloc colocalisé
c4 c5 c6
c7 c8 c9
Vecteur Mouvement «temporel »
  
Figure 5.2: Exemple de distribution des résiduels observés pour un bloc donné.
En complément de ces vecteurs de mouvement précédemment codés, il est intéres-
sant de noter que l’outil proposé dans ce chapitre permet l’ajout aisé de tout vecteur
prédicteur suffisamment pertinent. Ainsi, certains prédicteurs proposés dans les travaux
détaillés au chapitre 3 ne sont pas assez efficaces dans un cadre MV-Comp. En effet,
même s’ils permettent de coder à moindre coût les vecteurs de blocs spécifiques, ils
restent en moyenne moins intéressants que les prédicteurs classiques comme le médian
spatial et le vecteur du bloc colocalisé du fait du surcoût de signalisation. A l’inverse,
tous ces vecteurs trouvent leur place dans le cadre de l’outil MV-FMap dans la mesure
où ils sont très utiles pour coder certains mouvements. C’est pourquoi nous ajoutons
dans l’histogramme, deux vecteurs particuliers :
Vecteur translaté qui correspond au vecteur appartenant au bloc de l’image précédente
pointé par le médian spatial des vecteurs voisins du bloc courant. Comme repré-
senté sur la figure 5.3, le vecteur médian permet de déterminer le bloc translaté
dont on utilise le vecteur mouvement (en rouge). Dans le cas d’un bloc apparte-
nant à un ensemble (objet, personnage, ...) en mouvement, il permet de retrouver le
vecteur du bloc correspondant au même ensemble au sein de l’image de référence.
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Figure 5.3: Représentation du vecteur translaté.
Vecteur colocalisé déplacé qui correspond au vecteur du bloc colocalisé prolongé selon
sa propre direction d’un nombre prédéfini de positions δ à la résolution pixellique
définie pour la séquence. Ce vecteur, en rouge sur la figure 5.4, est particulièrement
pertinent pour anticiper un mouvement qui aurait débuté dans l’image précédente
mais qui ne se retrouve pas encore parmi les blocs voisins. La valeur du δ est
ajustée proportionnellement à la résolution de la séquence, une résolution élevée
sera ainsi associée à une valeur élevée de δ.
Image courante
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
                                                                                                                                                                                                                   
Bloc courant
Image précédente
Bloc colocalisé
VM colocalisé
VM colocalisé++
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
                                                                                                                                                                                                                    
Figure 5.4: Représentation du vecteur colocalisé déplacé.
Enfin, insistons sur l’importance de prendre des précautions pour ajouter de nouveaux
vecteurs dans l’histogramme. Comme nous le verrons dans les sections suivantes, la clé
de la réussite de la méthode réside dans le compromis entre pertinence des vecteurs et
nombre de vecteurs déplacés par rapport à la distribution originale. Un nombre trop élevé
de vecteurs peu pertinents entraîne une modification trop importante de la distribution,
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qui peut être fatale dans le cas d’un nouveau mouvement non pronostiqué.
A ce stade du schéma, l’information de mouvement est composée uniquement d’obser-
vations brutes des vecteurs précédemment codés. Dans le but de rendre cette information
plus représentative du mouvement attendu, nous réalisons un pronostic précis de la pro-
babilité d’apparition de l’ensemble des vecteurs résiduels. C’est l’objet de la sous-section
qui suit.
5.1.3 Etape 2 : Affinage de l’information de mouvement
A partir de l’histogramme construit dans l’étape 1, le but de cette étape 2 est d’évaluer
la probabilité d’apparition de chaque vecteur résiduel afin de privilégier les résiduels les
plus probables au cours de l’étape 3. L’information brute que constitue l’histogramme
est ainsi affinée pour obtenir un pronostic précis de l’ensemble des résiduels de la fenêtre
de recherche FR. Dans cette optique, à tout bloc à coder bi, nous associons la fonction
de densité pi qui attribue à chaque vecteur résiduel r, une probabilité d’apparition (p =
pi(r)) pour le bloc bi, soit :
pi : FR −→ [0, 1]
r(rx, ry) 7−→ p. (5.6)
5.1.3.1 Théorie de Parzen
Il s’agit à présent d’estimer (au sens statistique) pi, à partir d’un échantillon de n
mesures {x1, x2, ..., xn} supposées indépendantes et identiquement distribuées, d’une va-
riable aléatoire continue X, en dimension d. Nous choisissons l’estimateur de Parzen
défini par (en respectant les notations de l’équation (11), page 64 de [Duda & Hart 73],
à l’exception du paramètre hn que nous notons ln pour ne pas le confondre avec l’histo-
gramme des vecteurs) :
p(x) = 1
n
n∑
i=1
1
(ln)d
ϕ(x− xi
ln
), (5.7)
où ϕ est la fonction noyau, appelée fenêtre de Parzen et ln est donc un paramètre défini
par ln = l1√n , où l1 est le paramètre de lissage, définissant la taille de la fenêtre. Notons
que pour le cas (d = 1) on retrouve bien l’équation (1.7) page 1066 de [Parzen 62].
Les degrés de liberté de cet estimateur sont donc ϕ et l1 :
1. ϕ détermine la forme de l’influence des mesures. Remarquons que pour ϕ =
χ{
Blinf (0,
1
2 )
}, la fonction caractéristique de la boule fermée (en norme infinie) de
rayon 12 , centrée à l’origine, on retrouve l’estimateur basique associé à l’histo-
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sur un pronostic du mouvement
gramme. Cet estimateur n’est pas continu, ce qui constitue un handicap rédhibi-
toire dans le cas de MV-FMap. En l’absence de connaissances a priori, on utilise
classiquement la fonction de densité de la loi normale, centrée réduite, à savoir :
ϕ(u) =
(
1√
2pi
)d
exp
[
−‖u‖
2
2
]
. (5.8)
C’est notre choix pour MV-FMap où le domaine des vecteurs étant en deux di-
mensions, d = 2.
2. l1 détermine le diamètre de la zone d’influence des mesures. Si l1 est petit, chaque
mesure force localement le résultat, indépendamment des autres. Si l1 est grand,
le résultat devient une moyenne pondérée par la distance de la contribution de
l’ensemble des mesures.
La figure 5.5 (tirée de [Duda & Hart 73], page 171) illustre la théorie pour :
– d = 1.
– ϕ, la loi normale ϕ(u) = 1√2pi exp
[
−u22
]
.
– l1 ∈ {0.2, 0.5, 1} (noté h1 sur la figure) .
– n ∈ {1, 16, 256,∞}.
Figure 5.5: Exemple de densités de probabilité estimées par noyau pour différentes
valeurs du paramètre de lissage (h1) et différents nombres de mesures (n).
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On y voit l’effet du paramètre de lissage qui, pour une valeur élevée (h1 = 1) donne
effectivement des courbes très étalées autour des mesures alors qu’avec une valeur faible
(h1 = 0.2), les courbes sont davantage centrées sur les mesures. Ce constat est atténué
avec l’augmentation du nombre de mesures, la densité de probabilité estimée convergeant
logiquement vers la densité de probabilité réelle lorsque n tend vers l’infini.
Nous prenons en compte ces observations, afin d’obtenir un pronostic très efficace des
vecteurs résiduels. Concernant h1, nous privilégierons les valeurs faibles qui induisent
des courbes multi-lobe plutôt étroites. Concernant n, contrairement au cas classique,
un nombre élevé de vecteurs observés peu pertinents fait diverger l’estimateur de façon
non-désirée pour MV-FMap ; c’est notamment le cas avec l’information de mouvement
globale introduite précédemment. Ainsi, n ≈ 15 semble être un bon compromis au vu
de nos nombreuses expériences.
5.1.3.2 Application à notre méthode
En pratique, dans le cadre de MV-FMap, nous effectuons tout d’abord un changement
des notations de [Duda & Hart 73] afin d’éviter toute confusion, à savoir :
– p←→ pi, la densité de probabilité estimée.
– x←→ r, les résiduels.
– n←→ N , le nombre de mesures (on oublie l’exposant i pour alléger les notations).
– l1 ←→ l, le paramètre de lissage, soit : lN = l√N (on oublie l’exposant i pour alléger
les notations).
– i←→ n, l’indice pour la somme.
A partir de l’histogramme des résiduels (hir) obtenu à l’étape 1, nous formons un échan-
tillon de mesures Eir = {r ∈ FR | hir(r) > 0} = {r1, r2, ..., rn} (après renumérotation et
par abus de notations). En appliquant directement la méthode de Parzen en dimension
d = 2, nous définissons alors la densité de probabilité de l’ensemble des vecteurs résiduels
r ∈ FR comme suit :
pi(r) = 12pil2
N∑
n=1
exp
[
−N ‖r − rn‖
2
2l2
]
. (5.9)
Nous prenons finalement en compte le nombre d’occurrences des vecteurs résiduel pour
donner plus de poids à ceux qui figurent dans plusieurs blocs voisins, et obtenons :
pi(r) = 12pil2
N∑
n=1
hir(rn)
Shir
exp
[
−N ‖r − rn‖
2
2l2
]
, (5.10)
où Shir =
∑N
n=1 h
i
r(rn) est un terme de normalisation.
Concernant le paramètre de lissage l (h1, sur la figure 5.5) qui est essentiel dans notre
méthode, nous proposons de le déterminer adaptativement en le reliant à la distribution
des résiduels observés lors de l’étape 1 à l’aide de la formule :
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l = 0.3 + dmoy(h
i
r)
LFR
2
, (5.11)
où LFR représente la taille de la fenêtre de recherche et dmoy la distance moyenne des
résiduels (r ∈ Er) au centre de la fenêtre de recherche FR :
dmoy(hir) =
1
N
N∑
n=1
‖rn‖2 . (5.12)
Typiquement, pour une distribution des résiduels observés dite serrée (dmoy petit), l est
faible et on obtient une distribution, centrée sur les mesures, aboutissant à un pronostic
qui privilégie davantage les résiduels observés. Inversement, pour une distribution des
résiduels observés dite étendue (dmoy grand), l est élevé et résulte en une distribution
étalée des densités de probabilités qui favorise l’anticipation de nouveaux mouvements.
En conclusion, notre pronostic des résiduels les plus probables pour le bloc courant
s’appuie sur la formule (5.10) avec l donné par (5.11). Triés par ordre décroissant de
probabilité, les positions de résiduels sont alors modifiées conformément à l’étape 3
décrite ci-après.
5.1.4 Etape 3 : Redistribution des résiduels de vecteurs de
mouvement
Le but de la troisième étape de MV-FMap est de définir une nouvelle distribution
des résiduels de vecteurs de mouvement, attendus et non-attendus. Mathématiquement
parlant il s’agit de définir une application bijective, dénotée Mapi qui, à une position de
vecteur résiduel originale r associe une position résiduelle cible rm, à savoir :
Mapi : FR −→ FR
r(rx, ry) 7−→ rm(rmx , rmy ). (5.13)
A l’issue des deux étapes précédentes nous définissons les sous-ensembles Li1, Li2, Lim
de FR tels que :
– Li1 ∪ Li2 = FR.
– le sous-ensemble Li1 des vecteurs résiduel attendus est initialisé comme suit :
Li1 = {r ∈ FR | pi(r) > τp},
où τp ∈ [0, 1] définit la valeur de probabilité à partir de laquelle un vecteur résiduel
est considéré comme attendu. (τp = 0) est une valeur par défaut, tandis que (τp > 0)
permet de limiter le nombre d’éléments de Li1 et ainsi de modifier modérément la
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distribution originale des résiduels. En choisissant (τp | Card(Li1) = Na) on peut
réguler le nombre Na de vecteurs résiduel attendus à déplacer.
– le sous-ensemble Li2 des vecteurs résiduel non-attendus est initialisé comme suit :
Li2 = {r ∈ FR | pi(r) ≤ τp} = CFR(Li1).
– le sous-ensemble Lim des vecteurs résiduel cibles est initialisé comme suit :
Lim = {rm ∈ FR}.
Naturellement, à chaque bloc bi, est associé une bijection Mapi qui diffère selon les
résultats des étapes d’observation et de pronostic.
Cette initialisation (Phase 0) est suivie de deux phases successives de mise à jour :
Phase 1. Les résiduels attendus (Li1) sont associés à des positions cibles libres (Lim) de
plus faible coût.
Phase 2. Les résiduels non-attendus (Li2) sont associés à des positions cibles libres (Lim),
de coût, a priori, plus élevé. Un principe de prévoyance est appliqué ici pour mini-
miser les dégradations de la distribution originale afin qu’un nouveau mouvement
non-pronostiqué soit traité au mieux malgré l’intervention de MV-FMap.
Ces deux phases s’articulent autour de l’ordre de parcours de Li1, Li2 et des contraintes
d’associations Cj, j ∈ {1, 3}.
1. L’ordre de parcours.
La liste des vecteurs attendus Li1 est triée pour satisfaire le préordre  ainsi dé-
fini : r  r′ (qui se lit « le résidu r est prioritaire sur le résidu ») si et seulement si
(pi(r) > pi(r′)) ou alors ((pi(r) = pi(r′)) et (‖r‖1 ≤ ‖r′‖1)).
La norme 1 étant définie par ‖r‖1 = |rx| + |ry| . Ce préordre n’est pas anti-
symétrique pour en faire un ordre et il permet de définir des résidus de même
priorité qui ne sont alors pas déplacés. En pratique, les vecteurs résiduels de plus
fortes probabilités sont traités en premier pour être associés à des positions de
très faible coût et lorsqu’ils sont équiprobables, c’est la norme qui les départage
(si possible).
Pour la liste des vecteurs non-attendus Li2, seul le tri selon la norme entre en
compte.
2. Les contraintes d’association.
De manière informelle, le but de ces contraintes est d’assurer l’efficacité de la
méthode en répondant à deux questions :
– une association au cours de la phase 1 (position originale ↔ position cible de
coût inférieur) est-elle pertinente ?
– une association au cours de la phase 2 (position originale ↔ position cible de
coût minimal) est-elle pertinente ?
De manière formelle, trois contraintes se dégagent :
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– Les contraintes Cj, j ∈ {1, 2} :
Cj :
∀r ∈ L
i
j, Map
i(r) = (rm ∈ Lim)
⇒ (rm = argmin∀rm′∈Lm(
∥∥∥rm′∥∥∥
1
))
(5.14)
Ces deux contraintes assurent une distance minimale entre le vecteur résiduel
cible et le centre de la fenêtre de recherche.
– La contrainte C3 :
C3 :
∀r ∈ L
i
1, Map
i(r) = (rm ∈ Lim)
⇒ (|rx| − |rmx | > 0) et (|ry| −
∣∣∣rmy ∣∣∣ > 0) (5.15)
C3 prend en compte les caractéristiques du codeur entropique CABAC en em-
pêchant les associations d’un résiduel attendu à un résiduel cible dont l’une
des composantes est supérieure à la composante correspondante du résiduel at-
tendu. Cette contrainte est très restrictive mais permet d’empêcher un codage
plus coûteux du résiduel par rapport à sa position initiale du fait du modèle de
probabilité sélectionné par l’encodeur.
Au niveau algorithmique, Mapi est une table, Li1, Li2, Lim sont des listes et le processus
global de création de Mapi est résumé comme suit :
Initialisation les listes Li1 et Li2 sont triées selon les ordres de parcours prédéfinis. La
table d’association Mapi est vide.
Phase 1 en suivant l’ordre de parcours prédéfini, chaque résiduel attendu de laIpremière
liste r ∈ Li1 est associé à une position de résiduel cible disponible rm ∈ Lim qui
vérifie les conditions suivantes :
Mapi(r) = rm ⇔
C1C3 (5.16)
Après chaque association de résiduel, les deux listes sont mises à jour :
Li1 ←− Li1 \ {r} et Lim ←− Lim \ {rm} . (5.17)
Phase 2 de la même manière, chaque résiduel non attendu r ∈ Li2 est associé à une
positions de résiduel cible restante qui vérifie la condition suivante :
Mapi(r) = rm ⇔ C2 (5.18)
Comme (5.17), les listes sont mises à jour après chaque association de résiduel :
Li2 ←− Li2 \ r et Lim ←− Lim \ {rm} . (5.19)
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La figure 5.6 présente un exemple d’association : les résiduels des listes Li1 (en rouge)
et Li2 (en cyan) sont représentés sur la colonne de gauche et les positions de résiduels
cibles de la liste Lm sont représentés sur la colonne de droite, les positions libres étant en
bleu tandis que les positions occupées sont entourées en rouge. Les listes sont parcourues
selon une forme en losange (cf. sphère en norme 1) centrée sur la position de plus faible
coût (0,0). Enfin, les flèches rouges et cyans correspondent respectivement aux première
et seconde phases d’associations.
1
A1
Résiduels attendus (L1) 
et probabilités associées
FR
Résiduels non-attendus (L2)
Association conditionnelle (phase 1)
Association conditionnelle (phase 2)
Résiduels cibles
Résiduels cibles occupés 
après la phase 1
Phase 1
Phase 2
r y
r x
r y
r x r x
m
r y
m
r x
m
r y
m
p
0.1
0.3
0.2
0.2
0.1
0.1
Figure 5.6: Exemple type de mise en œuvre des deux phases du processus d’association.
Avant de conclure la présentation de notre méthode, évoquons la question de com-
plexité de la méthode. En ce qui concerne les deux premières étapes de collecte et de
pronostic, leur complexité est clairement dépendante du nombre de vecteurs collectés. Il
est ici nécessaire de trouver un compromis entre efficacité de la méthode et complexité.
La dernière étape de modification de la distribution des vecteurs est pour sa part plus
gênante dans la mesure où il faut parcourir lors des deux phases, les listes Li1 puis Li2 en
parallèle de la liste Lim. Ceci est d’autant plus complexe que la fenêtre de recherche est
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grande, en particulier pour les séquences de hautes résolutions. Nous avons par consé-
quent proposé de mettre à jour la table d’association Mapi au cours de l’estimation de
mouvement afin de construire l’association uniquement pour les résiduels nécessaires.
5.2 Discussion sur l’intégration dans un encodeur HEVC
Avant de présenter les performances de la méthode proposée que nous avons évaluée
dans un encodeur H.264/AVC, nous souhaitons discuter de son intégration au sein du
schéma de codage qui se dessine dans HEVC. Comme cela a été introduit dans le premier
chapitre, le codage du mouvement y est notamment constitué d’une compétition entre de
multiples prédicteurs, du mode Merge, et finalement du codage du résiduel de mouvement
à l’aide d’un codeur entropique CABAC. Nous évoquons ces trois points ci-dessous en
nous concentrant tout d’abord plus précisément sur MV-Comp pour lequel nous avons
proposé une combinaison qui sera évaluée dans la section résultats de ce chapitre.
5.2.1 Interaction avec la méthode de compétition de prédicteurs de
mouvement (MV-Comp)
5.2.1.1 Comparaison des deux méthodes
Comme nous l’avons vu dans l’état de l’art, l’environnement proposé par l’outil MV-
Comp est de plus en plus utilisé et étudié, notamment pour introduire de nouveaux
prédicteurs de mouvement ou bien réaliser une adaptation des ensembles de prédicteurs.
En particulier, le codage du mouvement dans le projet HEVC est basé sur un tel mo-
dèle. Un ensemble fini de prédicteurs de mouvement en compétition est ainsi considéré
et nécessite ensuite de signaler le choix optimal au décodeur à l’aide d’un indice dont
le coût dépend directement du nombre de prédicteurs en compétition. Soit vmpred1 et
vmpred2 deux vecteurs de mouvement prédicteurs différents et vm le vecteur à coder pour
le bloc courant, chacun de ces vecteurs correspond alors à un point potentiel sur lequel la
distribution des résiduels de mouvement à coder va être centrée. A l’opposée, l’outil MV-
FMap prend acte du prédicteur défini et vient corriger la possible erreur de prédiction
en déplaçant les mouvements les plus attendus aux positions les moins coûteuses. Ainsi,
si l’un des deux mouvements correspondants à vmpred1 et vmpred2 correspond effective-
ment au mouvement du bloc courant, les coûts de codage respectifs avec MV-Comp et
MV-FMap seront équivalents. Autrement, MV-FMap tirera profit d’une grande variété
de mouvements codables à moindre coût tandis que MV-Comp sera plus efficace pour
coder un vecteur proche d’un des prédicteurs. On peut donc assimiler le déplacement
d’un résiduel dans MV-FMap à un changement de prédicteur dans MV-Comp. Une vue
d’ensemble de la comparaison des deux outils est présentée dans le tableau 5.1 pour
résumer cette étude.
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MV-Comp MV-FMap
outil « simple » et peu complexe, pas de coût de signalisation additionnel,
Avantages exploitation des redondances anticipation de nouveaux mouvements
spatiales et temporelles
Limites coût de la signalisation additionnel coût très élevé si erreur du pronostic,
complexité non négligeable
Table 5.1: Résumé de la comparaison MV-Comp/MV-FMap.
A la lumière de ces observations, MV-Comp et MV-FMap semblent pouvoir cohabiter
pour tirer profit des avantages des deux approches et c’est pourquoi nous proposons une
combinaison détaillée ci-après.
5.2.1.2 Proposition de combinaison des méthodes
Notons tout d’abord qu’une combinaison partielle des deux outils consiste à exploi-
ter les deux premières étapes de MV-FMap pour générer les Npred meilleurs vecteurs
prédicteurs à mettre en compétition dans le cadre de MV-Comp. Les prédicteurs cor-
respondent alors aux vecteurs ayant le meilleur pronostic à l’issue de la seconde étape
de MV-FMap. Cette combinaison n’utilise cependant pas la redistribution des résiduels
qui apporte une réelle efficacité de codage.
Une première solution intuitive pour combiner effectivement les deux outils et profiter
à la fois d’une prédiction pertinente et d’un codage efficace des résiduels consiste à définir
un histogramme des vecteurs résiduels (hi,jr ) pour chaque vecteur prédicteur vmpredj , j ∈
{1, ..., Npred}, Npred étant le nombre de prédicteurs en compétition. Ces histogrammes
(hi,jr ) sont construits à partir d’un unique histogramme des vecteurs de mouvement (hivm)
comme défini dans (5.1), en effet celui-ci est indépendant des vecteurs prédicteur. Le
changement de variable bi-équivoque de l’équation (5.5) devient vm = r+ vmipredj , ∀r ∈
Dr et il en résulte :
hi,jr (r) = hivm(r + vmipredj), ∀r ∈ Dr = Dvm−vmipredj . (5.20)
Les deux étapes suivantes de MV-FMap sont alors appliquées pour chacun des histo-
grammes.
Afin d’améliorer cette solution est de tirer davantage profit des caractéristiques des
deux méthodes, nous proposons d’adapter les histogrammes des vecteurs de mouvement
selon l’origine des prédicteurs vmpredj . Définissons E
i,j
b , j ∈ {1, ..., Npred} l’ensemble de
blocs précédemment codés liés au prédicteur vmpredjpour le bloc bi. Typiquement, E
i,j
b
correspond à l’ensemble des blocs voisins spatiaux pour le vecteur prédicteur médian
tandis qu’il correspond à l’ensemble des blocs voisins temporellement (dans l’image de
référence), pour le vecteur prédicteur colocalisé. La mise à jour de l’histogramme, en
référence à (5.2), devient alors :
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hi,jvm(vmk)← hi,jvm(vmk) + 1, (5.21)
∀vmk, k < i, associé au bloc bk ∈ Ei,jb . La suite du schéma est alors identique.
Cette solution constitue la seconde combinaison que nous évaluerons dans la sous-
section 5.3.2. Avant cela, nous évoquons dans la suite de cette section les interactions de
MV-FMap avec le mode Merge et le codeur entropique CABAC.
5.2.2 Interaction avec le mode Merge
Le mode Merge [Marpe et al. 10] est un outil majeur pour le codage du mouvement du
futur standard HEVC. Comme nous l’avons introduit précédemment (3.2.3), il consiste
à hériter l’ensemble des paramètres de mouvement d’un blocItemize lorsque cela est
pertinent. C’est une solution intuitive au problème inhérent à la représentation en arbre
quaternaire de HEVC qui donne lieu à un surpartitionnement des images et donc au
codage répété d’un même mouvement. Il étend le concept du mode Direct d’H.264/AVC
et permet donc de ne pas transmettre de vecteurs en tant que tel au prix de la signali-
sation de la partition dont le mouvement est hérité. Dans la mesure où aucun résiduel
de mouvement n’est transmis, il n’est pas possible d’envisager une combinaison avec
notre méthode autre que l’exploitation de nos deux premières étapes de collecte et pro-
nostic du mouvement qui permettent de fournir des candidats au mode Merge. Celui-ci
est par contre un sérieux concurrent de MV-FMap en termes d’efficacité de codage car
il permet de capter quasiment toutes les redondances dans le mouvement parmi l’en-
semble des partitions voisines spatialement mais aussi temporellement. Ainsi, d’après les
premiers tests réalisés, plus de 50% des partitions Inter utilisent le mode Merge dans
HEVC et les résiduels de mouvement qui sont alors codés pour d’autres partitions cor-
respondent principalement à de nouveaux mouvements pour lesquels MV-FMap n’est
pas systématiquement efficace. On visualise sur la figure 5.7 les régions codées avec la
même information de mouvement qui sont nombreuses et réduisent en effet le nombre
de partitions pour lesquelles un vecteur est effectivement codé.
Figure 5.7: Sélection du mode Merge pour la séquence ParkScene tirée de
[Marpe et al. 10]. Sur la figure de droite, les bordures blanches délimitent
l’ensemble des partitions codées avec la même information de mouvement.
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La cohabitation du mode Merge avec notre méthode semble par conséquent délicate
mais il faut cependant noter qu’en biaisant ainsi le codage du mouvement, le mode
Merge entraîne un manque de diversité dans le mouvement qui peut avoir un impact
subjectif négatif, en particulier à bas débits. D’un point de vue débit-distorsion le mode
Merge peut en effet être utilisé très fréquemment du fait de sont faible coût alors que le
mouvement hérité n’est pas le plus pertinent. Au contraire, MV-FMap qui autorise bien
évidemment l’apparition de nouveaux mouvements, permet aussi de coder à moindre
coût des faibles variations autour d’un mouvement principal pour capter ainsi plus effi-
cacement les redondances temporelles du signal.
5.2.3 Interaction avec le codeur entropique CABAC
Le codeur entropique CABAC (en anglais, Context Adaptative Binary Arithmetic Co-
der) est déjà présent dans H.264/AVC [Marpe et al. 03] et nous en tenons compte lors
de la dernière étape de MV-FMap (5.1.4) qui inclut une règle pour la redistribution
des résiduels avec la contrainte C3 (5.15). Le même codeur entropique étant utilisé dans
HEVC, nous revenons ici sur l’interaction entre CABAC et notre méthode. En effet,
on peut voir une certaine redondance entre CABAC et notre méthode dans la mesure
où le but de MV-FMap est de capter le mouvement potentiel du bloc courant à par-
tir des blocs précédemment codés pour coder à moindre coût les mouvements les plus
probables. CABAC exploite pour sa part les redondances entre les symboles à l’aide de
multiples modèles de probabilités qui sont sélectionnés adaptativement en fonction des
symboles déjà codés dans le voisinage puis mis à jour au fil du codage. Ainsi, le codeur
entropique s’adapte pour coder à moindre coût les symboles les plus probables dans un
certain voisinage et permet donc d’effectivement coder sur peu de bits les mouvements
les plus probables dès lors qu’il choisit le bon modèle. Cependant, ce choix de modèle
est limité et a tendance à biaiser la décision tandis qu’un choix de modèle non-optimal
entraîne un surcoût de codage pénalisant.
Nous rappelons plus en détails comment les résiduels de mouvements sont traités par
le codeur entropique CABAC qui considère séparément chaque composante (rx, ry) et
on encode leur valeur absolue après avoir transmis le signe du résiduel selon les étapes
suivantes décrites ici pour rx :
1. Binarisation de |rx| qui utilise un mode code de type Exp-Golomb pour |rx| ≥ 9.
Chaque bit du mode de code représente alors respectivement le bin 1, 2, ...
2. Sélection d’un contexte pour chaque bin à coder en fonction des vecteurs résiduels rA et
rB des blocs déjà codés de gauche et du dessus. Trois modèles catégorisant le type de
mouvement sont ainsi possibles pour le premier bin selon la valeur de ek =
∥∥∥rA∥∥∥
1
+
∥∥∥rB∥∥∥
1
:
– Modèle 0 si 0 ≤ ek < 3.
– Modèle 1 si 3 ≤ ek < 33.
– Modèle 2 si 33 ≤ ek.
Les bins suivants se voient pour leur part affecter un unique contexte parmi quatre autres
modèles de façon indépendante du voisinage.
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3. Encodage des bins en fonction du contexte sélectionné pour chaque bin qui fournit
la probabilité de la valeur « 0 » ou « 1 » utilisée par le codeur arithmétique lui-
même.
4. Mise à jour des contextes.
Ainsi, dans CABAC, les vecteurs précédemment codés interviennent d’une part dans
la sélection du modèle pour le codage du premier bin et d’autre part dans l’estimation
des probabilités de chaque contexte qui sont mises à jour au fil du codage. Les proba-
bilités étant conservées tout au long du codage d’un slice, cela correspondrait lors de
la première étape de MV-FMap à réaliser l’histogramme des vecteurs pour l’ensemble
d’une slice donc potentiellement pour plusieurs images, ce qui n’est pas le plus efficace
comme nous le verrons dans les premiers résultats de la section suivante. En effet, tous
les mouvements au sein d’une slice ne sont pas nécessairement corrélés et peuvent par
conséquent interférer entre eux et limiter l’efficacité du codeur entropique CABAC. Au
contraire, MV-FMap est particulièrement pertinent dans la mesure où il permet de cap-
ter un mouvement très local tout en étant efficace pour le codage d’un mouvement plus
global. De plus, l’étape de redistribution des résiduels qui permet d’exploiter les don-
nées observées de façon très précise constitue elle aussi un point clé qui est difficilement
exploitable dans CABAC même en augmentant le nombre de contextes.
A ce titre, nous présenterons dans la section suivante les gains significatifs obtenus
par notre méthode avec le codeur entropique CABAC qui confirment ces observations. Il
serait cependant nécessaire d’envisager une prise en compte plus judicieuse du comporte-
ment des deux outils pour optimiser les gains. Par exemple, un changement innaproprié
de contexte pour le codage du premier bin des composantes du vecteur résiduel peut en
effet résulter en une perte d’efficacité, c’est ce que nous cherchons à limiter avec la règle
de mapping C3 mais qui peut néanmoins se produire.
5.3 Résultats expérimentaux
5.3.1 Evaluation de notre méthode
5.3.1.1 Configuration de tests
La configuration utilisée pour l’ensemble des tests correspond au profil High IPPP
d’H.264/AVC avec l’ensemble des outils activés. Nous avons évalué les performances de
MV-FMap en comparaison avec cette référence dans le cadre de l’appel à proposition
(CfP) HEVC constitué de séquences de résolutions et contenus très variés. En outre, nous
avons testé la méthode pour 4 séquences additionnelles présentant des caractéristiques de
mouvement intéressantes pour notre étude. Cette configuration est résumée ci-dessous :
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Codeur H.264/AVC, JM KTA version 2.1.
Profil High IPPP .
Modes Intra, Skip et Inter 16×16 à 4×4.
Mouvement Estimation de mouvement rapide EPZS, prédicteur Median spatial, repré-
sentation du mouvement au quart de pixel.
Codeur Entropique CABAC.
QPs Débit moyen si non-indiqué et haut, moyen et bas débits sinon.
Séquences Séquences de l’appel à proposition (CfP) MPEG HEVC (QWVGA à 1080p)
et 4 séquences caractérisées par un mouvement complexe.
Evaluation Pourcentage de réduction de débit moyen calculé par la métrique de Bjon-
tegaard [Bjontegaard 01, Jung & Pateux 07].
5.3.1.2 Analyse préliminaire
Dans un premier temps, nous proposons d’évaluer l’impact des différents éléments
composants les trois étapes de la méthode définis précédemment : 1) collecte de l’infor-
mation de mouvement, 2) affinage de l’information de mouvement et 3) modification de
la distribution des résiduels de mouvement. Six configurations détaillées ci-dessous ont
été testées de façon incrémentale (i.e. : la configuration du Test 2 correspond à celle du
Test 1 enrichie d’une modification). Nous pouvons ainsi percevoir l’apport de chaque
modification sur l’efficacité de la méthode de manière globale ou bien pour chaque type
de résolution de QWVGA à 1080p. Les résultats sont rapportés dans le tableau 5.2 pour
l’ensemble des configurations suivantes :
Test 1 configuration basique de MV-FMap où les vecteurs observés par l’histogramme
correspondent à l’ensemble des vecteurs précédemment codés dans l’image courante
et dans l’image précédente. La seconde étape n’est pour sa part pas réalisée, et
les vecteurs observés lors de la première étape sont traités indépendamment de
leur fréquence d’apparition lors de la redistribution des résiduels (étape 3). Les
vecteurs résiduels (tels que hi(r) > 0) les plus proches du centre sont ainsi déplacés
en premier.
Test 2 configuration modifiant la première étape de collecte en restreignant les vecteurs
observés dans l’histogramme aux vecteurs des quatre blocs voisins spatiaux et des
neuf blocs colocalisés.
Test 3 configuration ajoutant la prise en compte de la fréquence d’apparition lors de
l’étape de redistribution des résiduels. A fréquence d’apparition égale, les résiduels
les plus proches du centre de la fenêtre de recherche sont toujours traités en pre-
mier.
Test 4 configuration activant la seconde étape de la méthode permettant d’affiner l’in-
formation de mouvement collectée. Une densité de probabilité est affectée à chaque
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résiduel de la fenêtre de recherche à partir de l’observation d’un nombre restreint
de vecteurs selon la méthode de Parzen. Le paramètre de lissage est ici fixé à
l = 0.7.
Test 5 configuration modifiant le calcul du paramètre de lissage l utilisé pour la méthode
de Parzen dans la seconde étape. Le paramètre est déterminé adaptativement selon
une loi dépendant de la distribution des résiduels observés et plus précisément de la
distance entre les vecteurs comme définie dans la formule 5.11 dans la sous-section
5.1.3.
Test 6 configuration ajoutant deux nouveaux vecteurs dans l’histogramme des vecteurs
observés lors de la première étape : le vecteur translaté et le vecteur colocalisé
déplacé (introduits dans la sous-section 5.1.2).
De manière générale on observe, dans le tableau 5.2, des gains significatifs pour l’en-
semble des tests qui évoluent de 0.9% de réduction du débit moyen pour le Test 1 à 3.0%
pour le Test 6. Notons de plus que les gains pour les séquences de résolution QWVGA
sont sensiblement inférieurs aux gains des autres résolutions du fait de la petite taille
des séquences qui implique des mouvements moins amples pour lesquels notre méthode
permet potentiellement des gains moins élevés. Ces derniers atteignent cependant un
gain significatif de 2.1% pour la configuration du Test 6.
Test 1 Test 2 Test 3 Test 4 Test 5 Test 6
QWVGA 0.2 1.2 1.5 1.8 2.0 2.1
WVGA 0.8 2.8 2.7 3.1 3.4 3.7
720p 1.1 2.2 2.4 2.5 2.9 3.2
1080p 1.4 2.0 2.2 2.8 3.0 3.1
Moyenne 0.9 2.0 2.2 2.6 2.8 3.0
Table 5.2: Comparaison de différentes configurations de notre méthode pour les diffé-
rentes résolutions des séquences du CfP HEVC. Pourcentage de gain moyen
sur le débit.
Au cas par cas, nous observons tout d’abord l’écart important (plus de 1%) entre
le Test 1 et les tests suivants qui confirme l’intérêt de collecter les vecteurs des blocs
les plus proches spatialement et temporellement plutôt que l’ensemble des vecteurs pré-
cédemment codés. L’histogramme local utilisé à partir du Test 2 permet ainsi d’avoir
des vecteurs à déplacer plus pertinent pour le bloc courant qui permettent de réduire
significativement le coût du vecteur résiduel à coder.
L’importance du compromis entre pertinence et quantité de vecteurs
déplacés est clairement mis en avant ici dans la mesure où un nombre
très élevé de vecteurs peu pertinents comme dans le Test 1 apporte
clairement moins de gains que les autres tests.
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Notons cependant le cas particulier d’une vidéo parmi les séquences de résolution 1080p :
BQTerrace atteint un gain de 3.5% avec la configuration du Test 1 qui est un gain
significativement supérieur aux gains dans les autres configurations et en particulier
dans la dernière configuration qui contient l’ensemble des outils (Test 6) et où l’efficacité
de la méthode est seulement de 2.5%. Ce cas particulier s’explique par le contenu de
la séquence qui correspond à un lent mouvement de caméra temporellement continue
qui est adapté à une approche plus globale. Cette observation ouvre ainsi la voie à une
adaptation de l’ensemble des vecteurs observés selon le contenu de la séquence. Entre le
Test 2 et le Test 3, on s’aperçoit que la prise en compte de la fréquence d’apparition lors
de la redistribution des résiduels apporte une amélioration moyenne de 0.2% qui confirme
qu’il faut donner plus d’importance à certains vecteurs très attendus. Le Test 4 permet de
poursuivre sur cette piste avec l’intégration de l’étape 2 basée sur la méthode de Parzen
qui permet d’affecter une densité de probabilité à l’ensemble des vecteurs de la fenêtre
pour ensuite redistribuer les résiduels par probabilité décroissante. Un gain significatif est
ainsi obtenu par rapport au Test 3 avec une amélioration de 0.4% encore plus notable sur
les séquences de haute résolution 1080p qui sont particulièrement adaptées à la méthode
de Parzen du fait de la plus grande diversité de vecteurs qui permettent par conséquent
une bonne estimation de la densité de probabilité des résiduels de la fenêtre de recherche.
Le perfectionneemnt de cette méthode de Parzen dans le Test 5 améliore de 0.2% le gain
du test précédent.
L’adaptation du paramètre d’étalement des vecteurs en fonction de la
distribution est en effet très important dans notre recherche du meilleur
compromis entre quantité et pertinence des vecteurs.
En particulier, les gains pour les séquences de résolution 720p augmentent en moyenne
de 0.4% grâce à cette modification. Ces séquences correspondent exclusivement à des
contenus de type vidéo-conférence qui contiennent un fond fixe avec des personnes en
mouvement, il est donc important que MV-FMap modifie peu la distribution des vec-
teurs pour les zones fixes ou ayant un mouvement faible et inversement qu’un nombre
élevé de vecteurs soient anticipés pour les blocs avec du mouvement. Un tel résultat est
obtenu avec l’adaptation du paramètre d’étalement alors qu’au contraire ce paramètre
restant fixe dans le Test 4 le type de bloc n’était pas pris en compte. Une perspective
de perfectionnement de la méthode serait d’ailleurs d’améliorer encore la qualité de ce
paramètre en réalisant un apprentissage permettant d’adapter encore plus précisément
sa valeur selon le contenu de la séquence et de chaque bloc.
Finalement, nous avons ajouté de nouveaux vecteurs dans l’histogramme avec le Test 6
ce qui permet d’augmenter encore l’efficacité de la méthode qui atteint un gain moyen
de 3.0% sur l’ensemble des séquences.
Cela confirme un avantage majeur de la méthode proposée qui permet
d’ajouter des vecteurs candidats pertinents sans intervenir sur la
signalisation comme le nécessite l’outil MV-Comp.
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Ces vecteurs peuvent ainsi réduire le coût de codage du résiduel de façon ponctuel en
anticipant efficacement un nouveau mouvement tandis que dans les autres cas où leur
effet serait négatif s’il fallait signaler le prédicteur choisi (augmentation significative du
coût de signalisation), l’effet est ici atténué par le biais de l’étape 2 qui affecte une faible
probabilité aux résiduels correspondants qui sont par conséquent déplacés suffisamment
loin lors de la redistribution.
5.3.1.3 Performances de la méthode
Dans la suite de l’étude nous avons retenu la configuration du Test 6 pour présen-
ter et analyser en détail les résultats dans la mesure où c’est la configuration la plus
efficace en moyenne. Le tableau 5.3 donne les pourcentages de réduction du débit de
chaque séquence du CfP ainsi que d’autres séquences sélectionnées pour leur mouve-
ment difficile à coder. Les résultats sont présentés pour trois types de débits différents
afin d’évaluer le comportement de la méthode proposée selon le débit. Relevons tout
d’abord que MV-FMap apporte systématiquement un gain par rapport au codeur de
référence H.264/AVC.
En moyenne, des gains significatifs sont obtenus et confirment la
pertinence de la méthode avec respectivement 1.9%, 3.0% et 4.3% de
réduction du débit obtenus pour les hauts, moyens et bas débits.
Les gains plus élevés pour les bas débits sont expliqués par la proportion plus importante
de l’information de mouvement dans le flux total. En particulier, le meilleur résultat est
obtenu à ce débit pour la séquence Vidyo4 720p avec 6.4% de réduction du débit moyen
tandis que le gain le plus faible est obtenu à haut débit pour la séquence Raven 720p
avec 0.2% de gains. Nous analyserons plus en détail le comportement de notre outil
sur cette séquence particulière dans la sous-section suivante où l’on se compare à l’outil
MV-Comp. Pour le gain maximal obtenu avec la séquence Vidyo4 720p, précisons qu’il
s’agit d’une séquence type vidéo-conférence qui possède par conséquent un fond fixe et
où le mouvement de la personne est complexe et donc coûteux, MV-FMap est alors
particulièrement efficace pour anticiper les mouvements futurs et en réduire leur coût.
Par rapport aux gains selon la résolution des séquences, nous observons seulement que
pour les petites résolutions (QWVGA et CIF) l’efficacité de la méthode est logiquement
plus limitée du fait de la proportion moindre du mouvement. Les gains n’augmentent
cependant pas avec les résolutions et les meilleurs sont obtenus ici en WVGA avec 3.7% et
4.8% en moyenne respectivement à moyen et bas débits. Cela est en partie lié au contenu
des séquences mais s’explique aussi par le fameux compromis délicat entre quantité et
pertinence des vecteurs récoltés qui semble optimal en WVGA.
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Haut débit Moyen débit Bas débit
CfP HEVC
QWVGA
BasketBallPass 1.7 2.4 3.0
BlowingBubbles 1.5 2.2 2.7
BQSquare 1.1 1.3 1.5
RaceHorses 1.4 2.4 3.6
WVGA
BasketBallDrill 2.7 4.0 5.8
BQMall 3.3 4.6 5.3
PartyScene 2.0 2.7 2.7
RaceHorses 1.7 3.4 5.5
720p
Vidyo1 2.6 3.9 4.8
Vidyo3 0.7 1.4 2.1
Vidyo4 2.2 4.2 6.4
1080p
BasketBallDrive 1.7 3.7 5.9
BQTerrace 2.0 2.5 3.2
Cactus 2.7 4.0 5,2
Kimono1 1.3 2.8 4.6
ParkScene 1.2 2.3 3.7
Moyenne CfP 1.9 3.0 4.1
Séquences additionnelles
Foreman CIF 1.9 3.3 4.4
Ice CIF 2.9 3.9 5.0
Nuts5 WVGA 2.7 4.2 6.1
Raven 720p 0.2 1.2 3.5
Moyenne Totale 1.9 3.0 4.3
Table 5.3: Pourcentage de gains sur le débit de notre méthode MV-FMap dans la confi-
guration optimale (Test 6) pour trois catégories de débits cibles. Application
à l’ensemble des séquences du CfP HEVC et à 4 séquences additionnelles.
5.3.1.4 Analyse
Afin d’analyser les résultats précédents, nous proposons tout d’abord d’étudier la
classification des vecteurs codés à l’aide de MV-FMap. Nous définissons quatre catégories
de résiduels codés en fonction de leur appartenance ou non à l’information de mouvement
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(IM) et le cas échéant selon leur origine :
IM temporelle le vecteur codé fait partie des vecteurs pronostiqués et il provient de
l’un des blocs voisins temporellement (blocs de l’image de référence).
IM spatiale le vecteur codé fait partie des vecteurs pronostiqués et il provient de l’un
des blocs voisins spatialement.
IM spatiale et temporelle le vecteur codé fait partie des deux catégories précédentes.
Non pronostiqué le vecteur codé ne fait pas partie des vecteurs pronostiqués.
La figure 2.6 donne l’appartenance des résiduels à ces quatre catégories en pourcen-
tage de l’ensemble vecteurs résiduel codés. Nous présentons tout d’abord la répartition
moyenne pour l’ensemble des séquences du CfP sur la figure (a), puis le détail pour deux
séquences particulières (b et c). Enfin, les pourcentages sont fournis pour quatre niveaux
de quantification allant d’une faible (« QP 1 ») à une forte (« QP 4 ») quantification.
La première observation est que le vecteur codé a en moyenne été pronostiqué par
MV-FMap dans 89% des cas comme on le voit sur la figure (a). Ce résultat est très
important et confirme l’intérêt de la méthode :
dans 89% des cas, le vecteur est codé à moindre coût ou à coût équivalent
lorsque la prédiction du vecteur elle-même est suffisamment efficace.
Ce chiffre évolue selon le pas de quantification et atteint notamment 92% pour des
faibles quantifications (« QP 1 ») car les redondances du mouvement sont alors mieux
exploitées. Pour les deux autres figures obtenues pour deux séquences particulières, le
pronostic est globalement plus délicat pour la séquence BasketBallDrill (b) notamment
à bas débit (« QP 4 ») avec seulement 73% de vecteurs correctement pronostiqués du fait
du contenu de la séquence qui contient de nombreux nouveaux mouvements difficilement
prévisibles. Inversement, la séquence BQSquare, dont nous reparlerons après, contient
peu de mouvement et les vecteurs y sont pronostiqués quasi-systématiquement. Notons
cependant que les gains présentés dans le tableau 5.3 ne sont pas directement liés à ces
chiffres, il est en effet nécessaire de considérer le coût global du mouvement dans chaque
séquence pour avoir une bonne interprétation. Il faut de plus tenir compte des cas où
notre méthode se combine mal avec le codeur entropique pour conclure sur cette analyse
mais les chiffres observés ici demeurent très significatifs.
Nous observons maintenant la répartition des vecteurs correctement pronostiqués selon
leur bloc d’origine. Ainsi, en moyenne 52% des vecteurs proviennent à la fois de blocs
voisins spatialement et temporellement ce qui correspond aux nombreuses zones d’une
séquence où le mouvement est très faible. Ceci est confirmé par la figure (c) obtenue avec
la séquence BQSquare correspondant à un lent zoom arrière et une activité temporelle
quasi-nulle, plus de 80% des vecteurs pronostiqués proviennent alors de cette catégorie
et ont peu d’impact sur l’efficacité de codage puisque c’est la séquence avec les gains les
plus faibles observés dans le tableau 5.3.
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Figure 5.8: Classification de l’origine des vecteurs résiduels codés (en pourcentage) se-
lon le niveau de quantification. Evaluation moyenne pour l’ensemble des
séquences du CfP (a) ; pour la séquence BasketBallDrill WVGA (b) ; et la
séquence BQSquare QWVGA (c). 121
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La seconde catégorie la plus représentée (23% environ) correspond aux vecteurs pro-
venant de blocs voisins uniquement spatialement. Ce chiffre, additionné aux 52% pré-
cédents, permet de « valider » l’utilisation de prédicteurs de mouvement spatiaux en
priorité tel que le font les codeurs H.264/AVC et HEVC, les redondances spatiales dans
le mouvement sont en effet les mieux exploitables dans le sens où, contrairement au bloc
colocalisé, les blocs voisins sont très fréquemment associés au bloc courant. La propor-
tion de vecteurs codés issus de l’IM temporelle n’est cependant pas négligeable avec 14%
en moyenne et finit de valider notre approche. Observons d’ailleurs que pour la séquence
BasketBallDrill (b) qui est l’une des séquences où MV-FMap est le plus performant, la
proportion de l’IM spatiale et temporelle s’inverse à bas débit où l’IM temporelle prend
alors une place plus importante car les blocs voisins spatialement ne fournissent plus
forcement assez de vecteurs diversifiés et pertinents pour ce QP.
Ainsi, un très large ensemble de redondances dans le mouvement est
capté par notre outil et dès lors qu’un mouvement un peu complexe
nécessitant une fine utilisation des vecteurs de l’image de référence
apparaît, MV-FMap permet d’améliorer significativement le codage des
vecteurs correspondants.
Lorsque la séquence contient de nombreuses zones de ce type, l’efficacité de codage
globale de la séquence en est d’autant plus augmentée.
Finalement, la figure 5.9 montre l’évolution du gain en bits pour le codage d’un vecteur
en fonction du déplacement moyen au quart de pixel effectué à l’étape 3. Pour évaluer
le gain nous avons simulé le codage des vecteurs avec la méthode de référence et MV-
FMap tandis que le déplacement moyen correspond à la distance en norme 1 entre le
vecteur original et le vecteur pronostiqué par MV-FMap, le tout évalué en moyenne
pour le codage d’une séquence. Nous observons principalement que l’amélioration du
codage augmente avec le déplacement réalisé, un déplacement d’une amplitude de 70
positions au quart de pixel faisant ainsi gagner quasiment 20 bits tandis que les faibles
déplacements (<10) font gagner entre 1 et 5 bits en moyenne. Cette évolution n’est
cependant pas linéaire du fait du comportement du codeur entropique CABAC et cela
confirme l’importance des conditions définies pour l’étape 3 qui permettent de limiter les
effets non-désirés. Enfin, alors que les courbes des deux séquences ont la même évolution
jusqu’à un déplacement moyen de 20, on observe que les déplacements élevés apportent
davantage de gains (2 bits environ) pour la séquence PartyScene. En effet cette séquence
est plutôt composée de mouvements de faibles amplitudesPlt par conséquent l’apparition
d’un nouveau mouvement différent à un coût élevé avec le codage classique tandis que
MV-FMap permet effectivement de réduire ce coût. La séquence BasketBallDrill étant
davantage composée de mouvements amples, le gain apporté par MV-FMap est moindre
mais reste significatif.
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Figure 5.9: Evolution du gain de codage des vecteurs résiduels (en bits) en fonction
du déplacement moyen au quart de pixel réalisé lors de l’étape 3 (évalué
par la norme 2). Résultats obtenus avec les séquences PartyScene (bleu) et
BasketBallDrill (rose) WVGA pour le QP=32.
L’outil MV-FMap a donc prouvé son efficacité par rapport au schéma de codage de
référence tel que défini dans H.264/AVC. Dans la sous-section suivante, nous présentons
les résultats de l’étude de l’outil par rapport à MV-Comp.
5.3.2 Evaluation de notre méthode et l’outil MV-Comp
La configuration utilisée pour les tests présentés dans cette sous-section est identique
à celle des tests précédents pour l’ensemble de QP correspondant aux moyens débits.
Dans le tableau 5.4 nous avons rapporté les résultats de notre outil MV-FMap qui est
tout d’abord comparé avec l’outil MV-Comp. Pour cet outil, nous utilisons la configu-
ration optimale définie par les auteurs : pour les vecteurs, une compétition entre deux
prédicteurs, le médian spatial et le vecteur colocalisé, ainsi qu’une compétition pour le
mode Skip entre le médian spatial étendu et le vecteur colocalisé. Précisons en effet que
l’outil MV-Comp tel qu’introduit dans [Jung & Laroche 06] modifie le mode Skip tandis
que MV-FMap ne peut pas être appliqué en tant que tel au mode Skip dans la mesure
où aucun vecteur de mouvement résiduel n’y est codé.Plar conséquent, nous avons testé
MV-FMap combiné à l’outil MV-Comp lorsque ce dernier est appliqué uniquement au
mode Skip (Combinaison 1). Les deux schémas peuvent alors être comparé directement
avant d’essayer de combiner les deux outils pour le codage des vecteurs de mouvement
comme proposé dans 5.2.1.2 (Combinaison 2).
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MV-Comp MV-FMap Combinaison 1 Combinaison 2
CfP HEVC
QWVGA
BasketBallPass 1.5 2.4 3.1 2.0
BlowingBubbles 1.1 2.2 2.2 1.8
BQSquare 0.2 1.3 1.0 0.8
RaceHorses 1.2 2.4 2.3 2.2
WVGA
BasketBallDrill 0.3 4.0 4.0 1.9
BQMall 3.4 4.6 5.7 4.3
PartyScene 1.9 2.7 2.5 2.9
RaceHorses 3.3 3.4 3.9 4.7
720p
Vidyo1 4.0 3.9 6.1 5.0
Vidyo3 -0.6 1.4 1.7 0.3
Vidyo4 5.3 4.2 3.7 6.3
1080p
BasketBallDrive 4.9 3.7 4.4 5.5
BQTerrace 3.5 2.5 3.4 4.4
Cactus 1.9 4.0 4.1 2.8
Kimono1 2.3 2.8 2.8 3.4
ParkScene 4.0 2.3 3.6 4.8
Moyenne CfP 2.4 3.0 3.4 3.3
Séquences additionnelles
Foreman CIF 3.3 3.3 3.1 4.6
Ice CIF 2.1 3.9 4.0 2.8
Nuts5 WVGA 1.4 4.2 1.0 2.2
Raven 720p 9.4 1.2 2.7 10.5
Moyenne Totale 2.7 3.0 3.3 3.6
Table 5.4: Pourcentage de gains sur le débit des méthodes MV-Comp et MV-FMap
ainsi que de deux combinaisons des méthodes. Tests réalisés à moyens débits.
Commentons tout d’abord les résultats moyens obtenus sur les séquences du CfP
avant d’analyser plus en détails les séquences additionnelles qui présentent un intérêt
particulier pour cette comparaison des deux outils.
MV-FMap est plus efficace que MV-Comp de 0.6% en moyenne pour les
séquences du CfP et il est très performant pour les faibles résolutions
(QWVGA et WVGA) où des gains de plus de 1% sont obtenus.
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On observe globalement que les performances de MV-FMap sont plus stables (pas de
pertes ni de gains très forts) alors qu’au contraire l’outil MV-Comp est de plus en
plus efficace avec l’augmentation de la résolution et s’avère d’ailleurs meilleur que notre
méthode de 0.2% pour les séquences 1080p. Ceci s’explique par le délicat compromis
entre pertinence et nombre de vecteurs dans MV-FMap qui se complexifie d’autant plus
lorsque la variété des vecteurs augmente comme c’est le cas pour les hautes résolutions.
On observe le même type de comportement général sur la première combinaison qui
inclut la compétition de prédicteurs pour le mode Skip. Dans ce test où l’on peut alors
réellement comparer les deux méthodes, l’efficacité de MV-FMap est particulièrement
mise en avant puisque seulement deux séquences (Vidyo4 720p et BQTerrace 1080p)
obtiennent de meilleurs gains avec l’outil MV-Comp. La compétition sur les prédicteurs
du mode Skip apporte ainsi jusqu’à 2.0% de gains additionnels combinée avec MV-FMap
pour les vecteurs mais n’est pas systématiquement pertinente.
Enfin, la combinaison des deux outils pour le codage des vecteurs
améliore les gains de MV-FMap de 0.3% en moyenne ce qui est plutôt
décevant lorsqu’on considère la complexité qui est alors quasiment doublée
par rapport à la complexité de MV-FMap seul.
Des gains particulièrement importants sont cependant atteints avec cette combinaison
pour certaines séquences comme Vidyo4 qui fait état d’une réduction du débit moyen
s’élevant à 6.3%.
Attardons nous maintenant sur les autres séquences testées et en particulier au cas de
la séquence Raven 720p pour laquelle MV-Comp est particulièrement efficace avec 9.4%
de gains alors que MV-FMap apporte seulement 1.2% seul et 2.7% dans la combinaison
1. Ceci s’explique par le contenu de la séquence dont le mouvement est double avec le
déplacement de la caméra d’une part et celui d’un oiseau d’autre part. Dans la mesure
où ces deux mouvements sont nettement identifiables, MV-Comp est particulièrement
adapté à ce contenu car la prédiction est alors quasiment parfaite. Inversement, bien
que notre solution pronostique correctement l’ensemble des mouvements, ils ne sont pas
clairement dissociés et la redistribution n’apporte par conséquent pas une amélioration
aussi significative du codage. La seconde combinaison tire logiquement profit de l’outil
MV-Comp tandis que MV-FMap permet de corriger certaines difficultés de prédiction du
vecteur et cela apporte finalement un gain très élevé de 10.5% par rapport à la référence.
En conclusion, la combinaison des deux outils semble pertinente pour certains contenus
au mouvement difficile mais nécessite d’être davantage étudiée pour exploiter de façon
plus efficace les atouts des deux approches.
5.4 Bilan
Dans ce chapitre, nous avons proposé une approche originale pour améliorer le co-
dage des vecteurs de mouvement qui constitue une partie essentielle des codeurs vidéo
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modernes. Le but de l’approche est d’exploiter au maximum les corrélations entre les vec-
teurs de mouvement d’images et de blocs successifs afin de corriger a posteriori l’erreur de
prédiction des vecteurs. Cela est réalisé sans transmettre d’information de signalisation
additionnelle, en modifiant la distribution des résiduels afin de favoriser les mouvements
les plus probables. Le schéma est divisé en trois étapes de collecte, pronostic et enfin
redistribution des résiduels.
Chaque étape a été configurée afin d’obtenir les meilleurs résultats en moyenne sur un
large ensemble de séquences de test. La méthode permet ainsi d’obtenir un gain moyen
de 3.0% ce qui prouve son efficacité par rapport au schéma de codage du mouvement
d’H.264/AVC basé sur une prédiction du vecteur par médian spatial. Grâce à l’exploi-
tation des redondances à la fois spatiales et temporelles dans le mouvement, quasiment
90% des vecteurs codés sont ainsi correctement pronostiqués et donc potentiellement
déplacés à une position moins coûteuse. En comparaison avec la méthode par compéti-
tion de prédicteurs qui a été intégrée dans le futur standard HEVC, notre méthode est
de nouveau plus efficace avec un gain moyen de plus de 0.6% mais accompagné d’une
complexité plus élevée. La combinaison des deux méthodes, bien que prometteuse, est li-
mitée avec un gain moyen de 3.3% qui s’élève cependant à plus de 4.0% en moyenne pour
les séquences de grandes résolutions où le mouvement peut alors être très efficacement
traité.
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Chapitre 6
Transfert d’intelligence au décodeur et
échantillonnage compressé : un état de
l’art
En rupture avec les schémas de codage conventionnels, l’approche que nous explorons
dans la seconde partie de cette thèse permet de transférer une partie de l’intelligence au
niveau du décodeur afin d’économiser, en accord avec l’encodeur, le codage de certaines
informations. L’idée du transfert de la complexité au niveau du décodeur n’est pas nou-
velle : elle est mise en œuvre dans le cadre du codage vidéo distribué qui constitue un
paradigme de compression. Certains travaux abordent aussi cette approche dans un cadre
de codage vidéo plus classique. Ainsi, dans la première section de cet état de l’art, nous
regroupons une introduction au codage vidéo distribué et l’étude plus détaillée de travaux
s’en inspirant dans un cadre de codage classique.
Le chapitre est ensuite scindé en deux à la manière du chapitre d’introduction de la
première partie avec pour seconde section une présentation de la théorie émergente de
l’échantillonnage compressé. Ce bref état de l’art constitue surtout un pré-requis pour
notre étude introduite dans le chapitre 8 où nous aborderons l’intégration d’une méthode
d’échantillonnage compressé dans un schéma de compression vidéo. Une telle mise en
œuvre nécessitant un nombre élevé de paramètres, nous les traiterons à l’aide de notre
approche décodeur intelligent.
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6.1 Etat de l’art sur l’exploitation d’un décodeur
intelligent
6.1.1 Codage vidéo distribué
Dans les schémas de codage, dits classiques, étudiés jusqu’à présent dans cette thèse,
l’encodeur réalise l’ensemble des choix de codage en exploitant les redondances spatiales
et temporelles puis il transmet un flux au décodeur. Celui-ci se contente alors de lire
séquentiellement les informations de codage et d’appliquer les consignes pour décoder
le signal vidéo. Toute la complexité calculatoire (possiblement très élevée en fonction
des choix d’implémentation) se trouve ainsi concentrée au niveau de l’encodeur tandis
que le décodeur, normalisé, est très léger en termes de calcul et on peut alors parler de
décodeur passif. A contre-courant de ces schémas classiques, un nouveau paradigme de
compression, le codage vidéo distribué, se développe depuis plus d’une décennie. La moti-
vation derrière ce paradigme est justement de transférer toute la complexité calculatoire
au niveau du décodeur. Il trouve sa place en termes applicatifs avec le développement ré-
cent de systèmes légers (tels que les téléphones portables ou les caméras de surveillance)
nécessitant d’encoder des vidéos avec une complexité restreinte tout en assurant une
qualité satisfaisante lors du décodage.
La mise en œuvre de cette approche date du début des années 2000 mais repose
sur des activités de recherche en théorie de l’information des années 1970 avec d’une
part les travaux de Slepian et Wolf [Slepian & Wolf 73] et d’autre part ceux de Wyner
et Zyv [Wyner & Ziv 76]. En résumé, ces travaux (théorèmes à l’appui) prouvent que
sous certaines conditions, l’encodage de deux sources corrélées peut être réalisé de façon
identique, conjointement ou indépendamment, sans entraîner de perte d’efficacité du
point de vue de la transmission, dans la mesure où le décodage, lui, est effectué de façon
conjointe.
La complexité calculatoire des encodeurs conventionnels venant principalement de
l’estimation de mouvement, ces résultats théoriques apportent une solution prometteuse
permettant de déporter cette opération au niveau du décodage dans le cadre du codage
vidéo distribué. Celui-ci considère ainsi la compression de multiples sources corrélées
mais ne communiquant pas les unes avec les autres, les corrélations inter-images étant
alors exploitées uniquement au niveau du décodeur. Les premières réalisations pratiques
ont été proposées respectivement dans [Puri & Ramchandran 02] avec le codeur PRISM
et dans [Aaron & Girod 02, Aaron et al. 03] avec le codeur de Stanford. Ce dernier,
représenté sur la figure 6.1, traite alternativement deux types d’images :
– les images clefs, codées de façon indépendante à l’aide d’un codeur Intra tradition-
nel.
– les images Wyner-Zyv, traitées à l’aide d’une transformée suivie d’une quantification
avant d’être transmises à l’aide d’un codeur canal (turbocode).
Au niveau du décodage, les images clefs sont décodées indépendamment alors que pour le
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décodage des images Wyner-Zyv, une information adjacente obtenue à l’aide des images
voisines (clefs ou Wyner-Zyv) est exploitée. Cette information adjacente est typiquement
générée par extrapolation à partir d’images précédentes ou bien par interpolation en
utilisant une image clef dans le futur.
Malgré des performances théoriques prometteuses, cette technique tarde cependant à
s’approcher de l’efficacité des schémas de codage conventionnels. Ceci est dû au non-
respect de certaines des conditions des théorèmes et aux nombreuses années d’avance
de la compression classique et cela sera encore plus vrai avec l’arrivée de HEVC. Le
codage vidéo distribué trouve néanmoins sa place dans le cadre de certaines applications
et continue de mobiliser une large partie de la communauté [Dufaux et al. 09] qui y voit
notamment un fort intérêt pour le codage multivues [Maugey 10].
Figure 6.1: Schéma de codage vidéo distribué.
Du fait du transfert intégral de la complexité au décodeur, le codage vidéo distribué
diffère de l’approche que nous proposons dans le chapitre suivant. Motivés par l’amélio-
ration de l’efficacité de codage, nous proposons de faire évoluer les schémas de codage
conventionnels vers un partage plus équitable des ressources entre codeur et décodeur.
Les activités en codage vidéo distribué constituent néanmoins une source d’inspiration
potentielle pour notre étude. Dans la sous-section qui suit, nous « visitons » plusieurs
travaux pionniers de cette approche.
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6.1.2 Applications au schéma de codage classique
Les travaux réalisés sur le codage vidéo distribué ont eu d’une certaine manière un
écho au sein de la communauté du codage vidéo classique : diverses études ont vu le
jour au cours des dernières années pour exploiter davantage le décodeur. Ce transfert
d’opérations au niveau du décodeur, rendu possible par l’évolution des performances
matérielles, constitue une solution majeure pour surmonter les limites probables des
schémas de codage actuels. Ces derniers maximisent en effet la qualité de la prédiction
de la texture par l’exploitation des redondances spatiales et temporelles à l’aide de
multiples choix de codage. Cette compétition nécessitant d’être de plus en plus poussée,
les performances de codage globales sont intrinsèquement bornées du fait des coûts de
signalisation engendrés et de la marge de gain de plus en plus faible sur le codage de la
texture.
Examinons à présent les principaux travaux réalisés sur ce sujet du transfert d’intel-
ligence au niveau du décodeur.
6.1.2.1 Approches par « Template Matching »
Abordons tout d’abord les nombreuses études menées sur la base du template mat-
ching que ce soit dans un cadre de prédiction Intra ou Inter. Le principe commun à ces
approches est l’utilisation des pixels de la zone causale proches du bloc à coder qui sont
disponibles à la fois lors du codage et du décodage.
En Intra, l’idée de départ, telle qu’introduite dans [Tan et al. 06], consiste à propo-
ser en tant que prédicteur, un bloc dont la forme constituée de pixels causaux voisins
est la plus proche des pixels situés à la même position par rapport au bloc courant.
Formellement, soit ψc la forme cible constituée de pixels causaux voisins de la partition
courante, on détermine alors au sein de la fenêtre de recherche causale Ψ, la forme source
ψ∗s minimisant un critère d’appariement entre les deux formes, par exemple la somme
des carrées des différences (SSD) pixel par pixel :
ψ∗s = arg min
ψs∈Ψ
SSD(ψs, ψc). (6.1)
Cette méthode est issue de travaux de synthèse et restauration d’images qui exploitent
les similarités au sein de la même image. De nombreuses autres variantes ont fait suite
pour améliorer la qualité de cette première solution de prédiction, alors imparfaite.
Citons [Tan et al. 07] des mêmes auteurs où une recherche des N formes sources ψ∗si , i ∈{1, ..., N} optimales selon le critère (6.1) est réalisée avant de générer une prédiction
sous forme de moyenne des ψ∗si , i ∈ {1, ..., N}. Sur le même principe, il est proposé dans
[Moinard et al. 10, Moinard 11] de transmettre un indice signalant la forme optimale au
sein d’un ensemble. Cette solution apporte des gains en Intra de plus de 4% en moyenne
malgré l’ajout d’une signalisation supplémentaire. Cela confirme que la similarité entre
les formes ψ∗si et ψc n’est pas suffisante pour assurer que les blocs associés sont de bons
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prédicteurs du bloc courant mais il existe néanmoins de très bon prédicteurs potentiels
dans la zone causale. Notre approche, présentée au chapitre suivant, s’appuie sur cette
conclusion.
En Inter, les solutions d’estimation de mouvement, conjointes au codeur et au déco-
deur, constituent une voie de recherche importante pour la réduction du coût de codage
des vecteurs de mouvement comme nous l’avons mentionné dans le chapitre 3 (3.2).
Nous completons cette analyse en re-visitant ces méthodes sous l’angle du transfert de
l’intelligence au niveau du décodeur. L’idée forte de ces schémas, notamment introduits
dans [Sugimoto et al. 04, Kamp et al. 08, Kamp et al. 09], est de réaliser une estimation
de mouvement à l’identique au niveau de l’encodeur et du décodeur pour ne plus trans-
mettre d’information de mouvement lors de l’encodage. A l’aide de pixels de la zone
causale suffisamment proches du bloc à prédire, un appariement est réalisé de manière
identique à l’encodeur et au décodeur pour fournir un bloc prédicteur dans l’image de
référence. La figure 6.2 (extraite des travaux de thèse de G. Laroche [Laroche 09]) illustre
une réalisation d’une telle méthode avec une zone causale utilisée pour le critère d’appa-
riement définie par les quatre lignes de pixels au-dessus et les quatre colonnes de pixels
à gauche du bloc courant. Les résultats encourageants d’une telle méthode, intégrée au
codeur H.264/AVC, en compétition avec une transmission classique des vecteurs de mou-
vement (1% de réduction du débit moyen pour l’ensemble de QP 22-37) ont notamment
amené le groupe JCT-VC a réaliser une étude approfondie de l’intégration d’un outil
basé sur une estimation de mouvement au niveau du décodeur dans le futur standard
HEVC. Cependant, sans aborder la question délicate de l’implémentation matérielle, ces
travaux montrent pour l’instant leurs limites du fait de la complexité élevée ajoutée au
niveau du décodeur pour des résultats insuffisamment significatifs, comparés à d’autres
outils moins complexes. En particulier, notons que les blocs pour lesquels la méthode
est la plus efficace correspondent aux blocs très corrélés avec leurs voisins. Or dans cette
même configuration la prédiction du vecteur de mouvement est alors également souvent
efficace. Loin de fermer la porte, de tels travaux prouvent que le recours à des opérations
plus complexes au niveau du décodeur demeure une voie de recherche essentielle pour
les futures améliorations des codeurs vidéo.
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Figure 6.2: Exemple de représentation de l’estimation de mouvement au niveau du
décodeur.
6.1.2.2 Traitement des informations de compétition
Au-delà de cette activité importante autour du template matching, d’autres travaux
plus isolés ont abordé la problématique de la réduction du coût des informations de
compétition. Dans [Laroche et al. 10], les auteurs proposent de réduire le coût des pré-
dicteurs Intra en définissant adaptativement la taille de l’ensemble de prédicteurs en
compétition pour chaque macrobloc. Ce traitement est réalisé à la fois au codeur et au
décodeur et permet de supprimer astucieusement les prédicteurs redondants de manière
à conserver uniquement les prédicteurs les plus complémentaires. Le prédicteur optimal
étant alors signalé parmi un nombre réduit de modes, son coût est efficacement dimi-
nué et cela impact directement sur la qualité de la prédiction Intra puisque le codeur
peut alors allouer davantage de ressources aux résiduels de texture. En pratique, cette
suppression de prédicteurs est réalisée en étudiant leur proximité dans le domaine trans-
formé en prenant en compte le pas de quantification afin de s’adapter aux différents
débits. Des gains significatifs sont présentés comparés au profil Baseline d’H.264/AVC
avec 3.4% de réduction du débit moyen mais ces gains sont moindres avec le meilleur
profil d’H.264/AVC qui utilise des tailles de bloc 8×8 très sélectionnés alors que la mé-
thode est plus efficace pour les blocs de petites tailles (4×4) où les redondances dans
les prédicteurs sont en effet nombreuses. Malgré la disparition possible des plus petites
tailles de blocs, cette approche conserve toutefois un intérêt avec la multiplication des
prédicteurs Intra en compétition dans le futur standard HEVC (34 au lieu de 9 dans
H.264/AVC). Surtout, les gains entrevus confirment le potentiel de méthodes réduisant
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le coût de signalisation des informations de compétition tout en limitant la diminution
de la qualité de la prédiction. Ce travail est une généralisation astucieuse de la méthode
introduite dans [Kim et al. 08] où il est décidé adaptativement d’utiliser un seul pré-
dicteur (DC) ou bien l’ensemble des modes de prédiction d’H.264/AVC selon un critère
pouvant être évalué au codeur et au décodeur. Ce critère reflète simplement que lorsque
les pixels du voisinage utilisés pour la prédiction sont quasiment similaires, il est inutile
de mettre en compétition l’ensemble des prédicteurs Intra puisqu’ils seront sensiblement
équivalents à l’utilisation du prédicteur DC définie par la valeur moyenne des pixels
voisins.
Toujours par rapport aux modes Intra qui présentent un fort intérêt en termes de
gain, le travail réalisé dans [Negusse 08] cherche à économiser le coût du prédicteur Intra
en proposant une détermination adaptative du prédicteur optimal uniquement à partir
des pixels causaux. En réalisant une prédiction entre différents niveaux de voisinages,
la méthode permet en effet d’économiser la signalisation du prédicteur. Même si le
prédicteur ainsi déterminé n’est pas systématiquement optimal, le gain en signalisation
libère suffisamment de ressources pour le codage des résiduels de prédiction additionnels
et améliore de façon non négligeable l’efficacité de codage globale.
6.1.2.3 Applications en codage multivues
Enfin, ce type de technique peut particulièrement trouver sa place dans le codage
multivues qui permet d’exploiter davantage de corrélations. Ainsi, dans le cadre du
codage vidéo multivue plus profondeur, les auteurs de [Shimizu et al. 11] ont très ré-
cemment proposé de déterminer différents paramètres de codage en utilisant en tant
qu’image originale une vue synthétisée prédite générée par un outil tel qu’introduit dans
[Yea & Vetro 08]. Cette vue étant générée identiquement lors du codage et du décodage,
il n’est alors plus nécessaire de transmettre les informations de signalisations (mode,
partitionnement, informations de mouvement) et cela engendre une économie significa-
tive. Mise en compétition avec les modes de codage classique, cette technique apporte
des gains de plus de 10% par rapport au standard MVC. Elle est cependant limitée à bas
débit par la qualité de la vue synthétisée qui est alors sensiblement éloignée de l’image
originale et entraîne par conséquent des erreurs lors de la détermination des paramètres
de codage combinés alors avec des résiduels plus élevés pour compenser la prédiction de
moindre qualité. En termes de complexité, codeur et décodeur sont alors comparables
puisque lors du décodage il faut répéter l’ensemble de la compétition pour chaque bloc
codé avec ce mode en plus de la génération de la vue synthétisée par rapport à laquelle
les auteurs proposent aussi de se positionner au mieux relativement au voisinage causal
du bloc courant.
Ces contributions dévoilent une vaste voie de recherche très prometteuse que nous
avons explorée au cours de ces travaux de thèse et qui seront introduits dans le chapitre
suivant. L’approche que nous proposons sera dans un second temps appliquée à l’échan-
tillonnage compressé et c’est pourquoi un bref état de l’art est consacré à cette théorie
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émergente dans la section suivante.
6.2 Echantillonnage compressé : un bref état de l’art
6.2.1 Théorie
L’échantillonnage compressé (en anglais Compressed Sensing ou Compressive Sam-
pling, noté CS) est une récente théorie du traitement du signal développée par E.J.
Candès [Candes & Wakin 08, Candes 06]. Elle offre la possibilité de capturer un signal à
de hautes résolutions à partir d’un nombre limité de mesures, très en-dessous du nombre
défini par la théorie de Nyquist/Shannon [Nyquist 24, Shannon 01]. Le théorème de
Shannon, à la base du traitement du signal depuis de nombreuses années, impose que
l’acquisition des échantillons d’un signal à bande limitée soit réalisé à la cadence d’au
moins le débit défini par Nyquist, équivalent à deux fois la fréquence maximale du
signal considéré. Après cette acquisition qui est utilisée par la majorité des systèmes
numériques modernes, les algorithmes de compression, qui exploitent les nombreuses
redondances de ces signaux, interviennent afin de faciliter le stockage et la transmis-
sion des sons, images et vidéos. Tout ceci représente un temps de traitement significatif
d’une quantité élevée de données brutes dont la majorité sera supprimée par l’étape de
compression. L’échantillonnage compressé propose une alternative à ces deux limites :
acquisition et compression sont réalisées simultanément grâce à une connaissance a priori
sur la propriété de parcimonie du signal (définie ci-après).
Le problème considéré est la reconstruction d’un vecteur f ∈ RN à partir d’un vecteur
y ∈ RM de mesures de f obtenu par projection du signal original sur un ensemble de
fonctions de base {ϕm} ,m ∈ {1, 2, ...,M} :
ym = 〈f, ϕm〉 . (6.2)
Soit, en notation matricielle :
y = Φf,
où Φ est la matrice de la base de mesures, ou base incomplète d’échantillonnage, de taille
M ×N , où les M lignes de Φ sont ϕTi = [ϕi(1)ϕi(2)...ϕi(N)].
Nous nous intéressons aux cas de sous-échantillonnages où le nombre de mesures dis-
ponibles M est plus petit que la dimension N du signal f . Ce cas de figure est très
fréquent en pratique, par exemple lorsque le nombre de capteurs est limité ou lorsque
les mesures sont très coûteuses comme dans les techniques d’acquisition par diffusion de
neutrons. Pour toutes ces applications, la question est :
est-il possible de reconstruire correctement le signal à partir de M  N mesures
uniquement ?
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La réponse est en général non, dans la mesure où ce problème de reconstruction est
mal-posé. Cependant, avec les hypothèses additionnelles que le signal f est suffisamment
parcimonieux et que la base Φ et la base utilisée pour la reconstruction, notée Ψ, sont
incohérentes, une reconstruction parfaite est possible : c’est le principe fondamental de
l’échantillonnage compressé.
Nous détaillons ces deux propriétés de départ ci-dessous :
Parcimonie Un signal f ∈ RN est parcimonieux dans une base Ψ de taille S × S,
Ψ = [ψ1ψ2...ψS], s’il peut être représenté par un petit nombre S  N d’éléments
xi résultats de la projection de f sur Ψ :
f = Ψx =
S∑
i=1
xiψi, avec S  N.
On parle de signal S-parcimonieux.
Incohérence Nous avons défini la base Φ utilisée pour l’acquisition du signal f et Ψ la
base utilisée pour la représentation de f . La cohérence entre ces deux bases est
définie par :
µ(Φ,Ψ) =
√
n. max
1≤k,j≤n
|〈ϕk, ψj〉| .
La cohérence mesure donc la plus grande corrélation entre deux des éléments de Φ
et de Ψ. Logiquement, nous avons µ(Φ,Ψ) ∈ [1,√n], avec une valeur élevée si les
deux bases ont des éléments corrélés, faible sinon. Dans le cadre de l’échantillonnage
compressé les deux bases doivent être incohérentes, en d’autres termes les vecteurs
de mesures {ϕm} constituent une représentation dense des éléments {ψm} de la
base Ψ. Ceci est vérifié par plusieurs combinaisons de bases couramment utilisées
en échantillonnage compressé. Citons notamment, les combinaisons fonctions de
Dirac et base de Fourier, base d’ondelettes et noiselettes. Enfin, notons un résultat
important qui est qu’une base orthonormée Φ créée à partir d’une matrice aléatoire
est incohérente avec n’importe laquelle des bases Ψ précédemment fixée.
Ces définitions ainsi posées, la réponse à la question énoncée précédemment revient à
résoudre le problème suivant :
fˆ = arg min
f
‖Ψf‖l0 , tel que y = Φf , (6.3)
où la norme l0 est définie par ‖f‖l0 = Card {i, tel que fi 6= 0}.
Ainsi on cherche la reconstruction fˆ qui a la plus petite norme l0 dans le domaine
Ψ tout en étant consistante avec la mesure y. Cependant, ce problème est très délicat
à résoudre d’un point de vu combinatoire et c’est donc sa relaxation convexe qui est
utilisée [Donoho 06] :
fˆ = arg min
f
‖Ψf‖l1 , tel que y = Φf , (6.4)
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où la norme l1 est définie par ‖f‖l1 =
∑N
i=1 |fi|.
Ce problème est résolu par des algorithmes de poursuite de base (en anglais Basis
Pursuit, BP) qui demeurent complexe en terme de calcul en pratique.
A ce stade, nous pouvons résumer le fonctionnement de l’échantillonnage compressé
à l’aide de la figure 6.3 : le signal f est échantillonné par l’opérateur d’acquisition Φ, le
vecteur de mesures y est ensuite transmis puis décodé (l’ajout d’un bruit de quantifica-
tion peut résulter de ces deux étapes), le vecteur de mesures y est finalement utilisé par
l’algorithme de résolution du problème 6.3 permettant de reconstruire le signal fˆ dans
une base Ψ.
Figure 6.3: Schéma global de l’échantillonnage compressé.
Maintenant, entrons plus en détails sur les notions essentielles à la théorie de l’échan-
tillonnage compressé avec tout d’abord, la propriété d’isométrie restreinte (RIP). Notons
δS la constante d’isométrie d’ordre S correspondant à la plus petite valeur telle que la
base Ψ utilisée pour la reconstruction d’un signal f S-parcimonieux vérifie :
(1− δS) ‖f‖2l2 ≤ ‖Ψf‖
2
l2
≤ (1 + δS) ‖f‖2l2 .
On dit alors, que Ψ vérifie la condition de RIP d’ordre S si δS est suffisamment différent
de la valeur 1. Dans ce cas, chaques sous-ensembles de S colonnes de Ψ sont considérés
comme quasiment orthogonaux, Ψ préserve ainsi quasiment la norme de tout signal
S-parcimonieux. Pour l’échantillonnage compressé, si la constante δS est suffisamment
inférieure à 1 cela assure une solution robuste au problème 6.3.
Le choix des bases Ψ et Φ doit être réalisé minutieusement selon les applications et
doit entrer dans le cadre défini précédemment. De nombreux travaux explorent cette
problématique. Il a été prouvé que les bases d’acquisition Φ suivantes dont les com-
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posantes sont tirées aléatoirement peuvent être utilisées avec différentes bases Ψ fixées
(ondelettes, DCT, ...) :
– Base construite à partir d’une matrice Gaussienne.
– Base de Fourier.
– Base orthonormale.
Nous pouvons à présent revenir sur le problème 6.3 : en pratique, la plupart des signaux
observés ne sont pas rigoureusement parcimonieux dans chaque base transformée Ψ et
de plus il est nécessaire de considérer l’addition d’un bruit dû à la précision des outils
d’acquisition. L’addition d’une telle incertitude dans les mesures est modélisée de la
façon suivante :
y = Φf + e,
où e est l’erreur stochastique ou déterministe de telle manière que son énergie soit bornée
‖e‖l2 ≤ ε.
Une variante classiquement utilisée du problème 6.3 consiste alors à relâcher la contrainte
d’attache aux données :
fˆ = arg min
f
‖Ψf‖l1 , tel que ‖Φf − y‖l2 ≤ ε . (6.5)
Finalement, ce problème restant complexe à résoudre comme cela a été mentionné
précédemment, c’est le problème d’optimisation sans contrainte suivant qui est utilisé :
fˆ = arg min
f
{
‖Ψf‖l1 + λ ‖y − Φf‖l2
}
, (6.6)
où λ est un coefficient qui contrôle le poids du terme d’attache aux mesures.
Au cours des dernières années, beaucoup d’approches différentes ont été proposées
pour résoudre le problème de reconstruction 6.6. Chacune de ces méthodes de recons-
truction jongle de façon classique avec un compromis entre qualité de la reconstruction
et complexité de calcul. Citons deux algorithmes utilisés dans nos travaux :
ADM De l’anglais alternating direction method, cette méthode [Yang & Zhang 09] est
considérée comme rapide et efficace. Le problème 6.6 est équivalent à :
minx,z {g(x) + h(z), tel que : Ax+Bz = b} , (6.7)
où nous avons défini :
x =
(
φf
ψf
)
∈ Rm × Rp, B =
[
φ
ψ
]
, A = −Id, b =
(
y
0
)
(6.8)
Le Lagrangien augmenté de ce problème est alors défini par :
LA(x, z, λ) = g(x) + h(z)− λ>(Ax+Bz − b) + β2 ‖Ax+Bz − b‖
2 , (6.9)
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où λ ∈ Rl est le multiplicateur de Lagrange et β > 0 est un paramètre de pénalité.
Plutôt que de résoudre le double problème de minimisation en (x, z), l’algorithme
ADM résout alternativement chaque minimisation, comme suit :
xk+1 ← argminxLA(x, zk, λk)
zk+1 ← argminzLA(xk+1, z, λk)
λk+1 ← λk − γβ(Axk+1 +Bzk+1 − b)
(6.10)
PL En anglais projected Landweber, cette méthode introduite dans [Haupt & Nowak 06]
fait partie de la classe des techniques basées sur des projections. Elle est caractérisée
par une complexité de calcul réduite et la possibilité d’incorporer facilement de
nouveaux critères d’optimisation. Cette méthode consiste en une succession de
projection et de seuillage.
En partant d’une solution initiale fˆ 0, l’approximation du signal reconstruit à l’ité-
ration i+ 1 est obtenue par :
ˆˆ
f i = fˆ i + 1
λ
ΨΦT (y − ΦΨ−1fˆ i), (6.11)
fˆ i+1 =

ˆˆ
f i,
∣∣∣∣ ˆˆf i∣∣∣∣ ≥ τ i
0 sinon.
(6.12)
où λ est un paramètre fixé par exemple à la valeur propre de ΦTΦ la plus élevée,
et τ i est un seuil mis à jour à chaque itération.
Pour clore cette section, il est important de noter que le fort enthousiasme qui entoure
l’échantillonnage compressé réside à la fois dans ses fondements multidisciplinaires qui
regroupe plusieurs communautés et dans ses nombreuses applications. Celle qui nous
intéresse et sera développée dans la section 2 est bien-sûr la compression de données
mais on trouve aussi des applications dans le traitement du signal en général (détec-
tion, classification, estimation...), en imagerie médicale pour la résolution de problèmes
inverses (imagerie par résonance magnétique), en acquisition de données où plusieurs
systèmes d’acquisition dédiés ont été développés, ou encore pour la correction d’erreur
ou en estimation statistique.
Dans la section suivante nous présentons l’échantillonnage compressé appliqué à un
signal de type vidéo et son utilisation pour la compression de tels signaux.
6.2.2 Echantillonnage compressé et vidéo
L’application de l’échantillonnage compressé à un signal de type vidéo nécessite des
modifications du procédé initial afin d’exploiter les caractéristiques des vidéos. Nous
présentons dans cette section les principales contributions sur le sujet puis nous détaillons
les approches intégrant un tel système dans un codeur vidéo moderne.
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Précisons ici que notre contribution que nous introduirons dans la section 8.2.1 s’inscrit
dans le cadre des travaux présentés dans la première sous-section (6.2.2.1) tandis que
la seconde mise en œuvre que nous présenterons a été réalisée dans le codeur vidéo
HEVC (8.2.2) et s’inscrit dans le cadre des travaux de la seconde sous-section ci-dessous
(6.2.2.2).
6.2.2.1 Echantillonnage compressé appliqué à un signal vidéo
La première idée intuitive pour l’application de l’échantillonnage compressé à un si-
gnal de type vidéo, proposée dans [Wakin et al. 06], consiste à appliquer à chaque image
d’une séquence vidéo les méthodes développées pour le traitement d’images fixes. Dans
cet article, chaque image est reconstruite indépendamment en utilisant l’opérateur on-
delette 2D. Cette solution demeure néanmoins limitée du fait de la non-exploitation de
la dimension temporelle du signal. Dans la même contribution une seconde approche
est proposée en considérant le signal comme étant la séquence vidéo complète et en lui
appliquant un opérateur d’acquisition 3D. Bien que cette solution permette d’explorer
la dimension temporelle, la séquence vidéo est reconstruite en une passe ce qui rend
les calculs très coûteux. Pour résoudre ce problème, les auteurs de [Park & Wakin 09]
proposent d’exploiter les redondances temporelles en réalisant un échantillonnage image
par image combiné à des étapes d’estimation de mouvement et de compensation de
mouvement.
Avant de présenter les contributions suivantes, insistons sur le fait que pour un signal
de type vidéo, encore plus que pour les images fixes, le temps de traitement lié à la réso-
lution du problème 6.3 appliqué au signal dans sa totalité est très élevé et engendre des
difficultés de stockage en mémoire. Un tel schéma est donc irréaliste dans le cadre d’ap-
plications réelles. Une solution proposée par Gan [Gan 07] est par conséquent de diviser
le problème en sous-problèmes appliqués bloc par bloc. La matrice d’échantillonnage Φ
est ainsi définie par :
Φ =

ΦB 0 ... 0
0 ΦB
...
... . . . 0
0 ... 0 ΦB

L’acquisition peut alors être réalisée bloc par bloc : yi = ΦBxi, avec xi le ie`me bloc de
l’image courante. Ce procédé est utilisé dans les contributions détaillées ci-dessous.
Les auteurs de [Mun & Fowler 11] s’appuient sur un tel schéma combiné à un algo-
rithme de reconstruction PL où une étape de lissage à l’aide d’un filtre de Wiener a
été ajoutée (en anglais, smooth projected Landweber, noté SPL). Ils proposent de traiter
chaque bloc de façon itérative en utilisant une compensation de mouvement pour affiner
la reconstruction par échantillonnage compressé du bloc résiduel obtenu. Ledit résiduel
reconstruit est ensuite ajouté au bloc obtenu par compensation de mouvement qui est
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utilisé pour l’itération suivante. Ainsi, cette méthode propose une solution ingénieuse
pour exploiter les redondances temporelles. Elle améliore très nettement les résultats par
rapport à l’approche 3D et permet des gains significatifs par rapport à [Wakin et al. 06].
Un second article [Tramel & Fowler 11] propose d’explorer un autre outil propre aux
codeurs vidéo modernes : des prédictions temporelles de l’image courante basées sur
des hypothèses multiples. Chaque bloc de l’image courante est échantillonné de manière
classique mais c’est le résiduel qui est reconstruit au moment du décodage avant d’être
ajouté au bloc prédicteur. Cette prédiction est réalisée à l’aide d’une combinaison li-
néaire optimale des prédictions déterminée à l’aide d’un opérateur de régularisation de
Tikhonov.
En addition de ces techniques cherchant la meilleure mise en œuvre de l’échantillon-
nage compressé appliqué à un signal de type vidéo, des travaux proposent d’ajouter la
notion d’adaptativité. Dans [Stankovic et al. 08], les blocs catégorisés comme étant par-
cimonieux sont traités à l’aide de l’échantillonnage compressé tandis que les autres sont
échantillonnés de façon classique. Les auteurs des travaux [Liu et al. 10, Liu et al. 11]
vont plus loin et proposent de réaliser un échantillonnage adaptatif reposant sur une
étude précise des redondances temporelles. Chaque bloc est ainsi catégorisé suivant son
activité temporelle par rapport au bloc colocalisé de l’image précédente, puis la stratégie
d’acquisition des mesures est adaptée selon la caractérisation de chaque bloc de même
que la reconstruction de chaque bloc. Ainsi pour les blocs statiques (très corrélés au bloc
colocalisé), un nombre restreint de mesures est effectué et le bloc est reconstruit selon
deux méthodes, les blocs avec peu de changement utilisent un nombre un peu plus élevé
de mesures et c’est la différence avec le bloc colocalisé qui est reconstruite avant addition
avec ce dernier, enfin les blocs trop différents nécessitent un nombre élevé de mesures et
sont reconstruits de façon classique, indépendamment du bloc colocalisé. Une améliora-
tion significative de 1.5 à 7.8dB est rapportée en comparaison aux travaux précédents
en vidéo. Ces travaux proposent donc une nouvelle voie prometteuse en introduisant
la notion d’adaptativité. L’utilisation systématique du bloc colocalisé pour réaliser la
caractérisation semble cependant limiter la méthode pour les nombreuses situations où
ce bloc n’est pas corrélé au bloc courant.
Finalement, insistons sur le fait qu’au-delà de l’application initiale de l’échantillon-
nage compressé, utilisé au moment de l’acquisition d’un signal brut, et des avantages
détaillés dans 6.2.1, les contributions présentées ci-dessus peuvent être regardées comme
un nouveau moyen de définir un codeur vidéo. Le signal vidéo est ainsi représenté par un
nombre de mesures limité puis il est reconstruit par un décodeur connaissant l’opérateur
d’acquisition Φ utilisé. L’idée est attractive, elle peut devenir très intéressante lorsqu’elle
est combinée à une exploitation efficace des propriétés du signal vidéo (redondances spa-
tiales et temporelles) comme dans certaines des contributions précédentes. Bien sûr, de
tels schémas ne sont pour l’instant pas compétitifs avec un codeur vidéo type H.264/AVC
très efficace grâce à la mise en compétition d’un grand nombre de modes de codage qui
exploitent les redondances spatiales et temporelles. Les possibilités offertes par l’échan-
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tillonnage compressé et le dynamisme de la communauté scientifique sur le sujet laissent
cependant entrevoir une alternative sérieuse aux codeurs vidéo modernes. Pour ce faire,
la notion d’adaptativité à la fois de l’échantillonnage et de la reconstruction, combiné à
la transmission des paramètres associés, semble être un point clé du succès d’un codeur
basé échantillonnage compressé.
6.2.2.2 Echantillonnage compressé intégré dans un codeur vidéo
Plutôt que de redéfinir un codeur vidéo basé sur l’échantillonnage compressé, quelques
travaux ont fait le choix d’intégrer directement l’échantillonnage compressé dans un
codeur vidéo existant. Nous introduisons ces travaux dans cette section.
Une première application est proposée dans [Zhang et al. 08]. La réduction du nombre
de mesures nécessaires pour reconstruire correctement le signal est exploitée afin d’amé-
liorer l’efficacité de codage. Ainsi, le résiduel r transformé et quantifié après prédiction
est échantillonné par un opérateur Φ. A partir des mesures yr obtenues puis déquantifiées
(y˜r), le résiduel est reconstruit dans le domaine Ψ par résolution de l’équation suivante :
rˆ = arg min
r
{‖Ψr‖1 + λ ‖y˜r − Φr‖2} (6.13)
Le résiduel obtenu est alors ajouté au signal prédicteur pour reconstruire le bloc. Une
transformée DCT 1D est proposée par les auteurs à la place de la DCT 2D classique
afin de s’aligner avec l’équation initiale de l’échantillonnage compressé. La méthode est
évaluée en codage Intra sous des conditions simplifiées avec une taille de partition fixée à
8×8 pixels et un seul mode de prédiction (DC) activé. La méthode est ainsi en compéti-
tion avec le mode de codage classique (DCT 2D) et signalée au décodeur par un élément
de syntaxe si le bloc contient au moins un coefficient AC non nul. Les gains présentés
sont encourageants et démontrent l’intérêt d’une telle méthode, particulièrement sur des
contenus ayant de grandes régions homogènes bien délimitées comme dans la figure 6.4.
Figure 6.4: Exemple de contenu adapté pour la méthode [Zhang et al. 08].
Dans [Do et al. 10], la méthode précédente est améliorée : afin de mieux s’adapter
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au cadre de la compression vidéo, le signal est directement reconstruit dans le domaine
pixel et non plus dans le domaine résiduel. L’information du signal prédicteur yp est
ajoutée dans le problème d’optimisation 6.13 et le premier terme est remplacé par la
minimisation de la variation totale :
fˆ = arg min
f
{
TV (f) + λ
∥∥∥ ˜(yr + yp)− Φf∥∥∥2} , (6.14)
où la variation totale d’un signal f à deux dimensions est définie par :
TV (f) =
∑
i,j
√
(fi+1,j − fi,j)2 + (fi,j+1 − fi,j)2.
L’opérateur d’acquisition utilisé conserve les 40 premiers coefficients d’un bloc trans-
formé par une DCT parcouru en zig-zag. Les auteurs montrent que dans le cadre de
leur étude cet opérateur est plus efficace qu’un opérateur aléatoire classiquement uti-
lisé en échantillonnage compressé. Les gains obtenus sont intéressants, notamment sur
des séquences spécialement sélectionnées. La méthode semble cependant ne pas tirer
profit au maximum des possibilités offertes par l’échantillonnage compressé. Ainsi, le
nombre de coefficients pour l’échantillonnage est fixé à 40 mais ce chiffre n’est évidem-
ment pas optimal pour toutes les séquences et toutes les partitions. Comme expliqué
dans la conclusion de l’article, le choix de la base DCT pour l’acquisition est adapté
pour les blocs de texture mais une autre base serait mieux adaptée pour d’autres types
de contenus.
En addition de ces travaux visant à intégrer un schéma d’échantillonnage compressé
au sein d’un codeur vidéo, nous pouvons citer d’autres travaux explorant l’ajout d’ap-
proches itératives dans des codeurs modernes et qui exploitent notamment la notion
de parcimonie du signal. En particulier, les travaux [Martin et al. 08, Thoreau et al. 10,
Martin et al. 07] qui visent à améliorer l’efficacité de la prédiction par la recherche du
meilleur dictionnaire. Ce type d’approche est mis en compétition avec une approche
basée Template Matching dans [Turkan & Guillemot 10] pour le codage d’image Intra.
6.3 Bilan
Dans ce chapitre, nous avons tout d’abord présenté l’intérêt du transfert d’intelligence
au niveau du décodeur dans le cadre du codage vidéo distribué mais surtout dans un
cadre de codage classique. Ces approches sont très prometteuses en terme d’amélioration
d’efficacité de codage bien qu’elles entraînent une augmentation de la complexité du
décodeur. Une seconde section a ensuite permis d’introduire la théorie émergente de
l’échantillonnage compressé qui présente un fort intérêt dans le cadre de la compression
vidéo.
Nous nous appuyons sur cet état de l’art dans les chapitres suivants pour introduire
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dans un premier temps un schéma de codage construit sur l’utilisation d’un décodeur
actif. Nous appliquons ensuite ce schéma à l’échantillonnage compressé afin de confirmer
le potentiel d’une telle méthode de codage et proposer une solution permettant d’en tirer
profit au maximum dans un cadre de codage vidéo.
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Chapitre 7
Approche décodeur intelligent avec
application au codage Intra
Dans ce chapitre, nous proposons une solution pour anticiper les limites des schémas
de codage vidéo conventionnels basés sur la compétition de multiples choix de codage qui
exploitent efficacement les différentes corrélations du signal vidéo. Comme cela a été mis
en lumière dans le chapitre 2, le coût de signalisation résultant de cette compétition est
d’une part élevé et rend d’autre part délicat l’ajout de nouveaux modes de codage. Afin
de contourner ces contraintes, l’approche en rupture que nous introduisons ici consiste
à reporter cette compétition au niveau du décodeur afin d’économiser le coût de signa-
lisation tout en se donnant un nouveau degré de liberté concernant l’ajout de nouveaux
modes. On parle ainsi de décodeur intelligent.
Cette approche va plus loin que les méthodes évoquées dans l’état de l’art précédent dans
la mesure où elle rend potentiellement reproductible l’ensemble des opérations réalisées
au codeur dans un but d’amélioration de l’efficacité de codage. Cette méthode alternative
passe cependant par une augmentation de la complexité du décodeur et donne lieu à
différentes problématiques de mises en œuvre pour lesquelles nous proposons des solutions
au cours de ce chapitre. Afin de concrétiser et mesurer son potentiel, une application de
la méthode à la sélection des modes de prédiction Intra est proposée et évaluée dans le
cadre du futur standard HEVC. Cette étude étant encore au stade préliminaire, nous
concluerons finalement le chapitre avec différentes perspectives prometteuses.
7.1 Description de l’approche proposée
7.1.1 Motivation
Les chapitres 1 et 2 de ce manuscrit ainsi que la première partie du chapitre précédent
nous ont permis d’évoquer une limite des schémas de codage conventionnels liées à la
mise en compétition de multiples choix de codage. La motivation de ce chapitre est de
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proposer une alternative à cette approche.
Les schémas de codage actuels sont basés sur l’exploitation des redondances spatiales
et temporelles du signal à l’aide de multiples choix de codage en compétition. L’amé-
lioration incrémentale de tels schémas implique alors, entre autres, une augmentation
significative du nombre de paramètres en compétition à chaque génération de standards.
Les choix nécessitent en effet d’être de plus en plus abondants afin d’améliorer l’effica-
cité de codage de la texture. C’est ainsi que le projet HEVC introduit notamment une
compétition entre cinq vecteurs de mouvement prédicteurs parmis de nombreux can-
didats alors que seul le médian spatial utilisant trois vecteurs voisins était disponible
dans H.264/AVC et que MPEG-2 n’utilisait qu’un unique vecteur provenant du bloc de
gauche. L’augmentation du nombre de vecteurs prédicteurs a ici pour effet de réduire
le coût de codage des vecteurs de mouvement au prix d’un surcoût de signalisation de
la compétition qui demeure inférieur au gain engendré, l’effort consenti est donc ré-
compensé. La même démarche est utilisée en Intra où l’amélioration de la prédiction
est rendue possible par un nombre de prédicteurs quasiment multiplié par quatre. Cette
augmentation significative des choix de codage en compétition contraint cependant l’évo-
lution futur de tels encodeurs dans la mesure où l’amélioration de la prédiction du signal
nécessite d’être systématiquement supérieur à un coût de signalisation grandissant. Nous
formalisons ci-dessous cette évolution des encodeurs vidéos afin d’analyser ce constat de
façon théorique :
Soit (R1, D1) et (R2, D2) les couples débit-distorsion générés pour des paramètres de
codage C1 et C2 appartenant respectivement à un ensemble de N1 et N2 paramètres en
compétition qui représentent deux générations d’encodeurs vidéos successives telles que
N1 < N2 . Nous nous basons sur la représentation Lagrangienne du problème à partir
du critère Jk = Dk + λRk, k ∈ {1, 2}, où λ est un multiplicateur de Lagrange. Pour
que la seconde génération d’encodeur soit plus efficace que la première (J1 > J2), il est
nécessaire que :
D1 −D2 > λ(R2 −R1), (7.1)
soit, en séparant chaque composante de débit Ri, i ∈ {1, 2} en une composante liée à la
transmission des choix de codage RCi et une seconde composante liée aux résiduels de
textures Rresi :
D1 −D2 > λ((RC2 −RC1) + (Rres2 −Rres1)). (7.2)
Nous considérons maintenant que dans le futur le coût des résiduels sera borné du
fait des nets progrès en prédiction de la texture, Rres2 → Rres1 . Bien que cela n’est
pas vérifié rigoureusement avec le passage d’H.264/AVC à HEVC, nous avons montré
dans l’analyse du chapitre 2 que les écarts avaient significativement diminué. Sous cette
hypothèse, on peut alors écrire :
Rres2 = Rres1 − ε. (7.3)
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En remplaçant le terme Rres2 dans (7.2), il vient ainsi :
D1 −D2 > λ((RC2 −RC1)− ε). (7.4)
En supposant finalement que les perfomances des codeurs entropiques demeurent
stables, ce qui impliquent que les paramètres de codage C2 soient plus coûteux que
les paramètres C1, nous introduisons ∆ le surcoût de signalisation nécessaire pour per-
mettre davantage de compétition tel que ∆ > 0, RC2 = RC1 + ∆. Par conséquent, nous
obtenons :
D1 −D2 > λ∆− λε. (7.5)
Ainsi, ce résultat indique que la différence de qualité de reconstruction entre deux
générations d’encodeurs est bornée par le surcoût de signalisation résultant de l’aug-
mentation des choix de codage en compétition. Lorsque ce nombre de choix tend vers
une valeur très élevée, ∆ ε, l’expression (7.5) devient en effet :
D1 −D2 > λ∆, (7.6)
où le terme λ∆ est de plus en plus élevé avec les futures générations d’encodeurs du fait
du surcoût de codage lié à l’ajout de choix. L’amélioration en qualité de reconstruction
étant bornée par ce terme, elle nécessite donc d’être encore meilleure pour assurer une
progression dans l’efficacité de codage. Cela n’est néanmoins pas garanti du fait des
limites dans la qualité de la prédiction. C’est cette contradiction que nous souhaitons
contourner en introduisant dans ce chapitre une alternative aux schémas d’encodage
actuels. Ainsi, notre étude ne se dirige pas vers un nouveau mode de prédiction ou
l’amélioration du codage des données mais plutôt un nouvel environnement de codage
visant à répartir différemment les ressources entre l’encodeur et le décodeur. Ce dernier
sera ainsi davantage exploité pour devenir acteur du schéma.
Avant de détailler l’approche proposée, citons de nouveau la solution de l’adaptativité
évoquée dans le chapitre précédent et qui permet déjà de soliciter d’une manière plus
active le décodeur. Cette méthode consiste à utiliser uniquement un ensemble réduit de
paramètres en compétition générés de manière pertinente pour chaque partition à coder
en fonction des caractérisitques du voisinage causal. Elle demeure néanmoins une solution
délicate à envisager du fait des difficultés liées au décodage du flux qui limitent voire
empêchent une mise en œuvre pratique. L’approche que nous proposons dans ce chapitre
est différente, nous en introduisons le schéma général dans la sous-section suivante avant
d’en détailler les différentes étapes par la suite.
7.1.2 Schéma global
Pour résumer le schéma proposé, nous souhaitons exploiter le décodeur pour détermi-
ner certains paramètres de codage dont la transmission peut être alors économisée au
149
Chapitre 7 Approche décodeur intelligent avec application au codage Intra
niveau de l’encodeur dans la mesure où il est capable de dériver les paramètres à l’iden-
tique. Ainsi, l’approche consiste plus précisemment à hériter un ensemble de paramètres
de codage à partir d’une partition causale judicieusement sélectionnée. De manière à
conserver une efficacité de codage significative, les choix de codage ainsi dérivés doivent
être suffisamment pertinent. A cette efficacité de codage conservée s’ajoute alors les bé-
néfices de la méthode dont nous discuterons après avoir décrit, ci-dessous, la méthode
et introduit les notations qui seront utilisées dans la suite de ce chapitre.
Nous notons Pi la partition courante à coder et Li la liste regroupant les paramètres
de codage à déterminer pour la partition Pi. Nous définisons alors P ′i la partition causale
que nous allons exploiter pour dériver les paramètres Li. Cette partition qui doit être
disponible lors du traitement de Pi est indiquée par une information de mouvement notée
vmi dont nous discuterons dans la section suivante. Notre approche est divisée en trois
étapes successives :
1. Sélection de la partition causale P ′i .
2. Mise en compétition de N∗ paramètres sur la partition causale P ′i .
3. Codage de la partition Pi à partir des paramètres hérités de l’étape précédente.
Ces étapes sont représentées sur la figure 7.1 en regard du schéma de l’état de l’art.
Figure 7.1: Schéma de codage d’une partition courante de façon classique (à gauche)
ou selon notre proposition (à droite).
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Dans ce dernier, on traite la partition originale Pi pour laquelle les paramètres de
codage optimaux sont déterminés lors d’une compétition entre N modes de codage,
une information de mouvement est alors transmise (dans un cas Inter) accompagnée de
l’ensemble des paramètres de codage optimaux qui sont aussi utilisés pour le codage de
la partition courante donnant lieu par ailleurs à des résiduels de textures εT .
Ainsi, les redondances spatiales et temporelles entre pixels ne sont plus ici exploi-
tées pour prédire d’autres pixels mais pour prédire des moyens de codage qui peuvent
alors eux-mêmes exploiter les redondances pixelliques en tant que telles. La figure 7.2
schématise l’approche proposée selon ce point de vue. Les paramètres de codage sont
déterminés grâce à l’utilisation d’une partition causale suffisamment corrélée à la parti-
tion courante, P ′i jouant donc le rôle de la partition de référence en se substituant à la
partition originale. La liste des paramètres Li ainsi déterminée, ces derniers sont hérités
pour coder la partition courante et ils ne nécessitent alors pas d’être transmis au déco-
deur dans la mesure où celui-ci est capable de les déterminer à son tour. La méthode est
par conséquent décodable dès lors que codeur et décodeur utilisent la même partition
causale P ′i et que le processus de sélection des paramètres optimaux est identique. Plus
précisément, afin de répéter ce processus de décision, le décodeur effectue les opérations
de simulation de codage des données ainsi que de reconstruction de la partition courante
pour l’ensemble des paramètres en compétition. En ce sens, nous parlons de décodeur
intelligent.
Figure 7.2: Représentation de l’approche décodeur intelligent.
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Après cette description, dont les trois points principaux seront détaillés dans les sous-
sections suivantes, discutons de l’apport de cette approche par rapport au problème
des schémas de codage conventionnels énoncé dans 7.1.1. En considérant que les choix
de codage dérivés sont suffisamment pertinents, deux voies d’améliorations sont alors
ouvertes par la méthode :
1. Réduction des coûts de signalisation grâce à l’économie des informations de com-
pétition.
Il s’agit de l’apport immédiat de l’approche qui en permettant de dériver à l’iden-
tique les informations de codage au niveau du décodeur réduit leur proportion
dans le flux dans la mesure où elles ne sont plus transmises. La proportion du flux
ainsi réduite peut alors être en partie reportée sur les résiduels de textures pour
améliorer la qualité de reconstruction du signal.
2. Affranchissement de la contrainte liée au nombre de paramètres en compétition.
Dans les codeurs conventionnels, le nombre N de choix disponibles pour un pa-
ramètre donné est limité. Il est classiquement défini de façon à être suffisamment
pertinent du point de vue du compromis débit-distorsion. Dans le cadre de notre
approche, cette quantité de choix en compétition N∗ n’est plus limitée et peut donc
être augmentée sans se soucier du coût de signalisation : N∗ > N . N∗ est alors
uniquement contraint par la complexité visée qui augmente en conséquence et fait
apparaître une nouvelle façon d’aborder la question de la scalabilité en complexité
dont nous discuterons à la fin de ce chapitre.
Pour aller plus loin dans cette analyse, développons l’impact de la méthode proposée à
partir du critère débit-distorsion qui est modifié. Ce critère à minimiser est classiquement
noté Ji, il est utilisé pour la sélection des choix de codage de la partition Pi et formulé
comme suit :
Ji = Di + λRi, (7.7)
où :
– Di est la distorsion entre la partition originale et la partition reconstruite pour un
ensemble de choix de codage donné Ci.
– Ri est le débit généré par le codage de l’ensemble des informations relatives à un
ensemble de choix de codage donné Ci.
– λ est le multiplicateur de Lagrange permettant de balancer entre débit et distorsion
en tenant compte du paramètre de quantification courant.
Dans ce cadre, la liste Li des paramètres traités à l’aide de notre approche constitue un
sous-ensemble de Ci (Li ⊂ Ci ) et on note alors R˜i le débit résiduel généré comme suit :
R˜i = Ri − ςL(Li), (7.8)
où ςL(Li) représente le coût de codage associé à la transmission des paramètres de la
liste Li dans un schéma classique sans notre méthode.
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Le critère débit-distorsion (7.7) s’écrit alors sous la forme suivante :
Ji = Di + λ(R˜i + ςL(Li)). (7.9)
Notre proposition dans le cadre de l’approche décodeur intelligent consiste à substituer
au coût de codage des paramètres Li, le coût de codage ςvm(vmi) de l’information de
mouvement vmi permettant de définir la partition causale P ′i , soit :
J
′
i = D
′
i + λ(R˜
′
i + ςvm(vmi)), (7.10)
où R˜i 6= R˜′i et Di 6= D′i dans la mesure où notre méthode impacte sur la reconstruction
de Pi.
Ainsi, la méthode devient avantageuse lorsque :
1. l’information de mouvement est moins coûteuse que les paramètres de codage
traités, ςvm(vmi) < ςL(Li).
2. les couples (Di, Ri) et (D
′
i, R˜
′
i) sont suffisamment proches, c’est à dire que la pré-
diction est restée suffisamment efficace.
Il est important de noter que nous intervenons sur ces deux points de façon étroitement
liée. Le coût que nous allouons à la signalisation de la partition causale influence en
effet la pertinence des paramètres hérités à l’aide de notre méthode, qui agissent eux-
mêmes sur la qualité de la reconstruction dont dépend finalement le débit résiduel R˜′i
au travers des résiduels de texture à coder. L’étape de sélection de la partition causale
et sa signalisation sont par conséquent les étapes clés de notre étude.
Dans la sous-section suivante, nous débutons justement la description des étapes par
la sélection de P ′i .
7.1.3 Sélection de la partition causale
Comme expliqué dans la première section de ce chapitre, la sélection de la partition
causale est une étape clé de notre méthode dans la mesure où une partition suffisamment
corrélée à la partition courante permettra de déterminer les meilleurs paramètres. A l’in-
verse, une « mauvaise » partition P ′i engendrera des paramètres sous-optimaux pouvant
donner lieu à une mauvaise prédiction et finalement un surcoût de codage des résiduels
de texture résultant. La sélection de la partition P ′i est réalisée parmi l’ensemble des
partitions causales précédemment traitées au cours du codage. Notons donc que dans
le cadre d’un codage Intra de l’image I, la partition P ′i appartient nécessairement à la
zone causale de l’image courante tandis que pour une image Inter, elle peut en plus
appartenir à l’image de référence ou mieux dans un cadre bi-prédictif à l’une des images
de référence.
Nous introduisons ci-dessous quatre solutions envisagées réparties en deux types de
méthodes selon qu’un vecteur de mouvement soit explicitement transmis ou pas.
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Solutions avec signalisation du vecteur de mouvement
Pour déterminer la partition P ′i nous proposons d’utiliser dans un premier temps un
algorithme classique de mise en correspondance de blocs (en anglais Block-Matching,
noté BMA). Le BMA explore les corrélations entre pixels dans une zone de recherche
définie au sein de la zone causale. Le critère de sélection est un critère débit-distorsion
tenant compte du coût de codage de l’information de mouvement associée vmi, la dis-
torsion étant pour sa part estimée par la somme des différences absolues (SAD) entre
la partition courante Pi et chaque partition causale candidate P ′i,k. Cette première solu-
tion a l’avantage d’être celle classiquement utilisée dans les codeurs vidéo utilisant une
prédiction par compensation de mouvement. De nombreux algorithmes très performants
sont disponibles et l’intégration dans un codeur vidéo conventionnel est ainsi facilitée.
En alternative du BMA classique, nous proposons d’utiliser un BMA modifié réa-
lisé dans un domaine approprié aux paramètres à déterminer. Notons Jvm le critère
débit-distorsion utilisé dans l’estimation de mouvement du logiciel de référence de la
norme H.264/AVC où le débit R est égal au débit relatif au codage du mouvement Rvm
[Girod 94] :
Jvm = D + λvmRvm. (7.11)
Le critère modifié, qui demeure convexe, devient alors :
J ′vm = Dˆ + λvmRvm, (7.12)
où Dˆ représente un critère de ressemblance entre deux partitions dans un domaine
prédéfini, différent du domaine pixel du macrobloc.
De telles estimations de mouvement seront introduites dans la section perspective ainsi
que dans le chapitre suivant où l’approche est appliquée dans le cadre de l’échantillonnage
compressé et Dˆ représente alors une mesure de la distorsion dans le domaine transformée.
Concernant la signalisation de P ′i , les informations de mouvement vmi peuvent être
transmises au décodeur dans le cadre d’une mise en œuvre intuitive. Les procédés clas-
siques de réduction du coût de codage des vecteurs de mouvement sont alors directement
appliqués et permettent de signaler P ′i à moindre coût. Notons que dans le cadre d’un
codage Intra-image, le domaine de recherche de la partition causale comprend unique-
ment la zone au-dessus et à gauche de la partition courante et que cela devra être pris
en compte pour le codage du vecteur de mouvement.
Solutions sans signalisation du vecteur de mouvement
La signalisation par transmission du vecteur étant cependant non-négligeable, nous
envisageons des solutions moins coûteuses (voir gratuites) dans le but d’introduire une
telle méthode dans un codeur vidéo moderne. La partition causale est alors simplement
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définie comme l’une des partitions voisines spatialement ou temporellement sans avoir
recours à une estimation de mouvement. Les corrélations avec ces partitions sont en effet
souvent suffisamment élevées pour assurer le succès de la méthode sans augmenter le
coût de codage. Nous envisageons ainsi un large ensemble de partitions P ′i,j introduites
ci-dessous qui constituent la liste des partitions causales candidates LP ′i :
– partitions voisines spatialement, notées respectivement A,B,C etD, comme repré-
sentées sur la figure 7.3 :
Figure 7.3: Partitions causales voisines spatialement (en hachuré) de la partition
courante.
– partition dans l’image précédente pointée par le vecteur de mouvement prédicteur
de la partition courante (par exemple, le vecteur médian des vecteurs de mouvement
des trois voisins spatiaux comme dans H.264/AVC), comme représentée sur la figure
7.4 :
Figure 7.4: Partition causale pointée par le vecteur médian.
La partition causale P ′i à utiliser est alors, soit fixée par défaut à l’une de ces partitions
soit sélectionnée parmi l’ensemble de ces partitions à l’aide d’un critère de similarité
avec la partition courante Pi. Dans ce cas, un indice de signalisation est associé à chaque
partition possible et on transmet cet indice au décodeur.
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Enfin, pour économiser le coût de cet indice, une dernière solution consiste à uti-
liser les paramètres optimaux correspondants au meilleur compromis débit-distorsion
indépendamment de la partition causale P ′i . Ainsi, nous considérons que chacune des
partitions causales est une partition suffisamment corrélée à la partition courante pour
la détermination de la liste des paramètres optimaux L∗i . Le problème (7.10) est alors
modifié comme nous le verrons dans la sous-section suivante pour réaliser l’optimisation
à la fois sur la liste Li et les partitions causales P ′i,j.
Dans la sous-section suivante, nous décrivons comment la sélection des paramètres
optimaux est réalisée dans ce dernier cas de figure après avoir introduit le cas plus
général.
7.1.4 Sélection des paramètres optimaux
L’étape de sélection des paramètres optimaux est calquée sur ce qui se fait actuellement
dans un encodeur conventionnel, à ceci près que la décision doit nécessairement être
reproductible au niveau du décodeur. Dans la mesure où la partition utilisée en lieu et
place de la partition originale est effectivement disponible lorsque cela est nécessaire, le
point restant à contrôler concerne le critère de décision. Ainsi, contrairement aux critères
de sélection utilisés dans les codeurs actuels tels que le critère débit-distorsion, le critère
utilisé dans notre solution devient normalisable puisqu’il est utilisé lors du décodage.
En ce sens, il ne constitue plus un choix d’implémentation laissé libre aux concepteurs
d’encodeur qui adaptent le processus de décision en fonction du type d’application et des
contraintes de complexité. Un critère fixé reproductible de manière exacte assure dans
notre approche que le décodeur hérite les mêmes paramètres que l’encodeur et décode
parfaitement la séquence.
En pratique, dans le but d’utiliser un critère débit-distorsion optimal, cela ne pose
pas de problème pour le calcul de la composante de distorsion D mais complexifie notre
approche par rapport à la composante de débit R qu’il est alors nécessaire d’estimer au
cours du décodage en simulant le codage des données à l’aide du codeur entropique. Cela
devient notamment complexe dans le cas du codeur entropique CABAC qui nécessite
l’utilisation de contextes dans un état identique à l’encodage et au décodage. On peut
cependant envisager d’utiliser un coût approché à l’aide d’un codeur entropique CAVLC
ou bien d’un codeur CABAC pour lequel les contextes seraient remis à jour uniquement
au niveau de chaque image par exemple.
Afin de réaliser une première évaluation de notre approche, une solution intuitive
mais néanmoins pertinente sera mise en œuvre à la fin de ce chapitre. Une mesure de
l’entropie H des données à coder sera ainsi exploitée pour obtenir une approximation du
débit [Cover & Thomas 91]. En limitant ces données aux résiduels de pixels transformés
et quantifiés εPi , le débit sera alors calculé comme suit :
Ri = nbεPiH(εPi), (7.13)
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où nbεPi représente le nombre de résiduels de pixels.
Détaillons maintenant la décision à partir de ce critère de sélection calculé à l’aide du
couple débit-distorsion (Ri, Di). Deux solutions sont considérées selon que la méthode est
mise en œuvre avec une unique partition causale P ′i ou bien plusieurs partitions causales
P ′i,j, j ∈ {1, ..., NP ′} comme nous l’avons introduit dans la précédente sous-section.
Dans le premier cas, la partition causale P ′i est sélectionnée indépendamment des
paramètres et il s’agit alors d’utiliser la partition P ′i à la place de la partition originale
Pi lors de la génération du critère de sélection des paramètres de codage. En reprenant
les notations de la première section 7.1.2 avec Li la liste des paramètres traités à l’aide
de notre approche et Lci = Ci − Li les paramètres codés classiquement, nous utilisons
donc le critère suivant :
J
′
i = D
′
i + λR
′
i. (7.14)
Soit, si la détermination de P ′i nécessite la transmission d’information de mouvement
vmi :
J
′
i = D
′
i + λ(R˜
′
i + ςvm(vmi)), (7.15)
ou bien, dans le cas où cette signalisation est économisée en définissant, par exemple,
une partition P ′i par défaut :
J
′
i = D
′
i + λR˜
′
i. (7.16)
Dans le second cas impliquant de multiples partitions candidates, la problématique
de détermination des paramètres optimaux est conjuguée à celle de la détermination de
la partition causale optimale dès lors que l’on s’interdit la signalisation. Le critère J ′i,j
associé à chaque partition candidate P ′i,j ∈ LP ′i devient ainsi :
J
′
i,j = D
′
i,j + λR˜
′
i,j, (7.17)
où D′i,j représente la distorsion engendrée par une prédiction donnée associée à un en-
semble de choix de codage candidat et la partition P ′i,j, le débit R˜
′
i,j étant calculé rela-
tivement aux résiduels résultants par rapport à la partition P ′i,j.
La particularité vient donc ici de la comparaison de critères calculés avec des réfé-
rences différentes. Ce choix permet de combiner les deux étapes de sélection en faisant
l’hypothèse qu’en héritant les paramètres minimisant le critère (7.17), il s’agisse des
plus pertinents parmi l’ensemble des paramètres optimaux L∗i,j associés à chaque P ′i,j.
Ainsi, nous évaluerons cette solution face à une plus intuitive consistant à retenir les
paramètres L∗i,j les plus sélectionnés pour chaque partition P ′i,j.
Dans la sous-section suivante, nous clôturons la description théorique de notre ap-
proche à travers la dernière étape d’application des choix de codage ainsi dérivés.
157
Chapitre 7 Approche décodeur intelligent avec application au codage Intra
7.1.5 Traitement de la partition courante
Une fois les paramètres optimaux déterminés à l’aide d’une ou plusieurs partitions
causales, le codage de la partition courante est divisé en deux parties. D’une part, le
codage classique de la partition et d’autre part la signalisation de la partition causale.
Pour le codage de la partition, la liste de paramètres hérités de la précédente étape est
utilisée de façon aveugle par le codeur qui prédit alors Pi à l’aide des choix optimaux
déterminés sur P ′i avant de transmettre uniquement les résiduels de pixels résultants.
La signalisation de P ′i qui a déjà été abordée précédemment, consiste soit en la trans-
mission d’informations de mouvement (vecteur résiduel, image de référence, prédicteur)
soit la transmission d’un indice indiquant la partition optimale parmi un ensemble pré-
défini. Cette signalisation peut enfin être économisée dans le cas d’un critère exactement
reproductible au décodeur comme nous l’expérimenterons dans la section suivante.
Ainsi, comme nous l’avons déjà mentionné, les redondances spatiales et temporelles
entre pixels ne sont plus ici exploitées pour prédire d’autres pixels mais pour prédire des
moyens de codage qui peuvent alors eux-mêmes exploiter les redondances pixelliques en
tant que telles. Notons d’ailleurs que pour exploiter l’approche différemment et étendre
la dualité avec la prédiction des pixels, il est possible d’envisager la transmission de
résiduels de paramètres de codage à la manière du most probable mode utilisé dans
H.264/AVC. Nous développerons ce point dans la section perspective 7.3.
Attardons-nous finalement sur le décodeur qui devient acteur de notre système. Celui-
ci procède comme suit lorsqu’une partition courante à décoder Pi utilise notre approche :
1. Détermination de la partition causale P ′i après lecture éventuelle d’informations
de mouvements.
2. Détermination des paramètres de décodage par simulation du codage de la parti-
tion P ′i .
3. Décodage de la partition Pi à l’aide des paramètres hérités de l’étape précédente.
Ainsi, l’appellation décodeur intelligent prend tout son sens ici dans la mesure où le
schéma de décodage est symétrique de l’encodage. En particulier, dans le cas où la
partition P ′i n’est pas signalée explicitement, le décodeur est alors exactement identique à
l’encodeur. C’est notamment le cas lors de l’utilisation d’une partition causale prédéfinie
ou de multiples partitions en compétition.
Dans le cadre de notre étude, que ce soit pour l’application aux modes Intra présen-
tée dans la section suivante ou bien à l’échantillonage compressé au chapitre suivant,
nous n’avons pas considéré la problématique de la complexité engendrée au décodeur.
Indiquons cependant qu’une telle approche bouleverse bien évidemment la conception
et l’utilisation de celui-ci du fait des opérations qui lui sont demandées. Un couple enco-
deur et décodeur configurable en fonction de l’application est néanmoins envisageable du
fait des progrès considérables dans les performances matérielles et logicielles des équipe-
ments multimédia. L’approche permet notamment d’envisager le sujet de la scalabilité
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en complexité de façon conjointe à l’encodeur et au décodeur comme nous l’évoquerons
dans les perspectives.
Dans la section suivante, nous mettons en pratique l’approche proposée afin d’évaluer
son potentiel.
7.2 Application pour l’héritage de modes Intra
7.2.1 Description de la méthode
Afin de mettre en application la théorie développée dans ce chapitre, nous avons choisi
d’appliquer notre solution au codage des prédicteurs Intra, l’ensemble des autres informa-
tions étant traitées classiquement. Les raisons de ce choix tiennent en trois observations
soulignées notamment par l’analyse du chapitre 2 :
– Les prédicteurs Intra représentent 10% du flux total en proportion dans le standard
H.264/AVC et 12% dans HEVC. L’impact potentiel de notre méthode est donc
significatif.
– Afin d’améliorer l’efficacité de codage de la texture, le nombre de prédicteurs In-
tra en compétition augmente de façon significative dans les dernières générations
d’encodeurs standards : 1 seul prédicteur dans MPEG 2 ; de 4 à 9 prédicteurs dans
H.264/AVC et jusqu’à 34 prédicteurs dans le standard HEVC. Cette information de
codage est donc particulièrement pertinente relativement à la motivation exprimée
au début de ce chapitre.
– La sélection des prédicteurs optimaux repose sur la direction de la texture et nous
sommes confiants pour que l’utilisation d’un bloc causal suffisamment corrélé au
bloc courant permette de déterminer le prédicteur optimal du bloc courant de façon
efficace.
L’application de l’approche décodeur intelligent à la sélection des prédicteurs Intra ap-
paraît donc comme un choix pertinent afin de mesurer le potentiel de la méthode. La
liste Li des paramètres à déterminer est ainsi limitée au seul prédicteur Intra dont la
place dans le flux total est suffisamment importante pour démontrer un effet significatif
de la méthode proposée.
En pratique, nous avons intégré notre schéma dans le codeur HEVC en compétition
avec les modes Intra et Inter classiques. Notre solution est appliquée de deux façons
selon les partition causales disponibles parmi celles décrites dans 7.1.3 :
– pour les images Intra prédites uniquement spatialement, nous utilisons les blocs
voisins à gauche et au-dessus de la partition courante.
– pour les images Inter prédites temporellement ainsi que spatialement, nous utilisons
les mêmes blocs voisins ainsi que les blocs causaux de l’image précédente pointés
par les vecteurs de mouvement des quatre blocs voisins.
Nous évaluerons les différentes solutions liées à la détermination et la signalisation de
cette partition optimale. La signalisation de notre méthode est quant à elle réalisée
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comme le décrit la figure 7.5 : pour chaque unité de prédiction (PU) le mode de prédiction
Intra, Inter ou Skip est signalé ; puis dans le cas d’une PU Intra, un indice additionnel
indique si la PU est traitée de façon classique ou bien à l’aide de notre solution notée
Intra DI (pour Intra Décodeur Intelligent). S’il s’agit d’une PU Intra classique, selon le
partitionnement 2N×2N ou N×N, un ou quatre prédicteurs Intra sont respectivement
transmis alors que cette transmission est économisée dans le cas où le mode Intra DI est
utilisé.
Figure 7.5: Modification de la signalisation HEVC intégrant le mode Intra DI proposé.
La détermination du prédicteur Intra optimal par le mode Intra DI consiste à sub-
stituer l’une des partitions causales candidates à la partition originale habituellement
utilisée dans le critère débit-distorsion. L’ensemble du processus de sélection demeure
alors équivalent à l’état de l’art : calcul du résiduel entre la partition prédictrice générée
par chaque mode Intra et la partition causale candidate, suivi de l’étape de transfor-
mation et de quantification du résiduel avant de finalement calculer la distorsion entre
la partition ainsi reconstruite et la partition causale. Dans la mesure où l’intégration
d’un estimateur du coût Cabac au niveau du décodeur est relativement complexe, la
composante de débit est quant à elle simulée à partir de l’entropie du résiduel généré.
L’ensemble de ce traitement est ainsi exactement reproductible au décodeur.
Nous présentons et analysons les résultats obtenus pour cette mise en œuvre élémen-
taire mais néanmoins pertinente dans la sous-section suivante.
7.2.2 Résultats expérimentaux
7.2.2.1 Configuration de tests
Nous avons évalué la méthode dans l’encodeur HEVC HM 3.0 avec l’ensemble des
outils activés afin de réellement mesurer le potentiel de notre méthode, excepté pour
la sous-section 7.2.2.2 où une modification est apportée au nombre de prédicteurs Intra
en compétition. Il est ainsi important de noter que cette expérimentation est mise en
œuvre dans un encodeur très mature et à l’efficacité de codage nettement supérieure de
celle de H.264/AVC (environ 40% de réduction du débit à qualité équivalente). Le profil
utilisé est un des meilleurs profils actuellement considérés et il utilise une prédiction
unidirectionnelle. Deux ensembles de QPs ont été évalués pour les moyens et bas débits
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respectivement sur deux types de contenus : des séquences classiques issues du projet
HEVC (7.2.2.2) puis des séquences de cartes de profondeur (7.2.2.3) qui présentent un
intérêt particulier pour la méthode du fait des fortes corrélations entre partitions. Cette
configuration est résumée ci-dessous :
Codeur HEVC HM 3.0.
Profil Low Delay High Efficiency (Prédiction uni-directionnelle).
QPs moyens débits : QP = {22, 27, 32, 37} ; bas débits : QP = {27, 32, 37, 42}.
Séquences 8 séquences 2D du projet HEVC des formats qwvga à 1080p (7.2.2.2) et 5
séquences de cartes de profondeur (7.2.2.3).
Evaluation Pourcentage de réduction de débit moyen calculé à l’aide de la métrique de
Bjontegaard.
7.2.2.2 Evaluation sur des séquences 2D
La première évaluation réalisée sur des séquences classiques est divisée en deux expéri-
mentations permettant d’analyser respectivement les deux axes d’améliorations abordés
par l’approche décodeur intelligent :
– réduction des coûts de signalisation des choix de codage.
– augmentation du nombre de choix en compétition.
Evaluation de l’efficacité de codage
Dans cette première sous-section nous évaluons la réduction des coûts de signalisation
apportée par notre méthode au travers de l’amélioration de l’efficacité de codage dans
une configuration complète du codeur HEVC.
Afin de confirmer le potentiel de la méthode et décider de la mise en œuvre la plus
prometteuse par rapport à la problématique de signalisation de la partition causale à
utiliser, nous mesurons tout d’abord les gains maximaux envisageables. Pour ce faire,
nous proposons quatre tests dont il est important de préciser qu’ils sont non-décodables
dans la mesure où la partition P ′i n’y est pas explicitement signalée :
– Test ND1 : mise en compétition du codage Intra classique de HEVC avec la méthode
proposée où la partition causale utilisée est la partition originale (P ′i = Pi).
– Test ND2 : test précédent où la partition causale fait partie de l’ensemble LP ′
défini dans la section 7.2.1 et où le mode optimal hérité à l’aide de la méthode est
déterminé pour la partition originale Pi parmi l’ensemble réduit des modes candidats
sélectionnés sur les partitions causales de l’ensemble LP ′ . Ce test permet d’évaluer
le gain dans le cas où le coût de signalisation de la partition causale optimale est
considéré comme nul.
– Test ND3 : test précédent où l’ensemble des partitions candidates est réduit aux
deux partitions retournant les modes optimaux au sens du critère débit-distorsion.
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Ce test permet d’évaluer une solution où un indice binaire serait suffisant pour
indiquer la partition P ′i .
– Test ND4 : dans ce test, P ′i correspond à la partition de l’estimation de mouvement
classique dont le vecteur de mouvement n’est pas transmis.
Les résultats de ces tests sont regroupés dans le tableau 7.1 pour les huit séquences
HEVC testées à moyen débit. Les résultats du Test ND1 sont évidemment les plus fa-
vorables de façon significative et font état d’un gain potentiel maximum d’environ 10%.
Ce test est loin d’être réaliste puisque la partition utilisée pour la détermination des
prédicteurs Intra optimaux est la partition originale mais il délimite l’impact potentiel
d’une telle approche dans un cas idéal en tenant compte de la signalisation additionnelle
du nouveau mode basé sur notre méthode. Les tests suivants sont davantage réalistes
puisqu’ils utilisent des prédicteurs hérités en utilisant une partition causale, c’est uni-
quement la signalisation de cette dernière qui n’est pas décodable. On observe dès le Test
ND2 une diminution très significative des gains potentiels qui sont en moyenne de 1.1%
pour ce second test où l’on utilise le meilleur prédicteur parmi l’ensemble des prédicteurs
optimaux déterminés sur les partitions causales candidates. Il est intéressant de noter
que les gains sont globalement équivalents pour l’ensemble des séquences testées avec une
plage de valeurs allant de 0.9% à 1.3%. Le Test ND3 qui se calque sur le même principe
mais en choisissant le meilleur prédicteur sur uniquement deux partitions causales valide
notre façon de choisir les partitions optimales à l’aide d’un critère débit-distorsion global
puisque les gains restent proches du test précédent avec 0.9% en moyenne. Enfin, le Test
ND4 est peu concluant puisque sans transmettre les vecteurs de mouvement, l’utilisa-
tion de partitions obtenues par l’estimation de mouvement classique apporte seulement
0.4% de gains. Cette solution n’a par conséquent pas été étudiée davantage dans notre
travail mais demanderait certainement une étude plus approfondie. En particulier, une
estimation de mouvement plus adaptée, réalisée dans un autre domaine que le domaine
pixel pourrait fournir des partitions causales davantage pertinentes.
Test ND1 Test ND2 Test ND3 Test ND4
BasketBallPass qwvga 7.2 0.9 0.9 0.4
BlowingBubbles qwvga 9.2 0.9 0.7 0.3
RaceHorses qwvga 9.2 1.2 0.9 0.5
RaceHorses wvga 9.1 1.2 0.8 0.4
Vidyo 1 720p 13.5 0.9 0.8 0.5
Parkscene 1080p 8.7 1.3 1.2 0.5
Cactus 1080p 9.9 1.2 0.8 0.3
BasketBallDrive 1080p 12.7 1.3 1.0 0.4
Moyenne 9.9 1.1 0.9 0.4
Table 7.1: Pourcentages de réduction de débit maximums de notre méthode Intra DI
pour quatre configurations non-décodables à moyen débit.
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A titre de conclusion intermédiaire, l’approche, bien que très prometteuse
au vue de la place conséquente des données traitées dans le flux total, se
trouve notamment limitée du fait de la délicate étape de choix de la
partition causale P ′i .
Des gains significatifs demeurent cependant envisageables à partir d’une solution uti-
lisant un ensemble de partitions causales prédéfini comme dans le Test ND2 et sans
transmission de signalisation additionnelle de la partition causale optimale.
A partir de cette conclusion, nous évaluons maintenant la méthode dans un cadre
décodable où deux configurations ont été testées :
– Test 1 : Test ND2 avec sélection de la partition P ′i optimale à l’aide d’un critère
débit-distorsion.
– Test 2 : Test ND2 avec sélection de la partition P ′i optimale en fonction du mode
optimal le plus fréquent parmi les partitions candidates et en cas d’égalité, sélection
selon le critère débit-distorsion précédent.
Ces résultats sont rapportés dans le tableau 7.2 à la fois pour les moyens débits à
mettre en regard des résultats précédents mais aussi pour les bas débits qui donnent
une indication intéressante des performances de la méthode pour un type de débit ou
les modes Intra sont classiquement peu utilisés.
Moyen Débit Bas Débit
Test 1 Test 2 Test 1 Test 2
BasketBallPass qwvga 0.1 0.4 0.3 1.0
BlowingBubbles qwvga 0.3 0.3 0.6 0.8
RaceHorses qwvga 0.4 0.3 0.8 0.6
RaceHorses wvga 0.2 0.3 0.4 0.8
Vidyo 4 720p 0.5 0.3 0.4 0.9
Parkscene 1080p 0.4 0.5 0.4 0.6
Cactus 1080p 0.2 0.3 0.4 0.5
BasketBallDrive 1080p 0.2 0.4 0.3 0.6
Moyenne 0.3 0.4 0.5 0.7
Table 7.2: Pourcentages de réduction de débit moyen de notre méthode d’héritage des
modes Intra basée décodeur intelligent pour deux configurations différentes
à moyen et bas débit.
Tout d’abord, nous observons pour les moyens débits, un gain moyen de 0.3% et 0.4%
respectivement pour le Test 1 et le Test 2.
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La méthode apporte ainsi une amélioration systématique et
non-négligeable pour le codage des séquences qui atteint notamment 0.5%
pour la séquence Parkscene 1080p. Les gains sont plus élevés à bas débit
où ils atteignent en moyenne 0.5% et 0.7% respectivement pour les deux
expérimentations.
Une amélioration particulièrement intéressante pour les séquences BasketBallPass
qwvga et Vidyo 4 720p est observée pour le second test. Ces gains supérieurs à bas
débits s’expliquent par l’augmentation de l’utilisation de modes de prédiction Intra pour
ce type de débit qui en contient sensiblement moins classiquement du fait du fort coût de
signalisation des prédicteurs. Cette augmentation se répercute alors directement dans la
qualité de la reconstruction des séquences. Pour les séquences aux plus forts gains, nous
observons que les corrélations entre partitions sont très adaptées à notre choix réalisé sur
des partitions causales prédéfinies. Par rapport aux deux tests évalués, le Test 2 semble
être ici un peu plus performant, notamment à bas débit. Le prédicteur le plus sélectionné
parmi l’ensemble des partitions causales candidates constitue en effet un bon pronostic
du prédicteur réel et confirme la pertinence de notre liste de partitions candidates.
Afin d’analyser plus en détails ces résultats, nous proposons d’observer les pourcen-
tages de sélection de notre mode de codage et ceux des modes Intra et Inter classique de
HEVC pour le Test 2 à moyen débit. Ces statistiques sont rapportées dans la figure 7.6
avec le codeur de référence (a) puis le codeur modifié avec notre nouveau mode respecti-
vement en moyenne sur l’ensemble des séquences (b), pour la séquence BasketBallDrive
1080p (c) et enfin la séquence BasketBallPass qwvga (d). Notons tout d’abord que pour
l’ensemble des figures, la sélection des modes Intra (Intra seul pour (a) et l’union du
mode Intra classique et le mode Intra introduit pour (b), (c) et (d)) augmente avec le
pas de quantification. Précisons ici que ces pourcentages de sélection sont calculés en
nombre d’unités de prédiction (notées PU, voir le chapitre 1 pour les détails de nota-
tions) codées avec un des trois types de modes et non en termes de pourcentage de
la séquence globale. Ainsi, une PU de taille 4×4 a par exemple autant d’importance
qu’une PU 64×64 dans ces statistiques afin de bien évaluer l’impact de notre méthode
qui agit sur le codage de l’indice d’une PU qui s’avère avoir le même poids dans le flux
pour ces deux tailles de PU. Cela explique l’augmentation de la proportion des modes
Intra avec le QP alors que classiquement les modes Intra sont davantage utilisés à haut
débit : les partitionnements Inter sont moins précis pour les forts QP alors que ceux des
PU Intra demeurent relativement petits et c’est donc bien la proportion de PU Intra
qui augmente avec le QP. Celle-ci atteint 18% pour le codeur de référence au QP 37
(a) confirmant le potentiel de gain de notre méthode et on observe qu’en considérant
les deux modes Intra pour le codeur modifié, cette proportion est augmentée de 10% en
moyenne pour l’ensemble des séquences (b). Le mode introduit à l’aide de notre approche
est alors sélectionné à 18% pour ce même QP, soit le double du mode Intra classique. Il
est intéressant de noter que sur l’ensemble des QPs, notre mode convertit non seulement
des partitions codées classiquement en Intra mais aussi en Inter. La proportion de ces
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dernières diminue ainsi de quelques pourcents à haut débit jusqu’à 10% à bas débit.
Finalement, les deux figures détaillant les statistiques pour deux séquences particu-
lières (c, d) sont enrichissantes si on les met en regard des résultats précédents. Pour la
séquence BasketBallDrive 1080p (c) où la prédiction Intra joue un rôle très important,
nous observons alors une sélection très élevée de notre mode allant de 10% à 30% et des
gains associés qui ne sont cependant pas les meilleurs avec 0.4% pour ces moyens dé-
bits. A l’inverse, une sélection plus limitée est observée pour la séquence BasketBallPass
qwvga (d) qui fournit les mêmes résultats à moyen débit mais atteint 1.0% de gain à
bas débits. L’étape de détermination du prédicteur à hériter semble donc être perfectible
mais les pourcentages de sélection élevés associés à des gains prometteurs permettent
globalement de valider l’intérêt de notre approche.
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Figure 7.6: Pourcentage de sélection des différents modes de codage selon le QP cal-
culés en moyenne pour l’ensemble des images Inter des séquences testées.
Statistiques obtenues avec le codeur de référence (a), et le codeur modi-
fié avec notre nouveau mode en moyenne sur l’ensemble des séquences (b) ;
pour la séquence BasketBallDrive 1080p (c) ; et la séquence BasketBallPass
qwvga (d).
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Enfin, nous évaluons avec la figure 7.7 la répartition de la sélection des modes en
fonction du type d’image et du partitionnement des unités de prédiction. Ces statis-
tiques sont calculées en moyenne pour les quatre QP de 22 à 37. Par rapport aux types
d’images, on observe qu’un plus grand nombre de PU sont codées à l’aide du mode pro-
posé dans les images Intra, atteignant 28% pour les partitionnements 2N×2N contre 12%
dans les images Inter. Ce résultat confirme l’intérêt de l’approche puisque, évaluée uni-
quement avec des modes Intra similaires mais nécessitant la transmission des indices des
prédicteurs, notre solution est très souvent sélectionnée malgré l’utilisation de partitions
causales potentiellement moins corrélées que pour les images Inter (les PU de gauche
et du dessus). La sélection de notre mode parmi les images Inter demeure néanmoins
significative et il est très intéressant d’observer que parmi les PU 2N×2N, notre mode y
est davantage sélectionné que le mode Intra classique (3% de sélection supplémentaire).
Ceci s’explique car notre méthode est plus efficace pour ce type de partition comme on
a aussi pu l’observer pour les images Intra du fait de l’unique prédicteur à déterminer. A
l’inverse, les PU N×N nécessitent de déterminer quatre prédicteurs Intra et l’efficacité
de notre méthode est limitée dans ce cas car l’héritage d’un mauvais prédicteur entraîne
une mauvaise reconstruction de la partition associée ce qui peut avoir un effet très né-
gatif sur la composante de distorsion. Le mode proposé est alors peu sélectionné malgré
le gain associé en débit du fait de la non-transmission des quatre indices de prédicteurs.
Une sélection non-négligeable de 13% et 5% est néanmoins observée pour ce type de PU
respectivement en Intra et en Inter.
Ces forts pourcentages de sélection prouvent globalement l’intérêt de
notre approche pour laquelle l’utilisation de partitions causales davantage
corrélées demeure l’enjeu majeur.
Evaluation de l’influence du nombre de prédicteurs en compétition
Nous souhaitons maintenant évaluer la seconde voie d’amélioration ouverte par notre
approche qui concerne l’augmentation des paramètres en compétition. Pour ce faire,
nous restreignons le nombre de prédicteurs Intra en compétition dans le mode classique
à 4 prédicteurs (Horizontal, Vertical, DC, Planar) tout en laissant un nombre élevé de
prédicteurs mis en compétition dans le mode défini à l’aide de notre approche décodeur
intelligent. Le tableau 7.3 présente les résultats obtenus pour ce test réalisé à moyen débit
avec respectivement 4, 17 et 34 prédicteurs utilisés dans la méthode décodeur intelligent.
Ces trois configurations sont comparées au schéma de référence avec les 4 prédicteurs
Intra uniques définis ci-dessus. Notons que bien que cela n’ait pas été évalué au cours de
cette thèse, il serait envisageable d’ajouter encore d’autres prédicteurs en compétition
pour par exemple doubler le nombre de directions qui serait porté à 68 comme cela a
été évoqué au début du développement d’HEVC.
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Figure 7.7: Pourcentages de sélection des différents modes de codage selon le type
d’image (Intra ou Inter) et de partition (N×N ou 2N×2N). Moyenne cal-
culée à partir des résultats des quatre QP.
4 pred 17 pred 34 pred
BasketBallPass qwvga 0.1 0.2 0.1
BlowingBubbles qwvga 0.4 0.5 0.3
RaceHorses qwvga 0.2 0.6 0.6
RaceHorses wvga 0.1 0.6 0.4
Vidyo 1 720p -0.1 0.9 0.7
Parkscene 1080p 0.1 0.3 0.4
Cactus 1080p 0.3 0.5 0.7
BasketBallDrive 1080p 0.1 0.7 0.7
Moyenne 0.2 0.5 0.5
Table 7.3: Pourcentages de réduction de débit moyen de notre méthode décodeur in-
telligent appliquée au mode Intra pour différents nombres de prédicteurs en
compétition (4, 17 et 34). Test réalisé pour un ensemble de QP à moyen
débit.
Tout d’abord, notons que les gains relativement faibles de cette étude forcent à prendre
des précautions pour tirer des conclusions et précisons de plus que le nombre de pré-
dicteurs dans le mode classique étant de 4, ces derniers sont codés sur au maximum 2
bits tandis que la signalisation entre ce mode classique et notre mode est réalisée pour
sa part sur 1 bit. La marge est par conséquent beaucoup plus limitée par rapport aux
tests précédents (7.2.2.2) où le mode classique pouvait utiliser jusqu’à 6 bits. Néanmoins,
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nous observons de façon suffisamment remarquable l’apport de l’augmentation de 4 à
17 prédicteurs en compétition dans notre mode basé décodeur intelligent. Cet accrois-
sement des choix qui ne nécessite pas de signalisation additionnelle permet en effet une
amélioration du gain sur le débit de 0.3% en moyenne pour un gain total de 0.5% avec
17 prédicteurs. Cette amélioration est systématique pour l’ensemble des séquences et
atteint 1.0% pour la séquence Vidyo 1 720p qui tire particulièrement profit de l’apport
des nouvelles directions introduites à l’aide de cette seconde configuration. La dernière
configuration où les 34 directions de HEVC sont mises en compétition n’apporte globa-
lement pas d’amélioration supplémentaire puisque le gain moyen demeure de 0.5%. Cela
semble venir de la qualité limitée des partitions causales utilisées pour ces tests qui ne
permettent pas d’exploiter suffisamment l’ajout d’un nombre très élevé de prédicteurs.
Ce gain est cependant légèrement supérieur au gain obtenu dans la section précédente
où les résultats de référence étaient générés avec un codeur ayant lui aussi 34 prédicteurs
en compétition (tableau 7.2).
Ces observations tendent donc à confirmer l’intérêt de notre approche qui
permet ici d’augmenter le nombre de prédicteurs en compétition pour
améliorer la qualité de la reconstruction sans impacter sur le coût de
signalisation de ces prédicteurs.
Afin d’apprécier l’impact en termes de sélection des différents modes, nous avons re-
présenté leurs pourcentages de sélection sur la figure 7.8 pour les trois configurations
testées. Ces pourcentages sont conformes aux résultats du tableau 7.3 avec une augmen-
tation de la sélection du mode Intra DI de 1% pour le passage de 4 à 17 prédicteurs
accompagnée d’une très légère augmentation de la sélection du mode Intra classique qui
tire certainement profit d’un meilleur codage de ses prédicteurs. Enfin, la répartition
de la sélection des modes reste quasiment identique avec la dernière configuration à 34
prédicteurs.
7.2.2.3 Evaluation sur des séquences de cartes de profondeur
Dans cette dernière évaluation de notre méthode, nous avons souhaité appliquer notre
solution au codage de cartes de profondeur (en anglais, Depth-Map) utilisées en codage
multi-vues. Ces cartes de profondeur [Shade et al. 98, Yoon et al. 07] associées à une
vidéo de texture permettent de représenter une scène 3D que ce soit pour des applications
de vidéos en relief ou de sélection de point de vue. La vidéo 2D classique apporte ainsi les
informations de texture, d’intensité des couleurs ainsi que de structure de la scène tandis
que la vidéo de profondeur définie la distance pour chaque pixel entre la caméra et les
différents points 3D de la scène. Typiquement, les cartes de profondeur sont des images
en niveau de gris où la valeur 255 est associée aux points les plus proches de la caméra
et la valeur 0 aux points les plus éloignés (pour une représentation classique avec 8 bits).
Leur principal avantage par rapport au format multi-vues classique est de permettre la
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Figure 7.8: Pourcentages de sélection des différents modes de codage en fonction du
nombre de prédicteurs en compétition dans la méthode proposée. Moyenne
calculée à partir des résultats des quatre QP.
synthèse d’un nombre important de vues à partir d’un nombre limité de vues en entrée
et de découpler les étapes de cartes de profondeur véritable enjeu pour le développement
de cette solution. Le standard MVC (Multi-view Video Voding) [Merkle et al. 07] permet
actuellement le codage des cartes de profondeur mais n’exploite pas l’ensemble de leurs
particularités. Ainsi, un appel à proposition pour un nouveau standard de compression
de vidéos 3D a récemment eu lieu (résultats en décembre 2011) et ce sont des séquences
issues de cet appel que nous avons utilisées pour l’évaluation de notre méthode sur ce
contenu particulier.
Les cartes de profondeur sont particulièrement adaptées à la solution décodeur intel-
ligent proposée dans cette section pour deux raisons :
– La proportion des prédicteurs Intra dans le flux est plus élevée que sur des contenus
classiques de type texture (20% en moyenne pour les cartes de profondeur contre
10% pour la texture). En effet, dans la mesure où les prédictions Intra sont efficaces
plus souvent en générant des résiduels de pixels très faibles voir nuls, il est alors
souvent moins coûteux de signaler un prédicteur Intra plutôt qu’un vecteur de
mouvement.
– Les corrélations sont très fortes entre les blocs appartenant à un même niveau de
profondeur. Les blocs causaux utilisés pour notre approche sont alors plus pertinents
que sur des séquences classiques.
Afin de réellement percevoir les gains apportés pour le codage des cartes de profondeur,
nous avons évalué en parallèle le codage des vidéos de textures associées. L’ensemble de
ces résultats sont raportés dans le tableau 7.4.
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Carte de profondeur Texture
GT_Fly 1920×1088 0.6 -0.1
PantoMime 1280×960 1.4 0.1
Kendo 1024×768 1.0 -0.1
Balloons 1024×768 0.0 0.4
LoveBird1 1024×768 0.8 0.2
Moyenne 0.8 0.1
Table 7.4: Pourcentages de réduction du débit moyen de notre méthode appliquée aux
séquences de cartes de profondeur et textures associées.
L’observation principale est que des gains supérieurs sont obtenus avec
0.8% de réduction du débit en moyenne pour les cartes de profondeur
contre seulement 0.1% pour les séquences de texture associées.
Cette différence est notamment très forte pour la séquence PantoMime où elle atteint
1.3% tandis qu’à l’inverse, la méthode ne donne pas de gain sur la carte de profondeur
de la séquence Balloons alors qu’un gain de 0.4% est rapporté en texture. Pour expliquer
ces résultats, précisions de plus que les cartes de profondeur sont généralement moins
coûteuses que les séquences classiques et les méthodes adaptées comme celle introduite
dans ce chapitre ont alors davantage d’impact sur l’efficacité de codage globale.
A titre d’exemple, la figure 7.9 présente une image de la séquence Kendo compressée
avec la méthode à QP 32. On y observe clairement le second point propre aux cartes de
profondeur décrit précédemment : les zones appartenant à une même profondeur sont
très corrélées, ce qui assure de bonnes partitions causales P ′i pour notre méthode.
Figure 7.9: Image compressée avec la méthode proposée au QP=32 tirée de la séquence
de carte de profondeur Kendo 1024×768.
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7.3 Perspectives
L’approche présentée dans ce chapitre est de type prospective et l’application aux
modes Intra bien que prometteuse demeure le résultat d’une étude préliminaire. Avant
d’approfondir le potentiel de la méthode dans une autre mise en pratique au chapitre
suivant, nous souhaitons présenter plusieurs perspectives intéressantes d’ordre générale
mais aussi liées à l’application Intra.
7.3.1 Perspectives générales
Au-delà des améliorations des étapes de sélection de la partition causale et de la mise
en compétition des choix de codage, une perspective ambitieuse concernant l’intégration
de l’approche au sein du schéma de codage est à envisager. Comme nous l’avons évoqué
dans 7.1.5, notre méthode permet de réaliser une prédiction des moyens de codage et
il est par conséquent possible de poursuivre la démarche de recherche d’une dualité
avec la prédiction de la texture en transmettant un résiduel de prédiction de modes.
Cette idée est déjà exploitée avec l’utilisation du « most probable mode » en Intra qui
permet de coder à coût réduit le mode le plus probable déterminé à l’aide du voisinage.
L’expérimentation réalisée dans 7.2 nous a montré que les prédicteurs déterminés par la
méthode ne sont pas systématiquement optimaux et il pourrait donc être intéressant de
les corriger.
Une seconde voie d’étude ouverte par notre méthode concerne la complexité. En effet,
l’approche proposée reporte uniquement sur la complexité les questions liées à l’ajout de
nouveaux modes en compétition. Ainsi, encodeur et décodeur fonctionnant alors « en-
semble », un nouvel angle d’approche est notamment ouvert pour le sujet de la scalabilité
en complexité. Actuellement, la complexité des encodeurs est gérée par la définition de
profiles dont les plus simples sont constitués d’un ensemble réduit des outils disponibles
ce qui limite par conséquent l’efficacité de codage pour ces profils. En alternative, certains
travaux récents [Nam et al. 10, Lee et al. 09] s’intéressent à ce sujet afin de proposer de
nouvelles solutions offrant une complexité variable en fonction du matériel utilisé tout
en garantissant une bonne qualité d’encodage. Différentes approches peuvent être en-
visagées mais dans le cadre du schéma proposé dans ce chapitre, il serait alors aisé de
modifier l’ensemble de modes en compétition sans impacter négativement sur le coût
de signalisation associée dans la mesure où celle-ci est économisée. A l’inverse, s’il est
possible actuellement de faire le choix de restreindre les modes testés à l’encodeur, le
nombre de bits alloué à leur signalisation est pour sa part incompressible même si un tel
choix est pris en compte par le codeur entropique. L’encodeur signale alors des choix sans
prendre en compte qu’une partie des modes n’est par accessible ce qui est sous-optimal
en termes d’efficacité de codage.
Afin d’étudier ce sujet qui représente un fort enjeu au moment où la complexité des
encodeurs devient de plus en plus élevé, une thèse sur le sujet va débutée au sein de
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l’équipe codage vidéo avancé d’Orange Labs. L’étude de la scalabilité en complexité
dans le cadre de l’approche décodeur intelligent constitue ainsi une des voies de recherche
envisagée.
7.3.2 Perspectives dédiées à l’application aux modes Intra
Concernant plus précisément l’application aux modes Intra, deux voies d’améliorations
ambitieuses principales pourraient être étudiées. Elles concernent la sélection de P ′i d’une
part et l’ajout de prédicteurs en compétition d’autre part.
Une solution particulièrement prometteuse quant à la sélection de la partition causale
consisterait ainsi à réaliser l’estimation de mouvement dans le domaine des prédicteurs
Intra. Comme représenté de façon schématique sur la figure 7.10, la partition P ′i définie
est la partition dont les modes de codage sont les plus proches des modes optimaux de
la partition courante. La zone causale où est réalisée la mise en correspondance est alors
représentée en terme de modes de prédiction et non plus de pixels et après avoir déterminé
les prédicteurs optimaux pour la partition courante, ces derniers sont recherchés au sein
de la zone causale. En pratique cela peut être fait en associant un indice à chaque mode
de façon judicieuse afin d’utiliser directement un algorithme d’estimation de mouvement
classique, les directions de prédiction voisines seront ainsi associées à des valeurs proches.
Cette solution augmente cependant de façon significative la complexité qui pourrait être
par ailleurs régulée par la taille des partitions sur lesquelles la recherche est effectuée.
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Figure 7.10: Exemple d’estimation de mouvement dans le domaine des modes Intra.
La seconde perspective que nous envisageons est l’ajout de nouveaux modes de prédic-
tion afin d’exploiter davantage la souplesse offerte par l’approche décodeur intelligent.
Nous avons en effet mis en évidence dans la seconde partie des résultats 7.2.2.2 que
l’augmentation de choix en compétition améliore l’efficacité de la méthode en passant de
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quatre à dix-sept directions de prédictions. Le passage a trentre-quatre prédicteurs ne
permet cependant pas d’augmenter à nouveau les gains et nous pensons par conséquent
que l’ajout de nouveaux prédicteurs dans le cadre de cette approche doit passer par des
nouveaux modes plutôt que d’autres directions. Il est en effet délicat de départager des
prédicteurs trop proche à l’aide de la méthode du fait de la qualité limitée de la partition
P ′i mais des prédicteurs davantage diversifiés seraient particulièrement pertinents. De
nombreux travaux proposant des nouveaux prédicteurs Intra ont justement été réalisées
ces dernières années, citons notamment les approches parcimonieuses [Martin et al. 07],
l’utilisation de résolutions multiples [Park et al. 07], la création de prédictions pondé-
rées générées par un gradient ou de prédicteurs bi-dimensionnels [Matsuo et al. 09]. La
plupart de ces types de travaux ont en commun leur mise en œuvre par substitution à un
autre mode afin de ne pas engendrer de surcoût de signalisation. Chaque méthode a ainsi
prouvé son efficacité pour des contenus spécifiques mais elles demeurent limitées pour
être utilisées dans un standard du fait du coût de signalisation associé. Par conséquent,
leurs ajout dans le cadre de notre approche prendrait tous son sens, chaque méthode pou-
vant alors apporter un gain en qualité de prédiction non-compensé par la transmission
du choix optimal qui serait dérivé lors du décodage. Enfin, afin de contraindre l’aug-
mentation de la complexité ajouté par un nombre très élevé de prédicteurs, l’ensemble
des modes en compétition pourrait être adapté au cours du traitement en fonction d’un
classement réalisé identiquement par l’encodeur et le décodeur.
7.4 Bilan
En rupture avec les schémas de codage conventionnels, nous avons introduit dans ce
chapitre une approche intitulée décodeur intelligent visant à exploiter davantage le déco-
deur. A l’aide d’une partition causale judicieusement sélectionnée, différents paramètres
de codage sont hérités pour la partition courante qui bénéficie alors d’une réduction si-
gnificative des coûts de signalisation. Nous entrevoyons de ce fait un schéma permettant
non-plus de prédire les pixels mais bel et bien les modes de codage dont la systématique
augmentation peut devenir une limite aux futurs codeurs. Cette approche nécessite ce-
pendant de nombreuses modifications des schémas de compression actuels, en particulier
au niveau du décodeur qui devient acteur du système. Plusieurs de ces questions ont été
abordées au cours de ce chapitre comme la sélection de la partition causale à utiliser et
sa signalisation.
Dans le cadre d’une évaluation préliminaire du potentiel de la méthode, une appli-
cation aux prédicteurs Intra dans le codeur HEVC a ensuite été réalisée. Cette étude,
bien qu’élémentaire, a permis de révéler des gains prometteurs au sein d’un encodeur
aux performances déjà extrêmement élevées. La méthode apporte notamment des gains
significatifs à hauts débits et fait état d’un fort pourcentage de sélection atteignant 18%
en moyenne pour ce type de débits. Ces promesses ont été finalement mises en perspec-
tives par différentes voies d’améliorations dont certaines sont mises en œuvre dans le
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chapitre suivant où nous proposons une application plus ambitieuse de cette approche
à la théorie de l’échantillonnage compressé. Les méthodes d’échantillonnage compressé
s’inscrivent en effet idéalement dans le cadre de l’approche décodeur intelligent car elles
nécessitent un paramétrage abondant et minutieux, en particulier lors d’une utilisation
dans un but de compression.
174
Chapitre 8
Approche décodeur intelligent
appliquée à l’échantillonnage
compressé pour le codage vidéo
Nous avons introduit l’échantillonnage compressé au chapitre 6, il s’agit d’une théorie
émergente du traitement du signal qui affirme : sous certaines conditions, uniquement
un faible nombre de mesures d’un signal projeté dans une base donnée sont nécessaires
pour obtenir une bonne reconstruction du signal d’origine. De nombreuses applications
en traitement du signal ont vu le jour dont quelques travaux en compression vidéo comme
nous l’avons présenté précédemment.
Dans ce chapitre, nous étudions l’intégration d’une telle méthode dans un procédé
de codage vidéo classique. Afin de proposer une solution aux problèmes rencontrés par
une telle mise en œuvre, la méthode est étudiée dans le cadre de l’approche décodeur
intelligent décrite dans le chapitre précédent. Cette approche est en effet particulièrement
adaptée aux méthodes itératives comme l’échantillonnage compressé du fait des nombreux
paramètres nécessaires pour assurer l’efficacité de la méthode. Après la description de la
méthode, nous proposons une première expérimentation théorique définissant un schéma
de codage uniquement basé sur notre solution que nous évaluons finalement au sein du
futur standard HEVC.
8.1 Description de la méthode proposée
8.1.1 Schéma global
L’état de l’art sur l’échantillonnage compressé et son application à un signal de type
vidéo (6.2.1) a tout d’abord montré que cette nouvelle théorie possède de nombreux
avantages. Nous avons ensuite vu que l’élaboration d’un schéma de codage vidéo utili-
sant l’échantillonnage compressé nécessite une habile sélection des nombreux paramètres
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et des opérateurs afin d’optimiser l’efficacité de la méthode. Enfin, l’exploitation des re-
dondances spatiales et surtout temporelles nous a semblé être un autre point clé d’un
tel schéma.
Cependant, nous souhaitons mettre en avant deux points particuliers relatifs aux mé-
thodes existantes :
1. la notion d’adaptativité n’est pas ou peu considérée : selon le contenu du signal,
des stratégies différentes doivent être mises en œuvre pour optimiser le rapport
entre nombre de mesures collectées et qualité de la reconstruction.
2. la transmission du masque utilisé par l’opérateur d’acquisition Φ est une limite
majeure de l’échantillonnage compressé qui est principalement résolue par l’utili-
sation de matrices aléatoires ou bien par la définition d’un masque « par défaut ».
Ces solutions ne sont cependant pas optimales en termes de nombre de mesures
collectées. A l’inverse, un masque optimal entraîne un surcoût de transmission
rendant difficile la mise en œuvre d’un schéma de compression compétitif.
En considérant ces observations et en nous appuyant sur l’approche décodeur intelligent
introduite précédement, nous proposons dans ce chapitre un schéma de codage vidéo
basé sur l’échantillonnage compressé. Dans ce contexte, notre approche apparaît en effet
particulièrement adaptée au vu des limites dues au délicat paramétrage de la méthode
d’une part et d’autre part dans le but de proposer une solution innovante exploitant
les redondances spatiales et temporelles. Nous verrons au cours de cette étude comment
notre solution répond notamment aux deux points introduits ci-dessus.
Calqué sur le plan du chapitre précédent nous introduisons tout d’abord le schéma
proposé à partir des notations et de l’équation de reconstruction de l’échantillonnage
compressé que nous adaptons à l’environnement de l’approche décodeur intelligent. Nous
détaillons ensuite les paramètres considérés avant de présenter à nouveau les trois étapes
de l’approche décodeur intelligent adaptées à notre nouvelle application.
Nous proposons d’utiliser le traitement par échantillonnage compressé dans le cadre
introduit par Gan [Gan 07] : chaque image I est divisée en partitions Pi traitées séquen-
tiellement, typiquement des blocs. Pour chaque partition, nous réalisons l’acquisition
d’un nombre de mesures inférieur au nombre de pixels de la partition, puis la recons-
truction est réalisée par résolution de l’équation 6.6. Ce traitement est guidé par un
4-uplet de paramètres, à savoir :
∀Pi, Li = (Φi,Ψi, Si,Λi) ∈ FΦ ×FΨ × [0, 100]N × Rk (8.1)
où :
– Φi représente l’opérateur d’acquisition du signal.
– Ψi la base transformée utilisée pour la reconstruction du signal.
– Si le pas de sous-échantillonnage définissant le nombre de mesures conservées.
– Λi l’ensemble des paramètres propres à la méthode de reconstruction par résolution
de l’équation 6.6.
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L’ensemble de ces paramètres et leurs intéractions sont détaillés dans la section 8.1.2.
Pour chacune des partitions courante Pi, une stratégie différente pour la mise en œuvre
du schéma d’échantillonnage compressé est utilisée. Nous cherchons ainsi à déterminer
la liste des paramètres optimaux Lˆi telle que la partition Pi soit la mieux reconstruite
possible avec à la fois un minimum de mesures ym et un coût de signalisation minimal
de ces paramètres Lˆi. Cette liste optimale est déterminée par la résolution du problème
(P1) suivant :
(P1)
Min [‖ΨiPi‖1 + λ ‖
∑
m ym − ΦiPi‖2 + ν(ςy(ym) + ςL(Li))]
Li ∈ FΦ ×FΨ × [0, 100]N × Rk
, (8.2)
où ςy(ym) représente le coût associé aux mesures ym, ςL(Li) représente le coût associé à
la transmission des paramètres de la liste Li et ν est un paramètre fixé permettant de
pondérer le poids de la somme des coûts des données transmises.
L’efficacité d’une telle méthode dépend de la pertinence des paramètres en compétition
ainsi que du nombre de choix disponibles pour chacun de ces paramètres. Ce second point
a un impact direct sur l’efficacité dans la mesure où un nombre plus élevé de choix fait
augmenter le coût de signalisation et limite par conséquent les gains apportés par la
méthode. Evidemment, ce coût, même avec peu de paramètres en compétition, est déjà
pénalisant pour la méthode. Notre solution consiste donc à se placer dans le cadre de
l’approche décodeur intelligent. Nous utilisons une partition causale P ′i judicieusement
sélectionnée pour déterminer la liste L∗i des paramètres, dits quasi-optimaux, à utiliser
pour le traitement de la partition courante Pi. Finalement, le problème d’optimisation
considéré (P2) devient :
(P2)
Min [‖ΨiP ′i‖1 + λ ‖
∑
m ym − ΦiP ′i‖2 + ν(ςy(ym) + ςV m(V mi))]
Li ∈ FΦ ×FΨ × [0, 100]N × Rk
, (8.3)
où V mi représente le vecteur mouvement pointant vers la partition P ′i et ςV m(V mi) le
coût de signalisation associé. Ce coût se substitue au coût des paramètres ςL(Li) présent
dans l’équation 8.2 : au lieu de transmettre la liste L∗i , nous signalons dans le flux le vec-
teur mouvement V mi permettant de retrouver de manière exacte les paramètres L∗i lors
du décodage. Comme évoqué dans le chapitre 7, rappelons que de manière plus générale
ςV m(V mi) représente le coût de l’information de mouvement (prédicteur de mouvement,
vecteur résiduel, image de référence...) permettant de déterminer la partition P ′i , ce coût
pouvant éventuellement être nul comme cela est détaillé dans la section 8.1.3.1.
Sous une hypothèse de forte corrélation entre les partitions Pi et P ′i , la liste de para-
mètres L∗i constitue une bonne approximation de Lˆi. La partition courante Pi est alors
efficacement reconstruite avec un minimum de mesures et un surcoût de signalisation
limité à l’indication de la partition causale P ′i à l’aide de l’information de mouvement
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V mi. De nouveau, nous nous retrouvons avec le problème de la signalisation du mouve-
ment qui est un sujet largement traité par la communauté du codage vidéo comme nous
avons pu le voir dans le chapitre 3. Nous pouvons ainsi nous concentrer sur la compétition
permettant de déterminer les paramètres de codage optimaux pour lesquels il est donc
important d’insister sur l’absence de limite liée au coût pour le nombre de paramètre en
compétition. La limite demeure uniquement liée à la complexité. En particulier, le pas
de sous-échantillonage S∗i peut être défini de façon très précise pour acquérir uniquement
le nombre nécessaire de mesures sans se soucier du coût de codage tandis que si celui-ci
il était transmis directement dans le flux, on le limiterait à un sous-ensemble de valeurs
fixes pour des problèmes de signalisation.
En regard de la figure 7.2 du chapitre précédent, la méthode est résumée sur la figure
8.1.
Figure 8.1: Schéma simplifié de la méthode d’échantillonnage compressé combinée avec
l’approche décodeur intelligent.
Pour le codage de la partition Pi appartenant à l’image I, une partition P ′i appartenant
à la zone causale (ici, l’image précédente I ′) est déterminée puis signalée au décodeur
à l’aide du vecteur V mi. Le même procédé est alors appliqué au niveau de l’encodeur
comme du décodeur : une compétition sur l’ensemble des paramètres Li est réalisée puis
la liste des paramètres optimaux L∗i ainsi déterminée est utilisée pour le traitement par
échantillonnage compressé de la partition Pi. Comme représenté ici pour l’encodage, ce
traitement consiste en l’acquisition puis la reconstruction selon les paramètres L∗i où
l’étape de reconstruction permet de plus de rendre la partition disponible pour la suite
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du codage. De façon inverse, lors du décodage la reconstruction est obtenue à partir des
mesures lues dans le flux et des mêmes paramètres optimaux L∗i . Ainsi, on économise
comme attendu le coût de transmission des paramètres L∗i au prix de la signalisation de
la partition causale P ′i .
Avant de détailler les différentes parties de la méthode proposée, nous présentons les
paramètres mis en compétition dans la sous-section suivante.
8.1.2 Constitution de la liste des paramètres en compétition
A l’aide de la méthode proposée, plusieurs paramètres sont mis en compétition sur
une partition causale P ′i préalablement déterminée afin de coder par la suite la partition
courante Pi. Comme introduit dans la section 8.1.1, la liste Li de ces paramètres est
définie comme suit pour la partition courante Pi :
∀Pi, Li = (Φi,Ψi, Si,Λi ) ∈ FΦ ×FΨ × [0, 100]N × Rk. (8.4)
Les paramètres les plus influents de cette méthode sont :
– Φi, l’opérateur d’acquisition qui permet de s’adapter au contenu de chaque partition.
– Si, le pas de sous-échantillonnage qui régule le débit de la méthode.
Nous définissons l’opérateur ΦSi comme la combinaison de l’opérateur d’échantillonnage
Φi et du masque d’échantillonnage MSi généré pour un pas de sous-échantillonnage Si :
ΦSi : RN×N −→ RN×N
f 7−→ (MSi ◦ Φi)(f), (8.5)
où le masque MSi conserve un pourcentage Si d’éléments non nuls du signal f de taille
N ×N , MSi est défini par :
MSi : RN×N −→ RN×N (8.6)
f 7−→ MSi(f) tel que : Card(MSi(f) |MSi(f) 6= 0) ≤ Si × Card(f).
Il existe un nombre élevé d’opérateurs vérifiant la définition ci-dessus pour un pas
d’échantillonnage donné Si. Dans le cadre de notre étude, toutes les possibilités de
masque pour chaque pas de sous-échantillonnage ne sont pas testées afin de limiter la
complexité de la méthode. Nous avons ainsi défini un masque adapté pour chaque opé-
rateur d’acquisition que nous introduisons ci-après en relation avec les deux opérateurs
Φi considérés au cours de notre étude :
DCT le masque utilisé conserve un pourcentage Si du nombre d’éléments total pris
parmis les premières mesures de la partition parcourue à l’aide d’un ordre de
parcours en zig-zag débutant en haut à gauche du bloc. Les coefficients situés à ces
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positions correspondent aux basses fréquences et sont en effets les plus significatifs
comme nous l’avons exposé dans le chapitre 1 avec la figure 1.4 notamment.
Ondelette nous proposons deux masques, le premier est directement hérité de la parti-
tion causale et correspond au masque conservant un pourcentage Si des éléments
les plus significatifs :
MSi : RN×N −→ RN×N (8.7)
f 7−→ MSi(f) tel que : Card(MSi(f) | |MSi(f)| > τ) ≤ Si × Card(f),
où τ est choisi tel qu’il y ait une proportion Si d’éléments supérieurs à τ en valeur
absolue.
Le second masque proposé ajoute la contrainte de conserver la totalité des coef-
ficients de la dernière sous-bande où sont en effet regroupés les valeurs les plus
significatives dites coefficients d’approximation.
Les exemples des masques correspondants sont introduits dans la figure ci-dessous
pour un sous-échantillonnage fixé à 50%.
(a) (b)
(c) (d)
Figure 8.2: Exemples, pour un bloc donné (a) transformée par une ondelette avec 3
niveaux de décomposition (b), du premier et second masques (c et d res-
pectivement) obtenus pour l’opérateur ondelette avec un échantillonnage
de 50% (la zone blanche correspond aux valeurs conservées).
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Ce choix de masque pour l’ondelette entraine cependant une difficulté dont nous
discuterons dans la section résultats (8.2.1). En effet, si les partitions causales et
courantes ne sont pas suffisamment correlées dans le domaine transformé par onde-
lette, le masque hérité de la partition causale peut être significativement différent
du masque optimal pour la partition courante.
La compétition entre ces deux opérateurs d’acquisition permet d’adapter l’échantillon-
nage en fonction du contenu des partitions. La DCT est en effet efficace pour les contenus
texturés tandis que l’ondelette retranscrit très fidèlement les contours et sera donc par-
ticulièrement efficace pour les partitions plus difficiles à coder.
De la même manière, grâce à la méthode proposée et modulo l’utilisation d’une bonne
partition causale P ′i , le pourcentage de sous-échantillonnage Si s’adapte habilement à la
difficulté de codage de chaque partition. Les partitions faciles à coder héritent ainsi d’un
faible pas d’échantillonnage Si qui limite le nombre de mesures au minimum nécessaire
pour obtenir une bonne qualité de reconstruction. Inversement, les zones plus complexes
bénéficient automatiquement d’un nombre plus élevé de mesures.
Par rapport aux opérateurs de reconstruction Ψi, nous introduisons de la même ma-
nière une compétition entre deux opérateurs. Afin d’envisager des opérateurs supplé-
mentaires, nous encourageons le lecteur à se reporter aux travaux [Mun & Fowler 09] où
différentes transformées sont comparées. Les opérateurs que nous avons testés dans ce
travail sont les suivants :
Variation Totale la variation totale (TV) est couramment utilisée ([Candes et al. 06])
comme opérateur de reconstruction dans le cadre de l’échantillonnage compressé
appliqué aux signaux 2D tels que les images. La variation totale est en effet ef-
ficace dans la mesure où de nombreuses partitions d’une vidéo ont un gradient
parcimonieux. Pour une partition f d’une image, elle s’exprime par :
TV (f) =
∑
i,j
√
(fi+1,j − fi,j)2 + (fi,j+1 − fi,j)2,
où fi,j est le pixel à la position (i, j) dans le bloc f .
DCT la DCT 2D est utilisée pour sa simplicité d’intégration dans le schéma proposé et
ses performances satisfaisantes.
Finalement, les paramètres propres à l’algorithme de reconstruction, Λi, peuvent être
inclus dans la compétition. Dans les méthodes de reconstruction introduites dans l’état
de l’art (6.2.1), il s’agit respectivement des paramètres γ et β pour la méthode ADM
[Yang & Zhang 09] et du paramètre λ pour la méthode PL [Haupt & Nowak 06]. Selon le
type d’algorithme de reconstruction, un nombre plus élevé de paramètres peut intervenir.
Dans la plupart des cas d’utilisation, ils sont classiquement fixés de façon empirique mais
conservent une influence non-négligeable sur l’efficacité de reconstruction. Néanmoins,
il faut jouer avec finesse avec ces paramètres car ils peuvent aussi avoir un effet sur le
temps de convergence des algorithmes.
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Nous finissons ainsi la liste non-exhaustive des paramètres intervenant dans les mé-
thodes d’échantillonnage compressé pour les quatre types de paramètres considérés. Nous
nous sommes limités à ces paramètres au cours de notre étude mais d’autres choix per-
tinents peuvent être mis en compétition, notamment pour les opérateurs d’acquisition
et de reconstruction.
Dans la section suivante, nous détaillons le fonctionnement de la méthode au travers
de la sélection de la partition causale, la détermination des paramètres optimaux et leur
utilisation pour le codage de la partition courante.
8.1.3 Détails de la méthode
8.1.3.1 Sélection de la partition causale
La sélection de la partition causale constitue toujours l’étape clé de notre méthode :
une partition causale suffisamment corrélée à la partition courante permettra de déter-
miner des paramètres pertinents tandis qu’une « mauvaise » partition P ′i engendrera un
échantillonnage trop coûteux ou bien une mauvaise reconstruction, voir les deux dans le
pire des cas. Les méthodes utilisées sont les mêmes que celles introduites dans le chapitre
précédent (7.1.3), notamment pour les solutions sans transmission de vecteur de mouve-
ment dont nous expliciterons la mise en œuvre dans la section suivante. En addition de
ces solutions, nous détaillons une alternative à l’algorithme de mise en correspondance
de blocs (BMA) qui est adaptée pour l’application à l’échantillonnage compressé.
Notre proposition consiste à utiliser un BMA réalisé dans le domaine de l’opérateur
d’acquisition Φ. Ainsi, nous cherchons à déterminer la partition P ′i la plus corrélée à
la partition courante Pi dans le domaine qui sera utilisé pour l’acquisition des mesures
ym. En reprenant l’équation 7.12 où nous prenons en compte le coût de l’information
de mouvement générée pour réaliser l’estimation de mouvement, la méthode recherche
alors la partition minimisant le critère :
J ′vm = Dˆ + λvmRvm, (8.8)
où Dˆ est ici une mesure de la distorsion prise dans le domaine de l’opérateur d’acquisition
Φ. Soit, en utilisant la SAD comme métrique :
Dˆ =
∑
x,y
|Φ(P ′i )(x, y)− Φ(Pi)(x, y)| . (8.9)
où (x, y) représentent les coordonnées des partitions transformées. Notons que cette
métrique s’apparente à la SATD (Sum of AbsoluteTransformed Differences) qui est ha-
bituellement calculée avec la transformée d’Hadamard.
Par rapport à un unique BMA réalisé dans le domaine pixel, a solution que nous pro-
posons ici implique une augmentation de la complexité de l’algorithme dans la mesure où
il faut déterminer autant de vecteurs mouvement V mji que d’opérateurs d’acquisition Φj
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en compétition. Notons de plus que l’opérateur Φj n’est pas nécessairement l’opérateur
optimal pour la partition causale P ′i,j associée à l’opérateur Φj : une partition causale
déterminée par BMA réalisé dans le domaine transformé par DCT, peut avoir une on-
delette pour opérateur d’acquisition optimal si l’ondelette permet de bien reconstruire
ladite partition avec moins de mesures que le nécessiterait l’opérateur DCT. En effet,
en se plaçant au niveau du décodeur l’information de mouvement lue permet de pointer
vers une partition causale sans savoir si elle a été déterminée lors de l’encodage par un
BMA réalisé dans l’un ou l’autre des domaines transformés, il est alors nécessaire de
réaliser la compétition pour l’ensemble des opérateurs. Un exemple de cette solution est
présentée dans la figure 8.3 où une partition causale P ′i,1 associée au domaine DCT et
une partition P ′i,2 associée au domaine ondelette sont sélectionnées pour être utilisées
par la méthode.
Figure 8.3: Exemple d’estimation dans les domaines tranformés par DCT et ondelettes.
Pour aller plus loin et être notamment en accord avec l’opérateur d’acquisition ΦSi
basé sur l’ondelette introduit dans la section précédente, nous proposons de déterminer
autant de partitions causales que de pas de sous-échantillonnage Si en compétition. Le
masque pour cet opérateur étant très dépendant du contenu, il est particulièrement
important que la partition causale et la partition courante soient corrélées au sens de
ΦSi . A l’inverse, cela peut entraîner l’héritage d’un masque optimal pour la partition
causale mais qui ne le serait pas pour la partition courante. L’acquisition de la partition
courante serait alors affectée dans le sens où les mesures les plus significatives ne seront
pas conservées tandis que la sélection des paramètres sur la partition causale n’aura pas
tenu compte de cette inexactitude.
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Dans la sous-section suivante, nous détaillons comment la sélection des paramètres
optimaux est réalisée dans ce dernier cas de figure ainsi que dans le cas général.
8.1.3.2 Sélection des paramètres optimaux
La sélection des paramètres optimaux est réalisée sur la partition causale P ′i et doit
nécessairement être reproductible au niveau du décodeur afin de retrouver exactement
la même liste de paramètres optimaux Li que lors du codage. Pour l’ensemble des pa-
ramètres mis en compétition il s’agit donc de résoudre le problème d’optimisation (P2)
(8.3) :
(P2)
Min [‖ΨiP ′i‖1 + λ ‖
∑
m ym − ΦiP ′i‖2 + ν(ςy(ym) + ςV m(V mi))]
Li ∈ FΦ ×FΨ × [0, 100]N × Rk
.
Nous cherchons ainsi l’ensemble des paramètres optimaux L∗i qui minimise le critère
pour une valeur ν donnée. Notons que c’est ce multiplicateur ν qui régule le poids
aloué au coût de transmission des mesures et de l’information de mouvement éventuel
par rapport à la qualité de reconstruction de la partition. Ainsi, une valeur élevée de
ν produira un encodage à débit faible associée à une reconstruction de qualité limitée
tandis qu’une très bonne reconstruction combinée à un débit plus élevé sera obtenue
avec un ν plus faible.
Comme nous le verrons en détails dans la sous-section suivante, la méthode proposée
entraîne une discussion par rapport à la complexité. Afin de limiter cette complexité
nous avons cependant étudié l’impact du nombre d’itérations réalisées lors des diffé-
rentes reconstructions par échantillonnage compressé évaluées au crous de l’étape de
compétition.
Notons nb′iter et nbiter le nombre d’itérations de l’algorithme de reconstruction respec-
tivement lors de la compétition sur P ′i et lors de l’application à la partition courante
Pi. Nous avons empiriquement vérifié qu’une solution hybride avec un nombre d’itéra-
tions nb′iter < nbiter peut être utilisée efficacement dans la mesure où le même nombre
d’itérations nb′iter est utilisé pour l’ensemble de la compétition. La figure 8.4 présente
la courbe d’évolution des gains pour un nombre d’itérations nb′iter = nbiter ainsi que
des solutions hybrides avec nbiter = 100 et nb′iter = {10, 50, 75}. Nous avons retenu la
solution nb′iter = 50, nbiter = 100 dans la mesure où elle représente un bon compromis
entre complexité et performance de la méthode. Ces résultats ont été obtenus avec l’im-
plémentation HEVC dans un cadre non-décodable (Test 1, sous-section 8.2.2) pour la
séquence RaceHorses qwvga et sont confirmés pour d’autres séquences.
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Figure 8.4: Evolution du gain débit-distorsion (%) de la méthode comparée à HEVC
selon le nombre d’itérations pour un nombre d’itérations fixé (courbe bleue)
et trois solutions hybrides. Tests avec l’implémentation HEVC pour la sé-
quence RaceHorses qwvga.
Enfin, traitons le cas d’une mise en œuvre de la méthode où il y a plusieurs partitions
causales P ′i,j, le problème à résoudre est défini comme suit :
(P3)

Min
[∥∥∥ΨiP ′i,j∥∥∥1 + λ ∥∥∥∑m ym − ΦiP ′i,j∥∥∥2 + ν(ςy(ym) + ςV m(V mi,j))]
Li ∈ FΦ ×FΨ × [0, 100]N × Rk
P ′i,j ∈ LP ′i
, (8.10)
où LP ′i est la liste des M partitions qui correspondent aux :
– M partitions causales obtenues par estimation de mouvement dans les domaines
transformés correspondants aux opérateurs Φi en compétition.
– M partitions causales prédéterminées comme cela est défini à la fin de la sous-section
précédente (8.1.3.1).
Un couple (L∗i , P ′∗i,j) optimal est ainsi obtenu et il est nécessaire de transmettre l’infor-
mation de mouvement correspondante V mi,j dans le premier cas tandis que le second
cas est exactement reproductible au décodeur sans signalisation additionnelle.
Dans les deux cas, cette solution avec partitions causales multiples augmente la com-
plexité de la méthode mais permet d’hériter les meilleurs paramètres pour la partition
courante.
Pour conclure avec la description de la méthode, nous détaillons, dans la sous-section
suivante, l’application des paramètres optimaux sur la partition courante et discutons
quelques points relatifs au schéma proposé.
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8.1.3.3 Codage et reconstruction de la partition courante
Pour cette dernière sous-section, nous présentons le schéma complet de la méthode
dans la figure 8.5. Pour le codage de la partition courante Pi nous avons précédemment
détaillé les étapes de sélection de la partition causale P ′i puis des paramètres optimaux
L∗i . La partition courante Pi est alors codée avec les paramètres optimaux ainsi déter-
minés. L’acquisition des mesures de la partition Pi est réalisée à l’aide de l’opérateur
optimal ΦS∗i défini à partir de Φ∗i et du pas de sous-échantillonnage optimal S∗i . La
partition peut alors être reconstruite en utilisant de plus l’opérateur de reconstruction
optimal Ψ∗i et les paramètres Λ∗i propres à l’algorithme utilisé pour résoudre :
Pˆi = arg min
Pi
{
‖Ψ∗iPi‖l1 + λ
∥∥∥y − ΦSi Pi∥∥∥l2
}
. (8.11)
Finalement, les partitions ainsi reconstruites sont disponibles pour la répétition du
processus pour les partitions suivantes.
Figure 8.5: Schéma détaillé de la méthode d’échantillonnage compressé combinée avec
l’approche décodeur intelligent.
Insistons ici sur le fait que la sélection des paramètres optimaux sur une partition
causale P ′i entraîne une maîtrise limitée de la reconstruction et du coût effectif résultant
de l’application des paramètres L∗i sur la partition courante. Une corrélation trop faible
entre Pi et P ′i provoque ainsi une mauvaise reconstruction de la partition courante ou
un sous-échantillonnage pas assez fort de la partition originale (un nombre de mesures
conservées plus élevé que nécessaire).
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Par rapport à la transmission des informations de codage : les mesures ym et les
informations de mouvement éventuelles V mi sont écrites classiquement dans le train
binaire à l’aide d’un codeur entropique. Afin de rendre un tel schéma compétitif avec les
schémas de codage classique, il est nécessaire d’ajouter une étape de quantification. La
quantification des mesures issues de l’échantillonnage compressé est un sujet délicat que
nous n’avons pas directement traité dans nos travaux mais il est possible de se reporter
notamment à l’étude réalisée dans [Dai et al. 09b] pour plus d’informations. Pour le
besoin de nos expérimentations, nous avons utilisé une quantification simple au cours de
l’application théorique réalisée en Matlab (8.2.1), elle est définie par :
QT (x) =
0 si |x| < Tsigne(x)× (⌊ x
T
⌋
+ 0.5)× T sinon (8.12)
La quantification originale du codeur HEVC est quant à elle utilisée dans l’expérimen-
tation présentée dans 8.2.2.
Pour conclure cette description du schéma de codage par échantillonnage compressé
couplé à l’approche décodeur intelligent, revenons sur la notion de complexité. De la
même manière que pour l’application de l’approche décodeur intelligent aux modes In-
tra, la notion de scalabilité en complexité vient s’ajouter aux avantages de la méthode.
Ainsi, l’augmentation du nombre de paramètres en compétition ne peut plus avoir d’in-
fluence négative sur le débit dans le sens où un plus grand choix de paramètres n’entraîne
pas de surcoût de signalisation. Au contraire, ce plus grand nombre de paramètres en
compétition améliore la reconstruction du signal et permet ici de réduire le coût des
mesures transmises. En revanche, l’influence de cette compétition est directement ré-
percutée sur la complexité du codage et du décodage. Il est donc crucial de limiter les
paramètres en compétition aux plus influents dans le cadre d’une application à com-
plexité limité. A cette notion de scalabilité en complexité liée à la compétition s’ajoute
une seconde scalabilité en complexité liée à la méthode d’échantillonnage compressé
elle-même. L’algorithme de reconstruction étant itératif, la complexité de la méthode
est régulée par le nombre d’itérations. Nous avons fait intervenir ce point dans la section
8.1.3.2 où l’efficacité de la méthode est conservée lorsque le nombre d’itérations au cours
de la compétition est réduit par rapport au nombre d’itérations utilisé lors de l’applica-
tion de la méthode sur la partition courante Pi. Sur la figure 8.4 nous constatons aussi
l’impact du nombre d’itérations sur l’efficacité de la méthode. Celle-ci se stabilise pour
un nombre d’itérations nbiter > 100. En fonction du contenu de la séquence traitée et
du cadre de l’application de la méthode, nous proposons donc de signaler ce nombre
d’itérations au décodeur afin d’optimiser la qualité de la reconstruction pour une cible
de complexité donnée.
Dans la section suivante nous présentons les résultats obtenus avec la méthode : tout
d’abord dans un cadre théorique où nous évaluons un schéma de codage vidéo entiè-
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rement basé sur la méthode proposée puis dans le cadre du codeur vidéo HEVC où
la méthode est introduite comme un nouveau mode de codage en compétition avec les
modes de référence.
8.2 Résultats expérimentaux
8.2.1 Expérimentation théorique
Le but de cette expérimentation théorique réalisée avec Matlab est d’évaluer les dif-
férentes solutions introduites dans la précédente section pour finalement proposer une
solution complète de codage basée sur l’échantillonnage compressé. Cette solution est
comparée d’une part à d’autres solutions de l’état de l’art sur l’échantillonnage com-
pressé appliqué à un signal vidéo et d’autre part à un schéma de codage vidéo prédictif
classique.
8.2.1.1 Détails de l’implémentation
Nous avons implémenté en Matlab la méthode présentée dans 8.1. Chaque séquence
est donc traitée image par image, les images étant regroupées en GOP (groupement
d’images consécutives) de taille fixe où chaque image de début de GOP, dite Intra, est
codée sans référence à une autre image. Chaque image est partitionnée en blocs de taille
16×16 pixels traités séquentiellement.
Par défaut, les images Intra utilisent un paramétrage prédéterminé de la méthode
d’échantillonnage compressé avec la DCT utilisée pour l’opérateur d’acquisition Φi, un
pas de sous-échantillonnage Si = 0.7, l’utilisation de la minimisation de la variation totale
pour la reconstruction Ψi et le paramètre de l’algorithme de reconstruction ∇ = 3.
Pour les images suivantes, une estimation de mouvement en Full Search est réalisée
avec une fenêtre de recherche de ±15 pixels. Par défaut, cette estimation de mouvement
est réalisée dans le domaine pixel mais nous avons aussi évalué l’impact d’une estimation
de mouvement réalisée dans le domaine transformé des opérateurs d’acquisition Φi en
compétition. Dans ce cas, l’étape de calcul du coût dans l’algorithme d’estimation de
mouvement est modifiée par le calcul de la SAD entre la partition originale et la parti-
tion testée transformées dans le domaine Φi. La partition causale P ′i utilisée par notre
méthode correspond alors à la partition dans le domaine pixel pointée par le vecteur
mouvement issue de l’estimation de mouvement.
La reconstruction de chaque bloc est réalisée à l’aide de l’algorithme de reconstruction
PL 1 introduit dans l’état de l’art (6.2.1) pour lequel le nombre d’itérations maximales
est fixé à 400.
1. Implémentation Matlab disponible à l’adresse http ://www.ece.msstate.edu/~fowler/BCSSPL/
pour laquelle nous avons supprimé l’étape de lissage par un filtre de Wiener car chaque partition est
reconstruite indépendamment dans notre méthode.
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Enfin, l’évaluation de la méthode dans un cas de codage des mesures utilise un module
de quantification comme défini par la formule 8.12 et un codeur arithmétique classique 2
qui retourne le nombre de bits utilisés pour le codage des mesures de chaque partition.
Notre solution, notée DI-CS (pour décodeur intelligent compressed sensing), est com-
parée dans cette section aux méthodes de l’état de l’art suivantes :
BCS-PL pour block-based compressed sensing with projected Landweber, il s’agit d’une
méthode classique basée sur l’échantillonnage compressé : chaque image est traitée
indépendamment avec un opérateur d’acquisition Φ fixé qui conserve les S% des
coefficients placés en premiers selon le parcours zig-zag dans chaque bloc trans-
formé par DCT, la variation totale est utilisée pour l’opérateur de reconstruction
Ψ. Notons que cette méthode correspond à l’environnement de base dans lequel
notre méthode DI-CS a été batie, on peut voir cette méthode comme notre solution
avec une liste de paramètres optimaux L∗i figée pour l’ensemble de la séquence.
MC-BCS-SPL pour motion-compensated block-based compressed sensing with smooth
projected Landweber [Mun & Fowler 11], il s’agit d’une méthode basée sur l’échan-
tillonnage compressé qui exploite les redondances temporelles en raffinant la re-
construction de chaque bloc par l’application successive d’une méthode d’échan-
tillonnage sur le résiduel obtenu par compensation de mouvement avec le bloc
reconstruit à l’itération précédente. L’opérateur d’acquisition Φ utilisé est une ma-
trice aléatoire orthonormée avec un pourcentage d’échantillonnage S fixé à 0.1 et
la DCT comme opérateur de reconstruction Ψ.
MC-BPC pour motion-compensated block-based predictive coding, il s’agit d’un schéma
de codage vidéo classique sans échantillonnage compressé : après estimation de
mouvement, la partition obtenue par compensation de mouvement est utilisée pour
prédire la partition courante, le résiduel obtenu est transformé à l’aide d’une DCT,
quantifié puis codé à l’aide du codeur arithmétique. Pour les images codées en Intra,
une prédiction DC est utilisée pour générer le résiduel.
8.2.1.2 Résultats
8.2.1.2.1 Evaluation des différents paramètres en compétition
Nous évaluons tout d’abord en détail la compétition du pas de sous-échantillonnage
Si puis des opérateurs d’acquisition Φi. Les performances de la méthode complète seront
ensuite étudiées face aux différentes méthodes de l’état de l’art introduites ci-dessus.
Pour le paramètre de sous-échantillonnage Si, nous le faisons varier de 0.1 à 0.7 avec un
pas de 0.05 pour l’opérateur d’acquisition Φi fixé à la DCT. Les valeurs extrêmes testées
sont définies ainsi d’une part car un sous-échantillonnage plus faible que 10% conserve
trop peu de mesures et d’autre part car un sous-échantillonnage plus élevé que 70% n’est
2. Fonctions Matlab correspondantes disponibles à l’adresse
http ://www.ceremade.dauphine.fr/~peyre/teaching/wavelets/matlab/toolbox.
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pas significatif lorsque l’on considère l’ajout d’un bruit de quantification comme nous le
verrons à la fin de cette sous-section. Trois valeurs {1, 2, 5} du paramètre ν intervenant
dans l’équation 8.3 ont été évalués ici, elles permettent de viser respectivement des haut,
moyen et bas débits. Nous comparons ces tests à la courbe générée par la méthode BCS-
PL avec les sous-échantillonnages fixes pour chaque expérimentation. Ces résultats sont
reportés sur la figure 8.6.
La méthode proposée permet systématiquement d’obtenir une qualité de
reconstruction équivalente pour un nombre de mesures significativement
inférieur.
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Figure 8.6: Variation du paramètre de sous-échantillonnage.
Nous évaluons maintenant la mise en compétition des opérateurs d’acquisition Φi. Pour
un pas de sous-échantillonnage suffisamment représentatif fixé à Si = 0.5 (des résultats
similaires sont obtenus pour d’autres échantillonnages), les opérateurs DCT et ondelette
sont mis en compétition pour une valeur du paramètre intervenant dans le problème
8.3, ν = 5. Nous présentons les résultats dans le tableau 8.1 en évaluant les différentes
solutions proposées pour l’opérateur ondelette. Ainsi, pour les tests avec la compétition
DCT et ondelette, nous évaluons les deux masques proposés dans 8.1.2 puis la réalisation
de l’estimation de mouvement dans les domaines transformés correspondant (8.1.3.1).
Nous observons que les trois tests ajoutant l’opérateur ondelette améliorent l’efficacité
de la méthode par rapport au test avec la DCT uniquement : des faibles diminutions du
nombre de mesures (jusqu’à 1% de mesures en moins) sont associées à une amélioration
significative de la qualité (gains de 0.4dB à 0.7dB). La combinaison des deux opéra-
teurs permet en effet d’adapter l’acquisition selon le contenu comme nous le verrons
avec l’étude de la figure 8.8. La comparaison des deux masques tend à confirmer que le
second masque, qui conserve systématiquement les coefficients de la dernière sous-bande,
190
8.2 Résultats expérimentaux
est le plus efficace pour améliorer la qualité de la reconstruction. Ceci est d’autant plus
vrai que le masque hérité de la partition causale est trop différent du masque opti-
mal pour la partition courante. Le test présenté dans la dernière colonne apporte une
solution à ce problème en réalisant l’estimation de mouvement dans le domaine d’acqui-
sition. L’héritage du masque, notamment pour les partitions codées avec l’ondelette, est
alors plus efficace dans la mesure où les partitions courantes et causales sont davantage
corrélées dans le domaine d’acquisition.
DCT DCT/DWT DCT/DWT DCT/DWT
masque 1 masque 2 masque 2 + EM*
PSNR 38.93 39.28 39.59 39.60
Nombre de mesures 24742 24563 24640 24512
Table 8.1: Evaluation de la mise en compétition des opérateurs d’acquisition DCT et
Ondelette pour nos deux propositions de masque ainsi que l’estimation de
mouvement réalisée dans le domaine transformé (EM*). Tests réalisés avec
ν = 5.
Des résultas similaires sont obtenus pour d’autres valeurs de ν ainsi que pour la compé-
tition pour la base de reconstruction Ψi et les paramètres de la méthode de reconstruction
Λi qui améliorent légèrement l’efficacité de la méthode.
Suite à cette étude préliminaire, nous analysons les performances de la méthode dans
deux évaluations présentées dans les paragraphes suivants. La configuration utilisée pour
ces tests est détaillée ci-dessous :
Codeur Codeur vidéo simulé à l’aide de Matlab.
Profil IPPP.
Partition Taille 16×16.
BMA Full Search avec une fenêtre de recherche de taille 32 pixels.
Echantillonage Compressé Algorithme de reconstruction PL [Haupt & Nowak 06].
DI-CS Φi = {DCT,DWT}, Si = {0.1, 0.15, ..., 0.7}, Ψi = {TV,DCT}, Λi = {1, 5, 10}.
Séquences Trois séquences Cif avec la composante de Luma uniquement.
Evaluation PSNR en fonction du pas d’échantillonnage et PSNR en fonction du débit.
8.2.1.2.2 Evaluation du PSNR en fonction du pas d’échantillonnage
Pour la première évaluation (figure 8.7) nous restons dans le strict cadre de l’échan-
tillonnage compressé et comparons, en termes de qualité selon le pas d’échantillonnage
globale de la séquence S, différentes versions de notre méthode aux schémas de l’état
de l’art BCS-PL et MC-BCS-SPL. L’étape de quantification n’est donc pas prise en
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compte ici et c’est pourquoi nous ne nous comparons pas à un schéma de codage vidéo
classique dans la mesure où ce schéma est sans perte lorsque l’on supprime l’étape de
quantification. Cette expérimentation sans quantification conserve néanmoins une réelle
signification car la quantification des mesures demeure une question très ouverte de
l’échantillonnage compressé ce qui explique que la communauté préfère communément
évaluer les méthodes en terme de qualité par rapport au nombre de mesures plutôt que
par rapport au débit. Nous présenterons cependant de tels résultats après cette première
évaluation dans le paragraphe 8.2.1.2.3. Enfin, notons que pour cette évaluation, chaque
composante des vecteurs mouvement indiquant les partitions causales dans notre mé-
thode DI-CS est comptabilisée comme une mesure supplémentaire pour chaque bloc et
nous déduisons alors le pas d’échantillonnage moyen S de la séquence à partir du nombre
total de mesures par rapport au nombre de pixels de la séquence.
Trois versions de notre méthode DI-CS sont évaluées pour différentes valeurs du pa-
ramètre ν = {1, 2, 5} qui permettent de viser respectivement des haut, moyen et bas
débits. Notre méthode permet d’obtenir une reconstruction de bonne qualité avec un
nombre de mesures limité pour les séquences Susie (a) et Foreman (b), où les PSNRs
sont supérieurs à 42dB pour les configurations à haut et moyen débits et entre 38dB et
40dB pour les points à bas débit des mêmes séquences. La séquence Soccer (c) étant
plus complexe, la qualité de la reconstruction est moindre et varie de 30dB à 35dB.
Par rapport aux deux méthodes de l’état de l’art, notons tout d’abord que la méthode
MC-BCS-SPL qui exploite les redondances temporelles est plus efficace que la méthode
plus classique BCS-PL pour l’ensemble des tests réalisés excepté pour la séquence Soc-
cer (c) à très bas débit (S ≤ 0.2) où l’estimation de mouvement réalisée sur le bloc
reconstruit dans MC-BCS-SPL est rendue délicate du fait de la reconstruction de qua-
lité très limitée. Ceci confirme l’intérêt de l’exploitation de la dimension temporelle des
vidéos. De façon similaire, notre solution DI-CS est significativement meilleure que la
méthode classique BCS-PL pour l’ensemble des tests réalisés excepté pour la séquence
Soccer (c) à haut débit (ν = 1) où la qualité de la reconstruction pour un même échan-
tillonnage est inférieure de 2dB. Ceci s’explique par le fait que les composantes liées à
la distorsion et au nombre de mesures ont le même poids dans l’équation 8.3 de notre
solution DI-CS, le pas de sous-échantillonnage maximal (Si = 0.7) est alors sélectionné
de façon quasi systématique et il faut y ajouter les mesures des vecteurs mouvement ;
combiné à l’utilisation très fréquente de l’opérateur ondelette dont l’héritage du masque
n’est pas optimal, la reconstruction obtenue est limitée pour un pas d’échantillonnage
relativement élevé. Ce comportement à haut débit se retrouve dans une autre mesure
pour les deux premières séquences où l’amélioration des performance est moindre que
pour les moyen (ν = 2) et bas (ν = 5) débits. Pour ces débits cibles, les gains sont
particulièrement importants pour la séquence Susie (a) dont le pas d’échantillonnage
est divisé par deux pour une même qualité de reconstruction à bas débit et réduit de
0.2 à moyen débit. Cela s’explique par la forte corrélation temporelle entre les images
successives de cette séquence qui permet d’habilement hériter les paramètres de codage
de chaque bloc.
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Figure 8.7: Résultat complet de la méthode comparée aux méthodes de l’état de l’art en
échantillonnage compressé. Evolution du PSNR en fonction du pas d’échan-
tillonnage pour trois séquences Cif testées : Susie (a), Foreman (b) et Soccer
(c).
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Enfin, la comparaison avec la méthode MC-BCS-SPL est instructive pour notre étude :
les deux méthodes, qui possèdent une complexité voisine et exploitent
chacune les redondances temporelles de façon différente, ont globalement
une efficacité comparable et notre solution est parfois meilleure.
Ainsi, pour les deux premières séquences aux fortes corrélations temporelles, la mé-
thode DI-CS permet un gain significatif à moyen débit s’élevant jusqu’à 1dB pour un
même pas d’échantillonnage dans le cas de la séquence Susie (a) tandis qu’une même
amélioration est aussi obtenue pour la séquence Foreman (b) à bas débit. Ces résultats
sont très encourageants et confirment l’intérêt de notre approche qui, sans utiliser direc-
tement les pixels pour la reconstruction, permet de judicieusement réaliser l’acquisition
et la reconstruction de chaque bloc à l’aide des paramètres déterminés sur les bloc cau-
saux. En revanche, les performances pour une séquence plus complexe telle que Soccer
(c) sont moindres à haut et moyen débits alors qu’elles demeurent bonnes à bas débit.
Nous avons précédemment expliqué les causes de ces résultats pour la méthode DI-CS
qui viennent d’un héritage difficile des paramètres et n’affectent bien sûr par la méthode
de l’état de l’art MC-BCS-SPL dont une reconstruction de qualité minimale correcte est
assurée dans ce cas de figure.
Pour clore cette première évaluation, nous étudions en détail la répartition de la
sélection des différents paramètres dans le cas de la séquence Susie. La figure 8.8 présente
la version originale et le résultat du codage avec notre méthode de la seconde image de
cette séquence ainsi que la répartition des choix optimaux des opérateurs d’acquisition
et du pas de sous-échantillonnage.
Notons tout d’abord que l’image est bien reconstruite (b), ici avec uniquement 24 640
mesures (S = 0.25) pour un PSNR de 39,59dB et très peu de différences visibles. Par
rapport au choix des opérateurs optimaux (c), les zones blanches utilisent l’ondelette
tandis que les blocs noirs sont codés avec la DCT. L’ondelette est donc majoritairement
choisie sur cet exemple, en particulier pour les zones incluant un contour. A l’inverse,
les zones plus lisses comme le fond en haut à droite de l’image ou les zones du visage
et du cou de la personne utilisent la DCT. Par rapport au pas de sous-échantillonnage
Si (d), les blocs noirs correspondent à un fort sous-échantillonnage tandis que les blocs
blancs correspondent à un faible sous-échantillonnage (70% des mesures conservées).
On voit ainsi que l’échantillonnage déterminé sur l’image précédente
s’adapte très bien au contenu puisqu’un faible sous-échantillonnage est
utilisé sur les zones faciles à coder comme le fond ou certaines parties du
visage alors que les autres zones plus difficiles nécessitent davantage de
mesures, en particulier au niveau des cheveux.
De plus, il est intéressant de noter que les zones codées avec la DCT ont un pas
de sous-échantillonnage souvent faible, en particulier au niveau du fond à droite ainsi
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que du visage et du cou. Ceci s’explique par le fait que la DCT réussit à reconstruire
efficacement ces zones avec un nombre de mesures très limité.
Finalement insistons sur le fait qu’en fonction de la valeur du paramètre ν, la répar-
tition des choix évolue : pour une valeur élevée de ν il y aura plus de blocs codés avec la
DCT et Si sera plus faible dans la mesure où les composantes liées aux coût de codage
dans le problème 8.3 ont plus d’importance, inversement pour une valeur faible de ν.
(a) (b)
(c) (d)
Figure 8.8: Seconde image de la séquence Susie cif originale (a) et encodée avec la
méthode (b), répartition des opérateurs Φi optimaux DCT (en noir) et
ondelette (en blanc) (c) et des échantillonnages optimaux Si des plus forts
échantillonnages (en noir) aux plus faibles (en blanc) (d).
8.2.1.2.3 Evaluation du PSNR en fonction du débit
Dans cette seconde évaluation, notre but est de sonder le comportement de la mé-
thode proposée (DI-CS) dans un cadre de codage vidéo traditionnel (qualité en fonction
du débit) et de se comparer à un schéma de compression vidéo classique basé sur une
prédiction temporelle (MC-BPC). L’évaluation inclut par conséquent une étape de quan-
tification des mesures avant codage comme définie par la formule 8.12. Nous avons fixé le
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paramètre de quantification T = 3, ce qui permet d’avoir une quantification significative
mais qui conserve suffisamment de mesures nécessaires pour obtenir une reconstruction
correcte. Comme précédemment, nous obtenons différents niveaux de débits en faisant
varier le paramètre ν du problème 8.3 (ν = {1, 1.5, 2}). La même quantification est
appliquée aux mesures résultantes de la méthode d’échantillonnage compressé BCS-PL
pour laquelle nous avons évalué les performances pour des pas d’échantillonnage variant
de 0.1 à 0.7. Enfin, dans le cadre du schéma de codage vidéo classique MC-BPC, plu-
sieurs niveaux de quantification variant de T = 4 (faible quantification) à T = 16 (forte
quantification) sont appliqués aux résiduels de texture avant transmission.
La figure 8.9 présente, pour les mêmes séquences que précédemment, les résultats
obtenus par notre méthode en comparaison avec les méthodes de l’état de l’art. Elles
permettent tout d’abord d’avoir un aperçu des performances de l’échantillonage com-
pressé face à un schéma de codage vidéo classique. La méthode MC-BPC, bien qu’étant
elle-même éloignée des performances d’encodeurs réels (dans le sens où c’est une version
simplifiée d’un codeur vidéo n’incluant pas de compétition de modes ni d’outils tels que
la prédiction du mouvement, CABAC,...), est ainsi très significativement meilleure que
le schéma BCS-PL avec une augmentation de la qualité allant de 5dB à 10dB à même
débit. La structure prédictive de MC-BPC nécessite en effet beaucoup moins de don-
nées à transmettre pour assurer une reconstruction de bonne voir très bonne qualité.
Notons de plus que c’est pour les hauts débits que les performances de l’échantillonnage
compressé sont globalement le moins éloignées de celles de MC-BPC, en particulier pour
les deux premières séquences. Ces résultats tendent à confirmer l’étude réalisée dans
[Dubreil Vall & Stojanovic 11] qui compare un schéma d’échantillonnage compressé du
type BCS-PL au standard H.264/AVC : un PSNR de 31dB y est obtenu pour un ratio de
compression de 15% avec la méthode d’échantillonnage compressé, tandis que la même
qualité de reconstruction est obtenue avec un ratio de seulement 0.45% pour H.264/AVC.
Par rapport à notre méthode DI-CS, nous observons tout d’abord qu’elle conserve un
comportement similaire à celui de l’étude précédente par rapport au schéma d’échan-
tillonnage compressé BCS-PL : la méthode est plus efficace pour les deux premières
séquences (Susie (a) et Foreman (b)) ainsi qu’à bas et moyen débits pour la séquence
Soccer (c) tandis qu’elle est de nouveau moins efficace pour cette même séquence à haut
débit. Les gains par rapport à BCS-PL sont cependant moindres que ceux observés dans
la figure 8.7 avec une augmentation moyenne de 1dB à moyen débit alors que DI-CS
atteignait 4dB de plus pour ce même type de débit dans l’évaluation sans quantification.
L’ajout de cette étape a pour effet d’harmoniser davantage les mesures, ce qui entraine
une perte des détails que notre méthode permet de judicieusement prendre en compte
ordinairement. Enfin, nos résultats demeurent significativement éloignés des résultats
obtenus avec la méthode MC-BPC.
En effet, la question de la quantification des mesures ou plus largement
de leur codage, constitue un point bloquant pour des méthodes par
échantillonage compressé n’utilisant aucune prédiction.
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Figure 8.9: Résultat de la méthode dans un schéma incluant une quantification des
mesures. Comparaison à une méthode de l’état de l’art en échantillonnage
compressé (BCS-PL) et à une méthode de codage vidéo classique (MC-
BPC). Evolution du PSNR en fonction du débit pour trois séquences Cif
testées : Susie (a), Foreman (b) et Soccer (c).
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Finalement, la figure 8.10 présente la répartition des choix des opérateurs d’acquisi-
tion et des paramètres de sous-échantillonnage dans le cas avec quantification. Ceci est
à mettre en regard de la figure 8.8 sans quantification des mesures. Notons en parti-
culier que pour l’opérateur d’acquisition Φi, la DCT (zones en noir) est beaucoup plus
sélectionnée du fait de la quantification qui fait perdre trop de mesures pour l’opéra-
teur ondelette. Ce dernier est uniquement sélectionné sur les zones très difficiles à coder
comme les cheveux qui de façon générale utilisent un pas de sous-échantillonnage élevé
permettant de conserver davantage de mesures.
(a) (b)
Figure 8.10: Répartition des opérateurs Φi optimaux avec la DCT en noir et l’onde-
lette en blanc (a) et des échantillonnages optimaux Si avec les plus forts
échantillonnages en noir et les plus faibles échantillonnages en blanc (b)
pour la seconde image de la séquence Susie cif.
En conclusion de cette étude, nous avons évalué notre méthode dans un cadre théo-
rique où nous avons comparé les performances à d’autres méthodes d’échantillonnage
compressé. L’adaptativité et l’exploitation des redondances temporelles apportées par
notre solution améliorent significativement une méthode classique du type BCS-PL et
permettent des performances similaires voir meilleures qu’une autre solution exploitant
les redondances temporelles (MCS-BCS-PL). Nous avons aussi pu vérifier que le choix
des différents paramètres s’adapte aux contraintes de contenu des partitions ainsi qu’au
débit ciblé.
Cependant, le schéma reste moins efficace comparé à une méthode de codage vidéo
classique, c’est pourquoi nous proposons dans la sous-section suivante d’intégrer notre
méthode en compétition avec d’autres modes de codage au sein d’un codeur vidéo de
nouvelle génération afin de tirer profit des avantages de l’échantillonnage compressé
uniquement pour les partitions au contenu le mieux adapté.
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8.2.2 Evaluation dans un codeur vidéo moderne (HEVC)
L’intégration d’un schéma d’échantillonnage compressé dans un codeur vidéo moderne
est très délicate comme l’ont montré les résultats limités des travaux [Zhang et al. 08,
Do et al. 10]. En effet, il est difficile d’obtenir des mesures aussi peu coûteuses que le ré-
siduel transformé et quantifié obtenu après une prédiction Intra ou Inter, même avec un
échantillonnage optimal. Par conséquent, l’intégration efficace d’une méthode d’échan-
tillonnage compressé dans un codeur moderne ne peut s’effectuer que par application à
une donnée de type résiduel contrairement à l’étude précédente (8.2.1) réalisée dans un
cadre plus théorique. Nous sommes alors exactement dans le cadre du problème posé
dans ce chapitre 8.1.1 avec plusieurs paramètres en compétition nécessaire pour assurer
l’efficacité de la méthode. Nous proposons dans cette sous-section d’appliquer la solution
proposée ci-dessus au futur standard de compression vidéo HEVC.
Nous détaillons tout d’abord l’implémentation proposée puis nous présentons les ré-
sultats obtenus.
8.2.2.1 Détails de l’implémentation
Nous avons fait le choix de concentrer notre étude sur la prédiction Intra. En effet,
deux raisons principales rendent délicates l’intégration de notre méthode en prédiction
Inter :
1. Les modes Inter étant très efficace en terme de prédiction, une méthode basée sur
l’échantillonnage compressé a très peu de sens. En effet, comme cela a été étudié
dans le chapitre 2, une majorité des blocs Inter après prédiction, transformation et
quantification possèdent un ensemble de coefficients nuls ou bien un nombre très
faible de coefficients non-nuls. Réaliser une acquisition par échantillonnage com-
pressé de ce type de bloc est alors inutile et le surcoût engendré par la signalisation
de la méthode est trop pénalisant.
2. Dans le cadre décodeur intelligent, le choix d’une partition causale P ′i est délicat
du fait de la redondance avec la partition déjà utilisée dans la prédiction Inter
pour réaliser la compensation de mouvement. La solution envisagée serait d’utiliser
une partition causale appartenant à l’image I ′′ correspondant à t − 2 mais les
corrélations avec la partition courante deviennent alors plus faible.
Ainsi, nous introduisons un nouveau mode de codage Intra basé sur l’échantillonnage
compressé d’une manière similaire aux travaux présentés dans [Zhang et al. 08, Do et al. 10].
Ce mode est mis en compétition avec les modes classiques, sélectionné à l’aide d’un cri-
tère débit-distorsion puis signalé à l’aide d’un indice transmis dans le flux. Le nouveau
mode de codage est détaillé dans la figure 8.11 : après prédiction du bloc, le résiduel
est transformé puis quantifié et nous ajoutons une étape de sous-échantillonnage des
coefficients obtenus qui sont alors transmis au codeur entropique. La boucle de retour
permet de reconstruire le résiduel en réalisant la quantification inverse des coefficients
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puis la reconstruction à l’aide de l’échantillonnage compressé. Ce résiduel est finalement
ajouté au signal prédicteur.
Figure 8.11: Mode de codage basé sur l’échantillonnage compressé.
Nous combinons cette mise en œuvre avec l’approche décodeur intelligent permettant
de déterminer de façon adaptative les paramètres nécessaires à la méthode sans avoir à les
transmettre au décodeur. Pour ce faire la partition causale P ′i est sélectionnée parmi les
partitions voisines de la partition courante comme cela est décrit dans la section 8.1.3.1.
Ces partitions sont en effet très corrélées à la partition courante. Au niveau du codeur
comme du décodeur, l’estimation de la composante de débit associée à chaque simulation
du codage de la partition P ′i est obtenue à partir d’une mesure de l’entropie des résiduels
à transmettre, tandis que la distorsion est calculée entre la partition reconstruite et la
partition causale.
Les paramètres mis en compétition sont le pas de sous-échantillonnage Si et les para-
mètres Λi propres à la méthode de reconstruction :
Li = {Si,Λi} . (8.13)
L’opérateur d’acquisition Φi est fixé à la DCT pour s’intégrer le plus simplement au
schéma de codage HEVC et nous utilisons la variation totale pour la reconstruction Ψi.
Enfin, c’est l’algorithme de reconstruction ADM 3 introduit dans la section 6.2.1 qui
est utilisé pour cette expérimentation avec un nombre d’itérations fixé à nb′iter = 50
pendant la phase de compétition et nbiter = 100 lors de l’application de la méthode avec
les paramètres optimaux comme expliqué dans 8.1.3.2.
3. Algorithme développé en C++ à partir de la version Matlab disponible à l’adresse
http ://www.caam.rice.edu/~optimization/L1/2007/09/software_08.html
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8.2.2.2 Résultats
La configuration utilisée pour l’ensemble des tests présentés dans cette section est la
suivante :
Codeur HEVC TMuC 0.7.
Profil Intra High Efficiency.
Modes Intra 16×16.
Transformée DCT 16×16.
CS algorithme de reconstruction ADM [Yang & Zhang 09].
QPs 22, 27, 32, 37.
Séquences 5 séquences cif sélectionnées et 5 séquences du projet HEVC au format
qwvga et wvga.
Evaluation Pourcentage de réduction de débit moyen calculé à l’aide de la métrique de
Bjontegaard.
8.2.2.2.1 Evaluation de la borne maximale
Afin de vérifier l’intérêt de la méthode dans le cadre HEVC, nous avons dans un pre-
mier temps évalué les gains potentiels de la méthode en se plaçant dans des configurations
non-décodables :
– Test 1 : test avec P ′i = Pi.
– Test 2 : test avec P ′i,j ∈ LP ′i = {A,B,C,D} où chaque ensemble de paramètres
optimaux déterminés sur chacune de ces partitions est ensuite testé directement
sur Pi afin de retenir la meilleure configuration parmi les quatre. Les partitions
{A,B,C,D} étant celles représentées sur la figure 7.3.
– Test 3 : même test que le précédent avec P ′i,j ∈ LP ′i = {A,B}.
Les gains obtenus sont présentés dans le tableau 8.2 sous la forme de pourcentage de
réduction de débit. La première observation est que le Test 1 donne un gain moyen
de 1.88% sur le débit avec l’efficacité la plus élevée obtenue sur les séquence Ice cif
et BasketBallDrill wvga qui atteignent respectivement 4.27% et 3.04% de gains. Ce
test correspond au résultat maximal espéré dans la mesure où ce sont les paramètres
optimaux déterminés sur la partition courante Pi elle-même qui sont utilisés. Ce premier
test confirme l’intérêt d’une méthode basée sur l’échantillonnage compressé notamment
pour les séquences disposant de nombreuses zones texturées comme la séquence Ice qui
est composée à environ 50% de partitions correspondant à la glace d’une patinoire ou de
la même manière la séquence BasketBallDrill qui contient de grandes zones de parquet.
A l’inverse, les séquences telles que Weather cif ou RaceHorses qwvga disposent aussi de
ce type de zones mais en nombre beaucoup plus limité alors que le reste de ces séquences
est un contenu difficile à coder.
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La seconde observation des résultats vient des Tests 2 et 3 où nous avons évalué la
perte potentielle liée à la sélection d’une partition causale P ′i dans le voisinage spatial de
la partition courante Pi. Logiquement, en utilisant les paramètres optimaux déterminés
sur l’une des quatre partitions voisines (Test 2), le gain moyen diminue fortement par
rapport au premier test mais reste significatif avec 0.72% de gain sur le débit. Ceci est
expliqué par la corrélation entre les partitions voisines ce qui est d’autant plus vrai au
sein des grandes zones de textures où la méthode peut ainsi conserver son efficacité. On
observe notamment cela pour la séquence BasketBallDrill wvga, tandis que la séquence
Ice cif a un comportement différent avec un gain très faible de 0.11% que nous considérons
comme un cas particulier où une suite de choix RD délicats a eu un effet global négatif
sur le codage de la séquence (ceci est confirmé par les résultats du Test 3 où le gain de
cette séquence redevient plus logique par rapports aux autres résultats). Enfin, le dernier
test (Test 3), où uniquement la partition voisine de gauche et du dessus sont utilisées,
donne des résultats qui restent consistants avec le Test 2 avec un gain moyen de 0.55%.
De plus l’évolution des gains de chaque séquence est davantage en accord avec le Test 1
du fait de la proximité des deux partitions utilisées par rapport au second test.
Test 1 Test 2 Test 3
Séquence CIF
Carphone 2.44 1.43 0.77
Ice 4.27 0.11 0.65
Modo 1.58 1.08 0.56
Sean 0.93 0.58 0,42
Weather 0.69 0.24 0.16
QWVGA
BasketBallPass 1.64 0.37 0.41
RaceHorses 1.10 0.60 0.42
WVGA
BasketBallDrill 3.04 1.08 0.89
BQMall 1.73 0.76 0.66
RaceHorses 1.39 0.95 0.60
Moyenne 1.88 0.72 0.55
Table 8.2: Pourcentages de réduction de débit maximums de notre méthode basée sur
l’échantillonnage compressé et l’approche décodeur intelligent pour trois
configurations non-décodables.
La conclusion de cette étude préliminaire est donc qu’une méthode basée échantillon-
nage compressé intégrée dans un codeur vidéo moderne comme HEVC peut apporter
des gains intéressants dans la mesure où les paramètres de la méthodes sont déterminés
de façon optimale (Test 1). La détermination desdits paramètres sur une partition cau-
sale dans le cadre de l’approche décodeur intelligent (Test 2 et 3) apporte une solution
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qui permet de conserver une partie significative des gains de la méthode sous la condi-
tion d’être capable de retrouver la meilleure partition causale à utiliser. Dans ce but,
la solution de limiter le nombre de partitions causales candidates à deux (Test 3) sera
privilégiée dans le test décodable suivant dans la mesure où cela assure moins d’échecs
lors du choix de la partition à utiliser. Si la partition causale optimale est signalée au
décodeur cela permet alors de limiter le coût de signalisation par rapport à une solution
avec un plus grand nombre de candidat.
8.2.2.2.2 Evaluation de la méthode
Nous présentons maintenant, dans le tableau 8.3, les résultats décodés de la méthode
proposée. Nous avons comparé ces résultats aux méthodes de références introduites dans
l’état de l’art sur l’échantillonnage compressé (section 6.2.2.2) et intégrées dans HEVC :
– CS1 correspond à la méthode introduite dans [Zhang et al. 08].
– CS2 correspond à la méthode introduite dans [Do et al. 10].
DI-CS CS1 CS2
Séquence CIF
Carphone 0.62 -0.27 -0.11
Ice 0.59 -0.11 -0.28
Modo 0.82 -0.24 0.19
Sean 0.47 0.13 0.18
Weather 0.41 -0.08 0.00
QWVGA
BasketBallPass 0.30 -0.28 -0.17
RaceHorses 0.25 -0.08 0.26
WVGA
BasketBallDrill 0.20 0.24 -0.05
BQMall 0.39 -0.11 -0.04
RaceHorses 0.49 -0.19 -0.20
Moyenne 0.45 -0.10 -0.02
Table 8.3: Pourcentages de réduction du débit de notre méthode (DI-CS) et des mé-
thodes de l’état de l’art intégrées dans HEVC.
La première obsevation est que la méthode proposée apporte en moyenne
un gain non-négligeable de 0.45% de réduction du débit et que la méthode
améliore systématiquement l’efficacité de codage sur les séquences
considérées.
Un gain minimum de 0.20% est rapporté pour la séquence BasketBallDrill wvga et
un gain maximum de 0.82% est obtenu pour la séquence Modo cif. A propos du gain
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de cette séquence, notons qu’il est supérieur au gain espéré dans cette configuration de
0.56% selon le tableau 8.2 de la même manière que pour les séquences Sean et Weather
Cif ce que l’on explique par des choix débit-distorsion locaux globalement meilleurs pour
ces trois séquences. Dans l’ensemble, ces gains sont finalement plutôt limités par rapport
au gain maximal envisagé (Test 1) puisqu’ils en représentent uniquement un quart mais
ils demeurent consistants par rapport à la configuration du Test 3 du tableau 8.2.
Les deux autres colonnes donnent les résultats des méthodes proposées dans l’état
de l’art que nous avons intégré dans HEVC. Ces deux méthodes ne sont pas efficaces
sur les séquences testées avec une faible perte en moyenne pour la méthode CS1 tandis
que la méthode CS2 est légèrement meilleure avec une efficacité de codage équivalente
à la référence HEVC. En effet cette méthode constitue une amélioration de CS1 du fait
de l’intégration de la prédiction lors de la reconstruction qui permet de reconstruire
directement dans le domaine du pixel. Cependant, cette amélioration de la méthode
permet tout juste de compenser le coût de signalisation. Ces résultats, différents de
ceux présentés par les auteurs, s’expliquent par la configuration de test qui est moins
restrictive et l’intégration de la méthode dans HEVC qui a une efficacité de codage
plus élevé que H.264/AVC et est donc plus difficile à améliorer. En comparaison de
ces méthodes, la méthode proposée avec combinaison de l’approche décodeur intelligent
apporte une réelle amélioration.
Cela confirme que la fine paramétrisation de la méthode sans la
signalisation associée est une solution prometteuse pour ce type de
méthodes itératives qui sont très dépendantes des paramètres.
Les gains obtenus par notre méthode demeurent néanmoins limités relativement à la
complexité ajoutée. Il est en effet délicat de faire cohabiter l’échantillonnage compressé
avec un système de codage classique. Les résiduels issus de la prédiction du codeur HEVC
étant déjà très faibles et avec un grand nombre de valeurs nulles, la méthode a moins
de sens que lorsqu’elle est appliquée sur une partition originale. Ces résultats nous ont
poussé à ne pas tester l’ajout d’un autre opérateur d’acquisition en compétition tel que
cela est fait dans l’étude théorique 8.2.1 avec l’ondelette du fait des modifications du
codeur que cela engendre.
Ces résultats concluent notre étude : l’approche décodeur intelligent permet en effet
d’optimiser l’intégration d’une méthode basée échantillonnage compressé dans un codeur
vidéo moderne mais son efficacité reste cependant limitée dans un tel cadre face aux
méthodes de compression classique.
8.3 Bilan
Dans ce chapitre, nous avons proposé un schéma de codage vidéo basé sur l’échan-
tillonnage compressé permettant d’exploiter efficacement les redondances spatiales et
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temporelles grâce à son intégration dans le cadre de l’approche décodeur intelligent.
Après sélection d’une partition causale adaptée, les paramètres de la méthode sont dé-
terminés puis hérités pour le codage de la partition courante par échantillonnage com-
pressé. Cela permet un gain significatif sur le coût de transmission des données ainsi que
sur la qualité de la reconstruction.
Cette méthode a été évaluée d’une part dans un cadre théorique où sa pertinence est
démontrée dans la mesure où elle permet une acquisition adaptative des données selon
le contenu des partitions et le débit ciblé. Notre solution améliore ainsi les performances
d’autres méthodes de l’état de l’art. D’autre part, notre méthode a été évaluée dans un
codeur vidéo moderne (HEVC) où elle est intégrée au système de codage classique et mise
en compétition avec les autres modes. La méthode proposée permet d’obtenir des gains
significativement meilleurs que les autres méthodes de l’état de l’art de l’échantillonnage
compressé mais son efficacité par rapport à la complexité apportée demeure trop faible
du fait de la qualité de la prédiction originale de HEVC.
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Rappel des objectifs
L’objectif de cette thèse était de proposer des outils efficaces pour le codage vidéo per-
mettant d’améliorer les performances de compression des schémas existants, cet objectif
s’inscrivant de façon modeste dans le défi offert par l’évolution de la vidéo numérique
qui nécessite un ratio de compression de plus en plus élevé.
Deux axes de recherches ont ainsi été définis avec une première phase de travaux asso-
ciés aux schémas de codage conventionnels et une seconde phase davantage en rupture.
Le fil conducteur de l’ensemble de nos travaux devait néanmoins être l’exploitation ac-
crue des capacités d’un décodeur rendu plus actif. En particulier, un effort particulier
a été mené pour définir des méthodes s’abstenant de la transmission d’informations de
signalisations additionnelles ou permettant de réduire le débit alloué à ce type d’infor-
mations. Enfin, nous avons souhaité appuyer nos travaux sur des domaines connexes du
traitement du signal afin de proposer des méthodes originales.
Bilan des travaux effectués
Approches conventionnelles pour les schémas de codage vidéo émergents
L’observation de la proportion importante des informations de signalisations au sein
des schémas de codage conventionnels a été le point de départ de notre étude sur la trans-
mission d’indices de compétition par une technique issue du tatouage vidéo. L’informa-
tion résultant des nombreux choix en compétition a en effet une proportion significative
dans le flux, en particulier à bas débits, et le sujet de l’amélioration de la transmission
de ces informations est peu abordé en dehors du codage entropique. Nous avons tout
d’abord réalisé une étude préliminaire approfondie pour définir d’une part l’information
de codage à traiter et d’autre part la technique de tatouage la plus appropriée dans le
cadre de la compression où les contraintes sont différentes. La solution retenue a été
le masquage d’indices de compétition binaires dans les composantes de chrominance et
de luminance des résiduels de textures après transformation et quantification. Plus pré-
cisément la parité de la somme de ces résiduels a été utilisée dans la mesure où elle
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permet de sélectionner habilement la modification optimale à effectuer lorsque cela est
nécessaire. Cette modification est choisie selon un critère débit-distorsion pour lequel
nous avons utilisé une méthode d’optimisation lagrangienne classique puis proposé une
méthode originale basée sur l’optimisation multi-critères de Pareto. Notre méthode a été
testée pour la transmission d’indices de compétition de prédicteurs de mouvement en
Inter ainsi que pour la transmission des indices most probable mode en Intra. Elle amé-
liore significativement l’efficacité de codage dans le cas Inter et est d’autant plus efficace
en Intra où nous disposons de davantage de coefficients résiduels pour le tatouage. La
méthode se distingue de plus par la très faible complexité ajoutée au décodeur et a par
conséquent été l’objet de nombreuses études menées par différentes compagnies dans le
cadre du futur standard HEVC. L’outil a ainsi été adopté dans le HM 6.0 et intégré
dans la sixième version du Working Draft [Bross et al. 12] pour faire partie du principal
profil de la future norme HEVC.
Nous avons ensuite isolé le sujet de la transmission des vecteurs de mouvement dont
le codage a fait l’objet de nombreuses activités de recherche au cours des dernières an-
nées. Les vecteurs de mouvement représentent en effet une part significative du flux,
notamment à bas débit où il s’agit de l’information la plus coûteuse. Par ailleurs, nous
avons observé la très forte redondance entre les vecteurs de mouvements de blocs voisins
spatialement et temporellement qui n’est pas exploitée suffisamment par les méthodes
existantes. Ces dernières se basent principalement sur une amélioration de la prédic-
tion des vecteurs à l’aide de vecteurs précédemment codés et nécessitent la transmission
d’indices additionnels. En opposition avec ces approches nous avons souhaité, toujours
en exploitant les vecteurs causaux, réaliser un pronostic très précis du vecteur du bloc
courant afin de privilégier les mouvements les plus probables. Après observation d’une
quantité représentative du mouvement dans un voisinage local du bloc courant, nous
avons ainsi utilisé une prédiction à l’aide de la méthode de Parzen pour déterminer la
probabilité de l’ensemble des vecteurs résiduels et finalement modifier la distribution de
ces résiduels avant codage entropique. Par conséquent, cette solution ne nécessite pas de
transmission d’informations supplémentaires dans la mesure où le décodeur est capable
de reproduire la même redistribution des résiduels et d’ainsi décoder le vecteur correc-
tement. Nous avons montré que la méthode tire particulièrement profit de l’exploitation
d’une quantité beaucoup plus élevée des redondances du mouvement et de nouveaux pré-
dicteurs judicieux qui peuvent être ajoutés dans l’information de mouvement considérée
et permettre d’anticiper de nombreux mouvements qui sont alors codés efficacement. Il
a cependant été nécessaire de réaliser un compromis délicat sur la quantité de vecteurs
considérés pour que la méthode soit performante. Les résultats observés ont confirmé
la pertinence de la méthode qui se positionne au-dessus d’une méthode par compéti-
tion de prédicteurs et dont la combinaison avec cette dernière a été prometteuse bien
qu’accompagnée d’une augmentation de la complexité.
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Les travaux que nous avons réalisés dans un second temps se positionnent plus en
amont. Nous nous sommes basés sur une analyse théorique et pratique de l’évolution
des derniers standards de compression vidéo pour dégager une limite de ces schémas.
Ceux-ci sont basés sur une exploitation des redondances spatiales et temporelles dans
le signal à l’aide de multiples choix en compétition qui sont systématiquement augmen-
tés entre chaque génération de standard tandis que la proportion de résiduels n’a cessé
de diminuer. Afin de se détacher de cette contrainte liée à la compétition qui néces-
site une signalisation de plus en plus coûteuse, nous avons proposé une approche basée
sur l’exploitation accrue du décodeur. A l’aide d’une partition causale judicieusement
sélectionnée, les paramètres de codage sont dérivés en utilisant cette partition comme
référence puis ils sont utilisés pour le traitement de la partition courante qui économise
alors la transmission de ces informations. En effet, le décodeur est capable de déterminer
à son tour les mêmes paramètres lors du décodage en entraînant cependant une aug-
mentation de la complexité. Nous avons démontré que cette approche ouvrait la voie à
deux axes d’améliorations des schémas actuels avec d’une part la réduction des coûts de
signalisation et d’autre part la possibilité d’ajouter des choix de codages en compétition
sans être contraint par le débit associé.
A titre d’étude préliminaire, cette approche a dans un premier temps été appliquée à
la détermination de modes de prédiction Intra. Ceux-ci sont dérivés à l’encodeur comme
au décodeur en utilisant un ensemble de partitions voisines prédéfini pour lesquelles les
nombreux prédicteurs Intra sont mis en compétition puis sélectionnés selon un critère
reproductible lors du décodage. Intégrée dans le futur standard HEVC en compétition
avec les modes de codage classique, cette solution a démontré le potentiel de l’approche
proposée avec notamment un pourcentage de sélection significatif et la démonstration
de l’apport de l’augmentation des modes.
Finalement, nous avons exploré l’utilisation d’un schéma d’échantillonnage compressé
dans un but de compression par le biais de l’approche décodeur intelligent. Ce domaine
émergent du traitement du signal est en effet une voie de recherche intéressante pour la
compression vidéo bien qu’elle soit délicatement combinable avec une étape de quantifi-
cation. Au-delà de cette question, nous avons souhaité démontrer qu’avec une paramé-
trisation pointue de la méthode, il était possible d’atteindre des résultats prometteurs.
La solution que nous avons proposée consiste tout d’abord à déterminer une partition
causale associée à un vecteur de mouvement transmis par l’encodeur. La simulation de
l’acquisition et de la reconstruction de cette partition par échantillonnage compressé est
alors effectuée avec différents paramètres dont le pas d’échantillonnage et le domaine
d’acquisition parmi lesquels le choix optimal est sélectionné pour être appliqué à la par-
tition courante. Seules l’information de mouvement et les mesures résultantes sont alors
transmises au décodeur qui reconstruit de façon efficace le signal. Une expérimentation
théorique de ce schéma a été réalisée puis un mode de codage basé sur cette approche
a été introduit dans l’encodeur HEVC. Les résultats qui ont été obtenus sont encou-
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rageants, en particulier pour l’expérimentation théorique qui permet d’atteindre une
reconstruction efficace avec un nombre de mesures limitée pour un niveau de qualité
donné du fait du caractère adaptatif de la méthode.
Perspectives
Au moment de clore ce manuscrit, des perspectives prometteuses apparaissent suite
aux travaux réalisés. Les principales voies de développement concernent l’approche dé-
codeur intelligent mais d’autres débouchés à plus court terme sont envisageables pour
les outils proposés dans la première partie du manuscrit.
Revenons tout d’abord sur notre schéma de tatouage d’informations de codage. Un
effort particulier doit être mené pour déterminer l’information la mieux adaptée à la
méthode tout en ayant l’impact le plus élevé dans le flux comme cela est en train d’être
réalisé par divers travaux au sein du JCT-VC dans le cadre du codeur HEVC. Celui-
ci est d’autant plus adapté à la méthode qu’il utilise des blocs de tailles supérieures
à ceux dont nous disposions dans nos travaux réalisés au sein d’H.264/AVC et où la
méthode était particulièrement efficace avec les blocs de taille 16×16. Au-delà de cette
analyse des paramètres à considérer, il serait intéressant de disposer d’une optimisation
moins complexe au niveau de l’encodeur pour sélectionner la meilleure modification sans
tester l’ensemble des combinaisons. L’exploitation de statistiques pourrait aider dans
cette démarche. Enfin, la méthode pourrait être adaptée au pas de quantification en
prenant en compte la présence d’un nombre plus élevé de coefficients à haut débit pour
masquer davantage d’informations en utilisant, par exemple, un découpage fictif des
blocs transformés dont la taille dépendrait du débit. Suite à un récent stage sur le sujet,
une partie de ces idées ont été explorées au sein de notre équipe et ont donné lieu à
l’acceptation de l’outil dans le futur standard HEVC.
De la même manière, notre méthode de codage des vecteurs de mouvement par redis-
tribution des résiduels pourrait être envisagée dans le cadre du futur standard HEVC
dans la mesure où nous avons démontré que notre technique demeurait efficace lors-
qu’elle coexistait avec une méthode de compétition de prédicteurs. La présence du mode
Merge necessite cependant une réflexion supplémentaire dans le mesure où ce dernier
capte beaucoup des redondances dans le mouvement et conduit aussi à une réduction de
la diversité des vecteurs dont nous avons besoin dans notre outil. L’étude de combinai-
sons plus efficaces avec d’autres outils de codage du mouvement efficaces serait donc une
voie de travail pertinente. Nous avons de plus envisagé d’effectuer notre méthode par
composante (horizontale et verticale), en particulier les étapes d’estimation de la den-
sité de probabilité et de modification de la distribution des résiduels. L’utilisation d’une
telle solution 1D permettrait de réduire significativement la complexité de la méthode,
notamment le mapping qui serait réduit à des permutations. Il serait alors possible de
limiter la perte d’efficacité de la méthode en l’appliquant à la seconde composante rela-
tivement à la première composante déjà codée : seules les positions de résiduels observés
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appartenant aux mêmes vecteurs seraient alors utilisées ce qui limiterait la redistribution
aux positions utiles. Enfin, comme nous l’avons évoqué, un apprentissage pourrait être
réalisé pour définir la valeur du paramètre de lissage utilisée dans la méthode de Parzen
et ainsi optimiser la quantité de résiduels redistribués pour chaque bloc.
Les perspectives relatives à l’approche décodeur intelligent ont été abordées à la fin
du chapitre 7. Elles concernent principalement la détermination et la signalisation de la
partition causale. En particulier, le développement de techniques de mise en correspon-
dance de blocs dans un domaine différent que le domaine pixellique, comme le domaine
transformé ou le domaine des modes de codage semble très prometteur. L’étude de cette
approche dans le cadre de travaux liés à la scalabilité en complexité est elle-aussi perti-
nente et va donner lieu à l’ouverture d’une nouvelle thèse au sein de notre équipe.
La base que nous avons ensuite proposée pour la définition d’un schéma de codage
fondé sur l’échantillonnage compressé à partir de cette approche décodeur intelligent
semble très encourageante et pourrait être rapidement améliorée. L’intégration des der-
nières avancées de ce domaine concernant notamment les opérateurs et la quantification
des mesures pourrait ainsi faire évoluer notre schéma. A la manière des encodeurs vi-
déo modernes, une mise en compétition avec d’autres méthodes basées sur des blocs et
exploitant les redondances temporelles différemment permettrait aussi d’atteindre des
performances significatives. Quant à l’intégration de tels schémas dans un codeur vidéo
conventionnel, le challenge s’avère plus délicat mais il serait intéressant d’appliquer di-
rectement la méthode sur les blocs sans passer par la prédiction. Le principe d’origine
de l’échantillonnage compressé serait ainsi conservé et il serait alors possible d’optimi-
ser la dérivation des paramètres à l’aide de l’approche décodeur intelligent. Le mode de
codage ainsi défini pourrait être particulièrement efficace pour des blocs suffisamment
parcimonieux dans les bases transformées utilisées.
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Annexe

Annexe A
Hybrid-1D : un nouveau mode de
prédiction
Nous décrivons dans cette annexe une méthode 1 étudiée au cours de cette thèse fai-
saint suite à un précédent travail réalisé au sein de notre équipe. Un nouveau mode de
prédiction et de partitionnement des macroblocs est proposé pour étendre le mode Intra
1D en prédiction Inter. Ce mode de codage tire profit de partitions linéaires permettant
d’exploiter habilement une distance plus courte entre signal de référence et signal à pré-
dire. Nous l’appliquons en prédiction Inter en ajoutant tout d’abord une compétition avec
une prédiction Skip 1D puis dans un second temps une prédiction Inter 1D.
A la différence du schéma de codage d’H.264/AVC, les moyens de prédiction sont ainsi
mis en compétition au sein du macrobloc pour les différentes partitions générées. Nous
nous rapprochons ainsi du schéma du futur standard HEVC dont les travaux n’avaient
alors pas encore débuté.
A.1 Etat de l’art
Notre travail est basé sur le mode Intra 1D introduit dans [Laroche et al. 09] qui pro-
pose de modifier le codage Intra à l’aide de quatre changements que nous reprendrons
dans la seconde section : partitionnement, ordre de parcours, prédicteurs et transformée.
Afin de réduire la distance entre les pixels à coder et le signal prédicteur, les auteurs
proposent d’utiliser des partitions 1D. Le mode défini a permis des gains élevés comparé
à la prédiction Intra d’H.264/AVC basée sur des blocs. Il a d’ailleurs donné lieu à de
nombreuses études réalisées dans le cadre d’HEVC mais n’a pour l’instant pas été ac-
cepté au vue de la modification trop importante de la structure de codage malgré des
performances significatives.
Par ailleurs, nous avons observé que le standard H.264/AVC dispose de trois types
1. Cette description est basée sur notre article [Conf1].
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d’images (I, P et B) mais chaque macrobloc est toujours de type Intra, Inter ou Skip
à l’exception de l’Inter 8×8 où deux types de prédiction peuvent être mélangés avec le
mode Direct et l’Inter classique. Quelques travaux ont cependant essayé de combiner
plusieurs types de prédiction, notamment Intra et Inter. Citons [Xin et al. 07] où les
auteurs proposent d’exploiter à la fois les corrélations temporelles et spatiales. La mé-
thode réalise une combinaison à l’aide de poids d’une prédiction Inter 16×16 et Intra
16×16 (Horizontale). Les résultats, notamment pour des séquences HD, montrent que
la combinaison de ces prédictions est un sujet de recherche pertinent dans la mesure où
les énergies dans les résiduels Inter et Intra sont distribuées différemment et peuvent
s’avérer complémentaires. Dans [Li et al. 09], un outil intitulé Second Order Prediction
est introduit dans H.264/AVC. Il applique une prédiction Intra sur les résiduels issus
d’une prédiction Inter. Bien que la complexité augmente de façon non-négligeable, les
gains rapportés confirment que l’utilisation de prédiction Intra et Inter au sein d’un
même macrobloc est efficace.
A.2 Méthode proposée : Hybrid 1D
L’environnement Intra 1D défini dans [Laroche et al. 09] a montré des résultats pro-
bants en prédiction Intra, nous l’étendons par conséquent en prédiction Inter en défi-
nissant le mode Hybrid 1D. Ce mode diffère du récent état de l’art par le fait que la
signalisation du partitionnement demeure faible et que les prédictions temporelle et spa-
tiale sont combinées au sein du même macrobloc. Chaque partition 1D peut ainsi être
codée selon l’un des sous-modes en compétition : Intra 1D, Skip 1D ou Inter 1D.
A.2.1 Intra 1D + Skip 1D
A.2.1.1 Partitionnement 1D
Le partitionnement utilisé est similaire à celui proposé dans [Laroche et al. 09]. Nous
décrivons le principe général ci-dessous.
Le partitionnement 1D d’un macrobloc est complètement défini à partir d’une parti-
tion initiale p1 qui est signalée au décodeur à l’aide d’un indice. Les P autres partitions,
pi,∀i = 1...P , sont obtenues par propagation de la forme initiale p1 à l’aide d’un opéra-
teur de dilatation morphologique mathématique utilisant pour élément structurant une
forme en croix de taille 3×3 pixels. Des exemples de partitions initiales et les propa-
gations correspondantes sont représentées sur la figure A.1 pour des partitions Ligne,
Colonne, ’L’, Point et Contour. Dans nos travaux, nous avons utilisé les deux premières
formes qui permettent de diviser le macrobloc en seize lignes ou seize colonnes de seize
pixels.
216
A.2 Méthode proposée : Hybrid 1D
Figure A.1: Exemple de partitionnements obtenus à partir d’une partition initale p1.
A.2.1.2 Ordres de parcours
Trois ordres de parcours ont été proposés dans [Laroche et al. 09] : parcours lexicogra-
phique, bi-directionnel et hiérarchique. Dans le souci de ne pas surcharger la signalisation,
les résultats que nous présentons dans cette annexe correspondent à un test réalisé avec
le premier odre de parcours qui consiste à traiter les partitions dans l’ordre lexicogra-
phique : p1, p2, ..., pP . Précisons que les autres ordres de parcours sont plus complexes et
permettent d’avoir plusieurs partitions comme référence.
A.2.1.3 Prédiction
Pour chaque partition 1D d’un macrobloc, deux sous-modes sont mis en compétition :
Intra 1D et Skip 1D. Le meilleur prédicteur pour chaque sous-mode est sélectionné puis
le meilleur sous-mode est sélectionné selon un critère débit-ditorsion décrit dans la sous-
section A.2.4.
Intra 1D
L’intra 1D bénéficie de la définition de prédicteurs spécifiques exploitant la distance
réduite avec le signal de référence par rapport aux modes Intra par bloc. Nous détaillons
ici les prédicteurs utilisés pour le partitionnement Ligne et l’ordre de parcours lexi-
cographique. Ils peuvent être généralisés aux autres partitionnements 1D et ordres de
parcours.
Dans ce cas, pour une partition pi, le signal de référence est composé de la partition
pi−1 reconstruite et de la zone causale à gauche du macrobloc courant. L’intérêt de
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ce mode est que chaque pixel de pi dispose d’un pixel voisin dans le signal de référence
contrairement à l’Intra 16×16 par exemple où le pixel en bas à droite du bloc courant est
à une distance de 16 pixels du signal de référence. Ainsi, on retrouve comme prédicteur la
copie de la ligne précédente ainsi que diverses combinaisons utilisant les pixels à gauche
de la ligne courante.
Dans la mesure où la partition pi−1 peut avoir été codée avec le sous-mode Skip 1D
dont la qualité de prédiction est plus faible, la partition pi peut être moins bien prédite
du fait d’un signal de référence moins pertinent. Cependant, à la manière des images
P et B qui tirent profit d’images précédemment codées en Intra, le macrobloc codé en
Hybrid 1D bénéficie judicieusement de partitions prédites en Intra 1D.
Skip 1D
Le second sous-mode est le Skip 1D. C’est le sous-mode que nous avons introduit
dans le cadre de ce travail et qui est un cas particulier de l’Inter 1D présenté dans la
sous-section suivante. A la manière du mode Skip dans H.264/AVC, ce sous-mode réalise
une prédiction temporelle sans transmission d’information (ni vecteurs de mouvement
ni résiduels de texture). Un indice est transmis pour signaler que la partition est codée
en Skip 1D. La partition décodée correspond alors à la partition de l’image de réfé-
rence compensée en mouvement à l’aide du vecteur de mouvement prédicteur que nous
décrirons dans la sous-section sur l’Inter 1D.
A.2.1.4 Transformée 1D
Le standard H.264/AVC utilise les transformées DCT 4×4 et 8×8 pour traiter les
résiduels Intra et Inter. Pour notre schéma, nous utilisons une DCT 1D flottante afin de
s’accorder avec les formes linéaires des partitions proposées. Concernant la quantifica-
tion, nous utilisons celle définie pour la DCT 4×4 en arrangeant les résiduels obtenus
au sein d’un bloc 4×4. Dans le mesure où le sous-mode Skip 1D ne transmet pas de
résiduels, seuls les résiduels de l’Intra 1D sont transformés et quantifiés.
A.2.2 Inter 1D
Comme nous le verrons dans les résultats, la première combinaison ajoutant le Skip
1D à l’Intra 1D apportent une amélioration de l’efficacité de codage. Nous avons par
conséquent étendu de nouveau le schéma en ajoutant un sous-mode Inter 1D. Dans la
prédiction Inter 1D, une estimation de mouvement est réalisée pour chaque partition pi
et délivre un vecteur de mouvement vmi(vmix , vmiy). Les résiduels de pixels (εi) et le
vecteur de mouvement résiduel (εvmi) sont alors transmis. Comme explicité ci-dessous,
εi est obtenu par soustraction avec la partition originale courante pi et la partition p′i
compensée en mouvement, εvmi est obtenu par soustraction avec le vecteur de mouvement
prédicteur vmpredi :
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εi = pi − p′i(x−mvix , y −mviy). (A.1)
εvmi = vmi − vmpredi . (A.2)
L’estimation de mouvement utilise un algorithme de mise en correspondance adapté
aux tailles de partitions définies (figure A.2). Dans le cas du partitionnement Ligne, la
recherche permet de trouver la meilleure partition 16×1 pixels. Le demi-pixel et le quart
de pixel ont été implémentés en utilisant des filtres identiques à ceux d’H.264/AVC.
A la manière de l’Inter 4×4, le mode proposé permet d’avoir une meilleure reconstruc-
tion de la partition du fait de la précision plus fine qui génère une prédiction efficace des
pixels. Cependant, dans la mesure où un vecteur de mouvement vmi doit être transmis
par partition, ce sous-mode est pénalisé par le coût de codage du vecteur, la prédic-
tion du vecteur est par conséquent particulièrement importante. Nous avons implémenté
deux moyens de prédiction du mouvement :
– Le premier prédicteur utilise le médian spatial d’H.264/AVC, l’ensemble des parti-
tions du macrobloc ont alors le même prédicteur.
– Le second prédicteur proposé utilise le vecteur de mouvement de la dernière partition
codée en Inter 1D au sein du macrobloc courant ou bien le premier prédicteur si
aucune partition n’est disponible.
Figure A.2: Représentation de la mise en correspondance de partitions 1D.
A.2.3 Signalisation du mode proposé
Pour la signalisation du mode proposé et des sous-modes, nous utilisons une repré-
sentation en arbre définie dans la figure A.3. L’Hybrid 1D est signalé au même niveau
que les autres modes d’H.264/AVC afin de ne pas biaiser la sélection de l’un des modes,
un indice binaire indique alors le type de partition (Ligne ou Colonne). Finalement, un
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dernier indice signale le sous-mode optimal pour chaque partition (Skip 1D, Intra 1D ou
Inter 1D) avant de transmettre les informations de codage propre à chaque sous-mode
(le prédicteur pour l’Intra 1D et le vecteur de mouvement en Inter 1D). La quantité
de sous-modes en compétition dans notre schéma étant élevée, leur signalisation est un
point clé de la méthode. Un effort particulier a par conséquent été mené pour coder
efficacement les sous-modes : inspiré du codage des prédicteurs Intra dans H.264/AVC,
nous utilisons l’outil most probable mode adapté à notre travail. Cette technique que
nous avons détaillée dans le chapitre 3 permet de diminuer le coût de signalisation en
indiquant si le sous-mode de la partition courante est le même que celui de la parti-
tion précédente. Notons cependant que cette solution peut avoir tendance à favoriser
le sous-mode sélectionné en premier. De plus, nous avons utilisé un indice de raccourci
additionnel en Intra 1D + Skip 1D pour signaler si tous les sous-modes restants sont
égaux au sous-mode courant. Ainsi, si les n dernières partitions 1D utilisent le même
sous-mode, seulement les P −n premiers indices et un indice de raccourci sont transmis
au lieu des P indices.
Figure A.3: Signalisation Hybrid-1D.
A.2.4 Critère de compétition
Nous avons mis en compétition l’Hybrid 1D avec les autres modes Inter et Intra pour
chaque macrobloc à l’aide d’une sélection débit-distorsion classique. Le débit de notre
mode est calculé comme suit :
R = Rmode +Rcoeff +
P∑
i=1
RIntrai +
P∑
i=1
RInteri , (A.3)
où Rmode est le débit associé à la signalisation du mode et des sous-modes, Rcoeff est le
coût des résiduels de texture et Rintrai et Rinterisont les débits respectifs des sous-modes
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Intra et Inter si la partition pi est codée avec l’un de ces sous-modes. Ils correspondent
respectivement au coût des prédicteurs Intra et au coût des vecteurs de mouvements.
Un critère débit-distorsion additionel Ji = Di + λRi est utilisé pour le sélection des
sous-modes de chaque partition. Di représente la distorsion de chaque partition et Ri
est le débit calculé comme suit selon le type de sous-mode :
– Intra 1D : coût des résiduels transformés et quantifiés, signalisation du prédicteur
Intra 1D et du sous-mode.
– Inter 1D : coût des résiduels transformés et quantifiés, coût du vecteur de mouvement
et du sous-mode.
– Skip 1D : coût de la signalisation du sous-mode.
A.3 Résultats expérimentaux
A.3.1 Configuration de test
La configuration utilisée pour les tests est résumée ci-dessous. Nous avons successive-
ment évalué les méthodes Intra 1D, Intra 1D + Skip 1D et Hybrid 1D face à l’encodeur
H.264/AVC. Pour ces tests, seules les partitions Ligne et Colonne ont été évaluées avec
l’ordre de parcours lexicographique (Raster) et les prédicteurs Intra 1D définies dans
[Laroche et al. 09].
Codeur H.264/AVC, logiciel JSVM (outils scalables désactivés).
GOP IPPP, 12 images.
Modes Inter, Skip et Intra 16×16 et 4×4 + Hybrid 1D.
Transformée DCT 4×4.
Codeur Entropique CABAC.
QPs 22, 27, 32, 37.
Chrominance Désactivée pour cause d’implémentation.
Séquences Cinq séquences classiques des formats CIF à 720p.
Evaluation Pourcentage de réduction du débit moyen calculé par la métrique de Bjon-
tegaard [Bjontegaard 01, Jung & Pateux 07].
A.3.2 Gains sur le débit
Les gains obtenus sont rapportés dans le tableau A.1 pour les trois méthodes. Les
modes proposés apportent des gains systématiques par rapport à H.264/AVC. En moyenne,
les gains sont de 5.2%, 5.7% et 5.7% respectivement pour l’Intra 1D, l’Intra 1D + Skip
1D et le mode Hybrid 1D. Le meilleur résultat est obtenu pour la séquence Schumacher
CIF qui atteint 10.1% de réduction du débit avec la seconde solution.
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En moyenne, le schéma avec l’Intra 1D et le Skip 1D donne un gain de 0.5% par
rapport à l’Intra 1D seul et jusqu’à 1% pour la séquence SpinCalendar 720p. Le gain
apporté par l’Hybrid 1D est approximativement le même du fait du coût des vecteurs
de mouvement qui compense le gain en prédiction.
Séquence Intra 1D Intra 1D + Skip 1D Hybrid 1D
Schumacher CIF 9.8 10.1 9.9
City VGA 1.8 2.3 2.4
Exit VGA 2.8 2.9 2.9
Panslow VGA 8.8 9.2 9.5
SpinCalendar 720P 2.9 3.9 3.7
Moyenne 5.2 5.7 5.7
Table A.1: Pourcentages de gains sur le débit pour un encodage avec un GOP de 12 sur
les QP 22 à 37 des trois méthodes Intra 1D, Intra 1D+Skip 1D et Hybrid 1D
par rapport à la référence H.264/AVC.
A.3.3 Analyse des résultats
Le tableau A.2 donne les pourcentages de sélection de l’ensemble des modes d’H.264/AVC
et de l’Hybrid 1D. En moyenne, sur l’ensemble des QPs, l’Hybrid 1D a un pourcentage
de sélection de 4.6%, ce qui est plus élevé que les modes Intra ainsi que l’Inter 8×8
et équivalent à la sélection de l’Inter 16×8 et 8×16. La sélection de notre mode aug-
mente vers les hauts débits pour atteindre 6.5%. Notre mode est en effet coûteux et est
donc moins sélectionné à bas débit du fait du compromis débit-distorsion qui privilégie
notamment le mode Skip.
QP
Mode 37 32 27 22 Moyenne
Intra 16×16 4.8 4.0 3.2 2.7 3.7
Intra 4×4 2.1 3.0 4.0 6.1 3.8
Skip 73.7 66.2 54.9 32.5 56.8
Inter 16×16 12.3 14.8 17.7 26.0 17.7
Inter 16×8 2.0 3.4 5.8 8.8 5.0
Inter 8×16 1.8 3.4 5.4 7.8 4.6
Inter 8×8 0.4 1.4 3.9 9.5 3.8
Hybrid 1D 2.9 3.8 5.1 6.5 4.6
Table A.2: Pourcentages de sélection moyens des modes du standard H.264/AVC et du
mode proposé pour quatre QP sur l’ensemble des séquences testées.
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Nous avons ensuite rapporté dans le tableau A.3, les pourcentages de sélection de
chacun des sous-modes définis. En moyenne, le Skip 1D a un pourcentage de sélection
nettement supérieur aux autres sous-modes du fait de son faible coût. Pour le premier
schéma, Intra 1D + Skip 1D, le sous-mode Intra 1D est sélectionné en moyenne 22%
ce qui permet au mode proposé d’améliorer les gains par rapport à l’Intra 1D seul
car la combinaison avec le Skip 1D est efficace : les partitions complexes au sein du
macrobloc utilisent le Skip 1D qui est peu coûteux et l’Intra 1D intervient sur certaines
partitions plus délicates. Lorsque l’Inter 1D est ajouté, la sélection du Skip 1D demeure
équivalente et les deux autres sous-modes se répartissent la sélection restante. La faible
proportion de l’Inter 1D confirme cependant que son coût de signalisation trop élevé
compense l’amélioration de la reconstruction. Notons enfin que Intra 1D et Inter 1D ont
un pourcentage de sélection plus élevé à haut débit où la qualité de la reconstruction est
plus importante.
Intra 1D + Skip 1D Hybrid 1D
QP Intra 1D Skip 1D Intra 1D Skip 1D Inter 1D
22 25 75 16 74 10
27 22 78 15 77 8
32 20 80 16 78 6
37 20 80 16 80 4
Moyenne 22 78 16 77 7
Table A.3: Pourcentages de sélection de chaque sous-mode proposé dans les schémas In-
tra 1D+Skip 1D and Hybrid 1D pour quatre QP en moyenne sur les séquences
testées.
Nous avons représenté sur la figure A.4, trois exemples typiques de distribution des
sous-modes proposés que nous avons observés lors des tests. La configuration (a) cor-
respond à un macrobloc avec un premier ensemble de partitions codées en Intra 1D
et les suivantes en Skip 1D. Dans ce cas, le macrobloc dispose d’une reconstruction de
bonne qualité pour sa partie supérieure avec un signal de référence proche tandis que
la suite du macrobloc est codée à moindre coût. Ce type de macrobloc peut être plus
efficace que certains macroblocs Skip d’H.264/AVC dans la mesure où un faible coût de
codage est conservé avec une prédiction efficace de certaines partitions en Intra 1D. Le
second cas (b) représente une configuration similaire où une partition du macrobloc est
prédite en Inter 1D et la partition suivante, bénéficiant alors d’un signal de référence
efficace, est par conséquent codée en Intra 1D. Cet exemple typique peut correspondre
à un contour qui couperait le macrobloc et où un mode Skip classique n’aurait pas pu
être efficace. Enfin, dans le dernier exemple (c), le sous-mode Skip 1D est suffisamment
efficace pour les premières lignes puis dans la mesure où le vecteur de mouvement pré-
dicteur devient de moins en moins précis, le sous-mode Inter 1D est privilégié par la
décision débit-distorsion.
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Figure A.4: Exemples de distributions des sous-modes proposés.
A.4 Bilan
En conclusion, nous avons proposé dans cette annexe une extension de l’Intra 1D
pour le codage Inter. Le mode Hybrid 1D étudié divise le macrobloc en partitions 1D
(Ligne ou Colonne) et nous avons tout d’abord mis en compétition les sous-modes Intra
1D et Skip 1D pour chaque partition. Dans un second temps, un sous-mode Inter 1D a
été ajouté dans le but d’obtenir une prédiction plus efficace. L’intégration efficace d’un
mode Inter 1D nécessite cependant plusieurs modifications de la structure de codage et
engendre des difficultés quant au codage des vecteurs de mouvement, la signalisation
des sous-modes et la décision. Nous avons proposé des solutions techniques pour ces
problèmes et présenté les résultats obtenus par le mode Hybrid 1D dont la qualité de
prédiction permet uniquement de compenser le surcoût de codage engendré par rapport
à la combinaison Intra 1D + Skip 1D. Cette étude de début de thèse nous a permis de
pointer la problématique majeure que représente la signalisation des choix en compéti-
tion. Cette conclusion a ainsi orienté la suite de nos travaux vers l’étude de méthodes
sans signalisation additionnelle comme le codage du mouvement présenté au chapitre 5
ou bien nos solutions pour économiser la transmission de certaines informations avec le
tatouage au chapitre 4 ainsi que l’approche décodeur intelligent dans la seconde partie.
Néanmoins, la combinaison de la prédiction efficace de l’Intra 1D avec le sous-mode
peu coûteux Skip 1D nous a permis de démontrer des gains significatifs en comparaison
du standard H.264/AVC avec une réduction du débit de 5.7% en moyenne.
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Résumé
Cette thèse est dédiée à l’amélioration des performances de compression vidéo. Deux types
d’approches, conventionnelle et en rupture, sont explorées afin de proposer des méthodes efficaces
de codage Intra et Inter pour les futurs standards de compression.
Deux outils sont étudiés pour la première approche. Tout d’abord, des indices de signalisations
sont habilement traités par une technique issue du tatouage permettant de les masquer dans les
résiduels de luminance et de chrominance de façon optimale selon le compromis débit-distorsion.
La forte redondance dans le mouvement est ensuite exploitée pour améliorer le codage des vecteurs
de mouvement. Après observation des précédents vecteurs utilisés, un fin pronostic permet de
déterminer les vecteurs résiduels à privilégier lors d’une troisième étape de modification de la
distribution des résiduels. 90% des vecteurs codés sont ainsi pronostiqués, ce qui permet une
nette réduction de leur coût.
L’approche en rupture vient de la constatation que H.264/AVC et son successeur HEVC sont
basés sur un schéma prédictif multipliant les choix de codage, les améliorations passent alors
par un meilleur codage de la texture à l’aide d’une compétition accrue. De tels schémas étant
bornés par la signalisation engendrée, il est alors nécessaire de transférer des décisions au niveau
du décodeur. Une approche basée sur la détermination conjointe au codeur et au décodeur de
paramètres de codage à l’aide de partitions causales et ainsi proposée et appliquée aux modes
de prédiction Intra et à la théorie émergente de l’échantillonnage compressé. Des performances
encourageantes sont reportées et confirment l’intérêt d’une telle solution innovante.
Mots clés : Compression vidéo, H.264/AVC, HEVC, Codage Intra, Codage Inter, Tatouage, Vec-
teurs de mouvement, Décodeur intelligent, Echantillonnage compressé.
Abstract
This Ph.D. thesis deals with the improvement of video compression efficiency. Both conventional
and breakthrough approaches are investigated in order to propose efficient methods for Intra and
Inter coding dedicated to next generations video coding standards.
Two tools are studied for the conventional approach. First, syntax elements are cleverly trans-
mitted using a data hiding based method which allows embedding indices into the luminance
and chrominance residuals in an optimal way, rate-distortion wise. Secondly, the large motion
redundancies are exploited to improve the motion vectors coding. After a statistical analysis of
the previously used vectors, an accurate forecast is performed to favour some vector residuals
during a last step which modifies the original residual distribution. 90% of the coded vectors are
efficiently forecasted by this method which helps to significantly reduce their coding cost.
The breakthrough approach comes from the observation of the H.264/AVC standard and its
successor HEVC which are based on a predictive scheme with multiple coding choices, conse-
quently future improvements shall improve texture by extensively using the competition between
many coding modes. However, such schemes are bounded by the cost generated by the signalling
flags and therefore it is required to transfer some decisions to the decoder side. A framework based
on the determination of encoding parameters at both encoder and decoder side is consequently
proposed and applied to Intra prediction modes on the one hand, and to the emerging theory of
compressed sensing on the other hand. Promising results are reported and confirm the potential
of such an innovative solution.
Keywords : Video compression, H.264/AVC, HEVC, Intra coding, Inter coding, Data Hiding,
Motion vector, Smart decoder, Compressed sensing.
