Using algorithms of Higuchi and of Grassberger and Procaccia, we study numerically how fractal dimensions cross over from finite-dimensional Brownian noise at short time scales to finite values of deterministic chaos at longer time scales for data generated from a Langevin equation that has a strange attractor in the limit of zero noise. Our results suggest that the crossover occurs at such short time scales that there is little chance of finite-dimensional Brownian noise being incorrectly identified as deterministic chaos.
time [10] .
In this Brief Report, we explore further the extent to which stochastic Brownian motions can be distinguished from chaotic behavior using dimension calculations. Our starting point is the observation that the calculation of Mizrachi et al does not include the important case of a noisy dynamical system that evolves continuously in time such as a Langevin equation.
Unlike a noisy map, the paths generated by noisy vector Langevin equations have a finite fractal dimension in the limit of short-time scales, with Hausdorff dimension D = 2 [6, 11] .
Over longer but still finite time scales (long compared to the correlation time of the time series), low-amplitude noise simply blurs the structure of the strange attractor and a finite fractal dimension is found, close to the dimension of the unperturbed attractor.
There is then the possibility of an interesting crossover from finite-dimensional stochastic behavior to finite-dimensional deterministic behavior for continuous-time noisy systems. In the following, we study this crossover numerically and find that it occurs at such short time scales (for fixed moderate amounts of noise) that it is unlikely that the two effects will be confused in empirical data. The results below also confirm some scaling predictions made by Theiler in his analysis of fractional Brownian motions [7] .
In our numerical experiments, we focus our attention on a vector Langevin equation of the form:
where the vector field F(X) is smooth and where the vector G represents a delta-function correlated Gaussian white noise source,
In the limit of large noise strength ǫ ≫ 1, we can ignore the field F and we obtain a Brownian-noise process whose fractal dimension is D = 2 [11] . In the opposing limit of small noise strength ǫ ≪ 1, the Langevin equation reduces to a deterministic set of ordinary differential equations. To study a possible crossover in fractal dimension as the noise strength ǫ is varied, we choose the vector field F to be a four-dimensional chaotic model derived by Lorenz [12] 
For the parameter value c = 100, these equations have chaotic solutions with a fractal dimension D ≈ 3.3 [12] . This dimension is distinctly larger than the value for Brownian paths.
We We have integrated numerically the Langevin equation Eq. 1 with the vector field Eq. 2 for different noise strengths ǫ and lengths of time series N. We used a simple secondorder accurate stochastic Runge-Kutta algorithm [13] , and have verified that our results
are not sensitive to the choice of time step △t. Estimates of the correlation dimension ν were obtained by delay-embeddings of time series of the first variable X 1 (t) into spaces of successively higher dimensions e, with an embedding delay of order the empirical correlation τ c ≈ 0.1. Although the state vector X is known directly from Eq. 1 so that embedding is not strictly necessary, scaling regimes are identified more easily since they are invariant under increasing embedding dimension e. In our calculations, we also make the simplifying assumption that there is no observational noise, a complication that should be examined at a future date.
Our results are presented in Fig. 1(a) , of locally linear orbits with ν = 1. At still larger time scales, we see that the correlation dimension no longer converges for different embedding dimensions e, which is the hallmark of a higher dimensional process.
The most important point of these two figures is that the crossover from Brownian noise to deterministic behavior occurs at quite small time scales, and at quite small distances τ between points in phase space. This conclusion is qualitative in that the size of the scaling regimes will generally not be known a priori; the sizes will depend nontrivially on the noise strength ǫ and on the length of the time series N.
The difficulty of identifying all the relevant scaling regimes in dimension plots from time series sampled with a fixed time step motivated us to explore alternative ways to see this same structure. Towards this goal, we used an algorithm given by Higuchi [15, 8] that estimates a length-based fractal dimension D of the graph x(t) of a curve. This dimension is more appropriate for stochastic, rather than deterministic, series with continuous curves giving a value D = 1, and self-similar stochastic curves giving a value D = 1.5, which is the value expected for Brownian motion [16] . For a chaotic time series and sampling rates much longer than the correlation time we expect and find that D = 2 since the time series acts as a plane-filling curve. (We will discuss this point further in a future publication.)
For three different noise strengths ǫ, Fig. 3 gives the local slope (Higuchi dimension D)
of scaling relations as a function of time interval τ ; the symbol τ is not quite the same as that used in the Grassberger-Procaccia plots and here directly means a time interval, rather than a space-state interval. In Fig. 3(a) , we see a result that is equivalent to that already observed in Fig. 1(a 
