Consider the following general type of perturbed stochastic partial differential equations:
Introduction
Since Walsh published the paper An introduction to stochastic partial differential equations [19] in 1986, many authors have dealt with stochastic partial differential equations (SPDE's) driven by a space-time white noise. In the most work of non-linear form of these SPDE's, the studies have been limited to dimension 1 because of the white noise used. A different aproach to SPDE's in dimensions greater than 1 has been recently considered using a Gaussian noise white in time and correlated in space. We recommend a quite exhaustive list of references about this subject in Dalang [3] . Gaussian noises white in time and correlated in space appear in a natural way in many physical applications (see, for instance, Dalang and Lévêque [7] ).
In this paper we consider d-dimensional spatial SPDE's of the type whereψ(s, x) = ψ(s, −x) and Γ is a non-negative and non-negative definite tempered measure, therefore symetric. Denote by µ the spectral measure of Γ , which is also a nonnegative tempered measure. Then,
with F denoting the Fourier transform andz the complex conjugate of z. Here, the Gaussian process F can be extended to a worthy martingale measure, in the sense given by Walsh [19] ,
We refer the reader to Dalang [3] (see also Dalang and Frangos [4] ) for the details concerning this extension. The integral form of (1. with ε > 0, S the fundamental solution of Lu ε = 0 satisfying some hypothesis which will be mentioned below and where the stochastic integral in (1.2) is defined with respect to the F t -martingale measure M t . Assume a first condition on the fundamental solution:
(hs 1 ) Let t → S(t) be a deterministic function with values in the space of non-negative functions with rapid decrease such that for all T > 0
Then, assuming α(·) and β(·) Lipschitz functions and (hs 1 ), Dalang [3] proved the existence of a unique jointly measurable adapted process {u ε t,x , (t,x) ∈ R + × R d } satisfying (1.2). Many other authors have also studied existence and uniqueness of solution to d-dimensional spatial SPDE's (see, for instance, Dalang and Frangos [4] , Karszeswka and Zabszyk [6] , Millet and Morien [10] , Millet and Sanz-Solè [11] , Peszat and Zabszyk [14, 15] ).
In this paper, we first improve slightly the conditions given in Márquez-Carreras, Mellouk and Sarrà [8] for the existence of a smooth density for the law of the process u ε t,x , solution to (1.2) as ε = 1. Second, let p ε t,x (y) be the density of u ε t,x for t > 0, x ∈ R d . As ε → 0, the solution to (1.2) tends to a deterministic function. So, we expect p ε t,x (y) to converge to a degenerate density. The most important question we study in this article is the rate of that convergence. That means to deal with the behavior of
More precisely, we will need two different sets of hypothesis. First, on the coefficients. They are stated as follows.
(hc 1 ) α(·) and β(·) are C ∞ with bounded derivatives of any order.
(hc 2 ) There exists α 0 > 0 such that |α(z)| α 0 for any z ∈ R.
The second set of assumptions applies to the fundamental solution as follows.
(hs 2 ) There exist θ 1 > θ 2 > 0 and θ 3 > 0 such that θ 1 < (2θ 2 ) ∧ (θ 2 + 2θ 3 ), positive constants C 1 , C 2 and C 3 and t 0 ∈ [0, t] such that, for all ρ ∈ [0, t 0 ],
The first result we will obtain is the following. Let E be the space of measurable functions ϕ :
This space E is endowed with a naturar inner product ϕ, ψ E . Let H be the completation of E and
For x ∈ R d and a ∈ R, we denote by R(x) the minimum rectangle containing 0 and x and by sgn(a) the sign of a. The space H will be the set of functionsh such that, for any
H is a Hilbert space isomorphic to H T . For anyh ∈ H , we consider the deterministic evolution equation 5) for all (t, x) ∈ R + × R d . Since we work with quite general fundamental solutions, we will need to introduced a new hypothesis in order to study (1.4).
(hs 3 ) The family {u ε t,x , ε > 0} obeys a large deviation principle on R with rate function 1. This goal will be obtained assuming smooth conditions on the coefficients ((hc 1 ) and (hc 2 )) and the following hypothesis
For wave and heat SPDE's the integrability condition (1.3) is equivalent to (H 1 ). Furthermore, if (H η ) is assumed for some η ∈ (0, 1), the Hölder continuity in t and x has been provided for a class of wave and heat equations (see, for instance, Millet and Morien [10] , Millet and Sanz-Solé [11] and Sanz-Solé and Sarrà [17] , [18] ). Note that (H η ) can also be formulated in terms of the correlation measure Γ (see Proposition 5.3 in Sanz-Solé and Sarrà [17] ).
Here is the index of the paper. In Section 2 we give some preliminaries and notations. In Sections 3 and 4 we establish upper and lower bounds for the lim sup and lim inf of ε 2 log p ε t,x (y), respectively. Section 5 is devoted to prove Theorems 1.1 and 1.2. Moreover, we also check that the quantity I (y) defined in (1.6) is finite. Finally, we deal with the above-mentioned SPDE's in Section 6. As usually, all constants will be denoted independently of its value.
Preliminaries
In this section we introduce some notations and quote notions that are used throughout the paper. We consider the spaces E, his completion H and the real separable Hilbert space H T defined in the introduction.
The centered Gaussian noise F can be identified with a Gaussian process {W (h), h ∈ H T } as follows. Let {e j ; j 0} ⊂ E be a CONS of the Hilbert space H, then
is a sequence of independient standard Brownion motions such that
For h ∈ H T , we set
Then, we can use the framework of the Malliavin calculus developed in Nualart [12] (see also Nualart [13] ). The Sobolev spaces D k,p are defined by means of iterations of the derivative operator
Proposition 2.1. Assume (hs 1 ) and (hc 1 ). Then, for any t 0,
Proof. See Theorem 2.1 in [8] . ✷ Moreover, the derivative satisfies, for any ϕ ∈ H.
if r ∈ [0, t] and D r,ϕ u ε t,x = 0 if r > t. In order to deal with the Malliavin derivatives we borrow the notations of Millet and Sanz-Solé [11] 
with positive coefficients c m , m 2 and c 1 = 1. Let
Then, D k σ u ε t,x satifies the following equation
3)
The next notations or not difficult properties will be useful in the sequel and these will make easier the proofs of this paper. For any x ∈ R d and s, t ∈ R + , we have
Upper bound
The purpose of this section is to prove the following result. with I (·) defined in (1.6).
In the proof of this result we will use the following formulation of Ben Arous, Léandre and Russo's method presented in Nualart [12] for general Wiener functionals. A random variable F : Ω → R is said to be non-degenerate if F ∈ D ∞ and the Malliavin matrix γ F = DF, DF satisfies γ 
(y) −Ĩ (y).
In order to apply Proposition 3.2 we need some ingredients which will be stated in the next lemmas. Proof. We will prove the following equivalent property: for any p 2, there exists ζ 0 (p) > 0 such that 
We first deal with P ε 1 (ζ, δ). Condition (hc 2 ) and the lower bound of (hs 2 ) imply
As for the term P ε 6) with
In the following argument the parameters (t, x) will not be fixed but we will not write this dependence to avoid a very tedious notation. For {ẽ j , j 0} a CONS of the Hilbert space
Then, (2.2), (3.7), the Hilbert-valued version of Burkholder's inequality, Schwarz's inequality and Parseval's identity yield 8) with
Parseval's identity, hypothesis on α(·), Hölder's inequality and the first upper bound of (hs 2 ) imply
where K and K have been defined in (2.6) and (2.4), respectively. The same kind of argument together with a change of integration limits give Due to the constraints on θ 1 , θ 2 and θ 3 given in (hs 2 ) we can choose δ > 0 satisfying the following condition
Then, (3.5) implies that P ε 1 (ζ, δ) = 0, and this consequence together with (3.4) and (3.
13) yield (3.3). ✷
We think appropiate to give the following remark about the hypothesis (hs 3 ).
Remark. Let, for (t, x)
∈ R + × R d , W (t, x) = sgn(x 1 , . . . , x n ) t 0 R(x)
F (ds, dy).
It is easy to check that the family {εW, ε > 0} obeys a large deviation principle on
2 ) with rate function
Recall that φh is defined in (1.5). Since φ εW = u ε , if the function φ · were continuous we would have a large deviation principle for u ε using the contraction principle but this function is not continuous as a general rule. Azencott solved this problem by means of the called almost continuity method (see Azencott [1] and also Priouret [16] ). The calculus of Azencott's method depends strongly on the particular properties satisfied for the fundamental solution S and we work in this paper with quite general fundamental solutions. For this reason we have needed to introduce the hypothesis (hs 3 ).
Now we can prove the main result of this section.
Proof of Proposition 3.1. Consider the family of non-degenerate random variables {u ε t,x , 0 < ε 1}. Proposition 2.1 ensures the condition (i) of Proposition 3.2; Lemma 3.3 and hypothesis (hs 3 ) imply (ii) and (iii) of Proposition 3.2, respectively. Then, the proposition is proved. ✷
Lower bound
We will prove the following. with I (·) defined in (1.6).
In order to show this proposition we will check that the requirements of the following proposition are satisfied.
Proposition 4.2 (Proposition 4.4.1 of [12]). Let
{F ε , ε ∈ (0, 1]} be a family of non- degenerate random variables. Let Λ ∈ C 1 (H ; R) such that for eachh ∈ H lim ε↓0 F ε (ω +h ε ) − Λ(h) ε = Z(h), in the topology D ∞ ,
where Z(h), is a random variable belonging to the first Wiener Chaos with variance γ Λ (h) (γ Λ the deterministic Malliavin matrix). Define
d 2 R (y) = inf h 2 H , Λ(h) = y, γ Λ (h) > 0 . Then, if p ε denotes the density of F ε , lim inf ε↓0 2ε 2 log p ε (y) −d 2
R (y).
We now start checking that the ingredients of Proposition 4.2 are satisfied. Proof. Here, we will only give the basic ideas to prove that φh is differentiable. The rest can be done by standard but boring methods. Hölder's inequality, (hs 1 ), (hc 1 ) and Gronwall's Lemma imply, forh ∈ H ,
On the other hand, the Fréchet derivative Dφh t,x will be given by 
Note that Zh t,x is Gaussian. Let
Assumptions (hc 1 ) and (hs 1 ) imply easily that there exists C > 0 such that
Furthermore, same hypothesis and this last bound show by means of Gronwall's Lemma that
Applying the mean-value theorem to the functions α and β and using the typical argument based on Hölder's and the Hilbert-valued version of Burkholder's inequalities and Gronwall's Lemma together with (4.15), we can prove that An important detail of this kind of calculation is to check that I (·) defined in (1.6) is finite. This is related to the topological support of the probability distribution of u ε t,x . As usual, By Fang [5] , the set supp p • (u ε t,x ) −1 is a closed interval on R.
Proposition 5.1. Assume (hc 1 ), (hc 2 ), (hs 1 ), the lower bound of (hs 2 ) and α and β bounded functions. Then, {z ∈ R; I (z) < ∞} = R. Then, from (5.1), there existsh 0 ∈ H such that φh 0 t,x = z. A similar argument can be used when α is negative. ✷
Applications
This section is devoted to study two examples where Theorem 1.2 can be used.
Stochastic heat equation
Consider the following SPDE Proof. As in the previous theorem, Dalang [3] and Márquez-Carreras, Mellouk and Sarrà [8] ensure that (hs 1 ) and (hs 2 ) are satisfied, respectively. Finally, Theorem IV.5.3 in [2] proves (hs 3 ). ✷
We also refer the reader to [8] for a formulation of (H η ) in terms of Γ . In this same paper [8] , the reader can observe several examples of correlated measures Γ such that the corresponding spectral measure µ satisfies (H η ).
