
















International Islamic University Malaysia
First Edition, 2011
©nUM Press, HUM
All rights reserved. No part of this publication may be reproduced, stored in a retrieval system,
or transmitted, in any form or by any means, electronic, mechanical, photocopying, recording, or
otherwise, without any prior written permission ofthe publisher.
Perpustakaan Negara Malaysia Cataloguing-in-Publication Data
Asadullah Shah
Statistical Time Division Multiplexing Architecture and Design / Asadullah Shah
... let al.].
ISBN: 978-967-418-190-1
Member ofMajlis Penerbitan Ilmiah Malaysia - MAPIM
(Malaysian Scholarly Publishing Council)
Printed by:
HUM PRINTING SDN. BHD.
No.1, Jalan Industri Batu Caves 1/3
Taman Perindustrian Batu Caves
Batu Caves Centre Point
68100 Batu Caves
Selangor Darnl Ehsan
13. Simulation of speech activities using 1\Iarkov 1\lodel
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13.0 Abstract
A speech signal can be active or non-active; in one of the nvo states in anyone time, or for a
frame of speech. The duration of the both active and non-active parts can varies based upon the
modes of speech (monologue and dialogue). The activities or non-activities of the speech can be
modelled by using Markov Model, in this scenario a two state model, each activity is modelled
by one of the states of the model. In this chapter a nvo state Markov model design is presented
that model can be used for the simulation designs ofSTDM.
13.1 The design:
The design of the nvo state Markov model is based on the measured statistics based on
monologue speech \vith VAD hangover settings of four frames, \vhich is the proposed hangover
length in the multiplexer design. The nvo states Markov model state transition block diagram is
shown in figure 13.1, generates a pattern of on-off (talkspurts and silences) and can be in one of
its two states at any instant time. The switching benveen on-off states (transition ofstates) ofthe
model is based on transitional probabilities of the model. Brief description ofthese states of the
model is given as "a" an active state.
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