This work shows that a class of pseudorandom binary sequences, the so-called interleaved sequences, can be generated by means of linear multiplicative polynomial cellular automata. In fact, these linear automata generate all the solutions of a type of linear difference equations with binary coefficients. Interleaved sequences are just particular solutions of such equations. In this way, popular nonlinear sequence generators with cryptographic application can be linearized in terms of simple cellular automata.
Introduction
Pseudorandom binary sequences with high linear complexity and low correlation values are widely used in communication systems and cryptography. In the literature, there exists a family of pseudorandom sequences, the so-called interleaved sequences [1] , with the following property: every interleaved sequence can be written in terms of shifted versions of a unique PN -sequence. In fact, a PN -sequence is the output sequence of a Linear Feedback Shift Register (LFSR) with primitive characteristic polynomial. For a survey of PN -sequences, primitive polynomials and LFSRs, the interested reader is referred to [2] .
Interleaved sequences are obtained as output sequences from nonlinear generators based on LFSRs [3] . These sequences are currently generated:
1. By a LFSR controlled by another LFSR (which may be the same one) e.g. multiplexed sequences [4] , clock-controlled sequences [5] , cascaded sequences [6] , shrinking generator sequences [7] , etc.
2. By one or more than one LFSR and a feedforward nonlinear function e.g. Gold-sequence family, Kasami (small and large set) sequence families, GMW sequences, Klapper sequences, No sequences, etc. See [1] and the references cited therein.
In brief, a large number of well-known sequences is included in the class of interleaved sequences. In this work, an easy method of generating interleaved sequences with cryptographic application is introduced. Indeed, these sequences are synthesized by means of Cellular Automata (CA) as solutions of linear binary difference equations. The class of linear multiplicative polynomial CA is used in the synthesis procedure. In this way, complex nonlinear sequence generators are expressed in terms of simple linear cellular structures.
Interleaved Sequences and Linear Cellular Automata
In the following subsections, the two basic structures we are dealing with (interleaved sequences and linear multiplicative polynomial CA) are introduced.
Fundamentals of the Interleaved Sequences
Let s = {s(k)} (k ≥ 0) be a q-ary sequence over GF (q). The characteristic polynomial of the sequence s is denoted by:
and represents the linear recurrence relationship [2] of such a sequence. That is, each term of s can be written as a linear combination of its r previous terms:
In this case s is said to be generated by f (x). The polynomial of the lowest degree in the set of characteristic polynomials of s over GF (q) is called the minimal polynomial of such a sequence.
Definition 1 Let f (x) be a polynomial over GF (q) of degree r and let m be a positive integer. For
We can write u = (u o , u 1 , . . . , u m−1 ) where each u j (j = 0, . . . , m − 1) is a subsequence of u. In fact, each u j is an m-decimation of the sequence u obtained from such a sequence by taking one out of m terms. As the LFSRs with cryptographic application are binary with primitive characteristic polynomials, in the sequel f (x) will be a primitive polynomial [8] of degree r in GF (2) [x] . In this case, the sequence u is a primitive interleaved sequence and the subsequences u j are the PN -sequence over GF (2) generated by f (x). Primitive interleaved sequences are characterized by (see [1] ):
1. The period of each u j is T = 2 r − 1, thus the period of the interleaved sequence will be Table 1 shows the interleaved sequence u over GF (2) associated with the 3-degree primitive polynomial f (x) = x 3 + x + 1 over GF (2) and size m = 4. The period
and LC(u) = 12. By rows, the interleaved sequence is u = {1, 1, 1, 1, 1, 0, 1, 0, 0, 0, . . . , 1, 1, 0, 0}. By columns, every u j is a shifted version of the PN -sequence generated by f (x).
Linear Multiplicative Polynomial Cellular Automata
CA are particular forms of finite state machines defined as uniform arrays of identical cells in an n-dimensional space [9] . The cells X i change their states (contents) synchronously at discrete time instants. The next state of each cell depends on the current states of the neighboring cells according to an update state transition rule. In particular, linear multiplicative polynomial CA are discrete dynamical systems characterized by [10] :
1. Their underlying topology is one-dimensional, so that they can be represented by a succession of L cells
where L is a positive integer that denotes the length of the automaton. The state of the i-th cell at instant n, notated x n i , takes values in a finite field x n i ∈ GF (q).
2. They are linear cellular automata as the local transition rule for each cell is a linear mapping Φ i : GF (q) c → GF (q) such as follows
where k is a positive integer that denotes the size of the neighborhood and c = 2k + 1.
3. Each one of these cellular automata is represented by an L x L transition matrix M over GF (q). The characteristic polynomial of such a matrix is of the form
where P (x) is a primitive polynomial of degree L over GF (q) and p is a positive integer.
is called the characteristic polynomial of the linear cellular automaton.
Since the pseudorandom sequences used in communications and cryptography are binary sequences our study is focussed on the finite field GF (2).
Synthesis of Linear Binary Multiplicative Polynomial CA
In the previous subsection, general characteristics of the multiplicative polynomial CA have been described. Now the particular form of such binary automata is analyzed.
In order to synthesize this class of CA, linear transition rules with k = 3 will be considered. According to Wolfram terminology [9] , rules 90 and 150 will be used. Such rules are defined as:
Rule 90 Rule 150
The symbol ⊕ denotes addition modulo 2. Remark that such rules are linear and involve just the addition of either two bits (rule 90) or three bits (rule 150). In addition, cells with null contents are supposed to be adjacent to the array extreme cells. Table 2 illustrates the behavior of this structure: the formation of its output sequences {x n i } (i = 1, ..., 10) (binary sequences in vertical) as well as the succession of its states (binary configurations of 10 bits in horizontal). After 62 states, the automaton goes back into the initial state. 
The characteristic matrix M of these CA is a tridiagonal matrix with the rule vector on the main diagonal, 1's on the diagonals below and above the main one, and all other entries being zero.
Since the characteristic polynomial of M is of the form P M (x) = P (x) p , it seems quite natural to construct a multiplicative polynomial cellular automaton by concatenating the basic automaton whose characteristic polynomial is P (x). In fact, for a given polynomial P (x), the Cattell and Muzio synthesis algorithm [11] provides one with two reversal 90/150 CA corresponding to such a polynomial. Later, successive concatenations of these basic automata separately allow one to compute two different automata whose characteristic polynomials are P M (x). The procedure of concatenation is based on the following result.
Theorem 1 Let B be a linear 90/150 cellular automaton of length L, characteristic polynomial P (x)
and rule vector 
and the same length and polynomial as those of B. Then, the 2L-tuple Proof. The proof is based on the recurrence relationship for the characteristic polynomials of the successive subautomata of a given automaton [11] . In fact, let P k (x) denote the characteristic polynomial of the subautomaton
be the above mentioned recurrence relationship. Then, the corresponding polynomials of the successive subautomata up to length 2L are:
. . .
Thus, the computation of P 2L (x) can be carried out by multiple substitutions.
Thus, P 2L (x) the characteristic polynomial of the automaton
satisfies the equality:
The previous result can be iterated a number of times for successive polynomials and rule vectors:
Notice that the basic automaton is concatenated with its reversal version after the complementation of the least significant rule. Successive applications of this result provide one with CA whose characteristic polynomials are P (x) 2 , P (x) . . , 2 q L, respectively. In this way, the concatenation of an automaton (with the least significant bit complemented) and its mirror image allows one to synthesize linear multiplicative polynomial CA. 
Remark 1 For every P (x) there are two different basic automata
∆ L = (d 1 , d 2 , . . . , d L−1 , d L ) and ∆ * L = (d L , d L−1 ,
Interleaved Sequences as Solutions of Linear Equations
Now the relationship between interleaved sequences and the sequences obtained from linear multiplicative polynomial CA is introduced. Three different cases can be considered: Table ( 3) shows the PN -sequence generated by the two reversal CA starting at the initial state (1, 1, 0) . The relative shifts among sequences can be computed by the algorithm given in [12] . 
whose solutions are of the form
The sequence solutions {x n i } of (6) are the bitwise addition modulo 2 of p different sequences made out of the PN -sequence generated by P (x) starting at a particular term determined by the value of A i and weighted by a binomial number. Such solutions are generated by ∆ 2 s ·r and ∆ * 2 s ·r . Each sequence {x Table 5 :(left) shows the sequences generated by ∆ 12 with T = 28 and LC = 9 starting at the initial state IS 3 = (0, 1, 0, 0, 0, 1, 0, 1, 0, 0, 0, 1). 
Linear Equivalent and Cellular Models
It is a well-known fact that, given 2 · LC bits of a sequence, the Berlekamp-Massey algorithm [13] provides one with a linear equivalent which generates the given sequence. That is, the algorithm computes a LFSR whose minimal length is the linear complexity LC of the sequence under consideration.
On the other hand, when interleaved sequences are analyzed, a linear cellular model can be deduced exclusively from the parameters of the sequence generator. In order to clarify this statement, the class of shrinking generators is considered.
The Shrinking Generator: It is a very popular keystream generator [7] based on two LFSRs: a control register R 1 that decimates the sequence produced by the other register R 2 . The LFSR lengths are L 1 and L 2 , respectively. The sequence {a i } produced by R 1 controls the bits of the sequence {b i } produced by R 2 that are included in the shrunken sequence {z j } or output sequence of the generator.
According to [10] , the particular form of the characteristic polynomial P M (x) = P (x) p for the shrinking generator can be determined. In fact, P (x) is the characteristic polynomial of the cyclotomic coset E defined over GF (2 L2 ), where E = 2 L1 − 1, and p = 2 L1−1 . Once P (x) and p have been computed, the linear cellular model can be obtained from case 2 in the previous section.
The Self-Shrinking Generator: It is a simplification of the shrinking generator [14] . It is based on one LFSR of L stages whose PN -sequence {a i } is self-decimated giving rise to the self-shrunken sequence {z j } or output sequence of the generator.
According to [15] , the particular form of the characteristic polynomial P M (x) = P (x) p for the selfshrinking generator can be determined. In fact, P (x) = (x + 1) while 2 L−2 < p < 2 L−1 . Once P (x) and p have been computed, the linear cellular model can be obtained from case 3 in the previous section.
In contrast to the Berlekamp-Massey algorithm where intercepted sequence is required, the linear cellular model is based exclusively on the generator parameters. In fact, no intercepted sequence is needed.
The same procedure as this one above developed applies for other types of interleaved sequences: a) determination of the characteristic polynomial P M (x) as a function of the generator parameters and b) application of the CA-based modelling techniques developed in section 4.
Conclusions
This paper has shown that broad classes of cryptographic sequences (the interleaved sequences) are solutions of linear difference equations with binary coefficients. Such solutions can be generated by linear multiplicative polynomial CA. Thus, many cryptographic sequence generators designed as nonlinear structures can be linearized in terms of CA-based structures. The linearization procedure is simple and can be applied to cryptographic generators known and analyzed in the literature.
