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Al~a'aet--This paper examines the need for complex, adaptive solutions to certain types of complex 
situations recently typified by the strategic defense system but more aptly represented bysystems proposed 
to manufacture complex biomolecules for diagnostic and therapeutic purposes. Since natural systems have 
evolved with capabilities of intelligent behavior in complex, dynamic situations, it is proposed that 
biological principles be identified and abstracted for application to certain problems now facing industry 
and defense. 
Two classes of artificial neural networks arc presented--a non-adaptive network used as a genetically 
determined retina, and a frequency-coded network as an adaptive brain. The role of a specific environment 
coupled with the system of artificial neural networks having simulated sensors and cffcctors is shown to 
form a closed ecosystem. Evolution of synthetic organisms within the ecosystem provides a powerful 
optimization methodology for creating intelligent systems able to function successfully in any desired 
environment. 
The programmer/engineer interacts with the evolving system on a policy level, not at the level of 
programming details. This method ensures that fallible programmers am not creating brittle systems when 
issues of programming details and complexity would prove overwhelming. The resulting systems arc 
expected to show adaptability to complex and changing situations as well as genetic improvement over 
time. Adaptive, intelligent software will replace brittle algorithmic programs in future applications to 
complex problems. 
INTRODUCTION 
The strategic defense system is archetypical of a certain class of complex problems that are 
becoming increasingly important o defense and industry as the twenty-first century nears. 
Additional examples of such problems include optimized control of nuclear power plant clusters, 
design of new and specific molecular medicines, managing the space station and controlling 
unmanned planetary exploration vehicles. The complexity of these and similar problems raises 
serious questions concerning the usual methodology of hardware and software design and makes 
impossible demands on current methods of reliability testing and system verification. The present 
approach to treating complex systems i  to create a simulation presumed to be representative of 
the actual system in its essential details. Studying a simulation is thought o be a practical 
alternative to reality when issues of complexity, prohibitive xpense and impossibility of adequate 
testing are concerned. 
The question that now arises [1] is, "How much confidence can one have in such simulations?" 
The need for an accurately detailed description of the physical system components and their 
interactions becomes paramount, as the behavior of the simulation is the basis for developing 
strategies to cope with real systems. This points to what may be a major flaw in current software 
simulation and modeling philosphy, as "any change in a [system function] requires extensive 
reprogramming of major parts of the entire simulation"[1]. A parallel argument can easily be made 
in the case of the human immunodeficiency virus, as it is known to be highly mutable and essentially 
unpredictable in its specific behavior. Thus, the predictive power of a simulation on which to base 
an approach to the design of a vaccine is easily compromised. 
Lack of total information concerning the real, physical systems being simulated (e.g. hostile 
missiles, mutatable viri) imposes another intolerable burden on the simulations and support eams. 
In addition to the reliance placed on implementation hardware (sensors, communications, effectors 
and processors), we are demanding that programmers perform flawlessly under extreme stress of 
time constraints and imperfect knowledge. This is clearly unacceptable, asanyone who has ever 
attempted to write, debug and run even the simplest program can attest. 
This paper results from research into a methodology for attacking these very real issues of 
hardware and software complexity, reliability and dynamic variability; and to show how software 
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systems might become self-designing, overcoming both the severe constraints noted above and 
providing the confidence essential to deployment by ensuring reliable and correct (and correctable) 
functioning in a changing environment. The ideas presented below are still in their infancy, but 
they have been partially tested with encouraging results. The research effort is to determine which 
principles to abstract from nature, the extent of abstraction necessary, and the details required for 
creating intelligent machines; for it is only through adaptive, intelligent systems that the limitations 
noted above can be overcome. This paper had its origins in a demonstration prepared for the 
Artificial Life Workshop held at Los Alamos National Laboratory in 1987, and in invited talks 
given at the 1988 Military Computing Conference in Anaheim and the 1988 midyear meeting of 
the American Society for Information Science in Ann Arbor. The central issue presented in both 
of these conferences was an approach to solving the issue posed by real-world problems. 
A complex software system involving a simulation of an environment and a program designed 
to cope with that environment are presented below. Reliance on adaptive systems, as found in 
nature, is only part of the proposed answer, though an essential one. The second part of the 
proposed method makes use of an additional biological metaphor--that of natural selection--to 
solve the dynamic optimization problems that every inteUigent system eventually faces. 
SIMULATION AND MODELING 
For problems of sufficient complexity, a step-by-step simulation is the most efficient means of 
obtaining an answer or prediction concerning the time evolution of a system. Wolfram [2] has 
argued that the behavior of certain systems may be effectively found only by an explicit, 
step-by-step simulation, and he considers uch systems to be "computationally irreducible." 
Wolfram's proof amounts to showing a contradiction between the assumptions of a universal 
computer for such calculations and the existence of an algorithmic shortcut for the simulation. 
Physics and engineering are concerned primarily with the computationally reducible, while most 
biological systems are computationally irreducible. For example, "the development ofan organism 
from its genetic ode" may well belong to the latter class [2]. Wolfram goes on to suggest that "the 
only way to find out the overall characteristics of the organism from its genetic ode may be to 
grow it explicitly. This would make large-scale computer-aided design of biological organisms, or 
"biological engineering", effectively impossible: only explicit search methods analogous to Dar- 
winian evolution could be used" [2]. 
Given the dynamic omplexities of a complex, real-time control problem, the phrase "biological 
organism" may be replaced with "software" and "biological engineering" with "software ngineer- 
ing", extending the range of applicability of the previous entence. Wolfram's suggestion then 
becomes a new principle of software ngineering for truly complex problems. It is this principle 
that we wish to explore along with neural networks and adaptive systems. 
Complex systems: where simulations fail 
Why are we concerned with biology and problems of computational irreducibility? Artificial 
neural networks are well-understood computational structures firmly rooted in the mathematics of 
systems of first-order differential equations. On the other hand, a biological system is one that lives 
in and has been optimized for a certain ecosystem. Such systems are complex and not well-under- 
stood from the simple-system perspective. Evidence is accumulating from many quarters that 
systems combining information management and real-time control of complicated hardware are 
not simple. Thus, by the very nature of an algorithm, algorithmic methodologies developed to cope 
with simple systems will most assuredly fail when applied to these complex problems. Indeed, it 
is already evident hat expert systems (determinisitic decision trees) become brittle when the 
application domain is slightly modified, as does any algorithmic structure when used outside its 
range of applicability. Note that the ad hoc addition of"fuzzy reasoning" by adding Bayesian logic 
or fuzzy sets does not cure this problem: once the ranges of variation are specified, the system is 
still essentially deterministic. Although simulation may well be a practical means to study complex 
problems, it is too much to hope that the limitations imposed by brittle programs and inadequate 
knowledge can be overcome by a simulation. Rosen [3] distinguishes between simple systems and 
complex systems in a precise manner, and shows why simulations may be inadequate to predict 
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the behavior of complex systems. (An example of a simple system is one whose dynamics may be 
written as a first-order set of possibly nonlinear differential equations with properties of 
differentiability, causality conditions and constraints expressible as differential 1-forms. A complex 
system is more general and may not be so modeled. All systems of phsysics and engineering are 
thus simple systems, whereas biological systems are generally complex.) 
The well-known Church-Turing thesis asserts, in essence, that any material process can 
be simulated. That is, the difference between actual points in the state space of a real system 
and corresponding calculated points in the space determined by non-unique, generalized 
coordinates of the simulated system can be made arbitrarily small by sufficient calculational 
effort. 
There are two reasons---one practical, the other fundamental--why any actual simulation will 
fail when asked to perform beyond strict design limits. The practical reason has been discussed 
above as due to imperfect knowledge of the reality being simulated; the second is based on Rosen's 
discussion of complex systems. GiSdel [4] has shown that the Church-Turing thesis, for example, 
fails for arithmetic in that it is not possible to encode the whole of arithmetic into input strings 
for a Turing machine in such a way that every truth of arithmetic is provable as a theorem. Rosen 
uses this fact as a point of departure to discuss differential equations as universal simulators. He 
then goes on to show that a "general vector field[s] cannot be described to a Turing ma- 
chine . . . .  [and] since they cannot be encoded, they cannot be simulated. It is precisely here that 
Church's thesis fails in analysis. In a precise sense, most orbits of such a general vector field are 
not computable." [3] 
Rosen seems to be suggesting that since algorithms (computer programs) can indeed compute 
any computable function, and since behaviors of certain complex systems are not computable by 
not possessing a complete syntactic description, there can be "no independent, inherent distinction 
between hardware and software" [3] as the Turing machine demands. Simulations can at best repeat 
what "organisms have already done; not the things they will do" [3]. A real, parallel, asynchronous 
neural network model is therefore necessary to emulate non-computable functions--the orbits of 
the general vector field. Thus, we must progress from the neural network simulations of today to 
actual neural network models of sufficient generality and power to mirror heat neural activity at 
some level of abstraction such that they become actual synthetic organisms that learn to cope with 
the problem domains we provide. Only then will we have achieved our goal of creating machines 
with enough intelligence (or any intelligence at all, for that matter) to cope adequately with the 
types of problems considered here. 
A SYNTHETIC INTELLIGENT SYSTEM 
To create a system exhibiting the ability to deal successfully with a complex and changing 
environment, a biological metaphor of an ecosystem inhabited by potentially intelligent agents 
is employed. The ecosystem ay be changing on a continual and slow basis, as all natural 
systems do. A group of similar organisms presently adapted to the ecosystem is considered 
to be a species. It is this species that adapts to the changing environment on a genetic time 
scale when changes are outside a certain optimality range from the present members of that 
species. The individual members of the species adapt to changing conditions on a time scale 
determined by plasticity of the organism; this plastic period may last for the lifetime of 
the individual or merely during an infant and juvenile period. The important distinction is that 
the genetic time scale for change is much longer than the individual time scale. If changes 
occur too rapidly for any given individual to adapt, but not so severely as to be out of range of 
the available genetic pool, then a given individual may fail, but the species as a whole will adapt. 
If changes occur too rapidly over too extreme a range, the species becomes extinct. Reliance on 
a single program or set of programs will eventually prove fatal (even if completely error free), 
whereas a (possibly large) set of (possibly virtual) programs can form a genetic pool, allowing 
mutations and crossover to bring about the evolution of a successful program. This, then, is the 
thrust of this work: to set up conditions in which an intelligent system may create itself through 
evolution. 
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Role of the environment 
The environment is an essential part of the ecosystem we wish to control. A specific ecosystem 
may consist of sensors, databases, computing engines, available software libraries, space platforms, 
offensive and defensive weaponry, the immune system and invading organisms. The group of 
functional organisms in an ecosystem act upon and react to the environment; hey are in fact 
inseparable from the ecosystem, which is a non-linear dynamic system of interacting parts. 
The role played by the environment is similar to that of a design engineer for algorithmic systems. 
The "environment" assumed for algorithmic solutions (and, e.g. bridges) is usually static or has 
a highly restricted and stringently defined variational range. It is no wonder that programs (and, 
e.g. bridges) prove too brittle when their design constraints are exceeded. If the environment of 
our complex organisms leads to the design of specific sets of behaviors (programs), then how do 
we control such systems? 
The programmer/designer b comes a setter of policy by providing the system with a "fitness" 
evaluation function. All interaction between the designer and the system is through this high-level 
policy algorithm, which monitors overall behavior, guiding the system to a region of optimal 
functionality. Set too tight a specification, and the ensuing system loses adaptability that may be 
essential at some future time (e.g. when a major mutation arises in a disease organism). Too loose 
a specification, and the ensuing system will behave other than desired, and may fail by default. 
The question of reliability assurances in the form of proofs of correctness will surely arise in the 
course of presenting this new (but very old) paradigm. For intelligent systems, such proofs are not 
only impossible, they are not even applicable: can a proof of correctness be found for the President 
of the United States? Of course not! How can we prove that a given intelligent being is going to 
perform correctly? The answer is that the question is ill-conceived; it is a question borrowed from 
one domain and forced into another. The correct question is: can we resonably assume that the 
job will be done correctly by a certain individual? The only conceivable answer is one involving 
estimates and limits based on the experience of the evaluator and the candidate. The main point 
is that when relying on provably correct algorithms for complex, real-world situations, failure is 
inevitable because, sooner or later, the environment will change in an unexpected manner. With 
an adaptive, intelligent system, a provably correct answer may never become available in spite of 
our best computer science departments. On the other hand, total failure is not inevitable--the 
adaptive, intelligent system will quite probably muddle through to victory one way or another. 
Thus there is a kind of complementarity here--a too-restrictive policy algorithm that guarantees 
the existence of a correctness proof will result in brittle programs, while a more liberal policy will 
deny such a proof but allow intelligent and adaptive programs to evolve. 
An optimized retina 
If we consider a retina to be a filter for complex spatial patterns for extracting certain types of 
information (whether in the visible spectrum or not is immaterial), then a generalized retina is a 
necessary device for any entity required to function in an environment having objects external to 
the entity that may be essential for or detrimental to its existence. Pattern recognition is only one 
of the functions uch a device must possess. Thus we look to the role of the retina as fundamental 
to machine perception. 
Again, looking to natural systems, a retina may be specifically optimized to recognize certain 
features. Frog retinas responding strongly to nearby moving insects, migrating birds orienting their 
routes via constellations, and babies responding to abstract human faces all come to mind as 
genetically designed recognition systems. Hubel [5] has shown that the human retina is also 
well-designed for sensitivity to edges, orientation and motion in the field of view. But such 
generality may not be necessary in specific applications such as identification of specific objects in 
a restricted environment. 
A retina was constructed from a neural network based on early work in pattern recognition by 
Bledsoe and Browning [6] and a later elaboration by Uhr [7]. The standard n-tuple algorithm [6, 
7] was recast as a feed-forward neural network consisting of randomly connected feature detectors. 
Each feature detector has n inputs from n different retina cells (the simulated photoreceptors). In 
Fig. 1, n = 3, so there are 23 outputs of the feature detector, each of which may correspond to a 
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Fig. 1. The feature-detector retina model is a feed-forward network activating category nodes. Activity 
in the retina cells is grouped into features by the m feature detectors, where m ffi N /n ,  N is the number 
of retina cells, and n is the order of the n-tuple. Each feature detector has a maximum of 2 n output lines 
connected to category nodes during training and activate category nodes with binary weights during 
recognition. Category nodes are added to the network as needed. 
feature of one or more categories that are learned by the network during a training phase. Both 
learning and recall involve direct access from input cells to feature detectors to the summing 
category nodes--no expensive relaxation process to minimum energy states (e.g. Hopfield and Tank 
[8]) is necessary. Because of the statistical nature of the connectivity and the requirement that many 
examples of each category be presented uring training, the network is both fast and reasonably 
immune to noise--two desirable features for real-time, real-world applications. 
Versions of this network retina are presently being optimized to recognize individuals from 
handwriting samples as well as certain geometric shapes. Also, a version is being evolved to have 
high sensitivity to various line orientations. This latter problem is simple enough that standard 
engineering principles could be employed; the questions to be answered here are those of optimality 
and novelty response at a lower level than holistic object recognition. 
Both the connectivity of the network and the contents of the memory may be taken as genetic 
specifications. In an experiment described below, only the memory cells are subject o mutation. 
Present work with this retina model is an attempt o evolve feature detectors for particular sets 
of patterns by mutation of the connectivity between the input cells and the feature-detector nodes. 
In this way, invariants of the set of patterns will be encoded into the connectivity of the network. 
The adaptability of this type of network takes place on the evolutionary time scale---much longer 
than the plasticity time constants of the adaptive brain to be considered next. 
An adaptive brain 
While we can conceive of a brain without its emergent property of intelligence (indeed, examples 
abound), the converse of intelligence without a central nervous ystem (CNS) is much more difficult 
to imagine. The CNS used in the present work follows closely a model originally developed by 
Browning [9] for Sandia Corporation. Browning chose a system closely modeling those biological 
neural networks that make use of frequency encoding of information transmitted by nerve impulses 
as described by Eccles [10]. It is unclear whether frequency-coded information flow in the brain 
is fundamental to brain operation or whether it is merely a convenient solution to the problem of 
communication in a noisy environment between low-reliability components. Approximate 
coincidence of information packets traversing the network is a stringent requirement imposed by 
a frequency-coded network and may underlie the discrimination capabilities of the CNS. The 
degree of abstraction allowable in a simulated CNS is an open question--can we talk 
about frequency as a function of time as done by many researchers (e.g. Baron [1]), or must 
the actual axonal spikes be simulated individually? The present work does not make the 
simplifying assumption of an average, differentiable frequency function, v(t), for the neuron's 
output. 
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The model, as implemented, consists of a few hundred frequency-responsive neurons or 
nodes. Each node has an arbitrarily chosen number of inputs from other neurons and, on the 
average, a like number of outputs simulating the distribution of axonal spikes. The 
average connectivity is predominantly from a row of input nodes through several rows of 
internodes (which are not necessarily "hidden" as are those described by McClelland and 
Rumelhart [12]) to a row of output nodes. There is a high probability of connections in the forward 
direction (input to output) and a low probability in the lateral and reverse directions. The 
distribution function is a Rayleigh function modified by an elliptical angular distribution with the 
major axis aligned along the forward-backward direction. (Cortical columns have not yet been 
modeled, although they fit naturally into the present scheme by adjusting the eccentricity of the 
ellipse.) 
Synapses are formed conceptually at the junction of the input on one node to the output of 
another and are modeled by a pointer associated with an input node by referring to a memory 
location associated with an output node. The synaptic efficacy of transmitting an axonal spike 
through a junction is analogous to the "weight" found in many artificial neural network models 
[12]. This weight is modifiable, and the modification algorithm may be altered to investigate various 
theories of learning and memory. To date, a simple Hebbian algorithm has been used, as well as 
a frequency-based version of the BCM synaptic modification theory by Bear et al. [13]. Other 
learning theories are under investigation, such as the differential, delayed modification theory 
recently proposed by Klopf [14]. Detailed comparisons of these various models of learning are not 
available at this time although each of the algorithms produces reasonably satisfactory results in 
that the system of neurons and synapses undergoes elf-organization related to the environment 
imposed. 
A means of interacting with the environment was added in the form of simulated sensors (vision, 
taste and touch) and effectors (groups of muscle cells). The resulting synthetic organism is shown 
in Fig. 2. Depending on the sensors and effectors given such as organism and the environment in
which it is required to function, the designer may demand anything from the artificial rat for 
classroom experiments in animal psychology to an autonomous vehicle required to stalk and kill 
tanks. The biological basis of synthetic intelligence is versatile nough to produce a wide variety 
of successful "species". These extensions and variations are the goal of future research into 
electronic (and eventually, electromechanical) life forms. 
Touch 'ouch 
&l igs 
Fig. 2. A synthetic organism is constructed from an adaptive, frequency-coded neural network having 
sensors and effectors for interacting with the environment. The organism is presented here as an insect, 
but the paradigm is not limited in its implementation to a particular class of phenotypes. 
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EVOLUTION AND SELF-DESIGN 
In a situation of sufficient complexity (as discussed above) where proofs of correctness are 
unattainable, the construction of infallible systems is impossible without an omniscient pro- 
grammer. Darwin [15] has given us a model for the creation of optimal systems in artificial universes 
(independent of its correctness in the real universe). The omniscient programmer, even if possible, 
is no longer needed for the creation of complex hardware and software systems when the principles 
of evolution are employed--a f llible program can improve its own behavior. Thus, we are on the 
verge of establishing the necessary conditions whereby electronic life can arise and evolve in the 
computer, and optimize its behavior in environments of our choosing guided by a policy of our 
choice. This is an extremely powerful concept for the design of systems to handle complex, 
biological-like problems, and it will lead to a revolution in the science of complex systems. Over 
the years, a few individuals have become interested in these ideas. One of the early investigators 
was W. W. Bledsoe [16], who examined some of the possibilities and problems associated with 
genetic models in computer science. Fedanzo [17] gave a more recent admonition to follow 
Darwinian precepts in problems concerning data base optimization. 
The usual approach to adaptive systems can be made into a Darwinian approach to self-design- 
ing systems by carefully separating system specifications from adaptive structures ( ynaptic weights, 
polynomial coefficients, etc.) belonging to the individual organism or, in this case, the executing 
computer program. One of the most noticeable differences between an adaptive genome and an 
adaptive system concerns time scales: adaptation in the usual sense occurs on a short time scale 
and within a certain program that is self-organizing in response to the environment or problem. 
In the case of genome volution, the time scale is much longer, extending over many individual 
organisms (programs) interacting with their environment and resulting in the self-organization f
the genome itself, as shown by Dress and Knisley [18]. 
Positive and negative selection 
There are a wide variety of selection strategies to choose from when considering optimization 
based on Darwinian principles. The main idea is to introduce variations and demand that 
reproductive success depend on fitness (in Darwinain theory, the two concepts are synonymous). 
Here, we consider the effects of positive and negative selection on fitness. Both of these strategies 
are amenable to simulation in a relatively simple system. The principles discussed below are 
well-known to evolutionary biologists (e.g. Mary [19] and Kimura [20]), and to some animal 
breeders, but are relatively unknown to computer scientists. 
Browning [21] suggested a simple experiment done with a data-structure version of the 
pattern-recognition system described above. The pattern memory is a set of binary cells addressed 
by patterns in the retina (see Fig. 3). Mutations are made by logically complementing cell contents. 
The algorithm followed involves a mutation in a single, arbitrarily chosen memory cell and a 
measuring of the success of the retina in recognizing the set of Ls, both normal and reflected in 
the vertical. Inspection of the figure shows that there are nine such Ls possible in each orientation 
on a 3 x 3 grid (we are not considering reflections about the horizontal). The scores of each of the 
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Fig. 3. A classical n-tuple pattern uclear is shown for n = 2 and a 3 × 3 input array. A typical pattern 
is shown in the array on the left. The table in the middle shows a possible arrangement of the five possible 
(mostly) exclusive, randomly chosen pairs of retina ceUs, and the formation of subaddresses is indicated. 
The table on the right shows the memory matrix necessary to store two categories, one per column. The 
pair labeled 0 consists of the ordered retina cell pair 1,3. Cell I has a pixel turned on, cell 3 does not; 
the corresponding subaddress i therefore 10 (binary) or 2. Thus the memory matrix has an entry (if 
trained) at address 0, subaddress 2 in the right column, corresponding to the right-facing L-pattern. 
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Fig. 4. Results of a simple genetic experiment run on the memory matrix shown in Fig. 2. In the 20 
memory cells, 600 mutations were made for each selection strategy (see text). The strategy corresponding 
to negative selection clearly outperforms the positive selection case. 
18 Ls are computed by counting 1 for each cell addressed by a particular L pattern (the L shown 
in Fig. 3 would score 0 for the "left" category and 2 for the "right" category for a total score of 
2). The score then becomes the "fitness" of that particular mutation. 
The experiment was run for two different selection strategies, positive and negative. "Positive" 
is defined as: accept a mutation if it produced a higher score, otherwise reject it. "Negative" is 
defined as: reject a mutation only if it produced a lower score. Thus we are selecting against failure, 
not for success. As Fig. 4 shows, the difference is dramatic. Positive selection starts with a faster 
slope initially, but saturates quite early (below about 250 mutations for this 20-cell system). 
Negative selection, however, quickly overtakes the positive, and is still showing improvement at 
the 600-mutation point. 
Sex and genetic algorithms 
Employing negative selection results in improvements in the optimization algorithm chosen. 
Additional acceleration of the evolutionary process is possible in a sexual species where there is 
an opportunity for individuals to pool complementary portions of genetic material as shown by 
Ulam and Schrandt [22]. Application of the genetic algorithms as pioneered by Holland [23], 
especially the use of crossover methods, has been shown to result in accelerated optimization for 
classifier systems. There is every reason to suppose that variants of these methods, involving a 
careful separation between the "phenotype" and the "genotype", would dramatically accelerate he 
process if applied to a collection of individuals forming a gene pool. 
RESULTS AND FUTURE DIRECTIONS 
One aspect of intelligent behavior is the ability to solve a problem in a surprising fashion. The 
system described above has generated such a surprising solution to a presumably simple problem. 
The problem posed to the system was to optimize the behavior of the synthetic organism by 
avoiding the boundaries of the environment yet keeping in motion to explore and interact with that 
environment. A simple fitness function set the policy by evaluating each time step of the 
synchronous system. The system was left to evolve on its own. The expectation was that the various 
parameters determining the tactile sensitivity would develop to the point where touching the 
boundary would initiate a sequence of network node firings effectively demanding retreat of the 
organism from the walls. Since the high frequency felt at the boundaries naturally proves disruptive 
to a frequency-coded network, as shown by Dress [24], it was natural to assume that this inherent 
capability would be optimized. The surprise was that this did not happen. Instead, the synthetic 
creature volved--after more than 400 generations--into a new species whose locomotion was 
predominantly backward. The new organisms walked backward in a very efficient manner, 
occasionally turning around to sense objects in the environment. There was no touch sensor on 
the rear, so posterior collisions with the walls had no effect on the fitness function and could not 
disrupt the activity of the network. 
Thus, a group of parameters, or a "gene" of the system, altered to solve the problem in an 
efficient, surprising, and biologically reasonable manner. Indeed, one of the induced mutations 
discovered in C. Elegans (a microscopic, 850-celled worm having approx. 300 neurons) causes this 
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very behavior as noted by Coohill [25]. Several of the mutations labeled unc (for uncoordinated) 
affect the ability of the worm to move forward and backward. In particular, Hodgkin [26] states 
that unc-4 prohibits backward motion entirely, while the unc-7 mutation causes predominantly 
backward motion. 
As an exercise in understanding a complex system, a preliminary analysis was made of the 
parameter file (defining the structure and behavior of the simulated organism) before and after the 
evolutionary episode. The new species developed somewhere prior to 456 generations involving 
1537 mutated individuals. It was blithely assumed that a parameter residing in a group responsible 
for the dynamics of the muscle motion would be identifiable as responsible for the reverse 
locomotion (indeed, there is a parameter specifying the degree of asymmetry in the extensor-to- 
flexor contractions). This hope was dashed when the standard eviation of the percentage change 
of the parameters in the muscle-dynamics group was found to be not significantly different from 
that of any other of the functional groups. Indeed, the asymmetry parameter changed in the 
direction of increased forward impetus by about 10% rather than in the direction of reverse 
locomotion. This points out vividly that a parameter in the model is not a gene of the synthetic 
organism (something that was suspected all along). Analysis of the entire parameter set, keeping 
all environmental parameters fixed save one, may provide a way to determine a gene-to-parameter 
mapping. 
The number of random trials necessary to alter the asymmetry parameter sufficiently to cause 
predominantly backward motion is approx. 1005--much larger than the < 1537 trials actually 
needed. Thus, the selectionist method of optimization is far more effective than a random method 
would be. 
We have given an example of a system whose behavior is clearly known, but whose internal 
causes are not yet understood. The situation is analogous to one's pet dog: you can never 
understand an organism as complex as a dog, but you sure can make it sit whenever you wish 
(almost). Dogs have proven their reliability in complex, difficult and demanding situations 
throughout history, yet they are neither understandable (in the reductionist sense) nor provably 
correct. 
The future 
Access to faster processors operating in parallel configurations will allow a number of additonal 
techniques, all taken from biology, to be applied to the creation of self-designing systems. Sex, in 
particular, was mentioned above. Other means of accelerating evolution involve interaction 
between individuals of the same or different species. A process of coevolution, or "arms race" as 
in a mutual selection for speed in cheetahs and their prey, gazelles, is one example. Here, selection 
pressures force one, then the other species to excel marginally. The result is either the extinction 
of both or two very fast animals. Similarly, direct competition for a particular esource, such as 
the food objects in the simulation described in this paper, would certainly accelerate the 
optimization process. 
All of these method require very fast hardware and sophisticated simulation languages (for 
specifying ecosystems as well as neural networks). An ideal would be to let synthetic organisms 
interact and compete simultaneously on a set of parallel processors. Policy for coevolution between 
a defensive system and an offensive system would be set for victory of one "species" rather than 
mutual survival as in the cheetah case. Thus, an immune-system olecule could be synthetically 
evolved to specifically label a particular virus fragment (both in silico and in vitro). 
It is anticipated that the most valuable result of this work will be a system that, upon 
sensing failure, will enter a mode of accelerated evolution, producing success by replaying 
and adapting to events that lead to the failure. This would be the ultimate adaptive defense 
system, either in a military environment or for pharmacological development of new and specific 
molecules. 
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