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GBiCGSTAB$(s, L)$ $IDR(s)$ [4]
$\triangle r_{k}$ $A\Delta x_{k}$
:
$\triangle r_{k}=-A\triangle x_{k}$ (1)
$IDR(s)$ AC-IDR$(s)$ (Auto-Corrected $IDR(s)$ )
GBiCGSTAB$(s, L)$
GBiCGSTAB$(s,L)$ AC-GBiCGSTAB$(s,L)$ (GBiCGSTAB(s,L) with
Auto-Correction of Residuals) (1)
GBiCGSTAB$(s, L)$ DC-GBiCGSTAB$(s, L)$
(GBiCGSTAB(s, $L$ ) with Direct-Computaion of Residuals)
GBiCGSTAB$(s,L)$ AC-GBiCGSTAB$(s,L)$ DC-GBiCGSTAB$(s, L)$
2 GBiCGSTAB$(s, L)$
GBiCGSTAB$(s, L)$ Algorithm 1
$r_{k,p}^{(j)}=A^{p}r_{k}^{(j)},$ $U_{k,p}^{(j)}=A^{p}U_{k}^{(j)}$
2 GBiCG-PART MR-PART
1 GBiCGSTAB(8,8) MatrixMarket wang4
( ).
$0$ {00 200 300 400 $500$ $600$ 700
Numbor of $MaW\infty$
1 GBiCGSTAB(8,8) MatrixMarket walig4
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$Algorithm1GBiCGSTAB(s,L)$
$x_{0}\in \mathbb{R}^{N}:\mathscr{D}ven,r_{0,0}:=b-A;\tilde{R}_{0}\in \mathbb{R}^{N\cross s}:$ given.
$k:=0$
Set $U_{0,0}^{(1)}:=[r_{0}, Ar_{0}, \cdots, A^{s-1}r_{0}]$ ; Compute $U_{0,1}^{(1)}$ ;
$\Lambda I_{0}:=\tilde{R}_{0}^{T}U_{0,1}^{(1)},$ $m_{0}:=\tilde{R}_{0}^{T}r_{0;}$
Solve $M\vec{\alpha}_{0}^{(1)}=m$ for $\vec{\alpha}_{0}^{(1)}$ ;
$r_{0,0}^{(1)}:=r_{0,0}-U_{0,1}^{(1)}\vec{\alpha}_{0}^{(1)};x_{0}^{(1)}:=x_{0}+U_{0,0}^{(1)}\vec{\alpha}_{0}^{(1)}$
while 1 $r_{k,0}^{(0)}\Vert\geq e\Vert b\Vert$ do
$/*GBiCG-PART*/$




for $i=$ lto $s$ do
if $i=1$ then
Solve $M_{k}^{(j-1)}\vec{\beta}=m_{k}^{(j-1)}$ for $\vec{\beta}$;
$U_{k,p}^{(j)}e_{1}:=r_{k,p}^{(j-1)}-U_{k,p}^{(j-1)}\vec{\beta}$ $(p=0,1, \cdots, j-1)$
else
Solve $[m_{k}^{(j-1)},$ $M_{k}^{(j)}[1 : i-2],$ $lI_{k}^{(j-1)}[i :s]]\vec{\beta}=\Lambda I_{k}^{(j)}e_{i-1}$ for $\vec{\beta}\cdot$,
$U_{k,p}^{(j)}e_{i}:=U_{k,p+1}^{(j)}e_{i-1}-[r_{k,p},$ $U_{k,p+1}^{(j)}[1 :i-2]$ , $U_{k,p}^{(j-1)}[i :s]]\vec{\beta}$ $(p=0,1, \cdots, j-1)$
end if
Compute $U_{k,j}^{(j)}e_{i}=A\cross U_{k,j-1}^{(j)}e_{i}$ ;
$M_{k}^{(j)}e_{i}:=\tilde{R}_{0}^{T}U_{k,j}^{(j)}e_{i}$
end for
Solve $\Lambda I_{k}^{(j)}\vec{\alpha}_{k}^{(j)}=m_{k}^{(j-1)}$ for $\vec{\alpha}_{k}^{(j)}$ ;
$x_{k}^{(j)}:=x_{k}^{(j-1)}+U_{k0}^{(j)}\vec{\alpha}_{k}^{(j)}$ ;

























Compute $\triangle x_{k}$ ;
Compute Ik( );
if $(I_{k}<\theta)$ then
Compute $\triangle r_{k}$ normally;
else








GBiCGSTAB$(s, L)$ $\triangle r_{k}$ $\triangle x_{k}$
:







GBiCGSTAB$(s, L)$ $IDR(s)$ $\triangle r_{k}$ $A\triangle x_{k}$ inconsistency
$\frac{\Vert\triangle r_{k}+A\triangle x_{k}\Vert}{\Vert b\Vert}$
$\triangle r_{k}$ $\triangle x_{k}$
$I_{k}:= \frac{\Vert r_{k,0}^{(0)}\Vert}{\Vert b||}\cross\max_{1\leq j\leq L}$
$($Range $(\vec{\alpha}_{k}^{(j)}))\cross$ Range $(\vec{\gamma}_{k+1})$
( $U$ ) inconsistency
$\max|c(i)|$
Range(C)
$:= \frac{1\leq i\leq s}{\min_{1\leq j_{-S}^{I}}|c(j)|}$ 2 inconsistency
{e-008 le-006 00001 001 1 100 10000 $1eW06$
[scaled $res|duaQ$ ‘ $| \max|$ Range of $alpha\lrcorner)$] [Range of gamma]
2 $I_{k}$ inconsistency
GBiCGSTAB$(s, L)$ AC-
GBiCGSTAB$(s, L)$ Algorithm 3
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Algorithm 3 AC-GBiCGSTAB$(s, L)$
initial setting
while $\Vert r_{k,0}^{(0)}\Vert\geq\epsilon\Vert b\Vert$ do
$/*GBiCG-PART*/$
for $j=$ lto $L$ do do
if $(k=0)\cap(j=1)$ then
Go to $\{j=2 \}$
end if
Update $U_{k,p}^{(j)}(p=0,1, \cdots,j)$ ;
Compute $\Lambda I_{k}^{(j)}=\tilde{R}_{0}^{T}U_{kj}^{(j)}$ ;
Solve $\Lambda I_{k}^{(j)}\vec{\alpha}_{k}^{(j)}=m_{k}^{(j-1)}$’for $\vec{\alpha}_{k}^{(j)}$ ;




$\vec{\gamma}_{k+1}$ $:= \arg\min_{\vec{\gamma}}\Vert r_{k,0}^{(L)}-[r_{k,1}^{(L)}$ , $\cdot\cdot\cdot$ , $r_{k,L}^{(L)}]\vec{\gamma}\Vert$ ;
$\triangle x_{k}:=\sum_{j=1}^{L}U_{k,0}^{(j)}\vec{\alpha}_{k}^{(j)}+[r_{k,0}^{(L)},$ $r_{k,1}^{(L)},$ $\cdots,$
$r_{k,L-1}^{(L)}]\vec{\gamma}_{k+1;}$
$I_{k}= \frac{\Vert r_{k,0}^{(0)}\Vert}{\Vert b||}\cross\max j$
$($Range $(\vec{\alpha}_{k}^{(j)}))\cross$ Range $(\vec{\gamma}_{k+1})$ ;
if $(I_{k}<\theta)$ then
$\triangle r_{k}:=-\sum_{j=1}^{L}U_{k,1}^{(j)}\vec{\alpha}_{k}^{(j)}-[r_{k,1}^{(L)},$ $r_{k,2}^{(L)},$ $\cdots.r_{k,L}^{(L)}]\vec{\gamma}_{k+1;}$
else






(1) GBiCGSTAB$(s, L)$ (
DC-GBiCGSTAB$(s, L)$ (GBiCGSTAB$(s, L)$ with Direct-Computaion of Residu-




Xeon E5450 processor $(3.OGHz)$ Fortran90
( Intel 10.1)
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$\bullet$ : $x_{0}=0$ .. $s,$ $L=1,2,4,8$ .
$\bullet$ : $10^{-8}$ lON $(N$
)
$\bullet$ : $\theta=0.1$ .
The University of Florida sparse matrix collection [1] Matrix-
Market [2] 30 ( 2 ).
$b$ $x$ 1





AC-GBiCGSTA $(s, L)$ DC-GBiCGSTAB $(s, L)$ GBiCGSTAB $(s, L)$
2, 3 wang4, $sme3$Da
GBiCGSTAB(8, 8) AC-GBiCGSTAB(8, 8) DC-GBiCGSTAB(8, 8)
AC-GBiCGSTAB DC-GBiCGSTAB
AC-GBiCGSTAB DC-GBiCGSTAB 2
30 GBiCGSTAB AC-GBiCGSTAB DC-GBiCGSTAB
CPU time CPU time GBiCGSTAB
CPU time 1 2 AC-GBiCGSTAB(s,L)
DC-GBiCGSTAB$(s, L)$ GBiCGSTAB$(s, L)$ (
) 10%
5
GBiCGSTAB$(s, L)$ ( )





1 CPU time, (
wang4, $sme3Da$ )
$($ MV $=$ time(s) $=CPU$ time( ), tnorm$=$
tnorm $\geq 10^{-8}$ ( ) tnorm $)$
(a) wang4 (b) $smc3Da$
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(a) GBiCGSTAB(8,8)

















$($ PCC(percentage of correct convergences)
$=$ $s,$ $L=1,2,4,8$ $)$
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