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I. INTRODUCTION
Control and optimization of quantum systems have
been recognized as important issues for many years [1]
and control theory for quantum systems has been de-
veloped since the 1980s [2–4]. There has been consider-
able recent progress in both theory and experiment [5, 6].
However, despite this progress, there are still many chal-
lenges. Most quantum control schemes rely on open-loop
control design based on mathematical models of the sys-
tem to be controlled. However, accurate models are not
often not available, especially for manufactured quan-
tum systems such as artificial quantum dot atoms or
molecules. Therefore, system identification [7] is a crucial
prerequisite for quantum control.
In the quantum information domain, procedures for
characterization of quantum dynamical maps are often
known as quantum-process tomography (QPT) [8–10]
and many schemes have been proposed to identify the
unitary (or completely positive) processes, for exam-
ple, standard quantum-process tomography (SQPT) [11–
13], ancilla-assisted process tomography (AAPT) [14–
16] and direct characterization of quantum dynamics
(DCQD) [17]. However, if control of the system’s dynam-
ics is the objective, what we really need to characterize is
not a global process but the generators of the dynamical
evolution such as the Hamiltonian and dissipation oper-
ators. The problem of Hamiltonian tomography (HT),
though less well-understood, has also begun to be con-
sidered recently by a few authors [18–21]. Although QPT
and HT differ in various regards, both try to infer infor-
mation about the quantum dynamics from experiments
performed on systems, and both can be studied from the
point of view of system identification with broad tasks in-
cluding (1) experimental design and data gathering, (2)
choice of model sets and model calculation, and (3) model
validation.
Recently the quantum system identification problem
has been briefly explored from cybernetical point of view,
and underlining the important role of experimental de-
sign [22]. In this article we follow this line of inquiry.
Throughout the paper, we make the following basic as-
sumptions: (1) the quantum system can be repeatedly
initialized in a (limited) set of known states; (2) that we
can let the system evolve for a desired time t; and (3) that
some projective measurements can be performed on the
quantum system. The main question we are interested
in in this context is how the choice of the initialization
and measurement affect the amount of information we
can acquire about the dynamics of the system. Given
any a limited range of options for the experimental de-
sign, e.g., a range of measurements we could perform,
different choices for the initial states, or different control
Hamiltonians, how to choose the best experimental de-
sign, and what are the theoretical limitations? Finally,
we are interested in efficient ways to extracting the rele-
vant information from noisy experimental data.
The paper is organized as follows: In Sec. II we dis-
cuss the model and basic design assumptions. Sec III
deals with the general question of model identifiability in
various settings, and in Sec IV we compare several differ-
ent stategies for parameter estimation from a limited set
of noisy data from simulated experiments see how they
measure up.
II. MODEL AND DESIGN ASSUMPTIONS
To keep the analysis tractable we consider a simple
model of a qubit subject to a Hamiltonian H and a
system-bath interaction modelled by a single Lindblad
operator V , i.e., with system dynamics governed by the
master equation
∂ρ(t)
∂t = − i~ [Hˆ, ρ] +D[V ](ρ), (1)
where the Lindbladian dissipation term is given by
D[V ](ρ) = V ρV † − 12 (V †V + V V †). (2)
We shall further simplify the problem by assuming that
V is a Hermitian operator representing a depolarizing
channel or pure phase relaxation in some basis. Without
loss of generality we can choose the basis so that V is
diagonal, in fact we can choose V =
√
γ
2σz with σz =
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2diag(1,−1) and γ ≥ 0. Under these assumptions the
master equation simplifies
D[σz](ρ) = γ2 (σzρσz − ρ). (3)
The control Hamiltonian can be expanded with respect
to the Pauli basis {σx, σy, σz}
H(t) = ~2 (ω0(t)σz + ω1(t)σx − ω2(t)σy) (4)
with possibly time-dependent coefficients ωα(t). It is con-
venient to consider a real representation of the system.
Following the approach in [23] we expand ρ with respect
to the standard Pauli basis for the 2 × 2 Hermitian ma-
trices
ρ = 12 (I + vxσx + vyσy + vzσz), (5)
where the coefficients are vα = Tr(ρσα). Similarly ex-
panding the dynamical operators allows us to recast
Eq. (1) in following Bloch equation (~ = 1)v˙x(t)v˙y(t)
v˙z(t)
 =
 −γ −ω0(t) −ω2(t)ω0(t) −γ −ω1(t)
ω2(t) ω1(t) 0
vx(t)vy(t)
vz(t)
 . (6)
Using this simple model for illustration we subse-
quently consider the experimental design from three as-
pects: (1) initialization procedures, (2) measurement
choice and (3) Hamiltonian design.
(1) Initialization. We assume the ability to prepare
the system in some initial state
|ψI(0)〉 = cos θI2 |0〉+ sin θI2 |1〉, (7)
with respect to the basis {|0〉, |1〉}, which coincides with
the eigenbasis of V . We can formally represent the ini-
tialization procedure by the operator Π(θI), which is the
projector onto the state |ψI〉, with I indicating initializa-
tion. With these restrictions the design of the initializa-
tion procedure is reduced to the selection of parameter
θI . Note that we assume that we can only prepare one
fixed initial state, not a full set of basis states.
(2) Measurement. We assume the ability to perform
a two-outcome projective measurement
M = M+ −M− = |m+〉〈m+| − |m−〉〈m−|, (8)
where the measurement basis states can be written as
|m+〉 = cos θM2 |0〉+ sin θM2 |1〉 (9a)
|m−〉 = sin θM2 |0〉 − cos θM2 |1〉 (9b)
so that the choice of the measurement can be reduced to
suitable choice of the parameter θM , and we shall indicate
this by writing M(θM ).
(3) Hamiltonian. In practice we may or may not
have the freedom to choose the type of Hamiltonian but it
will be instructive to consider the identification problem
for the following three cases:
(a) ωz(t) ≡ ωz > 0 and ωx(t) = ωy(t) ≡ 0.
(b) ωx(t) ≡ ωx > 0 and ωy(t) = ωz(t) ≡ 0.
(c) ωy(t) ≡ ωy > 0 and ωx(t) = ωz(t) ≡ 0.
In this context the experimental design problem can
be reduced to the problem of choosing suitable values θI
and θM to identify the system parameters γ and ω∗ in
each of the three cases above. The problem considered
here is similar to that considered in [21], in particular
we still only allow a single initial state and single fixed
measurement, but unlike in [21] the initial state and the
measurement are not assumed to commute with the de-
phasing operator.
III. MODEL IDENTIFIABILITY
We now consider the identification problem for the de-
phasing qubit system, concentrating on experimental de-
sign issues for simultaneously discriminating dephasing
parameter and Hamiltonian parameter of two-level de-
phasing systems.
A. H = ωzσz, V =
√
γ
2
σz
In this special case H commutes with the dephasing
operator V . Solving the equationv˙x(t)v˙y(t)
v˙z(t)
 =
−γ −ωz 0ωz −γ 0
0 0 0
vx(t)vy(t)
vz(t)
 (10)
with the initial state (7) givesvx(t)vy(t)
vz(t)
 =
e−γt cosωzt sin θIe−γt sinωzt sin θI
cos θI
 (11)
and applying the binary-outcome projective measure-
ment M(θM ) yields the measurement traces p±(t) =
Tr[M±ρ(t)]. Defining p¯±(t) = 2p±(t)− 1, we have
p¯±(t) = ± cos θI cos θM±e−γt cosωzt sin θI sin θM , (12)
from which we can see that we can obtain information
about the system parameters ωz and γ if and only if
sin θI 6= 0 and sin θM 6= 0, i.e., if neither the initial
state preparation Π(θI) nor the measurement M com-
mutes with H and V . The measurement traces also yield
information about θI and θM , i.e., we can determine the
relative angles between the initialization and measure-
ment axis and the fixed Hamiltonian/dephasing axis, if
they are not known a-priori. We also see that the vis-
ibility is maximized if sin θI sin θM = 1, which will be
the case if the initialization and measurement axis are
orthogonal to the joint Hamiltonian and dephasing axis.
3These results make physical sense. As [H,V ] = 0, if
the initial state preparation Π(θI) commutes with H and
V then the initial state is a stationary state of the dy-
namics and the measurement outcome is constant in time
c± = 12 (1 ± 1). If sin θI 6= 0 then the initial state is not
stationary and the state follows a spiral path towards the
joint Hamiltonian and dephasing axis but as both H and
V are proportional to σz, Tr[σzρ(t)] is a conserved quan-
tity of the dynamics. If sin θM = 0 then the measurement
commutes with σz, and as Tr[σzρ(t)] is a conserved quan-
tity, we again obtain no information about the dynamics
from which to identify the system parameters.
B. H = ωxσx, V =
√
γ
2
σz
In this case, the equation (6) is reduced into the fol-
lowing equation v˙x(t)v˙y(t)
v˙z(t)
 =
 −γ 0 00 −γ −ωx
0 ωx 0
 vx(t)vy(t)
vz(t)
 (13)
and the solution of Eq. (13) for the initial state (7) isvx(t)vy(t)
vz(t)
 =
 e−γt sin θIΦx2(t) cos θI
Φx3(t) cos θI
 (14)
where we set ω̂x =
√
ω2x − γ
2
4 and
Φx2(t) = −e−
γ
2 t ωx
ω̂x
sin ω̂xt (15a)
Φx3(t) = e
−γ2 t[cos ω̂xt+ γ2ω̂x sin ω̂xt]. (15b)
If ω2x < γ
2/4 then ω̂ will be purely imaginary and the
sine and cosine terms above are replaced by the respec-
tive hyperbolic functions. If ω2x = γ
2/4, the expression
ω̂−1 sin(ω̂t) must be analytically continued.
Eq. (14) implies that we can obtain the estimated value
of the following probabilities
p¯±(t) = ±e−γt sin θI sin θM ± Φx3(t) cos θI cos θM . (16)
Noting that Φx3(t) depends on both ωx and γ this shows
that we can obtain full information about the system
parameters if and only if cos θI 6= 0 and cos θM 6= 0. If
cos θI = 0 or cos θM = 0 then we can still identify γ but
not ωx. Again this makes sense.
cos θI = 0 for θI =
pi
2 , i.e., if the initial state is an
eigenstate of the Hamiltonian. Since [H,V ] 6= 0 in this
case, eigenstates of H are not stationary. However, since
the Hamiltonian and dephasing axis are orthogonal, the
initial state remains in a plane orthogonal to the dephas-
ing axis, the z = 0 plane in our case, following the path
x(t) = e−γt. Thus we have [H, ρ(t)] = 0 for all times, and
we can therefore not obtain any information about the
Hamiltonian parameter ωx, but we can still obtain infor-
mation about the dephasing parameter γ. If the Hamil-
tonian and dephasing axis were not orthogonal then we
would expect to be able to identify both the Hamiltonian
and dephasing parameters even if the initial state was an
eigenstate of H as in this case it would not remain an
eigenstate of H under the evolution.
If cos θI 6= 0 but cos θM = 0 then the measurement
commutes with the Hamiltonian. Transforming to the
Heisenberg picture,
M˙±(t) = −i[M±(t), H]− γ2D[σz]M±(t),
and again one can show that M±(t) remains orthogonal
to the dephasing axis and Tr[M±(t)ρ0] = Tr[M±ρ(t)] is
independent of the Hamiltonian H, explaining why we
cannot obtain any information about H in this case.
C. H = ωyσy, V =
√
γ
2
σz
In this case equation (6) is reduced into the following
equationv˙x(t)v˙y(t)
v˙z(t)
 =
−γ 0 −ωy0 −γ 0
ωy 0 0
vx(t)vy(t)
vz(t)
 (17)
whose solution for the initial state (7) isvx(t)vy(t)
vz(t)
 =
Φ
y
23(t) sin θI − e−
γ
2 t
ωy
ω̂y
sin ω̂yt cos θI
0
Φy33(t) cos θI + e
−γ2 t ωy
ω̂y
sin ω̂yt sin θI

(18)
where ω̂y =
√
ω2y − γ
2
4 and
Φy23(t) = e
−γ2 t[cos ω̂yt− γ2ω̂y sin ω̂yt] (19a)
Φy33(t) = e
−γ2 t[cos ω̂yt+ γ2ω̂y sin ω̂yt] (19b)
This implies that we can obtain the estimated value of
the probabilities
p¯±(t) = ±α1e−
γ
2 t cos ω̂yt± α2e−
γ
2 t sin ω̂yt (20)
where the coefficient functions are
α1 = cos(θI − θM ) (21a)
α2 =
γ
2ω̂y
cos(θI + θM ) +
ωy
ω̂y
sin(θI − θM ). (21b)
As before, if ω2y < γ
2/4 then ω̂ will be purely imagi-
nary and the sine and cosine terms above turn into their
respective hyperbolic sine and cosine equivalents, and if
ω2y = γ
2/4, the expression ω̂−1 sin(ω̂t) must be analyti-
cally continued.
In this case it is quite interesting to notice that it is
impossible to find such θI and θM that cos(θI − θM ) =
sin(θI − θM ) = cos(θI + θM ) = 0 and thus that we can
identify both model parameters for any choice of the ini-
tial state and measurement. This also makes sense be-
cause regardless of the choice of θI and θM the initial
4FIG. 1: Evolution of system state on the Bloch sphere and projection onto measurement axis for H = V : In the pathological
case when the measurement axis coincides with the H,V -axis, no information about the system parameters can be obtained
(left); Otherwise the measurement trace contains information about both H and V (right), provided the initial state is not
stationary.
FIG. 2: Evolution of system state on the Bloch sphere and projection onto measurement axis for H ⊥ V : If the measurement
axis coincides with the H-axis, only information about the decoherence parameter γ can be obtained (left). In case C the
measurement trace always contains information about both H and V (right) for any initial state and measurement.
state in this case is always orthgonal to the Hamiltonian
axis, and the measurement M is always orthogonal to
H, [M,H] 6= 0, there are no conserved quantities and
the only stationary state of the system is the completely
mixed state.
IV. PARAMETER ESTIMATION
In this section we explore how to estimate dephasing
and Hamiltonian parameters from limited noisy measure-
ment data. In an actual experiment we can only estimate
the probabilities p±(t) at a finite number of times tk by
repeatedly initializing the system in some fixed state ρ0,
and letting it evolve for time tk before performing the
projective measurement M . Each single repetition of the
experiment yields a binary outcome +1 or −1 and we
can estimate the probability p±(tk) by repeating the ex-
periment Ne times and computing the relative frequen-
cies of the respective measurement outcomes ±1, e.g.,
p̂±(tk) =
N±
Ne
.
To model noisy experimental data we could generate
p̂±(t) by adding a zero-mean White-Gaussian noise sig-
nal ĝt to p±(t), i.e., p̂±(t) = p±(t) + ĝt. By the Law
of Large Numbers and Iterated-logarithm Law [24] this
gives a Gaussian distribution p̂±(t) with mean p±(t) and
5variance σ2 ∼ log logNe2Ne for Ne → ∞. For Ne large this
should be a good error model, but for small Ne it may
not accurately capture the nature of the projection noise,
which follows a Poisson distribution. To more accurately
model noisy experimental data when the number of mea-
surement repetitions is relatively small we can simulate
the actual experiment by generating Ne random numbers
rn between 0 and 1, drawn from a uniform distribution,
and setting p̂+ = N0/Ne, where N0 is the number of
rn ≤ p+.
A. Fourier and time-series analysis
One commonly used technique to find frequency com-
ponents in a noisy time-domain signal is the Fourier
transform or its discrete version, the discrete or Fast
Fourier Transform (FFT). In principle, this allows us to
estimate the Hamiltonian parameters (frequencies) ωz,
ωˆx and ωˆy [20], and the damping rate γ can be estimated
from the Lorentzian broadening of the Fourier peak [21].
When the signal is sparse, i.e., we only have a relatively
small number of sample points, and noisy, however, this
approach becomes problematic. Fig. 3 shows that we can
still identify a peak in the spectrum for sparse noisy sig-
nals but the accuracy of the estimate is limited, and accu-
rately estimating the dephasing rate γ from the broaden-
ing of the peak, given the distortion, is very challenging.
Alternatively, once an estimated value for ωz has been
obtained, γ can be deduced in other ways. In the simplest
case A, where the evolution is given by Eq. (12), we have
e−γt cosωzt sin θI sin θM = p¯+(t)− cos θI cos θM (22)
which we can rewrite as
γt = − log
(
p¯+(t)−cos θI cos θM
cosωzt sin θI sin θM
)
∆
= z(t). (23)
Given p¯+(t), if θI , θM and ωz are known, we can there-
fore in principle calculate z(t) and thus γˆ. However, in
practice the problem is that p+(t) and all the other pa-
rameters are not known precisely. In this case we could
estimate γ using the Least Square Method [25] and the
principle of Sequential Analysis[26, 27].
To explore this approach we generated simulated noisy
data signals p̂+(t) with standard deviation σt accord-
ing to the procedure above, assuming θI = θM =
pi
2 ,
ωz = 50, γ = 50 and the sampled period Ts = 1.4µs.
If the number of measurements Ne at each time t is
Ne = 100 then the standard deviation of estimated error
is
√
log logNe
2Ne
= 0.0874. The original noiseless probabil-
ity p¯+(t), the noisy signal with standard deviation 0.0874
and the power spectral density are shown in Fig.4. Again
the frequency ωz can be easily determined by the peak
value in Fig. 4(right). We attempt to determine γˆ based
on p̂+(t) using simulated time-series. For a single time
series p̂+(t) the distribution of γˆ around the true value of
50 is shown in Fig. 5(left). The estimation is unsatisfac-
tory even if the signal is sampled densely at a high time
resolution. The results can be noticeably improved by
averaging over multiple time-series of p̂+(t). If the mean
value of the γ-estimates over several time series is used
as the final estimate for γ, the estimated error of γˆ can
be remarkably reduced as shown in Fig. 5 (right), which
indicates the mean value of γˆ with 1− 40 time-series re-
spectively.
The number of simulated time-series of p̂+(t) required
is determined by the desired estimation accuracy. To
achieve a mean value of the distribution of ca. 50 with
standard deviation less than 1.0 simulations suggest that
at least 5 time-series with Ne = 100 are necessary, i.e.,
about 500 measurements have to be performed at each
sample time t to ensure that the standard deviation of
the estimated error is less than 1.0. Instead of five time
series with Ne = 100 we could choose four times series
with Ne = 125 or two with Ne = 250 to reach the nearly
same estimation accuracy, as shown in Fig. 6. In the ac-
tual experiment one can obtain the mean-value sequence
of γˆ by continually updating p(t) at each sampled time
t. If the mean-value sequence is found to converge to
a certain fixed value and its standard deviation satisfies
the requirement, the experiment measurement should be
stopped.
To estimate γ by finite measurement data one will have
to identify a suitable time td when to terminate the ex-
periment, ideally when the true value of e−γtd is almost
0. A p+(t) is almost equal to p−(t) for t ≥ td, the sig-
nal after this time will be effectively a pure noise signal.
Therefore increasing the signal length beyond a certain
critical time tk0 will not improve the estimation accuracy.
Furthermore, we consider the effect of different ωz and
γ on the estimation accuracy. If the true value of γ is less
than the value of 50 above, the estimation of ωz and γ will
be more accurate (as shown in Fig. 7) as the exponential
e−γt decays more slowly. If the value of ωz is reduced,
i.e., the oscillation period is increased while its envelope
remains unchanged the accuracy of the estimation is not
influenced (as shown in Fig. 8).
B. Bayesian Analysis of Sparse Signals
The previous section shows that we can in principle
simultaneously identify both dephasing parameter and
Hamiltonian parameters for simple open systems using
Fourier and time-series analysis. Both Fourier and time-
series analysis can deal with very noisy signals but they
require rather dense sampling of the signal with is both
time-consuming and resource-intensive. Ideally we would
like to be able to estimate the parameters by sparse sam-
pling the signal. One promising approach in this regard is
Bayesian estimation. The main idea behind the Bayesian
approach is to choose the parameters to be determined,
here ω and γ, to maximize a certain likelihood function
L(p,d, σ) = σ−N exp
[
−||p− d||
2
2
2σ2
]
. (24)
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FIG. 3: Ideal signal and sparse noisy data points for a simulated experiment assuming Model A with ω = 1 and γ = 0.1 (left).
We can still identify a peak in the Fourier spectrum (right) around ω = 1 but the accuracy of this estimate is limited, and
estimating γ from the peak broadening would be a challenge.
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FIG. 4: Original time domain signal and simulated noisy signal (left) and power spectral density of noisy signal (right).
where d is the measured data and the p are the prob-
abilities predicted by the model, which depend on the
parameters to be determined, and σ is the error variance.
Following the same approach as in [19], we write the
signals as a linear combination a small number of basis
functions determined by the functional form of the sig-
nals. Here the measurement signals p¯±(t) can be written
as a linear combination of two basis functions
p¯±(t) = α1g1(t) + α2g2(t). (25)
The values of the basis functions and the coefficients are
given in Table I
Figs 9–11 show that Bayesian analysis allows us to es-
timate the model parameters not only for Case A but for
Model A Model B Model C
g1(t) 1 e
−γt e−γt/2 cos(ω̂t)
g2(t) e
−γt cos(ωzt) e−γt/2s(t) e−γt/2 sin(ω̂t)
α1 cos(θI) cos(θM ) sin(θI) sin(θM ) (21a)
α2 sin(θI) sin(θM ) cos(θI) cos(θM ) (21b)
TABLE I: Chosen basis functions and coefficients for Bayesian
estimation. s(t) = cos(ω̂t) + γ
2ω̂
sin(ω̂t). ω̂ =
√
ω2 − ( γ
2
)2.
all cases, even if the signal is very noisy, the sampling
is sparse and the measurement and initialization choices
are not ideal to maximize the visibility or signal-to-noise
ratio such as θM =
pi
4 and θI =
pi
3 . The squeezed peaks
indicate that the accuracy of the frequency estimation is
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FIG. 6: Distribution of mean value of γˆ for Ne = 125 using 4 simulated time series (left), and for Ne = 250 using 2 simulated
time series (right).
α1 α1
act est uncert. act est uncert.
Model A 0.3536 0.3536 0.0133 0.6124 0.5267 0.1393
Model B 0.6124 0.5952 0.0491 0.3536 0.3531 0.0514
Model C 0.9659 1.0066 0.0594 0.2332 0.2506 0.0573
TABLE II: Actual and estimated values of the linear coeffi-
cients α1 and α2.
much higher than the accuracy of the γ-estimates.
An additional advantage of the Bayesian estimation
does not require a-priori knowledge of the initialization or
measurement angles θI and θM . Rather, the estimation
procedure provides values for the coefficients of the basis
functions, which are related to the parameters θI and θM .
V. CONCLUDING DISCUSSION
We have studied the issue of model identifiability and
experiment design for open system dynamics for a de-
phasing qubit. From the examples in Sec. III we can
derive some general insights about the limits of identi-
fiability and the role of experiment design. Unlike for
process tomography, where we require the ability to pre-
pare the system in many different input states, and the
ability to measure a complete set of observables, we can
in general extract information about both the Hamilto-
nian and the dephasing parameters by repeating a single
experiment, initializing the system in single fixed initial
state and measuring a fixed basis. There are certain limi-
tations, however. We gain no information about the value
of the system parameters if the initial state is a stationary
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FIG. 7: Power spectral density of measured signal in different
cases
state of the system, or if the measurement is a conserved
quantity, although knowledge of the stationary states or
conserved quantities restricts the dynamics and thus pro-
vides indirect information about the system. Even if the
initial state is not stationary or the measurement is not
a conserved quantity, we may fail to obtain information
about the Hamiltonian parameters is if the operators H
and V are orthogonal and M commutes with H, for in-
stance. These limitations also apply to higher dimen-
sional systems, although for such systems additional re-
strictions on the identifiability of model parameters may
arise.
If the experiment design is such that the model param-
eters are identifiable there are various ways to extract the
relevant parameters from a set of noisy samples (time se-
ries), including Fourier analysis, time series analysis and
Bayesian estimation. Although all of these approaches
are in principle able to provide the required information,
Bayesian estimation appears to be superior to the alter-
natives, in particular when we are dealing with a limited
number of noisy data points. One reason the Bayesian
estimation is capable of providing far more accurate es-
timates for the parameters given the same input data is
that it utilizes information about the structure of the sig-
nal in the form of the choice of the basis functions we are
projecting onto. This allows us to overcome restrictions
on the uncertainties of the parameter estimates imposed
by Nyquist’s law.
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Appendix A: Estimating peak frequency and
dephasing rate from Fourier spectrum
Consider a measurement trace of the form
a+ be−γt sin(ω0t), (A1)
which corresponds directly to the expected result for
Model A if we set a = cos(θI) cos(θM ) and b =
sin(θI) sin(θM ). If θI = θM = pi/2 then a = 0 and b = 1.
A similar analysis can be done for Models B and C.
The Fourier transform of u(t)e−γt sin(ω0t), where u(t)
is the Heavyside function, is given by F (ω) = ω0
ω20+(γ+iω)
2 .
We are interested in its absolute value
|F (ω)| = ω0
[γ2 + (ω0 − ω)2][γ2 + (ω + ω0)2] (A2)
Differentiating with respect to ω and setting the numer-
ator to 0 shows that |F (ω)| has extrema for ω(ω20 −
γ2 − ω2) = 0, and in particular we have a maximum
at ω =
√
ω20 − γ2 with peak value (2γ)−1.
Thus, we could in principle estimate both the fre-
quency ω0 and dephasing rate γ from the peak height |F |∗
and position ω∗, γ = (2|F |∗)−1 and ω0 =
√
ω2∗ + γ2, but
in practice estimating the height of the peak is delicate
and this approach is usually very inaccuate.
We can get a better estimate for γ using the width of
the peak. Let ω1,2 be the (positive) frequencies for which
|F (ω)| assumes half its maximum or 1/(4γ). Then the
full-width-half-maximum 2d of |F (ω)| is |ω2 − ω1| or
d =
[√
ω20 − γ2 + 2
√
3ω0γ −
√
ω20 − γ2
]
=
[√
ω2∗ + 2
√
3γ
√
ω2∗ + γ2 − ω∗
]
Given the location ω∗ and half-width d of the peak we
can solve this equation for γ
γ =
1
6
√
6g(ω∗, d)− 18ω2∗ (A3)
where g(ω∗, d) =
√
9ω4∗ + 12d2ω2∗ + 12d3ω∗ + 3d4. Thus,
in principle we can determine both the frequency and the
dephasing rate by estimating the position and width of
the fourier peak.
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