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We theoretically investigate the scattering of an attosecond electron wave packet launched by
an attosecond pulse under the influence of an infrared laser field. As the electron scatters inside a
spatially extended system, the dressing laser field controls its motion. We show that this interaction,
which lasts just a few hundreds of attoseconds, clearly manifests itself in the spectral interference
pattern between different quantum pathways taken by the outgoing electron. We find that the
Coulomb-Volkov approximation, a standard expression used to describe laser-dressed photoioniza-
tion, cannot properly describe this interference pattern. We introduce a quasi-classical model, based
on electron trajectories, which quantitatively explains the laser-dressed photoelectron spectra, no-
tably the laser-induced changes in the spectral interference pattern.
When an electron scatters from an atom in the pres-
ence of a laser field, exotic effects can be observed which
are not accessible in ordinary electron-atom scattering
[1]. Laser-assisted electron-atom collisions were mostly
studied using monochromatic electron and laser beams
[2]. In such experiments, an atom and an electron take
part in a collision at some random time in a monochro-
matic laser field, which acts as a perturbation to the
scattering event. Recent progress in the generation of
few-cycle laser pulses [3] has enabled a new class of ex-
periments, where an electron wave packet is coherently
launched, e.g. by strong-field ionization or by an attosec-
ond light pulse, and steered in the field of an intense laser
pulse [4–6]. This remarkable degree of control over elec-
tron motion, together with the attosecond timing preci-
sion between the light field and the electron wave packet
have enabled fundamental experimental [7–10] and the-
oretical [11–14] developments in atomic, molecular, and
optical physics.
In this paper, we theoretically study how a laser field
affects the scattering of an attosecond electron wave
packet as it travels inside a spatially extended system.
Experimentally, this can be realized by ionizing a lo-
calized electronic state of a molecule with an attosec-
ond extreme-ultraviolet (XUV) pulse. As it exits the
molecule, the photoelectron will be scattered by other
atoms in the molecule before heading to the detector.
In particular, the scattering of a photoelectron within a
molecule has recently attracted a significant amount at-
tention on its own: in addition to the Cohen-Fano oscilla-
tions [15], ionization from a localized core orbital of CO
also produces a modulation in the momentum-resolved
cross sections [16] arising from the interference between
trajectories taken by the outgoing electron, referred to as
intra-molecular scattering. The interference pattern pro-
duced at the detector can be interpreted as a holographic
image [17], and can be used to retrieve the molecular
structure seen by the outgoing electron. In this paper,
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FIG. 1. The ionic potential (solid line) dips at q = 0 and
q = −24 a.u. The initial state (dotted line) is localized at
q = 0. The reflected and direct trajectories are labeled with
“R” and “D”.
we show that a near-infrared (NIR) laser wave form, tem-
porally synchronized to the collision event, can be used
to control the paths taken by the outgoing photoelectron,
which can be observed by measuring the interference in
the photoelectron spectrum.
Since we are interested in the most general features of
laser-dressed scattering, we consider a one-dimensional
model system, akin to a nanometer-scale Fabry-Pe´rot
etalon for the free electron wave packet. Our system
is composed of two potential wells chosen such that the
electron is initially localized in one of them (Fig. 1). The
initial (bound) state |ψ0〉 is the first excited state of the
double-well system (ionization potential W ≈ 12.17 eV).
The Hamiltonian of the electron interacting with the po-
tentials and the electromagnetic radiation, assuming the
dipole approximation, is
H =
p2
2
+ VN(q) +
(
FL(t) + FX(t)
)
q, (1)
VN(q) =
1
Z1 + Z2
(
−
Z1√
q2 + a2
−
Z2√
(q − qr)2 + a2
)
with a ≈ 0.2236 a.u., qr = −24 a.u., Z1 = 2 a.u. and
Z2 = 5 a.u. p is the electron’s momentum, VN(q) is
the potential due to the nuclei, with nuclear charges Z1
and Z2. FL(t) and FX(t) represent the electric fields of
the NIR laser and attosecond XUV pulses, respectively.
2They are given explicitly by
FX(t) = 10
−5
∫ ∞
−∞
Gκ,θ(ω −W ) cos (ωt) dω, (2)
FL(t) = −
d
dt
(
F0
ωL
cos4
(
pit
2τL
)
sin (ωLt)
)
, |t| ≤ τL,(3)
while FL = 0 for |t| > τL. The XUV spectrum is
Gκ,θ(ω − W ), the Gamma distribution with mean κθ
and variance κθ2. The Gamma distribution was chosen
to avoid populating Rydberg states. The parameters κ
and θ produce an XUV spectrum peaked at an energy
ωX = 80 eV +W = 92.2 eV, with a FWHM bandwidth
δωX ≈ 32.4 eV, yielding a 55.4 as pulse. The attosec-
ond XUV pulse temporally overlaps with the center of
the laser pulse, at the extremum of FL(t). τL and ωL
are chosen to produce a laser pulse with a full-width at
half-maximum (FWHM) duration of 3 fs and a central
wavelength of 800 nm; F0 is the laser field’s peak ampli-
tude. The laser electric field FL(t), which we refer as the
control field, is therefore a cosine pulse. The laser field
amplitude F0 is the variable parameter in our analysis.
It influences the trajectory taken by the electron inside
the system.
In the absence of a laser field, F0 = 0, the solution
of the time-dependent Schro¨dinger equation (TDSE) can
be formally written for positive energies, and up to a
constant phase, as
〈p|ψ(tf)〉 = e
− i2 p
2tf
∫ tf
−∞
FX(t)d(p)e
i
(
p2
2 +W
)
tdt, (4)
assuming FX(t)〈φp2 |q|φp1 〉 ≈ 0, (5)
and W is the ionization energy. The dipole matrix ele-
ments d(p) = 〈φp|q|ψ0〉 are evaluated between the initial
(bound) state |ψ0〉 and positive-energy eigenstates 〈φp|
of the Hamiltonian H0 = p
2/2 + VN(q), with asymptotic
momenta p. The eigenstates |φp〉 satisfy the Lippmann-
Schwinger equation with an advanced Green’s function,
〈q|φp〉 = e
ipq −
2i
|p|
∫ ∞
−∞
e−i|p(q−q
′)|VN(q
′)φp(q
′)dq′, (6)
which we solve by computing the Born series until con-
vergence.
Now, for the system under present scrutiny (Fig. 1),
laser-dressed scattering is clearly more pronounced on the
right-going wave packet. It manifests itself as a modula-
tion of the photoelectron spectrum for positive momenta,
corresponding to a characteristic length of ≈ 49.3 a.u.,
which is about twice the internuclear spacing. Quantum-
mechanically, this modulation is explained by the fact
that the matrix elements d(p) are spectrally modulated
for positive momenta. In the presence of a NIR laser field,
there is a standard amendment to (4), which can describe
laser-dressed single-photon ionization. It is the Coulomb-
Volkov approximation (CVA) [18, 19]. The CVA is used
to account for the action of the laser field on the ejected
FIG. 2. Laser-dressed photoelectron spectra numerically eval-
uated (a) from the temporal Schro¨dinger equation and (b)
from the Coulomb-Volkov approximation. The CVA does pre-
dict a fringe pattern, but fails to account for its change under
the laser field.
electron. We use the version of CVA that reads
〈p|ψCVA(tf)〉 = e
− i2p
2tf
∫ tf
−∞
FX(t)d(p+A(t))
× e
i
(
− 12
∫ tf
t (p+A(t
′))2dt′+Wt
)
dt, (7)
where A(t) is the vector potential of the NIR field. The
Coulomb-Volkov approximation relies on a couple of in-
tuitive arguments. First, an electron trajectory ending
with a momentum p, e.g. at the detector, must have been
launched with an energy (p+A(t))2 /2 at the moment of
ionization t. Therefore, 〈φp| should back-propagate to
〈φp+A(t′)| at the moment of ionization, which is why the
matrix element d(p + A(t)) is used in (7). Second, the
electron’s evolution under the laser field is accounted for
by the Volkov phase, which is the quantum phase ac-
quired by a free electron in an electromagnetic field.
The CVA approximation (7) is known to adequately
describe laser-dressed photoionization of atoms [18].
However, it cannot properly describe the laser-dressed
photoionization if the system is too large. In Figure 2,
a series of laser-dressed photoelectron spectra computed
by numerically solving the TDSE (panel a) are compared
to those obtained by evaluating the CVA expression (7),
for different values of the control field’s intensity (panel
b). Since the attosecond XUV pulse is centered at the
peak of the laser electric field, hardly any momentum
shift is expected for the outgoing electron. Nevertheless,
the TDSE predicts a noticeable shift of the interference
pattern to larger momenta as a function of the strength
F0 of the control field. This effect is not accounted for by
the CVA. Now, since the CVA is a semi-classical modi-
fication of the quasi-exact expression (4), this would ap-
pear to preclude an intuitive classical interpretation of
laser-dressed photoelectron scattering based on the sim-
ple trajectories shown in Figure 1.
To describe laser-dressed photoelectron scattering, we
present an intuitive theoretical model based on trajecto-
ries [20, 21]. As will be clear from the subsequent anal-
ysis, our model quantitatively accounts for the effects of
the laser field on the spectral interference. In order to
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FIG. 3. The amplitude (solid line) and phase (dashed line)
of the wave parcel shows two separate contributions |w
(0)
R (tf)〉
and |w
(0)
D (tf)〉. The wave parcel is evaluated in the absence of
the control field, as indicated by the superscript “(0)”. We re-
moved the central momentum from the wave parcel to better
visualize the phases of the direct and reflected components.
Once projected into real space, the wave parcels w
(0)
D (tf , q)
and w
(0)
R (tf , q) are located at the apparent starting points of
the electron trajectories.
gain a deeper understanding of the dynamics of the elec-
tron as it exits the system, we take a closer look at the
final positive-energy components of the electron’s wave
function. It is useful to think of the propagated state
|ψ(tf)〉 as being composed of a sum of two two parts cor-
responding to two sets of trajectories taken by the outgo-
ing electron: those for which the electron heads directly
to the detector, and those which make it re-scatter off
the adjacent nucleus before going to the detector. For
our subsequent analysis, we further simplify this picture
into a rather classical one by considering strictly two tra-
jectories: a direct trajectory and a reflected trajectory,
which will be described below.
We can separate these two trajectories from the total
positive-energy wave packet by applying a simple unitary
transformation corresponding to the back-propagation of
a free particle:
|w(tf )〉 = exp
(
i
2
p2tf
)
|ψ(tf)〉. (8)
The projection of |w(tf)〉 in configuration space allows
us to define a quantity which we call the wave parcel,
w(tf , q) =
∫ ∞
−∞
〈p|ψ(tf)〉e
i
2p
2tf eipqdp; (9)
the states 〈p| are just free-particle eigenstates. The field-
free wave parcel w(0)(tf , q) is plotted in Fig. 3. It has
been evaluated with the control field turned off (F0 = 0)
as indicated by the superscript “(0)”. The wave parcel
clearly consists of two parts. It has a large hump, denoted
by w
(0)
D (tf , q) in Fig. 3, centered about the origin, and
a smaller hump w
(0)
R (tf , q) centered at ∼ −45.6 a.u. As
will be clear from the subsequent analysis, the large and
small humps correspond, respectively, to the direct and
reflected trajectories taken by the outgoing electron.
FIG. 4. In panel a, the reflection probability is plotted against
the control field intensity, while panel b shows the momentum
spectra of the reflected wave parcel, along with the classically-
expected final momentum of the reflected trajectory (dashed
line).
Since the wave parcel is obtained by propagating the
final positive-energy wave function backward in time as
a free particle, the position of the wave parcel repre-
sents the apparent starting point of the electron from
the perspective of an observer measuring the electron
at the final time tf . This apparent starting position
is analogous to a delay of the wave parcel. Undoing
the unitary transformation to the individual wave par-
cel components thus gives the direct and reflected wave
packets at the end of the propagation, i.e. |ψR,D(tf)〉 =
exp
(
− i2p
2tf
)
|wR,D(tf)〉.
Here we also note an important property of the wave
parcel. For tf sufficiently large, the positive-energy
part of the wave function essentially propagates as a
free particle, rendering the associated wave parcel time-
independent,
lim
tf→∞
d
dt
|w(tf )〉 = 0. (10)
Thus, we henceforth drop the time argument of the wave
parcel because we assume the electron is measured long
after its interaction with the fields and the ionic potential,
so that its wave parcel |w〉 no longer depends on the time
of measurement.
For the system under consideration, the net momen-
tum shift of the direct trajectory is negligible since the
ionization takes place at a zero-crossing of the control
field’s vector potential. The interesting physics occurs
during the re-scattering event, experienced by the smaller
hump of the wave parcel (the reflected wave parcel). Fig-
ure 4 shows the parameters of the reflected wave parcel
as a function of the intensity of the control field. Since
photoionization takes place under a positive laser field
the rescattered electron is initially accelerated toward
the adjacent potential. Since the rescattering probabil-
ity decreases with larger incident momentum, the prob-
ability of reflection naturally decreases with the control
field strength, as displayed in Fig. 4-a. Furthermore, the
spectra of the reflected wave parcel, shown in Fig. 4-b,
are progressively shifted to larger momenta for increasing
strengths of the control field.
The dependence of the reflected momentum on the
4laser field is well explained by classical mechanics. The
dashed line plotted in Fig. 4-b represents final momenta
computed by classically propagating an electron along
the reflected trajectory. We conduct calculations of both
the reflected (R) and direct (D) trajectories by launch-
ing them at the center of the initial potential (Z1), at
xR,D(0) = 0, with initial velocities
vj(0) = ±
√(
v
(0)
j (tf)
)2
+ 2
(
VN
(
x
(0)
j (tf)
)
− VN(0)
)
,
(11)
where the subscript j stands for the direct (D)
or reflected (R) trajectory, and the final positions
x
(0)
j (tf) = 〈ψ
(0)
j (tf)|q|ψ
(0)
j (tf)〉 and velocities v
(0)
j (tf) =
〈ψ
(0)
j (tf)|p|ψ
(0)
j (tf)〉 are extracted from the field-free re-
flected wave packets |ψ
(0)
j (tf)〉. The ± sign in (11) in-
dicates that direct trajectories are launched to the right
(+) while reflected trajectories are launched to the left
(−). The re-scattered electron thus initially travels to
the left toward the adjacent potential (Z2). Once inside
the scattering potential, at xR = −24 a.u., the electron
abruptly reverses its direction as if it elastically bounces
off a wall, leading it back towards the detector. In the
absence of the control field, the reflected electron crosses
the initial potential Z1 ∼ 480 as later. When the control
field is turned on, this delay changes by ±20 as for the
field intensities considered herein.
We can also explain the change in the fringe pattern as
a function of the control field strength. Just as the CVA
explains laser-dressed spectra by amending the field-free
expression (4) to account for the action of the laser field,
we explain the laser-dressed spectra by adjusting the
field-free wave parcel using our classically evaluated tra-
jectories.
To explain the laser-dressed interference pattern, we
need to consider both the direct and reflected trajecto-
ries. We launch the direct trajectories of the classical par-
ticle at the center of the initial potential (Z1), at position
x = 0 with initial velocity given by (11). The classical
simulations produce the analogues of the phases ∆S
(L)
R,D,
momenta p
(L)
R,D and positions q
(L)
R,D of the direct (D) and
reflected (R) wave parcels. These three quantities set,
respectively, the position, the bias and the spacing of the
interference pattern in the photoelectron spectrum, and
are deduced from the classical trajectories according to
the following relations:
q
(L)
j = xj(tf)− vj(tf)tf , p
(L)
j = vj(tf), (12)
∆S
(L)
j =
∫ tf
0
L
(
xj(t), vj(t), t
)
dt−
1
2
v2j (tf)tf , (13)
and L(xj(t), vj(t), t) denotes the Lagrangian evaluated
along the reflected or direct trajectory, parameterized by
xj(t) and vj(t). Again, the index j ∈ {R,D} refers to
the direct (D) or reflected (R) trajectory. Since the wave
parcel is obtained by back-propagating the wave packet
as a free particle, the classical parameters ∆S
(L)
j , p
(L)
j ,
FIG. 5. The classically-adjusted laser-dressed photoelectron
spectra (b), based on the transformation (14) reproduce the
correct fringe patterns predicted by the TDSE (a). It is the
difference in the back-propagated action ∆S, between the re-
flected and direct trajectories, that sets the position of the
fringes. The classically-adjusted spectra shown in panel b
above are to be compared to those evaluated from the CVA
(Fig. 2-b).
and q
(L)
j also include the effects of free-particle back-
propagation.
Using the classical quantities, we explain the laser-
dressed photoelectron spectrum by modifying the field-
free direct and reflected wave parcels, w
(0)
D (q) and w
(0)
R (q)
respectively. We obtain the laser dressed wave parcels
w
(L)
R,D(q) according to the prescription
w
(L)
j (q) = w
(0)
j
(
q − q
(L)
j + q
(0)
j
)
(14)
× e
i
((
p
(L)
j
−p
(0)
j
)(
q−q
(L)
j
)
+∆S
(L)
j
−∆S
(0)
j
)
,
where q
(0)
j and p
(0)
j are respectively the positions and
momenta of the field-free wave parcels, given by (12).
As indicated by this transformation, the field-free wave
parcel is first centered at position q
(L)
j , evaluated from
the classical trajectory. Its momentum and phase offset
are then set in position space with the classically evalu-
ated parameters p
(L)
j and ∆S
(L)
j , respectively. Thus, the
transformation (14) makes use of purely classical infor-
mation to account for the control field. This classical
information is sufficient to explain the effect of the con-
trol field on the fringes in the photoelectron spectra, as
shown in Fig. 5. Indeed, the spectra evaluated using our
classical model represent a marked improvement to those
erroneously predicted by the CVA (cf. Fig. 2).
For a given laser field strength, the fringe patterns
are reproduced over a wide range of momenta, despite
the fact that only a single initial momentum was used
for each classical trajectory. The classical simulations
neglect two purely quantum-mechanical effects: the in-
fluence of the control field on the reflection probability
and the phase acquired upon reflection (i.e. the scat-
tering phase shift for the backward direction). Conse-
quently, the position and contrast of the spectral fringes
predicted from our model is slightly off at larger control
field strengths. These purely quantum mechanical effects
5cannot be explained by the classical model.
In order to clearly illustrate the key physics and to
make the relevant effects more discernible, we considered
a rather large system. Such a system might be a dis-
sociating diatomic molecule, a dimer, an excimer, or a
nano-structure composed of two spatially separated en-
tities. Our analysis also applies to smaller systems. A
smaller system would result in a broader spectral mod-
ulation, requiring a larger XUV bandwidth to capture
enough fringes; or equivalently stated, it would require a
shorter attosecond pulse so that the wave parcel is made
up of two spatially distinct portions wD(q) and wR(q).
Our approach applies more generally. For instance, in
the case of a delocalized initial state, the starting points
of the classical trajectories should be located near the
peaks of the initial state, with all first-order re-scattering
events considered for each trajectory.
In conclusion, we have shown that an external NIR
laser field controls the re-scattering of an electron, which
can be observed by measuring the photoelectron spec-
trum for different NIR field intensities. The NIR field
mainly affects three parameters of the re-scattered wave
packet: it changes its momentum, its action and its
apparent starting position, the latter of which corre-
sponds to a delay when considered in the time domain.
On the other hand, for moderate intensities the control
field hardly affects the scattering phase shift of the re-
scattered electron. Moreover, we found that the proba-
bility of re-scattering is affected by the strength of the
control field. This might provide a means to generate
and control a spatially and temporally confined electric
current on a single atom by launching a free electron
wave packet with an attosecond pulse in the presence of
a controlled NIR wave form.
As evidenced in our study, the semi-classical Coulomb-
Volkov approximation cannot describe these effects, and
indeed breaks down for such a spatially extended sys-
tem. In order to uphold a physically intuitive picture of
laser-dressed scattering, we presented a new model based
on two classical trajectories that quantitatively explains
the influence of the NIR control field on the photoelec-
tron interference pattern. Our model is generalizable to
larger systems, and thus constitutes a powerful tool for
interpreting this new kind of spectroscopic measurement,
where a spatially extended system is monitored or char-
acterized using its own outgoing electron.
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