Abstract. We provide explicit bounds on the difference of heights of the j-invariants of isogenous elliptic curves defined over Q. The first one is reminiscent of a classical estimate for the Faltings height of isogenous abelian varieties, which is indeed used in the proof. We also use an explicit version of Silverman's inequality and isogeny estimates by Gaudron and Rémond. We give applications in the study of Vélu's formulas and of modular polynomials.
Introduction
Two elliptic curves defined over a number field K are isomorphic over Q if and only if they have the same j-invariant. A natural question is: what happens to the j-invariant within an isogeny class? We obtain the following result in this direction. Theorem 1.1. Let ϕ : E 1 → E 2 be a Q-isogeny between two elliptic curves defined over Q. Let j 1 and j 2 be the respective j-invariants. Then one has (1) |h(j 1 ) − h(j 2 )| ≤ 9.204 + 12 log deg ϕ,
and
(2) h(j 1 ) − h(j 2 ) ≤ 10.68 + 6 log deg ϕ + 6 log(1 + h(j 1 )), where h(.) denotes the absolute logarithmic Weil height.
Inequality (1) is more uniform, but inequality (2) is better in several cases. For instance, to optimize inequalities (1) and (2) , it is natural to consider an isogeny with minimal degree. In view of Théorème 1.4 of [14] , recalled below in Theorem 3.3, one obtains the following corollary. Corollary 1.2. Let E 1 and E 2 be semi-stable elliptic curves defined over a number field K of degree d and isogenous over Q, with respective j-invariants j 1 and j 2 . Let M = max{h(j 1 ), h(j 2 )} and m = min{h(j 1 ), h(j 2 )}. Then (3) |h(j 1 ) − h(j 2 )| ≤ 77.6 + 6 log(1 + M ) + 12 log d max{m − 14.16 , 11820} + 48d log d .
Moreover, if E 1 (and hence E 2 ) has complex multiplications, then one has (4) |h(j 1 ) − h(j 2 )| ≤ 43.5 + 6 log(1 + M ) + 12 log d max{m − 14.16 + 6 log d, 12} .
Finally, if E 1 and E 2 don't have complex multiplications and if K has a real embedding, one has Given two elliptic curves, it enables us to build a quick test to rule out the existence of a Q-isogeny between them. For instance let's take j 1 = 2 and j 2 = 2 474 . These j-invariants are both integral, so the associated elliptic curves E 1 and E 2 have potentially good reduction everywhere, hence regarding basic reduction properties, nothing prevents these curves from being isogenous. Over the field K = Q(E 1 [12] ), the curve E 1 is semi-stable (hence E 2 as well if the curves are isogenous), and [K : Q] ≤ #GL 2 (Z/12Z) = 4608. Now |h(j 1 ) − h(j 2 )| = log(2 473 ) > 77.6 + 6 log(1 + log 2 474 ) + 12 log(4608 · 11820 + 48 · 4608 log 4608), hence the curves are not isogenous over Q by virtue of Corollary 1.2.
Remark 1.4.
Quantitative results on isogenous elliptic curves are first given in [15, 16] , later improved in [14] .
Remark 1.5. Corollary 1.2 implies finiteness of the set of Q-isomorphism classes of elliptic curves within an isogeny class. Indeed if j 1 is fixed and K is fixed, then j 2 has bounded height, and the Northcott property of the Weil height concludes the argument.
We also obtain an explicit upper bound on the coefficients of modular polynomials. For any positive integer m, we denote by Φ m the modular polynomial associated to cyclic isogenies of degree m. Let ψ(m) = m p|m (1 + p −1 ). We denote by h ∞ (P ) the logarithm of the maximum of the complex absolute values of the coefficients of a polynomial P . In Corollary 4.3, we prove that for all m ≥ 1 (6) h ∞ (Φ m ) ≤ ψ(m) 6 log m + log ψ(m) + 6 log(12 log m + 2 log ψ(m) + 25.2) + 15.7 , so the main term in the upper bound is slightly worse 1 than the known asymptotic, recalled in (55), when m grows to infinity. Estimates on modular polynomials are used for instance when computing explicitly Hilbert class polynomials, see for instance [9, 5] .
In order to prove Theorem 1.1, we compare the absolute logarithmic Weil height of the j-invariant with the Faltings height, then apply a classical estimate (Faltings [12] , Raynaud [17] ) on the Faltings height in an isogeny class, in the particular case of elliptic curves here. Inequality (2) comes from Silverman's work [7] pages 254-258 (see (50) below for explicit constants) and the isogeny estimate on the Faltings height. Previous comparisons between the j-invariant and the Faltings height were not sufficient, though, to get inequality (1). In particular, estimates of the form |h(j) − 12h F (E)| ≤ c 1 + c 2 log max{1, h}, with c 1 and c 2 positive constants and h = h F (E) or h = h(j) are too weak. So the new input here is a modification of the Faltings height given in Notation 3.1 that encapsulates just enough of the complex elliptic curve data to make Lemma 3.2 work. Once this lemma is established, a combination of the Faltings height estimate in an isogeny class and of Proposition 2.7 leads to Theorem 1.1. The work of Gaudron and Rémond [14] is used multiple times. After introducing the material and proving Proposition 2.7 in Section 2, we prove Theorem 1.1 and Corollary 1.2 in Section 3. We apply Theorem 1.1 to study the height of modular polynomials in Section 4, and we add a remark on Vélu's formulas in Section 5.
Definitions and preliminaries
2.1. Basic notation. If K is a number field, we denote by d its degree over Q and by M K the set of all places of K. For any natural prime number p, we normalize the archimedean absolute values by |p| v = p and the non-archimedean by |p|
The symbol N K/Q denotes the norm on K down to Q. The notation log stands for the logarithm satisfying log(e) = 1. If G is a finite set, the symbol #G stands for the number of elements in G.
If α is an algebraic number, element of a number field K, we will use the absolute logarithmic Weil height
2.2. Discriminant and j-invariant. Let E be an elliptic curve defined over a number field K. Choose a Weierstrass equation y 2 = x 3 + Ax + B where A, B ∈ K. Define D = −16(4A 3 + 27B 2 ), which is non-zero because E is a smooth curve. Define j = −1728
D . This element of K is called the j-invariant of E. Two elliptic curves defined over K are isomorphic over Q if and only if they have the same j-invariant.
Choose an embedding of K in C. Let H be the complex upper half plane. We associate to E a complex number in the fundamental domain F = {τ ∈ H | |τ | ≥ 1 and |Re(τ )| ≤ 1 2 }. It satisfies in particular Imτ ≥ √ 3/2. As explained in Proposition 1.5 page 10 of [18] , the choice is not unique. Among the choices we have we agree on taking, for instance, the τ with smallest real part. We will call this unique τ the reduced τ .
The j-invariant of E then becomes a modular function H → C. We will also use the modular discriminant ∆. Let us introduce the notation q = e 2πiτ , then j and ∆ become naturally functions of q by looking at their Fourier expansion at infinity. Several choices of normalization appear in the literature. We favor ∆(q) = q +∞ n=1 (1 − q n ) 24 , without the multiplicative factor (2π) 12 , and we took care of keeping all constants coherent with this choice. The beginning of the q-expansion of the j-invariant is 
The Faltings height.
Let E be a semi-stable elliptic curve defined over a number field K. Let S = Spec(O K ), where O K is the ring of integers of K and let π : E −→ S be the Néron model of E over S. Denote by ε : S −→ E the zero section of π and by ω E/S the sheaf of relative differentials
For any archimedean place v of K, denote by σ an embedding of K in C associated to v, then the corresponding line bundle
can be equipped with a natural L 2 -metric . σ defined by
The O K -module of rank one ω E/S , together with the hermitian norms . σ at infinity defines an hermitian line bundle ω E/S = (ω E/S , ( . σ ) σ:K֒→C ) over S, which has a well defined Arakelov degree deg(ω E/S ). Recall that for any hermitian line bundle L over S, the Arakelov degree of L is defined as
where s is any non zero section of L, and the result does not depend on the choice of s in view of the product formula in K.
We now give the definition of the classical Faltings height of [12] .
Definition 2.1. The Faltings height of E is defined as
A key property is given by Raynaud in Corollaire 2.1.4 point (1) page 207 of [17] (it can also be deduced from Lemma 5 page 358 of [12] ), any two elliptic curves E 1 and E 2 with an isogeny ϕ :
Injectivity diameter.
We recall the definition of the injectivity diameter as it will be useful in Lemma 2.3. Let A be a complex abelian variety and L be a polarization on A. It induces a hermitian norm . L on the tangent space t A by setting z L = H(z, z) for z ∈ t A , where H(., .) is the Riemann form associated to L. Let Ω A be the period lattice of A. Then we define
The number ρ(A, L) acquires the name injectivity diameter as it is the diameter of the largest ball on which the exponential exp :
Imτ , see Example 4.1.3 page 71 of [3] .
2.5.
Upper half plane and isogenies. Let E be an elliptic curve over C. In the sequel, we always use the reduced τ introduced earlier and such that E(C) ≃ C/(Z + τ Z).
Notation 2.2. Let E 1 and E 2 be elliptic curves defined over a number field K. Let σ : K ֒→ C be a complex embedding and
where we ask that τ 1,σ and τ 2,σ are reduced. We will use (15) α
Our goal in this paragraph is to bound from above α(E 1 , E 2 ) in the case where E 1 and E 2 are isogenous elliptic curves. We will use the following general lemma. Lemma 2.3. Let ϕ : A 1 → A 2 be an isogeny and L a polarization on A 2 . Then
where ρ(A, M ) denotes the injectivity diameter of the polarized abelian variety (A, M ).
Proof. This is Lemma 3.4 page 356 of [14] .
Lemma 2.4. Let E 1 and E 2 be two elliptic curves over C. Let us denote
, where we ask that τ 1 and τ 2 are reduced. Suppose there is an isogeny ϕ :
Proof. Any polarization on E 1 is a power of the principal polarization 
which gives
this concludes the proof.
We give now an analytic lemma about the j-invariant, which improves on Lemme 1 page 187 of [11] and on (3) page 2.6 of [10] . 
, and each factor
24 has positive integral coefficients, hence j as well.
Let us now write τ = x + iy with x, y ∈ R and y > 0. Then j(τ ) = e −2πix e 2πy + f (x, y)
where f (x, y) = 
We will use an inversion process à la Ramanujan. By (2.
, and it must satisfy, by definition of y 0 ,
A quick numerical interval search provides us with α 0 being close to α 1 = 0.02739, and as
we obtain e 2πy 0 ≤ exp 2π
≤ 970.8.
We are now ready to prove the following lemma, which will be useful in the proof of inequality (2). Lemma 2.6. Let E be an elliptic curve defined over a number field K. Let σ : K ֒→ C be a complex embedding and let τ σ be the reduced element of the upper half plane corresponding to E. Then
Proof. For any complex embedding σ, as τ σ is reduced one has Imτ σ ≥ √ 3/2. Together with Lemma 2.5, we have
and a direct estimate gives log 1 2π log(|j| σ + 970.8) ≤ log log max{|j| σ , e} + 1.94 − log 2π, one concludes by arithmetico-geometric mean on the sum over all embeddings, as in (11) page 258 of [7] . Proposition 2.7. Let E 1 and E 2 be two elliptic curves over a number field K, isogenous over Q. Then
Moreover, one also has
Proof. Straightforward from Lemma 2.4 and Lemma 2.6.
Proof of Theorem 1.1
Let us introduce the following quantity.
Notation 3.1. Let E be an elliptic curve over a number field K. For each complex embedding σ : K ֒→ C, choose the reduced τ σ such that E σ (C) ≃ C/(Z + τ σ Z). We will use the following number,
log Imτ σ + log 2π.
We will prove Theorem 1.1 by using a comparison between the j-invariant and h ν (E). Here is the key lemma. The first inequality is a modified version of Lemma 7.9 page 393 of [14] . Lemma 3.2. For any elliptic curve E over Q with j-invariant j one has
Proof. Throughout the proof, we will always consider reduced elements τ σ . We start by applying formula (10) of Silverman [7] page 257, if E is defined and semi-stable over a number field K, denote the minimal discriminant of E by D E/K and the degree of
We will use Proposition 1.1 of [7] page 254, where one has to correct a power of 2π in the definition of ∆ (see paragraph 2.2) for the formula to hold, as already done in paragraph 3 page 426 of [1] or in Proposition 8.2 page 195 of [8] (his ∆ is given in Definition 4.4 page 185). See also Theorem 7 page 419 of [13] (his ∆ is defined page 416). We obtain the following.
Thus by substracting (34) to (36) we get the key equality
We now prove the first inequality of the lemma. We have
where we used the inequality Imτ σ ≥ √ 3/2. A direct estimate then gives 24C τσ ≤ 1/9. That provides us with
One has |j(τ σ )| ≥ e 2πImτσ − 970.8 by Lemma 2.5. Hence we get
which can be written
where F is the function given by Let us prove the second inequality. We have (see for instance [11] page 184) the following classical equality equivalent to (22), for any τ σ in the upper half plane,
Using Imτ σ ≥ √ 3/2 for the reduced τ σ and |1 − q n | ≥ 1 − |q| n one has by direct estimate
We also have (47) log |∆(τ σ )| = log |q| + 24
so we can bound from above the maximum (49) log max{|∆(τ σ )|, |j(τ σ )∆(τ σ )|} ≤ log(9.02),
by comparing (46) and (48). Inject in (37) to get the second inequality of the lemma, which together with (44) concludes the whole proof.
Final step in the proof of Theorem 1.1. Let E 1 and E 2 be two elliptic curves over Q. Suppose ϕ : E 1 → E 2 is an isogeny. Let j 1 and j 2 be the corresponding j-invariants. We start by inequality (1). One writes:
using the two inequalities of Lemma 3.2, then the isogeny estimate (13) and the first inequality of Proposition 2.7. Finally, use the dual isogeny to obtain the same upper bound for the opposite difference and conclude.
For inequality (2), the calculation starts in the same way but the estimate on α(E 1 , E 2 ) is given using the second inequality of Proposition 2.7.
This concludes the proof of Theorem 1.1. Note that Lemma 3.2 and Lemma 2.6 give the following explicit version of Silverman's comparison:
To get Corollary 1.2, let us now recall Théorème 1.4 page 347 of [14] .
Theorem 3.3. (Gaudron-Rémond) Let E and E ′ be elliptic curves defined over a number field K of degree d, isogenous over K. Then there exists a K-isogeny ϕ : E → E ′ such that
Moreover, if E (and hence E ′ ) has complex multiplications, one has the better upper bound
Finally, if E and E ′ don't have complex multiplications and if K has a real embedding, then one has the better upper bound
One may well replace h F (E) by min{h F (E), h F (E ′ )} in the three inequalities of Theorem 3.3, by considering the dual isogeny. Apply successively Theorem 1.1, Theorem 3.3 and (50) to deduce Corollary 1.2 with 10.68 + 6 log(10 7 /144) ≤ 77.6 for the first case, 10.68 + 6 log(34000/144) ≤ 43.5 for the second case and 10.68 + 6 log(3583/144) ≤ 30 for the last case.
Modular polynomials
For a positive integer m, the modular polynomial Φ m is the minimal polynomial of j(mz) over the field C(j(z)). It is a polynomial in two variables
. Let j 0 ∈ Q be fixed, corresponding to the elliptic curve E 0 . Then the roots of Φ m (X, j 0 ) are exactly the j-invariants of elliptic curves with a cyclic isogeny of degree m to E 0 .
The coefficients of Φ m grow rather rapidly with m. We recall the asymptotic result given in [6] . Denote the height of a polynomial in
When m goes to infinity [6] provides us with
In the case where m = ℓ is a prime number, one finds in [4] the explicit inequality
We will give an explicit upper bound valid for general m, but slightly worse than the previous bound for the prime case. We start by a lemma, essentially Lemma 20 page 312 of [4] , with a statement that will better work for us.
Lemma 4.1. Let P ∈ C[X, Y ] be a nonzero polynomial of degree at most n ≥ 1 in each variable. Suppose h ∞ (P (X, y k )) ≤ B for each y k = L(1 + k n ), with 0 ≤ k ≤ n, for some real numbers B > 0 and L > 1. Then we have
Proof. We may write P (X, Y ) = 0≤r≤n Q r (Y )X r for some polynomials Q r . For any degree 0 ≤ r ≤ n and any of the above points y k , let c k,r be the coefficient of X r of the polynomial P (X, y k ). By Lagrange interpolation, one has
a t Y t , and the relation between roots and coefficients (apply Lemma 19 page 310 of [4] to the polynomial T ) imply for all 0 ≤ t ≤ n with nonzero a t (59)
We get that the absolute value of the nonzero coefficients of Q r (Y ) is bounded from above by
As h ∞ (P (X, y k )) ≤ B by hypothesis, and 2n n ≤ 2 2n , we are done. We add a small technical lemma. Proof. For any a ≥ 47, one has log(1 + a) ≤ a 12 , hence if a ≤ b + 6 log(1 + a) we obtain a ≤ b + 6 a 12 , hence a ≤ 2b. Inject in the initial inequality to obtain a ≤ b + 6 log(1 + 2b). 3 We are now ready to give the following general upper bound. Proof. Let j 0 > 1 be a rational number. As Φ m (X, j 0 ) is monic of degree ψ(m) and with rational coefficients, the relation between roots and coefficients imply 3 Remark that depending on the value of b, one may want to bootstrap the initial inequality to a ≤ b + 6 log(1 + b + 6 log(1 + 2b)), but the gain is small here.
where j ranges over all roots of Φ m (X, j 0 ). Let j 1 be a root of Φ m (X, j 0 ) of maximal height. Then Theorem 1.1 implies (64) h(j 1 ) − h(j 0 ) ≤ 10.68 + 6 log m + 6 log(1 + h(j 1 )).
If h(j 1 ) ≤ 47, we get directly from (63)
If h(j 1 ) ≥ 47, we use Lemma 4.2 with a = h(j 1 ) and b = h(j 0 ) + 10.68 + 6 log m to write (66) h(j 1 ) ≤ h(j 0 ) + 10.68 + 6 log m + 6 log(12 log m + 2h(j 0 ) + 22.36).
Combine (63) and (66) to obtain, using
≤ 6 log m + 6 log(12 log m + 2h(j 0 ) + 22.36) + h(j 0 ) + 10.68 + log 2.
Let us denote (68) B(m, j 0 ) = ψ(m) 6 log m + 6 log(12 log m + 2h(j 0 ) + 22.36) + h(j 0 ) + 11.38 . 
Vélu's formulas
Let E be an elliptic curve over Q and let G be a finite subgroup of E(Q). There exists an isogeny φ between E and E/G, and an explicit equation for E/G is given by Vélu's work [19] in the following way.
Choose a Weierstrass model of E:
(70) y 2 + a 1 xy + a 3 y = x 3 + a 2 x 2 + a 4 x + a 6 , and let b 2 = a 2 1 + 4a 2 , b 4 = a 1 a 3 + 2a 4 , b 6 = a 2 3 + 4a 6 . Let F 2 denote the set of points of order 2 in G. One can find a subset R in G such that G = F 2 ∪ R ∪ (−R) ∪ {0} as a disjoint union. Denote S = R ∪ F 2 . For Q = (x Q , y Q ) ∈ S, we denote
The map Φ : E → E/G given by (x, y) → (X, Y ) = (x + Q∈S U Q , y − Q∈S V Q ) is an isogeny of degree #G and one equation of E/G is given by (71) Y 2 + a 1 XY + a 3 Y = X 3 + a 2 X 2 + (a 4 − 5t)X + a 6 − b 2 t − 7w.
In this situation, inequality (1) of Theorem 1.1 says the following.
Corollary 5.1. Let E be an elliptic curve over Q and let G be a finite subgroup of E(Q). Let j E and j E/G denote their respective j-invariants, then (72) |h(j E ) − h(j E/G )| ≤ 9.204 + 12 log #G,
In other words, when measuring the difference in size between equations for E and for E/G, the number of elements of G matters more than the size of the coordinates of the points of G. This is not obvious from Vélu's construction.
