We investigate the limitations that emerge in thermodynamic tasks as a result of having local control only over the components of a thermal machine. These limitations are particularly relevant for devices composed of interacting many-body systems. Specifically, we study protocols of work extraction that employ a manybody system as a working medium whose evolution can be driven by tuning the on-site Hamiltonian terms. This provides a restricted set of thermodynamic operations, giving rise to novel bounds for the performance of engines. Our findings show that those limitations in control render it in general impossible to reach Carnot efficiency; in its extreme ramification it can even forbid to reach a finite efficiency or finite work per particle. We focus on the 1D Ising model in the thermodynamic limit as a case study. We show that in the limit of strong interactions the ferromagnetic case becomes useless for work extraction, while the anti-ferromagnetic improves its performance with the strength of the couplings, reaching Carnot in the limit of arbitrary strong interactions. Our results provide a promising connection between the study of quantum control and thermodynamics and introduce a more realistic set of physical operations well suited to capture current experimental scenarios.
Recently, notions of quantum thermodynamics, and in particular questions on how much work can be extracted in systems in which quantum effects are expected to be relevant, has received a lot of attention. Much focus has been put on understanding fundamental limits on the amount of work that can be extracted from a single quantum system prepared in a state out of thermal equilibrium. This research programme is twopronged: On the one hand, there is an emphasis on identifying the laws of quantum thermodynamics [1] [2] [3] [4] [5] [6] , as primitives from which macroscopic thermodynamics can be derived. On the other hand, a significant body of literature is concerned with characterising the behaviour of realistic physical devices operating at a scale where quantum effects become relevant [4, [7] [8] [9] [10] .
One of the key aspects in these efforts is to understand how quantum thermodynamic notions precisely behave under composition of subsystems. This comprises the study of the role of correlations between subsystems [11] [12] [13] [14] , of the scalability of quantum engines [15] [16] [17] , and of the emergence of thermodynamics from a more fundamental quantum description of its constituents [9, 18] . This body of literature focuses on composite systems that, although often displaying classical or even quantum correlations between its subsystems reflecting a past interaction, do not interact, or at least not beyond the weak-coupling regime.
In this work, we contribute to filling this gap by focusing on the study of work extraction with many-body systems with possibly strong couplings between subsystems. An important question that emerges when dealing with such strongly interacting systems is that of determining the possible transformations that one can induce in the state of the compound by having local control only [19] . A reasonable setting for a many-body system is one where the experimenter will be able to apply and vary external fields that will control the onsite Hamiltonian terms; at the same time, the interaction terms between the subsystems cannot be modified at will. This constitutes a limitation on the set of reachable Hamiltonians and consequently on the possible dynamics that the system may undergo. This is a most natural setting: The field of quantum control (QC) can be seen as largely studying the type of dynamics precisely in such a setting [20] [21] [22] [23] [24] [25] . Here, we explore the surprising ramifications of local control for the performance of thermodynamic tasks. We believe that the identification of this physically reasonable class of thermodynamic state transformations constitutes an important aspect of this work in its own right.
We introduce interactions and limitations on control into the problem of work extraction by considering the situation of an engine operating with a many-body system as a working medium and two thermal baths at different temperatures. The working medium has some fixed interactions of arbitrary strength among its constituents. The engine is operated by applying some time-dependent external fields and putting the working medium in contact with either of the baths. For this general scenario, we investigate the limitations emerging due to the lack of global control, simply by comparing with the usual bounds provided by the second law. Those limitations will affect the efficiency of the engine as a function of the interactions and the size of the many-body system.
As a first result, we find a fully general expression describing the corrections to the Carnot efficiency as a function of the interactions, showing that it is impossible in general to achieve Carnot efficiency exactly and interactions lead to irreversibility in the thermodynamic sense. Also, by employing results from the theory of QC, we show that our bounds are saturated for generic interactions. We then elaborate on bounds for the 1D Ising model as a case study. Surprisingly, this model displays a strikingly different behaviour for the anti-ferromagnetic and the ferromagnetic regimes. The former case allows for a finite work output per particle, as well as reaching Carnot efficiency in the limit of very strong couplings. The latter displays an opposite behaviour, where very strong couplings imply vanishing work per particle and efficiency. This shows that limitations due to local control crucially affect the scalability or performance in the macroscopic limit. Indeed, ranging from the two extreme behaviours of al-lowing for Carnot efficiency or preventing one to extract any work whatsoever.
Set-up and operations considered. We consider a thermal machine composed by a working medium and two baths at different temperatures. The working medium is taken to be a many body system composed of N subsystems. The machine is operated by performing two kinds of operations.
Firstly, one can change the Hamiltonian of the working medium over time. The working medium is hence described at time t by the pair (ρ(t), H(t)) of a quantum state and a time-dependent Hamiltonian
The term H ext (t) represents the external fields
that can be varied with time, where H
Hamiltonian acting on the j-th subsystem only.
Clearly, it is of physical relevance to consider the special case in which h (j) (t) = h(t) ∀j, that is, where the external fields act equally in all subsystems. This will be indeed the case considered in our case studies, but we keep here the discussion as general as possible. H int , in contrast, is an arbitrary time-independent interaction between the subsystems. The form of the interactions between the constituents of the working medium will be crucial in this step, because they shape the limitations on the set of Hamiltonians that can be chosen. This limitation is the most natural when dealing with many-body systems that can be affected by controlled external fields, although their interactions are not accessible to the experimenter. The time evolution between times t 1 and t 2 of the working medium under Hamiltonian (1) results in a transition
where U (t 1 , t 2 ) is the unitary evolution induced by the timedependent Hamiltonian (1). This transition results in a change of the total mean energy of the working medium, which is the expected work W extracted in the process, so that
where
Given that the current value of the time employed will not be relevant for work and efficiency considerations, we can just describe the processes by
Secondly, we will consider another kind of operations that represent the thermal contact between the working system and a thermal bath at inverse temperature β. We will assume that throughout the protocol there are two different baths available, one hot bath and one cold bath with inverse temperatures given by β h and β c respectively. These operations have the effect of bringing the working medium to the Gibbs state of the corresponding Hamiltonian. That is,
where ω(H i , β) = exp(−βH i )/Z β (H i ) and the partition function is given by Z β (H i ) = tr(exp(−βH i )). To simplify the notation we will simply denote Gibbs states by ω i h := ω(H i , β h ) and equivalently for the cold bath. The transformation given by (6) occurs when placing a sufficiently weak interaction between the working medium and the thermal bath and does not require any work investment. These two kinds of steps are repeated at will to perform a protocol.
Engine cycles. The two kinds of operations described above -time evolution under the time-dependent Hamiltonian (1) and thermal contacts with the two baths resulting in (6) -are combined arbitrarily in a protocol yielding a total expected work given by
where i sums over all the steps in which a time evolution under the time-dependent Hamiltonian has occurred. The protocol is applied cyclicly so that after the n steps that change the Hamiltonian we return to the initial Hamiltonian, that is,
During the contacts with the thermal baths resulting in (6) the bath and working medium exchange heat. The heat provided by the hot thermal bath is given by
where i sums over the steps of the protocol where a thermal contact with the hot thermal bath is implemented. Finally, the efficiency of the engine performing a given cycle is defined as
We will now study limitations on the maximal efficiency achievable given as a function of the interaction term H int . Limitations to Carnot efficiency. As it is clear from basic considerations in (quantum) thermodynamics, the optimal efficiency is reached by reversible protocols. This can be easily appreciated in the Carnot cycle as depicted in Fig 1. Within the framework of phenomenological thermodynamics the working medium (say, a gas in a piston) is described by its entropy and temperature. It is necessary, in order to perform a Carnot cycle, that an adiabatic compression/expansion of the gas in the piston can alter its temperature at will within the range given by the two baths. That is, if one has a gas at temperature T c (after contact with the cold bath) one can compress rapidly the piston to increase its temperature to T h , the latter being the temperature of the hot bath. The temperature will increase monotonically with the strength of the compression. Hence, in order to reach T h one only needs to compress the gas sufficiently. FIG. 1. a) A Carnot cycle as formulated within the framework of phenomenological thermodynamics in an entropy-temperature diagram. During the adiabatic compression/expansion (horizontal) the temperature of the working medium changes in such a way that when it is put in contact with the heat bath it is already at the same temperature as the bath. Hence, the thermal contact that initiates the isothermal has no effect on the working medium. No heat flows from the heat bath until one starts the isothermal expansion. b) Suppose that by some technical limitation the temperature of the bath cannot be reached by an adiabatic expansion/compression. Then when the working medium and the baths are put in contact, there is an unavoidable dissipation reducing the efficiency, illustrated by the red arrows.
FIG. 2. a)
A Carnot-like protocol for a quantum system. b) A protocol that we do not call a Carnot-like protocol. The red (blue) dashed lines depict the thermal states at the hot (cold) bath temperature.
The idealisation of a Carnot engine is similar when we deal with a microscopic working medium. In this case, it will not be described by the coarse-grained variables entropy and temperature, but with the pair (ρ i , H i ) of the quantum state ρ i and the Hamiltonian H i , taking different configurations over the protocol. The diagram of this state space is depicted in Fig. 2 .
Similarly to the usual Carnot cycle of Fig. 1 , maximal efficiency is achieved when the protocol is reversible. This requires that the working medium, after contact with the cold heat bath in state ω i c (H) can be transformed by an adiabatic process -in this case one of the form Eq. (3) -into a state ω i h (H ). In other words, one must be able to "compress" the cold working medium until it reaches the temperature of the hot bath. This is always possible for a gas in a piston, but as we will show it is not possible for many-body systems evolving under Hamiltonians of the form (1). This insight constitutes the main result of this manuscript and it is responsible for the impossibility of reaching Carnot efficiency, which is captured precisely in the following set of results.
General bound. We will first consider the problem in its full generality and give an upper bound to the efficiency that can be obtained by a protocol that combines operations (3) and (6) .
Theorem 1 (General bound). All protocols that combine operations (3) and (6) have an efficiency bounded as
where ω The proof is presented in detail in Appendix A 1. It also shows how to construct for any U, V and Hamiltonians H A,B,C,D a protocol that actually saturates the bound. This protocol is what we call a Carnot-like protocol, which contains one isothermal path with each of the baths and two adiabatic operations of the form (3), but differs from a conventional Carnot protocol in the fact that there is an unavoidable dissipation when initiating the isothermals (see Fig. 2 )
It is also worth discussing simplified bounds on the efficiency that can be also saturated in two relevant regimes. First, note that if [H ext (t), H int ] = 0 ∀t, then any unitary U generated by a trajectory of H(t) will be such [U, ω (10) is replaced by
This latter bound applies also if one considers arbitrary Hamiltonians H(t) but limits instead the set of operations (3) to
Hamiltonian quenches, where U (t 1 , t 2 ) = 1.
Secondly, consider the case where a trajectory of H(t) can induce any possible global unitary transformations U and V . In this case the bound (10) is replaced by
with {ρ m } and {σ m } being the set of eigenvalues of ρ and σ respectively, both ordered in nonincreasing order. The bound (12) follows from majorization arguments (see Appendix A 2) and its a universal bound on the efficiency (it is larger than the r.h.s. of (10)). We will also show further in this manuscript that this universal bound can be achieved when having generic interactions. Indeed, Theorem 1 allows us to recover the usual Carnot efficiency in the case of vanishing interactions, since in this case the correction terms can be made zero by appropriate choice of local fields.
Observation 2 (Vanishing interactions).
In the case of vanishing interactions, that is H int = 0 in (1) it is possible to achieve Carnot efficiency
This follows simply from Theorem 1, since
can be satisfied by taking simply
, and equivalently for ω D h and ω A h . By choosing U = V = 1 in (10) we obtain the Carnot efficiency (13) . Finally, we note that the correction terms in the optimal efficiency scale extensively for local many-body systems. Hence, a similar bound holds when we consider for the efficiency the work-density and heat-density instead of the total work and total heat.
Saturating the bound for generic interactions. Previously we have seen that the maximal possible value of the efficiency as a function of the interactions H int is given by (12) . It is a natural task to establish conditions where it can be saturated. Here we argue that the bound (12) can be saturated generically. For this, we rely on results in the field of quantum control showing that under a Hamiltonian of the form (1), any unitary in the Lie-algebra generated by H int and the locally controllable fields H (i) (t) can be approximated arbitrarily well [20] [21] [22] [23] [24] [25] . For generic, locally interacting Hamiltonians, this Lie-algebra is the full special unitary Lie-algebra on the Hilbert-space and thus any global unitary can in principle be approximated arbitrarily well. Indeed, often one does not even need to control the on-site field of all the spins. For example, in a spin-chain with Heisenberg-like interactions, control over a single spin is in principle sufficient to implement any unitary evolution [23, 25] .
Case study: Ising model. For the remainder of this paper we will focus on the Ising model as a case study, it being instructive and sharing all the main features discussed here. The goal is to study the limitations to Carnot derived in Theorem 1 from a quantitative perspective. We will show that the corrections to Carnot influence dramatically the feasibility of work extraction protocols and that one encounters a remarkably rich variety of behaviours. This ranges from situations where strong interactions make impossible to extract any work per particle at all (ferromagnetic) to the case of strong interactions enhancing the efficiency to Carnot (anti-ferromagnetic). We study work extraction from a many-body spin system with nearest neighbour Ising Hamiltonian, for which Eq. (1) takes the form
Here, σ
z denotes the Pauli-Z-matrix acting at spin j and h(t) is a tunable magnetic field. Note, that we are assuming that the external field h(t) is translational invariant and commutes with the interaction. Therefore, the unitaries U, V in (11) are in fact identities. We thus obtain a set of operations less general as the one given by (1), but at the same time it fairly represents a more realistic situation than applying different external fields to each microscopic subsystems. The interaction strength J is fixed and models the experimentally not controllable interaction between two neighbouring spins. We assume periodic boundary conditions, i.e., σ tion function and the bounds of Theorem 1 one can compute the efficiency at maximum work density as function of J. This is shown in Fig. 3 in the thermodynamic limit.
There are three relevant aspects of the efficiency plotted in Fig. 3 that we can derive analytically and that clearly exemplify the behaviour of the bound (10): i) in the limit of strong anti-ferromagnetic interactions J → −∞ one can reach Carnot efficiency, ii) in the limit of strong ferromagnetic interactions J → ∞ efficiency drops to zero and iii) at the value J = J * , the efficiency changes its behaviour abruptly. All these three points can be explained analytically relying on considerations about the ground state degeneracy of the (anti)-ferromagnetic regimes and the resulting optimal protocols (see Appendix B 1).
Regarding point i) we construct in Appendix B 2 a simple protocol that reaches Carnot in the limit of J → −∞. Furthermore, this protocol is able to reach a finite work output per particle and cycle. This protocol works also in the thermodynamic limit, hence showing that one can build effective engines with macroscopic strongly correlated antiferromagnetic spin chains.
The limit of J → ∞ described in ii) displays a strikingly unstable behaviour. On the one hand, formally it is possible to construct a work extraction protocol that achieves Carnot efficiency for any number of particles N . On the other hand, this protocol has to be considered unphysical, since it requires that the external magnetic fields are controlled with degree of precision that scales with N . That is, for any finite precision on the external parameter h(t), one can find a sufficiently large N so that the maximal efficiency vanishes. This is discussed in detail in Appendix B 3 and in fact holds for more general classes of gapped ferromagnetic Hamiltonians. Since the precision on h(t) is an intensive quantity, one can conclude that the strongly correlated ferromagnetic spin chains become useless as working mediums for engines in the thermodynamic limit. Indeed, we can also show that no finite work-density can be achieved in the limit J → ∞. Furthermore, this unstable behaviour does not occur for the anti-ferromagnetic case i). Lastly, in order to explain iii) we derive that the form of the optimal protocol changes abruptly at J = J * , explaining that the efficiency is not smooth in this point in the thermody-namic limit. This is derived in Appendix B 5.
Conclusion.
In this work, we have introduced the study of the performance of thermodynamic engines in the presence of limited control on the thermodynamic operations. Our results complement a significant body of work in quantum thermodynamics concerned with the ultimate bounds on thermodynamics, but in the absence of natural control restrictions. We derived corrections to Carnot efficiency as a result of having local control, which we introduce by considering engines driven by local external fields. Previous results from quantum control show that our general bounds are achievable for generic interactions. This opens new venues to incorporate in a comprehensive fashion the extensive literature on quantum control to thermodynamics.
It is also promising to investigate other possible sets of limited thermodynamic operations incorporating a notion of locality. This points to the possibility of developing formally a resource theory of locally restricted thermal operations. Possible extensions of our formalism include more general and realistic thermal baths, as well as local unitaries instead of local external fields. Lastly, the corrections on the efficiency can be investigated for other systems than the 1D-Ising model. In particular, it would be interesting to understand the effects on the efficiency for systems displaying spontaneous magnetization for low temperatures.
Appendix A: General bound
Proof of Theorem 1
Let us consider any protocol that makes a cycle with n h contacts of the form (6) with the bath at β h > 0, followed by n c contacts with the bath at β c > 0. The fact that the optimal protocol has to be of this form follows easily from the following considerations.
Let us denote the initial Hamiltonian by H D and the Hamiltonian after the n h -th contact with the bath at β h as H B (see Fig 2 a) ). Let us also denote by W D→B and Q D→B the expected work and heat respectively obtained in this part of the protocol between H D and H B . We recall from Theorem 1 in Ref. [26] that the optimal value of W D→B can be written as
There, it is also shown how this value of work can be achieved, namely, by performing an adiabatic operation of the form (3) as (ω
, followed by an isothermal path from H A to H B . Due to energy conservation, this strategy which maximizes W D→B minimizes also Q D→B . By using the correspondence D(ρ||ω β (H)) = β tr((ρ − ω β (H))H) − (S(ρ) − S(ω β (H))) and the first law of thermodynamics, we hence obtain
Using an equivalent argument to the one leading to (A1), one finds that the work W B→D from H B to H D and where only the cold bath is employed is bounded by
It then amounts to simple algebra to compute that
The correction terms
) emerge as result of the unavoidable dissipation when switching from the hot to the cold bath or vice versa. Hence, it is easy to see that any other protocol that would include longer sequences of switches between the baths (see for instance Fig.  2 b) ) would contain more dissipation terms that would diminish the efficiency even further. Hence, (A4) provides the final bound and proves the validity of Theorem 1.
Inequality regarding relative entropy
We will now turn to proving the inequality
To do that we use the correspondence with the free energy and write the left hand side as
The r.h.s. corresponds to the case where U is chosen such that U ω β1 (H 1 )U † is diagonal in the basis of H 2 with larger eigenvalues corresponding to smaller energies. It is thus the corresponds to the choice of U that minimizes the energy. Hence the l.h.s. is always as least as big as the r.h.s.
Appendix B: Ising model
Ground-state degeneracy
In this section, we discuss the ground state degeneracy of the nearest-neighbour Ising model with finite interactions and magnetic field. The goal is to explain the finite entropy density, and hence finite work-density, that can be reached for any interaction strength in case of anti-ferromagnetic couplings. We will therefore restrict to this scenario. First, for any fixed temperature and zero magnetic field the thermal state converges to the thermal ground state as the interaction strength J is made large in absolute value. Similarly, if the magnetic field has a strength h = kJ, the thermal state approximates the ground state with unit interaction strength and magnetic field of strength k. For large interaction strengths, we are thus interested in the entropy density at zero temperature in the case J = 1 and h = k. We therefore have to count the ground state degeneracy in such a situation. Clearly, for k → ∞ the ground state degeneracy is finite, i.e., independent of the system size. The same holds for k = 0 and an even number of spins while for k = 0 and an odd number of spins, the ground state degeneracy scales linearly with the system size. In all cases, the entropy density vanishes in the thermodynamic limit. We will now show that there are finite values of k such that the ground state degeneracy is exponentially large in the system size, so that the entropy density remains finite in the thermodynamic limit.
To see this, suppose that we set k to be given by the number of nearest neighbours of a single site in the lattice. For a square lattice we thus have k = 2d, with d the spatial dimension. It is easy to convince oneself that one of the ground states is given by | ↑ ⊗N , where | ↑ denotes the spin-up state vector in the direction of the magnetic field. It has energy
Now suppose that we flip one of the spins. The increase of energy due to the magnetic field is given by 2k = 4d, and the interaction energy of each of the k neighbours is reduced by 2J = 2. The net change of energy is found to be 2k − 2k = 0 and we therefore have produced a new ground state. If we would flip a neighbour of the flipped spin, the energy would increase. However if we flip a next-nearest neighbour of the flipped spin, we obtain a further ground state. Iterating in the same way we get new ground states until we have flipped half of the spins in the lattice. However, we can always decide to leave out one of the nearest neighbours. In other words, we can decide for each of the N/2 next-nearest neighbours, whether we want to flip it, providing us with the lower bound of the ground state entropy
Clearly, there are many more states with the same energy, for example the one corresponding to | ↑, ↓, ↑, ↑, ↓, ↑, · · · , which does not fit into the scheme described above. Nevertheless, our argument is sufficient to show that for h = 2JZ, with Z the coordination number of the lattice, we get a finite entropydensity in the zero-temperature state in the thermodynamic limit (and hence also at any positive finite-temperature).
Achievability of Carnot efficiency in the anti-ferromagnet
In this section, we show that Carnot efficiency is achievable at finite work per particle in the thermodynamic limit as J → −∞, that is, in the extremely anti-ferromagnetic case. Recall that the work-density in the thermodynamic limit is given by
Here, the Hamiltonians H A,B,C,D correspond to different magnetic fields h A,B,C,D at the different stages of the protocol. The efficiency is given by
In the formula for the efficiency we have, for notational reasons, omitted the thermodynamic limit n → ∞. Carnot efficiency is reached only if the two correction-terms involving relative entropies vanish [27] . The work-density depends on J and the external fields through the Hamiltonians H A,B,C,D .
In the limit J → −∞, the thermal states ω H β converge to ground state projectors. We will now choose h C = h B = 2J and h D = h A J → ∞ (compare this with the results of Section B 1). It is then clear that the relative entropy density including Hamiltonians H A and H D vanishes as it compares the state with all spins up with itself.
Similarly, in the limit J → −∞, the relative entropy involving H B = H C vanishes, because the two states at different temperatures both converge to the ground state of a Hamiltonian with a finite J < 0. Note, however, that in this case the two states converge to the ground state of a model in which h = 2J and hence have finite entropy-density.
Recall that the anti-ferromagnetic ground state at infinite external field has a unique ground state, whereas for h = 2J, the ground state space is exponentially degenerate in the system size and therefore has a finite entropy density (see section B 1). Combining with the previous considerations, we have
which is consistent with our numerics and the fact that we are in fact neglecting a number of ground states that is exponential in the system size in our estimate of the ground state degeneracy.
Combining the fact that the entropy density ∆S B,D /n remains finite with the observation that the corrections vanish, we obtain
Ferromagnetic case: vanishing efficiency
In the ferromagnetic case, the optimal protocol in terms of work-density is to choose h A = h D → ∞ and h B = h C = 0 in the sense that h A , h D J for any choice of J. This is proven in Section B 5. Although this is the optimal protocol, it achieves zero work-density in the strong coupling limit J → ∞. This is due to the fact that the ground state degeneracy vanishes in the ferromagnetic case for any choice of magnetic field and for any finite J > 0. We will now argue that this optimal protocol not only has zero work-yield, but also vanishing efficiency as J → ∞ despite the fact that both penalty terms become zero as J → ∞.
For this discussion, it is useful to consider not the actual optimal protocol, but allow the fields h B , h C to depart from 0 by some amount > 0, representing the precision with which we can control the magnetic field in the experiment. In the following it is also useful to keep in mind that the temperaturedifference ∆T is fixed, and hence ∆T /J → 0, so that ∆T can be seen as arbitrarily small as J goes to infinity. Now first notice that since h A , h D → ∞, one of the penalty terms in the efficiency can effectively be set to zero just as in the antiferromagnetic case. Furthermore S(ω 
We thus have to show that the second term converges to unity. To do that, first write the relative entropy as a difference of free energies and cancel entropic terms,
Here, we have introduced the internal energy with respect to the Hamiltonian H B and at temperature T as E B (T ) and the thermal free energies at the temperatures T h and T c as F B h,c , respectively. They fulfill
where Z T (J, h) is the partition function of the model at temperature T , interaction strength J and magnetic field strength h. We can then expand F B h in the small parameter (T h − T c )/J =: ∆T /J around T c /J, to obtain
Using this result, then yields for the efficiency
where the last line is proven in the following section. We thus see that in any finite system it is formally possible to achieve Carnot-efficiency in the limit J → ∞ if we can get exactly to zero. However, as the system size increases, to achieve a given efficiency, the precision has to scale like 1/N . If we have a fixed precision, the efficiency goes to zero exponentially. We thus conclude that it is physically infeasible to achieve finite efficiency in the thermodynamic limit. In a finite system, in contrast, the efficiency can be made as close to Carnot efficiency as J → ∞ by increasing the precision. This is illustrated in Fig. 4 for a system of six spins.
Ratios of entropies
We will now discuss the ratios of entropies appearing in the ferromagnetic strong-coupling setting, first in the situation in which we can assume that we may set the magnetic field exactly to zero. We will then turn to elaborating on the case of a small but finite external field. We will keep the discussion as general as possible, that is, we will use hardly any specific properties of the Ising model apart from its ground state properties and the Hamiltonian gap. FIG. 4 . Efficiency at maximum work for a system of six spins as a function of J and different imprecisions on the external fields = 0.05, 0.1, 0.25, 0.5 (black to light grey). For larger system sizes, the local minimum on the ferromagnetic side J > 0 moves to larger values of J and the value at J = ∞ decreases exponentially with the system size for any fixed precision.
Lemma 3 (Entropy ratios). Let H ≥ 0 be a Hamiltonian on a finite-dimensional system with at least two different energylevels. Consider two inverse temperatures β c > β h ≥ 0. Then
where g(E 0 ) is the ground state degeneracy.
Proof. Here, we have used the Gibbs states
Without loss of generality assume H = n−1 i=0 E i P i ≥ 0 with eigen-energies E i , eigen-projectors P i , ground state energy E 0 = 0 and degeneracies g(E i ) = tr(P i ). Then
where we have used that both terms in the denominator are positive. We will now show that both terms vanish as J → ∞. Starting with the first term, we get
where K > 0 is some constant, independent of J. Thus, as J → ∞, the term goes to zero exponentially since Z h (J) → g(E 0 ). Let us now consider the second term. In the case g(E 0 ) ≥ 2, we have lim J log Z c/h (J) = log g(E 0 ) ≥ log 2 and the ratio converges to 1. Let us, therefore, assume that g(E 0 ) = 1. We first employ the fact that the logarithm is monotone increasing to truncate the partition sum in the denominator. This yields
where we have written g i := g(E i )/g(E 0 ). We now use that E i ≥ E 0 for i ≥ 1 and the monotonicity of the logarithm again to upper bound the numerator as
where we have used log x ≤ x − 1. For large x we have
Hence, we finally obtain
Now consider the Hamiltonian
where H is a local Hamiltonian on N sites, has gap of order unity and a two-fold degenerate ground state. Furthermore, suppose that V is also a local Hamiltonian which merely splits the ground state degeneracy of H by an amount N B/J for large enough J, but does not change the order of the gap. Then by a similar reasoning as in the previous lemma we obtain η(B, N ) := lim J→∞ S(ω c (J)) S(ω h (J)) = log(1 + e −βcBN ) log(1 + e −β h BN ) < 1,
where now ω c/h (J) = e −β c/h JH(J)
Z c/h (J) .
5. Optimal protocols in the thermodynamic limit
In this section, we continue discussing the example of the Ising model and show that both the optimal work-density and the efficiency at optimal work-density are not smooth at J = J * . We will work directly in the thermodynamic limit, where the free energy density takes the well-known form f (β, J, h) = − 1 β log e βJ cosh(βh)
+(e 2βJ sinh(βh) 2 + e −2βJ ) 1/2 .
It is clear from the discussion of the main text that in order to optimize the work-density, we have to maximize the entropydensity as a function of the magnetic field for a given J. Here, we are interested in the anti-ferromagnetic regime, i.e., J < 0. The entropy-density can be calculated from the above expression explicitly by the usual formula s(β, J, h) = − ∂ ∂T f (1/T, J, h),
resulting, however, in a fairly complicated expression. To find an extremum of the entropy-density as a function of h, we take the corresponding derivative. The result is ∂s(β, J, h) ∂h = −β 2 e βJ (h cosh(βh) + 2J sinh(βh)) (e −2βJ + e 2βJ sinh(βh) 2 ) 1/2 (1 + e 4βJ sinh(βh) 2 ) .
For this expression to vanish, we either need h → ∞, so that the denumerator diverges, or that the numerator vanishes. The former case corresponds to vanishing entropy-density, as it corresponds to a magnetic field that is so strong that it projects all spins in the same direction. We thus consider the second case in which we have to find functions with the property that h(J) cosh(βh(J)) + 2J sinh(βh(J)) = 0.
Clearly, one solution to this equation is given by h 1 (J) = 0. However, there can be more solutions. Remembering that J < 0, we can simplify this expression to h(J) = 2|J| tanh(βh(J)).
The existence of a second solution h 2 now follows from the fact that h → tanh(βh) is concave for h > 0 and convex for h < 0, with derivative at the origin given by β > 0. Thus as FIG. 5 . The optimal magnetic field as a function of J for inverse temperatures β = 1 (blue), β = 2 (orange) and β = 3 (green). It is clearly visible that at the critical point 1/(2β) the function is not analytic, similarly to a second order phase transition.
long as 2|J|β > 1, or, in other words,
there exists a second solution to the equation. It is also clear that this second solution only exists for J < 0. We have plotted the optimal magnetic field in Fig. 5 . It is clearly not continuously differentiable. Finally, we note that the solution h 2 always provides a larger entropy than the trivial solution h 1 (J) = 0. From the discussion of the ground state entropy in the antiferromagnetic case as a function of h, we can guess that for large β, the optimal magnetic field is given by 2|J|. Indeed, we have
as |J| → ∞, showing that for very strong anti-ferromagnetic interactions h(J) = 2|J| is arbitrary close to the optimal value h 2 .
