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The real-time dynamics of systems with up to three SQUIDs is studied by numerically solving
the time-dependent Schro¨dinger equation. The numerical results are used to scrutinize the mapping
of the flux degrees of freedom onto two-level systems (the qubits) as well as the performance of the
intermediate SQUID as a tunable coupling element. It is shown that the two-level representation
yields a good description of the flux dynamics during quantum annealing, and the presence of the
tunable coupling element does not have negative effects on the overall performance. Additionally,
data obtained from a two-level spin dynamics simulation of quantum annealing is compared to exper-
imental data produced by the D-Wave 2000Q quantum annealer. The effects of finite temperature
are incorporated in the simulation by coupling the qubit-system to a bath of spin-1/2 particles. It
is shown that including an environment modeled as non-interacting two-level systems that couple
only to the qubits can produce data which matches the experimental data much better than the
simulation data of the isolated qubits, and better than data obtained from a simulation including
an environment modeled as interacting two-level systems coupling to the qubits.
Keywords: quantum computation; superconducting qubits; quantum annealing; SQUID; product-formula
algorithm; optimization problems
I. INTRODUCTION
The theoretical description of quantum information
processors is usually limited to ideal two-level systems
(qubits)[1]. However, almost all currently popular tech-
nologies such as superconducting circuits, ion traps,
quantum dots, etc. employ physical devices which are
only approximately described by two-level systems.
For the gate-based model of quantum computing, there
is a very large body of theoretical work which focuses on
detecting and correcting errors in quantum information
processors that are built from ideal two-level systems.
In contrast, there are only a few quantitative studies of
the impact of the levels which have been omitted in the
two-level description on the performance of the quantum
information processor.
Recently, we published the results of such a study for
superconducting transmons [2] that are used in the IBM
Q processors [3]. Simulations of the transmon model re-
vealed the presence of significant errors, not present in
the approximate two-level description.
In this paper, we present a study, similar in spirit to
Ref. [2], of the superconducting quantum interference de-
vices (SQUIDs) that are used as qubits in the D-Wave
quantum annealer. Specifically, by solving the time-
dependent Schro¨dinger equation (TDSE) of up to three
coupled SQUIDs using the flux degrees of freedom and
the associated momenta, we study the effect of mapping
the model in terms of flux degrees of freedom onto a spin-
1/2 model. Our simulation model includes the SQUID
that couples the two other SQUIDs which serve as the
two qubits and, disregarding the fact that we simulate
the model at zero temperature instead of finite temper-
ature, accounts for all effects such as cross-talk between
the SQUIDs or population of higher levels not included in
the two-level approximation and effects due to the pres-
ence of the SQUID functioning as the tunable coupling
element. Because the simulation model includes all these
effects, we focus on a small system of three SQUIDs,
whose simulation already requires very extensive compu-
tational work.
We find that the effects due to the presence of higher
levels and the coupling SQUID, although present, do not
have a strong influence on the final ground-state prob-
ability and the quantum annealing process compared to
quantum annealing with ideal two-level systems.
We observed that the frequency of finding the ground
state of the two-qubit system reported by the D-Wave
machine can be significantly less than the one obtained
by simulation performed at zero temperature. We re-
move the latter constraint by adding interactions be-
tween the ideal qubits and an environment of spin-1/2
particles, representing e.g. a heat bath or a collection of
defects. We simulate the annealing process in the pres-
ence of such an environment by solving the TDSE of the
whole system, i.e. without any further approximation.
We demonstrate that accounting for the coupling to the
environment in this manner can significantly reduce the
differences between the experimental data and the simu-
lation data for the frequency of finding the ground state
of the two-qubit systems.
The structure of the paper is as follows. In Sec. II,
we give a short introduction to quantum annealing and
its relation to optimization problems. Section III con-
tains a description of the SQUID-based model which we
simulate. The mapping of the model onto the two-level
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2system is given in Sec. IV. The dynamics of the SQUID-
based model are simulated by solving the TDSE. The
simulation method is described in Sec. V, and the results
of the simulation are presented in Sec. VI. Subsequently,
in Sec. VII, we describe the two different models for the
baths of spin-1/2 particles coupled to the qubit system
and discuss the simulation and its results in comparison
to data obtained from the D-Wave 2000Q. Finally, we
conclude with a summary in Sec. VIII.
II. THEORETICAL BACKGROUND
In general, the Hamiltonian describing a quantum an-
nealing process can be written as
H(s) = A(s)Hinit +B(s)Hfinal, (1)
where Hinit is the initial Hamiltonian whose ground state
defines the state in which the system is prepared initially,
Hfinal denotes the Hamiltonian at the end of the anneal-
ing process and whose ground state is the one to be deter-
mined, s = t/ta ∈ [0, 1], is the rescaled (dimensionless)
time, and ta is the total annealing time. The functions
A(s) and B(s) determine the annealing scheme and sat-
isfy |A(0)| & 1, B(0) ≈ 0 and A(1) ≈ 0, |B(1)| & 1 (in
appropriate units). The adiabatic theorem [4] states that
the system stays in the ground state of the current Hamil-
tonian H(s) during the process if ta → ∞ such that for
s = 1 the system is in the ground state of Hfinal.
Let ∆E(s) denote the difference between the energy
of the ground state and the first excited state, and let
∆E = mins ∆E(s) denote the minimal energy gap during
the annealing process. If the energy gap ∆E(s) does not
become too small during the evolution, a finite ta can be
sufficient for the system to stay in the ground state with
high probability.
Quantum annealing can be used to solve optimization
problems that can be mapped onto a Hamiltonian Hfinal.
The class of so-called quadratic unconstrained binary op-
timization problems (QUBOs) can be mapped onto Ising-
spin Hamiltonians of the form
HQUBO = −
N∑
k=1
hkSk −
∑
1≤j<k
JjkSjSk, (2)
where N is the number of spins, hk, Jjk ∈ R define the
particular QUBO, and Sk ∈ {−1, 1} are the spin vari-
ables. The set {Sk} of variables that minimize Eq. (2)
give the solution of the QUBO.
Quantum annealing can, at least in principle, find
(one of) the ground state(s) of the Ising-spin Hamilto-
nian Eq. (2) [5], or, equivalently, solve the corresponding
QUBO. For this purpose, the two-valued variables Sk are
replaced by the Pauli-Z matrices σzk with eigenvalues ±1
and eigenstates |↑〉 and |↓〉 such that the Hamiltonian in
Eq. (2) transforms to
HIsing = −
N∑
k=1
hkσ
z
k −
∑
1≤j<k
Jjkσ
z
jσ
z
k. (3)
The eigenstates of Eq. (3), which are product states of the
σz-eigenstates, define the so-called computational basis.
The ground state of Hamiltonian Eq. (3) can then be
found by using quantum annealing with HIsing as Hfinal in
Eq. (1). A convenient choice for the initial Hamiltonian
is the Hamiltonian for spins in transverse fields
Htrans = −
N∑
k=1
σxk , (4)
where σx is the Pauli-X matrix. The ground state of this
Hamiltonian is given by the product state |+ · · ·+〉, with
|+〉 = (|↑〉+ |↓〉)/√2.
It is instructive to consider the simplest case N = 1,
i.e., one spin, in which case the Landau-Zener theory
applies [6, 7]. This theory describes a spin-1/2 system
subject to a linearly increasing magnetic field h = vt
where t varies from −∞ to ∞ and v denotes the sweep
velocity (all in appropriate units). The Hamiltonian is
given by
HLZ(t) = −h′xσx − vtσz. (5)
The probability for the system to end up in its ground
state for t→∞ is given by [6, 7]
P = 1− e−a(∆E)2/v, (6)
where a is a constant. From Eq. (6), it follows that P → 1
if ∆E/
√
v  1. Therefore, if the field is swept adiabati-
cally, after the annealing process has completed, the sys-
tem is in its ground state. If we use s = (1 + t/ta)/2 for
t ∈ [−ta, ta] and h = vta, the Landau-Zener Hamiltonian
can be written as
HLZ(s) = −h′xσx − h(2s− 1)σz. (7)
Using Eqs. (3) and (4), the Hamiltonian for linear an-
nealing (A(s) = hx(1 − s), B(s) = s) for a single spin is
given by
HAN(s) = −(1− s)hxσx − shzσz, (8)
which can be mapped onto the Landau-Zener Hamilto-
nian HLZ(s) if and only if |hx| = |hz| with h = −|hz|/
√
2
and h′x = −hz/
√
2. Although the mapping holds in a
very restricted region only and the Landau-Zener theory
applies for ∆E(t→∞) ∆E (which is not guaranteed
in general and not necessarily true in the cases that we
investigate in this paper), it illustrates the basic features
of quantum annealing.
3FIG. 1. Sketch of a SQUID with CJJ-loop. The magnetic
fluxes ϕ and ϕJ are the dynamical variables of the system.
The external fluxes ϕx and ϕxJ are used to control the opera-
tion of the device.
III. SQUID MODEL
Equations (3) and (4) are the Hamiltonians also used
to formulate optimization problems for the quantum an-
nealer manufactured by D-Wave Systems Inc. [8]. By
design, the parameters of the final Hamiltonian are re-
stricted to hk ∈ [−2, 2] and Jjk ∈ [−1, 1], and the con-
nectivity is given by the Chimera graph such that, in the
notation of Eq. (2), some Jjk cannot be specified and are
fixed to zero [9]. D-Wave’s quantum annealer consists of
SQUIDs which are approximately described by two-level
systems which can be mapped onto the sum of the Ising-
spin Hamiltonian Eq. (3) and the spin Hamiltonian with
transverse fields Eq. (4) [10].
In this paper, we consider a more general model for
a system of three SQUIDs, two of which correspond to
the two qubits and the third corresponds to the tunable
coupler element. The qubits are defined by the sub-
space of the two lowest-energy states of a SQUID with a
compound Josephson junction (CJJ) loop. Including the
CJJ-loop leads effectively to a tunable Josephson junc-
tion.
Figure 1 shows the circuit of a SQUID with CJJ-loop
which is used as a building block for the qubits and
the effective coupling between the qubits in the D-Wave
machine. The two qubit states correspond to the left-
circulating and right-circulating persistent current in the
superconducting (main) loop, and the tunable Josephson
junction is used to control the annealing process. For the
coupler element, the tunable Josephson junction results
in the tunable coupling strength [11].
The Hamiltonian of a SQUID with CJJ-loop is given
by [10, 12, 13]
HSQUID =− EC∂2ϕ + EL
(ϕ− ϕx)2
2
− ECJ∂2ϕJ + ELJ
(ϕJ − ϕxJ)2
2
− EJ cos(ϕ) cos
(ϕJ
2
)
, (9)
where ϕ = 2piΦ/Φ0 = 2eΦ (we use ~ = 1) is the di-
mensionless magnetic flux in the main loop and ϕJ the
dimensionless magnetic flux in the CJJ-loop. Φ0 denotes
the magnetic flux quantum and e is the electron charge.
After mapping onto a spin-1/2 model (see Sec. IV), the
external fluxes ϕx and ϕxJ control the parameters of the
final Hamiltonian given in Eq. (3) and determine the an-
FIG. 2. Sketch of three SQUIDs to realize a tunable coupling.
The magnetic fluxes ϕi and ϕJ,i are the dynamical variables
of the system. The external fluxes ϕxi and ϕ
x
J,i are used to
control the operation of the device. The parameters ϕx1 , ϕ
x
2
and ϕxJ,0 determine the values of the parameters h1, h2 and
J of the spin-1/2 model Eq. (3), respectively.
nealing process [9, 14]. EC and ECJ are capacitive en-
ergies, EL and ELJ are inductive energies, and EJ is
the Josephson energy. For an uncoupled SQUID, the in-
ductive energy EL is given by EL = 1/(4e
2L), where
L = Lmain + LJ/4 [10] is the qubit/coupler inductance.
A. Total Hamiltonian
A tunable coupling constant Jjk is realized by insert-
ing a SQUID as a coupler element between the other two
SQUIDs [11, 15]. For the SQUID that functions as the
coupler element, we denote the flux in the CJJ-loop by
ϕJ,0 and the one in the main loop by ϕ0. Accordingly,
energies that correspond to the coupler main loop are la-
beled by an index “0”, and those that correspond to the
coupler CJJ-loop by an index “J,0”. The external con-
trol flux ϕxJ,0 can be used to tune the coupling strength
between the SQUIDs. We label the fluxes of the SQUIDs
corresponding to the qubits with indices “1” and “2”, re-
spectively. Since their energies and their external fluxes
ϕxJ are assumed to be equal, we drop the indices “1” and
“2” in these cases. Although the external fluxes ϕx1 , ϕ
x
2
and ϕxJ depend on time, we do not write this explicitly for
reasons of readability. A sketch of the complete system
is shown in Fig. 2.
By coupling SQUIDs, the inductive energies change
such that they are given by EL(1 +M
2/(LLeff)) for the
SQUIDs representing the qubits, and ELeff = EL0L0/Leff
for the coupler where Leff = L0 − 2M2/L is the effective
inductance of the coupler element, and M is the mutual
inductance between the coupler and the other SQUIDs’
main loops. In addition to the modified Hamiltonians of
the three SQUIDs, the interaction terms
Hint =
M
Leff
EL (ϕ1 − ϕx1) (ϕ0 − ϕx0)
+
M
Leff
EL (ϕ2 − ϕx2) (ϕ0 − ϕx0)
+
M2
LLeff
EL (ϕ1 − ϕx1) (ϕ2 − ϕx2) , (10)
have to be included [16]. The tunable coupler can be
operated without an external flux in the coupler main
4loop [11]. Therefore, we set ϕx0 = 0. Collecting all terms,
the total Hamiltonian is given by
Htotal =
2∑
i=1
[
− EJ cos(ϕi) cos
(ϕJ,i
2
)
+ ELJ
(ϕJ,i − ϕxJ)2
2
− ECJ∂2ϕJ,i + EL
(
1 +
M2
LLeff
)
(ϕi − ϕxi )2
2
− EC∂2ϕi
]
+ ELeff
ϕ20
2
− EC0∂2ϕi + ELJ,0
(ϕJ,0 − ϕxJ,0)2
2
− ECJ,0∂2ϕJ,0 − EJ0 cos(ϕ0) cos
(ϕJ,0
2
)
+
M
Leff
EL (ϕ1 − ϕx1)ϕ0 +
M
Leff
EL (ϕ2 − ϕx2)ϕ0
+
M2
LLeff
EL (ϕ1 − ϕx1) (ϕ2 − ϕx2) . (11)
This is the final Hamiltonian for which we solve the
TDSE without further simplification.
B. Effective coupling
The idea of inserting the coupler element is that it
leads to a tunable effective coupling between the other
two SQUIDs [11, 15, 16] such that the interaction Hamil-
tonian takes the form
Heffint = C(ϕ
x
J,0)ϕ1ϕ2, (12)
where C(ϕxJ,0) is the effective coupling strength tunable
by the external flux ϕxJ,0 of the coupler CJJ-loop.
To derive an approximate effective Hamiltonian that
exhibits such a coupling term, we first replace the flux
of the coupler CJJ-loop ϕJ,0 by its approximate expecta-
tion value. To obtain this expectation value, we expand
the Hamiltonian of the SQUID given in Eq. (9) to sec-
ond order in ϕJ,0 − ϕxJ,0 and set ϕ0 = 0. The resulting
Hamiltonian describes a shifted harmonic oscillator:
Hco =
E′LJ,0
2
(
ϕJ,0 −
(
ϕxJ,0 −
2EJ0 sin
(
ϕxJ,0/2
)
4E′LJ,0
))2
− ECJ,0∂2ϕJ,0 , (13)
where E′LJ,0 = ELJ,0 + EJ0 cos(ϕ
x
J,0/2)/4. The expecta-
tion value of ϕJ,0 in its ground state can thus be identified
as
〈ϕJ,0〉 = ϕxJ,0 −
2EJ0 sin
(
ϕxJ,0/2
)
4ELJ,0 + EJ0 cos
(
ϕxJ,0/2
) . (14)
With ϕJ,0 replaced by 〈ϕJ,0〉, we can find a matrix T such
that the transformation
Heff = eiT (t)Htotale
−iT (t) + i
(
d
dt
eiT (t)
)
e−iT (t), (15)
of the total Hamiltonian, with ϕJ,0 replaced by its expec-
tation value, yields an effective Hamiltonian which con-
tains an interaction term of the form Eq. (12). Choosing
T = T (t) = i
M
L(1 + βeff)
(ϕ1 − ϕx1 + ϕ2 − ϕx2) ∂ϕ0 , (16)
where the external fluxes ϕx1 and ϕ
x
2 depend on time,
βeff =
EJ0
ELeff
cos
( 〈ϕJ,0〉
2
)
, (17)
and expanding
cos
(
ϕ0 − M
L(1 + βeff)
(ϕ1 − ϕx1 + ϕ2 − ϕx2)
)
, (18)
to second order in (the products of) ϕ0, ϕ1 − ϕx1 , and
ϕ2 − ϕx2 , we obtain the effective Hamiltonian
Heff =
2∑
i=1
[
EL
(
1 +
M2
LLeff
βeff
1 + βeff
)
ϕ2i
2
− EC∂2ϕi − EJ cos(ϕi) cos
(ϕJ,i
2
)
− ECJ∂2ϕJ,i + ELJ
(ϕJ,i − ϕxJ)2
2
]
+
2∑
i=1
[
− EL
(
1 +
M2
LLeff
βeff
1 + βeff
)
ϕxi ϕi
]
+
2∑
i=1
[
− EL M
2
LLeff
βeff
1 + βeff
ϕxj 6=iϕi
]
+ EL
M2
LLeff
βeff
1 + βeff
ϕ1ϕ2
−
(
EC0 +
2ECM
2
L2(1 + βeff)2
)
∂2ϕ0
+
M
L(1 + βeff)
(
i
d
dt
(ϕx1 + ϕ
x
2)− 2EC (∂ϕ1 + ∂ϕ2)
)
∂ϕ0
+ ELeff (1 + βeff)
ϕ20
2
. (19)
In the basis defined by the transformation Eq. (15), we
obtain the term C(ϕxJ,0)ϕ1ϕ2 where the dependence on
ϕxJ,0 is given via 〈ϕJ,0〉 in βeff (see Eqs. (14) and (17)).
The only coupling term between the coupler element and
the other two SQUIDs that remains is the second last
term in Eq. (19) which is expected to be much smaller
than the previous coupling terms since EC  EL. We
also find terms proportional to ϕxj 6=iϕi, meaning that the
external fluxes ϕx1 and ϕ
x
2 influence SQUID 2 and SQUID
1, respectively (which is also referred to as cross-talk [17,
18]).
During the annealing process, the external fluxes ϕxJ
change in time such that the potentials for the fluxes
in the main loops ϕi, i = 1, 2, change from harmonic
potentials with anharmonicity to double-well potentials.
5The external fluxes ϕxi can be used to bias one of the two
wells, respectively, according to the chosen parameters
hi.
Note that none of the approximations made to derive
Eq. (19) affect the simulation results, as these are ob-
tained by solving the TDSE for Hamiltonian Eq. (11).
Note that neither of the approximations made so far nor
the mapping to the 2-level system are necessary for the
simulation itself which is based on Eq. (11) only. How-
ever, these approximations are necessary for the mapping
of J to ϕxJ,0 and the comparison between the simulations
of the SQUID-based model and the model of 2-level sys-
tems.
IV. MAPPING TO THE 2-LEVEL SYSTEM
For further analytical investigation, to find a relation
between ϕxJ,0 and J12 (= J for two qubits) and a condi-
tion for ϕxi , we perform the mapping to a model of 2-level
systems.
Since the mapping to a 2-level system is identical for
the two SQUIDs, for simplicity, we do not write the
SQUID indices here. The two lowest-energy states |g〉
and |e〉 of each SQUID for ϕx = 0 define the computa-
tional subspace [10]. We obtain them by diagonalizing
the first part in square brackets of Eq. (19) in ϕ- and
ϕJ-space (see Sec. V for the definition of the discretized
basis).
Note that, the first summand given in Eq. (19) contains
an effective change of the inductive energy depending on
the value chosen for ϕxJ,0 (because βeff depends on it).
Therefore, the definition of the computational subspace
changes with the coupling strength. This leads to slightly
different annealing schemes, i.e., a dependence of A(s) on
ϕxJ,0, as observed experimentally [10, 11].
The computational basis states |↑〉 and |↓〉 are defined
as the eigenstates of the operator ϕ (and thus of the sec-
ond part in square brackets in Eq. (19) inside the com-
putational subspace span{|g〉 , |e〉}. We obtain
|↑〉 = a |g〉+ b |e〉 =
∞∫
−∞
∞∫
−∞
dϕdϕJ u(ϕ,ϕJ) |ϕϕJ〉 , (20)
|↓〉 = a |g〉 − b |e〉 =
∞∫
−∞
∞∫
−∞
dϕdϕJ d(ϕ,ϕJ) |ϕϕJ〉 , (21)
where |a| = |b| = 1/√2 [10] and u(ϕ, ϕJ) and d(ϕ, ϕJ)
are the resulting amplitudes of the states |↑〉 and |↓〉
in ϕ- and ϕJ-space. The eigenvalues ±Ip(s) of |↑〉 and
|↓〉 correspond to the left- and right-circulating persis-
tent current, respectively. Thus, in this subspace E˜Lϕ =
Ip(s)σ
z/2e with E˜L = EL(1+M
2/LLeff×βeff/(1+βeff)),
and the first contributions in square brackets in Eq. (19)
are mapped to −∆(s)σx/2 where ∆(s) = E1(s) − E0(s)
is the energy gap between the ground state |g〉 and the
first excited state |e〉.
To derive the coupling terms, we write the SQUID in-
dices i again. For the terms in σzi and σ
z
1σ
z
2 to scale with
the same annealing function B(s) [9], ϕxi has to be set to
ϕxi = hiγ
2eIp(s)M
2
Leff
, (22)
where γ = maxϕxJ,0βeffE
2
L/(1 + βeff)E˜
2
L. Disregarding
the contribution of the second last term in Eq. (19), we
find that the Hamiltonian for ϕ0 effectively decouples
from the qubit Hamiltonian, and thus, the effective qubit
Hamiltonian can be written as
Heff,q ≈−
2∑
i=1
(
∆(s)
2
σxi + hiγ
I2p(s)M
2
Leff
σzi
)
− EL
E˜L
I2p(s)M
4
LL2eff
βeff
1 + βeff
γ (h1σ
z
2 + h2σ
z
1)
+
E2L
E˜2L
I2p(s)M
2
Leff
βeff
1 + βeff
σz1σ
z
2 . (23)
For all J ∈ [−1, 1], we have
−γ = −max
ϕxJ,0
βeff
1 + βeff
E2L
E˜2L
≤ −Jγ ≤ max
ϕxJ,0
βeff
1 + βeff
E2L
E˜2L
= γ.
(24)
Thus, and because E2Lβeff(ϕ
x
J,0)/E˜
2
L(ϕ
x
J,0)(1 + βeff(ϕ
x
J,0))
is monotonic, it is possible to find ϕxJ,0 such that
βeff(ϕ
x
J,0)
1 + βeff(ϕxJ,0)
E2L
E˜2L(ϕ
x
J,0)
= −Jγ, (25)
for all J ∈ [−1, 1], and Eq. (23) becomes
Heff,q ≈−
2∑
i=1
∆(s)
2
σxi − γ
I2p(s)M
2
Leff
(
2∑
i=1
hiσ
z
i + Jσ
z
1σ
z
2
− E˜L
EL
M2
LLeff
Jγ (h1σ
z
2 + h2σ
z
1)
)
, (26)
which has the structure of an Ising model in a transverse
field. Comparing Eq. (26) to Eq. (3) and Eq. (4), we can
identify A(s) = ∆(s)/2 and B(s) = γI2p(s)M
2/Leff , and
see that
Heff,q ≈−A(s)(σx1 + σx2 )
−B(s)
(
h1σ
z
1 + h2σ
z
2 + Jσ
z
1σ
z
2
− E˜L
EL
M2
LLeff
Jγ (h1σ
z
2 + h2σ
z
1)
)
, (27)
where the last term only adds a small contribution since
M2  LLeff .
6V. SIMULATION
For the simulation of the time-evolution of the system
defined by Eq. (11), we use the Suzuki-Trotter product-
formula algorithm [19, 20] to numerically solve the TDSE
i∂t|ψ(t)〉 = H(t)|ψ(t)〉. (28)
The time-dependent Hamiltonian is discretized such that
the state vector |ψ(t)〉 can be updated by a time step τ to
|ψ(t+ τ)〉 using the time-evolution operator U(t, t+ τ) =
exp (−iτH(t+ τ/2)). To implement the algorithm, we
fix a basis for the description of |ψ(t)〉 and a decomposi-
tion of the Hamiltonian H(t) =
∑
k Ak(t) such that
e−iH(t)τ ≈ e−iA1(t)τe−iA2(t)τ · · · e−iAK(t)τ = Ut,1(τ),
(29)
is a good approximation for sufficiently small τ , and the
update of the state vector can be performed with two-
component updates only. For a detailed description of
how to choose the Ak, see Ref. [20]. In our simulation,
we use the second order approach given by
e−iH(t)τ ≈ Ut,1 (τ/2)U†t,1 (−τ/2) . (30)
Note that there is no need to diagonalize the Hamilto-
nian, or to store the full matrices representing the Hamil-
tonian or the time-evolution operator.
For the description of the state |ψ〉, the fluxes ϕi
through the main loops are discretized, i.e., the wave
function is defined at λi discrete points ϕimin + li∆ϕi,
li = 0, . . . , λi − 1. By studying the convergence of the
numerical results as a function of λi and ∆ϕi, we find
that λ1 = λ2 = 47, −2.0 ≤ ϕ1, ϕ2 ≤ 2.0, and λ0 = 31,
−1.0 ≤ ϕ0 ≤ 1.0 provide a good compromise between ac-
curacy and computational work to solve the TDSE. Since
ELJ  EJ and ELJ,0  EJ0 , the Hamiltonian for ϕJ,i
resembles an oscillator with small anharmonicity. In the
harmonic oscillator basis, the evolution of ϕJ,i can be well
described with the 3 lowest states, and thus the fluxes
ϕJ,i through the CJJ-loops can be discretized in the har-
monic oscillator basis and labeled by |mi〉, mi = 0, 1, 2.
In summary, the state |ψ〉 is represented by
|ψ〉 =
∑
l0,l1,l2,
m0,m1,m2
φl0,m0,l1,m1,l2,m2 |l0m0 l1m1 l2m2〉 , (31)
where the amplitudes φl0,m0,l1,m1,l2,m2 are stored as an
array of λ1 ·λ2 ·λ0 ·33 ≈ 1.85×106 complex double preci-
sion numbers. To store this array, approximately 30 MB
of memory is needed. Parallelization of the state updates
is implemented using OpenMP. Testing with decreasing
time steps τ and studying the convergence, we find that
for τ = 1.5×10−5 ns the results are sufficiently accurate.
Due to this small time step, one quantum annealing run
of 5 ns takes about 16 hours on a 24-core node of the
supercomputer JURECA [21].
TABLE I. Device parameters of the Hamiltonian given in
Eq. (11).
Parameter Value Parameter Value
EC 4.68 GHz EC0 9.02 GHz
EL 3.48 THz EL0 15.67 THz
ECJ 133.02 GHz ECJ,0 213.0 GHz
ELJ 54.54 THz ELJ,0 354.18 THz
EJ 7.80 THz EJ0 18.72 THz
M 15.97 pH
FIG. 3. (color online) The external flux ϕxJ as a function of
the normalized annealing time s, as provided to us by D-Wave
Systems Inc.
A. Parameters
The parameters of the Hamiltonian Eq. (11) and the
values of the time-dependent flux ϕxJ(s), which deter-
mines the annealing scheme, were provided to us by D-
Wave Systems Inc. [22]. The device parameters used in
the simulation are slightly modified and listed in Table I
and ϕxJ(s) is plotted in Fig. 3. The external fluxes ϕ
x
i and
ϕxJ,0 are computed from Eq. (22) and by solving Eq. (25)
numerically for ϕxJ,0(J).
Using the provided parameters, we compute the an-
nealing scheme of a single SQUID by exact diagonal-
ization. However, the resulting annealing scheme (data
not shown) does not match the data of the annealing
scheme provided to us by D-Wave Systems Inc. [22], see
Fig. 4 (dashed lines). Better agreement between the two
annealing schemes was found by using EC = 4.68 GHz
(which was computed from the provided capacitance di-
rectly) instead of EC = 5.85 GHz (which includes an ex-
tra capacitance), ELJ = 54538 GHz instead of ELJ =
73388 GHz, and M = 15.97 pH instead of M = 13.7 pH,
see Fig. 4 (solid lines). The disagreement in B(s) for
small s could not be removed by slight variation of the
model parameters. Changing ϕxi would reduce the dis-
agreement for the single-qubit terms, but at the same
time Eq. (22) would be violated, effectively yielding dif-
ferent functions for the single-qubit and two-qubit σz-
terms. Thus, we decided to keep ϕxi as given by Eq. (22).
7FIG. 4. (color online) The functions A(s) and B(s) of the
annealing scheme as provided to us by D-Wave Systems
Inc. (dashed lines) in comparison to the annealing scheme
obtained from the full Hamiltonian for an uncoupled SQUID
(solid lines).
B. Estimation of the coupling strength and the
annealing scheme
In order to map the full state Eq. (31) to the computa-
tional space, we have to trace out the degrees of freedom
of the coupler element and project the resulting reduced
density matrix onto the computational subspace. To do
so, we discretize Eqs. (20) and (21) to obtain
|↑〉 =
∑
l,m
ul,m |l m〉 , (32)
|↓〉 =
∑
l,m
dl,m |l m〉 , (33)
for a single qubit, and accordingly the product states
for the two-qubit states, and where ulm and dlm are the
discretizations of u(ϕ, ϕJ) and d(ϕ, ϕJ). Since this pro-
jection is not a unitary transformation, the trace of the
projected density matrix ρcomp will be less than one if
there is leakage to higher levels, i.e., if there occur ex-
citations to states outside the computational subspace.
The deviation of the trace from one is a measure for the
amount of leakage to higher levels.
To obtain the effective coupling strength we proceed
as follows. We start with the ideal 2-level Hamiltonian
(for simplicity with h1 = h2 = 0)
H2(s) = −∆(s)
2
(σx1 + σ
x
2 ) + C(s)σ
z
1σ
z
2 , (34)
where ∆(s) and C(s) are to be determined by comparison
with the data obtained by simulating the model Eq. (11).
For fixed s ∈ [0, 1], the evolution of the initial state
|++〉 = (|↑〉+ |↓〉) ⊗ (|↑〉+ |↓〉) /2 and the expectation
values 〈σα1 σβ2 〉 for σαi , σβi ∈ {Ii, σxi , σyi , σzi } can be calcu-
lated analytically. On the other hand, we can compute
these expectation values directly from the simulation of
the full Hamiltonian Eq. (11) based on the flux degrees
of freedom with fixed s. We can then estimate ∆(s) and
C(s), and thus the effective coupling strength and the
FIG. 5. (color online) Effective mutual inductance between
the qubits as a function of the two-spin coupling J . Solid line:
the expected behavior based on the analytical calculation pre-
sented in Sec. IV. Markers (asterisks): simulation data.
annealing scheme, by fitting the analytical expressions
to the simulation data.
VI. RESULTS
A. Effective coupling
In order to assess the mapping between J and ϕJ,0
using Eq. (25), we first study the effective mutual induc-
tance Meff as a function of J . We utilize the method
described in Sec. V B for various values of J and s = 1
(such that ∆(s) ≈ 0) to determine the coupling strength.
In this case, the expectation value 〈σy1σz2〉 = sin(2C(1)t)
can be used for fitting. The obtained value for C(1)
for each J is then mapped onto the effective mutual
inductance Meff(J) = C(1)/I
2
p(1) = −JγM2/Leff and
plotted against J . The result for the effective induc-
tance Meff(J) between the qubits is presented in Fig. 5,
and shows good agreement between the theoretical linear
curve from the approximation and the simulation result.
For J in the range [−1, 1], we can reach all values for Meff
in [−Meff,max,Meff,max] to good precision and have thus
obtained a transformation ϕxco ↔ J such that the map-
ping J ↔ Meff is linear. Therefore, we can expect that
the mapping onto the 2-level system and the resultant
mapping J ↔ ϕxco work reasonably well.
B. Comparison to the two-level system
The next step is to compare the overall performance
and the success probabilities between the real-time sim-
ulation with the Hamiltonian given in Eq. (11) and the
2-level system. Figure 6 shows the effective annealing
scheme (data points) obtained with the method described
in Sec. V B, using the expectation value
〈σz1σz2〉 =
2∆(s′)C(s′) sin2
(√
∆(s′)2 + C(s′)2t
)
∆(s′)2 + C(s′)2
, (35)
8FIG. 6. (color online) Annealing scheme for an uncoupled
single SQUID obtained using Eq. (9) (solid line), and includ-
ing the effective shifts in the inductive energy encountered
in Eq. (19) (dashed line) to show the effect of coupling on
the annealing scheme. Asterisks (blue) and squares (red) are
obtained from the simulation as described in Sec. IV with
∆s = 0.1. Solid and dashed lines following the asterisks rep-
resent A(s), and solid and dashed lines following the squares
represent B(s). The parameters are J = −1, h1 = h2 = 0,
where the choice of the latter is made to simplify the analyt-
ical calculation.
for the fitting of ∆(s′) and C(s′).
We find that the data points in Fig. 6 deviate from
the annealing scheme for an uncoupled qubit (solid lines,
obtained using Eq. (9)), but they are in better agreement
with the annealing scheme obtained by using EL(1 +
M2/(LLeff)βeff/(1 + βeff)) instead of EL (dashed lines).
Note that for the computation of the annealing scheme,
the single SQUID Hamiltonian Eq. (9) (and thus the term
proportional to σz) is used which gives the same function
for B(s) as the term proportional to σz1σ
z
2 in the case of
two coupled qubits because of the choice for ϕx. So we
find, in agreement with our analytical calculation, that
the effective coupling between the qubits induces a shift
in the inductive energy, leading to shifts in the annealing
scheme. The influence of the coupling on the inductive
energy was also observed in experiments [11].
As mentioned in Sec. V, the amount of leakage to
higher excited states can be computed by projecting the
density matrix onto the computational subspace. The
projected density matrix can also be used to obtain the
probabilities of the computational basis states. As an
illustration, in Fig. 7 we show the results for J = −1,
h1 = 0.96, h2 = 0.94. The total annealing time was set
to ta = 5 ns, which is much less than for the D-Wave
processors (a few µs), but for comparison with the 2-
level description, this difference to the experiment has
no significance.
As seen from Fig. 7, there are small deviations from
the probabilities obtained from the 2-level representa-
tion. Some leakage which has its maximum at about
s = 0.6, where the change in the probabilities of the
computational states is strongest, can also be observed.
In general, the evolutions of both the full model and its
2-level approximation show the same features, the final
FIG. 7. (color online) Probabilities of the four computational
states |↑↑〉 (black triangles), |↑↓〉 (green asterisks), |↓↑〉 (blue
bullets), and |↓↓〉 (red squares) during the annealing process
for the 2-level system (dashed lines) and the full system (solid
lines). Markers are used to better distinguish the lines of the
different states. For the data from the simulation of the 2-level
model, every 120th data point is plotted with a marker and
for the data from the simulation of the full system, every 6th
point is plotted with a marker. For the full system, addition-
ally the probability of leakage (cyan circles) is shown using
the right y-axis. The annealing time was set to ta = 5 ns.
The parameters are J = −1, h1 = 0.96 and h2 = 0.94.
probability differing only slightly. In the example shown
here, the success probability is higher for the ideal 2-level
system. However, Fig. 8 shows that there are also cases
in which the success probability is lower for the 2-level
system. Note that the annealing process does not start
with equal probability for all states because we start the
annealing in the ground state of the system instead of in
the state |++〉 = |+〉1⊗|+〉2, since for B(s = 0) > 0, the
ground state of the spin-1/2 model Eq. (3) is not exactly
the state |++〉 but a superposition of all basis states.
A simulation of the 2-level model comparing the anneal-
ing processes with the two different initial states shows
deviations during the annealing process, but there is no
significant difference in the success probability (data not
shown).
In summary, we observed effects of the coupling on the
annealing scheme, and some amount of leakage to higher
levels. The important question, however, is whether
these effects have consequences on the final success prob-
ability. Figure 8 shows the success probability for many
different problems (defined in Appendix A) as a function
of the minimal energy gap between the ground state and
the first excited state during the annealing process. As
can be seen in Fig. 8, for most of the investigated cases,
the effects on the success probability of using a subspace
of a larger system as qubit instead of an ideal 2-level rep-
resentation are rather small. The data points generated
by the simulation based on Eq. (11) (black circles) show,
apart from a few exceptions, only small deviations from
the data points of the ideal 2-level system (red bullets).
Note that the success probability can as well be enhanced
as reduced compared to the ideal system.
9FIG. 8. (color online) Success probability of an annealing
process as a function of the minimal energy gap ∆E = E1−E0
(computed from the two-level system representation) during
the annealing process. Each data point represents another
problem, i.e., other values for the parameters h1, h2 and J .
A list with all cases is given in Appendix A. Bullets (red) show
the results for the 2-level system, and circles (black) originate
from the simulation of the full system.
As noted in Ref. [17, 18] and confirmed by our an-
alytical calculation in Sec. IV, there is some cross-talk
between the qubits, leading to small offsets in the pa-
rameters hi. Furthermore, a dependence of the annealing
scheme on the parameter ϕxJ,0 was found, also leading to
small discrepancies between the ideal 2-level representa-
tion and the full system. Additionally, for the mapping
of J to ϕxJ,0, we had to draw on an approximate ana-
lytical calculation which may be another source for the
small differences between the results obtained from the
two models. However, in practice the chosen parame-
ters can only be adjusted to limited precision/accuracy
on the machine such that slightly different problems from
the intended ones are being solved [18]. Interestingly, the
coupler element, which can be viewed as part of the en-
vironment and might be the source of additional noise,
does not cause significant deviations in the results com-
pared to the results of the two-level description. This
is definitely different from the errors caused by the res-
onators in the considered gate-based model in Ref. [2].
C. Comparison to D-Wave 2000Q data
Because we find good agreement between the system
described by the Hamiltonian Eq. (11) and the 2-level
system, we compare the success probability for both these
systems with the percentage of successful runs on the D-
Wave 2000Q quantum annealer. In Appendix A (see Ta-
ble III), we present the data obtained by 10 repetitions
of annealing simultaneously, 992 copies of the two-qubit
problems distributed over the D-Wave 2000Q chip, for an
annealing time ta = 20µs. We find that although the an-
nealing time on the D-Wave is much larger than for our
simulations (20µs instead of 5ns), a large fraction of the
D-Wave data seems to agree (approximately) with the
TABLE II. Percentage for finding the ground state (GS) on
D-Wave’s DW 2000Q 2 chip for three different problem in-
stances and four different annealing times. The minimal and
final gap (in GHz) are denoted by ∆E and ∆p, respectively.
Case J h1 h2 ∆E ∆p
GS probability in %
1µs 20µs 100µs 1 ms
(a) 0.1 0.3 −0.3 5.481 14.07 92.5 96.2 97.6 98.5
(b) −1 0 0.05 1.206 3.519 63.0 65.6 67.1 69.7
(c) −1 0.96 0.94 0.627 1.407 51.4 52.9 53.6 55.6
corresponding ground-state probabilities obtained from
the simulation of the SQUID model Eq. (11) and its two-
level approximation. This agreement is probably acci-
dental. The annealing time of 5 ns was chosen to keep
the real time to solve the TDSE of the SQUID model
within acceptable limits as well as having some variation
in the ground-state probability at the end of the anneal-
ing process without having to use too small values for, or
differences between, the parameters J and hi. In spite of
the large difference in annealing times, the good agree-
ment suggests that in the D-Wave device there are physi-
cal processes at work that affect the annealing, processes
which are not incorporated in the SQUID model Eq. (11)
or the corresponding two-level approximation Eq. (27).
Concrete evidence for the relevance of such processes
is shown in Table II, where we present D-Wave data for
three different cases whose energy spectra are shown in
Figs. 9(a)-(c). Because the spectra of these cases differ
significantly, we assume that they are a representative
subset of the cases studied previously. Data characteriz-
ing the problem instances such as the minimal energy gap
∆E and the problem gap ∆p of the final Hamiltonian are
listed in Table II as well as the frequency of runs finding
the ground states (|↑↓〉 , |↓↑〉 , and |↑↓〉 for the three cases,
respectively) on the D-Wave machine for four different
annealing times. The results reported in Table II were
obtained by putting 992 copies of the 2-spin problems on
the Chimera-graph and performing 1000 annealing runs.
Table II shows some additional interesting facts. First,
recall that for the shortest annealing time considered, i.e.,
1µs, simulation of the quantum annealing process in the
2-level description yields the ground state with probabil-
ity one for the three listed cases. Clearly, as Table II
shows, this is not the case for the D-Wave data, not even
if we increase the annealing time to 1 ms, as is most ev-
ident for case (c). We emphasize that these differences
in the observed frequencies for finding the ground state
are not due to poor statistics nor can they be attributed
to the differences in the minimal gaps ∆E. Correlating
these observations with the energy level spectra shown
in Fig. 9 suggests that the observed reduction of the fre-
quency for finding the ground state may be related to the
distribution of energy levels for s → 1. But the mech-
anism that causes the observed reduction of frequencies
when going from case (a) to (c) cannot be found within
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FIG. 9. (color online) Energy spectra during the annealing process for the three cases listed in Table II. (a) The case with
parameters J = 0.1, h1 = 0.3 and h2 = −0.3; (b) with parameters J = −1, h1 = 0 and h2 = 0.05; (c) with parameters J = −1,
h1 = 0.96 and h2 = 0.94.
the description of the quantum dynamics of the two-qubit
system. Explaining these experimental observations re-
quires considering additional physical processes.
The first process that comes to mind is the interaction
of the qubits with their environment at non-zero tem-
perature. In the next section, we address this issue by
solving the TDSE of the two-spin model Eq. (27) cou-
pled to a spin bath, complementing previous work that
investigated the effects of finite temperature on quantum
annealing [23–29].
VII. SYSTEM COUPLED TO A BATH
The annealing process of the isolated two-qubit system
may be understood in terms of the adiabatic theorem.
However, in the real world, the two qubits are in con-
tact with an environment at finite temperature. In this
section, we scrutinize the extent to which the coupling
to a heat bath, i.e., the presence of thermal fluctuations,
affects the annealing process. This, we hope, may shed
light on the annealing behavior observed on the D-Wave
machine in the cases studied.
We do not assume the heat bath to be Markovian but
instead we solve the TDSE of the whole system compris-
ing the two-qubit system and the bath. In order to be
able to perform such simulations, it is necessary to keep
these models simple. Therefore, it would be remarkable
to find good quantitative agreement between the results
of the simulations and those obtained with the D-Wave
machine. Thus, the goal here is limited to find out if such
models can reproduce, qualitatively, the trends observed
in the D-Wave data.
We model the heat bath as a collection of spin-1/2
objects which might represent e.g. defects in the material.
We assume that this heat bath is at thermal equilibrium,
with a temperature given by the operating temperature
of the D-Wave machine. We denote the inverse of this
operating temperature by β∗ = 0.588 ns (in units of ~ =
kB = 1), corresponding to a temperature of T = 13 mK.
The Hamiltonian of the system (S) + bath (B) reads
H(t) = HS(s = t/ta) +HB + λHSB, (36)
where λ controls the overall strength of the system-bath
(SB) interaction.The time evolution during the quantum
annealing process of the closed quantum system defined
by Hamiltonian Eq. (36) is obtained by solving the TDSE
given in Eq. (28) with the initial state
|Ψ(t = 0)〉 = |++〉 ⊗ |Φ(β)〉. (37)
The method to prepare the thermal state |Φ(β)〉 and
other technical details are discussed in Appendix B.
The system Hamiltonian is given by
HS = A(s) (−σx1 − σx2 ) +B(s) (−Jσz1σz2 − hz1σz1 − hz2σz2) ,
(38)
and changes with time as a function of the annealing
variable s = t/ta. We consider two extreme cases for HB
and HSB.
A. Model I
In the first case, the bath is modeled as a ring of spins
represented by the Pauli matrices µn = (µ
x
n, µ
y
n, µ
z
n), de-
scribed by the Hamiltonian
HB = −K
NB∑
n=1
(
rxnµ
x
nµ
x
n+1 + r
y
nµ
y
nµ
y
n+1 + r
z
nµ
z
nµ
z
n+1
)
.
(39)
Here and in the following NB denotes the number of bath
spins. The couplings rxn, r
y
n, and r
z
n are taken to be uni-
form random numbers in the range [−1,+1] and K deter-
mines the spectral range of HB. For random couplings
it is unlikely that the model Eq. (39) is integrable (in
the Bethe-Ansatz sense) or has any other special features
such as conserved magnetization etc. The bath Hamil-
tonian Eq. (39) with random couplings has the property
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that the distribution of nearest-neighbor energy levels is
Wigner-Dyson-like [30, 31]. Extensive simulation work
on spin-baths with very different degrees of connectiv-
ity [32] suggests that as long as there is randomness in the
system-bath coupling and randomness in the intra-bath
coupling, the simple model Eq. (39) may be considered
as a generic spin bath [30, 31]. The Hamiltonian describ-
ing the interaction of the two-spin system with the bath
is taken to be
HSB = −rxn,1µxnσx1 − ryn,1µynσy1 − rzn,1µznσz1
− rxm,2µxmσx2 − rym,2µymσy2 − rzm,2µzmσz2 , (40)
where n and m are chosen randomly from the set
{1, . . . , NB} such that n 6= m. The rαn,1 and rαm,2 are
real-valued random numbers in the range [−1,+1].
B. Model II
In this case, the bath is modeled as a collection of non-
interacting two-level systems given by the Hamiltonian
HB = −Ω
NB∑
n=1
rxnµ
x
n + r
y
nµ
y
n + r
z
nµ
z
n, (41)
where the parameter Ω together with the random num-
bers rxn, r
y
n, r
z
n ∈ [−1, 1], determine the level splitting of
each spin. The interaction between the qubits and the
bath spins is chosen such that each qubit interacts with
a different half of the spin bath. This type of interaction
is modeled by the Hamiltonian
HSB =
∑
α=x,y,z
σα1 NB/2∑
n=1
rαn,1µ
α
n + σ
α
2
NB∑
n=NB/2+1
rαn,2µ
α
n
 . (42)
C. Parameters
Obviously, to compare the simulation results with D-
Wave results it is necessary to solve the TDSE for the
same time interval as used on the D-Wave machine. In
practice, this requirement puts a severe constraint on the
size of the problems for which one can solve the TDSE
within a reasonable amount of real time. Simulating the
annealing process over 1µs (the shortest annealing time
possible on the D-Wave machine) for a system compris-
ing NB = 16 on a BullSequana X1000 supercomputer
(JUWELS [33]) takes about 4 hours using 40 compute
cores. Performing a simulation for NB = 28 bath spins
takes about one week (400000 time steps of 0.0025 ns us-
ing 5120 compute cores). Earlier work which studied the
TDSE dynamics of two spins coupled to a spin bath [31]
shows that the results for NB = 16 and NB = 28 primar-
ily differ in the statistical fluctuations on the data (see
also Appendix B). Therefore, we have chosen to perform
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FIG. 10. (color online) Annealing schedule of the
DW 2000Q 2 chip which was used for the simulation with the
heat bath. Solid line (red) corresponds to A(s) and dashed
(blue) line corresponds to B(s).
most simulations with NB = 16, repeating runs with dif-
ferent random numbers to collect statistics, and use a few
runs with NB = 28 as an additional check on the data.
We use the annealing schedule of the DW 2000Q 2 chip
(see Fig. 10) which is the machine that we used for our
experiments.
In the case of model I, the initial state of the bath is
prepared by projection with the operator exp(−βHB) =
exp(−βK(HB/K)), as explained in Appendix B. From
Eqs. (B2) and (B3), it is clear that spin baths with the
same βK (and the same r’s, see Eq. (39)) will have the
same thermal equilibrium properties. Therefore, we may
use K as an adjustable parameter to “calibrate” the tem-
perature of the spin bath with respect to the operating
temperature of the D-Wave machine on which we per-
formed our experiments. For instance, for a fixed choice
of the r’s, spin baths with (β = 0.2 ns,K = 5 GHz) and
(β = 0.6 ns,K = 5/3 GHz) have the same thermal prop-
erties. On the other hand, K sets the time scale of the
spin-bath dynamics. Simulations with K in the range
[1 GHz, 5 GHz] (data not shown) reveal that the primary
quantity of interest, the ground-state probability of the
two-qubit system at s = 1, does not change significantly
with K (in the mentioned range, and for the same value
of λ). This leaves only the system-bath interaction λ as a
parameter to fit the simulation data to the D-Wave data.
In the case of model II, Ω plays the role of K in model
I, i.e., βΩ determines the thermal equilibrium properties
of the bath. Note that for modest values of NB , model
II is too simple to act as a genuine heat bath, but as a
model for a few defects interacting with the SQUIDs, it
can be a realistic choice [34–36]. Therefore, in this case,
we set β ≈ β∗ and use Ω and λ as fitting parameters.
D. Comparison to D-Wave 2000Q data
Figures 11(a)-(c) depict the results of the simulation
with the heat bath (bullets) averaged over ten different
random initializations of the heat bath with NB = 16.
Results for NB = 28 (asterisks) show that for each
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FIG. 11. (color online) Ground-state probability for three different problem instances (a) J = 0.1, h1 = 0.3 and h2 = −0.3, (b)
J = −1, h1 = 0 and h2 = 0.05, (c) J = −1, h1 = 0.96 and h2 = 0.94 as a function of the inverse temperature β with annealing
time ta = 1µs. Data points are averages over 10 simulation runs with different initializations of the heat bath described by
model I with parameters K = 5 GHz, λ = 0.8 GHz and NB = 16 (red bullets), by model II for Ω = 0.125 GHz and λ = 1 GHz
(black circle) and λ = 1.5 GHz (purple square). Error bars indicate the standard deviation. Results for NB = 28 (blue asterisks)
are for the same parameters as the red bullets but for a single sample. The solid line (gray) shows the ground-state probability
in thermal equilibrium as a function of the inverse temperature β. The cross represents the D-Wave result with annealing time
ta = 1µs, see Table II.
value of β, the averages of 10 samples of NB = 16
data are in good agreement with the data obtained
from one NB = 28 sample. The solid line indicates
the ground-state probability p0 of the isolated 2-level
systems in thermal equilibrium for HS at s = 1, i.e.,
p0 = exp(−βE0)/Z where E0 is the ground-state en-
ergy and Z = Tr(exp(−βHS)) is the partition function.
Qualitatively, the simulation data obtained using model
I (bullets) nicely match the equilibrium line. The de-
viations from the equilibrium line may be due to the
freeze-out where thermal transitions stop [29] and/or too
short annealing times and/or the “magnetic Foehn” ef-
fect [37]. However, the simulation data do not match
the data generated on the D-Wave machine (crosses).
Assuming that the 2-level system on the D-Wave ma-
chine is in thermal equilibrium, we would infer from
Figs. 11(a) to (c) that β ≈ 0.2 ns, which is about a factor
of three smaller than the inverse operational temperature
of about β∗ = 0.588 ns.
For model II, we have searched the parameter space
1/8 GHz ≤ Ω ≤ 2 GHz, 1/2 GHz ≤ λ ≤ 2 GHz for
sets of (Ω, λ) which would fit the D-Wave results best.
These data are shown in Figs. 11(a)-(c) as open cir-
cles (Ω = 0.125 GHz, λ = 1 GHz) and open squares
(Ω = 0.125 GHz, λ = 1.5 GHz). For cases (a) and (c) (see
Table II), the former fit remarkably well to the D-Wave
data. However, we have not found a set (Ω, λ) which fits
all D-Wave data very well.
VIII. SUMMARY
We simulated the full system of three SQUIDs resem-
bling two qubits and one tunable coupler element as used
in the quantum annealer built by D-Wave Systems Inc.
and found that the higher energy levels as well as the
presence of the coupler element have observable effects
on the annealing process which, however, do not have a
strong influence on the final success probability compared
to the ideal 2-level system. In contrast to the investiga-
tion of the influence of the higher levels and resonators
present in current systems for gate-based quantum com-
puting [2], we found that, apart from a few exceptions,
the effects are small for the examined cases of quantum
annealing.
Furthermore, we investigated in detail the derivation
of the 2-level representation to obtain expressions for ϕxi
and J that led to satisfying results (see Figs. 5 - 8). The
simulation results are in good agreement with effects en-
countered in this derivation such as the change in the
annealing scheme depending on the choice of ϕxJ,0 which
is also supported by findings in experiments [11].
Simulation data for the SQUID model Eq. (11) and
the corresponding two-level approximation Eq. (27) for
an annealing time ta = 5 ns show remarkably good agree-
ment with the D-Wave data obtained with an annealing
time ta = 20µs, also in those cases for which the prob-
ability for finding the ground state is substantially less
than one. Although this agreement might be accidental,
it suggests that the dynamics of the D-Wave quantum an-
nealer is more complicated than what can be described
by a closed-system model of the SQUIDs including higher
levels.
Therefore, as a first step, we have studied quantum
annealing in the presence of a heat bath. We solve the
TDSE of the two-qubit system (Eq. (27)) + spin bath
(Eq. (39)) for three cases with qualitatively different en-
ergy spectra of the two-qubit system, see Fig. 9. Com-
paring D-Wave and simulation results for an annealing
time of 1µs, we found that the simulation data for the
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ground-state probabilities of the two-spin systems quite
nicely agree with the corresponding thermal equilibrium
values but also that these probabilities are significantly
larger than those obtained with the D-Wave annealer.
We have not found a common set of parameters (β,K, λ)
of the two-qubit - spin bath model that reproduces the
D-Wave results for the three different cases considered.
Modeling the environment as a collection of non-
interacting two-level defects, see Eq. (41), was found to
yield a much more appropriate description of the D-Wave
data. Although we could readily find values of the bath
parameters Ω and λ for which the solution of the TDSE
yields results that are in excellent agreement with D-
Wave data for two of the three different cases consid-
ered, we could not find a similar level of agreement with
this data for all three cases if we impose the elemen-
tary requirement that the bath parameters Ω and λ do
not depend on the J ’s and h’s that define the problem
Hamiltonian.
Unlike in the case of a time-independent problem, the
exchange of energy between the two qubits in the time-
dependent (annealing) field and the spin bath seems to be
an intricate process which, according to our simulation
data, depends on the model parameters in a complicated
manner. We leave a detailed study of this challenging
problem for future research.
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Appendix A: Data
Table III contains a list with the parameters hi and J ,
the minimal energy gap ∆E, and the success probabilities
for the problems used to generate Fig. 8.
TABLE III. Parameter values of the problems shown in Fig. 8.
a) Success probability for the 2-level system (ta = 5ns) b) success
probability for the full model (ta = 5ns) c) percentage of successful
runs on D-Wave’s DW 2000Q 2 and DW 2000Q 2 1 chips (ta =
20µs).
h1 h2 J
minimal gap success probability in %
∆E in GHz a) b) c)
0.2 0.2 0.2 7.958914 99.9 99.5 99.7
0.2 −0.2 0 6.524809 99.8 99.6 95.8
0.3 −0.3 0.1 6.509859 99.9 99.6 90.6
0.1 −0.1 −0.1 4.817172 96.5 96.3 94.0
0.9 0.7 −1 4.660374 96.3 96.2 93.9
0.99 −0.8 1 4.367788 95.8 95.2 94.1
0.1 0.1 0 3.750846 93.0 92.8 80.5
0.3 0.3 −0.2 3.740396 96.2 96.2 81.4
0.07 −0.07 0 2.786031 82.1 81.6 66.8
0.07 0.07 0 2.786031 82.1 82.1 66.9
0.9 −0.8 1 2.766581 83.8 83.9 80.0
0.02 0.08 0.05 2.542547 77.7 77.6 71.2
0.99 −1 0.94 2.134413 84.8 57.9 48.3
0.05 0.05 0 2.092326 69.3 69.4 56.8
0 −0.05 0.05 1.585987 60.3 60.3 55.6
0 0.05 1 1.433807 69.0 67.6 64.4
0 0.05 −1 1.433807 69.0 69.1 65.3
0.01 0.04 0.025 1.419405 55.6 55.7 50.4
0.99 −1 0.96 1.366784 74.7 42.3 38.1
0.99 1 −0.96 1.366784 74.7 74.4 46.9
0.02 −0.02 −0.02 1.305954 51.1 50.6 43.8
0.02 0.02 0.02 1.305954 51.1 51.2 43.9
0.95 −0.99 0.98 1.145772 47.5 63.4 55.7
0.95 0.99 −0.98 1.145772 47.5 47.3 52.3
0.99 0.96 −1 1.018001 48.4 48.0 54.8
0.02 −0.02 0 0.939407 42.7 42.2 36.2
0 0.03 1 0.917871 61.8 60.8 59.0
0.96 −0.94 1 0.742309 50.7 57.5 55.1
0.96 0.94 −1 0.742309 50.7 50.0 54.0
0.98 −0.96 1 0.740480 45.4 56.3 53.4
0.98 0.96 −1 0.740480 45.4 44.7 51.0
0.01 −0.01 −0.01 0.716800 37.8 37.3 33.2
0.01 0.01 0.01 0.716800 37.8 38.0 33.9
0 0.02 −1 0.640932 57.9 57.8 57.0
0.01 0.009 0.002 0.543047 33.9 34.2 31.4
0.99 −1 0.98 0.510495 61.1 27.0 27.5
0.01 0.01 0 0.505201 33.5 33.8 31.7
0.99 −0.98 1 0.406202 35.3 49.3 47.2
0.99 0.98 −1 0.406202 35.3 34.6 45.6
0 −0.01 0.01 0.392828 33.0 33.2 31.6
0.005 0.005 0.005 0.388173 31.2 31.5 29.8
0.005 −0.005 −0.005 0.388173 31.2 30.7 29.1
0 0.01 1 0.343987 54.0 53.4 52.7
0 0.01 −1 0.343987 54.0 53.8 53.1
0.007 0 −0.01 0.302380 31.8 31.3 30.4
0.007 0 0.01 0.302380 31.8 32.0 30.5
1 0 −0.005 0.269309 54.0 53.1 52.8
1 0 0.005 0.269309 54.0 54.6 52.8
0.005 0.001 0.01 0.268263 31.4 31.6 30.2
0.005 −0.001 −0.01 0.268263 31.4 30.9 30.0
0.005 0 0.01 0.228548 30.9 31.2 29.6
0 0.005 0.5 0.193353 52.0 51.8 51.3
0 0.005 −0.5 0.193353 52.0 51.9 52.3
0.005 −0.001 0.01 0.187420 30.5 30.7 29.3
0.005 0.001 −0.01 0.187420 30.5 30.0 28.4
0 0.005 1 0.183074 52.0 51.5 50.7
0.005 0 −1 0.183074 52.0 51.8 50.7
0.003 0 0.01 0.145233 30.1 30.3 29.2
0 0.003 −1 0.114519 51.2 51.0 51.0
0 0.003 1 0.114519 51.2 50.8 50.1
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Appendix B: Numerical Solution of the TDSE
The numerical solution of the TDSE for a pure state
of NB + 2 spins requires computational resources (mem-
ory and CPU time) proportional to 2NB+2. For a
brute force calculation of thermal expectation values
Tr e−βHA(t)/Tr e−βH this number changes to 2NB+2 ×
2NB+2. Fortunately, this increase in cost can be avoided
by making use of “random-state technology” reducing the
cost to that of solving the TDSE for one pure state [38]. If
|Φ〉 is a pure state, picked uniformly from theD = 2NB+2-
dimensional unit hypersphere, one can show that for Her-
mitian matrices X [38]
Tr X ≈ D〈Φ|X|Φ〉, (B1)
and that the statistical errors resulting from approximat-
ing Tr X by D〈Φ|X|Φ〉 are small if D is large [38]. For
large baths, this property of the random pure state ren-
ders the problem amenable to numerical simulation.
In the case at hand, we proceed as follows. First we
generate a thermal random state of the bath system,
meaning that we compute the pure state
|Φ(β)〉 = e
−βHB/2|Φ〉
〈Φ|e−βHB |Φ〉1/2 , (B2)
where β denotes the inverse temperature. For any bath
observable A(t) we have [38]
〈A(t)〉 = Tr e
−βHBA(t)
Tr e−βHB
≈ 〈Φ(β)|A(t)|Φ(β)〉. (B3)
The initial state of the whole system is then a product
state of the ground state of the two spins at s = 0 and
the thermal pure state |Φ(β)〉, i.e.,
|Ψ(t = 0)〉 = |++〉 ⊗ |Φ(β)〉. (B4)
Since the Hamiltonian Eq. (36) depends explicitly on
time, we can only solve Eq. (28) numerically by time step-
ping. For this purpose, we use a Suzuki-Trotter product-
formula based algorithm [39]. This algorithm employs a
decomposition in terms of unitary matrices and is uncon-
ditionally stable by construction. All our simulations for
the two qubits coupled to a heat bath were carried out
with the massively parallel quantum-spin dynamics sim-
ulator (in house software), which is based on the same
computational kernel as the massively parallel quantum
computer simulator [40].
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