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Scattering of Magnetic Edge States
Christoph Buchendorfer and Gian Michele Graf
Abstract. We consider a charged particle following the boundary of a two dimen-
sional domain because a homogeneous magnetic field is applied. We develop the
basic scattering theory for the corresponding quantum mechanical edge states. The
scattering operator attains a limit for large magnetic fields which preserves Lan-
dau bands. We interpret the corresponding scattering phases in terms of classical
trajectories.
1 Introduction
A charged particle moving in a domain Ω ⊂ R2 under the inﬂuence of a homoge-
neous magnetic ﬁeld B may follow a skipping orbit along the boundary ∂Ω. The
quantum mechanical counterpart to these orbits are extended chiral states sup-
ported near ∂Ω. Under certain geometric conditions these states give rise to some
purely absolutely continuous spectrum [7] at energies E away from the Landau
levels associated with bulk states, i.e., at E ∈ B ·Δ with
Δ¯ ∩ (2N+ 1) = ∅. (1.1)
This work is about the scattering of such chiral edge states at a bent of an other-
wise straight boundary ∂Ω. Being chiral they never backscatter, but may undergo
transitions between diﬀerent bands. The main results are that such transitions are
suppressed at large B ﬁelds and that, within each band, the edge states acquire
an additional phase as compared to particles following a straight boundary of the
same length. That phase is proportional to the bending angle but independent of
the (large) magnetic ﬁeld. We remark that the scattering of edge states is at the
basis of some theories of the quantum Hall eﬀect [4].
The precise formulation of the setup and of the results requires some prelim-
inaries. We consider a simply connected domain Ω ⊂ R2 with oriented boundary
∂Ω consisting of a single, unbounded smooth curve γ ∈ C4(R) parameterized by
arc length s ∈ R. We assume that γ is eventually straight in the sense that the
curvature κ(s) = γ˙(s)∧ γ¨(s) ∈ R, (· = d/ds), is compactly supported. The bending
angle
θ :=
∞∫
−∞
κ(s) ds (1.2)
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takes values in [−π, π] and we assume
θ = π, (1.3)
which ensures that Ω contains a wedge of positive opening angle π − θ.
Since the cyclotron radius, and hence the lateral extent of an edge state,
scales as B−1/2, it will be notationally convenient to represent the homogeneous
ﬁeld as B = β2. The Hamiltonian is
H = B−1(−i∇−BA(x))2 = (−iβ−1∇− βA(x))2 (1.4)
on H := L2(Ω) with Dirichlet boundary conditions on ∂Ω. Here A : Ω → R2 is a
gauge ﬁeld producing a unit magnetic ﬁeld, ∂1A2 − ∂2A1 = 1. This is the usual
magnetic Hamiltonian except for a rescaling of energy, which is now measured in
units of Landau levels spacings. This, or the equivalent rescaling of time, does not
aﬀect the scattering operator, but will simplify its analysis.
As the dynamics of the edge states is eﬀectively one-dimensional, it is natural
to eliminate the gauge ﬁeld from its description. For the 2-dimensional system this
means that we restrict to gauges with A‖ = 0 on ∂Ω, i.e.,
A(γ(s)) · γ˙(s) = 0. (1.5)
A particle moving in a half-plane Ω0 = R×R+ 
 (s, u) will serve as a model
for the asymptotic dynamics, both in the past (or at s → −∞) and in the future
(or at s→ +∞). We denote the corresponding Hamiltonian on H0 := L2(Ω0) by
H0 := (−iβ−1∂s + βu)2 + (−iβ−1∂u)2, (1.6)
where we have used the Landau gauge A = (−u, 0).
Ωe
ΩΩe−
Ωe+
θ
Ω0
Ωe0
Ωe0− Ω
e
0+
T
Figure 1. Left: The domains Ω, Ωe, Ωe±.
Figure 2. Right: The domains Ω0, Ωe0, Ω
e
0±.
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To serve as scattering asymptotes, states in L2(Ω0) have to be identiﬁed with
states in L2(Ω). To this end we introduce the tubular map:
T : Ω0 → R2
x(s, u) ≡ T (s, u) = γ(s) + uεγ˙(s), (1.7)
where ε =
(
0 −1
1 0
)
is the rotation by π/2, and hence εγ˙(s) the inward normal.
The map T is injective on
Ωe0 := {(s, u) ∈ Ω0 | s ∈ R, 0 ≤ u < w(s)},
with Jacobian |detDT | = 1 − uκ(s) uniformly bounded away from zero, for some
suﬃciently small positive, continuous width function w(s). Due to condition (1.3)
we may take it so that
w(s) ≥ c1 + c2|s| (1.8)
for some c1, c2 > 0. The map (1.7) provides coordinates (s, u) on the image Ωe :=
T (Ωe0) ⊂ Ω (Fig. 1, 2). Not all of Ωe0 is essential for the sought identiﬁcation, but
only its tails near s = ±∞,
Ωe0± := {(s, u) ∈ Ωe0 | ± s > C}.
For large enough C the tubular map is Euclidean if restricted to Ωe0±, since supp γ¨
is compact. To make the dynamics of (1.4) and (1.6) comparable, we assume that
A(x) = (−u, 0), (x ∈ Ωe±) (1.9)
w.r.t. the Euclidean coordinates (s, u) in Ωe± := T (Ωe0±). This does not ﬁx the
potential A outside of Ωe− ∪ Ωe+ beyond the condition (1.5). Any residual gauge
transformation A → A + ∇χ in Ω consistent with these requirements has χ(x)
constant in Ωe−∪Ωe+. In fact, χ(x) takes constant values χ± separately on Ωe±, and
χ+ − χ− =
∞∫
−∞
∇χ(γ(s)) · γ˙(s) ds = 0. (1.10)
The asymptotic Hilbert space L2(Ω0) is now mapped into L2(Ω) by means
of
J : L2(Ω0)→ L2(Ω)
(Jψ)(x) =
{
j(u− w(s))ψ(s, u), if x = x(s, u) ∈ Ωe,
0, otherwise,
(1.11)
where j ∈ C∞(R), j ≤ 1 is such that
j(u) =
{
1, u ≤ −2w0,
0, u ≥ −w0,
(1.12)
for some w0. The purpose of the transition function j is to make Jψ as smooth as ψ.
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The ﬁrst result establishes the usual properties of scattering.
Theorem 1 The wave operators
W± : L2(Ω0)→ L2(Ω)
W± := s-lim
t→±∞ e
iHtJe−iH0t
exist and are complete:
RanW± = Pac(H)H.
Moreover, W± are isometries and do not depend on the choice of w, j in the
deﬁnition of J .
Remark 1 Under a residual gauge transformation the wave operators transform
as
W± → ei(χ±−χ(x))W±,
implying by (1.10) that the scattering operator W ∗+W− is invariant.
We next consider the limit where β grows large while the energy, rescaled as
in (1.4), is kept ﬁxed. The limit of the scattering operator is thus best formulated
in a scheme where edge states with ﬁxed energy are displayed as being independent
of β. The domain Ω0 is invariant under scaling
(u, s)→ (βu, βs) (1.13)
and the Hamiltonian transforms as
H0 ∼= −∂2u + (−i∂s + u)2, (1.14)
which shows that the spectrum of H0 is independent of β. Let HT := L2(R+, du)
be the space of transverse wave functions, on which −∂2u acts with a Dirichlet
boundary conditions at u = 0. The translation invariance in s of (1.14) calls for
the (inverse) Fourier transform w.r.t. that variable
Fβ :
∫ ⊕
HT dk ∼= L2(R,HT , dk)→ L2(R,HT , ds) ∼= L2(Ω0),
ψ =
∫ ⊕
ψ(k) dk → Fβψ,
(Fβψ)(s) = l. i.m.
K→∞
β1/2
(2π)1/2
K∫
−K
eiβksDβψ(k) dk, (1.15)
where the scaling of (s, u) has been incorporated for u by means of
Dβ : HT → HT , (Dβψ)(u) = β1/2ψ(βu), (1.16)
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and for s explicitly in the integral. (It is, in a precise sense, a Bochner integral of
HT -valued functions [1, Sect. 1.1, Sect. 1.8]). Upon displaying all variables, (1.15)
reads
(Fβψ)(s, u) = β(2π)1/2
∞∫
−∞
eiβksψ(k, βu) dk.
Then
F−1β H0Fβ = Ĥ0 :=
∫ ⊕
H0(k) dk, H0(k) = −∂2u + (k + u)2. (1.17)
The ﬁber H0(k), see [5], has simple, discrete spectrum {En(k)}n∈N with projections
denoted as Pn(k). The energy curve En(k), called the n-th Landau band, is a
smooth function of k increasing from 2n + 1, the n-th Landau level, to +∞ for
k ∈ (−∞,∞) with E′n(k) > 0. The corresponding normalized eigenvectors ψn(k)
may be taken as smooth functions (in HT -norm) of k, though the choice is aﬀected
by the arbitrariness of their phase,
ψn(k) → eiλn(k)ψn(k). (1.18)
They decay exponentially in u (see Lemma 7).
In this scheme the scattering operator is
S = F−1β W ∗+W−Fβ :
∫ ⊕
HT dk →
∫ ⊕
HT dk. (1.19)
It becomes independent of the magnetic ﬁeld if large, and preserves the Landau
bands:
Theorem 2 We have
s-lim
β→∞
S = Sφ (1.20)
with
Sφ =
∫ ⊕∑
n
eiφn(k)Pn(k) dk.
The scattering phases φn(k) are
φn(k) = −E
(1)
n (k)
E′n(k)
θ, (1.21)
where θ is the bending angle (1.2) and
E(1)n (k) = 〈ψn(k) , H1(k)ψn(k)〉,
H1(k) = u3 + 3u2k + 2uk2.
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More precisely, if energies are restricted to any open interval Δ between Landau
levels, as in (1.1), the limit (1.20) holds in norm: for any ε > 0 there is CΔ,ε such
that ∥∥∥(S − Sφ)EΔ(Ĥ0)∥∥∥ ≤ CΔ,εβ−1+ε. (1.22)
We summarize the analysis which will later rigorously lead to this result and
to its extension to higher orders in β−1. In the limit considered, the cyclotron
radius becomes small as compared to a typical radius of curvature. At any point
along the boundary, the particle experiences a dynamics which diﬀers only slightly
from that along a straight boundary, provided the two dynamics are represented
in a common Hilbert space. Once this is done, the system turns out to be mixed
in the sense [10] that the Hamiltonian (1.4) corresponds to the quantization over
a phase space, R2 
 (s, k), of a classical symbol,
H(s, k) = H0(k) + β−1κ(s)H1(k) + O(β−2), (1.23)
taking values in the operators on a Hilbert space HT . Thus, β−1E(1)n (k) is the
ﬁrst order correction to the eigenvalue En(k) under the (singular) perturbation
κ(s)H1(k) of H0(k) due to the curvature of the boundary. Integrated over time
it gives rise to the scattering phase φn in view of (1.2) and of the semiclassical
expression β(ds/dt) = E′n(k) for the velocity of the particle. Despite its relation to
the geometry of Ω, the origin of the scattering phase is not geometrical in the sense
of Berry’s, but appears to be dynamical. Corrections in all orders of β−1 can be
investigated systematically by means of Space Adiabatic Perturbation Theory [12],
which applies to mixed systems as described above, of which (1.23) is an example.
The plan of the remaining sections is as follows. In the next section we give a
heuristic interpretation of the edge states and of the scattering phases in terms of
classical orbits bouncing at the boundary. Readers more interested in the proofs of
Thms. 1 and 2 may proceed directly to Sects. 3 and 4, respectively. For instance,
in Lemma 5 of the latter section (1.23) is stated in precise terms. Higher order
corrections are discussed in Sect. 5, illustrating the use of Space Adiabatic Pertur-
bation Theory. In particular it is shown there that the Landau bands are in fact
preserved to arbitrary order in β−1, while from (1.22) we may only conclude that
they are preserved to order β−1+ε.
2 Classical trajectories and scattering phase
We present a heuristic interpretation of the edge states and of the scattering phase
φn(k) in terms of classical orbits. Related considerations are found in [8].
The Hamiltonian
H0 = (β−1ps + βu)2 + β−2p2u,
which is the classical counterpart to (1.6), has circular trajectories for which radius
r > 0 and velocity v ∈ R2 are in the ﬁxed relation r = |v|/2. Some of them bounce
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along the edge of the half-plane. Their shape may be parameterized in various
ways: (i) By the ratio
k
r
= cos η (2.1)
between the distance k = β−2ps of the guiding center to ∂Ω0 (negative, if inside
Ω0) and the radius r. This is also expressed through the angle η between the
boundary and the arc, see Fig. 3. (ii) By the ratio
v‖
|v| =
sin η
η
(2.2)
between the average velocity v‖ along the edge and the (constant) velocity |v| or,
equivalently, between the length 2r sin η of the chord and 2rη of the arc in Fig. 3.
pu
u−k
η
η
2η
√
E
Figure 3. Left: a bouncing trajectory.
Figure 4. Right: the phase space of transversal motion.
We now turn to the quantum state eiksψn(k) for β = 1, cf. (1.15). On the
basis of (2.1) it may be associated, at least asymptotically for large n, with a
classical trajectory of shape η if
kn =
√
En(kn) cos η. (2.3)
The same conclusion is reached on the basis of (2.2) if v‖ is identiﬁed with the
group velocity E′n(k), as we presently explain. The phase space R+ × R 
 (u, pu)
underlying H0(k) is shown in Fig. 4, together with a trajectory of energy (k +
u)2 + p2u = E. Let A(E, k) be the area of the cap inside this trajectory. The Bohr-
Sommerfeld condition, whose asymptotic validity we take for granted, states that
A(En(k), k) = 2πn, (n ∈ N), and derivation w.r.t. k yields
∂A
∂E
E′n(k) +
∂A
∂k
= 0.
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Using that −∂A/∂k is the length of the chord in Fig. 4, and ∂A
∂
√
E
= 2
√
E ∂A∂E that
of the arc we ﬁnd
v‖
|v| =
E′n(k)
2
√
En(k)
=
sin η
η
, (2.4)
provided k = kn is chosen as in (2.3). The energy is then En(kn) ∝ n and the
radius before the scaling (1.13) is given by r2n = β
−2En(kn).
Let
G(s, s′;κ) =
∫
γ
p · dx (2.5)
be the (reduced) action along one of the two arcs γ of radius r joining neighboring
collision points s and s′ (provided they are close enough, so that the arcs exist).
Since
∫
γ
p · dx = ∫
γ
ps ds +
∫
γ
pu du = βk(s′ − s) + A, the Bohr-Sommerfeld
condition ensures that the form of a quantum wave eiβksDβψ(k) is consistent with
the semiclassical phase eiG.
In light of this correspondence we shall discuss the motion along a curved
boundary. The semiclassical limit, n  1, and the limit of small curvature, κrn
 1, are compatible as long as 1  n  β2κ−2, i.e., for large magnetic ﬁelds.
We again ﬁrst deal with the classical particle, whose incidence angle η may now
slightly change from hit to hit. Let now s and s′ in (2.5) denote the arc length
coordinates of the two collision points along the boundary of curvature κ(·). With
p = β2(v/2 +A) we obtain [2]
G(s, s′;κ) = β2(rL −A),
where L is the length of the arc γ andA the area between the arc and the boundary
∂Ω. In fact,
1
2
∫
γ
v · dx = |v|
2
∫
γ
dx
dσ
· dx = r
∫
γ
dσ,
where σ is the arc length along γ; and, by Stokes’ theorem,
∫
γ
A · dx = −A,
because the arc is traversed clockwise and because of (1.5). We next consider an
arc starting at s with angle η and look for the dependence of s′ − s, η′ − η and
G(s, s′;κ) up to ﬁrst order in a small curvature κ. Elementary considerations show
that
δ(s′ − s) ≈ −κr2 sin 2η, δ(η′ − η) ≈ 0,
δL ≈ −2κr2 sin η, δA ≈ −4
3
κr3 sin3 η,
δG(s, s′;κ) ≈ −2β2r3κ sin η(1− 2
3
sin2 η
)
,
where κ = κ(s˜) for any s˜ between s and s′. We then take a number m of hops si =
si[κ], (i = 0, . . .m) suﬃcient to cover the bent suppκ. Using si − si−1 = 2r sin η
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for κ ≡ 0, we compute in the small curvature limit
δ(sm − s0) =
m∑
i=1
δ(si − si−1)
si − si−1 (si − si−1) ≈ −r
sin 2η
2 sin η
∞∫
−∞
κ(s) ds = −rθ cos η,
δ
m∑
i=1
G(si−1, si;κ) ≈ −β2r2θ
(
1− 2
3
sin2 η
)
.
An incoming quantum wave eiβksDβψ(k) should therefore gather an additional
phase
φn(k) = −βkδ(sm − s0) + δ
m∑
i=1
G(si−1, si;κ)
as compared to one following a straight boundary of the same length. With (2.3)
we ﬁnd
φn(kn) = βrnθ
√
En(kn) cos2 η − β2r2nθ
(
1− 2
3
sin2 η
)
= −1
3
θEn(kn) sin2 η. (2.6)
On the other hand, the phase φn(kn) may be computed from (1.21). Since the
trajectory in Fig. 4 is traversed at a uniform rate, expectations w.r.t. ψn(kn) reduce
in the limit to integrations w.r.t. (2η)−1dα, where a point on the arc is represented
by its angle α ∈ [−η, η] as seen from the center of the circle. We rewrite√E cosα =
k + u =: u′ and u3 + 3u2k + 2uk2 = u′(u′2 − k2), use
1
2η
η∫
−η
cosα dα =
sin η
η
,
1
2η
η∫
−η
cos3 α dα =
sin η
η
(
1− 1
3
sin2 η
)
,
and obtain
E(1)n (k) ≈ En(kn)3/2
sin η
η
(
1− 1
3
sin2 η − cos2 η) = 2
3
En(kn)3/2
sin3 η
η
,
φn(kn) ≈ −13θEn(kn) sin
2 η,
where we used (2.4) in the last step. The result is in agreement with (2.6).
3 Existence and completeness of wave operators
Existence and completeness of the wave operators W± follow in a rather standard
way from propagation estimates for the dynamics e−iHt and e−iH0t.
Such an estimate is established in the second part of the following lemma.
It depends on a Mourre estimate [7], which in turn rests on a geometric property
discussed in the ﬁrst part:
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Lemma 1
1. There is a function σ ∈ C2(Ω¯) extending arc length from ∂Ω to Ω, i.e.,
σ(γ(s)) = s for s ∈ R, satisfying
‖∂iσ‖∞ <∞, ‖∂i∂jσ‖∞ <∞. (3.1)
2. For any ε > 0, α > 1/2 and Δ as in (1.1):
∞∫
−∞
∥∥〈σ〉−αe−iHtEΔ(H)ψ∥∥2 dt ≤ CΔ,αβ1+ε‖ψ‖2 (3.2)
with CΔ,α independent of large enough β.
Proof. 1. On Ω0 we may choose the following extension of arc length:
σ0(s, u) :=
s
w(s)
(w(s) − u)jσ(u− w(s)), (3.3)
where jσ(u) is deﬁned as in (1.12) with w0 small enough and possibly smaller
than w0 used in the deﬁnition of J . It satisﬁes (3.1) and is supported on Ωe0. We
therefore obtain an extension of arc length σ(x) from ∂Ω to Ω by transforming σ0
under the tubular map:
σ(x) :=
{
σ0(s, u) if x = x(s, u) ∈ Ωe,
0 otherwise.
σ satisﬁes (3.1) because σ0 is an extension of arc length on Ω0, σ is supported on
Ωe and the inverse tubular map has bounded ﬁrst and second derivatives on Ωe.
The extension of σ by zero to the complement of Ωe is smooth by construction
of jσ.
2. To better display the dependence on β of some of the bounds below we
scale Ω to Ω˜ = βΩ, so that H ∼= H˜ , where
H˜ = (−i∇− A˜)2,
on L2(Ω˜) with A˜(x) = βA(x/β) corresponding to a unit magnetic ﬁeld. The corre-
sponding extension of arc length from part (1) is σ˜(x) = βσ(x/β). We claim that
for given E ∈ 2N+ 1 ∥∥∥[H˜ , σ˜](H˜ + i)−1∥∥∥ ≤ C, (3.4)∥∥∥[[H˜ , σ˜] , σ˜]∥∥∥ ≤ C, (3.5)
EΔ˜(H˜)i[H˜ , σ˜]EΔ˜(H˜) ≥ cEΔ˜(H˜) (3.6)
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with C, c > 0 and an open interval Δ˜ 
 E, all independent of β large. Indeed,
(3.4), (3.5) follow from
i[H˜ , σ˜] = (−i∇− A˜) · ∇σ˜ +∇σ˜ · (−i∇− A˜),
i[i[H˜ , σ˜] , σ˜] = 2(∇σ˜)2,
and (3.6) has been shown in connection with the proof of Thm. 3 in [7]. The
bounds (3.4)–(3.6) now imply [9] for α > 1/2:
∞∫
−∞
∥∥∥〈σ˜〉−αe−iH˜tEΔ˜(H˜)ψ∥∥∥2 dt ≤ C‖ψ‖2.
Undoing the unitary scale transformation, this amounts to:
β−2α
∞∫
−∞
∥∥∥(σ2 + β−2)−α/2e−iHtEΔ˜(H)ψ∥∥∥2 dt ≤ C‖ψ‖2.
Using a covering argument for Δ, this proves
∞∫
−∞
∥∥〈σ〉−αe−iHtEΔ(H)ψ∥∥2 dt ≤ CΔ,αβ2α‖ψ‖2, (3.7)
for β ≥ 1, which may be assumed without loss. For α ≤ (1+ε)/2 the claim follows
from β2α ≤ β1+ε. It then extends to α > (1 + ε)/2 because the l.h.s of (3.7) is
decreasing in α.
Remark 2 The bound (3.2) may be understood in simple terms. The velocity of
a particle tangential to the boundary is i[H, s] = β−1(−iβ−1∇ − βA(x)) · ∇s =
O(β−1), assuming its energy H lies in Δ. It therefore takes the particle a time O(β)
to traverse a ﬁxed piece of the boundary such as the bent. Eq. (3.2) is stating just
this, up to a multiplicative error O(βε).
We shall prove existence and completeness of the wave operators W± by local
Kato smoothness. More precisely by [13, Thm. XIII.31] or, with more detail, by
[14, Sect. 4.5, Thm. 1, Cor. 2, Rem. 3, Thm. 6] all of Thm. 1, except for the
uniqueness statement, is implied by the following lemma:
Lemma 2
1. J maps D(H0) into D(H). Moreover
HJ − JH0 =
2∑
i=1
A∗iMiA
0
i , (3.8)
where A(0)i are H(0)-bounded and H(0)-smooth on Δ, and Mi are bounded
operators, (i = 1, 2, (0) = 0 or its omission).
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2.
s-lim
t→±∞(1− JJ
∗)e−iHtEΔ(H) = 0. (3.9)
Proof. 1. For C large enough, |σ0(s, u)| > C implies j(u − w(s)) = 1. In fact, if
j(u− w(s)) < 1 we have u− w(s) > −2w0 and therefore, see Eq. (3.3),
|σ0(s, u)| = |s|
w(s)
(w(s) − u)jσ(u− w(s)) (3.10)
is bounded by 2w0 sups |s|/w(s), which is ﬁnite by (1.8). By (3.10) we also see
that |σ0(s, u)| > C implies that |s| is large. These two implications, together with
(1.9), show that (HJ−JH0)F (|σ0| > C) = 0, where F (x ∈ A) is the characteristic
function of the set A. Together with a similar relation for σ instead of σ0 we obtain
HJ − JH0 = χ(HJ − JH0)χ0, (3.11)
where χ(0) = F (|σ(0)| ≤ C).
Eq. (3.11) may be written in the form (3.8) with
A1 = 〈σ〉−α(H − i),
M1 = 〈σ〉α(H + i)−1χHJχ0〈σ0〉α,
A01 = 〈σ0〉−α,
A2 = 〈σ〉−α,
M2 = −〈σ〉αχJH0χ0(H0 + i)−1〈σ0〉α,
A02 = 〈σ0〉−α(H0 + i).
The claimed properties about the A(0)i hold true by (3.2) and we are left to show
those of the M (0)i . Since χ〈σ〉α, χ0〈σ0〉α (and J) are bounded, we need to show
that
Hχ(H + i)−1〈σ〉α = Hχ[〈σ〉α(H + i)−1 + (H + i)−1[〈σ〉α , H ](H + i)−1]
is, too (and similarly for the ‘0’-version). Indeed, for α < 1, [〈σ〉α , H ](H + i)−1 is
bounded, cf. (3.4), and so is
Hf(H + i)−1 = H(H + i)−1
(
f + [H , f ](H + i)−1
)
for f = χ〈σ〉α or f = χ.
2. Since (1− JJ∗)(1 − χ) = 0 and χ〈σ〉α is bounded, we may show
lim
t→±∞〈σ〉
−αe−iHtEΔ(H)ψ = 0.
As a function of t, this state has bounded derivative and is square integrable in t,
cf. (3.2). Hence the claim.
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It remains to show that W± = W±(J) is independent of j and w in the
construction (1.11) of J . We may choose j˜, w˜ still satisfying the requirements
(1.12), (1.8) and, moreover,
supp j˜(u− w˜(s)) ⊂ Ωe− ∪ Ωe+, (3.12)
j˜(u − w˜(s))j(u − w(s)) = j˜(u − w˜(s)) (3.13)
for any two given choices j = ji, w = wi, (i = 1, 2). As for j˜, this is achieved by
taking a large enough w0 in (1.12). To show W±(J1) = W±(J2) it thus suﬃces to
prove W±(J) = W±(J˜) for J = J1, J2. Since (s, u) are Euclidean coordinates in
Ωe±, Eqs. (3.12), (3.13) imply J˜ J˜
∗J = J˜ and therefore
s-lim
t→±∞(J − J˜)e
−iH0tEΔ(H0) = s-lim
t→±∞(1− J˜ J˜
∗)Je−iH0tEΔ(H0)
= s-lim
t→±∞(1− J˜ J˜
∗)e−iHtEΔ(H)W±(J) = 0
by (3.9), proving the claim.
4 The scattering operator at large magnetic fields
At large magnetic ﬁelds the scattering operator acquires a universal behavior,
depending only on the bending angle, but independent of other geometric prop-
erties of the domain, as stated in Thm. 2. The estimate (1.22), from which the
full statement of the theorem follows by density, will be established through an
approximation to the evolution e−iHtψ which is accurate at all times and not just
near t = ±∞, as was the case in the previous section. To this end we choose
an adapted gauge and interpret H on L2(Ω) as a perturbation of H0 on L2(Ω0).
This will require an identiﬁcation of the two spaces which is more accurate than
(1.11). Since these steps are intended for the limit β → ∞, we will assume β ≥ 1
throughout this section.
We begin with the choice of gauge, which is a deformation of Landau’s.
Lemma 3 There is a smooth vector ﬁeld on Ω with ∇ ∧ A = 1 and (1.5), (1.9)
whose pull-back on Ωe0 under the tubular map, A0 := (DT )tA, is
A0(s, u) = −(u− u
2
2
κ(s), 0). (4.1)
In the deﬁnition (1.19) of the scattering operator S asymptotic states are
represented as states in
∫ ⊕HT dk by means of Fβ , see (1.15). It is useful to
make the band structure of Ĥ0 explicit there. The range of EΔ(H0) then becomes
isomorphic to the direct sum
EΔ(H0)H0 ∼=
⊕
n∈B
L2(In, dk),
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where In := E−1n [Δ] is bounded and B := {n ∈ N | In = ∅} is ﬁnite if Δ is as in
Thm. 2. The isomorphism is established by the unitary
U :
⊕
n∈B
L2(In, dk)→ EΔ(H0)H0, U =
⊕
n∈B
Un
with
Un : L2(In, dk)→ EΔ(H0)H0, Unf := Fβ(ψnf),
i.e.,
(Unf)(s) =
β1/2
(2π)1/2
∫
In
eiβksDβψn(k)f(k) dk. (4.2)
The Hamiltonian for the n-th band, U∗nH0Un =: hn, is multiplication by En(k).
We deﬁne single band wave operators as
Ω±(n) := s-lim
t→±∞ e
iHtJUne
−ihnt = W±Un, (4.3)
and corresponding scattering operators as
σnm := Ω∗+(n)Ω−(m).
At this point (1.22) reduces to∥∥∥σnm − δnmeiφn(k)∥∥∥L(L2(Im),L2(In)) ≤ CΔ,εβ−1+ε. (4.4)
An improved identiﬁcation operator J˜ : L2(Ω0)→ L2(Ω) is
(J˜ψ)(x) =
{
j(u− w(s))g(s, u)−1/4ψ(s, u), if x = x(s, u) ∈ Ωe,
0, otherwise.
(4.5)
It is obtained as a modiﬁcation of (1.11), where g(s, u)1/2 = |detDT | and gdsdu
is the Euclidean volume element dx1dx2 in tubular coordinates. We take the pa-
rameter w0 in (1.12) so that 3w0 < infs w(s). Then j(u − w(s)) = 1 for u < w0
and J˜ acts as an isometry on states supported near ∂Ω0, which is where we expect
edge states to be concentrated at all times.
The perturbation induced by the curvature of ∂Ω on the dynamics will be
accounted for by a modiﬁcation U˜n of Un in (4.2), resp. J˜n := J˜ U˜n of JUn in
(4.3):
U˜n : L2(In, dk)→ H0 (4.6)
(U˜nf)(s) :=
β1/2
(2π)1/2
∫
In
ei(βks+φn(s,k))Dβψ˜n(s, k)f(k) dk, (4.7)
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where
φn(s, k) = −E
(1)
n (k)
E′n(k)
s∫
−∞
κ(s′) ds′, (4.8)
ψ˜n(s, k) = ψn(k) + β−1κ(s)ψ˜(1)n (k),
ψ˜(1)n (k) = ψ
(1)
n (k)−
E
(1)
n (k)
E′n(k)
(∂kψn)(k),
ψ(1)n (k) = −(H0(k)− En(k))−1(1− Pn(k))H1(k)ψn(k). (4.9)
It will be proved later that (4.7) yields a bounded map (4.6). Here we remark
that H1(k)ψn(k) is well deﬁned because ψn(k) decays exponentially in u. A semi-
classical interpretation of the above construction is in order. The evolution would
adiabatically promote a particle from the asymptotic state ψn(k) at s = −∞
to the perturbed eigenstate ψ[1]n (s, k) = ψn(k) + β−1κ(s)ψ
(1)
n (k) of (1.23), if k
were an adiabatic invariant. It is only approximately so, since it changes by
dk/dt = {H(s, k), k} ≈ −β−1κ˙(s)E(1)n (k) per unit time or, cumulatively w.r.t.
arc length, by δk(s) = −β−1κ(s)E(1)n (k)/E′n(k). Therefore a more accurate state
is ψ[1]n (s, k+δk(s)) = ψ˜n(s, k)+O(β−2). This argument leaves open the possibility
of an additional phase, eiβ
−1γB(s,k), determined by parallel transport, which how-
ever does not have to be included in (4.8). In fact, due to global gauge symmetry,
only the derivative w.r.t. s of the phase of the WKB ansatz (4.7) is determined by
the Schro¨dinger equation, where it occurs in the combination β−1∂s. The contri-
bution of γB there is thus of order O(β−2).
The main intermediate result of this section is that J˜ne−ihnt is an accurate
approximation of e−iHt at all times in the relevant energy range:
Proposition 1 For all ε > 0 and Δ as in Thm. 1:
sup
t∈R
∥∥∥EΔ(H)(e−iHtJ˜n − J˜ne−ihnt)∥∥∥L(L2(In),L2(Ω)) ≤ CΔ,εβ−1+ε.
The implication of this result on the scattering operators σnm can now be
phrased conveniently in terms of Isozaki-Kitada wave operators Ω˜±(n):
Proposition 2 The limits
Ω˜±(n) = s-lim
t→±∞ e
iHtJ˜ne−ihnt (4.10)
exist and equal
Ω˜−(n) = Ω−(n), Ω˜+(n) = Ω+(n)eiφn(k). (4.11)
Moreover, for ε > 0, ∥∥∥Ω˜∗+(n)Ω˜−(m)− δnm∥∥∥ ≤ Cβ−1+ε. (4.12)
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Since σnm = eiφn(k)Ω˜∗+(n)Ω˜−(m), the proof of Eq. (4.4) and of Thm. 2 is
complete, except for the proofs of Lemma 3 and Props. 1, 2 which we will give in
the rest of this section.
Proof. (Lemma 3) We may ﬁrst deﬁne A(x) for x ∈ Ωe so that (4.1) holds, i.e., in
terms of forms A = (T ∗)−1A0, A0 = −(u− u22 κ(s))ds. We indeed have ∇∧A = 1
there, because
dA0 = −(1− uκ(s))du ∧ ds = g1/2ds ∧ du,
and thus dA = (T ∗)−1(dA0) = dx1 ∧ dx2, but also dA = (∇ ∧ A)dx1 ∧ dx2. We
also note that (1.5) holds, since A(γ(s)) · γ˙(s) = A0(∂s)|u=0 = 0. The deﬁnition
of A can then be extended as follows to all of Ω: Starting from any ﬁeld A˜ with
∇ ∧ A˜ ≡ 1 on Ω, there is χ(x) such that A = A˜ + ∇χ on Ωe. Now it suﬃces to
extend the scalar function χ to Ω.
Some of the further analysis is conveniently phrased in terms of pseudodif-
ferential calculus, of which we shall need a simple version. We ﬁx a band n with
momentum interval In and drop the band index n from all quantities through-
out the remainder of this section. The symbols are deﬁned on the phase space
R × I 
 (s, k) of a particle on the boundary ∂Ω and take values in some Banach
space X , typically X ⊂ HT :
A2(X) := {a | a(s, k) ∈ X, ‖a‖2A2(X) :=
∫
sup
k∈I
‖a(s, k)‖2X ds <∞}. (4.13)
We abbreviate A2 ≡ A2(HT ). If X = D(M) is the domain of some closed operator
M equipped with the graph norm ‖·‖M = ‖·‖HT +‖M ·‖HT , we just writeA2(M) ≡A2(D(M)).
For a symbol a ∈ A2(X), we deﬁne an operator by left-quantization
Op(a) : L2(I)→ L2(R, X),
(Op(a)f)(s) :=
β1/2√
2π
∫
I
eiβks(Dβa)(s, k)f(k) dk, (4.14)
where Dβ is as in (1.16). The integral is a Bochner integral on HT [1, Thm. 1.1.4].
It exists pointwise for each s ∈ R with supk∈I ‖a(s, k)‖X < ∞, because HT is
separable and ‖f‖1 ≤ |I|1/2‖f‖2. Moreover, (4.14) deﬁnes a bounded operator
Op(a) : L2(I)→ L2(R, X), because of
‖Op(a)f‖ ≤ (β|I|)
1/2
√
2π
‖a‖A2(X)‖f‖2.
We shall extend in two ways the class of symbols a admissible in (4.14). First,
that equation deﬁnes a bounded operator L2(I) → L2(R, X) also if a(s, k) tends
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to some asymptotes for some a±(k) at large s, in the sense that
±∞∫
0
sup
k∈I
‖a(s, k)− a±(k)‖2X ds <∞, sup
k∈I
‖a±(k)‖X <∞.
We denote such symbols by a ∈ A(X). In fact, the integral is still deﬁned pointwise
as before; in the case that a is independent of s the result follows by the unitarity
of the Fourier transform, and in general from a(s, k)− θ(s)a+(k)− θ(−s)a−(k) ∈
A2(X). (Further conditions for ‖Op(a)‖ <∞, which we shall not need, are given
by the Caldero´n-Vaillancourt theorem [11].) Second, the notation (4.14) shall be
used also when the symbol a(s, k) is actually a polynomial in β−1, a(s, k) =∑deg a
j=0 β
−jaj(s, k), in which case ‖a(s, k)‖2X :=
∑deg a
j=0 ‖aj(s, k)‖2X . An example
for both extensions is a(s, k) := ψ˜(s, k)eiφ(s,k) ∈ A(H0(k)), for which Op(a) = U˜ .
In particular (4.7) deﬁnes a bounded map, as claimed. Note that D(H0(k)), see
(1.17), is independent of k.
The following propagation estimate holds:
Lemma 4 Let a ∈ A2. Then
∞∫
−∞
∥∥Op(a)e−ihtf∥∥2 dt ≤ Cβ‖f‖2, (4.15)
where
C =
∫
sup
k∈I
‖a(s, k)‖2
E′(k)
ds <∞.
Moreover,
s-lim
t→±∞Op(a)e
−iht = 0. (4.16)
Proof. The integrand of the l.h.s. of (4.15) is
∥∥Op(a)e−ihtf∥∥2 = β
2π
∫
ds
∫
I
dk2
∫
I
dk1 eiβ(k1−k2)se−i(E(k1)−E(k2))t
× 〈a(s, k2) , a(s, k1)〉f¯(k2)f(k1),
where we used that Dβ is unitary. Formally, we may use
1
2π
∫
e−i(E(k1)−E(k2))t dt = δ(E(k1)− E(k2)) = E′(k1)−1δ(k1 − k2),
because k → E(k) is monotonous, so that (4.15) equals
β
∫
ds
∫
I
dk E′(k)−1‖a(s, k)‖2‖f(k)‖2, (4.17)
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from which the ﬁrst claim follows. More carefully, we change variables ki →
E(ki) = ei, dki = E′(ki)−1dei and extend the integrand by zero for ei ∈ E−1(I).
Then (4.17) follows by Tonelli’s theorem and Parseval’s identity.
Eq. (4.16) follows from the fact that Op(a)e−ihtf has bounded derivative in t
and is square integrable w.r.t. t.
Prop. 1 states that J˜ = J˜ U˜ approximately intertwines between the dynamics
h on L2(I, dk) and H on H. Its proof will combine the intertwining properties of
J˜ and of U˜ , as discussed separately by the following two lemmas.
Lemma 5 Let
H1 := β−1
(
2(βu)DsκDs − 12(βu)
2{κ , Ds}
)
,
where Ds = −iβ−1∂s + βu and curly brackets denote the anticommutator. Then
for any 1/2 < α ≤ 1:
(HJ˜ − J˜(H0 +H1))U˜ = 〈σ〉−αROp(b), (4.18)
where ‖b‖A2 ≤ C and ‖R‖L(H0,H) ≤ Cαβ−2.
Lemma 6 For any α > 0 we have:
(H0 +H1)U˜ − U˜h = 〈σ0〉−αROp(b), (4.19)
where ‖b‖A2 ≤ C, ‖R‖L(H0) ≤ Cαβ−2 and H1 as in Lemma 5.
The ﬁrst lemma states that on the image of U˜ the Hamiltonian H is a pertur-
bation of the half-plane Hamiltonian H0. The leading part, H1, of this perturbation
is formally of order β−1, because βu and Ds are of O(1) on the image of U˜ . Since
the tangential velocity i[H0 , s] = 2β−1Ds is of order β−1, the size of H1 is thus
inversely proportional to the time ∼ β (in units of the inverse cyclotron frequency)
required by the particle to traverse the bent, i.e., suppκ. The cumulated eﬀect is
thus of order 1, like the phase (4.8) which by the second lemma accounts for it
to leading order. Subleading contributions occurring in either approximation are
formally of order β−2. They may be integrated in time and controlled by means
of the propagation estimates in Lemmas 1, 4.
Proof. (Proposition 1) Upon multiplication from the left by eiHt the quantity to
be estimated is seen to be
EΔ(H)(J˜ − eiHtJ˜ e−iht) = −i
∫ t
0
EΔ(H)eiHτ (HJ˜ − J˜ h)e−ihτ dτ . (4.20)
We expand
HJ˜ − J˜ h = (HJ˜ − J˜(H0 +H1))U˜ + J˜((H0 +H1)U˜ − U˜h),
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and insert the two terms on the r.h.s. into (4.20). We use the general fact that
‖T ‖ = sup{|〈ϕ2 , Tϕ1〉| |ϕi ∈ Hi, ‖ϕi‖ = 1, (i = 1, 2)}
for operators T : H1 → H2 between Hilbert spaces, and apply the estimates (4.18),
(4.19) on the two contributions respectively. For the second term we also use
J˜〈σ0〉−α = 〈σ〉−αJ˜ . Together with (3.2), (4.15), we see that the two contributions
are bounded in norm by a constant times β−2 · β(1+ε)/2 · β1/2 = β−1+ε/2.
The proofs of Lemmas 5, 6 are postponed till after that of Proposition 2.
Proof. (Proposition 2) Let F (s ∈ A) be the characteristic function of the set
A ⊂ R. We claim that for any a ∈ R
s-lim
t→−∞F (s ≥ −a)U˜e
−iht = 0, (4.21)
and similarly for U instead of U˜ , as well as for F (s ≤ a) and t → +∞. It will be
enough to prove (4.21) when acting on f ∈ C∞0 (I).
We then have
(U˜e−ihtf)(s) =
β1/2
(2π)1/2
∫
I
ei(βks−E(k)t+φ(s,k))Dβψ˜(s, k)f(k) dk
with
∂
∂k
(βks− E(k)t+ φ(s, k)) = βs− E′(k)t− d
dk
(
E(1)(k)
E′(k)
) s∫
−∞
κ(s′) ds′
≥ 1 + β|s+ a|+ δ|t| (4.22)
for some δ > 0, all s ≥ −a and −t large enough. We may pretend that ψ˜(s, k)
is replaced by ψ(k), as the diﬀerence is dealt with by (4.16). Since the latter
amplitude is independent of s, the usual non-stationary phase method (e.g., [13,
Thm. XI.14 and Corollary]) may be applied. We obtain (without keeping track of
the dependence of constants on β)∥∥∥(U˜e−ihtf)(s)∥∥∥
HT
≤ Cl(1 + |s+ a|+ |t|)−l, (l ∈ N, s ≥ −a),
where we also used that ψ(k) ∈ C∞(I,HT ). As a result,∥∥∥F (s ≥ −a)U˜e−ihtf∥∥∥2 ≤ C′l(1 + |t|)−2l+1,
for −t large enough, proving (4.21). As the estimate (4.22) also holds with φ(s, k)
omitted or replaced by φ(k) = φ(s =∞, k), the result applies to U and Ueiφ(k) as
well.
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We maintain that (4.21) implies
s-lim
t→−∞(U − U˜)e
−iht = 0, (4.23)
s-lim
t→+∞(Ue
iφ(k) − U˜)e−iht = 0, (4.24)
s-lim
t→±∞(J − J˜)Ue
−iht = 0. (4.25)
Indeed, if −a < suppκ, and hence eiφ(s,k) = 1 as well as ψ˜(s, k) = ψ(k) for s < −a,
then
U − U˜ = F (s ≥ −a)(U − U˜)
and (4.23) follows from (4.21). Eq. (4.24) is shown similarly by using φ(s, k) = φ(k)
for s > suppκ. Eq. (4.25) follows from J− J˜ = (J− J˜)F (|s| ≤ a), since g(s, u) = 1
for (s, u) ∈ Ωe0, |s| ≥ a. Now (4.10), (4.11) are immediate. They follow from the
existence of the wave operators (4.3), i.e., Ω±(n) = s-limt→±∞ eiHtJUe−iht, by
means of (4.25) and of (4.23), resp. (4.24).
Finally, we prove (4.12). Here it is necessary to introduce the band labels
again. By the intertwining property of Ω˜±(n) between H and hn we have
〈g , Ω˜∗+(n)Ω˜−(m)f〉 = 〈Ω˜+(n)g , EΔ(H)Ω˜−(m)f〉
= lim
t→∞〈e
iHtJ˜ne−ihntg , EΔ(H)e−iHtJ˜meihmtf〉
= lim
t→∞〈J˜ne
−ihntg , EΔ(H)e−2iHtJ˜meihmtf〉.
By Proposition 1 this inner product equals, up to a function of t bounded by
Cβ−1+ε‖g‖‖f‖, the expression
〈J˜ne−ihntg , EΔ(H)J˜me−ihmtf〉 = 〈eiHtJ˜ne−ihntg , EΔ(H)eiHtJ˜me−ihmtf〉
t→+∞→ 〈Ω˜+(n)g , Ω˜+(m)f〉 = 〈eiφn(k)g , Ω∗+(n)Ω+(m)eiφm(k)f〉 = δnm〈g , f〉,
proving (4.12). In the last line we used Ω∗+(n)Ω+(m) = δnmIdL2(Im). This follows
from W ∗+W+ = IdH0 and U
∗
nUm = δnmIdL2(Im).
It remains to prove Lemmas 5, 6.
An element of pseudodiﬀerential calculus [11] is the symbolic product. We
will need the product of an operator valued symbol h ∈ A(L(X,HT )) with a vector
valued one, a ∈ A(X), which in the case that h(s, k) is a polynomial in k is deﬁned
as
(ha)(s, k) :=
degh∑
l=0
β−l
ill!
(∂lkh)(s, k) · (∂lsa)(s, k),
since the sum is then ﬁnite. In applications of this product it is understood that
a ∈ Cdeg hs (A(X)), where a ∈ Cls(A(X)) means ∂jsa ∈ A(X), 0 ≤ j ≤ l.
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Proof. (Lemma 6) Set a(s, k) := ψ˜(s, k)eiφ(s,k) ∈ A(H0(k)). Then by Lemma 8,
H0U˜ = H0Op(a) = Op(H0(k)a), (4.26)
where H0(k) is given in (1.17). The operator H1 may be written as
H1 = β−1κ(s)[2(βu)(−iβ−1∂s)2 + 3(βu)2(−iβ−1∂s) + (βu)3]
− iβ−2κ˙(s)[2(βu)(−iβ−1∂s) + 3/2(βu)2].
According to Lemma 7 we have kla ∈ A(eλu), (l = 0, 1, 2), for some λ > 0.
Therefore, by Lemma 8:
H1U˜ = β−1Op(κ(s)(H1a)) + β−2Op(κ˙(s)(H2a)),
where
H1(k) = 2uk2 + 3u2k + u3, H2(k) = −i(2uk+ (3/2)u2).
By evaluating the expression
H0a =
2∑
l=0
β−l
ill!
(∂lkH0)(k) · (∂lsa)(s, k) (4.27)
we ﬁnd:
H0a = a˜00 + β−1a01 + β−2a˜02,
where a˜00 = E(k)ψ˜(s, k)eiφ(s,k), a01 = −κ(s)H1(k)ψ(k)eiφ(s,k) and a˜02 ∈ A2
(coeﬃcients with a tilde may themselves contain higher order terms in β−1). The
derivation is as follows: The r.h.s. of (4.27) equals
H0a =
[
H0(k)ψ˜(s, k) + β−1(∂sφ(s, k))H ′0(k)ψ(k)
]
eiφ(s,k) +O(β−2). (4.28)
The ﬁrst contribution equals
H0(k)ψ˜(s, k) = E(k)ψ˜(s, k) + β−1κ(s)
[
E(1)(k)
E′(k)
H ′0(k)−H1(k)
]
ψ(k),
which follows because (4.9) provides the eigenvector at ﬁrst order,(
(H0(k)− E(k)
)(
ψ(k) + β−1κ(s)ψ(1)(k)
)
= β−1κ(s)
(
E(1)(k)−H1(k)
)
ψ(k),
and from taking the derivative of (H0(k)− E(k))ψ(k) = 0,(
H0(k)− E(k)
)
(∂kψ)(k) = E′(k)ψ(k)−H ′0(k)ψ(k).
Since ∂sφ = −(E(1)/E′)κ we see that the second term within the square brackets
of (4.28) is canceled inside the ﬁrst one. Hence
H0a =
[
E(k)ψ˜(s, k)− β−1κ(s)H1(k)ψ(k)
]
eiφ(s,k) +O(β−2)
accounting for a˜00 and a01.
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H1a and H2a are evaluated straightforwardly:
β−1κ(s)H1a = β−1a11 + β−2a˜12,
β−2κ˙(s)H2a = β−2a˜22,
where a11(s, k) = κ(s)H1(k)ψ(k)eiφ(s,k) and a˜ij(s, k) ∈ A2.
Collecting our expansions we get
(H0 +H1)U˜ = Op(a˜00) + β−1Op(a01 + a11) + β−2Op(b),
where b ∈ A2. Since Op(a˜00) = U˜h and a01 + a11 = 0 we conclude that
(H0 +H1)U˜ − U˜h = β−2Op(b).
We may extract a smooth characteristic function χ of suppκ from Op(b). Then
(4.19) follows with R = β−2〈σ0〉αχ(s).
Inspection of the proof shows that derivatives up to κ¨(s) were assumed
bounded. This holds true if γ ∈ C4, as assumed in the Introduction.
Proof. (Lemma 5) We begin by factorizing (4.18) as
(HJ˜ − J˜(H0 +H1))U˜ = 〈σ〉−α ·Q · 〈s〉−1Rλ〈s〉 · 〈s〉−1eλβu(H0 + i)U˜ ,
where λ > 0 is picked small, Rλ = eλβu(H0 + i)−1e−λβu, and
Q = 〈σ〉α
(
HJ˜ − J˜(H0 +H1)
)
〈s〉e−λβu. (4.29)
The claim will be established through
‖Q‖L(D(H0),H0) ≤ Cβ−2, (4.30)∥∥〈s〉−1Rλ〈s〉∥∥L(H0,D(H0)) ≤ C, (4.31)
〈s〉−1eλβu(H0 + i)U˜ = Op(b), ‖b‖A2 ≤ C, (4.32)
where ‖·‖A2 is the norm in (4.13).
Indeed, (4.31) follows from
〈s〉−1Rλ〈s〉 = Rλ − 〈s〉−1Rλ[H0 , 〈s〉]Rλ
and Rλ ∈ L(H0,D(H0)), supβ≥1 ‖Rλ‖L(H0,D(H0)) <∞.
Turning to (4.32), we recall that by (4.26) (H0 + i)U˜ = Op(a) with a ∈ A
(though a /∈ A2, cf. a˜00). For λ small enough we have a ∈ A(eλu) by Lemma 7.
We conclude that b = 〈s〉−1eλua ∈ A2.
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In order to show (4.30), we have to determine how HJ˜ acts. For ϕ ∈ C∞0 (Ω¯0),
ϕ|∂Ω0 = 0 a direct computation yields:
(HJ˜ϕ)(x) =
{
(g−1/4H˜jϕ)(s, u), x = x(s, u) ∈ Ωe,
0 otherwise,
where j = j(u− w(s)) and H˜ is the diﬀerential operator on Ωe0
H˜ = g1/4
(
g−1/2D˜ig1/2gijD˜j
)
g−1/4, (4.33)
D˜s = −iβ−1∂s + βu − βu
2
2
κ(s), D˜u = −iβ−1∂u,
g(s, u) = (1− uκ(s))2, gij =
(
g−1 0
0 1
)
.
In (4.33) summation over i, j = s, u is understood. The expression inside the
brackets is the Laplace-Beltrami operator in tubular coordinates on Ωe0 associated
to the covariant derivative −iβ−1∇− βA on Ωe. Here we used Lemma 3.
Eq. (4.33) has been rearranged in [6, Thm. 3.1] as H˜ = T + β−2V with
T = D˜sg−1D˜s − β−2∂2u,
V (s, u) =
1
2
g−3/2
∂2
√
g
∂s2
− 5
4
g−2
(
∂
√
g
∂s
)2
− 1
4
g−1
(
∂
√
g
∂u
)2
.
(4.34)
Thus,
(HJ˜ϕ)(x) =
{
(g−1/4(T + β−2V )jϕ)(s, u), x = x(s, u) ∈ Ωe,
0 otherwise.
(4.35)
States of the form
ψ˜(x) =
{
g−1/4(s, u)ψ(s, u), x = x(s, u) ∈ Ωe,
0 otherwise
have norm ‖ψ˜‖2 = ∫
Ωe0
|ψ(s, u)|2 dsdu ≤ ‖ψ‖2. Since V (s, u) is bounded on Ωe0 and
of compact support in s, its contribution to Q is seen to satisfy (4.30). As for T ,
we write
T = (Dsg−1Ds − β−2∂2u)−
β−1
2
{(βu)2κg−1 , Ds} + β
−2
4
(βuκ)2g−1. (4.36)
We next Taylor expand g−1 to ﬁrst, resp. zeroth order in u in the ﬁrst two terms,
g−1 = 1 + 2uκ+ g−1(3− 2uκ)(uκ)2,
= 1 + g−1(2− uκ)(uκ),
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and lump the remainders together with the last term of (4.36). These three re-
mainder contributions to (4.35) have compact support in s and are bounded by
β−2 (in the graph norm of H0) after multiplication by e−λβu, as in (4.29). They
thus comply with (4.30). The expanded terms in (4.36) are
D2s − β−2∂2u + β−1
(
2(βu)DsκDs − 12(βu)
2{κ , Ds}
)
= H0 +H1.
All this means that in proving (4.30) we may now pretend that HJ˜ is given by
(4.35) with T + β−2V replaced by H0 +H1. This is to be compared with
(J˜(H0 +H1)ϕ)(x) =
{
(g−1/4j(H0 +H1)ϕ)(s, u), x = x(s, u) ∈ Ωe,
0 otherwise.
The resulting commutator is computed as
[H0 +H1 , j] = −iβ−1{Di , ∂ij} − iβ−2
(
2βu{κ∂sj , Ds} − (βu)2κ∂sj
)
.
Its contribution to (4.29) is estimated by a constant times e−λβw0/4 thanks to the
choice of w0 made after (4.5). Therefore (4.30) is proved.
5 Higher order approximations: Space Adiabatic Perturbation
Theory
In this section we outline how higher order approximations of the scattering op-
erator can be achieved by means of Space Adiabatic Perturbation Theory [12]. We
aim at the following generalization of Proposition 2:
Proposition 3 For all l ≥ 1 there exists an identiﬁcation J˜n : L2(In)→ L2(Ω) and
a phase function φ(l−1)n (k) =
∑l−1
j=0 β
−jφj(k) such that the limits
Ω˜±(n) = s-lim
t→±∞ e
iHtJ˜ne−ihnt
exist and equal
Ω˜−(n) = Ω−(n), Ω˜+(n) = Ω+(n)eiφ
(l−1)
n (k).
Moreover, for ε > 0, ∥∥∥Ω˜∗+(n)Ω˜−(m)− δnm∥∥∥ ≤ Cβ−l+ε.
The scattering operator is then approximated by S(l)φ :=
∫ ⊕∑
n e
iφ(l−1)n (k)Pn(k) dk
up to errors of order O(β−l+ε),∥∥∥(S − S(l)φ )EΔ(Ĥ0)∥∥∥ ≤ CΔ,εβ−l+ε.
Proposition 3 also establishes that interband scattering is in fact strongly sup-
pressed, i.e., suppressed to arbitrary order in β−1:
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Corollary 1
∀n = m : ‖σnm‖L(L2(Im),L2(In)) = O(β−∞).
As before the improved identiﬁcations are decomposed as J˜n = J˜ U˜n, where J˜
is the operator (4.5). The proof of Proposition 2 carries over to that of Proposition 3
if U˜n satisﬁes the following requirements:
s-lim
t→−∞(Un − U˜n)e
−ihnt = 0, (5.1)
s-lim
t→+∞(Une
iφ(l−1)n (k) − U˜n)e−ihnt = 0, (5.2)
sup
t∈R
∥∥∥EΔ(H)(e−iHtJ˜n − J˜ne−ihnt)∥∥∥L(L2(In),L2(Ω)) ≤ CΔ,εβ−l+ε. (5.3)
Complete proofs of these statements will be given in [3]. Here we shall only present
a heuristic derivation.
The identiﬁcation J˜n is composed of the two intertwiners J˜ and U˜n. J˜ is
essentially just a coordinate transformation from Euclidean coordinates on Ωe to
tubular coordinates on Ωe0. Its task is to intertwine the Hamiltonian H on L
2(Ω)
with some eﬀective Hamiltonian H˜ that acts on L2(Ω0) and represents the eﬀects
of the boundary by an appropriate dynamic potential. In Section 4 H˜ = H0 +H1
served this purpose. For higher order approximations we have to improve H˜ . J˜ in-
tertwines more accurately between H and the l-th order semiclassical approxima-
tion H˜(l) of T + β−2V , where T and V are the kinetic and potential energies of
(4.34),
HJ˜ − J˜H˜(l) = O(β−(l+1)).
By semiclassical approximation we mean that Hˆ(l) := D−1β H˜(l)Dβ can be written
as the Weyl quantization of some symbolH(l)(s, k) =
∑L
j=0 β
−jHj(s, k), (here L =
l+2), where the symbols Hj(s, k) do not depend on β−1 anymore. H˜(l) is obtained
from T+β−2V by pushing the Taylor expansion of g−1 to appropriate higher orders
of u in the expressions (4.34) and (4.36) for V and T respectively. Upon rescaling
to magnetic length each additional order u contributes an additional order β−1.
This leaves to U˜n the task of accurately intertwining H˜(l) and hn:
H˜(l)U˜n − U˜nhn = O(β−(l+1)). (5.4)
In the last section we invoked the adiabatic nature of the evolution in order
to motivate our construction of the approximate intertwiner U˜n. This property
can be exploited more systematically by means of Space Adiabatic Perturbation
Theory (SAPT) [12], which allows to construct intertwiners U˜n at all orders l.
Such approximations have to be suﬃciently explicit of course in order to be of use.
SAPT applies to mixed quantum systems whose Hamiltonian Hˆ is the quan-
tization of some operator valued semiclassical symbol H(z) ∑∞l=0 εlHl(z) w.r.t.
some small parameter ε. z ∈ R2d is a phase space variable and the Hilbert space
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is L2(Rd,Hf ), where Hf is some other separable Hilbert space, called the space
of fast degrees of freedom. In our case d = 1, z = (s, k), ε = β−1 and Hf = HT .
The role of the Hamiltonian Hˆ is played by Hˆ(l) = D−1β H˜(l)Dβ .
SAPT associates to each spectral band σ(z) of the principal symbol H0(z)
that is separated by a gap from the rest of the spectrum an eﬀective Hamiltonian
hˆ that acts on a ﬁxed Hilbert space L2(Rd,Kr), where Kr can be any Hilbert space
isomorphic to π0(z)Hf for any z ∈ R2d. Here π0(z) is the spectral projection of
H0(z) that corresponds to σ(z). The eﬀective Hamiltonian is the quantization of a
semiclassical symbol h ∑∞l=0 εlhl. The symbol can be computed explicitly using
a recursive scheme. In our case the spectral band σ(z) is identiﬁed with one of the
Landau bands En(k). π0(s, k) ≡ Pn(k) is one dimensional and therefore Kr ≡ C.
h is a C-valued symbol. The main results of SAPT imply the following statement:
The eﬀective Hamiltonian is approximately intertwined with Hˆ by an isometry
J : L2(Rd,Kr)→ L2(Rd,Hf ),
s.t.
HˆJ− Jhˆ = O(ε∞). (5.5)
Approximations of J can be computed explicitly in terms of its Weyl-symbol to any
ﬁnite order in ε.
In our context the physical meaning of this statement is that at any order in
β−1 the motion of the particle along the boundary is eﬀectively one-dimensional at
large β. It is described to a very good approximation by an eﬀective Hamiltonian
without a transverse degree of freedom. The eﬀective Hamiltonian embodies all
eﬀects of the transverse degree of freedom on the longitudinal one.
In view of (5.4) and (5.5) we express U˜n as the composition of three distinct
intertwiners,
U˜n = DβJ(l)w(l).
The scaling Dβ intertwines H˜(l) and Hˆ(l). J(l) is an approximation of J up to order
O(β−(l+1)) and approximately intertwines Hˆ(l) and hˆ. w(l) then has to intertwine
hˆ and hn up to order O(β−(l+1)). This can be accomplished by standard WKB
methods. A formal exact intertwiner w between hˆ and hn is constructed using
generalized eigenfunctions of hˆ:
(wf)(s) =
β1/2√
2π
∫
In
B(s, k)eiβS(s,k) dk,
where formally
hˆB(s, k)eiβS(s,k) = En(k) ·B(s, k)eiβS(s,k), (5.6)
lim
s→−∞(B(s, k)e
iβS(s,k) − eiβks) = 0.
B(s, k) and S(s, k) are assumed to be real functions. Their respective WKB ap-
proximations yield the approximate intertwiner w(l). The scattering phase results
Vol. 7, 2006 Scattering of Magnetic Edge States 329
from S(s, k) by taking the limit
φ(l−1)(k) = lim
s→+∞ β(S(s, k)− ks).
The above derivation is rather formal. Neither did we show that (5.1), (5.2)
hold nor is it clear from the discussion that the error terms are integrable in time
along the evolution which is necessary to prove (5.3). The latter seems plausible,
however, because we saw in the last section that the correction to the ﬁrst order
approximation of U˜n is integrable along the evolution.
In fact a closer look at the technical assumptions made in [12] about the sym-
bol H0(z) reveals that our symbol H0(k) fails to comply with some of them. Apart
from taking values in the unbounded operators, which causes minor technical com-
plications, it violates the so-called gap condition. This is a condition on the growth
of the symbol H0(k) with respect to k relative to the growth of the respective gaps
between the Landau bands. The condition is used in the general setting of [12] in
order to control the global behavior of the various symbols w.r.t. the phase space
variable z. The formal algebraic relationships between them, which are inherently
local, are not aﬀected. As is pointed out in [12, Sect. 4.5] this does not mean that
SAPT is not applicable. It just means that suitable modiﬁcations to the general
formalism have to be made in order to cover the special case at hand.
From the above heuristics we extract the following recipe for computing the
scattering phase up to and including order O(β−(l−1)):
1. Compute Hˆ(l).
2. Compute h, the symbol of the eﬀective Hamiltonian, that corresponds to
Hˆ(l) up to and including order O(β−l) using the formalism of [12].
3. Compute the scattering phase φ(l−1)n (k) from a suﬃciently accurate WKB
approximation of the generalized eigenfunction of hˆ with eigenvalue En(k).
Following these steps we ﬁnd for φ(1)(k) = φ0(k) + β−1φ1(k), dropping the band
index n again,
φ0(k) = −E
(1)(k)
E′(k)
∞∫
−∞
κ(s′) ds′,
φ1(k) =
[
1
2
(
∂k
(
E(1)(k)
E′(k)
)2
+
(
E(1)(k)
E′(k)
)2
· E
′′(k)
E′(k)
)
− E
(1;2)(k) + E(2)(k)
E′(k)
]
·
∞∫
−∞
κ2(s′) ds′,
where E(1;2)(k) := 〈ψ(k) , H2(k)ψ(k)〉, H2(k) := u4 + 1/4(u2− 1) + 4u3k + 3u2k2
is the second order Weyl-symbol of Hˆ(2) with κ2 stripped from it, and E(2)(k) is
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the second order correction to the eigenvalue E(k) due to the perturbation H1(k),
E(2)(k) :=
∞∑
m=0
m =n
|〈ψn(k) , H1(k)ψm(k)〉|2
En(k)− Em(k) ,
where n is the ﬁxed band index.
The phase was computed from the WKB-ansatz (5.6) w.r.t. an eﬀective
Hamiltonian whose principal, ﬁrst and second order symbols are
h0 = E(k), h1(s, k) = κ(s)E(1)(k),
h2(s, k) = κ2(s)
(
E(1;2)(k) + E(2)(k)
)− E′(k)∂sγB(s, k)− E′(k)∂sγRW (s, k),
where γB(s, k) := κ(s)
E(1)(k)
E′(k) Im 〈ψ(k) , ∂kψ(k)〉 and γRW(s, k) := −γB(s, k) +
κ(s)
E′(k) Im 〈H1(k)ψ(k) , ∂kψ(k)〉 are the leading order Berry and Rammal-Wilkinson
phases (up to a factor β−1) of the mixed system described by Hˆ(2) [10]. The action
function S(s, k) has to satisfy the Hamilton Jacobi equation up to order β−3,
h(s, ∂sS(s, k))− E(k) = O(β−3), (5.7)
while B(s, k) has to satisfy the amplitude transport equation [10]
∂s
[
B(s, k)2 · ∂h
∂k
(s, ∂sS)
]
= O(β−2). (5.8)
The Hamilton Jacobi equation (5.7) is solved by
S(s, k) = ks− β−1E
(1)(k)
E′(k)
s∫
−∞
κ(s′) ds′ + β−2(γB(s, k) + γRW (s, k))
+ β−2
[
1
2
(
∂k
(
E(1)(k)
E′(k)
)2
+
(
E(1)(k)
E′(k)
)2
· E
′′(k)
E′(k)
)
− E
(1;2)(k) + E(2)(k)
E′(k)
]
×
s∫
−∞
κ2(s′) ds′,
which leads to the stated scattering phase.
It is possible to modify the formalism of SAPT as developed in [12] and tailor
it to our needs so that we can express U˜n at any order as an operator Op(a). The
symbol a is explicit enough as to enable us to prove (5.1), (5.2), (5.3) rigorously
by essentially the same methods as in the last section. Moreover, the same for-
malism allows for a straightforward recursive computation of the scattering phase
without reference to the concept of generalized eigenfunctions and their WKB
approximations. A detailed account of this approach will be presented in [3].
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6 Appendix
6.1 Exponential decay
Lemma 7 Let I ⊂ R be a compact interval. For each n ∈ N there exists C < ∞
such that for small λ ≥ 0 and all k ∈ I:
1. ∥∥eλuψn(k)∥∥HT ≤ C. (6.1)
2. ∥∥eλu (∂kψn + 〈∂kψn , ψn〉ψn)∥∥HT ≤ C. (6.2)
3. ∥∥∥eλuψ(1)n (k)∥∥∥HT ≤ C,
where ψ(1)n (k) = −(H0(k)− E(k))−1(1− Pn(k))H1(k)ψn(k) as in (4.9).
Proof. The following norms refer to HT or L(HT ), as appropriate. By a covering
argument we may assume I to be small as needed.
1. Let Γ ⊂ ρ(H(k)), (k ∈ I), be compact. We have
sup
z∈Γ,k∈I
∥∥eλu(H0(k)− z)−1e−λu∥∥ <∞ (6.3)
for small λ. In fact,
eλuH0(k)e−λu = H0(k) + 2λ∂u − λ2
diﬀers from H0(k) by a relatively bounded perturbation, and is thus an analytic
family for small λ. Its resolvent, which appears within norms in (6.3), is therefore
bounded. This implies ∥∥eλuPn(k)e−λu∥∥ <∞, (6.4)
where Γ in
Pn(k) =
−1
2πi
∮
Γ
(H0(k)− z)−1 dz
is a contour encircling En(k), (k ∈ I), counterclockwise. Since (6.4) equals∥∥eλuψn(k)∥∥∥∥e−λuψn(k)∥∥ ≥ c∥∥eλuψn(k)∥∥ with c > 0, Eq. (6.1) follows.
2. We have ∂kPn(k) = |∂kψn〉〈ψn|+ |ψn〉〈∂kψn|, so that (6.2) equals∥∥eλu(∂kPn)ψn(k)∥∥ ≤ ∥∥eλu(∂kPn)e−λu∥∥∥∥eλuψn(k)∥∥.
The claim then follows from (6.1),
∂kPn(k) =
1
2πi
∮
Γ
(H0(k)− z)−1(∂kH0(k))(H0(k)− z)−1 dz,
as well as from (6.3) and eλu(∂kH0)e−λu = ∂kH0.
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3. Finally, the last statement follows similarly from the representation of the
reduced resolvent
(H0(k)− E(k))−1(1 − Pn(k)) = 12πi
∮
Γ
(H0(k)− z)−1(z − En(k))−1 dz.
6.2 Left-Quantization
Lemma 8 1. Let T be some closed operator with D(T ) ⊂ HT . If a ∈ A(T ) then
(Op(a)f)(s) ∈ D(T ) ∀s ∈ R and
(1⊗ T )Op(a)f = Op(D−1β TDβa)f.
2. Let a ∈ Cls(A(X)) for some l ∈ N, where X ⊂ HT with ‖·‖HT ≤ C‖·‖X .
Then kl  a ∈ A(X) and (Op(a)f)(s) is l-times diﬀerentiable in s with
(−iβ−1∂s)l(Op(a)f) = Op(kla)f.
3. Let a ∈ C2s (A(H0(k))). Then H0a ∈ A(HT ), and Op(a)f ∈ D(H0) with
H0Op(a) = Op(H0a).
Proof. 1. is an immediate consequence of [1, Proposition 1.1.7].
2. The integrand eiβksDβa(s, k)f(k) of (Op(a)f)(s) is l-times diﬀerentiable
in s because a ∈ Cls(A(X)). An application of the Leibniz rule yields
(−iβ−1∂s)l(eiβksDβa(s, k)f(k)) = Dβ
(
l∑
m=0
β−m
imm!
(∂mk k
l)(∂ms a)(s, k)
)
× eiβksf(k) = Dβ(kla)(s, k)eiβksf(k).
Clearly kla ∈ A(X). In particular ∥∥∂ls(eiβksDβa(s, k)f(k))∥∥X ≤ C|f(k)|. Since
f(k) ∈ L1(I,X), the claim follows by dominated convergence.
3. We have D(H0(k)) ⊂ D(D2u) ∩ D(u2). Then, by 1., we have that
D2uOp(a)f = Op(−∂2ua)f. (6.5)
Moreover 2. implies
D2sOp(a)f = Op(k
2a)f + 2(βu)Op(ka)f + (βu)2Op(a)f,
where kla ∈ A(H0(k)), (l = 0, 1, 2). Since A(H0(k)) ⊂ A(u2), 1. implies that the
r.h.s. of the last equation equals
Op((k2a) + 2u(ka) + u2a)f = Op((k + u)2a)f. (6.6)
Combining (6.5), (6.6) we ﬁnd
H0Op(a)f = (D2u +D
2
s)Op(a)f = Op(−∂2ua+ (k + u)2a)f = Op(H0a)f.
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