We show that the Rashba effect at the polar perovskite surfaces and interfaces can be tuned by manipulating the two-dimensional electron gas (2DEG) by an applied electric field, using it to draw the 2DEG out to the surface or push it deeper into the bulk, thereby controlling the surfacesensitive phenomenon. These ideas are illustrated by a comprehensive density-functional study of the recently-discovered polar KTaO3 surface. Analytical results obtained with a tight-binding model unravel the interplay between the various factors affecting the Rashba effect such as the strength of the spin-orbit interaction and the surface-induced asymmetry. Our work helps interpret the recent experiments on the KTaO3 surface as well as the SrTiO3/LaAlO3 interface.
The Rashba effect describes the momentum-dependent spin splitting of the electron states at a surface or interface and is the combined result of the spin-orbit interaction (SOI) and the inversion-symmetry breaking [1] . It is commonly described by the Hamiltonian
where k and σ are the electron momentum and spin,ẑ is along the surface normal, and α R is the Rashba coefficient, which leads to the linear spin splitting in the band structure ε k =h 2 k 2 2m ± α R k. The control of the Rashba effect by an applied electric field is at the heart of a class of proposed spintronics devices for manipulating the electron spin [2] . The perovskite interfaces [3, 4] are expected to have a much larger Rashba effect than their semiconductor counterparts [5] , owing to the presence of high Z elements and a strongly localized 2DEG formed by the polar catastrophe. In fact, a strong Rashba effect was recently observed in the LaAlO 3 /SrTiO 3 interface [6, 7] , which also showed an ill-understood asymmetric dependence on the direction of the applied electric field.
In this Letter, we show that the polar perovskite structures constitute an excellent system for the field control of the Rashba effect, aided by the relative ease with which the 2DEG can be manipulated in these polar structures. Detail density-functional results are presented for the KTaO 3 (KTO) surface to illustrate the ideas.
2DEG at the KTO surface -The KTaO 3 (KTO) surface is an ideal system for the study of the Rashba effect because Ta is a high Z element with strong SOI, a polar-catastrophe induced 2DEG has been observed there recently [8, 9] similar to the LAO/STO interface, and finally a surface rather than an interface is more easily amenable to external electric fields. Fig. 1 shows the basic features of the 2DEG formed at the KTO surface obtained from our calculations using density-functional theory (DFT), performed with the GGA functional and the projector augmented wave pseudopotential method as implemented in the Vienna ab initio simulation package [10, 11] . To simulate the TaO 2 -terminated surface, we used a slab geometry consisting of 17 TaO 2 and 16 KO alternating layers corresponding to the formula unit (KTO) 16.5 and 24Å of vacuum. We studied the Rashba effect by applying a series of electric fields and by fully relaxing the crystal structure in each case. [12] For the KTO surface, the alternating charged layers, nominally ( TaO 2 ) +1 and (KO) −1 , lead to the polar catastrophe just like in LAO/STO and as a result a 2DEG forms in the surface region terminated by TaO 2 . Considerable structural relaxation, as expected for a polar surface, spreads the 2DEG several layers into the bulk. The relaxations, which produce local dipole moments screening out the surface polar field, decay rapidly within about six KTO layers and beyond that, the ionic positions return to their bulk values.
The Rashba effect -The microscopic origin of the Rashba effect is the relativistic SOI H SO =h Fig. 3 (a). Inset shows the Rashba coefficient αR as well as the SOI parameter ξ as a function of the Ta sphere radius within which the nuclear electric field term r −1 ∂V /∂r was retained.
k) · σ, where ∇V is the potential gradient. For a spherically symmetric potential, such as the field from a nucleus, it assumes the familiar form:
In the presence of a symmetry-breaking surface electric field Eẑ, the first expression for H SO leads to Eq. (1), with the Rashba coefficient α R = −h 2 E 2m 2 c 2 . However, this coefficient is severely underestimated, if one naively identifies the electric field with the surface potential gradient.
Rather, the correct picture is that the Rashba SOI originates in the nuclear region due to the large nuclear field gradient there [13] . The applied electric field polarizes the orbital wave functions, changing their weights at the nucleus, so that the electron experiences a different nuclear field. We illustrate this in Fig. 2 by computing the various contributions to the Rashba splitting for the Γ 6 bands in Fig. 3 (a) . We have isolated these contributions by keeping the SOI ξ either (i) on atoms in specific layers or (ii) on all atoms but within a specified spherical nuclear region and then by performing a single iteration with the self-consistent DFT potential obtained with all interactions present. As Fig. 2 shows, the dominant contribution comes from the nuclear region of the surface atoms. This in turn suggests the tuning of the Rashba effect by an electric field by moving the 2DEG in and out of the surface layers.
Electric field tuning -We have calculated the Rashba splitting for the KTO surface by applying a series of electric fields. As seen from Fig. (3) , the unrelaxed surface with zero field shows a very strong linear-k Rashba splitting because the 2DEG is sharply localized at the surface due to the strong polar field, extending to just three TaO 2 layers (Fig. 1) . Relaxation of the surface atoms screens out the polar field and as a result, the 2DEG spreads deeper into the bulk region, thereby washing away the Rashba effect. This explains why in the ARPES experiments [8, 9] on KTO, the Rashba splitting has not been seen despite the presence of a large spin-orbit cou- pling. On the contrary, application of an electric field draws the 2DEG towards the surface (Fig. 4) , restoring back the Rashba effect. An electric field in the opposite direction drives the 2DEG deeper into the bulk and the Rashba splitting quickly becomes very small. Thus, we have demonstrated the field tuning of the Rashba effect as well as the very interesting asymmetric dependence on the direction of the applied electric field (Fig. 3 (e) ). Such an asymmetric dependence was recently observed in the LAO/STO interface [7] . Note that the asymmetry is not expected for a non-polar surface such as Ag and a symmetric Rashba effect has been predicted there. [16] Tight-binding description -The Rashba splitting differs widely within the d orbital manifold, which may be understood in terms of the tight-binding (TB) model [15] on the cubic lattice that includes the surface asymmetry and the electric field:
The kinetic energy part contains the standard V σ and V π hopping between the d orbitals and the crystal field energies: where ipσ denotes the site-orbital-spin index. The O h cubic field splits the d states into e g plus t 2g states. With the SOI included, the six-fold degenerate t 2g states (including spin) split into a two-fold Γ state splits into Γ 6 + Γ 7 , both two-fold degenerate. [7] Note that there are just two double representations Γ 6 and Γ 7 for the C 4v group; we have used primes on Γ 7 to indicate its different orbital character (see Table I ) due to the symmetry-allowed mixing between the two Γ 7 states in the t 2g manifold. [12] The remaining parts, V sf and H E , in Eq. (2) are the inversion symmetry breaking fields crucial for the Rashba effect. The surface field V sf is modeled by an asymmetric energy for the surface orbitals:
, an asymmetry that may come from strain, the electric field via the atomic relaxation it produces, or the hopping differential between the orbitals, e.g., xy and xz/yz [18] and as such has a complex dependence on the electric field. The elec-
(Color online) Electric-field-induced hopping between the d orbitals due to the orbital polarization. 
x , and γ = x 2 − y 2 |H E |yz ŷ , whose strengths are roughly proportional to the local electric field. Here the subscript denotes the direction of the nearest-neighbor on which the second orbital is located. Typical parameters for KTO are [19, 20] : ∆ = ε(e g ) − ε(t 2g ) ≈ 4 eV, ξ ≈ 0.26 eV, V σ ≈ −1 eV, V π ≈ −0.5 eV, while α, β, and γ are ∼ 10 meV at the surface layer. As one goes into the bulk, the surface asymmetry parameters ε, δ, α, β, and γ rapidly go to zero, so that the Rashba effect comes just from the first few surface layers.
We obtain the Rashba splitting from Eq. 2 by Löwdin downfolding [9, 12] of the effects of the higher-energy bands. The results can be expressed in the Rashba form H R = α R ( k × σ) ·ẑ for most bands and the corresponding Rashba coefficients and the partner functions for the pseudo spin σ are listed in Table I . However, for neardegenerate cases, where the SOI is strong (ξ |ε|) but the surface field does not sufficiently lift the four-fold degeneracy of the Γ + 8 state (|ε| |α| or |ε| ∼ |α|), the Löwdin downfolding fails and the Rashba SOI can only be written as a 4 × 4 matrix spanning the Γ + 8 subspace:
Here, we have included the quadratic-k terms (the band Table I ). In (b) and (c), since ξ is strong (ξ ε), but the electric field, parametrized by α, is not weak (ξ = 0.2, α = 0.05, ε = 0.01), the splitting of the near-degenerate four-fold bands must be described by Eq. 3. Fig. (c) has the same parameters as (b) except α = 0, so that there is no Rashba splitting. Fig. 6 shows the TB bands for cases relevant to the Rashba splitting seen in the DFT bands.
Note from Table I that even though the linear-k Rashba splitting is always present, its magnitude is very small (∼ 1/∆) for the e g bands as well as for the t 2g -derived Γ 6 bands. For these bands, the higher-order k 3 term may in fact be dominant as has been seen in the SrTiO 3 surface[22] and also suggested by Zhong et al [23] . Also as Table I shows, the pseudo-spin partner functions are sometimes not spin entangled at the Γ point, but they always become so away from Γ due to the spin mixing via the Rashba Hamiltonian. Returning to the t 2g bands, which make up the 2DEG, for small SOI ξ relative to the surface field ε (Case 1 in the Table) , the Rashba coefficient can be small if ε is large (note that ε = ε(xz/yz) − ε(xy) can be varied widely in a material due to lattice relaxation, electric field, or strain, while ξ is more or less fixed). This is the reason for the relatively weak Rashba splitting seen in the TB bands (Fig. 6) and also in the DFT bands for the relaxed case with E = 0 ( Fig. 3 (a) ). The Rashba effect is enhanced significantly in the opposite limit (ξ |ε|), if at the same time the surface field ε is small or comparable to the electric-fieldinduced hopping α. In this scenario, the Rashba effect is described by Eq. (3). This is the case for Fig. 6 (b) and (c), where a large Rashba splitting is seen for the Γ 7 bands, and also for the DFT bands ( Fig. 3 (a) and (c) ). Thus the electric field changes the Rashba effect in two ways: one, by changing the density of the 2DEG in the surface layers and two, by altering the surface asymmetry field ε and reorienting the orbital energies. In conclusion, we showed that the Rashba effect can be tuned in the polar perovskite oxides by manipulating the 2DEG profile by an external electric field. These results are relevant not just for the KTO surface, but also for polar materials in general that contain surface or interface d electrons. We also note that since the energies of the d orbitals are sensitive to the applied strain, this suggests another means of tailoring the Rashba effect.
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DENSITY-FUNCTIONAL METHODS
The electronic structure calculations presented in this paper were performed using ab initio density functional theory (DFT) as implemented in the Vienna ab initio simulation package (VASP) [1] . This method uses a plane wave basis set along with the projector augmented waves (PAW) [2] in the ionic core region. We used the generalized gradient approximation with the Perdue-BurkeErnzerhof (PBE) parametrization [3] for the exchangecorrelation functional. The optimum values of the energy cutoff and the size of the k-point mesh were found to be 450 eV and 11 × 11 × 1, respectively, and were accordingly employed in our calculation. The calculations of the Rashba coefficients were carried out by taking into account the spin-orbit coupling term perturbatively on top of the fully optimized charge densities.
The slab geometry used in the Rashba calculations was created by first optimizing the bulk KTaO 3 structure and the cell parameters. Further relaxations of the slab was carried out by keeping the cell dimensions fixed, but allowing all atoms to relax according to the HellmanFeynman forces on each atom with the tolerance value of 10 −2 eVÅ −1 . The atomic displacements are significant only near the first few surface layers as seen from Fig. 7 , where we have shown the cation-anion displacements for the KO and TaO 2 planes in the first six layers near the surface. They are close to zero in the middle five layers in the simulation cell and are not shown here.
Both surfaces of the slab are TaO 2 terminated and for the calculations with the electric fields, a V-shaped potential (Fig. 4) was applied. The linear muffin tin orbitals (LMTO) method [4] was used along with the same exchange-correlation functional as above to obtain the partial contributions to the Rashba coefficients shown in Fig. 2 of the main text. To obtain these partial contributions, the spin-orbit interaction was retained within a specified radius of the nuclei or on atoms in specific layers.
SURFACE POTENTIAL
As emphasized already in the main text, the contribution of the surface electric field to the Rashba coefficient is negligible as compared to what is observed in the experiments or computed from the density-functional calculations. Much of the contribution comes from the nuclear regions of the heavy atoms near the surface, where the inversion symmetry is broken.
To assess the effect of the surface field, the surface potential was calculated from the density-functional theory. We computed the surface potential by averaging the Kohn-Sham potential over the xy-plane parallel to the surface. This planar-averaged potential, shown by the red lines in Fig. 1 in the main text, has strong oscillations due to the presence of the atomic planes. Averaging it further over a unit cell length along the z direction, we get the average surface potential V (z), which may be fit-ted to a modified Jones-Jennings-Jepsen form [5] :
The potential has the image form in the vacuum region z > z 0 , with z 0 being the image plane location, while inside the material, we have the Thomas-Fermi exponential form for metallic screening with the inverse screening length κ. For the relaxed KTO in the absence of an external field, the parameters are: U = −3.1 eV, V = 1.1 eV, z 0 = 1.3Å, λ = 2.1Å −1 , and κ = 0.10Å −1 . The screening is much weaker than the Thomas-Fermi uniform electron gas result κ 0 = 2.95(r s /a 0 ) −1/2 , r s ∼ 7Å, since the electron gas is present only in a small region near the surface. The exponential decay of the electrons into the vacuum region shown in Fig. 1 in the main text was obtained by solving the 1D Schrödinger equation [−∇ 2 + V (z)]ψ = Eψ with this potential.
CRYSTAL FIELD SYMMETRY
Under the O h crystal field, the five d orbitals split into the two-fold Γ 12 (z 2 , x 2 − y 2 ) and the threefold Γ 25 (xy, yz, zx) states (also referred to as e g and t 2g , respectively). [6] When the spin-orbit coupling term H SO = ξ L · S is included, the t 2g states (six states including spin degeneracy) break into a spin-orbit coupled set of states, viz., a two-fold Γ + 7 and a four-fold Γ + 8 , [6, 7] with the partner functions as follows:
while the e g states remain four-fold degenerate with the corresponding partner functions:
When the symmetry is reduced from O h to C 4v corresponding to a surface, we have: Γ (5) - (7). Thus, we have two Γ 7 states within the t 2g manifold, which are allowed to mix by symmetry. The amount of mixing depends on their relative energies, which are determined by the crystal-field energy ε and the spinorbit coupling strength ξ. For convenience of discussion, we have used the nomenclatures Γ 7 , Γ 7 , Γ 7 , and Γ 7 to indicate different mixtures between these t 2g -derived Γ 7 states in Table I of the main text, where also the corresponding partner functions are listed without the normalization factors. (The e g -derived Γ 7 state does not mix significantly owing to the large energy denominator ∆.) For instance, in Table I , the partner functions for Γ 7 are:
while the corresponding orthogonal partners spanning the t 2g space are
As can be easily checked, these two sets are obvious linear combinations of the two t 2g -derived Γ 7 states given in Eqs. (5) - (6) . The level scheme of the crystal-field split states is shown in Fig. 9 . The Rashba spin-orbit splitting is possible when both spin-orbit interaction and broken inversion symmetry are present as indicated by the Rashba split parabolas for a Γ 7 state in Fig. 9 . The strength of the Rashba splitting, characterized by the Rashba coefficient α R , depends on the proximity of the other crystalfield-split levels of the same symmetry, as the splitting comes from admixture of states of the same symmetry. Thus, for example, the Γ 6 states in Fig. 9 should have small Rashba coefficients because they are separated by the large crystal-field energy ∆ from each other, allowing thereby only a small admixture between them. In fact, the Rashba coefficient for these states scales as 1/∆ as seen from the Table I in the main text due to this energy denominator effect. The only states that have a relatively larger α R are the two t 2g -derived Γ 7 states owing to their proximity in energy.
DERIVATION OF THE RASHBA COEFFICIENTS FROM THE TIGHT-BINDING MODEL
In order to understand the Rashba effect for the different Ta d orbitals, we considered a tight-binding model for a cubic lattice terminated by a surface and subject to an electric field. The electron confinement in the direction normal to the surface due to the polar field and the surface potential leads to individual subbands, while the parallel momentum k || still remains a good quantum number. It is convenient to consider the Rashba effect for each subband, which may be described by taking the square lattice for the surface with the "atomic" orbitals being the appropriate Wannier functions for the subband. To this we add the spin-orbit interaction term H SO and the external electric field term H E , resulting in the minimal model Hamiltonian
Using the basis set:
Hamiltonian in the momentum space is given by
where c x = cos k x , c y = cos k y , c z = cos k z , V σ and V π are the hopping integrals [8] between the d orbitals and ∆, ε, and δ are the crystal field parameters. The 2 × 2 matrix in the spin space in the above equation is a unit matrix because the tight-binding hopping does not cause any spin-flip scattering. We take k z = 0 and the remaining energy shifts between the various d orbitals due to surface confinement are incorporated into the crystal field parameters, viz., ∆, δ, and ε, without any loss of generality. The spin-orbit interaction part H SO = ξ L · S in the same basis set, is given by
where there is no momentum dependence because the spin-orbit interaction is a local term that couples the orbital and spin angular momenta on the same site only. Finally, the electric field leads to non-zero matrix elements between several orbitals due to the field-induced asymmetry of the orbital lobes, as illustrated in Fig. 5 of the paper, and these matrix elements are expected to be roughly proportional to the local electric field. We define these matrix elements as α = xy|H E |xz ŷ = xy|H E |yz x ,
x , where the second orbital is located on the nearest-neighbor site along the direction indicated by the subscript. Other matrix elements such as yz|H E |z 2 x = 0 from symmetry. It is important to note that these matrix elements change sign if the hopping is from right to left or vice versa, which results in the sine factors in the Bloch sum (as opposed to a cosine factor which leads to the usual k 2 band dispersion in the tight-binding theory). These sine factors eventually show up as the linear-k terms in the Rashba Hamiltonian for small momentum. We thus have
Löwdin downfolding -The Hamiltonian Eq. 10 results in the spin-orbit split bands and we obtained the form of the band structure by downfolding the effects of other bands further away in energy via the perturbative Löwdin downfolding [9] . The Löwding downfolding is in essence a perturbative method, which works if the energies of the orbitals to be downfolded are far removed from the main orbitals of interest. The Löwdin downfolding procedure for solving the eigenvalue problem (H − λI)|ψ = 0 is to partition the Hamiltonian into blocks
where the two blocks are well separated in energy. We are not interested in the states in the block c, but include its effects on the block h by perturbation theory. The exact result for the effective Hamiltonian for states in the h subspace is given by
which however involves the eigenvalue λ of the full Hamiltonian. It can be shown that an iterative solution of Eq. 15 produces the Brillouin-Wigner perturbation series, [10] which to the lowest order yields the result:
where i and j belong to the subspace h and k belongs to the subspace c. In most cases λ can be replaced by the diagonal elements h ii and Eq. 16 is valid if |b ik | |h ii − c kk |.
We can now use the Löwding downfolding to derive an effective Hamiltonian for states that are well-separated in energy from the remaining states in the Hamiltonian Eq. (10). We are interested in bands near the Γ point ( k = 0), where the bands are quadratic in momentum without the Rashba effect. We therefore retain only the linear terms in momentum in the final expression for the downfolded Hamiltonian. For example, by downfolding the effect of the remaining eight orbitals in the full Hamiltonian into the (z 2 ↑, z 2 ↓) subspace via Eq. 16 with λ = 3V σ +∆+δ, we get the result, for small k around the Γ point: orbital using the second-order perturbation theory. The figure clarifies how both the SOI, which produces the √ 3ξ/2 term, as well as the inversion asymmetry, which produces the −2iβkx term in the figure, are needed to couple the spin ↑ and ↓ states in the z 2 band, leading to the Rashba spin splitting.
In terms of the Pauli matrices, this is written as
where in writing the second term, we have ignored the smaller energies V σ , V π , δ ∆ in the denominator of the off-diagonal matrix elements in the downfolded Hamiltonian Eq. 17. The second term in Eq. 18 describes the momentum-dependent spin splitting and can be written in the familiar Rashba form, viz., H R = α R ( k × σ) ·ẑ, with the Rashba coefficient α R = −2 √ 3βξ/∆ as given in the first line of Table I in the main text. The Rashba coefficients for the other orbitals were obtained in a similar manner.
Second-order perturbation theory -It is instructive to illustrate the origin of the Rashba Hamiltonian using the second-order Brillouin-Wigner perturbation theory Eq. (16). We illustrate this for the Rashba spin splitting of the z 2 orbital. Referring to Fig. 10 , the tight-binding band structure is indicated by the parabolas, which are spin-degenerate.
The spin degeneracy is removed due to the interaction via the intermediate orbitals xz or yz. The various matrix elements can be read off from the Hamiltonians, Eqs. (11 -13) , and two of them have been shown in Fig. 10 . Thus the off-diagonal matrix element h ↑↓ ≡ z 2 ↑ |h |z 2 ↓ due to the interaction with the |xz ↑ state is given by the product of the two interactions indicated in Fig. 10 divided by the energy denominator, viz., (−2iβk x )( √ 3ξ/2)/∆. Note that the first interaction is due to the electric-field induced asymmetry, while the second term is due to the spin-orbit interaction. Clearly, both are necessary to produce a non-zero result. Adding up the contributions from the three other intermediate orbitals, viz., |xz ↓ , |yz ↑ , and |yz ↓ , we get the desired result h ↑↓ = −2 √ 3βξ(k y + ik x )/∆ and, in the same manner, we can obtain the remaining matrix elements to yield
where the Rashba coefficient α R = −2 √ 3βξ/∆ as before.
