High quality Au/hBN/Au tunnel devices are fabricated using transferred atomically thin hexagonal boron nitride as the tunneling barrier. All tunnel junctions show tunneling resistance on the order of several kΩ/µm 2 . Ohmic I-V curves at small bias with no signs of resonances indicate the sparsity of defects. Tunneling current shot noise is measured in these devices, and the excess shot noise shows consistency with theoretical expectations.
Shot noise refers to the electrical current fluctuations in conductors driven out of equilibrium that originate from the discrete nature of charge carriers. The full shot noise intensity S in normal metal-insulator-normal metal (N-I-N) tunnel junctions has the welldefined result S = 2eI when eV>>2k B T, where I is the average current, a result that follows from the Poisson statistics of uncorrelated tunneling of particles of charge -e. In more complex systems, where the magnitude of the effective quasiparticle charge e* is different from e, the shot noise would change accordingly [1] [2] [3] [4] . Thus, the so-called Fano factor F = S/2eI would deviate from 1.
To achieve high quality tunnel junctions, the insulating layer material is required to be thin and uniform, with low disorder. Traditional metal oxides or high-k dielectric materials that are often used as tunnel barriers can suffer from conducting impurities, defects, pinholes or non-uniform thickness when approaching the subnanometer scale.
Hexagonal boron nitride (hBN), an insulating 2D material with a large bandgap (in the range 5.2 ~5.9 eV) and atomically smooth surface, has been shown to be an excellent candidate for a next-generation tunnel barrier. The thickness of the hBN layer is extremely uniform, as is the van der Waals distance between hBN and surrounding materials. When interfaces with adjacent materials are set by the van der Waals interaction, issues of interfacial strain and lattice mismatch for the transferred hBN may not be as critical as in grown oxide tunnel barriers. Compared with high-k dielectric materials (typically transition metal oxides), hBN is very chemically inert, which makes it compatible for integration with a variety of complicated materials. Vertically stacked tunnel devices have been applied to study many interesting phenomena such as field-effect tunneling transistor 5, 6 , resonant tunneling 7, 8 , and spin-dependent tunneling 9 .
However, shot noise, which is a key aspect of the tunneling process and can identify other transport mechanisms, has not been well studied in the hBN-based tunnel junctions.
For ideal shot noise measurements, tunnel junctions with low defect rates and high tunneling current density are required, which is still challenging.
Here we demonstrate shot noise detection in high quality Au/hBN/Au tunnel junctions from room temperature down to the cryogenic regime. The Au/hBN/Au tunnel junction is fabricated using a wet transfer method that has been widely used in 2D materials 10, 11 . When working with monolayer hBN flakes, the wet transfer method here resulted in a much higher yield of devices than the nominally cleaner dry transfer method 12 . To begin, hBN flakes were exfoliated from bulk single crystals onto 300 nm SiO 2 /Si wafers. With the help of a differential integral contrast (DIC) microscope (Olympus BX60M), atomically thin hBN flakes could be identified by their slight optical contrast with the wafer substrate ( Fig. 1(a) ). For transfer to another substrate, PMMA 950 (4% in chloroform) was spin coated at 3000 rpm for 1 min on the substrate containing hBN flakes, and the chip was baked at 180℃ for 3 min on a hotplate. Next, a flexible adhesive tape (NITTO SPV-224) was prepared by cutting out a small window about 2×2 mm and positioned with the window over the PMMA-coated thin hBN flake of interest, thus providing a mechanical support for the thin PMMA film. Then, the whole substrate was soaked in 1 M KOH solution for 2 hours at 50℃ to etch the SiO 2 layer, releasing the hBN attached to the PMMA membrane from the substrate, followed by cleaning in deionized (DI) water for 5 hours. Then, using a micromanipulator stage and microscope, the hBN flake was aligned to another substrate prepared with Au electrodes (Fig. 1(b) ). To remove the residual PMMA, the chip was rinsed in acetone and isopropanol and annealed in forming gas (25% H 2 , 75% N 2 ) at 250℃ for 2.5 h. Finally, top electrodes over the hBN were defined via e-beam lithography followed by evaporation of Ti (2 nm)/Au (30 nm), with the final device as shown in Fig. 1(c) . All junctions are around 1×1 μm in size.
The tunneling current I and differential conductance dI/dV were measured simultaneously by applying a voltage excitation V dc +V ac , where V dc is a variable DC bias voltage and V ac is 1 mV p AC at ~500 Hz. For all the monolayer hBN tunnel junctions, the tunnel resistivity ranges from 1-7 kΩ/µm 2 and the resistivity almost has no temperature dependence, which agrees with previous studies on hBN based tunneling devices 13, 14 .
Surface roughness and grain size of both the underlying and overlying Au layers can result in reduction of the "true" tunnel junction area below the lithographically defined area. We believe that this is why the device tunneling resistances per area show small variations from one device to another. The I-V curves are well described as Ohmic over our bias range (-0.1 V to 0.1 V), as shown in Fig. 2 To measure the shot noise signal in these Au/hBN/Au junctions, a modulated radio frequency (RF) measurement technique [18] [19] [20] was adapted and applied here. The schematic of the measurement circuit is shown in Fig. 3 
(a). A function generator (Stanford Research
DS-345) is used to apply a square wave bias switching between zero voltage and a finite voltage at ~5 kHz across the junction sample. In the zero-voltage state, the sample is in equilibrium and there is only thermal noise (Johnson-Nyquist noise) in the system; whereas in the finite-voltage state, the tunnel current will contribute to extra noise. The excess noise is the noise difference between the finite-bias state and the zero-bias state. A bias-tee separates the low frequency and RF current signals collected from the junction.
The low frequency ("DC" compared to the rf signal) bias across the device is modulated as a square wave at 5 kHz and supplied via the low frequency port of the bias tee. The resulting square wave current is collected from the low frequency port of the bias tee on the other side of the device, and measured using a current preamplifier (Stanford Research Systems SR570) and lock-in detection at the modulation frequency. To avoid 1/f noise effects in the system, an RF frequency range that is much higher than the 1/f noise rolloff (tens of kHz) was chosen for the noise detection. The RF component, which 
where ! is the current noise spectrum density. Ideally, by calculating the measured power, the sample's real current fluctuation can be identified. However, as the effective electrical circuit shows in Fig. 3(b) , many additional, extrinsic factors can contribute to RF signal loss, including capacitive coupling to ground, effective inductance of the narrow Au leads and their antenna effects, non-ideal wirebonds and connectors, and loss in coaxial wiring, so the measured signal is smaller than the ideal value by a factor particular to the measurement setup and geometry that must be calibrated. Moreover, care in interpretation must be taken in devices with strongly nonlinear I-V response, as the analysis above assumes linearity. As implemented, this modulated RF shot noise measurement technique can be applied to samples with weakly non-linear I-V curves, and the sensitivity is limited by the measurement system's RF signal attenuation and the power detector's background fluctuation.
The evolution of shot noise with temperature has the well-known form 18, 19 :
In the low temperature limit where
, which gives the classical shot noise result; in the small bias limit, ℎ !"
and ! ≈ 4 ! , which represents the thermal fluctuation in the system. Therefore, the excess noise
− 4 ! , before accounting for the impedance mismatch as described above.
As explained, it is necessary to calibrate the noise collection efficiency of the measurement setup due to nonidealities in the RF environment. A broadband RF white noise source was employed to test the attenuation of the measurement system integrated over the full bandwidth. It was found that each coaxial cable (and its associated connectors) contributes a 6.5±0.1 dB attenuation. Further, due to the device configuration, the Au leads, wirebonds, and pads introduce additional losses due to the antenna effects and capacitive coupling to ground. Based on these calibration measurements, the bandwidth-integrated RF signal would be further attenuated by 7-8 dB. Therefore, the total signal attenuation beyond that due to the impedance mismatch between the device and the transmission line would be 13.5~14.5 dB. This gives an expected collection efficiency of approximately 3~4%.
To test this, we applied the RF noise measurement technique to two different standards expected to exhibit classical shot noise: Commercially produced Nb-AlO x -Nb tunnel junctions, and a surface-mounted Schottky diode. In the case of the former, assuming the classical shot noise at 10 K with Fano factor of 1 leads to a collection efficiency of 3.34%, as expected. For the Schottky diode at 300 K, again assuming classical shot noise, we find a collection efficiency of 4.77% , not unexpected given that the surface-mount component is lacking the long on-chip leads of the commercial junctions.
We measured the Au-hBN-Au structures at cryostat temperatures from 300 K down to 5 K. We analyzed the data with two approaches. First, after accounting for the impedance mismatch contribution, we fit the measured shot noise to the form
, so that the noise collection efficiency A can be extracted. In this approach A is the only free parameter, with T assumed to be the cryostat temperature, and V and G measured separately. Fig. 3(c) shows the fitting and residuals at different temperatures for one representative device; results for the other two are quantitatively very similar. The residuals are small compared to the signal throughout the temperature range, showing that the functional form of the measured noise is consistent with expectations of classical shot noise. The inferred efficiency A decays from 3.52% to 2.75% as the cryostat temperature increases from 5K to 300K (Fig. 3(d) ).
This is quantitatively consistent with the calibration measurements described above. At higher temperatures, the doped substrate underneath the oxide layer is more conductive, and the resulting increased capacitive coupling and consequent change in the RF environment may contribute to enhanced RF signal leakage at higher temperatures. We will test for this effect by fabricating samples on insulating substrates such as sapphire or quartz.
In the second analysis approach, we can infer the effective electronic temperature and measured Johnson-Nyquist noise value based on the shape of the bias-dependent noise intensity itself, which also provides an alternative method to calculate the noise collection efficiency. The excess noise is related to the voltage bias as 
