Abstract-Deep neural networks have been widely used in numerous computer vision applications, particularly in face recognition. However, deploying deep neural network face recognition on mobile devices is still limited since most highaccuracy deep models are both time and GPU consumption in the inference stage. Therefore, developing a lightweight deep neural network is one of the most promising solutions to deploy face recognition on mobile devices. Such the lightweight deep neural network requires efficient memory with small number of weights representation and low cost operators. In this paper a novel deep neural network named MobiFace, which is simple but effective, is proposed for productively deploying face recognition on mobile devices. The experimental results have shown that our lightweight MobiFace is able to achieve high performance with 99.7% on LFW database and 91.3% on large-scale challenging Megaface database. It is also eventually competitive against large-scale deep-networks face recognition while significant reducing computational time and memory consumption.
I. INTRODUCTION
We have recently witnessed numerous computer vision applications with very high accurate performance, e.g. object detection [10] , [48] , [50] , [9] , [47] , [49] , [30] , object classification [16] , [7] , [6] , object segmentation [15] , [33] , [28] , [29] , [12] , and modeling [8] etc. These major achievements have been accomplished thank to the popular Deep Convolutional Neural Networks (CNNs) methods. However, such high accurate performance CNNs usually require millions of parameters and several hundreds of layers to discriminate the classification spaces. For instance, Alex-Net [27] requires 61 million parameters, VGG-16 [42] requires 138 million parameters, ResNet-50 [17] requires 25 million parameters, DenseNet-190 (k = 40) [20] needs 40 million parameters. Although these aforementioned networks such as Alex-Net or VGG-16 are nowadays considered as not very deep models, they still cost approximately 200 MB and 500 MB memory size when implemented in Caffe framework, respectively. The large memory and powerful GPU resources are required to deploy in these methods to achieve high performance results. Therefore, such models are usually unable to deploy on power-hungry or mobile devices due to their model sizes and computational costs. To overcome these limitations while maintaining high performance, some recent developments are trying to compress the networks and known as compressed networks. Some well-known compressed networks such as Pruning [14] , [13] , [32] , Depth-wise Convolution [18] , [38] , BinaryNets [22] , [3] , [36] , [4] , Mimic Networks [31] , [44] . These networks can speed up the inference stage in CNNs without suffering accuracy loss in the fundamental tasks of image classification or object detection. However, the performance of these compressing methods hasn't been benchmarked on face recognition problems. Far apart from object detection and image classification, face recognition problems are usually required a considerable numbers of layers in the networks so that they are robust enough to present discriminated facial deep features across hundred thousands or millions of facial subjects. Indeed, these subjects have almost the same facial template with two eyes, a nose and a mouth.
In this paper, we introduce a novel lightweight but highperformance deep neural network for face recognition on mobile devices. Compare to the prior deep learning based face recognition methods, the contributions of our proposed MobiFace approach can be summarized as follows: Firstly, we improve the successful MobileNet framework [1] to lighter-weight and better deep network MobiNet model that is suitable for deploying on mobile devices Secondly, the proposed MobiNet is then applied in face recognition and optimized within an end-to-end deep learning framework. Finally, we conduct the experiments and compare the proposed MobiNet against both mobile-based network and large-scale deep-network on face recognition task and on two state-of-the-art face recognition databases, i.e. Labeled Faces in the Wild (LFW) and large-scale challenging Megaface databases.
II. RELATED WORKS
Regarding lightweight deep network design, there are some well-known networks such as binarized networks, quantized networks, mimicked networks, designed compact modules and pruned networks. In this section, we would like to review the last two designs which are closed to our proposed network.
Designed compact modules. Integrating small modules or compact blocks, layers can abate the number of weights, help use less memory, and mitigate heavy computation cost for inference stage. The work of Andrew et al. [18] in Google, called MobileNet, proposed a depthwise separable convolution module instead of standard convolution to reduce a significant number of parameters. Depthwise separable convolution operation was first used in the thesis of Sifre In 2014 [41] and is applied to many networks [2] , [18] , [38] . In MobileNet [18] , the spatial input convolves with a 3x3 spatial separate-channel filter to generate independent features, then a pointwise (i.e. 1x1) convolution operation combines these features to achieve new features. So this operation is considered as a replacement of standard convolution. MobileNet with only 4.2 million parameters and 569 million of multsadds achieves promising results on the challenge image classification dataset of ImageNet [5] with the accuracy reaches to 70.6% whereas the performance of VGG-16 is 71.5% with 138 million parameters and 15300 million of mults-adds. Even reducing the number of parameters to 33x and number of mults-adds to 27x, MobileNet archives almost similar classification performance compare against VGG-16. To improve MobileNet performance on multiple tasks and benchmarks, Sandler et al. [38] proposed inverted residuals and linear bottlenecks, called MobileNet-V2. Inverted residuals are similar to residual bottleneck proposed in [16] but the intermediate features are expanded to a specific ratio w.r.t the number of input channels. Linear bottlenecks are blocks without ReLU layer in the end. MobileNet-V2 slightly improves the performance of MobileNet [18] , achieves 72% accuracy on ImageNet [5] with only 3.4 million of parameters and takes 300 million of mults-add for computation. Although the depthwise separable convolution is proved efficient for designing network, networks [38] , [18] still occupy a lot of memory and computational cost on iPhone or Android. To the best of our knowledge depthwise convolution has not been optimized to effectively run on CPU in most of deep learning frameworks such as Caffe [24] , Pytorch [34] , Tensorflow, etc. Also aiming at reducing the computational cost of MobileNet, fast downsampling approach is also employed in FD-Mobilenet [35] . Motivating from the structure of MobileNet-V2, MobileFaceNets [1] was proposed and adopted to face recognition problem. Similar to MobileNet-V2, residual bottleneck blocks are also considered as the building blocks of MobileFaceNets. Although sharing similar design strategy in the structure of MobileNet-V2, MobileFaceNets' architecture is smaller by replacing the global averaging pooling layer with the global depthwise convolution layer to weight pixels at different locations differently.
Pruned networks. Deep neural networks are overparameterized and costly memory. Song Han et al. [14] , [14] proposed a deep compression method to prune unimportant connections by absolute values; pruning achieve compression rate of 9x and 13x on AlexNet [27] and VGG-16 [42] respectively for ImageNet without suffering accuracy loss. Another idea from Liu et at. [32] is to slim networks using scaling factors in Batch Normalization layers [23] instead of absolute values of weights. These scaling factors are trained sparsely via L1-regularization technique [39] . Slimming networks [32] attain many good results in VGG-16 [42] , DenseNet [20] , and ResNet [16] even the accuracy is better than the original networks on datasets: CIFAR-10, CIFAR-100 [26] . However, for each pruned connections list of indices need to be stored to memory, leading to a very low progress for both training and testing.
III. OUR PROPOSED MOBINET
This section starts with introducing network design strategies to construct a lightweight deep network. Then, by adopting these strategies, the architecture of MobiFace for face recognition on mobile devices is introduced. Thanks to the concise and precise deep network architecture, the proposed framework is efficient in terms of small computational cost and high accuracy in comparison against other deep networks on several large-scale face recognition databases.
A. Network Design Strategy
Bottleneck Residual block with the expansion layers. The use of Bottleneck Residual block is introduced in [37] where a block consists of three main transformation operators, i.e. two linear transformations and one non-linear per-channel transformation. There are three key factors of this type of block: (1) the non-linear transformation to learn complex mapping functions; (2) the layer expansion with increasing number of feature maps in the inner layers; and (3) shortcut connections to learn the residual. Formally, given an input x with the size of h × w × k, a bottleneck residual block can be represented as follows,
where
are the linear function represented by 1 × 1 convolution operator, and t denotes the expansion factor.
s ×tk is the non-linear mapping function which is a composition of three operators, i.e. ReLU, 3 × 3 depthwise convolution with stride s, and ReLU.
The residual learning connection is employed in a bottleneck block. This type of blocks is shown to have the capabilities of preventing manifold collapse during transformation and also increasing the expressiveness of the feature embedding [37] .
Fast Downsampling. Under the limited computational resource of mobile devices, a compact network should maximize the information transferred from the input image to output features while avoiding the high computational cost due to the large spatial dimensions of feature maps. In the large-scale deep networks, the detail information flow is usually ensured by the slow downsampling strategy, i.e. the spatial dimensions are slowly reduced between blocks by downsampling operator. Consequently, the these networks maintain so many feature maps with large spatial size and result in a heavy-size network. On the other hand, under the limited computational budgets, a light-weight network adopting that slow downsampling may suffer both issues of weak feature embedding and high processing time.
In these cases, fast downsampling strategy can be considered as an efficient replacement of the slow downsampling technique. In particular, in fast downsampling, the downsampling steps are consecutively applied in the very beginning stage of the feature embedding process to avoid large spatial dimension of the feature maps. Then in the later stage, more feature maps are added to support the information flow of the whole network. By this way, more complex mapping functions are learned to generate more details feature. Notice that, in this strategy, even more feature maps were added to the later feature, i.e. increase the number of channels, the computational cost is maintained to be low since the spatial dimensions of these feature maps are small.
B. MobiFace
In this section, we present a novel simple but efficient deep network for face recognition, named MobiFace. Given an input facial image with the size of 112 × 112 × 3, this light-weight network aims at maximizing the information embedded in final feature vector while maintaining the low computational cost. Inspired by the strategies presented in the previous section, the Residual Bottleneck block with expansion layers is adopt as the building block of MobiFace. Table I represents the main architecture of MobiFace that consists of one 3 × 3 convolutional layer, one 3 × 3 depthwise separable convolutional layer, followed by a sequence of Bottleneck blocks and Residual Bottleneck blocks, one 1 × 1 convolutional layer, and a fully connected layer. The structures of Residual Bottleneck blocks and Bottleneck blocks are very similar except a shortcut is added to connect the input and the output of the 1 × 1 convolution layer. Moreover, the stride s is set to 2 in Bottleneck blocks while that parameter is set to 1 in every layers of Residual Bottleneck blocks.
Moreover, we adopt the fast downsampling strategy in our network architecture by quickly reducing the spatial dimensions of layers/blocks with the input size larger than 14 × 14. As one can easily see that given an input image with the size of 112 × 112 × 3, the spatial dimension is reduced by half within the first two layers and become 8× smaller after the other 7 bottleneck blocks. The expansion factor is kept to 2 whereas the number of channels is double after each Bottleneck block in later feature embedding stage.
A batch normalization together with a non-linear activation are applied after each convolutional layer except the one marked as "Linear". In our implementation, PReLU is used for the non-linear activation function due to its accuracy improvement over ReLU function. In the last layer of MobiFace, rather than employing the Global Average Pooling (GAP) layer as in previous approaches [19] , [37] , [1] , we use the Fully Connected (FC) layer in the last stage of embedding process. Compared to GAP which treats very units in the last convolutional layer equally (which is not very efficient since the information in the center pixel should play more important role than the one in the corner of the input) , the FC layer can learn different weights to these units and gain the information embedded in the final feature vector.
IV. EXPERIMENTAL RESULTS
We first train the network using the cleaned training set of MS-Celeb-1M [11] including 3.8 million photos from 85K subjects. Then the trained network is evaluated on two common large-scale face verification benchmarks in unconstrained environments such as Labeled Faces in the Wild (LFW) [21] , and Megaface [25] datasets. This training data has no overlapping with the testing data.
The databases that are used for training and testing are first described in next subsections. Then the comparisons between different models in terms of both accuracy and model sizes are represented. MobiFace can achieve very high performance, even competitive against other large-scale deep networks for face recognition.
A. Databases
MS-Celeb-1M [11] is introduced as a large-scale face dataset with 10 million photos of 100K celebrities. However, it also contains a large number of noisy image or wrong ID labels. To obtain a high-quality training data, the MSCeleb-1M cleaned up the MS-Celeb-1M by computing the center feature of each subject and ranking their face images using the distance to identity center. The ones far from the center are automatically removed. Some manual checks are also employed. The refined MS-Celeb-1M consists of 3.8M photos from 85 identities.
Labeled Faces in the Wild (LFW) [21] is one of the common testing dataset for face verification. LFW consists 13,233 in-the-wild facial images of 5749 subjects collected from the web. The face variations include pose, expression and illuminations. According to the testing protocol of LFW, there are 6000 face pairs where half of them are positive pairs.
MegaFace [25] is one of largest publicly available testing dataset for face verification. This testing protocol is very challenging with million scale of distractors, i.e. subjects are not in the testing set. There are two main sets in Megaface, i.e. gallery and probe set. The gallery set is collected from Flickr photos and consists of more than 1 millions images from 690K identities. The probe set in Megaface are collected from two existing databases: Facescrub As the Facescrub probe set aims at the robustness of face recognition systems on large number of identity, this set includes 100K photos of 530 subjects. Meanwhile, the FG-NET probe set focuses on the robustness of the system against age changing, with 1002 images of 82 identities from 0 to 69 years old. In this paper, we evaluate the performance of our light-weight network on the Facescrub probe set.
B. Implementation details
In the preprocessing step, MTCNN method [46] is applied to detect all faces and their five landmark points, i.e. two eye centers, nose and two mouth corner, in both training and testing photo. Then, using the information from five landmark points, each face is aligned and cropped into a template with the size of 112 × 112 × 3. This template is then normalized into [−1, 1] by subtracting the mean pixel value, i.e. 127.5, and divided by 128.
During training stage, we adopt Stochastic Gradient Descent (SGD) optimizer with the batch size of 1024. The momentum parameter is set to 0.9. The learning rate is initialized to 0.1 and decreases by a factor of 10 periodically at 40K, 60K, and 80K iterations. The training stage is stopped at 100K iteration.
C. Face Verification accuracy
LFW benchmark. We first compare our MobiFace against many existing face recognition approaches including both large-scale deep models and small-scale one. . These results again emphasize the performance of our MobiFace when it outperforms the other light-weight MobileFaceNet model. Compared to other large-scale deep networks, our MobiFace has the advantages of both comparable performance to these models while maintaining low computational cost. Therefore, our MobiFace is easy to be deployed on mobile devices.
V. CONCLUSION
This paper has reviewed different lightweight deep network structures and approaches for mobile devices where the computational resource is very limited. Inspired by different network design strategies, this paper has further presented a novel simple but high-performance deep network for face recognition, named MobiFace. Experiments on two common large-scale face verification benchmarks with photo in unconstrained environment have shown the efficiency of our MobiFace in terms of both accuracy and small model size. Although the model is very small, its performance on both testing benchmarks is competitive against other largescale deep face recognition network.
