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Index Terms-Activity Recognition, Dynamic Bayesian Networks, Deterministic Annealing, Video Surveillance I. I Activity recognition in video analytics has developed fast in recent years [1] [2] [3] [4] . There are a wide range of applications of activity recognition. Security applications are most prevalent, including the identifying of terrorist actions and threats and the monitoring of individuals within areas such as shopping stores, office buildings, hospitals, and banks [5] . Advances in activity recognition also have the potential to offer the ability to monitor the elderly for emergency situations or recognize the intents of individuals in a human-computer-interaction application.
Activity recognition using video streams involves the extraction of semantic understanding from video data. From semantic understanding point of view, the technology can be motivated by the gesture analysis or speech recognition. The semantic understanding is the high level processing on the video data, which takes the input from the result of low level image processing on the video data. A variety of algorithms exist for processing of video sequences for low-level functions, such as motion detection (segmenting the moving blobs), object detection (e.g. people detection and vehicle detection), object tracking.
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The result of low level image processing allow one to identify simple activities such as walking or running. In this paper, we are interested in more complex scenarios for activity recognition.
Recently researchers have shown interest in recognizing more complex behaviors such as loitering or fighting. Such complex behaviors are often composed of several sub events that occur in sequence [6] [7] . Often two complex events may only be distinguishable by slight variations, making each difficult to recognize. For example, both buying and item and stealing an item consist of sub events where the person in question enters a store, picks up an item, and exits the store. The stealing event may or may not consist of going through the cash register and may or may not involve the person concealing the item. In many respects these two events look similar and contain similar sub events, and it is difficult to discern the two activities by any single simple-event. The entire composition of events must be considered, suggesting a hierarchical approach may be appropriate.
Complex activity recognition is difficult because it requires analysis not only of the composition of sub events, but also the order in which sub events occur. Additionally, complex activity recognition requires the ability to model the large amount of variation that can occur for a given activity. Such requirements require a model that is able to both use information over time and be robust to slight deviations that will inevitably occur. This suggest a probabilistic approach that does not put too much weight into 'hard' decisions may be best.
Some researchers have attempted to model the lowlevel sequences of events using a rule-based approach. However, usually there exist a multitude of possible sequences of low-level sequences for which it is difficult to define appropriate rules. Also, it is difficult to provide a rule-based system that degrades gracefully with deviations from a learned pattern.
In this paper, we proposed a Dynamic Bayesian Network (DBN) framework in which we systematically add dependencies in order to keep the number of parameters reasonably tractable. We propose to use the minimum complexity necessary for hierarchy and then to add model complexity to the DBN framework only as needed. We divide the DBN into several levels, each representing events at a different granularity. Lower level states represent the simple activity (atomic activities) that make up increasingly complex events. Finally, we recognize the last level as the duration model to account for the fact that different atomic activities take varying amounts of time.
Our second contribution is that we address the problem of having to explicitly define the states of lower-level variables. Often training data is only available for the highest level (the activity we which to recognize) and lower-level activities are left unlabelled. There may be many ways to have the same high level activity, so the user of the system may not even know how to label or define the simple activities until the user sees the sample data set. In this paper we proposed to use deterministic annealing [8] , an automatic, unsupervised technique, to discover low-level states and eliminate the need of arbitrarily partitioning the space of low-level activities.
The outline of our papers is as follows: section II describes the related works. Section III presents the dynamic Bayesian networks framework for activity recognition. Section IV will describes automated state selection using deterministic annealing method. Section V presents experimental results. Conclusion is described in Section VI.
This paper is an extension of earlier conference publication to the IEEE Workshop on Motion and Video Computing [9] .
II. R W
Many authors have contributed work in activity recognition. We list some below:
• Hongeng et al. [10] use multi-state scenarios and single-state scenarios. For single-state scenarios, they use a simple tree-structured Bayesian network for recognition. They recognize higher level events using an HMM.
• Shet et al. [11] use default logic to perform event recognition. Default logic expresses rules, that are 'true by default', but can be proven false by new information. For example, they use these rules for events of theft, entry violation, and unattended package.
• Vu et al. [7] uses define the elementary scenarios and composed scenarios. They view them as temporal constraint problem.
• Cupillard et al. [12] [13] showed promise and is very much related to our technique. The important aspect of the S-HSMM in [13] is the hierarchy representation, which motivates us to start at the basic hierarchical model and augment it from there. Like [13] we derive a stochastic model of activities, however do so within a general framework.
A key difference from [13] is in how we model the low level activity through observations. In [13] the authors modelled observations by partitioning the feature space into Q 2 discrete states, each corresponding to a cell on a Q × Q grid. The observed features corresponded to a track location and they were mapped to the square region of space where the observation was located. We wish to address what we believe are some shortcomings of this approach:
• There may potentially be many states that rarely or never get observed and will consequently lack training data. • The approach is insensitive to variations within a cell.
• Noisy track estimates at the edges of the cell boundaries can cause large errors in the observations. We begin by noting that although the Q × Q grid in [13] is intuitive, the partition is somewhat arbitrary and is not based on training data. Because of this, we believe, a highly variant portion of the space may be represented by only a single cell while an uninteresting portion of the space may contain many cells. A second observation is that it is assumed one observes the low-level region itself rather than a tracker's noisy estimate of the lowlevel region. This could be problematic when the tracker reports a position that is near the boundary of two regions; the system will take the decision with the same certainty that it would if the estimate was right in the middle of a region, despite the significant possibility that the tracker has made a mistake.
In this paper, we view the problem of defining low level events as one of finding a discrete number of representative clusters in a continuous feature space. We believe that such clusters are natural representation of low level events. Recent studies share our assumption that similar activities in video sequences are clustered close to each other and different activities are far apart. For example:
• Porikli and Haga [14] show that the video sequences containing sitting, crawling, and standing up are close to their corresponding reference activity sequence. The same phenomenon reported by Jin and Morkhtarian [15] where they tested the human activities data on bending down, straightening up, squatting down and lying down etc. Moreover Chellappa et al. [16] worked on video sequences containing walking, jogging, sitting, crawling, etc. They calculated the similarity matrix between video sequences. Their results of the similarity matrix show that same activity sequences were close to each other.
• Ma et al. [5] view a type of event is as a point cloud in the feature space with different events described by different point clouds. They learn to detect events by first clustering points in the feature space into groups (or point clouds) and then labeling them to particular events.
III. DBN F
We begin aiming for a probabilistic model of activities. In general, to define a probabilistic model one usually identifies a set of N random variables which, we will denote
. We then may choose to assign some parametric form to the joint probability distribution Pr(X (1:N) = j), where j refers to a joint assignment to a set of random variables. In this way, for any assignment to our random variables we have a measure of the likelihood of the joint event.
Once we have defined the joint distribution our next task will be to do probabilistic inference. Without loss of generality, suppose that the first M variables, X
(1:M) , are hidden and that the remaining variables, X (M+1:N) , are observed. Inference is then defined to be the computation of the marginal probability Pr(
, where e represents all observed values.
Defining meaningful joint probability distibutions for moderately sized sets of random variables is not a trivial task due to the exponential number of combinations of values of the random variables. Bayesian networks ( [17] ) are tools used to simplify this task. A Bayesian network consists of a directed, acyclic graph (DAG) G and a parameter set Θ. In G, each vertex is in oneto-one correspondence with a random variable in the probabilistic model. The lack of edges corresponds to conditional independencies between variables. Using the conditional independencies, the joint distribution can be factored as
where j * refers to the subset of the assignment to j that pertains to pa(X (i) ). The parameter set Θ is the set of parameters to the conditional probability distributions Pr(X (i) |pa(X (i) )). The above factorization efficiently represents our model and reduces the number of parameters to a manageable number. Additionally, the above representation for our model allows one to perform inference, i.e. compute Pr(
, at a manageable speed, as opposed to the impractical method of simply "summing out" all of the hidden variables. Several algorithms (e.g., [17] , [18] ) exist that exploit conditional independence in the model and perform inference efficiently.
A Dynamic Bayesian Network ( [19] , [20] ) is a Bayesian network that is extended to model a stochastic process, frequently for some discrete number of time slices T . A DBN can be defined using two slices of a standard Bayesian network and adding additional "temporal" edges from nodes in X ) and the parameters in the "current" time slice, X
(1:N) t , will be used to define the transition model from the previous state to the current state, or Pr(X Using the DBN framework we can specify complex probabilistic models, and for many models we can do inference quickly by exploiting conditional independence. A range of exact and approximate inference algorithms are given in, for example, [20] [21] [22] .
A. "Bare-bone" Hierarchical DBN
In this section we discuss a specific type of DBN, which we will call a 'bare-bones hierarchical DBN' (HDBN). This class of DBNs will be suitable for modeling hierarchical states that change stochastically over time. Such a models have been seen in [23] as the Hierarchical Hidden Markov Model (HHMM) and later cast in the DBN framework by [20] . Here we identify and isolate the portions of the model relevant to enforce hierarchy. We will use this as our base model for enforcing hierarchy, from which we will to cast all other dependencies as relevant for activity recognition (Section III-B).
We define a HDBN as a (discrete) DBN where variables can be grouped into D levels. At a given time each level has two particular variables X t represents whether or not the process for the dth level has run until its end. A HDBN then must enforce the following constraints:
• Blocking constraint: The state of the dth level cannot change until the (d+1)th level has terminated. That is, for all
The dth level may not terminate until the (d+1)th level has terminated. This is to say that for all
The above constraints give a hierarchical representation to the state sequences. The constraints can be represented in a DBN by adding dependencies and requiring certain parameter values in the conditional probability tables. The dependencies are specified by the following edges: 
The constraints are enforced with the following constraints on conditional probability table (CPT) values for
where δ i, j equals one if i equals j and zero otherwise. We show a bare bones HDBN in Figure 1a . In Figure  1b we show a more useful example that has additional dependencies. For a more general case like this, the CPT must satisfy for d < D
, where pa * (X) denotes the rest of the parents of X that have not already appeared in the list of conditioning variables.
B. Our proposed framework
We extend a 3-level the 'bare-bone' HDBN ( Figure 1a ) with various constraints that we believe are effective in modeling activities. We will define the semantics of each level and add appropriate dependencies. Our graphical model is shown in Figure 2 . Our first level has the variable X HL t which represents the high-level activity that we are attempting to classify. The number of states for the highlevel activity will depend on the particular domain. On the second second level is X LL t , representing the low-level activity that is occurring and generating observations. It is always hidden and will not be labelled in the training data, however we expect to have an observed variable, Y LL t , that depends on it. The last level X PH t represents further subdivisions of the low-level activity and serves as the duration model for the low-level activity. By requiring that each low-level activity go through a sequence of phases, we are able to model varying durations for lowlevel events in a probabilistic manner.
We list our augmentations to the base HDBN model and the conditional probability distributions below: 1) End of each level depends on state of the level.
For each level d we will add the edges X
t , which assumes that the end-of-sequence marker depends on the state of the sequence. This will complete the dependencies for the end of the high-level sequence, E (d+1) t , and so we give its conditional probability table (CPT) here:
The parameter p HL i→end represents the probability of ending a high-level sequence given that we are at high-level state i and all of the previous low-level states have ended. This parameter will be given a value during the training phase.
2) End of low-level sequence depends on the higher level context.
We will add an edge X HL t → E LL t to model our assumption that whether or not a particular low-level event marks the end of a sequence depends on the high-level state. This dependency may exist when two high level events both have the same low level event in their sequences. For example, a stopped track may mark the end of the low level sequence for one high-level activity yet may not mark the end of a low-level sequence for another. With this dependency the CPT for E LL t will have the following parameters: Figure 2 . Model specific HDBN for activity recognition where p LL,k i→end represents the probability of ending the low-level sequence from state i while in context k.
3) Lower-level states depend on immediate context.
We will add the edge X
4) Low level and high level transition probabilities depend on whether the sequence has just ended. We will place the edges E to model the assumption that our transition probabilities are different if we just ended a sequence. This is assumption is built into each level of the HHMM and we believe that it fits for the low-level and high-level activity modelling. We believe that if a sequence has ended then the probability distribution for starting a new sequence should be a prior distribution instead of a normal transition distribution. This gives the following transition model parameters for the high-level:
Pr(X HL t = j|X
The low-level CPT is similar, however it also depends on the high level context:
Here, in high-level context k, a LL,k i→ j is the transition probability of going from state i to state j and π LL,k j is the probability of starting a sequence in state j.
5)
Lowest-level follows a Coxian phase-distribution that depends on low-level context To model complex durations of low-level events we use the discrete Coxian distribution. This means that every low level event must pass through some number of phases before it is allowed to transition to the next low level event. We fix the number of phases n PH for each lowlevel event. Next, we insist that phase model ends exactly when it reaches the final phase. This gives the parameters
and,
where, in context k, a PH,k i→i+1 is a free parameter representing the probability of advancing to the next phase from phase i and π PH,k j is the probability of starting the sequence in phase j. This CPT is illustrated in figure 3 .
This representation of the Coxian distribution is slightly different from the HHMM model of [13] because we have a state devoted to flagging the end of the phasedistribution. The important things is that we have the same effect of modelling complex duration distribution for the low-level event. Since we never observe the phase it doesn't matter that we have a distinct final state devoted to the end of the sequence. We choose this formulation due to the simpler formulas and reduction in the sizes of CPTs for X In order to do any sort of inference on our model we will need some observations. Thus we add a new variable, Y LL t , which represents an observation of the low level event. Typically, our observations are some continuousvalued feature-vector, y LL t . During the training phase we will take all of our feature vectors and partition the feature space into clusters, where each cluster represents a lowlevel state. We then assume that a particular observation, y LL t , is drawn from a Gaussian distribution, whose parameters are determined by the low-level state, i.e.,
where µ LL k is the mean vector and Σ LL k is the covariance matrix parameters to the multivariate Gaussian distribution of observations of low level context k. These parameters will be estimated by our cluster methods in section IV.
IV. S S U D A
To calculate µ LL k and Σ LL k in equation 13, we will perform clustering on our entire set of feature points. We illustrate the process as follows. First, we take a large set of feature points from our training data as illustrated in Figure 4a . We then run the deterministic annealing clustering algorithm to find several representative points as, shown in Figure 4b . These clusters will in fact be the low level states in our model. We illustrate this in Figure  4c . Finally, we will use the cluster results to estimate our observation likelihoods by fitting a Gaussian to each cluster, shown pictorially in Figure 4d .
Following [8] , we define the clustering problem as follows. We are given a distortion measure d (· , · ) and set of training data Y = {y 1 , ..., y n data }. We wish to find a set of up to k cluster centers X = {x 1 , ..., x k } so as to minimize
where nc(y) denotes the cluster center x i that is nearest to y according to d(y, x). The deterministic annealing approach to clustering as given in [8] attempts to find a set of cluster centers and assignments to cluster centers that achieve a global minimum to the above cost function. To do this the technique relaxes the problem constraints and allows each point to be assigned to all clusters with probability Pr(x|y) so as to minimize a modified distortion function.
The cost function is optimized in a familiar 2-step updating algorithm: repeat 1) Association step: Assume cluster centers are fixed. Assign each data point y ∈ Y to each cluster center x i ∈ X with probability Pr(x i |y) so that D is minimized.
2) Centroid update: Assume assignments are fixed. Optimize the value of each cluster x i ∈ X so as to minimize D. until converged Straightforward execution of this algorithm will result in an association step that assigns every data point y with the nearest cluster with probability 1. In fact, this results in the standard - algorithm if cluster centers are initialized randomly. The key innovation of the deterministic annealing method is the imposition of a constraint on the Shannon entropy of the distribution Pr(x|y). Once the assignment probabilities are subject to the entropy constraint x Pr(x|y) log(Pr(x|y)) = H the minimization of D is equivelent to the minimization of
where T is a Lagrangian multiplier that acts as the temperature term in the annealing process. Observing (14), we can see that at high temperatures F is minimized by maximizing entropy. This means that during the association step each data point will be associated equally with each cluster center, regardless of initialization. The centroid update will, at high temperature, then place each cluster at the center of mass of the distribution. As temperature is lowered the minimization of F is dominated less by the entropy term and so clusters will split apart and settle into areas in which D is minimized. Finally, at T = 0 we arrive back at the original problem, which at zero temperature we solve by a - algorithm which starts with cluster centers well-positioned by optimizing over related cost surfaces. An interesting aspect of annealing is that the natural number of effective clusters arise at various temperatures. For example, at very high T there is effectively a single cluster, as all cluster centers coincide on a single point. At intermediate temperatures the cluster centers will drift apart and settle down again into a new discrete set of effective clusters. Thus, if we stop the annealing process early at some T min and go straight to the final hardclustering iteration, we may end up in a case where many clusters centers are covering the same point; effectively this means we may end up with a number of clusters less than k. This is a favorable side effect of annealing because we are less inclined to over-fit data with extraneous clusters. This does not hurt us because we can always lower T min to a point where all k clusters split apart.
For more in-depth details about deterministic annealing, see [8] . For our purposes the algorithm provides a way to estimate the number low level states and the parameters µ V. E R We tested our algorithm using the video clips of a shopping center in Portugal that we found in [24] . A frame Pr(X
3) Transition probabilities:
4) End-of-sequence probabilities:
Algorithm 1: Constructing model for activity recognition. of video from this data is shown in Figure 5a . We identify three high level activities: Entering the shop, leaving the shop, and passing the shop.
A. Preprocessing
The video stream first go through the motion detection module, which extract foreground blobs. After that, we perform object tracking using a tracker developed by Ma et al. [25] to perform multiple object tracking. They use a maximum a posteriori formulation to the multiple object tracking problem. Their system adopts a graph representation for storing the detected regions from motion detection as well as their association over time. The multiple target tracking problem is formulated as a multiple paths search in the graph. Due to the noisy foreground segmentation, an object may be represented by several foreground regions and one foreground region may corresponds to multiple objects. They introduce merge, split and mean shift operations that add new hypothesis to the measurement graph in order to be able to aggregate, split detected blobs or re-acquire objects that have not been detected during stop-and-go motion.
After the tracking, we perform a feature extraction step. The features can include both spatial and temporal features. For detail see Ma et al. [5] .
B. Setup
After preprocessing the data we were left with a set of position estimates from the tracker, which we refer to as tracks. We extracted 14 tracks in total. In our experiment we randomly set aside 8 tracks for training (3 entering, 3 leaving, 2 passing) and 6 tracks for testing. For each track in the training data we labelled its frames with the high level event that was being performed. We then processed the tracks to obtain a fourdimensional feature vector for each frame. The feature vector had elements for x-position, y-position, x-velocity, y-velocity. The velocity estimate was done using fixed-lag differences of the positions and all features were smoothed with a Gaussian kernel. The training data points were then used to compute the whitening matrix, which we used to normalize all feature points.
We hypothesized that because people tend to walk at approximately the same speed, clustering of the space amounted to only considering few regions on common paths and a small number of directions. In the hallway, for example, the tracks would typically only go to the left or to the right, so we hypothesized this would form two clusters in the feature space for a given region in physical space. Figure 5b shows a visualization of how we expected the features to cluster.
Next we had to decide the maximum number of low level states. Clearly, if we have many low-level states we will have a more expressive model, however this also requires more training data to learn the parameters. Our technique can thus scale model expressiveness with the availability of training data. Experimentally, we found that 16 states did a good job in recognizing the activities in our data set, so we ran the deterministic annealing algorithm with T min = 0 to find all n LL max = 16 clusters which we used as the low-level events. Figure 6 shows some features and the clusters projected down to various subspaces.
After running the clustering algorithm on the set of all features, we set up the rest of our DBN for learning. Experimentally, we chose to use 4 phases for our Coxian model (which is effectively 3 phases because the last phase denotes the end of the phase sequence). We also chose to insist that all low-level events went though all n PH phases and so we fixed π PH,k j = δ j,1 . Our training data consisted only of feature points from tracks of persons in video and high-level labels of their activity. To do learning we used the expectation-maximization (EM) algorithm with randomly initialized free parameters and used the Boyen-Koller smoothing algorithm [21] to do the inference portion of EM.
C. Testing
To test we used the feature points from our tracker and did inference using the Boyen-Koller filtering algorithm [21] to compute the filtered marginal probabilities for each frame. That is, the probability reported at time t is the probability for each high level event given all of the measurements up until time t (as opposed to doing smoothing, which would use future information). The results for 3 activities are shown in Figure 7 .
Qualitatively, our results are promising. Consider the sequence for the "Entering" track in Figure 7a . In this sequence the person walks along the pathway and approaches the door from frame 0 to around frame 150. As expected, during this time we are unsure as to whether the user is entering the store or merely passing. It appears we favor the possibility that the user is entering the store, which we believe is because the user's velocity is in fact pointing towards going in the store, increasing the likelihood of being in a low-level state that would represent entering the shop. Alternatively, this could be simply because there is a greater prior probability that the user enters the store. Eventually the user has turns the corner at the entryway and almost immediately our algorithm is able to classify the person as entering with a high degree of certainty.
The "leaving" track is relatively easy to discern and we had little trouble with this high level event. We show some results in 7b. The only interesting thing to notice is that the algorithm starts to become unsure towards the end of the track. We believe this is due to tracking errors that occur near the edges of the image and that such problems can easily be fixed. The results of a "passing" event are shown in Figure 7c . This figure shares characteristics with the entering event in that there are clear points where one event is discerned from another. In this track the user passes the store from right to left. Initially there is uncertainty between entering and passing, which gets quickly resolved as the user passes the doorway. As the track goes past the doorway the uncertainty is than between passing and leaving, however this gets resolved without a problem. In Figure 7d we show the filtered probabilities for the low-level events of the passing person. Here we can see that the user indeed passes from one cluster to another. Each jump in probability for the high level event has a corresponding low level event transition, suggesting that the data fits our model well.
Finally, in Figure 8 we have results for two video sequences with tracks that we could not label with one of our high level events. These videos both had the following behavior: A person would first exit the store, walking out and turning the corner. Next, the person would stop, pause for a short time, and turn around and go right back into the store. The trajectory of the person is unlike any trajectory seen in our training data. However, as we can see in Figure  8 , we are able to infer meaningful labels for both tracks where this occurs.
In addition to showing our algorithm work on some irregular data, the results in Figure 8 suggest that our Coxian duration model is working robustly. Notice the different amount of frames observed in Figure 8a and Figure 8b . In (a), the person turns the corner around frame 175, where in (b) it is around frame 270. We observe that the two users walk at different speeds and turn around at different points. Thus the amount of time in any particular low-level state is different for each event. Additionally, the actual sequence of low-level events is slightly different in each test case. Nonetheless, our method is not confused by these variations.
Although the qualitative results of these graphs are representative of our overall results on many runs, there are some cases where the classification was not correct or not clear. We believe that in most cases this is due to a lack of training data. We did many runs of our algorithm where in each run we would randomly partition our data set into training data and testing data. Sometimes our training data would be unrepresentative of the activities -for example, we may train the "passing" event with only with tracks of people passing from left to right. In this case if we test on a track of a person passing from right to left we have a chaotic result. We believe that for the high level events that we have defined we can solve this problem with more training data. However, the open question remains on what to do with abnormal sequences that do not fit any of the training data. Although Figure  8 shows good results for mildly abnormal sequences, we ultimately wish to be able to classify very abnormal activities, such as loitering or fighting. We are working on ways to augment our model to be able to recognize such abnormal activities without having to rely on labelled data for such activities.
VI. C
In this paper, we aim to perform complex activity recognition in video streams. We use a hierarchical representation of activity where a complex activity includes the combination of simple activities. We proposed a hierarchical dynamic Bayesian network (HDBN) framework for the hierarchical activity representation. Our proposed HDBN includes a bare-bone HDBN as a baseline, and we add domain specific dependencies based on our analysis of the activity.
Our proposed HDBN has multiple layers. For example, we can have high level activity and low level activity. We also proposed a new method for defining the states of the low level activity This is important and appropriate for real applications because during the training phase usually the training data only has high level activity label information, but the low level activity state is not available. Also the low level activity state should adapt to the video data, so we proposed a method which automatically adapts to the feature data for low level activities. We applied our method to shopping mall data and partitioned the space of observations to define states in our model.
We have tested our algorithm on video and our qualitative results suggest we can successfully classify normal activities and mildly abnormal activities in video sequences. Our proposed method is flexible when compared with the context free grammar method in [4] . In the context free grammar representation, the complex activity has a fixed representation for the hierarchy of simple activities, making it difficult to adapt to the data.
Our method is to some extent robust to low level processing noise because we model each state sequence probabilistically. For example, the bad performance of motion detection can propagate to tracking algorithms, making tracking results noisy. Even with a sophisticated tracking techniques, the features from low level video processing can not be used to obtain perfect tracks for activity recognition. Our methods are robust to some extent to real world tracking errors by treating low level observations probabilistically.
Next, we discuss the future work. One important application of activity recognition is to index large sets of video data based on the activity. So our future work will integrate our proposed method to a large system to perform indexing by activity. Nevatia et al. in [6] use an Event Recognition Language (ERL) and [26] use a Video Event Representation Language (VERL) to perform video annotation to let user rapidly index large video data and make semantic inference of what happened in the video content. They integrate ontology to activity recognition. In the future, we would like to make our proposed DBN approach smoothly integrate with an ontology allowing our method to be definable in a large system.
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