Méray has given f the following illustration to show that polynomials formed from a given function by interpolation do not necessarily converge to that function. Interpolate to the f unction ƒ (s) = 1/z by means of the polynomials p n (z) of respective degreest w = l, 2, 3, •••, required to coincide with ƒ (z) in the (n + l)th roots of unity; this condition defines the polynomials p n (z) uniquely. Moreover, we have (1) Pn{z) = Z\ because the equation p n (z) = 1/z is satisfied provided z is one of the (w + l)th roots of unity. Even though the sequence p n (z) is defined by interpolation from the function f(z) = 1/z, the polynomials p n (z) do not approach the function ƒ(s) for \z \ < 1, as n becomes infinite, but approach the limit zero. It is naturally not surprising that these polynomials should fail to approach f(z) for |z| <1, since ƒ(z) has a singularity in that region; this sequence of polynomials fails to approach the limit ƒ (z) even in a neighborhood of the curve \z | = 1 on which interpolation takes place. In this connection, it is worth while to recall Runge's result § that if ƒ (z) is analytic for \z\ ^ 1, then the sequence of interpolating polynomials p n (z) of respective degrees n which coincide with f(z) in the (n + l)th roots of unity converges to the limit ƒ(z) for |s| ^1.
Meray's illustration is of such simplicity, directness, and beauty, and apparently has stood alone for so long, that it seems worth while to furnish it with some companionship. The purpose of the present note is to provide such companionship by the proof of the following theorem. 
for \z\ <1, uniformly for \z\ ^r<l.
Lagrange's interpolation formula for the polynomial p n (z) of degree n which takes on the values Ki,
is uniquely determined by these requirements. Under the circumstances of the theorem, we set
With the exception of the term z n+l in the numerator, which approaches zero, equation (3) suggests computation of the integral which appears in (2) by division of the circle C defined by \z\ -1, at the points w k . We have
By (4), the summation on the right-hand side approaches the limit 2irifi{z), which is continuous for \z \ < 1, and the limit is approached uniformly for \z\ gr<l.* The quantity (n + l)(oo -l) approaches as its limit 2iri } for we have
which approaches the limit unity. The square bracket in the right-hand member of (5) thus approaches zero for |z| <1, uniformly for |s|: §r<l, and the factor of this bracket is bounded uniformly in z and n, \z\ Sr<l, so the proof of our theorem is complete. The theorem and proof are obviously valid if the given function ƒ(z) is not supposed continuous on C: \z\ = 1, but merely integrable in the sense of Riemann.
The sequence p n (z) clearly converges uniformly in a region containing the curve C in its interior when and only when the given function f(z) or its analytic extension is analytic on and within C. The first part of this result was proved by Féjer (loc. cit.), or compare Walsh.f Reciprocally, if the sequence p n (z) converges uniformly for \z\ ^p>l, we shall prove ƒ (z) analytic on and within C. The limit of the sequence p n (z) is analytic for \z | <p. The obvious equation p mK n+\){<^k) =f(u k ), (m = l, 2, • • •)» where w = e 27rî7(n+1) , implies the convergence of the sequence p n (z) to the function f(z) at each point co fc , hence at a set of points everywhere dense on C. The continuity of f(z) for | z\ -1 and the analytic character of the limit of the sequence p n (z) for \z | <p then implies the identity on C of those two functions, hence the fact that f(z) or its analytic extension is analytic for \z I <p. If the sequence p n (z) converges uniformly for \z \ ^1, the function ƒ(z) is analytic for |z|<l, and continuous for The following result is a not uninteresting complement to the main theorem already proved.
THEOREM 2. The function j\(z) which is the limit for \z\ <1 of the sequence p n (z) of the interpolating polynomials for f {z) is also the limit for \z\ < 1, uniformly for \z\ ^ r < 1, of the sequence of polynomials P n {z) of respective degrees n = 1, 2, • • • , of best approximation tof(z) on Cin the sense of least squares.
The polynomial P n (z) is that polynomial of degree n for which
is least. Such a polynomial is known to exist and be unique; it is defined* by
We have the relation
The infinite series converges uniformly in z and t for t on C, \z\ ^ r < 1, and hence may be integrated term by term. Thus we have from (6) fi(z) =c 0 -\-CiZ + c 2 z 2 + • • • , a series which is uniformly convergent for |s|^f<l; this includes the relation to be proved: jfi(«) = lim P n (s), | 2 | < 1.
n-»oo
The polynomial P w (s) is the sum of the first w + 1 terms of the Maclaurin development of jfi(z). It is not to be supposed (compare Kalrnar, loc. cit.) that interpolation in points arbitrarily chosen on C is always equivalent in the sense illustrated to approximation on C in the sense of least squares, even when the points of interpolation z^ for the interpolating polynomial p n (z) of degree n are such that the limit of the maximum distance between successive points z" on C for a given n approaches zero with 1/n. We give an example to illustrate this fact, where the n + 1 points of interpolation for the polynomial p n (z) are the roots of
