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RESUMEN
El objetivo de la correccio´n atmosfe´rica es determinar el valor real de reflectancia de la
superficie de la Tierra, a partir de la reflectancia aparente medida por el sensor. Constituye la
parte ma´s importante del pre-procesamiento de datos obtenidos mediante teledeteccio´n por
sate´lite. Los procedimientos cla´sicos de correccio´n utilizan modelos de transferencia radiativa
que suponen el estado atmosfe´rico esta´tico, sin atender a sus condiciones cambiantes, tanto
espaciales como temporales. De esta manera, el coste computacional que se ahorra es muy
significativo pero, dicha simplificacio´n, difiere notablemente de la situacio´n real. Suponiendo
conocidos los campos dina´micos que determinan el estado de la atmo´sfera, la metodolog´ıa
cla´sica de correccio´n atmosfe´rica mediante estos modelos, involucrar´ıa la ejecucio´n de los
mismos en cada punto, resultando inabordable debido al coste computacional que conllevar´ıa.
En este trabajo se propone una alternativa que considera la dependencia espacial y temporal
de las condiciones atmosfe´ricas sustituyendo, parcialmente, el uso del modelo de transferencia
por el algoritmo de aprendizaje automa´tico ma´s adecuado. De esa manera, conseguimos
reducir el tiempo de ca´lculo sustancialmente. En esta tesis evaluamos la habilidad de seis
algoritmos de aprendizaje automa´tico diferentes para resolver el problema. Paralelamente,
estudiamos los conjuntos de variables ma´s adecuados, para la resolucio´n del problema en
cada banda de la imagen. Finalmente, tras haber elegido el me´todo ma´s adecuado para
sustituir el modelo de transferencia radiativa, y haciendo uso del subconjunto de variables
seleccionado, llevamos a cabo la correccio´n de la imagen en cada una de las bandas.

GLOSARIO DE SI´MBOLOS
AMSU Advanced Microwave Sounding Unit
AOT Aerosol Optical Thickness
ATOVS Advanced TIROS Operational Vertical Sounder
BC Black Carbon
BRR Bayesian Ridge Regression
EKF Extended Kalman filter
EnKF Ensemble Kalman filter
FOV Field Of View
GOCART Goddard Chemistry Aerosol Radiation and Transport
HIRS High Resolution Infrared Radiation Sounder
IFOV Instantaneous Field Of View
JMI Joint Mutual Information
KF Kalman Filter
LR Linear Regression
MI Mutual Information
ML Machine Learning
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RTM Radiative Transfer Model
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Cap´ıtulo 1
Introduccio´n
Se denomina teledeteccio´n, en el contexto de este trabajo, al proceso de medida de propie-
dades de objetos que se encuentran sobre la superficie terrestre mediante sensores aerotrans-
portados, ya sean aviones, sate´lites u otros sistemas. En definitiva, nos referimos a medidas
tomadas desde cierta distancia en lugar de in situ, es decir, realizadas sin contacto directo
con el objeto en cuestio´n. Dichas medidas pueden ser puntuales, refirie´ndose a un punto en
concreto de la superficie o al perfil de cierta magnitud en una localizacio´n concreta; o pueden
tomarse sobre una rejilla de dos dimensiones, dando lugar a ima´genes. Esta definicio´n, to-
mada de Schowengerdt (2006), no es la u´nica que hemos encontrado revisando la literatura,
en Campbell (2002) se recopilaron algunas ma´s y a continuacio´n presentamos otras:
La teledeteccio´n se define como la adquisicio´n de informacio´n acerca de un objeto sin estar
en contacto f´ısico con e´l. La informacio´n se adquiere mediante la deteccio´n y medicio´n
de los cambios que el objeto produce en el campo circundante, ya sea electromagne´tico,
acu´stico, o potencial. Esto podr´ıa incluir el campo electromagne´tico emitido o reflejado por
el objeto, las ondas acu´sticas reflejadas o perturbadas por el objeto, o las perturbaciones, en
los alrededores, del campo gravitatorio o magne´tico debido a la presencia del objeto. (Elachi
and Van Zyl, 2006)
La teledeteccio´n es la ciencia y arte de obtener informacio´n sobre un objeto, superficie o
feno´meno a trave´s del ana´lisis de los datos adquiridos por un dispositivo que no esta´ en con-
tacto con el objeto, superficie o feno´meno bajo investigacio´n. Definicio´n tomada de Lillesand
et al. (2004), Yang (2011) y Colwell (1997).
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En el marco de la teledeteccio´n desde sate´lite, la adquisicio´n de datos se realiza de forma
perio´dica, permitiendo la monitorizacio´n, a corto y largo plazo, de los cambios medioam-
bientales y del impacto de la actividad humana. Algunas aplicaciones interesantes de esta
tecnolog´ıa son: la evaluacio´n de cambios globales como la deforestacio´n, la desaparicio´n de
la capa de ozono o el calentamiento global; la monitorizacio´n y gestio´n de recursos naturales;
la vigilancia y prediccio´n de desastres como incendios, erupciones volca´nicas, inundaciones,
etc.; en agricultura, el seguimiento de cultivos, la estimacio´n de produccio´n o la erosio´n del
suelo; en meteorolog´ıa, el estudio de la dina´mica atmosfe´rica y la prediccio´n; etce´tera.
Para llevar a cabo este tipo de tareas, se desarrollan sistemas que ofrecen diferentes posibi-
lidades de muestreo de acuerdo a los para´metros espaciales, temporales o espectrales, segu´n
las necesidades de cada una.
El estudio de las ima´genes capturadas por los sensores puede centrarse en la fotointerpreta-
cio´n de las mismas o en el ana´lisis de los datos. En la interpretacio´n de la escena, el objetivo
se focaliza en el reconocimiento de objetos mediante la identificacio´n de las caracter´ısticas
que lo distinguen de su entorno. En este a´mbito, tradicionalmente, resultaba imprescindible
la participacio´n de un experto. Actualmente, el reconocimiento automa´tico de objetos en
las ima´genes, constituye un campo de constante evolucio´n que ha sufrido un desarrollo muy
importante en los u´ltimos an˜os. Desde el punto de vista del ana´lisis de los datos capturados
por los sensores, ma´s que relacio´n de los objetos con su entorno, se valora la calidad de
la medida realizada. Por esta razo´n, los procedimientos de calibracio´n radiome´trica y de
correccio´n de los efectos atmosfe´ricos cobran una gran importancia, especialmente cuando
se estudian series temporales largas. En esos casos, es imprescindible que las medidas sean
consistentes independientemente de la variacio´n del estado de la atmo´sfera, la degradacio´n
del sensor o, incluso, si se realizan mediante aparatos distintos.
En este trabajo, se aborda el problema de la correccio´n del efecto de la atmo´sfera teniendo
en cuenta la variacio´n espacial y temporal de su estado.
Correccio´n atmosfe´rica
El objetivo de la correccio´n atmosfe´rica es determinar el valor real de reflectancia de la
superficie de la Tierra, a partir de la reflectancia aparente medida por el sensor (Du et al.,
2009). Constituye la parte ma´s importante del pre-procesamiento de datos obtenidos me-
diante teledeteccio´n por sate´lite, (Hadjimitsis et al., 2010).
En la tabla 1.1 tomada de Schowengerdt (2006), presentamos un resumen de las te´cnicas
de correccio´n utilizadas. Algunas de ellas se basan u´nicamente en los datos de la imagen
sin atender al estado atmosfe´rico. Otras hacen uso de modelos de transferencia radiativa,
como en nuestro caso. Los procedimientos cla´sicos de correccio´n mediante modelos de trans-
ferencia, trabajan con las denominadas atmo´sferas esta´ndar sin atender a las condiciones
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Sensor Te´cnica Referencia
MSS Regresion banda a banda (Potter and Mendlowitz, 1975)
MSS Covarianza espectral de todas las
bandas
(Switzer et al., 1981)
airborne MSS Regresion banda a banda (Potter, 1984)
AVHRR Estimacio´n iterativa (Singh and Cracknell, 1986)
MSS, TM DOS (Dark object subtraction) ma´s
modelo de difusio´n
(Chavez Jr, 1988)
TM DOS ma´s modelo de difusio´n, medi-
das de penetracio´n de radiacio´n en
la atmo´sfera
(Chavez Jr, 1989)
TM Para´metro ’tasseled cap haze’ en
cada pixel
(Lavreau, 1991)
AVHRR DOS, NDVI, AVHRR band 3 (Holben et al., 1992)
airborne TMS medidas de radiacio´n mediante sen-
sores en tierra y aerotransporta-
dos, co´digo de simulacio´n atomsfe´ri-
ca Landsat TM
(Wrigley et al., 1992)
TM comparacio´n de diez me´todos DOS
y simulacio´n atmosfe´rica ma´s datos
de campo
(Moran et al., 1992)
TM dark target, co´digo de simulacio´n (Teillet and Fedosejevs, 1995)
TM co´digo de simulacio´n atmosfe´rica,
igualado de histogramas
(Richter, 1996b); (Richter, 1996a)
TM DOS con estimacio´n de transmitan-
cia
(Chavez Jr, 1996)
TM dark target, co´digo de simulacio´n
atomsfe´rica
(Ouaidrari and Vermote, 1999)
TM, ETM+ me´todo EL (empirical line), medi-
das en tierra
(Moran et al., 2001)
TM comparacio´n de 7 me´todos en 12 fe-
chas
(Hadjimitsis et al., 2004)
AVHRR 2 bandas PCT usadas para separar
las componentes de aerosoles
(Salama et al., 2004)
Tabla 1.1: Resumen de te´cnicas de correccio´n atmosfe´rica
cambiantes de esta. De esta manera, el coste computacional que se ahorra es muy significa-
tivo pero, dicha simplificacio´n, difiere notablemente de la situacio´n real. Entendemos que,
en caso de tener una resolucio´n espacial baja, el argumento es au´n va´lido; el error cometido
al despreciar tales efectos, es sustancialmente menor que el debido a la impureza de los p´ıxe-
les, la mı´nima entidad que podemos observar. Sin embargo, en el caso de la alta resolucio´n
espacial, la situacio´n es radicalmente diferente. Por ejemplo, la medida del NDVI (´ındice
de vegetacio´n normalizado) de p´ıxeles puros en las proximidades de una zona urbana, en
la costa o en una zona rural, alejada de ambas, no debe realizarse sin tener en cuenta el
efecto de tales condiciones. Obviamente, medir emp´ıricamente el estado de la atmo´sfera no
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es posible ya que necesitar´ıamos conocer el valor de las variables que lo definen en cada pun-
to del espacio. La opcio´n factible es trabajar sobre una rejilla, luego, en nuestro problema,
necesitamos especificar en cada punto de esa rejilla el valor de los campos que determinan la
dina´mica as´ı como las concentraciones de los componentes que entran en juego en el modelo
de transferencia radiativa. Para ello, haremos uso de los modelos WRF y WRF/Chem. Con
el fin de optimizar la aproximacio´n que supone, tomaremos el ana´lisis obtenido mediante la
asimilacio´n de datos de radiancia.
Asimilacio´n de datos
El objetivo de un esquema de asimilacio´n de datos es usar las observaciones junto con los
resultados del modelo del sistema dina´mico con el fin de obtener estimaciones ma´s precisas
del estado actual y futuro del sistema. Los distintos me´todos conocidos operan de forma
secuencial o variacional, como veremos en el cap´ıtulo 4. Trataremos de minimizar la varianza
de las diferencias entre las medidas y los resultados del modelo. Para ello, se introduce el
operador de medida que nos lleva del espacio del modelo (rejilla) a los puntos do´nde se
realizan las observaciones. De forma similar, algunos esquemas solo aceptara´n medidas en
los instantes de tiempo de la rejilla temporal o en puntos intermedios.
Suponiendo conocidos los campos que determinan el estado de la atmo´sfera, la metodolog´ıa
cla´sica de correccio´n atmosfe´rica mediante el modelo 6S (Vermote et al., 1997a), involucrar´ıa
la ejecucio´n del mismo en cada punto, resultando inabordable debido al coste computacional
que eso conllevar´ıa. El tiempo que necesita este RTM seleccionado para calcular la reflectan-
cia de un punto es de aproximadamente segundos en promedio. Es el u´nico que considera la
influencia del entorno en los ca´lculos, razo´n por la que se utilizo´ dicho modelo y no otro. En
este trabajo se propone una alternativa que considera la dependencia espacial de las con-
diciones atmosfe´ricas sustituyendo, parcialmente, el uso del modelo de transferencia por el
algoritmo de aprendizaje automa´tico ma´s adecuado. De esta manera, conseguimos reducir el
tiempo de ca´lculo sustancialmente pasando a ser del orden 20,6µs por p´ıxel pero sin aplicar
calculo matricial.
Bajo el nombre de aprendizaje automa´tico (machine learning) o aprendizaje estad´ıstico se
engloba un conjunto de te´cnicas estad´ısticas destinadas a generalizar las respuestas de un
sistema a partir de una informacio´n suministrada en forma de ejemplos. Actualmente, las
aplicaciones de esta tecnolog´ıa son muy numerosas y van en aumento. Como ejemplo, citamos
una lista amplia con algunas de las ma´s conocidas: visio´n por computador, reconocimien-
to de objetos, procesamiento del lenguaje natural, reconocimiento de patrones sinta´cticos,
motores de bu´squeda, diagno´stico me´dico, bioinforma´tica, interfaces cerebro-ma´quina, qui-
mioinforma´tica, deteccio´n de fraude en operaciones bancarias, ana´lisis bursa´til, clasificacio´n
de secuencias de ADN, miner´ıa de datos, reconocimiento del habla y escritura, ingenier´ıa
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de software, locomocio´n de robots, publicidad, finanzas, vigilancia del estado estructural de
edificios, recuperacio´n de la informacio´n, sistemas de recomendacio´n, etce´tera.
Para poder llevar a cabo la correccio´n atmosfe´rica mediante estas herramientas, necesitamos
el conjunto de entrenamiento que nos permita aprender los para´metros del nuevo modelo y
sustituir, as´ı, el uso del RTM en cada punto por el me´todo de aprendizaje automa´tico. Lo
construimos de la siguiente manera: sobre la imagen, seleccionamos 3000 puntos distribuidos
de manera uniforme. Realizamos la correccio´n atmosfe´rica v´ıa 6S conservando tanto los
datos de entrada como los resultados. Sobre ese conjunto, entrenaremos nuestros me´todos de
regresio´n. Dividimos dicho conjunto en tres partes: el conjunto de entrenamiento propiamente
dicho, conteniendo el 60 % de los datos, servira´ para determinar los para´metros del modelo;
el conjunto de validacio´n, con el 20 % de los datos restantes, nos servira´ para estimar el error
de generalizacio´n; el 20 % que queda, constituira´ el conjunto de test, sin involucrarse en el
proceso de seleccio´n del modelo.
Una vez obtenido el conjunto de entrenamiento, evaluamos la habilidad de seis algoritmos
de aprendizaje automa´tico diferentes para resolver el problema de regresio´n y otros seis
para clasificar las atmo´sferas ma´s influyentes. Para la regresio´n utilizamos: regresio´n lineal,
regresio´n Lasso, Ridge, SVR, regresio´n Ridge Bayesiana y una red neuronal. En la clasifi-
cacio´n, hicimos uso del ana´lisis de discriminante lineal, vecinos ma´s pro´ximos, a´rboles de
decisio´n, random forest, SVM y otra red neuronal. La seleccio´n del modelo se llevo´ a cabo
mediante la estimacio´n del error cometido y el a´rea bajo la curva ROC sobre el conjunto de
validacio´n. Previamente, optimizamos cada uno de los algoritmos ajustando para´metros los
mo´viles siguiendo el mismo procedimiento: construimos una rejilla para cada uno de ellos y
calculamos el error de validacio´n.
Paralelamente, en el paso anterior, estudiamos los conjuntos de variables ma´s adecuados,
tanto para realizar la regresio´n, como la clasificacio´n. Evaluamos la capacidad predictora de
los conjuntos de variables utilizando cada uno de los me´todos y tomamos el que produc´ıa
menor error sobre los datos del conjunto de validacio´n.
Finalmente, tras haber elegido el me´todo ma´s adecuado para sustituir el modelo de transfe-
rencia radiativa, y haciendo uso del subconjunto de variables seleccionado, llevamos a cabo
la correccio´n de la imagen en cada una de las bandas.
Los errores cometidos en la correccio´n rondaron el 0.5 % en todas las bandas. Fuimos capaces
de reducir el tiempo de ca´lculo hasta hacerlo operativo: pasamos de una media de 3 seg por
operacio´n en cada p´ıxel (dependiendo de la banda) a una media de 0.039µs, ya que tarda
117µs en corregir los 3000 p´ıxeles del conjunto de entrenamiento, en promedio. Notemos que
la vectorizacio´n de las operaciones reduce sustancialmente el tiempo de ca´lculo, pasando de
20,6µs por p´ıxel aislado a 0,039µs.
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Evaluamos el impacto de la correccio´n atmosfe´rica en la estimacio´n del NDVI, concluyendo
que, sin ella, se subestima entre 1 y 6 % de su valor, dependiendo del estado de la vegetacio´n.
En el cap´ıtulo 2, presentamos el modelo nume´rico de prediccio´n meteorolo´gica WRF as´ı co-
mo un breve repaso de las ecuaciones que integra, el me´todo nume´rico utilizado y el proceso
de discretizacio´n del sistema. En el cap´ıtulo 3, se introduce el modulo qu´ımico WRF-Chem
y las bases de datos de emisiones que se utilizaron para definir las concentraciones de los
componentes atmosfe´ricos. Al final del mismo, se incluye una pequen˜a descripcio´n de la
herramienta que utilizamos para adaptar dichas emisiones a la rejilla del modelo. En el
cap´ıtulo 4, exponemos algunos me´todos de asimilacio´n de datos as´ı como los conceptos fun-
damentales involucrados. Tambie´n incluimos un par de ejemplos de aplicacio´n de alguno de
los me´todos en el modelo de Lorenz. Sucintamente, presentamos los sensores de radiancia
(ATOVS) que utilizamos en la asimilacio´n. En el cap´ıtulo 5, presentamos los algoritmos de
aprendizaje automa´tico que fueron comparados en la tesis; la teor´ıa de validacio´n; algunos
me´todos de seleccio´n de variables y seleccio´n del modelo; y una herramienta de diagno´stico
de la descompensacio´n entre el bias/varianza. En el cap´ıtulo 6, describimos la metodolog´ıa
llevada a cabo durante el desarrollo de la tesis. En la primera parte, expusimos co´mo se calcu-
lan las variables de entrada del modelo de transferencia a partir de las salidas de los modelos
meteorolo´gicos y de composicio´n qu´ımica. Posteriormente, desarrollamos el procedimiento
de seleccio´n del modelo y de las variables ma´s adecuadas. Finalmente, presentamos los re-
sultados. El cap´ıtulo 7 recoge las conclusiones del trabajo. Hemos incluido cuatro Ape´ndices
que muestran las ima´genes Landsat utilizadas, la descripcio´n del modelo 6S, los conjuntos de
para´metros de configuracio´n y una serie de tablas a modo de ilustracio´n del procedimiento
y los resultados.
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Modelo meteorolo´gico
2.1. Introduccio´n
El modelo WRF (Weather Research and Forecasting) (Skamarock et al., 2005), es un modelo
nume´rico de prediccio´n meteorolo´gica y simulacio´n de la dina´mica atmosfe´rica de escala
regional, disen˜ado tanto para fines cient´ıficos como para aplicaciones operacionales.
Comenzo´ a desarrollarse a finales de la de´cada de los an˜os 90 por diferentes agencias, princi-
palmente estadounidenses, que compart´ıan el propo´sito de construir la siguiente generacio´n
del modelo mesoescalar MM5. Algunas de las ma´s importantes son:
NCAR National Center for Atmospheric Research
MMM Mesoescale and Microscale Meteorology
NOAA National Oceanic and Atmospheric Administration
NCEP National Centers for Environmental Prediction
ESRL Earth System Research Laboratory
AFWA Air Force Weather Agency
NRL Naval Research Laboratory
CAPS Center for Analysis and Prediction of Storms
FAA Federal Aviation Administration
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Diferentes universidades de Estados Unidos
No obstante, una gran cantidad de usuarios e investigadores de todo el mundo colaboran
en la implementacio´n de nuevas parametrizaciones de feno´menos f´ısicos y otras mejoras. El
modelo WRF es de co´digo abierto, portable, es decir puede ser instalado y ejecutado en una
gran variedad de plataformas y puede ejecutarse en paralelo. Entre las aplicaciones de este
modelo se encuentran:
Investigacio´n en el desarrollo de nuevas parametrizaciones (gracias a que el co´digo
permite incorporacio´n de nuevos esquemas de forma sencilla).
Investigacio´n y desarrollo en la asimilacio´n de datos.
Investigacio´n y desarrollo en el prono´stico meteorolo´gico.
Implementacio´n operativa para el prono´stico en diferentes escalas (la nueva versio´n
incluye la posibilidad de realizar modelado global de la atmo´sfera hasta prono´sticos
con conveccio´n expl´ıcita)
Educacio´n
Esta´ compuesto por dos nu´cleos dina´micos que se encargan de resolver las ecuaciones, el
ARW (Advanced Reaseach WRF), gestionado por NCAR, y el NMM (Nonhydrostatic Me-
soscale Model) dirigido por NCEP.
2.2. Componentes principales del modelo WRF
WPS: Sistema de pre-procesamiento
WRF (Nu´cleos dina´micos ARW y NMM)
Programas de preparacio´n de los datos reales e idealizados (real.exe/ideal.exe)
Programa de integracio´n nume´rica (wrf.exe)
WRFDA mo´dulo de asimilacio´n de datos (opcional)
WRF-Chem mo´dulo qu´ımico (opcional)
WRF-Fire - modelizacio´n de propagacio´n de incendios
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Figura 2.1: Componentes del sistema WRF.
Imagen tomada de Skamarock et al. (2005)
2.2.1. El nu´cleo dina´mico ARW
A continuacio´n se describen las principales caracter´ısticas del ARW
Coordenada vertical adaptada al terreno η, representando la presio´n hidrosta´tica del
aire seco. Presenta un valor constante en el techo de la atmo´sfera.
Ecuaciones compresibles, no hidrosta´ticas e hidrosta´ticas, conservativas para las va-
riables escalares
Variables: velocidades u, v, w = η˙, potencial de temperatura θ, geopotencial φ,p y
α = 1/ρ
Rejilla horizontal: Arakawa tipo C
Integracio´n en tiempo: Runge-Kutta de segundo y tercer orden, con paso temporal
menor para los modos acu´sticos y gravitacionales. Puede modificarse el paso temporal.
Resolucio´n de los te´rminos advectivos
Filtros
Condiciones de borde
Representacio´n del terreno
Proyecciones
Anidamientos
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Todos estos aspectos forman parte del nu´cleo dina´mico del modelo (en contraposicio´n al
conjunto de parametrizaciones a las que generalmente se denomina como la f´ısica del mode-
lo).
2.2.2. WPS: pre-procesamiento
El cometido del sistema de pre-procesamiento es preparar la entrada del modelo WRF para
realizar las simulaciones.
2.2.3. Funciones del WPS
Define el dominio principal, do´nde se llevara´ a cabo la simulacio´n, y los dominios
anidados.
Interpola los para´metros invariantes en el tiempo que definen el terreno como el uso
de suelo, altura del terreno, etc. sobre las rejillas de simulacio´n. (Campos esta´ticos)
Decodifica y da formato adecuado a los ficheros en formato GRIB y GRIB2 que con-
tienen los datos meteorolo´gicos de entrada (u, v, T, q, presio´n superficial, datos de
suelo, datos de nieve, temperatura de la superficie del mar, etc.)
Interpola horizontalmente los campos meteorolo´gicos variables en el tiempo a la rejilla
del modelo WRF. Normalmente, estos campos proceden de modelos globales.
En definitiva, es un conjunto de programas cuyo objetivo es generar las condiciones iniciales
para el modelo WRF.
Figura 2.2: Flujo del WPS. Gra´fico tomado de la gu´ıa de usuario
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2.2.3.1. Geogrid
Este programa calcula la posicio´n de los puntos de ret´ıcula de acuerdo a las especificaciones
de resolucio´n, nu´mero de puntos, posicio´n del centro, etc. provistas por el usuario. Una vez
posicionados los puntos de la ret´ıcula, interpola los datos de topograf´ıa, uso de suelo, tipo
de suelo, albedo, cobertura vegetal, ma´scara tierra-agua y el resto de datos que en el futuro
puedan ser utilizados por el modelo.
2.2.3.2. Ungrib
Permite decodificar datos que vienen en formato grib y escribirlos en el formato que necesita
el programa metgrid.exe para que puedan ser interpolados a la ret´ıcula del modelo WRF.
Extrae los campos meteorolo´gicos y, si es necesario deriva otros relacionados.
2.2.3.3. Metgrid
Este programa interpola horizontalmente los datos de atmo´sfera extra´ıdos por el programa
ungrib.exe a la ret´ıcula definida por el programa geogrid.exe Por ejemplo puede tomar un
ana´lisis y un prono´stico global e interpolarlo a la ret´ıcula del modelo.
2.3. Ecuaciones
Las ecuaciones que gobiernan la dina´mica atmosfe´rica forman un conjunto completo de siete
ecuaciones con siete incognitas (Bjerknes, 1904).
La segunda ley de Newton o conservacio´n del momento;
La ecuacio´n de conservacio´n de la masa;
La ecuacio´n de estado para los gases ideales;
La primera ley de la termodina´mica o conservacio´n de la energ´ıa
La conservacio´n de la masa de agua.
En el modelo WRF, las ecuaciones se escriben en forma de flujo usando una coordenada
adaptada al terreno. En los siguientes apartados, presentamos estas ecuaciones as´ı como el
me´todo de integracio´n utilizado.
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2.3.1. Coordenada vertical y condicio´n de borde inferior WRF-
ARW.
Las ecuaciones que resuelve el nu´cleo dina´mico ARW se escriben utilizando una coordenada
de presio´n hidrosta´tica vertical adaptada al terreno y denotada por η
η = (ph − pht/µ) (2.1)
Figura 2.3: Coordenada η.
Gra´fico tomado de Skamarock et al. (2005)
donde µ = (phs − pht), ph es la componente hidrosta´tica de la presio´n; phs y pht son los
valores en la superficie y en la frontera superior. La definicio´n de la coordenada fue propuesta
por Laprise (1992) y tambie´n es denominada como coordenada de masa vertical.
Como µ(x, y) representa la masa por unidad de a´rea dentro de la columna en (x, y), las
variables del modelo se acoplan a la masa (para poder escribir las ecuaciones en forma de
flujo). Las letras mayu´sculas designan a las variables “acopladas” con la masa.
V = µ · v = (U, V,W ), Ω = µη˙, Θ = µθ (2.2)
donde v = (u, v, w) es la velocidad covariante, w = η˙ es la velocidad contravariante vertical
y θ, la temperatura potencial.
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2.3.2. Ecuaciones de Euler en forma de flujo
Haciendo uso de las expresiones anteriores, el sistema de ecuaciones sin humedad, escrito en
forma de flujo es
FU = ∂tU + (∇ · V u)− ∂x(p∂ηφ) + ∂η(p∂xφ) (2.3)
FV = ∂tV + (∇ · V v)− ∂y(p∂ηφ) + ∂η(p∂yφ) (2.4)
FW = ∂tW + (∇ · V w)− g(∂ηp− µ) (2.5)
FΘ = ∂tΘ + (∇ · VΘ) (2.6)
0 = ∂tµ+ (∇ · V ) (2.7)
0 = ∂tφ+ µ
−1[(V · ∇φ)− gW ] (2.8)
donde p es la presio´n, φ = gz el geopotencial y α = 1/ρ, el inverso de la densidad.
La relacio´n de balance hidrosta´tico, viene dada por la expresio´n
∂ηφ = −αµ, (2.9)
y la ecuacio´n de estado
p = p0(Rdθ/poα)
γ . (2.10)
γ = cp/cv =1.4, es el ratio de capacidades calor´ıficas para el aire seco, Rd es la constante de
los gases para el aire seco, p0 la presio´n de referencia (t´ıpicamente 10
5 Pascales). FU , FV , FW
y FΘ son los te´rminos de fuerza que provienen del modelo f´ısico, la mezcla turbulenta, las
proyecciones esfe´ricas y la rotacio´n terrestre.
En las ecuaciones anteriores, se adopto´ la siguiente notacio´n
∇ · V a = ∂x(Ua) + ∂y(V a) + ∂η(Ωa)
V · ∇a = U∂xa+ V ∂ya+ Ω∂ηa
siendo a una variable gene´rica.
2.3.3. Humedad
Cuando se incluye la humedad, la coordenada vertical se define con respecto a una atmo´sfera
seca e hidrosta´tica. Es decir, la presio´n que se utiliza para calcular el nivel sigma, es la presio´n
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hidrosta´tica calculada a partir del perfil de temperatura sin tener en cuenta la humedad.
η = (pdh − pdht/µd) (2.11)
donde µd representa la masa de aire seco en la columna y pdh y pdht representa la presio´n
hidrosta´tica en el techo de la atmo´sfera seca. Las variables acopladas se definen como
V = µdv, Ω = µdη˙, Θ = µdθ. (2.12)
Con estas definiciones, las ecuaciones de Euler con humedad se escriben como
FU = ∂tU + (∇ · V u)− µdα∂xp+ (α/αd)∂ηp∂xφ (2.13)
FV = ∂tV + (∇ · V v)− µdα∂yp+ (α/αd)∂ηp∂yφ (2.14)
FW = ∂tW + (∇ · V w)− g[(α/αd)∂ηp− µd] (2.15)
FΘ = ∂tΘ + (∇ · VΘ) (2.16)
0 = ∂tµd + (∇ · V ) (2.17)
0 = ∂tφ+ µ
−1
d [(V · ∇φ)− gW ] (2.18)
FQm = ∂tQm + (∇ · V Qm) (2.19)
con la relacio´n de balance hidrosta´tico para el inverso de la densidad de aire seco
∂ηφ = −αdµd (2.20)
y la ecuacio´n de estado con la presio´n total (aire seco ma´s vapor de agua)
p = p0(Rdθ/poαd)
γ . (2.21)
αd es el inverso de la densidad del aire seco (1/ρr) y α es el inverso de la densidad que
incluye la presencia de agua en forma vapor y condensada
α = αd(1 + qv + qc + qr + qi + ...)
−1 (2.22)
donde q∗ son ratios de mezcla (masa por masa de aire seco) de vapor de agua qv, nube qc,
lluvia qr, hielo qi, etc. Adema´s, θm = θ(1+(Rv/Rd)qv) ≡ θ(1+)1,61qv y Qm = µdm; qm =
qv, qc, qr, qi, ...
Notar que las variables se acoplan con la componente no hidrosta´tica y seca de la presio´n.
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2.3.4. Ecuaciones incluyendo el factor de mapa y los te´rminos ro-
tacionales
El nu´cleo dina´mico ARW admite cuatro proyecciones: Lambertiana conforme, estereogra´fica
polar, Mercator y latitud-longitud. Estas se describen en Haltiner and Williams (1980).
La transformacio´n es iso´tropa en las tres primeras, es decir, (∆x,∆y)|Tierra es constante en
todos los puntos de la rejilla. El ARW precisa que ∆x y ∆y sean constantes, as´ı que introduce
los llamados factores de mapa mx y my, para hacerlo aplicable al caso no iso´tropo,
(mx,my) =
(∆x,∆y)
distancia sobre la Tierra
(2.23)
De esa forma, las variables acopladas se redefinen como
U = µdu/my, V = µdv/mx, W = µdw/my,Ω = µdη˙/my. (2.24)
Y, usando estas variables, las ecuaciones de la dina´mica se escriben como
FU = ∂tU +mx[∂x(Uu) + ∂y(V u)] + ∂η(Ωu) + µdα∂xp+ (α/αd)∂ηp∂xφ (2.25)
FV = ∂tV +my[∂x(Uu) + ∂y(V u)] + (my/mx)∂η(Ωv) + µdα∂yp+ (α/αd)∂ηp∂yφ (2.26)
FW = ∂tW + (mxmy/my)[∂x(Uu) + ∂y(V u)] + ∂η(Ωw)−m−1y g[(α/αd)∂ηp− µd] (2.27)
FΘ = ∂tΘ +mxmy[∂x(Uθ) + ∂y(V θ)] +my∂η(Ωθ) (2.28)
0 = ∂tµd +mxmy[Ux + Vy] +my∂η(Ω) (2.29)
0 = ∂tφ+ µ
−1
d [(V · ∇φ)− gW ] (2.30)
FQm = ∂tQm +mxmy[∂x(Uqm) + ∂y(V qm)] +my∂η(Ω)qm (2.31)
con la relacio´n de balance hidrosta´tico
∂ηφ = −αdµd, (2.32)
y la ecuacio´n de estado
p = p0(Rdθm/poαd)
γ . (2.33)
En las ecuaciones 2.25, 2.26 y 2.27 los te´rminos de curvatura y Coriolis esta´n incluidos en
los te´rminos de fuerza. Para los te´rminos iso´tropos, donde m = mx = my, se escriben de la
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siguiente manera:
FUcor = +
(
f + u
∂m
∂y
− v ∂m
∂x
)
V − eW cosαr − uW
re
(2.34)
FVcor = +
(
f + u
∂m
∂y
− v ∂m
∂x
)
U − eW sinαr − vW
re
(2.35)
FWcor = +e(U cosαr − V sinαr) +
uV + vU
re
(2.36)
En el caso de proyeccio´n no iso´tropa, los te´rminos de curvatura y de Coriolis, se escriben
como
FUcor = +
mx
my
[
fV +
uV
re
tanϕ
]
V − eW cosαr − uW
re
(2.37)
FVcor = +
mx
my
[
−fU + uU
re
tanϕ+ eW sinαr − uW
re
]
(2.38)
FWcor = +e(U cosαr −
mx
my
V sinαr) +
uV + (mxmy)vU
re
(2.39)
donde αr es el a´ngulo de rotacio´n local entre el eje y, y los meridianos, ϕ es la latitud,
f = 2Ωe sinϕ, e = 2Ωe cosϕ, Ωe es la velocidad angular de rotacio´n de la Tierra, re el radio
medio de la Tierra.
2.4. Discretizacio´n
Las ecuaciones diferenciales no lineales que describen la dina´mica atmosfe´rica no tienen
solucio´n anal´ıtica, aun estando el problema bien planteado, en te´rminos de la existencia y
unicidad de la solucio´n. Por ello, tenemos que recurrir a me´todos nume´ricos para encontrar
una aproximacio´n a la solucio´n verdadera del sistema de ecuaciones.
La solucio´n nume´rica se basa en ca´lculos finitos, de modo que es necesario representar las
variables meteorolo´gicas por medio de un nu´mero finito de valores en el espacio y el tiempo.
Es decir, los campos quedaran definidos por sus valores en cada punto de la rejilla definida
en el espacio-tiempo.
Podemos discretizar las variables dependientes de diferentes maneras:
Diferencias finitas
f(x) ∼ f(xj) j = 1, ..., N (2.40)
16
Cap´ıtulo 2. Modelo meteorolo´gico
Me´todos espectrales
f(x) ∼
M∑
j=1
fjωj j = 1, ..., N (2.41)
2.4.1. Temporal
El ARW usa un esquema de integracio´n de tiempo dividido. En te´rminos generales, esto
significa que los modos de baja frecuencia y los de alta frecuencia se integran con diferentes
pasos de tiempo para mantener la estabilidad nume´rica. La integracio´n de ecuaciones en
forma de flujo con tiempo dividido se analiza en Klemp et al. (2007) y su adaptacio´n al
esquema Runge-Kutta de orden 3 (RK3), en Wicker and Skamarock (2002).
2.4.2. Me´todo de integracio´n en el tiempo: RK3
El esquema RK3 integra un conjunto de ecuaciones diferenciales ordinarias. Definiendo las
variables de prono´stico como
Φ = (U, V,W,Θ, φ′, µ′, Qm) (2.42)
y las ecuaciones del modelo como
Φt = R(Φ) (2.43)
el RK3 lleva a cabo tres pasos para mover la solucio´n de Φ(t) a Φ(t+ ∆t):
Φ∗ = Φt +
∆t
3
R(Φt) (2.44)
Φ∗∗ = Φt +
∆t
2
R(Φ∗) (2.45)
Φt+∆t = Φt + ∆tR(Φ∗∗) (2.46)
RK3 permite pasos de tiempo el doble de largos que Leapfrog, es estable para esquemas
centrados, atrasados y adelantados, pero requiere tres evaluaciones del te´rmino advectivo,
mientras que el de Leapfrog requiere solo una evaluacio´n.
Las frecuencias altas de los modos acu´sticos no tienen significado meteorolo´gico pero pueden
limitar significativamete el paso ∆t. Para evitar este inconveniente, se usa el “time-split”que
se describe a continuacio´n.
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2.4.2.1. Paso de tiempo dividido (“Split time step”).
En las ecuaciones, los te´rminos responsables de los modos ra´pidos, se integran con un paso
de tiempo y los de los modos lentos con otro.
Ut = Ls(U) + Lf (U) (2.47)
Por cada uno de los pasos de RK3 se hacen varios pasos de tiempo ma´s cortos. En el ejemplo
que muestra la figura, para el primer paso se hace 1 paso de tiempo corto, para el segundo 2 y
para el tercero 4. Adema´s, en los pasos de tiempo cortos se utilizan me´todos semi-impl´ıcitos
e impl´ıcitos para incrementar la estabilidad de las soluciones.
En cada paso de tiempo corto, se actualiza el valor de los te´rminos “ra´pidos” de la ecuacio´n.
Los te´rminos “lentos” solo se actualizan siguiendo los pasos del me´todo de Runge Kutta tal
cual se mostro´ antes.
2.4.3. Discretizacio´n espacial: Ret´ıcula C de Arakawa.
La discretizacio´n espacial en el ARW se lleva a cabo mediante una rejilla de tipo C, es decir,
las variables son evaluadas en el centro de la misma, como se indica en la figura. Los ı´ndices
dan cuenta de la localizacio´n de las variables (x, y, η) = (i∆x, j∆y, k∆η). Los puntos do´nde
se situ´a θ se denominan puntos de masa y, de igual manera, llamamos puntos u, v o w los
puntos do´nde encontramos dichas variables. La columna de masa, µ se define en los puntos
de masa (i, j), el geopotencial φ en los puntos w, y las variables de humedad qm, tambie´n en
los puntos de masa. Las varibles de diagno´stico, presio´n p y la densidad α, se computan en
los puntos de masa. Las longitudes ∆x y ∆y son constantes en la formulacio´n del modelo,
sin embargo, la longitud ∆η de la rejilla vertical no lo es y puede especificarse en la entrada.
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2.4.3.1. Filtros incluidos en el paso de tiempo
El modelo WRF incluye una serie de filtros para diferentes propo´sitos que pueden ser acti-
vados o no en las simulaciones. Filtro de la divergencia tridimiensional: para filtrar las ondas
acu´sticas. Filtro a la integral de la divergencia horizontal en la vertical (o a la divergencia
total en la columna): para filtrar el modo externo en las soluciones. Tener en cuenta que al
estar el tope ubicado en un nivel de P constante el tope no es r´ıgido. Filtro para reducir las
ondas sonoras que se desplazan verticalmente. Filtro para controlar la velocidad vertical en el
modo no hidrosta´tico: controla la amplitud de W detectando valores ano´malamente grandes
y reducie´ndolos, evitando que el modelo explote. Capa de absorcio´n de ondas de gravedad:
este filtro consiste en una capa adyacente al tope del modelo, en donde se incrementa el
valor de los coeficientes de intercambio turbulento de manera de reducir la amplitud de las
ondas de gravedad. Capa de absorcio´n de Rayleigh: persigue el mismo fin que el anterior,
pero lo hace relajando el perfil de diferentes variables a un perfil de referencia cerca del tope
del modelo.
2.4.3.2. Interacciones f´ısicas
A pesar de que las parametrizaciones f´ısicas son categorizadas como modulares, debemos
saber que existen interacciones entre ellas a trave´s de las variables de estado del modelo
(temperatura potencial, humedad, viento, etc.) y sus tendencias y a trave´s de los flujos
de superficie. Las parametrizaciones de la radiacio´n, del cu´mulus y de la capa l´ımite dan
como resultado cambios en las tendencias de las variables de estado del modelo. Adema´s,
estos esquemas f´ısicos no tienen que ser llamados con la misma frecuencia o paso de tiempo
del modelo. Esto t´ıpicamente es usado con la parametrizacio´n de la radiacio´n, ya que es
muy costoso llamarla en cada paso de tiempo y con la parametrizacio´n del cu´mulus, ya
que no es necesario llamarla cada paso de tiempo. Sin embargo, los esquemas de suelo y
de capa l´ımite son llamados en general, cada paso de tiempo ya que esto lleva a mejores
resultados. La radiacio´n es llamada primero, debido a que el modelo de suelo necesita los
flujos radiativos como entrada. A su vez, el modelo de suelo tambie´n necesita la precipitacio´n
de la parametrizacio´n de la microf´ısica y conveccio´n, pero usa las salidas del paso de tiempo
anterior. El esquema de capa l´ımite es llamado siempre despue´s del de suelo ya que requiere
los flujos de calor y humedad que son salidas del modelo de suelo.
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Cap´ıtulo 3
Modelo de gases
3.1. Introduccio´n
En este cap´ıtulo se presentan los modelos e inventarios utilizados en la adquisicio´n de los da-
tos de la composicio´n atmosfe´rica as´ı como una breve introduccio´n teo´rica a las propiedades
o´pticas que de ella se derivan. A su vez, se estudiara´ la influencia de estas en los procesos
de transferencia radiativa.
En el marco general de la tesis, este cap´ıtulo aborda la consideracio´n de condiciones at-
mosfe´ricas con variabilidad espacial dentro de nuestro dominio de intere´s. Nos motiva el
taman˜o de las ima´genes capturadas por la mayor´ıa de los sate´lites de alta resolucio´n, fre-
cuentemente con swath superiores a 600 km. Pese a que las ima´genes que abarcan una gran
extensio´n no son una novedad en teledeteccio´n, la consideracio´n de dicha variabilidad no
supon´ıa una mejora notable en la calidad de las medidas debido a la escasa resolucio´n es-
pacial de las mismas. Esta caracter´ıstica esta´ cambiando dra´sticamente en los u´ltimos an˜os
con el desarrollo de nuevos sensores y dispositivos. En la actualidad se dispone de multitud
de sensores con resoluciones espaciales del orden del metro.
En el primer apartado presentamos el mo´dulo qu´ımico del modelo WRF que puede conside-
rarse como el esqueleto del sistema de adquisicio´n de datos en este a´mbito. En el apartado
2, se describen los inventarios utilizados y las parametrizaciones utilizadas en el modelo me-
teorolo´gico. Tambie´n en dicho apartado, se presenta el software utilizado para llevar dichos
datos sobre la rejilla de nuestro dominio. A continuacio´n se describen las propiedades o´pticas
derivadas de la composicio´n y, finalmente, co´mo se introducen en el modelo de transferencia
radiativa.
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3.2. Caracter´ısticas del modelo WRF/Chem
La prediccio´n y simulacio´n de la composicio´n qu´ımica de la atmo´sfera involucra, tanto facto-
res meteorolo´gicos, tales como la velocidad y direccio´n del viento, la turbulencia, radiacio´n,
presencia de nubes y precipitacio´n, como qu´ımicos, tales como la deposicio´n y los procesos
de transformacio´n de componentes.
En la atmo´sfera real, los procesos qu´ımicos y meteorolo´gicos esta´n acoplados, pero habi-
tualmente los modelos han tratado su fenomenolog´ıa de forma independiente. La ventaja de
estos modelos ’oﬄine’ frente a los que s´ı consideran la interaccio´n de ambos mecanismos es
meramente computacional.
El mo´dulo qu´ımico WRF/Chem, (Grell et al., 2005), se trata de un modelo online, es decir,
interacciona con el nu´cleo del WRF que resuelve la dina´mica, y esta´ totalmente embebido
en e´l. Es consistente con los procesos de trasporte que realiza el modelo meteorolo´gico,
utiliza las mismas coordenadas verticales y horizontales as´ı como ide´nticas parametrizaciones
f´ısicas para los feno´menos de escala subrejilla. No realiza interpolaciones ni espaciales ni
temporales. Esta´ adaptado para el estudio de los feedbacks entre la composicio´n qu´ımica y
la meteorolog´ıa.
El WRF/Chem es, actualmente, parte del Weather Research and Forecasting. Su desarrollo
fue llevado a cabo por las siguientes instituciones:
Department of Commerce/National Oceanic and Atmospheric Administration
The Cooperative Institute for Research in Environmental Sciences
The University Corporation for Atmospheric Research (UCAR)
The National Center for Atmospheric Research (NCAR)
The Max Plank Institute
The University of Chile
Centro de Previsa˜o de Tempo e Estudos Clima´ticos
A continuacio´n se describen algunos de los procesos presentes en el modelo y expuestos en
(Grell et al., 2005).
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3.2.1. Transporte
El transporte de las especies qu´ımicas se realiza online. El nu´cleo dina´mico utilizado es el
Advanced Research WRF (ARW), que utiliza la descripcio´n euleriana del movimiento del
fluido. En la aproximacio´n de variables conservadas, el modelo ARW integra las ecuaciones
de conservacio´n de masa y conservacio´n escalar de la forma
µt +∇ · (V µ) = 0 (3.1)
(µφ)t +∇ · (V µφ) = 0 (3.2)
Donde µ es la masa de la columna de aire seco, V la velocidad (u, v,∇), y φ es el escalar del
ratio de la mezcla.
El mecanismo qu´ımico utilizado pronostica 39 especies. El modulo de aerosoles an˜ade otras
34 incluyendo el nu´mero total de part´ıculas dentro de cada modo as´ı como las especies
orga´nicas e inorga´nicas para los modos de Aitken y de acumulacio´n. Tambie´n se incluyen
las especies antropoge´nicas, marinas y aerosoles derivados del suelo, en el modo ordinario.
3.2.2. Deposicio´n seca
El flujo de los gases traza y de part´ıculas desde la atmo´sfera hasta la superficie se calcula
multiplicando las concentraciones en la capa inferior por las velocidades de deposicio´n, con
dependencia espacial y temporal. Esta es proporcional a tres resistencias caracter´ısticas, la
resistencia aerodina´mica, subcapa y superficial. La resistencia superficial se deriva del tipo
de superficie y cobertura vegetal, tambie´n se considera su dependencia con el coeficiente de
difusio´n, reactividad y solubilidad en agua del gas traza en cuestio´n. Cuando se emplea la
parametrizacio´n de aerosoles, la velocidad de deposicio´n vˆdk del k-e´simo momento de un
aerosol polidispersivo es, (Slinn and Slinn, 1980)
vˆdk = (ra + rˆdk + rarˆdkvˆGk)
−1 + vˆGk (3.3)
ra es la resistencia superficial, vˆGk la velocidad de asentamiento, rˆdk la difusividad Brow-
niana.
3.2.3. Qu´ımica de la fase gaseosa
Este mecanismo atmosfe´rico fue desarrollado originalmente por Stockwell et al. (1990) para el
modelo RADM2 (Chang et al., 1989) (Regional Acid Deposition Model, version 2). RADM2
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se utiliza para predecir las concentraciones de los oxidantes y contaminantes qu´ımicos del
aire. Incluye 14 especies inorga´nicas estables, 4 reactivos intermedios y 3 especies estables
abundantes: ox´ıgeno, nitro´geno y agua. Los componentes orga´nicos vienen representados por
26 especies estables y 16 radicales pero´xidos. En RADM2, los procesos orga´nicos se tratan
a trave´s de agregados moleculares siguiendo el enfoque de (Middleton et al., 1990).
3.2.4. Emisiones
Las emisiones producidas por la actividad humana se tratan en el modelo WRF/Chem de
forma similar a como se hace en McKeen et al. (2002). Las emisiones de tipo biolo´gico se
tratan en base a la descripcio´n de Guenther et al. (1993), Guenther et al. (1994) y Simpson
et al. (1995). Se consideran emisiones de isoprenos, monoterpenos, otros compuestos vola´tiles
de origen orga´nico (VOC) y nitro´geno procedente del suelo.
Las emisiones de isoprenos procedentes de bosques dependen de la temperatura y de la
radiacio´n fotosinte´ticamente activa y se parametriza mediante la fo´rmula desarrollada por
Guenther et al. (1993). Los isoprenos procedentes de cultivos y a´reas de hierba se esti-
man considerando solo su dependencia con la temperatura. Las emisiones de monoterpenos,
OVOC (Oxygenated Volatile Organic Compounds) y nitro´geno se tratan como funcio´n, so-
lamente, de la temperatura.
Debemos destacar que las categorias de uso de suelo se toman del sistema de clasificacio´n
USGS de 24 clases y no se hace referencia a las especies que componen cada tipo de cubierta.
3.2.5. Parametrizacio´n de aerosoles
El modelo WRF/Chem dispone de cinco posibles esquemas de aerosoles, The Modal Ae-
rosol Dynamics Model for Europe (MADE/SORGAM) (Ackermann et al., 1998), (Schell
et al., 2001), The Modal Aerosol Dynamics Model for Europe with the Volitity Basis Set
(MADE/VBS), The Modal Aerosol Module (MAM), The Model for Simulating Aerosol In-
teractions and Chemistry (MOSAIC) sectional model aerosol parameterization y Global
Ozone Chemistry Aerosol Radiation and Transport (GOCART), en este caso, hicimos uso
de este u´ltimo que presentamos ma´s abajo.
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3.2.5.1. Distribucio´n de taman˜os
La distribucio´n por taman˜o de los aerosoles se presenta en dos intervalos solapados llamados
modos. Asumiendo que dicha distribucio´n es log-normal dentro de cada modo
n(ln dp) =
N√
2pi lnσg
exp
[
−1
2
(ln dp − ln dpg)2
ln2 σg
]
(3.4)
donde N es el nu´mero de concentracio´n (m−3), dp el dia´metro de la part´ıcula, dpg el dia´metro
medio, σg la desviacio´n esta´ndar de la distribucio´n. El momento k-e´simo de la distribucio´n
se define como
Mk =
∫ ∞
−∞
dkpn(ln dp)d(ln dp) (3.5)
con la solucio´n
Mk = Nd
k
pg
exp
[
k2
2
ln2 σg
]
(3.6)
M0 es el nu´mero total de part´ıculas de aerosoles suspendidas en una unidad de volumen
de aire, dentro del modo correspondiente. M2 es proporcional al a´rea total formado por
las superficies las part´ıculas suspendidas por unidad de volumen, y M3 es proporcional al
volumen total de las part´ıculas suspendidas por unidad de volumen.
3.2.5.2. Nucleacio´n, condensacio´n y coagulacio´n
El proceso ma´s importante en la creacio´n de aerosoles secundarios es el de nucleacio´n ho-
moge´nea en el sistema a´cido sulfu´rico - agua. En el modelo WRF/Chem este proceso se
evalu´a mediante el me´todo dado por (Kulmala et al., 1998). El crecimiento de los aerosoles
por condensacio´n ocurre en dos procesos: produccio´n de materia condensable en reacciones
qu´ımicas y condensacio´n y evaporacio´n de especies vola´tiles sobre aerosoles (Binkowski and
Shankar, 1995). Durante los procesos de coagulacio´n, las distribuciones mantienen su forma
log-normal. Solo se consideran los efectos debidos al movimiento Browniano. La formulacio´n
matema´tica puede encontrase en (Binkowski and Shankar, 1995).
3.2.5.3. Qu´ımica de aerosoles
El sistema que simula los procesos de qu´ımica inorga´nica esta´ basado en MARS (Saxena
et al., 1986) y las modificaciones realizadas por (Binkowski and Shankar, 1995). Calcula
la composicio´n qu´ımica de los aerosoles sulfato-nitrato-amonio-agua en el equilibrio termo-
dina´mico. Se consideran dos reg´ımenes en funcio´n del ratio molar de sulfatos y amo´nicos.
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La qu´ımica de los aerosoles de procedencia orga´nica esta´ basada en SORGAM (Schell et al.,
2001).
3.2.5.4. Frecuencias de foto´lisis
Se calculan las frecuencias de foto´lisis para 21 reacciones fotoqu´ımicas en cada punto de
rejilla de acuerdo con (Madronich, 1987). La frecuencia de foto´lisis del gas i, Ji, viene dada
por la integral en longitud de onda del producto del flujo act´ınico IA(λ), la seccio´n eficaz de
absorcio´n σ(λ) y el rendimiento cua´ntico de la disociacio´n ϕ(λ)
Ji =
∫
IA(τ, λ) · σi(λ) · ϕi(λ)dλ (3.7)
Para el ca´lculo del flujo act´ınico se utiliza un modelo de transferencia radiativa que consi-
dera las absorciones debidas a O2 y O3, el scattering Rayleigh y la absorcio´n y scattering
provocadas por los aerosoles de acuerdo a (Chang et al., 1989). Las secciones eficaces de
absorcio´n y el rendimiento cua´ntico vienen dados por (Stockwell et al., 1990). La integral se
resuelve en el rango de 186 a 730 nm.
3.2.6. GOCART
Seleccionamos el modelo GOCART, del Instituto Tecnolo´gico Goddard de Georgia, princi-
palmente, porque simula el para´metro de espesor o´ptico de aerosoles para 5 tipos distintos:
sulfuros, polvo, carbono orga´nico (OC), carbono negro (BC) y sales marinas (Chin et al.,
2002). Tiene una resolucio´n de 2◦ de latitud por 2,5◦ de longitud y 20-30 niveles verticales
sigma, dependiendo de la versio´n de GEOS DAS que utilice (Chin et al., 2000). Cada uno
de estos 5 grandes tipos esta´ dividido en otros atendiendo a los taman˜os, haciendo un total
de 14. Hace uso de los campos meteorolo´gicos proporcionados por el sistema GEOS DAS,
Goddard Earth Observing System Data Assimilation System, (Schubert et al., 1993). Inclu-
ye los siguientes mo´dulos de simulacio´n: emisio´n, qu´ımico, adveccio´n, mezcla turbulenta en
capa l´ımite atmosfe´rica, conveccio´n con humedad, deposicio´n seca y con humedad.
3.2.6.1. Transporte
La adveccio´n se computa por el me´todo semi-Lagrangiano en forma de flujo (Lin and Rood,
1996). La conveccio´n con humedad se parametriza usando el archivo de campos de flujo de
masas de nubes de GEOS DAS. La mezcla turbulenta en la capa l´ımite se calcula usando el
esquema descrito en Helfand and Labraga (1988).
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3.2.6.2. Emisiones de sulfuros
Incluye emisiones de sulfuro de dimetilo (DMS) procedente del oce´ano (se considera depen-
diente de la temperatura y la velocidad del viento (Liss and Merlivat, 1986)), SO2 y sulfuros
de la actividad humana, biomasa quemada, emisiones de aviones y erupciones volca´nicas.
Las emisiones procedentes de combustibles fo´siles o bio-combustibles se toman de la base
de datos EDGAR (Emission Data Base for Global Atmospheric Research) (Olivier et al.,
1996). En Europa se considera una variacio´n anual debida a la demanda de calor en las casas
(Sandnes and Styve, 1993).
Las emisiones volca´nicas tienen en cuenta tanto los volcanes continuamente activos como los
que erupcionan espora´dicamente. Los continuamente activos se toman de la base de datos
de (Andres and Kasgnoc, 1998). Incluye datos de 49 volcanes que han permanecido activos
durante 25 an˜os. Los datos de las erupciones espora´dicas se toman del Global Volcanism
Program (GVP), (Simkin and Siebert, 1994).
3.2.6.3. Emisiones de polvo
Las part´ıculas de polvo de radio entre 0.1 y 10 µm se consideran en el modelo en 8 grupos
de taman˜os (0.1-0.18, 0.18-0.3, 0.3-0.6, 0.6-1, 1-1.8, 1.8-3, 3-6, and 6-10 µm). El flujo de
emisio´n para cada grupo p se expresa como
Fp = S · sp · u2(u− ut) if u > ut (3.8)
Donde S es la probabilidad de emisio´n, sp es la fraccio´n del grupo p en el suelo, u es la
velocidad del viento en la superficie, ut es la velocidad del viento a la que comienza la
erosio´n, viene determinada por el taman˜o de las part´ıculas y la humedad del suelo.
3.2.6.4. Emisiones de OC y BC
La biomasa quemada de OC y BC se estima a partir de la base de datos (Duncan et al., 2003),
desarrollada a partir de observaciones de sate´lite, fuegos, ı´ndice de aerosoles y biomasa media
quemada anualmente. Los datos de emisiones debidas a la actividad humana se toman (Cooke
and Wilson, 1996). Adema´s de las emisiones directas, la estimacio´n de la produccio´n de OC
por fuentes terrestres se realiza en base a los componentes orga´nicos vola´tiles (Guenther
et al., 1995).
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3.2.6.5. Emisiones de sales marinas
Las emisiones de sales marinas procedentes del oce´ano dependen en gran medida de la
velocidad del viento en la superficie y se calcula con la expresio´n:
dF/dr = 1,37 · u3,41r−3 · (1 + 0,057 · r1,05) · 101,19·exp(−B2) (3.9)
donde F es el flujo de emisio´n, r es el radio de la part´ıcula, u es la velocidad a 10 m de
altura, y B = (0,380 − log r)/0,65. Se consideran cuatro rangos de taman˜os con radios de
0.1-0.5, 0.5-1.5, 1.5-5, y 5-10 µm.
3.2.6.6. Qu´ımica
Las reacciones qu´ımicas incluidas en el modelos son: Oxidacio´n DMS por OH durante el
d´ıa para formar SO2 y a´cido metanosulfo´nico (MSA); por la noche, oxidacio´n por nitratos
(NO3) para formar SO2; oxidacio´n de SO2 por OH por H2O2 para formar sulfatos. Los
ratios de reacciones se toman de DeMore et al. (1987).
Debido a que el contenido de agua no esta´ disponible en GEOS, se parametriza la oxidacio´n
de SO2 por OH por H2O2 dentro de las nubes como funcio´n de la fraccio´n de nube siguiendo
Chin and Jacob (1996). La fraccio´n de nube fc para cada caja de rejilla se estima mediante
una funcio´n emp´ırica de la humedad relativa, de acuerdo con Sundqvist et al. (1989):
fc = 1−
√
1− r − r0
1− r0 (3.10)
donde r es la humedad relativa, r0 es el umbral de condensacio´n como funcio´n de la presio´n
para la humedad relativa (Xu and Krueger, 1991).
3.2.6.7. Deposicio´n seca
Las velocidades de deposicio´n seca para el SO2, sulfatos y MSA se calculan usando el
esquema (Wesely and Hicks, 1977). En ese esquema, las velocidades se calculan a partir de
la resistencia aerodina´mica, la resistencia superficial y subcapa. La resistencia aerodina´mica
se toma del archivo de DEOS DAS. La resistencia superficial y subcapa para el SO2 se
calculan usando la formulacio´n de Walcek et al. (1986) y Wesely (1989). Se asume que la
velocidad de deposicio´n seca del MSA es la misma que la del sulfato.
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3.2.6.8. Absorcio´n de humedad
Se considera tanto la absorcio´n que ocurre dentro de las nubes como la que ocurre por debajo
de ellas cuando se produce precipitacio´n (Chin et al., 2000).
3.2.6.9. Propiedades o´pticas
Conociendo la composicio´n y distribucio´n de los aerosoles en la atmo´sfera, se calcula e
para´metro AOT, espesor o´ptico de aerosoles, a partir del ı´ndice de refraccio´n, la distribucio´n
por taman˜o, radio efectivo y masa por unidad de a´rea, (Chin et al., 2002). Se asume que la
distribucio´n de los taman˜os es lognormal para los 5 grandes tipos estudiados. Un para´metro
clave en las propiedades radiativas es la seccio´n eficaz pesada con el radio efectivo (Hansen
and Travis 1974)
re =
∫
rpir2f(r)dr∫
pir2f(r)dr
(3.11)
donde f(r) es la fraccio´n de part´ıculas con radio entre r y r+dr. La relacio´n entre el espesor
o´ptico de aerosoles y la masa por unidad de a´rea se expresa por (Lacis and Mishchenko
1994),
τ =
3QM
4ρre
(3.12)
donde ρ es la densidad de part´ıculas y Q es el coeficiente de extincio´n calculado con la teor´ıa
del scattering de Mie.
La salida del modelo WRF-Chem, nos proporciona, adema´s de los perfiles de AOT en cada
punto y en las longitudes de onda, 300, 400, 600 y 1000nm, los correspondientes al factor de
asimetr´ıa g y al ’single scattering albedo’ ω0. Este tiene en cuenta los coeficientes de absorcio´n
y scattering ω0 =
ks
ka+ks
, ka es el coeficiente de absorcio´n, directamente relacionado la
cantidad de carbono negro; ks es el coeficiente de scattering, depende del taman˜o del aerosol.
A partir de estos y de los perfiles de temperatura y presio´n, definiremos nuestras condiciones
atmosfe´ricas con dependencia espacial que sera´n utilizadas para calcular las radiancias TOA.
En el siguiente gra´fico vemos los perfiles de estos para´metros en las 4 bandas anteriormente
mencionadas en colores violeta, azul, amarillo y rojo. Figura 1. Perfiles de espesor o´ptico,
factor de asimetr´ıa y single scattering albedo en 300, 400, 600 y 1000nm (azul, verde, rojo
y negro)
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Figura 3.1: Perfiles de τ, g y ω0
3.2.7. PREP-CHEM-SRC
Para realizar las simulaciones del modelo meteorolo´gico con la opcio´n de componentes qu´ımi-
cos, necesitamos incluir datos adicionales que describan las diferentes especies presentes en
la atmo´sfera. La preparacio´n de estos datos se realiza fuera del modelo WRF. Para ello, hici-
mos uso de la herramienta PREP-CHEM-SRC (Freitas et al., 2011), que adapta los campos
de emisiones de gases traza y aerosoles a la rejilla del modelo meteorolo´gico. En este trabajo
se utilizaron los datos de emisiones proporcionados por los proyectos RETRO y EDGAR,
que se presentan ma´s abajo, as´ı como los de aerosoles, procedentes del modelo GOCART,
ya descrito.
Esta herramienta posee varios mecanismos qu´ımicos disponibles: RACM, RADM2, CB07 y
RELACS. Aqu´ı, se utilizo´ la opcio´n RADM2 (Stockwell et al., 1990) de la agencia NOAA
(http://ruc.noaa.gov/wrf/WG11/radm2.htm).
3.2.8. Bases de datos de emisiones antropoge´nicas globales
Los datos de emisiones antropoge´nicas que se utilizaron en el modelo WRF/Chem fueron
tomados de las bases de datos RETRO (Schultz et al., 2007) y EDGAR (Van Aardenne
et al., 2005) principalmente. A continuacio´n se describen de forma breve.
Inventario de emisiones RETRO.
Dentro del proyecto RETRO (http://retro.enes.org/index.shtml), se generan datos de emi-
siones globales debidas a la actividad humana e incendios en zonas de vegetacio´n. Cubre el
per´ıodo de 1960 a 2000 con una resolucio´n temporal mensual. Las emisiones antropoge´nicas
en el inventario RETRO se derivan de la base de datos de TNO y el inventario VERITAS de
las emisiones del tra´fico internacional de aviones. Las emisiones de los incendios de vegetacio´n
se construyen a partir de una gran variedad de fuentes con el objetivo de proporcionar una
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estimacio´n razonable de las emisiones. Se considera su variabilidad estacional e interanual
en las principales regiones del mundo.
EDGAR (Emission Database for Global Atmospheric Research)
El sistema de informacio´n EDGAR es un proyecto conjunto de numerosas organizaciones
de Paises Bajos, Italia y Alemania. Almacena los inventarios de las emisiones globales de
gases de efecto invernadero procedentes de fuentes antropoge´nicas, incluyendo halocarbonos
y aerosoles, en funcio´n de cada pa´ıs y regio´n. El sistema EDGAR genera datos sobre las
emisiones mundiales, regionales y nacionales en varios formatos. La actual base de datos ha
sido desarrollada con el apoyo financiero del Ministerio de Medio Ambiente de los Pa´ıses
Bajos (VROM) y el Programa Nacional de Investigacio´n holande´s sobre la Contaminacio´n
Atmosfe´rica Global y Cambio Clima´tico (PNR), en estrecha cooperacio´n con el Inventario
de Emisiones de la Actividad Global (GEIA). EDGAR consta de: fuentes relacionadas con
el combustible fo´sil y, biocombustibles, en funcio´n de cada pa´ıs; la produccio´n industrial y
el consumo, tambie´n en funcio´n de cada pa´ıs; fuentes relacionadas con el uso de la tierra,
incluyendo el tratamiento de residuos, en funcio´n de cada pa´ıs; fuentes naturales sobre una
rejilla.
3.3. Configuracio´n utilizada
En el Ape´ndice C presentamos un esquema de las configuraciones que se han utilizado en
las simulaciones realizadas. En resumen, los pasos que hemos llevado a cabo han sido
1. Se realiza la primera simulacio´n WRF en el dominio de intere´s
2. Se generan las emisiones para dicho dominio as´ı como los mecanismos qu´ımicos en un
fichero intermedio que convertiremos en la entrada del modelo meteorolo´gico.
3. Se realiza la segunda simulacio´n WRF con los datos qu´ımicos anteriores.
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Asimilacio´n de datos
4.1. Introduccio´n
”The aim of a data assimilation scheme is to use measured observations in combination with
a dynamical system model in order to derive accurate estimates of the current and future
states of the system, together with estimates of the uncertainty in the estimated states.”
(Nichols, 2010)
El propo´sito de un esquema de asimilacio´n de datos es usar las observaciones junto con
los resultados del modelo del sistema dina´mico para obtener estimaciones ma´s precisas del
estado actual y futuro del sistema. Adema´s, se obtiene informacio´n de las incertidumbres
delos estados estimados. Ba´sicamente, existen dos enfoques posibles. El primero usa un
observador dina´mico, dando lugar a un esquema secuencial; el segundo, usa un observador
directo y produce un esquema de asimilacio´n variacional (Evensen, 2007).
Asimilacio´n de datos secuencial
• Dina´mica lineal: Filtro de Kalman
• Dina´mica no lineal: Filtro de Kalman extendido
• Ensemble Kalman filter
Asimilacio´n de datos variacional
• Dina´mica lineal
• Dina´mica no lineal
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• Me´todos de minimizacio´n
En el contexto de la asimilacio´n de datos se usan los te´rminos ana´lisis y background en el
siguiente sentido:
Ana´lisis: se dice que es el proceso de estimacio´n del estado real del sistema en un momento
dado.
Background : es la estimacio´n del estado a priori; habitualmente es un prono´stico dado por
el modelo en cuestio´n.
A modo de introduccio´n a los me´todos de asimilacio´n, presentamos el siguiente ejemplo que
ilustra la incorporacio´n de una observacio´n a nuestro prono´stico (background), con el fin de
obtener el ana´lisis o´ptimo. En primera instancia, damos por hecho que la medida se toma
en un punto del espacio y en un momento dado. Por ejemplo, podr´ıa corresponder a un
prono´stico de temperatura en un punto concreto del espacio en un momento determinado.
Sea Tb nuestro prono´stico o background, To el valor de la medida (observacio´n), T el valor
o estado real y Ta el ana´lisis buscado, es decir, la mejor estimacio´n posible de T , que
sera´ aquella que consigue el mı´nimo error.
Podr´ıamos comenzar con una combinacio´n lineal de ambos valores
Ta = αTo + βTb + γ (4.1)
Los errores asociados con cada uno ser´ıan
o = To − T (4.2)
b = Tb − T (4.3)
Considerando que ambos tienen bias nulo o = b = 0 y que el error en el ana´lisis sera´ a =
Ta − T , tenemos
Ta = a + T = α(o + T ) + β(b + T ) + γ (4.4)
a = (α+ β − 1)T + (αo + βb) + γ (4.5)
tomando el valor medio y teniendo en cuenta que pretendemos que el error asociado al
ana´lisis cumpla a = 0
a = (α+ β − 1)T + γ (4.6)
34
Cap´ıtulo 4. Asimilacio´n de datos
y debido a que la igualdad debe cumplirse para cualquier valor de la temperatura real T,
tendr´ıamos que
γ = 0 (4.7)
α+ β − 1 = 0 (4.8)
De esta forma llegar´ıamos a que la estimacio´n lineal con bias nulo queda as´ı
Ta = αTo + (1− α)Tb (4.9)
y dar´ıa lugar a una relacio´n similar para los errores
a = αo + (1− α)b (4.10)
Ahora, calculamos la varianza de dicha estimacio´n
2a = α
22o + 2α(1− α)ob + (1− α)22b (4.11)
El te´rmino ob representa la covarianza entre el error de la medida y el error asociado con
el prono´stico. Ya que no hay razo´n para que ambos este´n relacionados, suponemos ob = 0.
Buscamos el valor de α que hace mı´nima esta cantidad
d(2a)
dα
= 2α2o − 2(1− α)2b (4.12)
⇒ α = 
2
b
2o + 
2
b
, 2a =
(
1
2b
+
1
2o
)−1
(4.13)
el α optimiza la combinacio´n lineal de partida consiguiendo ese valor mı´nimo de la varianza
del error 2a
Extensio´n a varias dimensiones
En la siguiente exposicio´n, repetiremos el razonamiento anterior para aplicarlo al caso de
tener campos escalares en lugar de un valor en un punto solamente. El estado de un campo
escalar, en un momento determinado, puede venir dado por los valores de dicho campo sobre
una rejilla, o un conjunto de coeficientes armo´nicos esfe´ricos, etc. Dicho estado vendra´ re-
presentado por un vector de Rn, construido con los valores del campo en cada punto. La
dimensio´n n de dicho espacio podr´ıa ser muy alta, del orden de 107, considerando que
vendra´ dada por la multiplicacio´n del nu´mero de puntos de la rejilla en el caso de campo
escalar.
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Supongamos que xb denota los valores pronosticados de un campo escalar sobre los puntos de
una rejilla; podr´ıa tratarse de temperatura, presio´n, etc. xo es el conjunto de observaciones,
x el estado real del campo y xa el ana´lisis.
La principal diferencia que encontramos con el caso puntual es que, ahora, no necesariamente
tendremos una observacio´n en cada punto de la rejilla sobre la que definimos el estado
pronosticado. En el caso que nos ocupa resulta obvio, ya que deseamos incorporar las medidas
realizadas por el sensor del sate´lite en el modelo meteorolo´gico. Notemos que ni tendremos
medidas en cada punto, ni coincidira´n los puntos de ambas rejillas en las que hay dato
disponible.
Para resolver este problema, se acude al operador de medida o de observacio´n H, que va del
espacio de estados al espacio de observaciones. En ocasiones, esta operacio´n consistira´ en la
interpolacio´n del campo a los puntos en que existe observacio´n disponible, en otras sera´ una
mera seleccio´n de un subconjunto, etc. Por el momento, pensaremos que esta aplicacio´n es
perfecta y asocia a un estado real x, perfecto, su correspondiente medida H(x) = x∗o, sin
introducir error alguno.
H : Rn → Rm (4.14)
Como hicimos anteriormente, probamos una combinacio´n lineal de prono´stico y medida para
construir el ana´lisis
xa = Fxb +GH(xb) +Kxo + γ¯ (4.15)
donde F,G,K son matrices y γ¯ un vector.
Si H es lineal, consideramos la estimacio´n lineal con bias nulo, como hicimos en el caso
puntual. En el caso ma´s general de H no lineal, exigimos que las entradas sin error (xb = x,
xo = x
∗
o) produzcan un ana´lisis sin error xa = x
x = Fx+GH(x) +KH(x) + γ¯ (4.16)
Ya que la ecuacio´n debe cumplirse para cualquier x, γ¯ tiene que se 0 y, a nivel de operadores,
resulta la siguiente equivalencia
F +GH(·) ≡ I −KH(·) (4.17)
donde I es la matriz identidad. Por tanto, el ana´lisis quedar´ıa as´ı
xa = Fxb +GH(xb) +Kxo + γ¯ = Ixb −KH(xb) +Kxo + γ¯ (4.18)
⇒ xa = xb +K(xo −H(xb)) (4.19)
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Recordemos que en el caso puntual ten´ıamos
Ta = αTo + (1− α)Tb (4.20)
Ta = Tb + α(To − Tb) (4.21)
K se denomina matriz de ganancia y juega un papel similar al α del caso puntual.
Definimos los errores asociados
a = xa − x (4.22)
b = xb − x (4.23)
o = xo − x∗o (4.24)
Suponemos que los errores son pequen˜os, luego
H(xb) = H(x) +Hb +O(2b) (4.25)
H es el Jacobiano de H. De tal manera que
a + x = b + x+K(o + x
∗
o − (H(x) +Hb)) (4.26)
⇒ a = b +K(o −Hb) (4.27)
Como anteriormente, volvemos a suponer que o = b = 0 y eso implica a = 0.
En el caso multidimensional, tratamos con las matrices de covarianza en lugar de varianzas.
Para el error asociado al ana´lisis, ten´ıamos
a = b +K(o −Hb) (4.28)
a = (I −KH)b +Ko (4.29)
luego la covarianza sera´
aTa = [(I −KH)b +Ko][(I −KH)b +Ko] T (4.30)
= (I −KH)bTb (I −KH)T + (I −KH)bToKT (4.31)
+KoTb (I −KH)T +KoToKT
y suponiendo que los errores no esta´n correlacionados, bTo = o
T
b = 0, resulta
aTa = (I −KH)bTb (I −KH)T +KoToKT (4.32)
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que vuelve a tener una forma similar a la del caso puntual
2a = α
22o + 2α(1− α)ob + (1− α)22b (4.33)
El siguiente paso en el caso puntual fue encontrar α que minimizaba la varianza del error.
En este caso, hemos utilizado la matriz de covarianzas y esta contiene las varianzas sobre
la diagonal. Paralelamente al caso anterior, buscamos el K que minimiza la suma de las
varianzas, es decir, la traza de la matriz de covarianzas.
∂(tr(aTa ))
∂K
= 0 (4.34)
Utilizando las siguientes identidades,
∂(tr(KAKT ))
∂K
= K(A+AT ),
∂(tr(KA))
∂K
= AT (4.35)
∂(tr(AKT ))
∂K
= A (4.36)
obtenemos
∂(tr(aTa ))
∂K
= 2K[HbTb H
T + oTo ]− 2bTb HT = 0 (4.37)
⇒ K = bTb HT [HbTb HT + oTo ]−1 (4.38)
K es la matriz de ganancia de Kalman y la covarianza del ana´lisis ser´ıa
aTa =
[
(bTb )
−1 +HT (oTo )
−1H
]−1
(4.39)
4.2. Me´todos de asimilacio´n
En lo sucesivo, adoptaremos la notacio´n esta´ndar para las matrices que aparecen en la teor´ıa
de Kalman
P a ≡ aTa (4.40)
P b ≡ bTb (4.41)
R ≡ oTo (4.42)
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La matriz de ganancia de Kalman se escribe ahora como
K = P bHT [HP bHT +R]−1 (4.43)
y multiplicando a ambos lados por [(P b)−1 +HTR−1H], obtenemos
[(P b)−1 +HTR−1H]K = [HT +HTR−1HP bHT ][HP bHT +R]−1 (4.44)
= HTR−1[R+HP bHT ][HP bHT +R]−1
= HTR−1
K = [(P b)−1 +HTR−1H]−1HTR−1 (4.45)
4.2.0.1. Interpolacio´n o´ptima
Es un me´todo de asimilacio´n de datos estad´ıstico basado en las ecuaciones del ana´lisis que
derivamos anteriormente para el caso multi-dimensional. Consiste en dividir el ana´lisis en
un conjunto de cajas que pueden ser analizadas de forma independiente.
x(i)a = x
(i)
b +K
(i)(x(i)o −H(i)(xb)) (4.46)
siendo
xa =

x(1)a
x(2)a
...
x(M)a
 xb =

x
(1)
b
x
(2)
b
...
x
(M)
b
 K =

K(1)
K(2)
...
K(M)

Aunque, en principio, todas las observaciones disponibles tendr´ıan que tenerse en cuenta
en el ana´lisis de cada caja, se consideran solamente las del entorno para reducir el coste
computacional. As´ı, la dimensio´n de [(HP bHT )(i) +R(i)] es la correspondiente al nu´mero de
observaciones que se tienen en cuenta y el problema queda simplificado. En cualquier caso,
seguimos necesitando expl´ıcitamente P bHT y (HP bHT ), que limita considerablemente la
complejidad del operador de observacio´n si queremos mantener un bajo coste computacional.
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4.2.1. Asimilacio´n de datos secuencial
En el caso de problemas dependientes del tiempo, los me´todos de asimilacio´n de datos
secuenciales utilizan el esquema presentado en la seccio´n anterior para actualizar, en cada
paso de tiempo, el estado del sistema.
4.2.1.1. Filtro de Kalman esta´ndar y extendido (EKF)
Vamos a exponer directamente la teor´ıa del filtro de Kalman extendido que generaliza la
versio´n esta´ndar al caso no lineal. Adema´s de las referencias citadas anteriormente, se tuvo
en cuenta la exposicio´n de Welch and Bishop (1995). Una vez encontradas las ecuaciones del
filtro EKF, sen˜alaremos los operadores que, en el caso esta´ndar, son simplemente lineales. En
muchas ocasiones, en lugar de asimilar la medida en un momento determinado, necesitamos
hacerlo en diferentes instantes, de forma secuencial.
El filtro de Kalman aplica el ana´lisis visto anteriormente en cada uno de estos momentos tk
xak = x
b
k +Kk(x
o
k −Hk(xbk)) (4.47)
La matriz de ganancia de Kalman
Kk = P
b
kH
T
k
[
HkP
b
kH
T
k +Rk
]−1 ≡ [(P bk)−1 +HTk R−1k Hk]−1HTk R−1k (4.48)
La matriz covarianza del error de ana´lisis
P ak = (I −KkHk)P bk(I −KkHk)T +KkRkKTk (4.49)
Queremos generar P bk de forma o´ptima.
La mejor estimacio´n del estado a tiempo tk viene dada por la propagacio´n del ana´lisis en
tk−1
xbk =Mtk−1→tk(xak−1) (4.50)
Segu´n esto, ¿que´ matriz de covarianza del error corresponder´ıa al background obtenido as´ı?.
Veamos que´ ecuaciones de evolucio´n aparecen. Partimos del error asociado al background,
que ser´ıa
bk =Mtk−1→tk(xak−1)− xk (4.51)
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Ahora escribimos xak−1 = xk−1 + 
a
k−1 y suponemos que 
a
k−1 es suficientemente pequen˜o
para que la siguiente aproximacio´n lineal sea va´lida
Mtk−1→tk(xak−1) ≈Mtk−1→tk(xk−1) +Mtk−1→tkak−1 (4.52)
Entonces
bk =Mtk−1→tk(xk−1) +Mtk−1→tkak−1 − xk (4.53)
= Mtk−1→tk
a
k−1 + ηk (4.54)
donde ηk =Mtk−1→tk(xk−1)− xk es el error del modelo
Suponemos ak−1 = ηk = 0 ⇒ bk = 0
La covarianza del error del background sera´
bk(
b
k)
T = (Mtk−1→tkak−1 + ηk)(Mtk−1→tk
a
k−1 + ηk)T (4.55)
Asumiendo que los errores del ana´lisis y el modelo no esta´n correlacionados, tendr´ıamos
bk(
b
k)
T = Mtk−1→tkak−1(
a
k−1)TM
T
tk−1→tk + ηkη
T
k (4.56)
es decir,
P bk = Mtk−1→tkP
a
k−1M
T
tk−1→tk +Qk (4.57)
donde Qk = ηkηTk es la matriz de covarianza del error del modelo
Resumiendo, las ecuaciones del filtro de Kalman extendido son
xbk =Mtk−1→tk(xak−1) (4.58)
P bk = Mtk−1→tkP
a
k−1M
T
tk−1→tk +Qk (4.59)
Kk = P
b
kH
T
k
[
HkP
b
kH
T
k +Rk
]−1
(4.60)
xak = x
b
k +Kk(x
o
k −Hk(xbk)) (4.61)
P ak = (I −KkHk)P bk(I −KkHk)T +KkRkKTk (4.62)
En el caso esta´ndar, Hk y Mtk−1→tk son lineales.
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4.2.1.2. EnKF
Cuando la dimensio´n del espacio de fases es tan grande, el ca´lculo de las covarianzas del
error resulta muy costoso computacionalmente. En este sentido, el EnKF (Ensemble Kalman
Filter) ofrece una alternativa que aligera notablemente el proceso de ca´lculo (Kalnay, 2003).
En lugar de actualizar la covarianza del error en cada paso, que equivaldr´ıa a realizar un
nu´mero de integraciones del modelo del orden de la dimensio´n, vamos a an˜adir perturbaciones
aleatorias a las observaciones asimiladas y estimaremos la covarianza del error de prediccio´n
a partir de ese conjunto. Es decir, propagamos el ana´lisis generado con cada observacio´n
perturbada
xbk,m =Mtk−1→tk(xak−1,m) (4.63)
y calculamos la covarianza del error haciendo uso de las distintas evoluciones de los miembros
del conjunto, mediante la fo´rmula
P bk =
1
M − 1
M−1∑
m=1
(xbk,m − xbk,m)(xbk,m − xbk,m)T (4.64)
En lugar de utilizar las ecuaciones de evolucio´n del apartado anterior, que involucraban el
operador tangente y adjunto (M , MT , H y HT ), se utilizan las aproximaciones siguientes
P bkH
T
k ≈
1
M − 1
M−1∑
m=1
(xbk,m − xbk,m)(H(xbk,m)−H(xbk,m))T (4.65)
HkP
b
kH
T
k ≈
1
M − 1
M−1∑
m=1
(H(xbk,m)−H(xbk,m))(H(xbk,m)−H(xbk,m))T (4.66)
4.2.2. Asimilacio´n de datos variacional
4.2.2.1. 3DVAR
Exponemos aqu´ı la formulacio´n Bayesiana del me´todo variacional en tres dimensiones, ba-
sada en (Lewis et al., 2006).
Los componentes ba´sicos de esta formulacio´n son
i. El estado real x
42
Cap´ıtulo 4. Asimilacio´n de datos
Sea x ∈ Rn la variable que denota el estado real del campo (temperatura, presio´n, etc.)
sobre nuestra rejilla. Rn es el espacio del modelo o el espacio de la rejilla. La dimensio´n n
de dicho espacio puede ser de orden 107. Nuestro objetivo es estimar este estado.
ii. El background xb
Es la informacio´n que poseemos a priori del estado real del sistema, podr´ıa decirse que es el
prono´stico previo. Denotamos este campo por xb ∈ Rn
b = xb − x (4.67)
es el error del background. Se asume que tiene media nula b = 0 y, su covarianza espacial
viene dada por
P b = bTb (4.68)
donde P b ∈ Rn×n es sime´trica y definida positiva.
Vamos a asumir que el estado real tiene una distribucio´n normal x ∼ N (xb, P b)
p(x) =
1
(2pi)
n
2 |P b| 12 exp[−Jb(x)] (4.69)
donde Jb es
Jb(x) =
1
2
(x− xb)T (P b)−1(x− xb) (4.70)
la funcio´n de coste asociada al background.
iii. La observacio´n xo
Sea xo ∈ Rm la observacio´n del estado desconocido y Rm el espacio de observacio´n. Sea
xo = H(x) + v (4.71)
donde H : Rn → Rm, H(x) = (H1(x),H2(x), . . . ,Hm(x))T y v ∈ Rm es el vector de ruido
asociado a la medida. Se supone
E(v) = 0 y R = Cov(v) = vvT (4.72)
R ∈ Rm×n es una matriz conocida y definida positiva. Se entiende que no hay correlacio´n
entre el ruido v y x ni entre v y xb
E[vTb ] = E[bv
T ] = E[vT ] = E[vT ] = 0 (4.73)
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Se asume que v ∼ N (0, R). por tanto, xo ∼ N (H(x), R)
p(xo|x) = 1
(2pi)
m
2 |R| 12 exp[−Jo(x)] (4.74)
y
Jo(x) =
1
2
(xo −H(x))TR−1(xo −H(x)) (4.75)
la funcio´n de coste asociada a la observacio´n.
iv. La regla de Bayes
Pretendemos encontrar la distribucio´n p(x|xo), aplicando el teorema de Bayes, tenemos
p(x|xo) = p(x, xo)
p(xo)
=
p(xo|x)p(x)
p(xo)
(4.76)
p(xo) viene dado por
p(xo) =
∫
Rn
p(xo|x)p(x)dx (4.77)
que puede considerarse como constante de normalizacio´n y denotamos por C = [p(xo)]
−1,
resultando
p(xo|x) = C
(2pi)
m
2 +
n
2 |R| 12 |P b| 12 exp[−(Jo(x) + Jb(x))] (4.78)
Por lo tanto, la ma´xima probabilidad -a posteriori- de que, halla´ndose el sistema en el estado
x, observemos xo, la obtenemos dando con el estado x que minimiza la funcio´n coste J(x)
J(x) = Jo(x) + Jb(x) =
1
2
(xo−H(x))TR−1(xo−H(x)) + 1
2
(x−xb)T (P b)−1(x−xb) (4.79)
Este problema es de gran escala debido a que la dimensio´n, generalmente, sera´ muy alta.
Abordar el problema sin calcular la derivada suele ser muy lento, ya que evaluar la funcio´n
da poca informacio´n acerca de la forma de la misma: J(x+ δv)− J(x) solo da informacio´n
de una componente del gradiente y tiene ≈ 108. Necesitamos conocer el gradiente para saber
en que direccio´n debemos ir para encontrar el mı´nimo. De ah´ı que los algoritmos que se usan
en la practica calculan el gradiente. Sabemos que en el mı´nimo de esta funcio´n coste, su
gradiente sera´ nulo
∇J(x) = (P b)−1(x− xb) +HTR−1(H(x)− xo) = 0 (4.80)
Como comentario, decir que si H es lineal
H(x) = H(xb) +H(x− xb) (4.81)
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podemos escribir el gradiente como
(P b)−1(x− xb) +HTR−1(H(xb) +H(x− xb)− xo) = 0 (4.82)
y manipulando un poco esta expresio´n, recuperamos la ecuacio´n que encontramos exigiendo
un varianza mı´nima.
Vamos a hacer un repaso breve de los me´todos ma´s utilizados para minimizar la funcio´n
coste. En primer lugar, citaremos el ma´s sencillo de todos: el gradiente descendente. Su
algoritmo consistir´ıa en los siguientes pasos:
Partimos de un punto inicial x0, elegido aleatoriamente
Sustituimos dicho punto de partida por xk+1 := xk − α∇J(xn)
Repetimos el proceso hasta que J sea suficientemente pequen˜o.
Este algoritmo no es eficiente cuando las curvas de nivel de la funcio´n no tienen simetr´ıa
esfe´rica, ya que no usa la informacio´n que da la curvatura. El algoritmo ma´s sencillo que
usa dicha informacio´n es el de Newton.
4.2.2.2. 4DVAR
En el apartado anterior, supon´ıamos que las observaciones, el ana´lisis y el background eran
va´lidos en el mismo instante de tiempo. De esa manera, era suficiente considerar la propa-
gacio´n espacial (o interpolacio´n) de los datos de la rejilla a los puntos donde se realizaba
la medida ya que ocurr´ıan simulta´neamente. En el caso 4DVAR, esta exigencia se relaja
y consideramos la posibilidad de que las observaciones se realicen en diferentes momen-
tos. Necesitamos pues, propagar los campos temporalmente para realizar las comparaciones
oportunas. Este hecho conlleva un aumento de complejidad en el operador H aunque, for-
malmente, el problema tiene la misma forma que el 3DVAR. Para resaltar la capacidad del
operador de medida de interpolar en el tiempo, lo denotamos como G
J(x) =
1
2
(xo − G(x))TR−1(xo − G(x)) + 1
2
(x− xb)T (P b)−1(x− xb) (4.83)
Tiene sentido agrupar medidas en sub-vectores xok , correspondientes al mismo instante de
tiempo tk. A su vez, tambie´n parece razonable pensar que los errores de las observaciones no
estara´n correlacionados en el tiempo. De esa manera, la matriz R es diagonal por bloques y
podemos reescribir la ecuacio´n de la siguiente manera
J(x) =
1
2
(xok − Gk(x))TR−1k (xok − Gk(x)) +
1
2
(x− xb)T (P b)−1(x− xb) (4.84)
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pudiendo expresar cada operador generalizado como
Gk = HkMto→tk (4.85)
dondeMto→tk representa la integracio´n del modelo de prediccio´n entre t y to yHk representa
la interpolacio´n y transformacio´n del espacio del modelo al espacio de medida. La integracio´n
puede factorizarse en una sucesio´n de integraciones ma´s cortas
Mto→tk =Mtk−1→tkMtk−2→tk−1 · · ·Mt1→t2Mt0→t1 (4.86)
Los estados del modelo xk definidos en el instante tk, son
xk =Mto→tk(x0) (4.87)
=Mtk−1→tk(xk−1) (4.88)
as´ı, podemos escribir la funcio´n de coste como
J(x0, x1, . . . , xk) =
1
2
(xb − x0)T (P b)−1(xb − x0) (4.89)
+
1
2
K∑
k=0
(xok −Hk(xk))TR−1k (xok −Hk(xk))
Notemos que, introduciendo los vectores xk, convertimos el problema de minimizacio´n sin
restricciones
xa = arg mı´n
x
(J(x0)) (4.90)
en uno con restricciones
xa = arg mı´n
x0
(J(x0, x1, . . . , xk)) (4.91)
donde xk =Mtk−1→tk(xk−1) (4.92)
Este problema se conoce como 4DVAR con restriccio´n fuerte y en e´l se asume la validez del
modelo perfecto x∗o = H(x). As´ı definido, 4DVAR determina el ana´lisis en cada punto de
rejilla y para cada valor del tiempo dentro de la ventana del ana´lisis. Constituye, por tanto,
una integracio´n del modelo de prediccio´n (una trayectoria).
4.2.3. Ejemplo: asimilacio´n de datos en el modelo de Lorenz
En este apartado, aplicamos en el modelo de Lorenz 63 algunos de los me´todos de asimilacio´n
vistos anteriormente. El procedimiento general sera´ integrar el modelo para una condicio´n
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inicial dada y considerar esa evolucio´n como la real, es decir, como la sucesio´n de los estados
reales. A partir de dicha trayectoria, simulamos las medidas realizadas en determinados
instantes de tiempo, simplemente, sumando una cantidad aleatoria al estado real. El propio
me´todo de Euler, que nos sirve para integrar el modelo, nos proporciona una forma de
simular nuestro prono´stico, este ’background’ estara´ determinado por el ana´lisis en (t− 1).
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Figura 4.1: Evolucio´n real y de la prediccio´n de la componente X sin asimilacio´n
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Figura 4.2: Evolucio´n real y de la prediccio´n con asimilacio´n EKF
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Figura 4.3: Evolucio´n real y de la prediccio´n con asimilacio´n EnKF
Si no utiliza´semos ningu´n me´todo de asimilacio´n, estar´ıamos integrando, sin ma´s, dos tra-
yectorias con diferentes condiciones iniciales. Vemos en el gra´fico de la izquierda que, en el
modelo de Lorenz, debido a su no linealidad, las trayectorias se separan al cabo de, relativa-
mente, pocos pasos de integracio´n. Sin embargo, veremos en los siguientes ejemplos como,
gracias a los esquemas de asimilacio´n, ambas se mantienen cerca una de la otra.
Tal es el caso del filtro de Kalman extendido que se muestra a continuacio´n. Vemos que la
incorporacio´n de las medidas mantiene la trayectoria del ana´lisis muy cerca de la evolucio´n
real del sistema.
4.3. Asimilacio´n de datos en el modelo WRF
Como hemos visto anteriormente, el objetivo principal de los sistemas de asimilacio´n de
datos es producir una estimacio´n o´ptima del estado real de la atmo´sfera en el momento
del ana´lisis. El problema variacional se puede resumir como la bu´squeda de ese objetivo,
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encontrar el ana´lisis x mediante la minimizacio´n por iteracio´n de la funcio´n coste
J(x) = Jb(x) + Jo(x) =
1
2
(x− xb)TB−1(x− xb) + 1
2
(y − yo)T (E + F )−1(y − yo) (4.93)
Dados los datos a priori que describen el estado de la atmo´sfera: el llamado ’first guess’
o ’background’ xb y las observaciones yo, nuestro objetivo representa el estado de ma´xima
probabilidad a posteriori.
En este trabajo, hicimos uso del mo´dulo WRFDA del modelo meteorolo´gico para asimilar
los datos de radiancia mediante el me´todo 3DVAR. La implementacio´n del algoritmo en el
modelo WRF se describe en el art´ıculo (Barker et al., 2004). Aqu´ı, simplemente, presentamos
la metodolog´ıa que seguimos para realizar las simulaciones.
4.3.1. Metodolog´ıa
La funcio´n coste J(x) la calcula el mo´dulo WRFDA
El ana´lisis es la salida del WRFDA
El background xb lo introducimos nosotros, proviene de la integracio´n del WRF par-
tiendo de xa
B la matriz de covarianza del error de xb, lo introducimos nosotros tras obtenerlo del
programa ’gen be’
Las observaciones xo de los campos fundamentales las obtenemos a partir de los da-
tos de radiancia. Es necesario el uso de un modelo de transferencia radiativa para
derivarlas.
El operador H esta´ inclu´ıdo en el WRFDA
R la matriz de covarianza del error la introducimos nosotros
4.3.2. Sensores ATOVS utilidados
4.3.2.1. HIRS/3, HIRS/4
El sensor HIRS (High Resolution Infrared Radiation Sounder) dispone de un esca´ner de
espejo el´ıptico de 56 pasos de 1.8 grados; escanea l´ıneas perpendiculares a su trayectoria
(cross-track scanner); y toma datos en 20 bandas espectrales que permiten el ca´lculo del
perfil vertical de temperaturas, desde la superficie de la Tierra hasta unos 40 km de altura.
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Proporciona datos multiespectrales en el canal visible de 0.69 µm, en siete canales de on-
da corta entre 3.7 y 4.6 µm, y en doce canales de onda larga (de 6.5 a 15 µm). Lleva
montado un telescopio con un dispositivo que rota permitiendo la interposicio´n de alguno
de los veinte filtros individuales de que dispone. Escanea la escena en direccio´n perpen-
dicular a la trayectoria con un campo de visio´n instanta´neo (IFOV) para cada canal de,
aproximadamente, 1.4 grados en el visible e infrarrojos de onda corta y 1.3 grados en la
banda de IR de onda larga. Se encuentra a una altura de 833 kilo´metros, por lo que abar-
ca una extensio´n de unos 20.3 y 18.9 kilo´metros por p´ıxel, respectivamente, en el nadir.
Posee tres detectores, un fotodiodo de sili-
cio para el visible, y uno de antimonio de
indio y otro de mercurio, cadmio y teluro
(HgCdTe) para el infrarojo de onda corta
y larga respectivamente. La calibracio´n de
los sensores IR la realiza apuntando a dos
blancos radiome´tricos: uno caliente, t´ıpica-
mente llamado cuerpo negro y que va mon-
tado en el sate´lite, y el fr´ıo, apuntando al
espacio.
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Figura 4.4: Perfil de temperaturas
medido por el sensor HIRS
4.3.2.2. AMSU-A, AMSU-B
AMSU-A
El sistema AMSU-A (Advanced Microwave Sounding Unit) esta´ compuesto por dos mo´dulos
separados AMSU-A1 y AMSU-A2. El AMSU-A1 es un radio´metro multicanal (15 bandas)
que se usa para tomar medidas de los perfiles de temperatura y proporcionar datos del
contenido de agua en la atmo´sfera en todas sus formas a excepcio´n de pequen˜as part´ıculas
de hielo, que son transparentes a las frecuencias de microondas. AMSU-A es cross-track, es
decir, escanea la escena en direccio´n perpendicular a la trayectoria tomando datos del perfil
de temperaturas desde la superficie de la tierra hasta una altura de 45 Km. Su campo de
visio´n instanta´neo es de unos 48.05 km en el nadir.
AMSU-B
El sistema AMSU-B es un radio´metro con 5 canales (del 16 al 20) en la zona de las microon-
das. Su cometido es medir la radiacio´n procedente de varias capas distintas de la atmo´sfera
con el fin estimar los perfiles de humedad. Los canales 18, 19 y 20 cubren la zona del espectro
de ma´xima absorcio´n debida al vapor de agua (183 GHz); el 16 y 17, a 89 GHz y 150 GHz
son capaces de penetrar hasta la superficie terrestre.
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Figura 4.5: Perfil de vapor de agua medido por el sensor AMSU
Al igual que los anteriores, es un sensor de tipo cross-track. Es capaz de tomar datos de 90
celdas, cubriendo en cada escaneo 50 grados a cada lado de la trayectoria. La resolucio´n, en
dia´metro es de 16.3 km en el nadir. Se puede ampliar la informacio´n en The NOAA KLM
User’s Guide (revisio´n de febrero de 2009). Al igual que los anteriores, es un sensor de tipo
cross-track. Es capaz de tomar datos de 90 celdas, cubriendo en cada escaneo 50 grados a
cada lado de la trayectoria. La resolucio´n, en dia´metro es de 16.3 km en el nadir.
Figura 4.6: Sensor cross-track, IFOV, SWATH
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Aprendizaje automa´tico
5.1. Introduccio´n
El primer objetivo que nos planteamos fue buscar la mejor manera de reproducir las re-
flectancias que el modelo de transferencia radiativa nos proporcionaba. Tal como lo hemos
formulado, se trata de un problema de regresio´n; partimos de un conjunto de datos at-
mosfe´ricos y de reflectancias aparentes en un punto y su entorno, y queremos reproducir el
valor de la reflectancia real del blanco que hallar´ıamos con el modelo 6S.
Nuestro segundo objetivo fue clasificar los tipos de atmo´sferas segu´n su influencia sobre la
transferencia de la radiacio´n en las longitudes de onda de intere´s en teledeteccio´n. Para
ello, planteamos grados de influencia atmosfe´rica, segu´n la reflectancia corregida difiriese de
la aparente menos o ma´s de k veces la varianza en las correcciones de la banda. De igual
manera, buscaremos el algoritmo ido´neo para realizar la tarea y, paralelamente, las variables
predictoras de mayor peso en el proceso.
Abordamos este estudio en el marco del aprendizaje automa´tico (Machine Learning) o apren-
dizaje estad´ıstico. Ambos te´rminos dan nombre a dos ramas de las ciencias de computacio´n
y de estad´ıstica que, aunque no equivalentes, abordan los mismos tipos de problemas: re-
gresio´n, clasificacio´n y clustering, principalmente, y comparten muchas de las te´cnicas de
resolucio´n. Podemos decir que ambas consisten en un amplio conjunto de herramientas des-
tinadas a extraer informacio´n de los datos (James et al., 2013).
Correccio´n atmosfe´rica de ima´genes de sate´lite por me´todos de aprendizaje automa´tico
La teor´ıa que se presenta en este cap´ıtulo esta´ basada en las exposiciones de (Hastie et al.,
2009), (Pedregosa et al., 2011), (Bishop et al., 2006), (Gutie´rrez, 2004) y (Duda et al., 1999),
adema´s de las citadas en el texto.
5.2. Aprendizaje supervisado
Cuando, en el conjunto de datos de partida, conocemos los resultados o salidas del sistema,
decimos que el aprendizaje esta´ supervisado. Los dos grandes tipos de problemas de esta
clase son la regresio´n y la clasificacio´n.
5.2.1. Regresio´n
En este apartado vamos a presentar, de forma breve, los algoritmos de regresio´n que se
compararon con el fin de seleccionar el me´todo o´ptimo.
5.2.1.1. Regresio´n lineal
La regresio´n lineal ajusta los para´metros del modelo lineal con coeficientes θ = (θ1, ..., θp)
de forma que la suma de los cuadrados de las diferencias entre las observaciones X y las
salidas y de dicho modelo sea mı´nima cuando se evalu´an sobre el conjunto de datos de
entrenamiento. Matema´ticamente, la regresio´n lineal resuelve el problema de la forma
mı´n
θ
||Xθ − y||2 (5.1)
Donde || · || es la norma eucl´ıdea.
5.2.1.2. Ridge
El me´todo de regresio´n Ridge an˜ade al problema anterior una penalizacio´n por el taman˜o
de los coeficientes. Como antes, pretendemos minimizar el la suma de los errores cometidos
cuando estimamos las salidas del modelo en cada elemento del conjunto de entrenamiento
pero, adema´s, deseamos que dichos coeficientes no se hagan demasiado grandes.
min
θ
||Xθ − y||2 + α||θ||2 (5.2)
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Vemos que el para´metro α regula la complejidad del modelo. Si α es grande, la penalizacio´n
tambie´n y resultara´ un modelo ma´s simple, es decir, con alguno de sus coeficientes cercanos
a cero.
Este problema puede reformularse como
min
θ
||Xθ − y||2 sujeto a ||θ||2 ≤ s (5.3)
es decir, la minimizacio´n del RSS (Residual sum of squares) sobre el conjunto ||θ||2 ≤ s, que
geome´tricamente representan hiper-c´ırculos de radio s.
5.2.1.3. Lasso
La regresio´n Lasso sigue la misma idea que la regresio´n Ridge. La diferencia esta´ en la funcio´n
de penalizacio´n o, visto de otra forma, el conjunto sobre el que buscamos la condicio´n de
mı´nimo. La formulacio´n del problema es la siguiente
min
θ
1
2m
||Xθ − y||22 + α||θ||1 (5.4)
Vemos que remplaza el conjunto de puntos definidos por la circunferencia a los definidos por
los valores absolutos, es decir la norma `1 ≡ || · ||1. De esta manera, consigue que las posi-
bilidades de encontrar la condicio´n de mı´nimo siendo algunos coeficientes nulos aumenten.
En definitiva, el problema replanteado como la minimizacio´n sobre el subconjunto podr´ıa
verse como la bu´squeda del primer punto del subconjunto que contacta con las elipses que
definen las curvas de nivel de la funcio´n coste. Como la definicio´n del subconjunto mediante
la norma `1 situ´a los ve´rtices del mismo sobre los ejes, es ma´s probable que dicha condicio´n
se satisfaga en los ve´rtices, anula´ndose, as´ı, alguno de los coeficientes.
5.2.1.4. Bayesian Ridge
La regresio´n Ridge Bayesiana se usa para incorporar los para´metros de regularizacio´n en el
momento de la estimacio´n. Es decir, en lugar de fijarlos a priori, los estimaremos en el ajuste
a los datos.
Suponemos que el error cometido con nuestro modelo lineal y(i) = θTx(i) + (i), tiene una
distribucio´n normal (i) ∼ N (0, σ2)
p((i)) =
1√
2piσ
exp
(
− (
(i))2
2σ2
)
(5.5)
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Por tanto, la respuesta y(i) tendra´ una distribucio´n del mismo tipo
p(y(i)|x(i), θ, β) = N (y(i)|θTx(i), β−1) (5.6)
donde β es un para´metro de precisio´n y corresponde a la inversa de la varianza. Usamos los
datos de entrenamiento para hallar los para´metros desconocidos, θ y β. Ya que las muestras
tomadas son independientes, tenemos
p(y(i)|x(i), θ, β) =
m∏
i=1
N (y(i)|θTx(i), β−1). (5.7)
Buscamos los para´metros del modelo que hacen ma´xima la probabilidad de reproducir las
salidas del conjunto de entrenamiento. Sustituyendo la distribucio´n normal y tomando lo-
garitmos a cada lado, ya que, maximizar la probabilidad o su logaritmo, es equivalente,
tendr´ıamos
ln p(y(i)|x(i), θ, β) = −β
2
m∑
i=1
{θTx(i) − y(i)}2 + m
2
lnβ − m
2
ln(2pi). (5.8)
Los dos u´ltimos te´rminos de la expresio´n anterior no dependen de θ, por tanto, maximizar
la parte de la derecha se reduce a encontrar el ma´ximo del logaritmo o el mı´nimo de es-
te multiplicado por (-1). De ah´ı, se deduce la equivalencia con el me´todo de los mı´nimos
cuadrados.
Una vez hallados los θM que maximizan la probabilidad, podemos buscar el β con el mismo
criterio. Derivando en la expresio´n anterior, tendr´ıamos
1
βM
=
1
m
m∑
i=1
{θTx(i) − y(i)}2. (5.9)
Habiendo encontrado los para´metros o´ptimos, podemos predecir las salidas para nuevos
datos x.
Si ahora introducimos una distribucio´n a priori para los coeficientes θ, por ejemplo, la normal
p(θ|α) = N (θ|0, α−1I) =
( α
2pi
)(M+1)/2
exp
{
−α
2
θT θ
}
(5.10)
M , es el orden del polinomio, 1 en este caso. Podr´ıamos aplicar el teorema de Bayes, y
tendr´ıamos
p(θ|x, y, α, β) ∝ p(y|x, θ, β)p(θ|α) (5.11)
Buscando el ma´ximo de esta probabilidad a posteriori, podemos determinar los θ dado el con-
junto de entrenamiento. Esta te´cnica se denomina MAP (Maximum A Posteriori). Tomando
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menos el logaritmo de la expresio´n anterior y combinando con 5.8 y 5.10, encontrar´ıamos
que, dicha te´cnica, es equivalente a minimizar
β
2
m∑
i=1
{θTx(i) − y(i)}2 + α
2
θT θ (5.12)
Hemos comprobado que maximizar la probabilidad a posteriori dada la distribucio´n gaus-
siana de los para´metros θ con precisio´n β−1 siendo λ = α/β es equivalente a la regresio´n de
Ridge.
5.2.1.5. SVR (Support Vector Regression)
La teor´ıa de los vectores soporte se expone en la seccio´n de clasificacio´n. Aqu´ı, presentamos
la formulacio´n del problema de regresio´n en el espacio de caracter´ısticas ampliado H, siendo
la aplicacio´n que va del espacio original a este:
φ : X → H
x→ x := φ(x).
Dado el conjunto de entrenamiento {xi, yi}mi=1, buscamos una funcio´n lineal yi = θTφ(xi)+b.
La formulacio´n esta´ndar de SVR usa la funcio´n de coste de Vapnik que desestima los errores
hasta ε. Necesitamos encontrar el mı´nimo
mı´n
θ
1
2
||θ||2 + C
∑
i
(ξi + ξ
∗
i ) (5.13)
sujeto a
yi − θTφ(xi)− b ≤ ε+ ξi ∀i = 1, ...,m (5.14)
θTφ(xi) + b− yi ≤ ε+ ξ∗i ∀i = 1, ...,m (5.15)
ξi, ξ
∗
i ≥ 0 ∀i = 1, ...,m (5.16)
donde i(ξi, ξ
∗
i ) representan los ma´rgenes aceptados para tratar con los datos que poseen
error mayor que ε.
5.2.1.6. Red neuronal
Las redes neuronales son modelos computacionales que pretenden imitar el funcionamiento
del cerebro de los seres vivos. Como tales, esta´n compuestos por unidades simples de proceso,
las neuronas que, esquema´ticamente, se representan por
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Figura 5.1: Neurona
donde las entradas x y los para´metros θ, tienen la forma
x =

x0
x1
x2
x3
 θ =

θ0
θ1
θ2
θ3

y donde hθ(x) es la funcio´n de activacio´n que, por ejemplo, podr´ıa ser la funcio´n sigmoide:
hθ(x) = g(θ
Tx) =
1
1 + e−θT x
Adema´s de la funcio´n sigmoide o log´ıstica, otras funciones de activacio´n muy utilizadas son:
Funciones sigmoidales:
1. La funcio´n log´ıstica, con rango de 0 a 1, hθ(x) = g(θ
Tx) = 1
1+e−θT x
.
2. La tangente hiperbo´lica, con rango de -1 a 1, hθ(x) = tanh(θ
Tx).
Funciones kernel, se localizan alrededor de un punto, como la gaussiana.
Funciones lineales, con rango infinito.
Esta funcio´n de activacio´n, simplemente, produce una salida para las entradas x. Las neu-
ronas suelen agruparse en capas; la capa de entrada recibe los datos, y la de salida devuelve
los resultados. Entre ellas, se encuentran las capas ocultas. El nu´mero de neuronas en las di-
ferentes capas, la cantidad de capas ocultas, las funciones de activacio´n y la propia topolog´ıa
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de las redes son variables, es decir, se definen dependiendo del problema que se este´ tra-
tando. En general, se decide que´ configuracio´n tomar mediante la validacio´n cruzada. En la
siguiente figura se muestran algunos ejemplos de topolog´ıas diferentes.
(a) (b) (c)
I0
I1
I2
I3
H1
H2
H3
O1
O2
x0
x1
x2
x3
x0
x1
x2
x3
Figura 5.2: (a) Red neuronal multicapa, (b) Red recurrente, (c) Red competitiva.
Supongamos una red con 4 neuronas en la capa de entrada, una capa oculta con 3 neuronas
(ma´s una entrada para el bias) y una salida, se esquematiza en la figura 5.3. Consideremos
como funcio´n de activacio´n la sigmoide. Las funciones de activacio´n en la capa oculta ser´ıan
las siguientes:
a
(2)
1 = g(θ
(1)
10 x0 + θ
(1)
11 x1 + θ
(1)
12 x2 + θ
(1)
13 x3) (5.17)
a
(2)
2 = g(θ
(1)
20 x0 + θ
(1)
21 x1 + θ
(1)
22 x2 + θ
(1)
23 x3)
a
(2)
3 = g(θ
(1)
30 x0 + θ
(1)
31 x1 + θ
(1)
32 x2 + θ
(1)
33 x3)
La salida producida ser´ıa
hθ(x) = g(θ
(2)
10 a
(2)
0 + θ
(2)
11 a
(2)
1 + θ
(2)
12 a
(2)
2 + θ
(2)
13 a
(2)
3 ) (5.18)
Conocido el funcionamiento ba´sico de la red neuronal, falta conocer el modo de estimar los
para´metros de la misma. Ese proceso se conoce como el entrenamiento de la red y consiste,
esencialmente, en la minimizacio´n de la funcio´n coste J(θ)
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Figura 5.3: Red neuronal multicapa
J(θ) =− 1
m
[
m∑
i=1
K∑
k=1
y
(i)
k log((hθ(x
(i)))k) + (1− y(i)k ) log(1− (hθ(x(i)))k)
]
(5.19)
+
λ
2m
L−1∑
l=1
nl∑
i=1
nl+1∑
j=i
(θ
(l)
ij )
2.
En la expresio´n anterior, m es el nu´mero de elementos en el conjunto de activacio´n, K
el nu´mero de neuronas en la capa de salida (igual al nu´mero de clases), L el nu´mero de
capas ocultas y nl el nu´mero de neuronas en la capa l. El primer sumando toma cuenta
del error cometido, si la salida y en la neurona k es 1 o 0, penalizamos log(hθ(x)) o (1 −
log(hθ(x))) respectivamente. El segundo sumando es el te´rmino de regularizacio´n, penaliza el
crecimiento de los para´metros de red. Un λ elevado proporcionar´ıa una red menos compleja
o con poca posibilidad de sufrir sobreentrenamiento. Notemos que la regularizacio´n no se
aplica al te´rmino libre (o bias).
Para minimizar la funcio´n coste mediante gradiente descendente (u otro me´todo ma´s efi-
ciente), necesitamos conocer el gradiente
∂J
∂θ
(l)
ij
siendo θ
(l)
ij ∈ R (5.20)
En este caso, utilizamos el algoritmo denominado Backpropagation, que presentamos a con-
tinuacio´n, para computar el gradiente.
Dado un elemento del conjunto de entrenamiento (x(i), y(i)), propagamos hacia adelante
los valores de entrada. Podemos pensar que x(i) = a(1) es la activacio´n en la entrada. La
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secuencia de ca´lculos que realiza la red es la siguiente:
a(1) = x(i) (5.21)
z(2) = θ(1)a(1)
a(2) = g(z(2)) (ma´s a
(2)
0 )
z(3) = θ(2)a(2)
a(3) = g(z(3)) (ma´s a
(3)
0 )
z(4) = θ(3)a(3)
a(4) = hθ(x) = g(z
(4))
Las activaciones en la primera capa o capa de entrada a(1) son las propias entradas a la red,
x(i); en la capa oculta tendremos como sen˜ales de activacio´n las resultantes de la funcio´n
sigmoide a(2) = 1
1+e−θ(1)a(1)
; en la u´ltima capa, tendr´ıamos la activacio´n a(3) = 1
1+e−θ(2)a(2)
;
y en la salida, 1
1+e−θ(3)a(3)
, segu´n vimos anteriormente.
A continuacio´n, vamos a calcular el error δ
(l)
j en cada nodo j de la capa l partiendo del error
en la capa de salida y propaga´ndolo hacia atra´s. En la u´ltima capa, utilizando las salidas yk
del conjunto de entrenamiento, podemos calcular el error cometido:
δ
(4)
k = a
(4)
k − yk (5.22)
en la u´ltima capa oculta, partiendo del error en la salida, obtendr´ıamos
δ
(3)
i = [(θ
(3))T δ(4)]i · g′(z(3))i componente i- e´sima (5.23)
δ
(2)
i = [(θ
(2))T δ(3)]i · g′(z(2))i componente i- e´sima
Repetir´ıamos ese procedimiento para todos los elementos del conjunto de entrenamiento
{(x(1), y(1)), (x(2), y(2)), ...(x(m), y(m))}. El procedimiento completo se resume en el siguiente
esquema
Definimos los para´metros (∆
(l)
ij )k=0 = 0
Para k = 1 hasta m
• Tomamos a(1) = x(k)
• Propagamos a(1) hacia adelante para calcular a(l) en las capas l = 2, 3, ..., L
• Utilizando la salida correspondiente y(k), calculamos el error δ(L) = a(L) − y(k)
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• Propagamos hacia atra´s el error para computar δ(L−1), δ(L−2), ..., δ(2)
• (∆(l)ij )k = (∆(l)ij )k−1 + a(l)j δ(l+1)i
D
(l)
ij =
1
m∆
(l)
ij + λθ
(l)
ij si j 6= 0
D
(l)
ij = ∆
(l)
ij si j = 0
∂J
∂θ
(l)
ij
= D
(l)
ij
De esa manera obtendr´ıamos el gradiente que se usa en los algoritmos de minimizacio´n tales
como el gradiente descendente.
Regresio´n
Hasta ahora, hemos hablado de la funcio´n sigmoide como funcio´n de activacio´n pero vimos
que tambie´n existen otras opciones. Haciendo uso de la funcio´n lineal en la u´ltima capa,
podemos abordar el problema de la regresio´n desde la misma perspectiva de minimizacio´n
de la funcio´n de coste.
5.2.2. Clasificacio´n
A continuacio´n, presentamos los algoritmos que utilizamos para clasificar las atmo´sferas
segu´n la influencia que presentaban sobre la radiacio´n, dentro de la imagen.
5.2.2.1. Vecinos ma´s pro´ximos
En esta clasificacio´n, simplemente asignamos la clase mayoritaria entre los vecinos ma´s
pro´ximos. Ajustamos el radio que define la vecindad mediante validacio´n cruzada.
5.2.2.2. Ana´lisis discriminante lineal
En primer lugar, se estudian las distribuciones p(X|Y = k) para cada clase k. Posteriormen-
te, haciendo uso del teorema de Bayes, buscamos las salidas para los valores de entrada de
los predictores X: P (k|X). Asignaremos la clase correspondiente a la ma´xima probabilidad,
dividiendo el espacio de caracter´ısticas mediante fronteras lineales. En este caso, se supone
que las distribuciones p(X|Y = k) son Gaussianas.
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5.2.2.3. A´rboles de decisio´n
Este tipo de algoritmos se aplican tanto a problemas de regresio´n como de clasificacio´n.
Segmentan el espacio de caracter´ısticas en diferentes regiones simples y asignan, bien el
valor medio para la regresio´n, o bien la clase mayoritaria en la clasificacio´n. De esta forma,
se asigna el mismo valor a todos los datos correspondientes a una misma regio´n.
La gran ventaja de los a´rboles de decisio´n es que son fa´cilmente interpretables. La desventaja,
es que los resultados no suelen ser tan satisfactorios como los obtenidos con otros algoritmos.
Constituyen la base de algoritmos como ’tree-bagging’, ’Random Forest’ o ’Boosting’ que,
aun siendo ma´s dif´ıciles de interpretar, suelen dar mejores resultados.
El a´rbol, normalmente, se construye de arriba hacia abajo. Las regiones en que estratificamos
el espacio de caracter´ısticas, se denominan ’nodos terminales’ u ’hojas’ y aparecen en la parte
ma´s baja. Los puntos en los que vamos dividiendo el espacio, son los ’nodos internos’ y los
segmentos que conectan esos nodos, las ’ramas’.
Comenzamos la construccio´n del a´rbol dividiendo el espacio en dos bloques. Para ello, con-
sideramos todos los predictores Xj , uno a uno, y todos los umbrales s
R1(j, s) = {X|Xj < s} y R2(j, s) = {X|Xj ≥ s} (5.24)
de forma que el error cometido sea el mı´nimo posible∑
i:xi∈R1(j,s)
(yi − ŷR1)2 +
∑
i:xi∈R2(j,s)
(yi − ŷR2)2 (5.25)
donde ŷR1 es la respuesta media para todos datos de entrenamiento que caen dentro de la
regio´n R1 y ŷR2 en R2.
El proceso de segmentacio´n continu´a pero, en lugar de continuar estratificando todo el
espacio, solo dividimos una de las dos regiones encontradas en el paso anterior.
Pruning
El proceso anterior suele tener el problema de sobre-entrenamiento (overfitting). Para evi-
tarlo, recurrimos a la poda del a´rbol. Para ello, construimos un a´rbol grande T0 y, poste-
riormente,vamos obteniendo sub-a´rboles hasta encontrar aquel que menor RSS produzca.
Evaluar todos los posibles es muy costoso computacionalmente, as´ı que, procedemos de la
siguiente manera: consideramos una sucesio´n de valores del para´metro de ajuste α y, para
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cada uno de ellos, buscamos aquel sub-a´rbol T ⊂ T0 que hace mı´nima la siguiente suma
|T |∑
m=1
∑
xi∈Rm
(yi − ŷRm)2 + α|T | (5.26)
|T | indica el nu´mero de hojas o nodos terminales, Rm es la regio´n del espacio de caracter´ısti-
cas correspondiente a la hoja m y ŷRm la respuesta predicha en ese bloque.
Procediendo as´ı, encontrar´ıamos una sucesio´n de a´rboles correspondientes a cada α de com-
plejidad decreciente (α = 0 corresponde al a´rbol ma´s complejo). Finalmente, comparamos
cada uno de ellos mediante validacio´n cruzada y seleccionamos aquel que menor error de
validacio´n genere.
Clasificacio´n
En el caso de la clasificacio´n, se pronostica la clase mayoritaria del bloque correspondiente.
El modo de estimacio´n del error tambie´n es distinto; la alternativa al RSS es el ratio de
error de clasificacio´n:
E = 1−ma´x
k
(p̂mk) (5.27)
Dado que este no es suficientemente sensible al crecimiento del a´rbol, se utilizan, general-
mente, otros medidores como el ı´ndice de Gini
G =
K∑
k=1
p̂mk(1− p̂mk) (5.28)
o la entrop´ıa cruzada (cross-entropy)
D =
K∑
k=1
p̂mk log p̂mk (5.29)
ambos ı´ndices proporcionan una medida de la pureza de los bloques. Un valor bajo indicar´ıa
que esta´n formados, mayoritariamente por elementos de la misma clase.
5.2.2.4. Random Forests
Para entender este algoritmo, necesitamos comentar previamente otro basado en la te´cnica
’bootsrap’, el denominado ’tree-bagging’.
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El procedimiento ’Bagging’ o ’Bootstrap aggregation’, se aplica para reducir la varianza de los
me´todos de aprendizaje estad´ıstico. Recordemos que dado un conjunto de n observaciones
independientes Z1, Z”, ..., Zn, cada una con varianza σ
2, la varianza de la media sera´ σ2/n.
Por tanto, una manera de reducir la varianza y aumentar la precisio´n de un algoritmo de
aprendizaje, es tomar varios conjuntos de entrenamiento, construir modelos de prediccio´n di-
ferentes usando cada conjunto y, finalmente, promediar las predicciones resultantes. En otras
palabras, construimos los modelos f1(x), f2(x), ..., fB(x) usando B conjuntos separados y
promediamos
f̂avg(x) =
1
B
B∑
b=1
f̂ b(x) (5.30)
En la pra´ctica, generalmente no podemos recurrir a varios conjuntos de entrenamiento. En
su lugar, recurrimos a la te´cnica de ’bootsrap’ tomando repetidas muestras de un u´nico
conjunto de entrenamiento. Este es el procedimiento que sigue el algoritmo tree-bagging.
Random Forests
Este algoritmo an˜ade una mejora al anterior basada en una modificacio´n que rompe la corre-
lacio´n entre los a´rboles hallados anteriormente. Cada vez que se lleva a cabo una divisio´n del
espacio de caracter´ısticas, en lugar de considerar todos los predictores p, se toma, solamente,
un subconjunto aleatorio de ellos con m elementos. Sera´ uno nuevo cada vez que se realiza
una divisio´n y, t´ıpicamente, el nu´mero sera´ m ≈ √p.
Variables relevantes
Podemos dar una medida de la importancia de cada predictor sumando la cantidad de error
que ha sido capaz de reducir en el proceso completo. Es decir, acumulamos la reduccio´n de
ı´ndice de Gini (o RSS), cada vez que se haya llevado a cabo una divisio´n del espacio de
caracter´ısticas segu´n dicho para´metro.
5.2.2.5. SVM (Support vector machine)
El problema que pretende resolver este algoritmo es el de separar dos clases de objetos en
el espacio de caracter´ısticas.
Dadas dos clases de objetos (x1, y1), (x2, y2), ..., (xm, ym) ∈ X × {±1}, necesitamos una
manera de medir la similitud de los objetos en el espacio de caracter´ısticas. Esa medida
sera´ del tipo
k : X × X → R
(x, x′)→ k(x, x′)
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Este tipo de aplicaciones se denominan kernel. El ejemplo ma´s sencillo es el producto escalar:
k : X × X → R
(x, x′)→ k(x, x′) := x · x′
Para poder aplicarlo, necesitamos embeber nuestros objetos en un espacio dotado de esa
estructura u otra similar
φ : X → H
x→ x := φ(x)
adema´s de trasladar el objeto hasta un espacio dotado de dicha estructura, nos permitir´ıa
extender el espacio de caracter´ısticas mediante una aplicacio´n φ no lineal, si fuese conve-
niente.
Una manera sencilla de realizar la clasificacio´n ser´ıa asignar a cada elemento nuevo la clase
cuyo punto medio se encuentre ma´s cerca.
c+ =
1
m+
∑
i|y(i)=+1
x(i) (5.31)
c− =
1
m−
∑
i|y(i)=−1
x(i) (5.32)
y = sgn(x · c+ − x · c− + b) (5.33)
Siendo el conjunto linealmente separable, esto define el hiperplano que, equivalentemente,
resolver´ıa el problema. La manera o´ptima de hacerlo ser´ıa localizando aquel que estuviera a
la ma´xima distancia posible de ambos conjuntos, definiendo esta como la mı´nima existente
entre las distancias de todos los puntos del conjunto al plano, es la caracter´ıstica distintiva
de los vectores soporte (de ah´ı que tambie´n se denominen clasificadores de margen ma´ximo)
ma´x
θ∈H,b∈R
mı´n
{
||x− x(i)|| |x ∈ H, θTx + b = 0, i = 1, ...,m
}
(5.34)
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A cada lado de la frontera, por los puntos ma´s cercanos a ella x+ y x− pasan dos hiperplanos
que distan entre ellos 2||θ|| , se tiene
θ · x+ + b = +1 (5.35)
θ · x− + b = −1 (5.36)
⇒ θ · (x+ − x−) = 2 (5.37)
⇒ θ||θ|| · (x+ − x−) =
2
||θ|| (5.38)
Luego, para hacer esa distancia ma´xima, deber´ıamos minimizar ||θ||. La norma involucra la
ra´ız y complica el problema, por ello, suele reformularse de la siguiente manera
mı´n
θ∈H,b∈R
τ(θ) =
1
2
||θ||2 (5.39)
sujeto a y(i)(θTx(i) + b) ≥ 1, ∀i = 1, . . . ,m (5.40)
5.2.2.6. Redes neuronales
Las clasificacio´n de los elementos de un conjunto en k clases, puede llevarse a cabo mediante
una red neuronal como la que se esquematiza en la figura 5.4. Teniendo sigmoides en las
funciones de activacio´n en la salida, asignar´ıamos la clase correspondiente al ma´ximo valor
de (hθ(x))k
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Figura 5.4: Red neuronal multicapa con k salidas
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5.3. Validacio´n
La generalizacio´n de un modelo de aprendizaje automa´tico hace referencia a la capacidad de
este para predecir resultados cuando extendemos su aplicacio´n a nuevos datos. Por tanto, da
una medida de la calidad del modelo. En este apartado, se vera´n los me´todos ma´s utilizados
para evaluar dicha capacidad.
5.3.1. Teor´ıa del aprendizaje
Tratamos de minimizar el error que obtenemos al extender la aplicacio´n del modelo al
conjunto total de datos.
El error de generalizacio´n de una hipo´tesis es aquel que cometemos sobre ejemplos que
no se encuentran en el conjunto de entrenamiento. Informalmente, definimos el ’bias’ de
un modelo como aquel error que cometer´ıamos aun disponiendo de infinitos datos para
realizar el ajuste. La varianza del modelo es el error de generalizacio´n debido al ajuste del
modelo a datos espurios (Andrew Ng). Representa la sensibilidad del modelo con respecto
a cambios en el conjunto de entrenamiento inicial. Procuraremos encontrar un punto de
complejidad intermedia, de forma que no sea, ni demasiado simple, ya que tendra´ bias
elevado, ni demasiado complejo, ya que se adaptara´ bien a los datos de entrenamiento pero
mal a los nuevos.
i. Podemos formalizar la compensacio´n bias/varianza
ii. Podemos relacionar el error en el conjunto de entrenamiento con el error de generali-
zacio´n.
iii. Existen condiciones bajo las cuales podemos asegurar que los algoritmos de aprendizaje
funcionara´n adecuadamente.
Lema 5.1. The union bound.
P (A1 ∪ · · · ∪Ak) ≤ P (A1) + · · ·+ P (Ak) (5.41)
Podr´ıamos decir: P (A ∪B) ’probabilidad de que ocurra A o B’
Lema 5.2. Desigualdad de Hoeffding (Chernoff Bound) Sean Z1, . . . , Zm variables aleatorias
independientes siguiendo una distribucio´n de Bernoulli φ, P (Zi = 1) = φ y P (Zi = 0) =
68
Cap´ıtulo 5. Aprendizaje automa´tico
1− φ. Sea φˆ la media de ellas φˆ = 1m
m∑
i=1
Zi y γ > 0, entonces
P (|φ− φˆ|) ≤ 2 exp(−2γ2m) (5.42)
Da una cota superior a la probabilidad de que la suma de variables aleatorias se desv´ıe una
cierta cantidad de su valor esperado. Significa que si tomamos φˆ como estimacio´n de φ, la
probabilidad de que estemos lejos del valor verdadero es pequen˜a, siempre y cuando el valor
de m sea grande. La probabilidad de que |φ − φˆ| sea mayor que α es menor que un valor
pequen˜o exp(−2γ2m), siendo m grande.
Usando estos lemas, demostraremos algunos resultados importantes de la teor´ıa del aprendi-
zaje automa´tico. Para simplificar la exposicio´n, nos limitaremos a la clasificacio´n binaria pero
es generalizable a la clasificacio´n con mayor nu´mero de categor´ıas e incluso a la regresio´n.
Dado un conjunto de entrenamiento, S = {(x(i), y(i)); i = 1, . . . ,m} siendo (x(i), y(i)) mues-
tras de alguna distribucio´n de probabilidad D. Siendo la hipo´tesis, definimos el ’error de
entrenamiento’ (o riesgo emp´ırico o error emp´ırico) como la fraccio´n de ejemplos del con-
junto de entrenamiento mal clasificados
εˆ(h) =
1
m
m∑
i=1
1{h(x(i)) 6= y(i)} (5.43)
Para hacer explicita la dependencia del conjunto de entrenamiento, escribiremos εˆs(h). De-
finimos el error de generalizacio´n como ε(h) = P(x,y)∼D(h(x) 6= y), es decir, la probabilidad
de que tomando una muestra (x, y) de la distribucio´n D, nuestra hipo´tesis la clasifique
erro´neamente.
PAC (probabilidad aproximadamente correcta): conjunto de entrenamiento formado por
muestras de la distribucio´n con la que evaluamos nuestra hipo´tesis.
Consideramos un clasificador lineal hθ(x) = 1{θTx ≥ 0}. Una manera razonable de encontrar
θ es tratando de minimizar el error de entrenamiento:
θˆ = arg mı´n
θ
εˆ(hθ) (5.44)
Se determina proceso (ERM) empirical risk minimization. Definimos la clase de hipo´tesis,
H = {hθ : hθ(x) = 1{θTx ≥ 0}, θ ∈ Rn+1} el conjunto de clasificadores sobre X con frontera
de decisio´n lineal.
Podr´ıamos pensar el proceso (ERM) como minimizacio´n sobre la clase de funciones H en el
que el algoritmo de aprendizaje toma las hipo´tesis.
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5.3.1.1. Caso de H finito
Consideremos una clase de hipo´tesis finita H = {h1, . . . , hk}. Queremos dar alguna garant´ıa
sobre el error de generalizacio´n una vez calculado el de entrenamiento. La estrategia sigue
dos fases: primero, demostraremos que error de entrenamiento εˆ(h) es una estimacio´n buena
de ε(h) para todo h ∈ H. Seguidamente, demostraremos que implica una cota superior al
error de generalizacio´n de hˆ.
Tomemos cualquier hi ∈ H. Consideremos una variable aleatoria de Bernoulli Z, definida
como Z = 1{hi(x) = y}. Es decir, tomamos una muestra (x, y) de la distribucio´n y vemos
si hi la clasifica correctamente. ε(h), es el valor esperado de Z (y Zi), adema´s, el error
de entrenamiento es εˆ(h) = 1m
m∑
i=1
Zi. Por tanto, εˆ(h) es la media de m variables aleato-
rias Zj muestreadas de una distribucio´n de Bernoulli con media ε(hi). Podemos aplicar la
desigualdad de Hoeffding,
P (|ε(hi)− εˆ(hi)| > γ) ≤ 2 exp(−2γ2m) (5.45)
Esto indica que, para una hipo´tesis particular hi, el error de entrenamiento estara´ proximo
al error de generalizacio´n con alta probabilidad, si m es grande. Queremos probar esto para
todo h ∈ H. Llamaremos Ai al evento desfavorable |ε(hi) − εˆ(hi)| > γ. Hemos visto que
P (Ai) ≤ 2 exp(−2γ2m), usando la cota de la unio´n,
P (∃h ∈ H.|ε(hi)− εˆ(hi)| > γ) = P (A1 ∪ · · · ∪Ak) (5.46)
≤
k∑
i=1
P (Ai)
≤
k∑
i=1
2 exp(−2γ2m)
= 2k exp(−2γ2m)
Lo opuesto es: probabilidad de que no haya hipo´tesis tal que |ε(hi)− εˆ(hi)| > γ.
P (@h ∈ H.|ε(hi)− εˆ(hi)| > γ) = P (∀h ∈ H.|ε(hi)− εˆ(hi)| ≤ γ) (5.47)
≥ 1− 2k exp(−2γ2m)
A esto se llama convergencia uniforme, ya que se cumple simulta´neamente para todas las
hipo´tesis.
Hasta ahora, hemos hecho lo siguiente: para valores particulares de m y γ, hemos encontrado
un valor ma´ximo de la probabilidad de que la diferencia de errores sea mayor que γ, |ε(h)−
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εˆ(h)| > γ. Tenemos 3 variables de intere´s, γ, m y la probabilidad de error. Podemos jugar
con ellas acotando los valores de unas u otras segu´n convenga.
Por ejemplo, podr´ıamos preguntarnos: ¿cua´ntos elementos debe contener el conjunto de en-
trenamiento para garantizar que el error de generalizacio´n y el de entrenamiento se encuen-
tran a distancia γ con probabilidad 1−δ?. Si tenemos m ejemplos, sabremos con probabilidad
1− δ que |ε(h)− εˆ(h)| ≤ γ para cualquier hipo´tesis h ∈ H. ’k’ se denomina complejidad del
algoritmo.
El nu´mero de ejemplos que necesitamos es solo logar´ıtmico en k, el nu´mero de hipo´tesis.
Por tanto, aunque aumentemos la complejidad k, no necesitaremos aumentar demasiado el
nu´mero de elementos m. De igual manera, fijando los valores de m y δ, podr´ıamos decir con
probabilidad 1− δ, que para cualquier hipo´tesis el error de generalizacio´n cumple:
|εˆ(h)− ε(h)| ≤
√
1
2m
log
2k
δ
(5.48)
Ahora, asumamos que se cumple la convergencia uniforme |ε(h)−εˆ(h)| ≤ γ, ∀h ∈ Hentonces.
¿Que´ podemos decir acerca de la generalizacio´n de nuestro modelo escogido como hˆ =
arg mı´n
h∈H
εˆ(h)?
Definimos hˆ∗ = arg mı´n
h∈H
ε(h) como la mejor hipo´tesis posible en H. Ya que h∗ es lo mejor
a lo que podemos optar, vale la pena comparar el rendimiento. h∗ minimiza el error de
generalizacio´n
ε(hˆ) ≤ εˆ(hˆ) + γ (5.49)
≤ εˆ(h∗) + γ (5.50)
≤ ε(h∗) + 2γ (5.51)
Si la convergencia uniforme se cumple, el error de generalizacio´n de hˆ es, a lo sumo, 2γ peor
que la mejor hipo´tesis de H.
Teorema 5.1. Sea la clase de hipo´tesis H con k elementos. Fijamos m, δ. Entonces, con
probabilidad al menos 1− δ tenemos
ε ˆ(h) ≤
(
arg mı´n
h∈H
ε(h)
)
+ 2
√
1
2m
log
2k
δ
(5.52)
De esta manera, cuantificamos la compensacio´n bias/varianza. Si aumentamos el taman˜o del
conjunto de hipo´tesis, conseguiremos reducir el bias. Sin embargo, al aumentar k, el te´rmino√
1
2m log
2k
δ aumenta, se corresponde con el aumento de la varianza.
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Manteniendo γ, δ fijos y resolviendo para m, obtenemos la siguiente cota para la complejidad
del modelo.
Corolario 5.1. Sea H = k y δ, γ fijos. Entonces, para que se cumpla arg mı´n
h∈H
ε(h) + 2γ con
probabilidad, al menos, 1− δ, es suficiente que
m ≥ 1
2γ2
log
2k
δ
(5.53)
≥ O
(
1
2γ2
log
k
δ
)
(5.54)
5.3.1.2. Caso H infinito.
Muchas clases de hipo´tesis incluyen alguna parametrizacio´n con nu´meros reales, conteniendo
de esta manera infinito nu´mero de funciones. ¿Podemos probar resultados similares a los
anteriores?. Para comenzar, utilizaremos un argumento no del todo correcto.
Supongamos H parametrizado por d nu´meros reales. Pensando que un nu´mero real se re-
presenta por 64 bits en un ordenador, tenemos k = 264d hipo´tesis. Hemos visto que el error
de generalizacio´n de nuestra mejor opcio´n sobre el conjunto de datos de entrenamiento hˆ
es, a lo sumo, el error de h∗ (la mejor opcio´n) ma´s 2γ: ε(hˆ) ≤ ε(h∗) + 2γ con probabilidad
1− δ. De ah´ı, podemos estimar que el nu´mero de elementos en el conjunto de entrenamiento
guarda una relacio´n, como mucho, lineal con el nu´mero de para´metros.
m ≥ O
(
1
γ2
log
264d
δ
)
= O
(
264d
δ
)
= O
(
d
γ2
log
1
δ
)
= Oγ,δ(d) (5.55)
Es importante destacar que estos resultados son va´lidos para algoritmos que usan ERM
(empirical risk minimization) y no aplican para otros (discriminative learning algorithms)
que lo son. Dar garant´ıas teo´ricas en el a´mbito de los algoritmos no ERM es objeto de
investigacio´n. Otro aspecto del enfoque que hemos descrito hasta ahora que resulta poco
satisfactorio es su (dependencia) apoyo en la parametrizacio´n de H. Intuitivamente, no
parece importar.
Derivemos otro argumento ma´s satisfactorio. Definimos unos conceptos necesarios. Dado el
conjunto S = {x(1), . . . , x(d)} de puntos x(i) ∈ X , decimos que ’H rompe S’ (’H shatters
S’) si H puede realizar cualquier etiquetado de S. Es decir, para todo conjunto de etiquetas,
existe algu´n x(i) ∈ X |h(x(i)) = y(i), ∀i = 1, . . . , d
Dimensio´n de Vapnik- Chervonenkis V C(H): el taman˜a del conjunto ma´s grande roto por
H. El siguiente es un teorema importante de la teor´ıa del aprendizaje debido a Vapnik.
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Teorema 5.2. Dado H, sea d = V C(H), entonces, con probabilidad al menos 1−δ tenemos
que para todo h ∈ H
|ε(h)− εˆ(h)| ≤ O
(√
d
m
log
m
d
+
1
m
log
1
δ
)
(5.56)
Por tanto, con probabilidad al menos 1− δ tenemos tambie´n,
ε(hˆ) ≤ ε(h∗) +O
(√
d
m
log
m
d
+
1
m
log
1
δ
)
(5.57)
En otras palabras, si una clase de hipo´tesis tiene dimensio´n V C(H) finita la convergencia
uniforme se tiene a medida que m aumenta. Al igual que anteriormente, nos permite acotar
ε(h) en te´rminos de ε(h∗).
Corolario 5.2. Es suficiente que m = Oγ,δ(d) para que |ε(h)− ε(h∗)| ≤ γ con probabilidad,
al menos, 1− δ. Se cumple ∀h y, por tanto, ε(hˆ) ≤ ε(h∗) + 2γ.
Concluimos, el nu´mero de muestras en el conjunto de entrenamiento necesarias para aprender
correctamente utilizando la clase H, es lineal en la dimensio´n de Vapnik-Chervonenkis.
Resulta que, para la mayor´ıa de clases, la dimensio´n V C(H) es lineal, aproximadamente en
el nu´mero de para´metros. Por tanto, habitualmente, el nu´mero de muestras necesarias es
aproximadamente lineal en el nu´mero de para´metros.
5.3.2. Me´todos indirectos
Podemos estimar el error de generalizacio´n del modelo mediante los Cp, AIC, BIC y Ad-
justed R2 (James et al., 2013).
Cp =
1
n
(RSS + 2dσˆ2) (5.58)
AIC =
1
nσˆ2
(RSS + 2dσˆ2) (5.59)
BIC =
1
n
(RSS + log(n)dσˆ2) (5.60)
Adjusted R2 = 1− RSS/(n− d− 1)
TSS/(n− 1) (5.61)
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5.3.3. Me´todos directos: Cross validation
i. Dividimos aleatoriamente el conjunto de muestras S, en Strain y Scv. Normalmente,
un 70 % por ciento de los datos estara´n en Strain.
ii. Entrenamos cada modelo Mi en Strain para conseguir las hipo´tesis hi
iii. Seleccionaremos la hipo´tesis hi con el error ma´s pequen˜o (error emp´ırico de h en el
conjunto de muestras Scv)
En algunas ocasiones, si el modelo no es muy sensible a cambios en las condiciones iniciales
de los datos, es buena idea entrenar de nuevo en el conjunto S completo.
La desventaja de la validacio´n que hemos descrito es que consume el 30 % de los datos.
Existen alternativas ma´s econo´micas como son: k-fold cross validation o leave one out cross
validation.
5.3.3.1. K-fold cross validation
i. Dividimos S en k subconjuntos disjuntos de manera aleatoria con m/k elementos.
ii. Evaluamos cada modelo Mi cono sigue:
for j = 1, . . . , k {
Entrenamos cada modelo Mi en S1 ∪ · · · ∪ Sj−1 ∪ Sj+1 · · · ∪ Sk, todas menos Sj , para
conseguir las hipo´tesis hij
Evaluamos hij en Sj para obtener εˆSj (hij)
El error de generalizacio´n estimado sera´ la media de ellos }
iii. Tomamos el Mi con error mı´nimo y volvemos a entrenarlo en S completo.
5.3.3.2. Leave one out cross validation.
Solo deja un elemento fuera.
5.4. Seleccio´n del modelo.
¿Co´mo podemos seleccionar automa´ticamente un modelo con un equilibrio bias/varianza
adecuado?
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5.4.1. Seleccio´n de para´metros de ajuste
Para ajustar los para´metros de cada modelo, elegimos una rejilla para el para´metro en
cuestio´n y estimamos el error de validacio´n en cada punto de ella.
5.4.2. Seleccio´n de caracter´ısticas.
Dadas n caracter´ısticas, tenemos 2n subconjuntos posibles. Podemos plantear el problema
como el de seleccio´n de un modelo en un conjunto con 2n Mi. Ya que, para n grande, el
coste computacional es alto, suele usarse algu´n procedimiento heur´ıstico de bu´squeda del
subconjunto.
5.4.2.1. Bu´squeda secuencial
Forward stepwise:
1. F= φ
2. Repetimos {For i = 1, . . . , n si i /∈ Fi = F ∪ {i} y validamos}
3. Seleccionamos el mejor subconjunto.
Backward stepwise
Funciona de la menera inversa, partimos de todas las caracter´ısticas y vamos eliminando.
5.4.3. Filtrado de caracter´ısticas
Vamos a computar algu´n ı´ndice que nos de idea de cua´nta informacio´n contienen las ca-
racter´ısticas xi acerca de las etiquetas y. Elegiremos las caracter´ısticas con mayor ı´ndice
S(i).
Una posible eleccio´n del ı´ndice S(i) ser´ıa la correlacio´n. En la pra´ctica, es ma´s frecuente
usar la informacio´n mutua. A continuacio´n describiremos dicho concepto as´ı como otros
relacionados.
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5.4.3.1. Informacio´n y probabilidad.
La informacio´n mutua deriva del concepto de entrop´ıa. Esta se define como la informacio´n
promedio de un proceso, ¡referencia!, por tanto, antes de nada, vamos a definir el concepto
de informacio´n en este contexto y exponer la relacio´n entre informacio´n y probabilidad.
Para ello, partimos de un sistema simplificado, supongamos que
el sistema tiene M = 2b posibles resultados, potencia de dos
todos tienen la misma probabilidad
Los posibles resultados S = {O1, O2, . . . , OM}, podra´n codificarse mediante la variacio´n con
repeticio´n de 2 s´ımbolos {0, 1}, tomados de b en b. Es decir, cada Ox puede codificarse por
la cadena mı´nima de bits B1B2 . . . Bb; solo necesitamos b bits para codificar cada posible
resultado. De esa manera, podemos decir que la informacio´n que nos proporciona cada
resultado es de b bits; la longitud de la cadena que lo representa
I(Ox) ≡ I(x) = b
Si la probabilidad es igual para todos, cada resultado tiene la probabilidad
P =
1
M
=
1
2b
⇒ P = 1
2I
⇒ I = − log2 P
Esa expresio´n nos da la relacio´n entre la probabilidad y la informacio´n recabada en cada
resultado.
Si, relajando esas condiciones, permitimos ⇒ M = ak posibles resultados igualmente pro-
bables, donde a, k ∈ Z. Entonces, necesitaremos k-’its’, es decir, k s´ımbolos de los a que
contiene el ’alfabeto’ para codificar cada posible resultado. Por ejemplo M = 32 posibles
resultados pueden codificarse mediante cadenas de 2-’trits’, 2 s´ımbolos de los 3 posibles,
permitiendo repeticio´n.
I = k en ’aits’⇒ P = 1
ak
=
1
aI
⇒ −I loga(a) = loga(P ) (5.62)
⇒ I = − loga P (5.63)
Si tratamos de codificar esto mismo con el alfabeto binario, la cadena de bits necesaria para
representar los posibles resultados no tendra´ siempre la misma longitud. Vea´moslo en el
siguiente ejemplo de una ruleta con tres zonas.
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Si hacemos girar la flecha una vez y codificamos el posible resultado mediante un a´rbol de
decisio´n como el de la figura, veremos que
1
2
3
x > 1
1
0
x > 2
2
0
3
1
1
- ’1’ se representa por ’0’, un bit
- ’2’ por ’10’, dos bits
- ’3’ por ’11’, dos bits
Promedio = 5 bits
3 resultados
= 1,67bits
La longitud promedio de bits necesaria para codificar el resultado es 53 . Sin embargo, si
realizamos el experimento dos veces, las parejas de valores posibles: (1,1),(1,2),(1,3),(2,1),
(2,2),(2,3),(3,1),(3,2),(3,3) pueden codificarse mediante el siguiente a´rbol:
x > 2 o x = 2, y > 1
y = 3 o x = 2, y = 1
y > 1
(1,1) (1,2)
x = 2
(1,3) (2,1)
x = 3
x = 2
(2,2) (2,3)
y = 3
y = 2
(3,1) (3,2) (3,3)
de donde se deduce que la longitud mı´nima media de las cadenas de bits es
1/2 ∗ (7 ∗ 3 + 2 ∗ 4)/9 = 1,611 bits.
En definitiva, vemos que esa longitud o informacio´n no es constante y por ello se habla de
longitud promedio. Si la hacemos girar ’n’ veces, el promedio de bits que necesitamos para
codificar el resultado, ser´ıa H = log2(3)
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Podr´ıamos traducirlo a ’bits’, mediante la relacio´n
loga P =
log2 P
log2(a)
⇒ 1 ait = log2(a) bits (5.64)
Cuando los resultados no son igualmente probables, tenemos que Ox ocurre alrededor de
P (Ox)·n veces. La informacio´n asociada es I(Ox) ≡ I(x), I(x) = − log2 P (x). El promedio
sera´
H(x) = l´ım
n⇒∞
P (O1) · n · I(O1) + · · ·+ P (On) · n · I(On)
n
=
M∑
x=1
P (x) · I(x) = −
M∑
x=1
P (x) · logP (x)
que constituye la definicio´n de entrop´ıa. En los siguientes apartados, tuvimos en cuenta,
adema´s de las referencias citadas, las exposiciones que aparecen en Bishop et al. (1995) y
Kantz and Schreiber (2004).
5.4.3.2. Entrop´ıa
H(x) es la informacio´n promedio recabada al tomar n muestras de la distribucio´n P (X)
cuando n⇒∞
Cuantifica la informacio´n: la cantidad de informacio´n de un mensaje es el menor nu´mero de
bits con el que podemos codificarlo. Informacio´n (self-information): es la cadena de bits ma´s
corta que puede representar cualquier posible resultado.
I(x) ≡ log2
1
P (x)
= − log2 P (x) (5.65)
H(x) ≡ I(x) = log2M(x) = − log2
1
M
= − log2 P (x) (5.66)
Cuando todos los resultados son equivalentes la entrop´ıa es la self-information. Si tuviera
M posibles resultados, tras repetir el experimento n veces, el resultado ox ocurr´ıa n · p(x)
veces. El promedio de informacio´n recabada:
H(x) = l´ım
n⇒∞
P (O1) · n · I(O1) + · · ·+ P (Om) · n · I(Om)
n
=
M∑
x=1
P (x) · I(x) (5.67)
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5.4.3.3. Informacio´n Mutua
La informacio´n mutua deriva del concepto de entrop´ıa y proporciona una medida no lineal
de la correlacio´n o dependencia entre dos variables. Mide la cantidad de informacio´n que
una variable contiene de otra (Tourassi et al., 2001)
I(X;Y ) =
∑
y∈Y
∑
x∈X
p(x, y) log
(
p(x, y)
p(x) p(y)
)
(5.68)
I(X;Y ) = H(X)−H(X|Y ) = H(X) +H(Y )−H(X,Y ) (5.69)
5.4.3.4. Divergencia de Kullback-Leibler
Tambie´n llamada entrop´ıa relativa o entrop´ıa diferencial. Es una medida estad´ıstica que
cuantifica en bits la distancia que existe entre dos posibles distribuciones de probabilidad,
p y q, de una misma variable aleatoria X,
distribucio´n de probabilidad p = {pi} y otra modelo q = {qi}.
DKL(p||q) =
∑
i
pi log2
pi
qi
(5.70)
Distribucio´n binomial
Es la distribucio´n de probabilidad de n ensayos de Bernoulli independientes entre s´ı con una
probabilidad fija p
f(x) =
(
n
x
)
px(1− p)n−x ;
(
n
x
)
n!
x!(n− x)! (5.71)
Distribucio´n multinomial
Es una generalizacio´n de la distribucio´n binomial. Da la probabilidad de que un suceso x =
(x1, . . . , xk) ocurra, conocido el modelo P , con probabilidades P = (p1, . . . , pk),
∑
pi = 1.
Equivalentemente, podr´ıamos decir: ’probabilidad del estado (histograma) X dado el modelo
P ’
f(x1, . . . , xk; , n, p1, . . . , pk) = Pr(X1 = x1∩, . . . ,∩Xk = xk) (5.72)
=
n!∏
xi!
∏
pxii =
n!
x1! · · ·xk!p
x1
1 · · · pxkk (5.73)
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5.5. Compensacio´n bias/varianza y regularizacio´n
Hemos visto co´mo elegir los para´metros por el me´todo de ma´xima probabilidad.
θML = arg ma´x
θ
m∏
i=1
P (y(i)|x(i); θ) (5.74)
El hecho de suponer que θ es un valor constate es propio de la esta´distica cla´sica (frecuen-
tista). La idea es estimar su valor por me´todos estad´ısticos.
La aproximacio´n Bayesiana es diferente. Pensamos en θ como una variable aleatoria cuyo
valor desconocemos. En este enfoque deber´ıamos especificar una distribucio´n a priori p(θ)
que expresara nuestras creencias ’a priori’ acerca de los para´metros. Dado el conjunto de
entrenamiento S = {(x(i), y(i))}mi=1, cuando nos piden hacer una prediccio´n sobre un nuevo
valor de x, podemos calcular la distribucio´n a posteriori
P (θ|S) = P (θ|S)P (θ)
P (S)
=
m∏
i=1
P (y(i), x(i), θ) · P (θ)∫
θ
m∏
i=1
P (y(i), x(i), θ) · P (θ)
(5.75)
P (y(i), x(i), θ) proviene del modelo que estemos usando en nuestro problema de aprendizaje.
5.6. Curvas de aprendizaje
Las curvas de aprendizaje representan la evolucio´n de los errores de validacio´n y de entre-
namiento con el nu´mero de datos que consideramos en el conjunto de entrenamiento. La
evolucio´n de ambas, nos permite ver la relacio´n entre el bias y la varianza en el algoritmo
en cuestio´n. Si este posee un bias alto, ambas evoluciones tendera´n a un valor alto del error.
En tal caso, un nu´mero de datos de entrenamiento muy grande no mejorar´ıa los resultados
sustancialmente. Si, por el contrario, el modelo posee alta varianza, las curvas quedara´n
distanciadas y podr´ıamos esperar que los resultados mejorasen al ampliar el conjunto de
datos de entrenamiento.
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6.1. Introduccio´n
Habitualmente, la correccio´n atmosfe´rica en las ima´genes de sate´lite no considera la va-
riacio´n espacial ni temporal de las concentraciones de los componentes qu´ımicos ni de las
variables termodina´micas implicadas. Dependiendo del taman˜o de la imagen, realizar di-
cha tarea mediante los procedimientos cla´sicos, que involucrar´ıan la ejecucio´n de modelos
de transferencia radiativa en cada punto (en adelante, tambie´n usaremos blanco o target),
resultar´ıa inabordable debido al coste computacional que conllevan. En este trabajo se pro-
pone una alternativa que considera la dependencia espacial y temporal de las condiciones
atmosfe´ricas y resuelve la correccio´n en tiempo asequible.
En este cap´ıtulo se describe la metodolog´ıa que hemos seguido para llevar a cabo dicho
objetivo. En primer lugar, se realiza la correccio´n en un conjunto de pixeles, elegidos alea-
toriamente en las ima´genes de la serie, por el me´todo tradicional. As´ı, conseguiremos el
conjunto de entrenamiento necesario para fijar los para´metros del modelo de regresio´n se-
leccionado y finalizar la tarea en el resto de la serie. En el primer apartado, se detalla el
conjunto de datos entrenamiento, es decir, se vera´ co´mo se obtuvieron las variables de en-
trada y la variable objetivo. Posteriormente, se compara la habilidad de los algoritmos de
aprendizaje automa´tico utilizados. En la seccio´n de compensacio´n bias/varianza, se analiza
el error de generalizacio´n cometido con los distintos modelos al aplicarlos a datos no in-
cluidos en el conjunto de entrenamiento. En el siguiente apartado, estudiamos el nu´mero
de datos de entrenamiento suficiente para llevar a cabo nuestro cometido. Seguidamente,
Correccio´n atmosfe´rica de ima´genes de sate´lite por me´todos de aprendizaje automa´tico
haciendo uso de los ı´ndices apropiados evaluaremos las caracter´ısticas ma´s relevantes. Por
u´ltimo, se presentan los resultados y algunas conclusiones.
6.1.1. Datos de entrada en el modelo 6S
Elegimos el modelo de transferencia radiativa 6S, principalmente, porque tiene en cuenta
el entorno del punto a corregir, pero existen otras alternativas. En la actualidad, existen
modelos ma´s complejos como Sciatran (Rozanov et al., 2005), libRadtran (Mayer and Ky-
lling, 2005) y LIDORT/VLIDORT (Spurr, 2008), que, si bien implican un mayor tiempo de
computacio´n, proporcionan resultados ma´s exactos.
El modelo 6S (Vermote et al., 1997a) predice la reflectancia aparente, es decir, la observada
en el TOA (top of atmosphere), usando la informacio´n de la reflectancia superficial y las
condiciones atmosfe´ricas (Vermote et al., 1997b). La reflectancia TOA se puede estimar
usando la fo´rmula:
ρ = (pi · Lsat · d2)/(E0 · cosSZ) (6.1)
donde L es la radiancia espectral que llega al sensor; d, la distancia Tierra-Sol en unida-
des astrono´micas; E0, la irradiancia solar media exoatmosfe´rica; y SZ el a´ngulo cenital
solar. El modelo de transferencia radiativa 6S permite invertir el proceso proporcionando los
para´metros necesarios, podemos calcular la reflectancia superficial, sin efectos atmosfe´ricos,
mediante la fo´rmula proporcionada en la salida del modelo, figura 6.1.
ρcor = (A · ρ−B)/[1 + (γ(A · ρ−B))] (6.2)
donde A = 1/αβ, B = ρ/β, α es la transmitancia global de los gases; β, la transmitancia
total debida al scattering; y γ, el albedo esfe´rico. Las constantes α, β, γ son generadas tras
la ejecucio´n del modelo 6S.
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*******************************************************************************
* atmospheric correction result *
* ----------------------------- *
* input apparent reflectance : 0.002 *
* measured radiance [w/m2/sr/mic] : 0.131 *
* atmospherically corrected reflectance *
* Lambertian case : 0.07305 *
* BRDF case : 0.07305 *
* coefficients xa xb xc : 1.06648 0.06716 0.00364 *
* y=xa*(measured radiance)-xb; acr=y/(1.+xc*y) *
*******************************************************************************
Figura 6.1: Salida del modelo 6S
Tiempos de ca´lculo
Realizamos una correccio´n preliminar parcial para estimar el tiempo que tardar´ıamos en co-
rregir una imagen completa. Consideramos 8 bandas de una imagen Landsat con 7861x7991
p´ıxeles. El tiempo que tardamos en corregir 3000 p´ıxeles fue pro´ximo a 9500 segundos, es
decir, una media de unos 3 segundos por pixel. Necesitar´ıamos unos 7861 × 7991 × 8 × 3
segundos, aproximadamente 47 an˜os, para realizar la correccio´n completa con nuestro siste-
ma.
El modelo 6S, esta´ pensado para realizar la correccio´n a la imagen completa sin tener en
cuenta, ni las condiciones atmosfe´ricas, ni la posicio´n de cada pixel. El coste computacio-
nal de este procedimiento motivo´ el tratamiento del problema en el marco del aprendizaje
automa´tico
6.2. Datos de entrenamiento
En primer lugar, determinamos las variables de entrada del modelo 6S necesarias para rea-
lizar la correccio´n. Algunas de ellas se obtendra´n del modelo WRF y otras, directamente de
la imagen. El procedimiento llevado a cabo consiste en dividir la imagen en dos conjuntos
de p´ıxeles. En el primero, corregiremos las reflectancias de los puntos por el me´todo cla´sico,
es decir, haciendo uso del modelo de transferencia radiativa (en nuestro caso el modelo 6S).
En el resto de la imagen, lo haremos usando el algoritmo ML elegido. Es decir, al mismo
tiempo que se realiza y se anota la correccio´n, se escriben los para´metros atmosfe´ricos de
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entrada al 6S en el fichero que constituira´ el conjunto de entrenamiento. Una vez obtenido
y tras elegir el modelo de regresio´n ido´neo, lo utilizaremos para corregir el resto de los datos
de reflectancia.
Sobre la ventana de trabajo, se eligen puntos uniformemente distribuidos de manera aleatoria
y se recopilan los datos atmosfe´ricos necesarios para ejecutar el modelo de transferencia
radiativa. Se discutira´ sobre el nu´mero adecuado posteriormente. Los datos que contiene son
los siguientes:
Condiciones geome´tricas: d´ıa, mes, hora, longitud y latitud.
Perfiles de altitud (Km), presio´n (mb) temperatura (K) densidad de H2O (g/m
3) O3
densidad (g/m3), AOT (espesor o´ptico de aerosoles) en la banda 550 nm
Tipo de aerosol segu´n la lista:
1 continental model
2 maritime model
3 urban model
4 shettle model for background desert aerosol
5 biomass burning
7 stratospheric model
Nivel de altura del blanco y del sensor.
Funcio´n de respuesta del sensor
Reflectancia aparente del blanco y su entorno
Radiancia aparente medida por el sate´lite
La eleccio´n inicial de dichos para´metros podr´ıa verse modificada si, en lugar de realizar
la correccio´n mediante el modelo libRadtran, se realizara mediante alguno de los citados
anteriormente.
6.2.1. Para´metros tomados del WRF
A continuacio´n detallamos co´mo fueron calculadas cada una las variables necesarias para
ejecutar el modelo de transferencia radiativa. Algunas de ellas se generan a partir de los datos
de salida del modelo meteorolo´gico WRF y otras de los datos de la imagen que queremos
corregir.
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6.2.1.1. Altitud en el modelo WRF
La altitud en el modelo WRF no aparece de forma directa, calculamos la altura geopotencial,
en Km, mediante la fo´rmula
h = (ph+ phb)/9800 (6.3)
donde ph se denomina perturbacio´n geopotencial y phb, estado base geopotencial, ambas en
unidades de m2 · s−2.
6.2.1.2. Presio´n en el modelo WRF
La presio´n, en mbar, viene dada por la expresio´n
P = (p+ pb) ∗ 0,01 (6.4)
donde p y pb, en unidades de Pa, son la perturbacio´n de presio´n y el estado base de presio´n,
respectivamente.
6.2.1.3. Temperatura en el modelo WRF
La temperatura que proporciona el modelo meteorolo´gico es la perturbacio´n de temperatura
potencial Tˆ = θ−T0, siendo la temperatura T0 igual a 300 K. La temperatura potencial total
θ en K esta´ relacionada con la temperatura que nos interesa mediante la expresio´n toma-
da de American Meteorological Society, cited 2014: Climatology. Glossary of Meteorology.
[Available online at http://glossary.ametsoc.org/wiki/Potential temperature.]
θ = T · (p0/p)κ (6.5)
Por tanto, la temperatura sera´
T = θ · (p/p0)κ (6.6)
donde p0 tiene el valor de 1000 mbar y p es la presio´n en mbar.
La constante de Poisson κ, es el ratio de la constante de los gases R para el calor espec´ıfico
a presio´n constante cp. Para el aire seco κ = 0,2854. Para el aire hu´medo
κ =
Rd
cpd
1 + rv/
1 + rvcpv/cpd
≈ 0,2854 · (1− 0,24 · rv)
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donde Rd y cpd son la constante de los gases y el calor espec´ıfico del aire seco;  es el ratio
de la constante de gases de vapor de agua y aire seco; rv es el ratio de vapor de agua en la
mezcla con aire seco (American Meteorological Society, cited 2014: Climatology. Glossary of
Meteorology. [Available online at http://glossary.ametsoc.org/wiki/Poisson constant.]).
6.2.1.4. Vapor de agua (g/m3)
En el modelo WRF no tenemos esta variable como tal. Calcularemos el perfil de la densidad
de agua a partir de la variable de mezcla de vapor de agua por masa de aire seco, que
coincide con la rv que acabamos de mencionar y viene dada en unidades de kg ·kg−1.
Calcularemos el perfil de volumen de aire seco a trave´s de la ecuacio´n de estado de los gases
ideales, ya que podemos considerar el aire seco como tal. Pasaremos de unidades ”kg ·kg−1.a
g/m3 una vez conozcamos cuanto ocupa 1kg de aire seco en funcio´n de la altura. Para ello,
V = nRT/P (6.7)
donde P es presio´n del modelo (p+pb) en Pa; T la temperatura del modelo anteriormente
calculada en K; R es la constante universal de los gases ideales; y n, el nu´mero de moles en
un Kg de aire seco.
El nu´mero de moles por gramo vendra´ dado por
n =
1g
masa molecular
(6.8)
siendo la masa molecular del aire, en promedio, de 28,97 g/mol y R, la constante de los
gases, 8.314472 m3*Pa/(K*mol), tenemos que el volumen ocupado por 1g de aire seco en
m3 sera´
1g
28,97g ·mol−1 × 8,314472
m3 · Pa
K ·mol ·
T
P
=
8,314472
28,97
T
P
≈ 0,287003 T
P
(en m3) (6.9)
Finalmente, la densidad del vapor de agua en g/m3 sera´
volumen del aire seco =
n ·R · T
P
(6.10)
y por tanto
densidad del vapor de H2O =
rv
volumen del aire seco
(6.11)
En lo sucesivo, denotaremos la densidad del vapor de agua por H2O.
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6.2.1.5. Densidad de O3 (g/m
3)
El factor de conversio´n depende de la temperatura segu´n la ecuacio´n general
mg
m3
=
(ppmv)(12,187)× (masa molecular)
Temperatura en K
(6.12)
6.2.1.6. Espesor o´ptico de aerosoles
En nuestro caso, el modelo WRF-Chem solo proporciona de datos de espesor o´ptico de
aerosoles en las bandas 300, 400, 600 y 1000nm, por lo que nos quedaremos con el valor ma´s
cercano a la banda en cuestio´n.
6.2.2. Para´metros tomados de la imagen
El resto de para´metros de entrada son tomados de la imagen Landsat que vamos a corregir.
En este caso fue tomada por el sensor TM (Thematic Mapper) a bordo del sate´lite Landsat
8, el d´ıa 2013-08-09 a las 11:02:58. Adema´s de los datos geome´tricos y de posicio´n, los ma´s
relevantes son los de la funcio´n filtro de la banda correspondiente, las reflectancias del blanco
y la media del entorno as´ı como la radiancia del pixel objetivo.
6.2.3. Variables
Segu´n se ha visto, las magnitudes necesarias para realizar la correccio´n atmosfe´rica pueden
hacer referencia a las condiciones geome´tricas, atmosfe´ricas o a los valores de radiancia me-
didos por el sensor. Consideramos como variables independientes aquellas que corresponden
a la misma magnitud pero se encuentran en diferente nivel de altura. De esta manera, el
conjunto costa de 218 variables predictoras que presentamos en la tabla 6.1. Destacamos, en
este punto, que prescindimos de los niveles intermedios 6, 9, 12, 15, 18 y 21 del modelo WRF,
por exigencia del nu´mero de entradas del modelo 6S, pero no modificamos los ı´ndices. De
tal manera que, aunque solo tenemos 34 niveles por variable, numerados de 0 a 33, existen
variables denotadas con nu´mero de nivel superior a 33.
6.3. Seleccio´n del modelo: cross validation
Dividimos el conjunto de entrenamiento en tres partes: 60 % Training set, 20 % conjunto de
validacio´n, 20 % conjunto test. El procedimiento general consiste en ajustar los para´metros
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Geometr´ıa Atmo´sfera Radiancia
month h(0-33) wavelength inf
day P(0-33) wavelength sup
hour T(0-33) ρt
longitude H2O(0-33) ρe
latitude O3(0-33) Radiance
i tau(0-33) . . .
j . . . . . .
target level . . . . . .
sensor level . . . . . .
Tabla 6.1: Variables
de cada modelo sobre el conjunto de entrenamiento y, posteriormente, estimar el error de
generalizacio´n en el conjunto de validacio´n correspondiente. Una vez finalizado el proceso
de seleccio´n, podremos estimar el error real sobre los datos del conjunto de test. De tal
manera, podemos asegurar que ninguno de los modelos comparados ha visto previamente
ese conjunto de datos.
6.3.1. Algoritmos de regresio´n comparados
Comparamos 6 algoritmos de ’machine learning’ (ML): regresio´n lineal (LR), regresio´n Ridge
Bayesiana (BRR), regresio´n Lasso, regresio´n Ridge, SVR y regresio´n mediante red neuronal.
En la figura 6.2, presentamos los resultados preliminares de cada algoritmos sin optimizar
los para´metros ni el conjunto de variables predictoras. Buscamos el algoritmo que mejor
reproduzca las reflectancias corregidas tras haber ajustado los para´metros correspondientes.
A su vez, elegiremos el subconjunto de variables predictoras que proporcionen el mejor
resultado. Con la reduccio´n del nu´mero de variables, pretendemos simplificar el modelo y
facilitar su interpretacio´n en el marco de la transferencia radiativa.
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Figura 6.2: Comparacio´n preliminar de los modelos de regresio´n
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6.4. Seleccio´n de caracter´ısticas
Para elegir el subconjunto de variables predictoras seguimos distintos procedimientos. Al-
gunos de ellos, clasificados como filtros de caracter´ısticas, atend´ıan a la correlacio´n lineal y
no lineal con la variable objetivo y, en ocasiones, con los predictores mismos. Otros me´todos
que estudiamos, consistieron en la bu´squeda directa del subconjunto o´ptimo. Debido al coste
computacional que supon´ıa elegir el mejor subconjunto entre todos los posibles 2218, dichos
subconjuntos fueron amplia´ndose o reducie´ndose en cada paso. Presentamos sus resultados
a continuacio´n.
6.4.1. Forward Stepwise Selection
Este algoritmo funciona iterativamente, partimos del conjunto vac´ıo y ampliamos el subcon-
junto, en cada paso, incluyendo la variable predictora que minimiza el error de validacio´n.
Realizamos dicha tarea para cada uno de los seis me´todos de regresio´n comparados y para
cada banda, en el ape´ndice mostramos los resultados que obtuvimos. Vemos en la gra´fica 6.3
que el error cae ra´pidamente. Por esa razo´n, dedujimos que era suficiente considerar alrede-
dor de 10 variables predictoras. La eleccio´n del nu´mero de variables es un compromiso entre
los recursos disponibles, el error admisible y la complejidad del modelo. En nuestro caso,
dado que el error cometido era admisible, en relacio´n a la resolucio´n radiome´trica del sate´li-
te, preferimos optar por un nu´mero relativamente pequen˜o que facilitara la interpretacio´n
f´ısica de los resultados a la luz de la transferencia radiativa en la atmo´sfera.
B1 B2 B3 B4 B5 B6 B7 B8
radiance radiance ρt radiance ρt radiance radiance radiance
H2O(33) H2O(32) H2O(32) H2O(32) T(33) T(33) j H2O(32)
H2O(20) H2O(31) i T(20) tau(29) O3(29) T(35) lon medida
H2O(13) H2O(8) O3(8) O3(8) i H2O(10) H2O(5) T(27)
H2O(10) tau(19) H2O(8) H2O(28) j T(5) H2O(31) tau(25)
tau(0) H2O(34) tau(26) T(26) tau(34) O3(23) T(38) tau(10)
O3(24) O3(22) O3(13) T(38) T(38) lon medida T(5) O3(14)
O3(13) T(36) radiance tau(38) H2O(27) H2O(37) tau(27) ρe
i i T(38) O3(20) radiance O3(10) O3(10) O3(16)
tau(17) O3(13) T(7) h(0) O3(5) H2O(13) H2O(39) H2O(33)
H2O(39) T(28) tau(34) O3(10) O3(2) tau(8) tau(36) O3(26)
. . . . . . . . . . . . . . . . . . . . . . . .
Tabla 6.2: Variables ma´s relevantes segu´n el algoritmo forward stepwise en LR
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Si bien, es cierto, que hubiera sido posible trabajar con el conjunto completo, ya que compu-
tacionalmente no supon´ıa un gran coste an˜adido y el error era menor, preferimos quedarnos
con el subconjunto y estudiar que´ variables iban apareciendo como ma´s importantes, a la
hora de pronosticar la reflectancias que el modelo 6S hubiera proporcionado. En la tabla 6.2
mostramos los resultados obtenidos en el caso de la regresio´n lineal.
0 1 2 3 4 5 6 7 8 9
Features
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
%
 R
M
SE
Linear Regression
B1
B2
B3
B4
B5
B6
B7
B8
Figura 6.3: Evolucio´n del error de validacio´n con el nu´mero de variables
6.4.2. Backward Stepwise Selection
En este caso el procedimiento es opuesto al anterior. Partimos del conjunto completo y
fuimos descartando, iterativamente, las variable que produzc´ıa la ma´xima reduccio´n del
error sobre los datos del conjunto de validacio´n. Realizamos este proceso con cada algoritmo
de regresio´n y para cada una de las bandas. En la comparacio´n definitiva, se considero´ cada
opcio´n como un modelo distinto.
6.4.3. Correlacio´n
Calculamos la correlacio´n lineal de cada variable con la reflectancia dada por el 6S y or-
denamos el conjunto en funcio´n del valor obtenido, de forma decreciente. Comparamos el
subconjunto formado por las 10 variables con mayor correlacio´n con el resto de subconjuntos
de predictores obtenidos. 6.3
91
Correccio´n atmosfe´rica de ima´genes de sate´lite por me´todos de aprendizaje automa´tico
B1 B2 B3 B4 B5 B6 B7 B8
ρt radiance ρt ρt ρt ρt ρt radiance
radiance ρt radiance radiance radiance radiance radiance ρt
ρe ρe ρe ρe ρe ρe ρe ρe
j T(37) T(37) T(37) j j T(37) T(37)
T(37) T(38) T(38) T(38) T(37) T(37) j T(38)
T(38) j j T(36) T(30) T(30) T(38) j
H2O(7) H2O(7) H2O(7) T(31) H2O(10) H2O(17) T(30) T(36)
tau(10) tau(7) T(31) j H2O(16) H2O(10) T(36) T(31)
H2O(16) tau(5) T(36) H2O(7) H2O(19) H2O(16) H2O(7) H2O(7)
tau(7) tau(10) tau(7) T(32) T(38) T(38) H2O(10) T(30)
. . . . . . . . . . . . . . . . . . . . . . . .
Tabla 6.3: Correlacio´n lineal entre predictores y reflectancia
6.4.4. Informacio´n mutua e informacio´n mutua conjunta
Para estudiar la correlacio´n no lineal entre los predictores y la variable objetivo, recurrimos
a la informacio´n mutua. Con la informacio´n mutua conjunta, conseguimos el conjunto de
variables que mayor informacio´n nos proporcionaba acerca de la variable objetivo compar-
tiendo con el resto de predictores la mı´nima posible (Tourassi et al., 2001). El procedimiento
para conseguir este propo´sito fue iterativo como vimos en el tema anterior. Partimos de la
variable con ma´xima informacio´n de reflectancia y ampliamos dicho conjunto con aquella que
maximizaba la suma de la MI menos la penalizacio´n correspondiente a la informacio´n com-
partida con el resto del subconjunto. En funcio´n de la importancia dada a esa penalizacio´n,
construimos 10 subconjuntos. Cuando no consideramos penalizacio´n alguna, obtenemos la
informacio´n mutua.
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B1 B2 B3 B4 B5 B6 B7 B8
i i radiance radiance i i i i
j radiance i i radiance j j j
radiance j j j j radiance radiance radiance
P(2) P(1) P(1) P(1) P(1) P(0) P(1) P(0)
P(1) P(0) P(0) P(0) P(3) P(1) P(3) P(1)
P(0) P(2) P(3) P(2) P(2) P(2) P(2) P(2)
P(3) P(3) P(2) P(3) P(0) P(4) P(0) P(3)
P(5) P(4) P(4) P(5) P(7) P(3) P(4) P(5)
P(4) P(5) P(5) P(4) P(5) P(5) P(5) P(4)
P(8) P(7) P(7) P(8) P(4) P(7) P(7) P(7)
. . . . . . . . . . . . . . . . . . . . . . . .
Tabla 6.4: MI between variables and target
6.4.5. Me´todos shrinkage
En los me´todos Lasso y Ridge, el para´metro de regularizacio´n nos permite seleccionar las
variables ma´s importantes. A medida que su valor crece la penalizacio´n por el valor de los
coeficientes aumenta, de esta forma algunos quedan reducidos o, en el caso de Lasso, incluso
anulados.
En nuestro caso los resultados no fueron tan satisfactorios como los obtenidos con las va-
riables seleccionadas mediante otros procedimientos, por ello no aparecen en los gra´ficos de
resultados finales 6.4 que aparecen en este cap´ıtulo sino que se han incluido en el anexo.
6.5. Para´metros de ajuste
El procedimiento general que seguimos para ajustar los para´metros de cada modelo, fue
elegir una rejilla para el mismo y estimar el error de validacio´n en cada punto de ella. As´ı,
por ejemplo, en el caso del para´metro de regularizacio´n λ que aparece en Ridge y Lasso,
tomamos 200 puntos entre 10−10 y 1, espaciados segu´n la escala logar´ıtmica. En la regresio´n
Bayesiana, las distribuciones a priori para β y α se suponen de tipo gamma. Utilizamos una
rejilla logar´ıtmica con 5 puntos entre 10−10 y 1 para los cuatro para´metros que las definen:
λ1, λ2, α1 y α2. En SVR, adema´s de los para´metros , 10 puntos entre 0 y 1; γ, 10 puntos
entre 0 y 1; y C que tomo´ los valore 1,2 o 3; ajustamos el tipo de funcio´n: lineal, polinomial,
rbf (radial basis function) o sigmoidal y el grado del polinomio (1,2 o 3). En el caso de la
red neuronal, modificamos las funciones de activacio´n (log´ıstica, tanh o lineal) y el nu´mero
de capas ocultas (entre 1 y 10).
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B1 B2 B3 B4 B5 B6 B7 B8
i i radiance radiance i i i i
radiance radiance i i radiance j j radiance
j j j j j radiance radiance j
lat medida T(37) H2O(11) P(1) P(1) P(0) P(1) T(39)
T(30) H2O(16) T(37) lat medida T(32) P(1) H2O(16) T(37)
T(37) lat medida H2O(16) T(37) h(10) ρt lat medida T(30)
T(31) T(30) T(31) T(38) h(11) ρe T(38) ρt
T(38) T(38) lat medida T(31) h(22) T(38) ρt T(38)
h(29) T(31) T(38) H2O(11) h(23) h(13) h(25) T(31)
T(35) H2O(11) h(25) h(13) h(24) h(17) T(31) T(36)
. . . . . . . . . . . . . . . . . . . . . . . .
Tabla 6.5: JMI Informacio´n mutua conjunta con λ = 0,05
6.6. Seleccio´n del modelo
Para encontrar el modelo ma´s adecuado, adema´s de seguir el criterio de error mı´nimo sobre
el conjunto de validacio´n, dimos importancia a la simplicidad del mismo. Para ello, fue
imprescindible la reduccio´n del nu´mero de predictores. Observando la evolucio´n del error de
validacio´n con el nu´mero de variables consideradas, pudimos deducir que un nu´mero cercano
a diez era suficiente. A la luz de los resultados de cada uno de los algoritmos, las variables
ma´s importantes a la hora de predecir las reflectancias fueron las que presentamos en la
tabla 6.2.
El estudio final consistio´ en considerar los diferentes grupos de variables seleccionados y los
diferentes algoritmos, cada uno con sus diferentes para´metros de ajuste optimizados. En los
gra´ficos siguientes 6.4, mostramos para cada banda los errores de entrenamiento y validacio´n
de cada algoritmo optimizado utilizando el mejor conjunto de datos correspondiente. El
algoritmo que mejor funciono´, adema´s de ser el ma´s sencillo, fue el de regresio´n lineal con
el conjunto de datos construido mediante forward stepwise.
Los algoritmos que, en principio, dar´ıan cuenta de las relaciones no lineales entre predictores
y variable objetivo, no funcionaron tan bien como los lineales en este caso. Deducimos, por
tanto, que el modelo 6S opero´ de forma lineal en los rangos de valores que aparecieron en
nuestro problema concreto.
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Figura 6.4: Errores de validacio´n y entrenamiento para cada algoritmo en cada banda
Salvo el algoritmo Bayesian Ridge, que mostro´ sobre-entrenamiento en varias de las bandas,
el resto, con alguna excepcio´n, resulto´ compensado en cuanto a los errores cometidos en el
conjunto de entrenamiento y validacio´n.
6.7. Curvas de aprendizaje
Las curvas de aprendizaje representan la evolucio´n de los errores de entrenamiento y valida-
cio´n con el nu´mero de datos utilizados en el primero. El estudio de estas curvas proporciona
una herramienta de diagno´stico de la descompensacio´n entre el bias y la varianza. Por ejem-
plo, si ambos errores fuesen altos y de valor similar, tendr´ıamos evidencia de bias elevado. En
este caso, no servir´ıa de nada aumentar el conjunto de datos de entrenamiento. Sin embargo,
si el error de entrenamiento fuese notablemente menor que el de validacio´n y la evolucio´n de
esa diferencia disminuyese, estar´ıamos en el caso contrario; podr´ıamos decir que el sistema
tiene varianza elevada y, quiza´, el aumento del nu´mero de datos de entrenamiento resultar´ıa
de utilidad. En nuestro caso, representamos estas curvas en la figura 6.5, vemos que no hay
gran descompensacio´n bias/varianza y que los errores se estabilizan, dentro de unos l´ımites
admisibles, tomando alrededor de 1000 datos en el conjunto de entrenamiento.
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Figura 6.5: Curvas de aprendizaje en cada banda
6.8. Resultados
Realizamos la correccio´n atmosfe´rica en las ocho primeras bandas de la imagen Landsat. En
el Ape´ndice A, presentamos una composicio´n RGB de la imagen corregida.
6.8.1. Error cometido
Los errores cometidos en la correccio´n rondaron el 0.5 % en todas las bandas como podemos
ver en la figura 6.4. Para evitar que la estimacio´n del error de generalizacio´n estuviese
influenciada por los datos, calculamos su error de generalizacio´n en el conjunto de test,
intacto hasta el momento, consiguiendo un error del mismo orden.
6.8.2. Tiempo de ca´lculo
Fuimos capaces de reducir el tiempo de ca´lculo hasta hacerlo operativo: pasamos de una
media de 3 seg por operacio´n en cada p´ıxel (dependiendo de la banda) a una media de
0.039µs, ya que tarda 117µs en corregir los 3000 p´ıxeles del conjunto de entrenamiento, en
promedio. Notemos que la vectorizacio´n de las operaciones reduce sustancialmente el tiempo
de ca´lculo, pasando de 20,6µs por p´ıxel aislado a 0,039µs.
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6.8.3. Impacto sobre las radiancias en cada banda
En los histogramas de las correcciones que presentamos en la figura 6.6, apreciamos co´mo
afecta la correccio´n atmosfe´rica a cada una de las bandas. La extensio´n del histograma da
cuenta de la sensibilidad de la correccio´n en la banda al cambio en las condiciones espaciales.
As´ı, en las bandas cuya varianza es de 0.01, las condiciones atmosfe´ricas y de entorno, no
provocan correcciones muy diferentes. Destacamos que en las bandas 1 y 2, gran parte de
las correcciones son negativas, debido al efecto de la dispersio´n Rayleigh.
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Figura 6.6: Histogramas de correcciones en cada banda
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6.8.4. Impacto sobre NDVI
Comparamos el NDVI calculado con las bandas de reflectancia de Landsat y las corregidas,
en una pequen˜a ventana de la imagen que abarca una zona regad´ıo. Vemos en que el NDVI
de las bandas corregidas es ligeramente mayor que el estimado con las originales.
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
Figura 6.7: Diferencias de NDVI corregido y sin corregir
La diferencia es ma´s significativa en las zonas de NDVI muy bajo, como podemos ver en la
figura ??. En las zonas de NDVI muy alto, como los pivots de regad´ıo, la diferencia esta´ en
torno al 1 %. En otras zonas de regad´ıo con NDVI menor, ronda el 3-5 %.
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Figura 6.8: NDVI corregido arriba, sin correccio´n abajo
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6.9. Algoritmos de clasificacio´n comparados
El estudio para caracterizar las atmo´sferas ma´s influyentes se llevo´ a cabo reformulando
el problema de la regresio´n para convertirlo en uno de clasificacio´n. Haciendo uso de un
umbral, dividimos la imagen en dos grupos; uno contiene los p´ıxeles en los que la correccio´n
supera dicho umbral y el otro, los que no. De esta manera, mediante el mismo conjunto de
entrenamiento, podemos realizar el estudio en el marco de la miner´ıa de datos.
Comparamos, como en el caso de la regresio´n, varios algoritmos de aprendizaje automa´tico
destinados a resolver problemas de clasificacio´n. Fueron tambie´n seis: Vecinos ma´s pro´ximos,
Ana´lisis discriminante lineal, SVM, Random forest, Decision Trees y una red neuronal. En
la figura 6.9 presentamos las curvas ROC (Receiver operating characteristic) que nos sirven
para estimar la capacidad de cada algoritmo.
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Figura 6.9: Comparativa de modelos de regresio´n
Elegimos el me´todo random forest por ser el que mayor a´rea bajo la curva ROC produc´ıa
junto con la red neuronal y, adema´s, permitirnos el estudio de las variables ma´s influyentes
de una manera fa´cilmente interpretable.
6.9.1. Variables ma´s influyentes
Vimos en el cap´ıtulo 5 que, podemos dar una medida de la importancia de cada predictor
sumando la cantidad de error que ha sido capaz de reducir en el proceso completo. Es decir,
acumulamos la reduccio´n del error, cada vez que se haya llevado a cabo una segmentacio´n
del espacio de caracter´ısticas segu´n esa variable. En la figura 6.10 presentamos la relacio´n de
variables predictoras ma´s importantes y su importancia relativa, estimada como acabamos
de comentar.
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Figura 6.10: Predictores ma´s importantes en cada banda
En la tabla 6.6 presentamos una lista de las variables con mayor capacidad de prediccio´n
tanto en regresio´n como en clasificacio´n ordenadas por frecuencia.
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Regresio´n Clasificacio´n
radiance radiance
i ρe
T(38) ρt
H2O(32) lon medida
O3(13) lat medida
O3(10) H2O(11)
H2O(31) H2O(25)
T(5) H2O(7)
ρt T(35)
H2O(8) T(4)
H2O(10) T(37)
. . . . . .
Tabla 6.6: Variables ma´s relevantes en LR y clasificacio´n
En los gra´ficos 6.11 y 6.12, mostramos las correlaciones entre las variables ma´s relevantes
en regresio´n y clasificacio´n
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Figura 6.11: Variables ma´s relevantes en LR
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Figura 6.12: Variables ma´s relevantes en clasificacio´n
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Conclusiones
Aplicando la metodolog´ıa expuesta a lo largo de esta tesis, hemos realizado la correc-
cio´n atmosfe´rica de una imagen Landsat completa, de 7931 l´ıneas por 7801 columnas,
considerando las condiciones atmosfe´ricas de cada punto, con un error del 0.5 % res-
pecto a la correccio´n del RTM. De esta forma, hemos podido disminuir el tiempo de
ca´lculo empleado por el modelo de transferencia radiativa de una media de 3 seg por
operacio´n en cada p´ıxel, a una media de 0.039µs, abriendo as´ı la posibilidad de corre-
gir atmosfe´ricamente tanto ima´genes VHR como largas series temporales de ima´genes.
Destacamos que, aunque se ha utilizado una imagen Landsat, el procedimiento es
igualmente aplicable a cualquier imagen.
Se ha conseguido que el procedimiento desarrollado en este trabajo sea ampliamente
generalizable a otros casos, con independencia de la fuente de datos seleccionada. Por
lo tanto, el me´todo es igualmente aplicable para la correccio´n atmosfe´rica de cualquier
imagen y admite la sustitucio´n de los datos de entrada que utilizamos en este tra-
bajo, procedentes del modelo WRF y su mo´dulo qu´ımico, por otros procedentes de
diferentes modelos atmosfe´ricos o de componentes qu´ımicos, incluso sondeos vertica-
les, medidas de sate´lite, datos de estaciones meteorolo´gicas, red AERONET (AErosol
RObotic NETwork), etce´tera.
La te´cnica desarrollada puede ser aplicada al caso concreto del ana´lisis de series tem-
porales, donde la correccio´n atmosfe´rica cobra gran importancia. Dado el volumen de
datos involucrados en dicho ana´lisis, el coste computacional resulta muy elevado. El
procedimiento ser´ıa el mismo que el desarrollado en esta tesis y supondr´ıa un ahorro
aproximado de 10−8 veces el tiempo de ca´lculo necesario para llevar a cabo la correcio´n
pixel a pixel, v´ıa modelo de transferencia radiativa.
Hemos determinado los predictores y el modelo de regresio´n ma´s adecuados para re-
producir las reflectancias que estimar´ıa el modelo 6S. En este caso, el conjunto de
predictores hallado mediante el procedimiento de bu´squeda ’forward stepwise’, junto
Correccio´n atmosfe´rica de ima´genes de sate´lite por me´todos de aprendizaje automa´tico
con el me´todo de regresio´n lineal, resultaron ser los ma´s adecuados, pero el procedi-
miento es igualmente va´lido en caso de que el sistema necesitase mayor complejidad
para reproducir los resultados del RTM. Como se comento´, elegimos el modelo 6S
porque tiene en cuenta el entorno del punto a corregir, pero existen otros modelos
de transferencia radiativa ma´s complejos como Sciatran, libRadtran o LIDORT/VLI-
DORT, que pudieran requerir alguno de los me´todos de aprendizaje considerados, por
esta razo´n, se ha mantenido este grado de generalidad.
Tambie´n localizamos las variables atmosfe´ricas que ma´s afectan a la radiacio´n, segu´n el
modelo 6S, reformulando el problema para convertirlo en uno de clasificacio´n; aquellas
atmo´sferas que implicaban una correccio´n mayor de 2.5 veces la desviacio´n t´ıpica del
total de correciones se denominaron como ’muy influyentes’ y, a trave´s del me´todo
’random forest’, se detectaron. Paralelamente, encontramos las variables predictoras
ma´s importantes que caracterizan tales atmo´sferas.
Hemos analizado las capacidades del modelo de transferencia 6S, encontrando que un
modelo lineal es capaz de reproducir sus resultados con un error del 0.5 % en el caso
concreto tratado en esta tesis. Tambie´n comprobamos que los me´todos no lineales han
sido menos eficaces en este caso.
Esperamos que el uso de los algoritmos de ’machine learning’, aqu´ı desarrollados, nos
sea de utilidad en muchos a´mbitos de la teledeteccio´n tales como el registro de ima´ge-
nes, la fusio´n, correccio´n geome´trica, reconocimiento de patrones, etce´tera. Asimismo,
esperamos que nos permita abordar otros problemas como por ejemplo la extraccio´n
de informacio´n de ima´genes multiespectrales. En el caso concreto de la correccio´n at-
mosfe´rica, puede ampliarse el rango de variacio´n de los perfiles de forma controlada
para ampliar el ana´lisis de las capacidades de los RTM.
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Ima´genes Landsat
El programa Landsat se puso en marcha el 23 de julio 1972 constituyendo, as´ı, el ma´s largo
en la historia de la adquisicio´n de ima´genes terrestres desde sate´lite. Ha consistido en una
serie de misiones de observacio´n de la tierra gestionadas conjuntamente por la NASA y el
Servicio Geolo´gico de Estados Unidos (USGS). La u´ltima de ellas, originalmente llamada
Misio´n de Continuidad de Datos de Landsat (LDCM), se inicio´ el 11 de febrero de 2013.
Tras los primeros 108 d´ıas en o´rbita, en los que LDCM fue sometido a pruebas por parte de
la NASA, el 30 de mayo 2013 el USGS comenzo´ a estionar sus operaciones y paso´ a llamarse
oficialmente Landsat 8.
El sate´lite Landsat 8 incorpora dos instrumentos de barrido: Operational Land Imager (OLI),
y un sensor te´rmico infrarrojo llamado Thermal Infrared Sensor (TIRS).
Las bandas espectrales del sensor OLI, aunque similares a las del sensor Landsat 7 ETM +,
han sido mejoradas con respecto a las misiones Landsat anteriores, debido a la incorporacio´n
de dos nuevas bandas espectrales: un canal en el azul, banda 1, disen˜ado espec´ıficamente
para el estudio de los recursos h´ıdricos e investigacio´n en zonas costeras; y un nuevo canal
infrarrojo, banda 9, para la deteccio´n de nubes cirrus. Adicionalmente, una nueva banda
de control de calidad se incluye con cada producto de datos generado. Esto proporciona
informacio´n ma´s detallada sobre la presencia de caracter´ısticas tales como las nubes, agua y
nieve. En la tabla A.1, tomada de http://landsat.usgs.gov, vemos do´nde se situ´an las bandas
de los sensores Landsat 7 y 8 con respecto a la absorcio´n atmosfe´rica.
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Figura A.1: Bandas de los sensores OLI y TIRS en Landsat 8 y ETM en Landsat 7.
Figura tomada de la web landsat.gsfc.nasa.gov
En la tabla A.1, presentamos las bandas del sensor OLI y en la figura A.2 su respuesta
espectral. En el presente trabajo, aplicamos la correccio´n atmosfe´rica en las bandas 1-8.
Banda µm Resolucio´n
Band 1 Coastal aerosol 0.43 - 0.45 30
Band 2 Blue 0.45 - 0.51 30
Band 3 Green 0.53 - 0.59 30
Band 4 Red 0.64 - 0.67 30
Band 5 Near Infrared (NIR) 0.85 - 0.88 30
Band 6 SWIR 1 1.57 - 1.65 30
Band 7 SWIR 2 2.11 - 2.29 30
Band 8 Panchromatic 0.50 - 0.68 15
Band 9 Cirrus 1.36 - 1.38 30
Band 10 Thermal Infrared (TIRS) 1 10.60 - 11.19 100
Band 11 Thermal Infrared (TIRS) 2 11.50 - 12.51 100
Tabla A.1: Bandas Landsat
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Figura A.2: Respuesta espectral del sensor OLI.
Figura tomada de la web landsat.gsfc.nasa.gov
Las caracter´ısticas de los datos de Productos LDCM a Nivel 1 son
Formato de datos GeoTIFF
Remuestreo por convolucio´n cu´bica (CC)
Norte arriba (MAP) de orientacio´n
Proyeccio´n cartogra´fica: Universal Transversal Mercator (UTM) (estereogra´fica polar
de la Anta´rtida)
Datum al Sistema Geode´sico Mundial (WGS) 84
12 metros de error circular, 90 % de confianza exactitud global para OLI
41 metros de error circular, 90 % de confianza exactitud global para TIRS
Los valores de p´ıxel en 16 bits
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Figura A.3: Composicio´n RGB de imagen Lansat 8 corregida.
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Figura A.4: Composicio´n RGB de imagen Lansat 8 sin correccio´n.
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Ape´ndice B
Modelo de transferencia
radiativa 6S
Los procesos atmosfe´ricos que modifican la radiancia solar reflejada por un blanco cuando
se observa desde el sate´lite son dos: la absorcio´n por gases y el scattering por aerosoles. En
el modelo 6S, se supone que ambos efectos pueden desacoplarse y considera que los gases se
encuentran en una capa por encima de los agentes difusores. De esa manera, la ecuacio´n de
transferencia para la radiacio´n solar reflejada por un blanco lambertiano y homoge´neo de
reflectancia ρs, al nivel del sensor, es (Vermote et al., 1997a)
ρap(θs, θv, φ) = ρatm(θs, θv, φ) + Tatm(θs) · Tatm(θv) · ρt
1− ρt · S (B.1)
donde ρap, es la reflectancia aparente al nivel del sate´lite; ρatm, la reflectancia en el techo
de la atmo´sfera; Tatm(θs), Tatm(θv) las transmitancias atmosfe´ricas en el a´ngulo solar y
de observacio´n; ρt, la reflectancia del suelo; y S, el albedo esfe´rico de la atmo´sfera. La
transmitancia atmosfe´rica tiene dos contribuciones,
Tatm(θv) = e
τ/µv + td(θv), (B.2)
correspondientes a la radiacio´n directa y difusa. La difusa esta´ relacionada con la influencia
del entorno ya que, debido al scattering producido por la atmo´sfera, llegara´ radiancia al
sensor procedente de puntos de los alrededores al blanco.
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Si, ahora, asumimos que la superficie reflectora no es uniforme, tendremos
ρap(θs, θv, φ) = ρatm(θs, θv, φ) +
Tatm(θs)
1− ρe · S · [ρc(M)e
τ/µv + ρe(M)td(θv)] (B.3)
donde, para un pequen˜o blanco M , ρc(M) representa su reflectancia y ρe(M) la de su
entorno.
Reflector Lambertiano perfecto: ρ(θs, θv, φ) = 1 Reflector Lambertiano: ρ(θs, θv, φ) = ρ
En el camino descendente, la radiacio´n puede reflejarse en la superficie de la atmo´sfera, ρatm,
o incidir en ella. Siendo la transmitancia de la atmo´sfera Tatm,
Tatm =
Et
Ei
, (B.4)
la radiancia que alcanza el suelo sera´ Et. En la superficie de la Tierra, la reflectancia del
blanco (target) es ρt y se refleja la cantidad Er
Et · ρt = Er. (B.5)
En el camino ascendente, Er incide de nuevo en la atmo´sfera y dependiendo de la transmi-
tancia de e´sta en la direccio´n θv de observacio´n Tatm(θv), la radiancia E0 que alcanzara´ el
sensor sera´
E0 = Tatm(θv) · Er (B.6)
La reflectancia aparente sera´ la suma de la ocurrida en el techo de la atmo´sfera y la ocurrida
en la superficie terrestre
ρ = ρatm +
E0
Ei
(B.7)
Haciendo uso de las expresiones anteriores, podemos reescribir la reflectancia terrestre de la
siguiente forma
E0
Ei
=
T (θv) · Er
Ei
=
T (θv) · Etρt
Ei
= T (θs) · T (θv) · ρt. (B.8)
Si, en lugar de considerar solo una interaccio´n con la atmo´sfera, aceptamos la posibilidad
de que la radiacio´n del entorno llegue al sensor tras sufrir una reflexio´n en la atmo´sfera, el
proceso se resumir´ıa con los siguientes pasos
(i) Ei · T (θs)
(ii) Ei · T (θs) · ρt
(iii) Ei · T (θs) · ρt · S
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(iv) Ei · T (θs) · ρt · S · ρt
(v) Ei · T (θs) · ρt · S · ρt · T (θv)
Si considera´semos ma´s interacciones, la expresio´n general ser´ıa
ρ(θs, θv, φ) = ρatm + T (θs)T (θv)ρt[1 + ρt · S + (ρt · S)2 + (ρt · S)3 + · · · ]. (B.9)
Siendo la suma de la serie
1 + r + r2 + r3 + · · ·+ rn−1 = 1− r
n
1− r , (B.10)
la expresio´n entre corchetes quedar´ıa de la siguiente manera
ρt · S < 1⇒ l´ım
n→∞(ρt · S)
n = 0 (B.11)
⇒ [· · · ] = 1
1− ρt · S . (B.12)
De esta forma, recuperamos la expresio´n que mostramos al principio del ape´ndice.
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Ape´ndice C
Ficheros de configuracio´n
C.1. WRF
Tomamos un paso temporal de 40 segundos. En la tabla C.1 presentamos la parametrizacio´n
f´ısica elegida para las simulacio´n del modelo WRF.
Archivos de entrada fueron tomados de NCEP FNL (Final) Operational Global Analysis
(http://rda.ucar.edu/datasets/ds083.2/)
Para´metro Opcio´n
mp physics 4, WRF Single-Moment 5-class scheme
ra lw physics 1, RRTM scheme: Rapid Radiative Transfer Model
ra sw physics 2, Goddard shortwave
sf sfclay physics 1, no surface-layer
sf surface physics 2, unified Noah land-surface model
bl pbl physics 1, YSU scheme, use sf sfclay physics=1
cu physics 5, New Grell scheme (G3)
Tabla C.1: Opciones parametrizacio´n f´ısica
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C.2. WRFDA
Archivos de observaciones tomados de
http://rda.ucar.edu/data/ds337.0/tarfiles/prepbufr
Archivos de datos ATOVS tomados de
http://rda.ucar.edu/data/ds735.0/1bamua/
http://rda.ucar.edu/data/ds735.0/1bamub/
http://rda.ucar.edu/data/ds735.0/1bhrs3/
http://rda.ucar.edu/data/ds735.0/1bhrs4/
En la tabla C.2 presentamos la parametrizacio´n f´ısica elegida para la ejecucio´n del modelo
WRFDA.
Para´metro Opcio´n
mp physics 4, WRF Single-Moment 5-class scheme
ra lw physics 1, RRTM scheme: Rapid Radiative Transfer Model
ra sw physics 2, Goddard shortwave
sf sfclay physics 1, no surface-layer
sf surface physics 2, unified Noah land-surface model
bl pbl physics 1, YSU scheme, use sf sfclay physics=1
cu physics 5, New Grell scheme (G3)
num land cat 24
num soil cat 16
Tabla C.2: Opciones parametrizacio´n f´ısica
En la tabla C.3, presentamos la lista de opciones activadas para los datos asimilados.
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Ape´ndice C. Ficheros de configuracio´n
Para´metro Opcio´n
USE SYNOPOBS T
USE SHIPSOBS T
USE METAROBS T
USE SOUNDOBS T
USE MTGIRSOBS F
USE TAMDAROBS F
USE PILOTOBS F
USE AIREPOBS T
USE GEOAMVOBS T
USE POLARAMVOBS T
USE BOGUSOBS F
USE BUOYOBS T
USE PROFILEROBS T
USE SATEMOBS F
USE GPSZTDOBS F
USE GPSPWOBS F
USE GPSREFOBS F
USE QSCATOBS T
USE AIRSRETOBS F
use ssmiretrievalobs F
use amsuaobs T
use amsubobs T
use hirs3obs T
use hirs4obs T
use mhsobs F
use airsobs F
use eos amsuaobs F
USE OBS ERRFAC F
Tabla C.3: Opciones de asimilacio´n de datos
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C.3. PREP-CHEM-SRC
A continuacio´n presentamos las opciones de bases de datos elegidas para su uso en el modelo
WRF-Chem.
Base de datos Opcio´n
use retro 1 ! 1 yes, 0 not
use edgar 2 ! 0 - not, 1 - Version 3, 2 - Version 4 for some species
use gocart 1
use fwbawb 0
use bioge 0 ! 1 - geia, 2 - megan
use gfedv2 0
use bbem 1
use bbem plumerise 1
Tabla C.4: Opciones de emisiones
Ape´ndice D
Resultados intermedios
Ver CD anexo.
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