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1. introduction









Here Ω is a bounded domain in R2 with Lipschitz boundary, u is a unit-valued vector-
field (corresponding to the magnetization) in H1(Ω, S1) and Hu, the demagnetizing




div (u˜+Hu) = 0 in R
2
curl Hu = 0 in R
2 ,
where u˜ is the extension of u by 0 in R2 \ Ω. For the physical models related to Eε,
we refer to [18] and all the references therein.
We can rewrite (1.1) in the following form. Denoting by ∆−1u˜ the Newtonian







div H¯u = −div u˜ in R2
curl H¯u = 0 in R
2 .









In [19] T.Rivie`re and S.Serfaty proved the following theorem, giving compactness
and a lower bound for the energies Eε.
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Theorem 1.1. Let Ω be a bounded simply connected domain in R2. Let εn → 0 and
un ∈ H1(Ω, S1) with a lifting ϕn ∈ H1(Ω,R) i.e. un = eiϕn a.e., and such that
Eεn(un) ≤ C(1.4)
‖ϕn‖L∞(Ω) ≤ N .(1.5)
Then, up to extraction of a subsequence, there exists u and ϕ in ∩ q<∞Lq(Ω) such that
ϕn → ϕ in ∩ q<∞ Lq(Ω)
un → u in ∩ q<∞ Lq(Ω) .
Moreover, if we consider 





T tu(x) := e i T
tϕ(x) ,
then divxT
tu is a bounded Radon measure on Ω × R, with t 7→ divxT tu continuous










2|∇ϕn ·Hun | ≤ lim
n→∞
Eεn(un) <∞ .
The main contribution of this paper is to establish the upper bound for Eε in the
case where u and its lifting ϕ belong to BV . First of all we want to observe that if





|u| = 1 a.e. in Ω ,
div u = 0 in Ω ,
u · n = 0 on ∂Ω .
The main result of this paper is the following theorem.
Theorem 1.2. Let Ω be a bounded domain in R2 with Lipschitz boundary. Consider
u ∈ BV (Ω, S1), satisfying div u = 0 in Ω and u ·n = 0 on ∂Ω and assume there exist
ϕ ∈ BV (Ω,R), such that u = eiϕ a e. in Ω. Then there exists a family of functions
{vε} ⊂ C2(RN ,R) satisfying
lim
ε→0+











∣∣divx T tu∣∣ dx dt .
2
Moreover, if ϕ ∈ BV (Ω,R) ∩ L∞, then we have
lim
ε→0+
vε(x) = ϕ(x) in L
p(Ω,R) ∀p ∈ [1,∞) .
In order to construct {vε} we take the convolution of ϕ with a varying smoothing










ϕ(y)dy, and we optimize the choice of the
kernel. A similar approach was used in [16] and [17], but a new ingredient is required
here, since the non-local term
∫
R2
|Hu|2 gives more difficulties.
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2. preliminaries
Throughout this section we assume that Ω is a bounded domain in R2 with Lipschitz
boundary. We begin by introducing some notation. For every ν ∈ S1 (the unit sphere
in R2) and R > 0 we denote
B+R (x,ν) = {y ∈ R2 : |y − x| < R, (y − x) · ν > 0} ,(2.1)
B−R (x,ν) = {y ∈ R2 : |y − x| < R, (y − x) · ν < 0} ,(2.2)
H+(x,ν) = {y ∈ R2 : (y − x) · ν > 0} ,(2.3)




= {y ∈ R2 : y · ν = 0} .(2.5)
Definition 2.1. Consider a function f ∈ BV (Ω,Rm) and a point x ∈ Ω.







L2(Bρ(x)) = 0 .
In this case z is called an approximate limit of f at x and we denote z by f˜(x). The
set of points of approximate continuity of f is denoted by Gf .
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ii) We say that x is an approximate jump point of f if there exist a, b ∈ Rm and











The triple (a, b,ν), uniquely determined by (2.6) up to a permutation of (a, b) and
a change of sign of ν, is denoted by (f+(x), f−(x),νf (x)). We shall call νf(x) the
approximate jump vector and we shall sometimes write simply ν(x) if the reference
to the function f is clear. The set of approximate jump points is denoted by Jf . A
choice of ν(x) for every x ∈ Jf (which is unique up to sign) determines an orientation
of Jf . At a point of approximate continuity x, we shall use the convention f
+(x) =
f−(x) = f˜(x).
We refer to [2] for the results on BV-functions that we shall use in the sequel.
Consider a function Φ = (ϕ1, ϕ2, . . . , ϕd) ∈ BV (Ω,Rd). By [2, Proposition 3.21] we
may extend Φ to a function Φ¯ ∈ BV (R2,Rd), such that Φ¯ = Φ a.e. in Ω, supp Φ¯ is
compact and ‖DΦ¯‖(∂Ω) = 0. From the proof of Proposition 3.21 in [2] it follows that
if Φ ∈ BV (Ω,Rd) ∩ L∞ then its extension Φ¯ is also in BV (R2,Rd) ∩ L∞. Consider
also a matrix valued function Ξ ∈ C2c (R2×R2,Rl×d) For every ε > 0 define a function
Ψε(x) : R














Ξ(z, x) · Φ¯(x+ εz) dz, ∀x ∈ R2 .
Due to [17] (Proposition 3.2), we have the following statement.
Proposition 2.1. Let W ∈ C1(Rl × Rq,R) satisfying
(2.8) ∇aW (a, b) = 0 whenever W (a, b) = 0 .








= 0 for a.e. x ∈ Ω ,
































(2.10) Γ(t, x) =
(∫ t
−∞













Ξ(tν(x) + y, x) dH1(y) ,
ν(x) is the jump vector of Φ and it is assumed that the orientation of Ju coincides
with the orientation of JΦ H1 a.e. on Ju ∩ JΦ.









ln |x− y| f(y) dy .




∣∣∇2(∆−1f)(x)∣∣2 dx = ∫
R2
|f(x)|2 dx .




η(z, x) dz = 1 ∀x ∈ Ω .




l(z, x) dz = 0 ∀x ∈ R2 .
In [17] (Lemma 5.1), we proved the following statement.
Lemma 2.1. Let µ be positive finite Borel measure on Ω and ν0(x) : Ω → R2 a
Borel measurable function with |ν0| = 1. Let W1 denote the set of functions p(t, x) :
R× Ω→ R satisfying the following conditions:
i) p is Borel measurable and bounded,




p(t, x) dt = 1, ∀x ∈ Ω.
Then for every p(t, x) ∈ W1, there exists a sequence of functions {ηn} ⊂ V (see





ηn(tν0(x) + y, x)dH1(y),
has the following properties:
i) there exists C0 such that ‖pn‖L∞ ≤ C0 for every n,
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|pn(t, x)− p(t, x)| dt dµ(x) = 0.
With the same method it is not difficult to prove
Lemma 2.2. Let µ be positive finite Borel measure on Ω and ν0(x) : Ω → R2 a
Borel measurable function with |ν0| = 1. Let W0 denote the set of functions q(t, x) :
R× Ω→ R2 satisfying the following conditions:
i) q is Borel measurable and bounded,




q(t, x) dt = 0, ∀x ∈ Ω.
Then for every q(t, x) ∈ W0, there exists a sequence of functions {ln} ⊂ U (see





ln(tν0(x) + y, x)dH1(y),
has the following properties:
i) there exists C0 such that ‖qn‖L∞ ≤ C0 for every n,






|qn(t, x)− q(t, x)| dt dµ(x) = 0.
3. First estimates
Throughout this section we assume that Ω is a bounded domain in R2 with Lipschitz
boundary.
Let l ∈ U (see Definition 2.3). Consider r(z, x) := ∆−1z l(z, x). Then r ∈ C2(R2 ×
R
2,R2) with supp r ⊂ R2×K, where K ⊂⊂ Ω. Moreover, since ∫
R2
l(z, x)dz = 0, for




|z| + 1 ,
∣∣∇kx(∇zr(z, x))∣∣ ≤ Ck|z|2 + 1 ,
∣∣∇kx(∇2zr(z, x))∣∣ ≤ Ck|z|3 + 1 ,
where Ck > 0 does not depend on z and x.
Lemma 3.1. Let ϕ ∈ BV (Ω,R) ∩ L∞ and l ∈ U (see Definition 2.3). For every














l(z, x)ϕ¯(x+ εz) dz ,
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where ϕ¯ is some bounded BV extension of ϕ to R2 with compact support. Next





















ϕ¯(x+ εz) dz ,












ϕε(x) · ξε(x) dx .
Proof. Since l(z, x) = 0 if x /∈ K, where K is some compact subset of Ω, we have, in

















































r(z, x)ϕ¯(x+ εz) dz .





∇2zr(z, x)ϕ¯(x+ εz) dz
∣∣∣∣ ≤ Cε2/3 ∀x ∈ Ω .













































































































∆zr(z, x)ϕ¯(x + εz) dz




























































































































|l(z, x)| · |z| dz = O(1) ,
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Next we remind that ξε is defined by (3.3). By (3.7), we have,
(3.13)





























Therefore, from (3.12) we infer (3.4). 
Lemma 3.2. Let ϕ ∈ BV (Ω,R) ∩ L∞ and l ∈ U (see Definition 2.3). For every



























l(tν(x) + y, x) dH1(y) ,
and ν(x) is the jump vector of ϕ.




























where ξε be as in (3.3). As before, we shall denote by ∇1l and ∇2l the gradient of l








l1(z, x), l2(z, x)
)
:= l(z, x). Then for every t ∈ (0, 1], every j ∈ {1, 2} and every


































































· d [Dϕ¯](y) .






















































































From our assumptions on ϕ, by (3.1), it follows that there exists a constant C > 0,
independent of ρ, such that
∣∣ξρ(x)∣∣ ≤ C for every ρ > 0 and every x ∈ Ω. Therefore,
letting ρ tend to zero in (3.18), using the fact that limρ→0 ‖ϕρ(x)‖L1(Ω) = 0 (see
(3.11)), we get (3.16).












































ϕε(x) · ξε(x) dx .
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· d [Dϕ¯](y) .



















































where in the last equality we used the estimate |l(z, x − εtz) − l(z, x)| ≤ Cεt|z|.
Therefore we obtain (3.19).
Step 3: We will prove that the second integral in the r.h.s of (3.19) vanishes as ε→ 0.







|ϕ¯(y)− ˜¯ϕ(x)| dy = 0 .
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divz r(z, x − εty)
)
dz = 0, for every x in Gϕ, y ∈ BR(0),
t ∈ [0, 1] and L > 0 we have,






divz r(z, x− εty)
)






divz r(z, x− εty)
)(
ϕ¯(x+ εz − εty)− ˜¯ϕ(x)) dz∣∣∣∣ ≤∫
BL(0)
∣∣∣∇z(divz r(z, x− εty))∣∣∣ · ∣∣ϕ¯(x+ εz − εty)− ˜¯ϕ(x)∣∣ dz+∫
R2\BL(0)
















|z|3 + 1dz ,
where B > 0 constant and AL > 0 depends only on L. Given δ > 0 we can take





|z|3 + 1dz < δ ,




ξε(x− εty) = 0 ∀x ∈ Gϕ, y ∈ BR(0), t ∈ [0, 1].


























. For every ε, t ∈ (0, 1), x ∈ Jϕ and





l¯(y, x− εtz)ϕ¯(x+ ε(y− tz)) dy = ∫
R2




l¯(y + tz, x − εtz)ϕ¯(x+ εy) dy + ∫
H−(0,ν(x))




l¯(y + tz, x− εtz)ϕ+(x) dy +
∫
H−(0,ν(x))
l¯(y + tz, x − εtz)ϕ−(x) dy+
∫
H+(0,ν(x))
l¯(y+tz, x−εtz)(ϕ¯(x+εy)−ϕ+(x)) dy+ ∫
H−(0,ν(x))
l¯(y+tz, x−εtz)(ϕ¯(x+εy)−ϕ−(x)) dy .















|ϕ(x+ εz)− ϕ−(x)| dz = 0.
for x ∈ Jϕ .






















∣∣ϕ¯(x+ εy)− ϕ+(x)∣∣ dy +B ∫
R2\BL(0)
1
(|y| − R)3 + 1dy ,
where B > 0 constant and AL > 0 depends only on L. Given δ > 0 we can take





(|y| −R)3 + 1dy < δ ,






l¯(y + tz, x− εtz)(ϕ¯(x+ εy)− ϕ+(x)) dy∣∣∣∣ < δ ,
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l¯(y+tz, x−εtz)(ϕ¯(x+εy)−ϕ+(x)) dy = 0 ∀x ∈ Jϕ, z ∈ BR(0), t ∈ [0, 1].






l¯(y+tz, x−εtz)(ϕ¯(x+εy)−ϕ−(x)) dy = 0 ∀x ∈ Jϕ, z ∈ BR(0), t ∈ [0, 1].













l¯(y + tz, x − εtz) dy ,
where we used the equality
∫
R2





l¯(y + tz, x− εtz) dy =
∫
H+(0,ν(x))
l¯(y + tz, x) dy.


































l¯(tν(x) + y, x) dH1(y) .




















































Step 5: We prove
(3.38) q¯(t, x) =
(
q(t, x) · ν(x))ν(x) .
Consider
(
r1(z, x), r2(z, x)
)
















































)2 (tν(x) + y, x) dH1(y) ,
where ν⊥(x) is the vector orthogonal to ν(x) in R2 and all derivatives are taken in







































)2 (tν(x) + y, x) dH1(y)
)
ν(x) .
So, we obtain (3.38).
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q(τ, x) · ν(x)) dτdt) ds .
Using the fact that
∫
R

















q(τ, x) · ν(x)) dτ)2ds .

















q(s, x) · ν(x)) ds)2dt .
Plugging (3.43) in (3.40) gives the desired result (3.14). 
4. Proof of the main result
As before, throughout this section we assume that Ω is a bounded domain in R2
with Lipschitz boundary. Next consider u ∈ BV (Ω, S1), satisfying div u = 0 in Ω
and u · n = 0 on ∂Ω (n is the unit normal to ∂Ω). Let ϕ ∈ BV (Ω,R) ∩ L∞(Ω,R),
satisfying u = eiϕ a e. in Ω. By [2, Proposition 3.21] we may extend ϕ to a function
16
ϕ¯ ∈ BV (R2,R) ∩ L∞(R2,R) satisfying ϕ¯ = ϕ a.e. in Ω, supp ϕ¯ is compact and
‖Dϕ¯‖(∂Ω) = 0 (from the proof of Proposition 3.21 in [2] it follows that if ϕ is
bounded then its extension is also bounded). We also denote by u¯ := eiϕ¯. Then
u¯ ∈ BV (Ω′′,R2) ∩ L∞(Ω′′,R2) for some Ω′′ ⊃⊃ Ω, satisfying u¯ = u a.e. in Ω and, by
Volpert’s chain rule, ‖Du¯‖(∂Ω) = 0. Consider η ∈ V. For any ε > 0 define a function
ψε(x) : R














η(z, x)ϕ¯(x+ εz) dz, ∀x ∈ R2 .





















p(s, x) ds ,
with




η(tν(x) + y, x) dH1(y) ,
and χΩ is the indicator function of Ω.
Proof. Since (u+− u−) · ν = 0, the r.h.s. in (4.2) does not depend on the orientation
of Jϕ, we may assume that ν(x) is Borel measurable.
Together with η ∈ V we consider a second kernel η¯ ∈ V. Let




η¯(tν(x) + y, x) dH1(y) .
For any ε > 0 define a function uε(x) : R














η¯(z, x) eiϕ¯(x+εz) dz, ∀x ∈ R2 .
Define Q : R× Jϕ → R2 by
















where γ(t, x) is defined by (4.3). Then define q : R× Ω→ R2 by







x ∈ Jϕ ,
0 x ∈ Ω \ Jϕ .
Then q(t, x) is Borel measurable, q is bounded on R × Ω, there exists M > 0 such
that supp q ⊂ [−M,M ]× Ω and ∫
R
q(t, x) dt = 0 ∀x ∈ Ω. Moreover
(4.9)
(
ϕ+(x)− ϕ−(x)) ∫ +∞
t
q(s, x)ds = Q(t, x) .
Then by Lemma 2.2, there exists a sequence of functions ln ∈ U (see Definition 2.3),





ln(tν0(x) + y, x)dH1(y),
has the following properties:
there exists C0 such that ‖qn‖L∞ ≤ C0,(4.10)















∣∣ϕ+(x)− ϕ−(x)∣∣ · |qn(t, x)− q(t, x)| dt dH1(x) = 0 .















ln(z, x)ϕ¯(x+ εz) dz ,





















































(∥∥∥∇ div∆−1(χΩ(eiψε − ϕn,ε − uε))∥∥∥
L2
+











But since for every f ∈ L∞(R2,R2) with compact support we have∫
R2
∣∣∇ div∆−1 f ∣∣2dx ≤ 2 ∫
R2
∣∣∇2∆−1 f ∣∣2dx = 2 ∫
R2
∣∣f ∣∣2dx ,

































































































∣∣∣∣eiγ(t,x) − (ϕ+(x)− ϕ−(x))
∫ +∞
t































∣∣Γ(t, x)− u+(x)∣∣2dt+ ∫ +∞
0



































∣∣eiγ(t,x) − eiϕ+(x)∣∣2dt+ ∫ +∞
0
∣∣eiγ(t,x) − eiϕ−(x)∣∣2dt}dH1(x) .




































M + Ln .
Using (4.7), (4.9), (4.13), (4.10) and (4.11) we obtain
(4.24) lim
n→∞
Dn = 0 ,
and since
(
u+(x)− u−(x))⊥ν(x) (by div u = 0), we also infer
(4.25) lim
n→∞





∣∣∣ν(x) · (eiγ(t,x) − eiϕ−(x)) ∣∣∣2dt}dH1(x) .
20


















M + L0 .
This equation is valid for any η¯ ∈ V, and the constants M and L0 do not depend
on η¯. For every δ > 0 we always can choose η¯δ ∈ C2(R2 × R2,R), satisfying η¯δ ≥ 0,
supp η¯δ ⊂ Bδ(0) × Ω′ and
∫
R2
η¯δ(z, x)dz = 1 for any x ∈ Ω. Then, as before, define





η¯δ(tν(x) + y, x) dH1(y) .
Since p¯δ ≥ 0 and supp p¯δ(t, x) ⊂ [−δ, δ] × Jϕ and
∫∞
−∞



























|u+ − u−|2dH1 ≤ 4δ
∫
Jϕ
|u+ − u−|dH1 ≤ 4δ‖Du‖(Ω) .




















M + L0 .
For δ → 0, (4.27) gives (4.2). 
Let ϕ, ϕ¯ and η be as in Proposition 4.1 and ψε be defined by (4.1). Then using













where p(t, x) is defined by (4.4). As in [16] and [17] we also easily deduce that
lim
ε→0+
ψε(x) = ϕ(x) in L
p(Ω,R) ∀p ∈ [1,∞) .
Combining these facts with the result of Proposition 4.1, we infer the following.
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Corollary 4.1. Let u ∈ BV (Ω, S1), satisfying div u = 0 in Ω and u · n = 0 on ∂Ω
(n is the unit normal to ∂Ω). Let ϕ ∈ BV (Ω,R) ∩ L∞ such that u = eiϕ a e. in
Ω. Consider a function ϕ¯ ∈ BV (R2,R) ∩ L∞ such that ϕ¯ = ϕ a.e. in Ω, supp ϕ¯ is

























∣∣∣ν(x) · (eiγ(t,x) − eiϕ−(x)) ∣∣∣2dt
}
dH1(x) ,
where γ and p defined by (4.3) and (4.4) respectively. Moreover,
lim
ε→0+
ψε(x) = ϕ(x) in L
p(Ω,R) ∀p ∈ [1,∞) .
Next we turn to the minimization problem of the term on the r.h.s. of (4.29), over
all kernels η ∈ V, analogously to that was done in [16] and [17]. By the same method,
as there, we can obtain the following.
Lemma 4.1. Let Yϕ(η) : V → R be defined as the r.h.s. of (4.29). Then,
(4.30) inf
η∈V



























ν(x) · (eit − eiϕ−(x)) ∣∣2dt∣∣∣∣dH1(x) .















∣∣divx T tu∣∣ dx dt ,
where we (as in [19]), consider T tϕ := inf(ϕ, t) and T tu := e i T
tϕ.
Proof of Theorem 1.2. The case of ϕ ∈ BV (Ω,R) ∩ L∞ follows easily from Corollary
4.1 and Lemma 4.1 by using a standard diagonal argument as in the proofs of [17,
Theorem 1.1 and Theorem 1.2].
22
It remains to consider the case of an unbounded ϕ ∈ BV (Ω,R), such that eiϕ(x) =
u(x) a.e. in Ω. First recall that by [6] there exists ϕ0 ∈ BV (Ω,R)∩L∞(Ω,R) satisfying
eiϕ0(x) = u(x) a.e. in Ω. Then ϕ(x) = ϕ0(x) + 2pil(x) where l ∈ BV (Ω,Z). For each




l(x) x ∈ Ω, |l(x)| ≤ n,
n x ∈ Ω, l(x) > n,
−n x ∈ Ω, l(x) < −n ,
ϕn(x) := ϕ0(x) + 2piln(x) .
Clearly ϕn ∈ BV (Ω)∩L∞(Ω) and eiϕn(x) = u(x) a.e. in Ω. From the case of a bounded
ϕ, considered above, it follows that for each n there exists a family {vn,ε}ε>0 ⊂






















eit − eiϕ−n (x)) ∣∣2dt∣∣∣∣dH1(x) .
Since for any x ∈ Ω we have |ϕn(x)| ≤ |ϕ0(x)| + 2pi|l(x)| while ϕn(x) = ϕ(x) for n
sufficiently large, we deduce by dominated convergence that
lim
n→∞
ϕn(x) = ϕ(x) in L
1(Ω,R) .
Put λn(x) := |ϕ+n (x)− ϕ−n (x)|. For HN−1-almost every x ∈ Jϕ0 ∪ Jl we have λn(x) ≤∣∣ϕ+0 (x) − ϕ−0 (x)∣∣ + 2pi∣∣l+(x) − l−(x)∣∣, while λn(x) = |ϕ+(x) − ϕ−(x)| for sufficiently
large n. Moreover, HN−1(Jϕn \ (Jϕ0 ∪ Jl)) = 0 and νn(x) = ν(x) for HN−1-a.e.





















ν(x) · (eit − eiϕ−(x)) ∣∣2dt∣∣∣∣dH1(x) .
To complete the proof, we apply to {vn,ε} a standard diagonal argument. 
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