The article applies unit-level logit mixed models to estimating small-area weighted sums of probabilities. The model parameters are estimated by the method of simulated moments (MSM). The empirical best predictor (EBP) of weighted sums of probabilities is calculated and compared with plug-in estimators. An approximation to the mean-squared error (MSE) of the EBP is derived and a bias-corrected MSE estimator is given and compared with parametric bootstrap alternatives. Some simulation experiments are carried out to study the empirical behavior of the model parameter MSM estimators, the EBP and plug-in estimators and the MSE estimators. An application to the estimation of poverty proportions in the counties of the region of Valencia, Spain, is given.
Introduction
This article deals with the estimation of weighted sums of probabilities in domains where the sample size is not large enough to obtain reliable direct estimates. Small-area estimation (SAE) deals with this problem by introducing model-based or model-assisted estimators. See the monographs of Rao (2003) and Rao and Molina (2015) , and the reviews of Ghosh and Rao (1994) , Rao (1999) , Pfeffermann (2002 Pfeffermann ( , 2013 , and Jiang and Lahiri (2006) for an introduction to SAE.
The binomial-logit mixed models are generalized linear mixed models (GLMM) that take into account the between-domains variability that it is not explained through auxiliary variables by introducing random effects. The random effects are usually assumed to be normally distributed. Inferences based on GLMMs have some computational difficulties because the likelihood may involve high-dimensional integrals which cannot be evaluated analytically. This article uses the method of simulated moments (MSM), introduced by Jiang (1998) , to fit the proposed model. This method approximates the method of moments (MM), is computationally attractive, and gives consistent estimators of model parameters. models, Esteban et al. (2012a,b) , Marhuenda et al. (2013) , and Morales et al. (2015) give EBLUPs of poverty proportions.
The article is organized as follows. Section 2 introduces the unit-level binomial-logit mixed model and the employed fitting algorithm. Section 3 presents the EBPs (which in this article are synthetic because they assume random effects given small area are zero mean) and the plug-in estimators of weighted sums of probabilities. Section 4 gives an approximation to the MSE of the EBP and four estimators. The first two MSE estimators are plug-in derivations of the MSE approximation, without and with bias correction term. The third and fourth MSE estimators are based on parametric bootstrap. Section 5 presents three simulation experiments. The first simulation studies the behavior of the MSM fitting algorithm. The second simulation compares the performances of the EBPs and the plug-in estimators. The third simulation deals with the MSE estimators proposed in Section 4. All use relatively small populations in comparison with real-life applications. Section 6 applies the developed methodology to data from the SLCS2012 using model-based synthetic estimators with small-area level random effects only. The target is the estimation of poverty proportions at county level. Section 7 gives a discussion and some conclusions.
The article contains four appendixes. Appendix A.1 gives the components of the updating equation of the MSM algorithm. Appendix A.2 contains the proof of Proposition 4.1. Appendix A.3 presents some routines for MSE calculation and Appendix A.4 describes approximations of some derivatives needed for MSE calculation.
The article employs the notation a ¼ 
The Model
This section introduces a unit-level binomial-logit mixed model and its MSM fitting algorithm. Let D be the number of small areas or domains, with d ¼ 1; : : : ; D. Let {v d : d ¼ 1; : : : ; D} be a set of independent and identically distributed (i.i.d.) Nð0; 1Þ random effects, which is a reasonable assumption for sufficiently large domains. Note that in this model, random effects at finer levels are not considered. In matrix notation, we have where m dj is a known size parameter. The binomial distribution is typically employed for counting numbers of successes. In official statistics, the sample units can be individuals, households, companies and so on. For individuals, we can investigate the presence of a characteristic of interest and the corresponding size parameter is one. For households and companies, we might be interested in counting the number of household members with lactose intolerance or the number of employees with a high salary. Then the size parameter is the number of household members or company workers, respectively. In all cases, we can assume that the size parameters are known quantities for the sampled elements. Note that in the model there is assumed to be no clustering at survey primary sampling unit level or at household level.
For the natural parameter, we assume 
ð2:3Þ
where f is the standard normal probability density function and
Let u ¼ ðb 0 ; fÞ 0 be the vector of model parameters. To fit the unit-level binomial-logit mixed model, we employ the MSM algorithm suggested by Jiang (1998) . A natural set of equations for applying the method of moments is
where 
where f is the standard normal probability density function and 
and where the symbol ¼: stands for notation, 
Note that the census unit-record data {x dj } is not needed to construct the EBPs (3.3) and (3.4), provided an implicit structure is assumed for the census data and no continuous variables are to be included in the survey-based model. 
Remark 3.1. We can further define the population proportion
By applying the Tchebysheff's inequality, it holds that
5 . Further, if q dk < 0:20 for all k, then k d < 0:16 and N d < 16;000 is smaller than the domain sizes appearing in the application to real data presented in Section 6. Thus, m d can be assumed to be a good approximation of Y d .
The MSE of the EBP
This section presents an approximation and gives four estimators of the MSE of the EBP of
: : : ; D, j ¼ 1; : : : ; n d , and that all the n d s are bounded to be finite. This is the situation of the application to real data of Section 6. A consequence of the last assumption is that the total sample size n and the number of domains D are of the same order. The MSE of the EBP can be decomposed into the following form
The second term of MSEðm d Þ is
The first and second terms of g d ðuÞ are
where c d was defined in (3.4), Hereafter the symbols oð:Þ; Oð:Þ are understood in an appropriate sense, for example in probability. We assume that the x dj s fulfill the regularity condition (23) of Jiang (2003) . Then, we have jû 2 u j ¼ OðD 21=2 Þ and
By the independence of y d and y d2 , we have
where
If the x dj s also fulfill the regularity conditions (24) and (25) of Jiang (2003), then we may replaceû d2 byû, an estimator of u based on all data, and we obtain 
We have that Letû be a truncated MM estimator. This is to saŷ
whereũ ¼ ðb 1 ; : : : ;b p ;fÞ 0 is an MM estimator. Under regularity conditions (23) - (25) of Jiang (2003) it can be proved that E½û 2 u ¼ OðD 21 Þ holds for the MM and for the truncated MM estimator (see Jiang 2003, 123) . In what follows, we assume that E½û 2 u ¼ OðD 21 Þ holds. By the Taylor expansion, we have
and hence
where 3. Output:
Simulation Experiments
In this section we present three simulation experiments. They are fully model-based and are linked to the case study of Section 6, but with much smaller sample and population sizes. All of them use the same simulation environment, which can be described in the following way. Take 
where y dj ¼ 1 (¼ 0) indicates that individual j of domain d is (not) below the poverty line and p dj is the corresponding binomial probability. We choose D ¼ 30 as a round figure close to the number D ¼ 34 of domains in the real data. As some of the theoretical results are asymptotic, we investigate cases with small to medium sample sizes. The selected scenario resembles the application to real data. For computational reasons, the population size N ¼ 30;000 is much smaller than the population size N ¼ 4;990:277 of the study case. Nevertheless, the simulations are illustrative and give useful information about how the methodology works in practice. Simulation 1 investigates the behavior of the model parameter estimators. Simulation 2 calculates the bias and the MSE of the EBP and the plug-in estimators under different scenarios. Simulation 3 compares the introduced MSE estimators.
Simulation 1
The target of Simulation 1 is to check the behavior of the fitting algorithm. The steps of Simulation 1 are 1. Repeat K ¼ 1,000 times (k ¼ 1; : : : ; K). 
Simulation 2
The target of Simulation 2 is to investigate the behavior of the EBP, the plug-in (IN The SYN is based on the model without random effects and it is calculated from the corresponding parameter estimatesũ. Figures 1 and 3 show that the MSE of the EBP is lower than the MSE of the SYN, overall for domain samples sizes greater than ten. Furthermore, the EBP has slightly lower bias than the SYN. Further, the EBP has slightly lower bias and MSE than the IN. 
Simulation 3
The target of Simulation 3 is to investigate the behavior of the four MSE estimators, the analytic estimator mse 0 ð m d Þ, the analytic estimator with bias correction mse 1 ð m d Þ, the bootstrap estimator mse * ð m^dÞ and the double-bootstrap bias-corrected estimator mse ** ð m^dÞ of the EBP. The number of first-stage bootstrap resamples is B 1 ¼ 100. By following Erciulescu and Fuller (2014) , the number of second-stage bootstrap resamples is B 2 ¼ 1. The steps of Simulation 3 are 1. Repeat K ¼ 1;000 times (k ¼ 1; : : : ; K) 1.1. Generate the population in the same way as described at the beginning of this section. 2. For every mse [ {mse 0 ; mse 1 ; mse * ; mse ** }, calculate
where E , which increases exponentially with n d when j is around n d =2, for Figure 6 we present results of this estimator for n d ¼ 40. We can observe that for this sample size, the estimator mse * d is practically unbiased and the double bootstrap is not needed. Survey to estimate poverty indicators. We use the SLCS2012 data from the Autonomous Community of Valencia (East of Spain). This region has three provinces, Alicante, Castellón and Valencia, encoded as 3, 12, and 46 by the Spanish Statistical Office. The provinces are partitioned into 9, 8, and 17 comarcas (counties) respectively, but only 8, 4, and 14 appear in the SLCS2012. The target domains are the counties, there are thus D ¼ 34 domains, but not all of them appear in the sample. The SLCS2012 sample size is n ¼ 2; 678. The SCLS2012 is a two-stage area sampling design with census section as the primary units and main family addresses as the ultimate sampling units. The sampling frame is the Population Census updated from the Municipal Register. The SLCS2012 gives information about the equivalent personal incomes, which are obtained by dividing the total household income by the equivalent total of household members. This total is calculated as a weighted sum assigning weights 1 to the first adult, 0.5 to remaining adults and 0.3 to children under 14 years of age. The weighting for obtaining the equivalent household size and income in the SLCS2012 file is done by following the instructions of EUROSTAT. The weights are based on socioeconomic theory and are not sampling weights.
Application to SLCS Data

Alleviating poverty is one of the main social tasks in the European Union (EU). Following the instructions of EUROSTAT, European countries implement a Living Conditions
The Spanish Statistical Office builds the data files of the SLCS2012 and assigns the same household equivalent income to all the household members. Because of this fact, individual-level models are not as explanatory as they hypothetically could be. One could think of fitting models at the household level. However, we cannot follow such approach because the domain-level aggregated auxiliary variables, which are used to construct a model-based census, are only available for individuals and not for households.
EUROSTAT defines the poverty line as the 60% of the median of the equivalent personal incomes in the whole country. A person is classified as poor if their equivalent personal income (denoted as E dj for individual j of domain d) is lower than the poverty line. The poverty proportion is the proportion of people below the poverty line. The 2012 poverty line is z ¼ 6;840 (in euros per annum per person) for the region of Valencia. The poverty proportions at the domain levels are This article estimates domain poverty proportions by using the EBPs of the corresponding weighted sums of probabilities based on unit-level logit mixed models, with random effects at domain level only. This approach requires unit-level survey data for fitting the models, and cross-classified domain level census data for constructing the EBPs. At the unit level, data is taken from the SLCS2012 and the target variable indicates whether individuals are below the poverty line (or not). As the target variable is dichotomic, we employ logit regression models.
In addition to the SLCS2012 data, we take auxiliary aggregated data from the 2012 Labour Force Survey (SLFS2012) file, which contains survey data about the labor market. The sizes of domains crossed by labor status (employed, unemployed, inactive and below 15 years old) are taken from this file. Note that by summing up in the labor categories we obtain the estimated domain sizes. We have taken the estimated domain sizes from SLFS2012 in the estimation of the EBPs. The 2012 population size for the region of Valencia, estimated from SLFS2012, is N ¼ 4;990:277.
We remark that we have estimated the population sizes N dk using SLFS2012 data and we have ignored their variability. As we have not got good covariates at the county level from Spanish administrative registers, we have instead employed SLFS2012 data and have taken the selected covariates as true aggregated values. This is a drawback of this application to real data, as it leads to underestimates of the MSE. Nevertheless, the sample size of the SLFS2012 is much higher than the one of the SLCS2012. This is why we have followed this practical approach. Table 3 presents the estimates of the model parameters and the corresponding p-values. We observe that the more people are employed and inactive, the smaller is the probability of being below the poverty line, and the more people are unemployed, the bigger is this probability.
Pearson residuals are calculated for each domain and covariate class. Conditionally on v d , the sum of y dj over the domain d and the covariate class k is binomially distributed with parameters ðN dk ; p dk Þ, where N dk is the number of observations in the area d and the covariate class k and p dk is the corresponding model probability. Figure 7 (left) presents a dispersion graph of residuals. The residuals are mainly located in the interval ð22; 2Þ and they do not present any visible nonrandom pattern. Figure 7 (right) presents a boxplot of the residuals. The marked residual 7 is an outlier under the standard normal distribution. We have also fitted Model (6.2) to the data without the observations belonging to the subset (domain crossed by covariate class) marked by 7. The obtained parameter estimates do not differ significantly from the one appearing in Table 3 . Therefore, we calculate the EBPs with the parameter estimates given by this table.
In order to check the assumption that the random effects at domain level have the standard normal distribution, we calculated the EBPv d of the random effects v d and we present their Q-Q plot in Figure 8 . We can observe quite good agreement and moreover, the Kolmogorov-Smirnov test does not reject the hypothesis H 0 : Fv d ¼ F Nð0;1Þ with p-value equal to 0.9653. Because random effects at finer levels are not incorporated into the model, these cannot be tested. Table 4 presents the direct (dir) and EBP (ebp) estimates of the domain poverty proportions, the corresponding variance (var) and bootstrap MSE (mse) estimates and the relative root mean-squared errors in % (rrmse). We have employed the simple parametric bootstrap with B ¼ 500 resamples. The columns labeled n andN contain the SLCS2012 sample sizes and the SLFS2012-based estimated population sizes (number of individuals), respectively. The columns labeled prov and com indicate the provinces and the counties, respectively. Table 4 shows that the EBPs have lower MSEs conditional on the model being correct than the direct estimates in areas with small sample sizes (n d , 90) and comparable or slightly higher MSEs in the rest of domains. Table 5 presents the EBPs (ebp) of the domain poverty proportions, the corresponding MSE estimates (mse) and the relative root mean-squared errors in % (rrmse) for counties with zero sample size in SLCS2012. For these counties, the direct estimators are not calculable, as there is no sample. 
Discussion and Conclusions
Binomial-logit regression models are a flexible class of modelling dichotomic and count variables. This work estimates poverty proportions in counties of the region of Valencia, Spain, by using a model-based unit-level logit mixed model with a domain-level random error (but without reference to survey clustering or survey weighting), and using predictors of weighted sums of probabilities. We fit the model by the method of simulated moments. We consider the EBP and two plug-in estimators and we compare them in a simulation study, based (due to computational complexity) on a small sample and a very small census.
The assumed binomial-logit model with normally distributed domain random effects is widely used in small-area estimation when the parameter of interest is a proportion or a sum of probabilities. The model can be extended from v d , Normal to v d , F, where F is a cumulative distribution function with support on the real line. The extension to heteroscedasticity can also be formulated. If we do this however, we would have to study which of the properties of the binomial logit-normal models still hold in the new model, or how they are modified. Working with a well-studied model has the advantage of having mathematical (e.g., asymptotic) results on the model parameter estimators. In particular, some properties established by Jiang (1998 Jiang ( , 2003 and Jiang and Lahiri (2001) are employed in the article to derive the approximation to the model-based MSE of the EBP, conditional on a specified model and without random effects at levels finer than domain.
For the EBP, we derive a model-based MSE and introduce four estimators. The first two are analytic estimators without and with bias correction of the second order. The third and fourth estimators are based on a parametric bootstrap. We analyze the behavior of the proposed estimators in a small simulation study. Estimating the bias correction term is computationally intensive and the results of the analytic estimators without and with bias correction are quite similar for very small domain sample sizes, although this conclusion may require modification if cluster and household level random effects are included or survey weighting used. The MSE analytical estimators are consistent, but they are not practical for medium-and large-domain sample sizes, because the calculation of the term Our simulations are computationally intensive in two senses. First, they are carried out at the unit level as we deal with unit-level models and not at the area level. Second and more importantly, all the considered methodology is computationally expensive. The fitting method (MSM) proposed by Jiang (1998) has nice asymptotic properties and allows approximating the MSE of the EBP. However, it requires solving a nonlinear system of equations by using a Newton-Raphson algorithm, where the components of the updating formula have to be approximated by Monte Carlo simulation in each algorithm step. Therefore, it is not a high-speed procedure. The calculation of the EBPs for d ¼ 1; : : : ; D, requires evaluating integrals by Monte Carlo simulation. This is again time consuming. The calculation of the MSE estimators (analytic and bootstrap) are even more time consuming than the calculation of the EBPs.
The computational burden is not a major problem for the application of the model to real data (with only one sample) provided domain sizes are kept small, but it is a major problem for the 1,000 samples in the simulation (which is why sample and population sizes have been kept very small there). For example, we parallelized Simulation 3 in several computers and they ran for two weeks before obtaining the results. This is why we have simplified the simulation scenario and have implemented a reduced-in-size version. The small sample and population sizes necessary for the simulation do however reduce general applicability of the results. Jiang and Lahiri (2001) did not present any application to data. This article shows that the EBP methodology may with further development be applicable to real small-area estimation problems. One exception is Jiang and Lahiri's MSE estimator, which would instead need an alternative computationally feasible approach. As a good alternative, we suggest the introduced parametric bootstrap procedure, which does not have the same computational drawbacks, is easy to implement, and has generally good behavior.
In the application to poverty data from the SLCS2012, we use the EBPs to estimate poverty proportions. We take the model-based MSE for a synthetic estimator estimated via the parametric bootstrap as a performance measure. The units are taken to be individuals, not households, and the model is fitted without adjustment for the complex structure of the survey design. From the point of view of modelling the survey data, it would be better to work with households as sampling units (instead of individuals), because some survey variables (like income) are household variables. The problem appears when calculating the EBPs. In the Spanish case, we do not have a full unit-record census file and we instead need to rely on categorical covariates only, taken from census cross tabulations. Consequently, the population sizes available in covariates classes crossed by domains are individual based. The corresponding information is not available for households. This is the reason we have treated individuals as sampling units. The introduced model has only one random effect for domains. In future, we might consider hierarchical models with random effects on the different levels of the hierarchy. This would allow more accurate modelling, including household effects. The model proposed in this article is however purely model-based, without reference to the structure of the complex survey design, so does not include stratification, clustering or survey-based weighting. Therefore, model assumptions need to be comprehensively checked to the extent possible by using diagnostic tools, like graphical methods, testing procedures and residual analysis. For a simple random sample, at unit level the {y dj } are independent, conditional on the model and the domain-level random effects. The same is true if we consider stratified random sampling with domains nested within strata. For more complex designs (like a design clustered within domains) this assumption will not hold.
Another issue that remains to be studied is how survey weighting could be included in the analysis. For example, how best to introduce the survey weights in the model-based methodology to reduce the design bias of predictors? The difficult problems linked with survey-design issues for small-area predictors based on binomial-logit mixed models will require further research.
Appendix
A.1. Components of MM Newton-Raphson Algorithm
The MM Newton-Raphson algorithm is specified if we calculate the expectations appearing in f ðuÞ and its partial derivatives. 
A.4. Derivatives Needed to Calculate MSE Components
To calculate the approximation of the terms c d and particularly B d we need to evaluate first and second order derivatives of g d ðuÞ and M k ðuÞ (cf. Proposition 4.1.). In this appendix we present formulas for derivatives of these and other necessary terms with respect to parameters b r , r ¼ 1; : : : ; p, in the case of first order and with respect to b s b r , r; s ¼ 1; : : : ; p, in the case of second order. The derivatives with respect to f, b r f and f 2 can be obtained in a similar form and they are omitted here. 
