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Abstract
Many graphical Gaussian selection methods in a Bayesian framework use
the G-Wishart as the conjugate prior on the precision matrix. The Bayes
factor to compare a model governed by a graph G and a model governed by
the neighbouring graph G−e, derived from G by deleting an edge e, is function
of the ratios of prior and posterior normalizing constants of the G-Wishart for
G and G−e.
While more recent methods avoid the computation of the posterior ratio,
computing the ratio of prior normalizing constants, (2) below, has remained a
computational stumbling block. In this paper, we propose an explicit analytic
approximation to (2) which is equal to the ratio of two Gamma functions eval-
uated at (δ+d)/2 and (δ+d+1)/2 respectively, where δ is the shape parameter
of the G-Wishart and d is the number of paths of length two between the end
points of e. This approximation allows us to avoid Monte Carlo methods, is
computationally inexpensive and is scalable to high-dimensional problems. We
show that the ratio of the approximation to the true value is always between
zero and one and so, one cannot incur wild errors.
In the particular case where the paths between the end points of e are
disjoint, we show that the approximation is very good. When the paths be-
tween these two end points are not disjoint we give a sufficient condition for
the approximation to be good. Numerical results show that the ratio of the ap-
proximation to the true value of the prior ratio is always between .55 and 1 and
very often close to 1. We compare the results obtained with a model search
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using our approximation and a search using the double Metropolis-Hastings
algorithm to compute the prior ratio. The results are extremely close.
Keywords: approximation of Bayes factors; G-Wishart; graphical Gaus-
sian model selection; normalizing constants.
1 Introduction
Given an undirected graph G = (V,E) where V is a finite set V = {1, . . . , p} and E is
the set of undirected edges, we say that the GaussianN(0,Σ) variableX = (Xi, i ∈ V )
is Markov with respect to G if Xi is independent of Xj given all the other variables
whenever there no edge (i, j) in E. It is well-known (Lauritzen, 1996) that in that
case the precision matrix K = Σ−1 belongs to the cone PG of positive definite matrices
with Kij = 0 whenever (i, j) 6∈ E. One can then define the graphical Gaussian model
Markov with respect to a given graph G as the family of distributions
NG = {N(0,Σ) | K = Σ−1 ∈ PG}.
Graphical Gaussian models form nowadays one of the basic tools used to analyze
high-dimensional complex continuous data. Model selection in this class of models
has thus been the topic of much research both from the frequentist and Bayesian
point of view. The model is defined by both the graph G and the precision matrix
K. Model search in the frequentist framework is done by maximizing a penalized
likelihood (see (Friedman et al., 2008)): this yields simultaneously the best (in that
sense) G and K by determining which entries of the precision matrix are zero and
estimating the others. In the Bayesian framework, model search has traditionally
been based on the comparison of the posterior distribution of each model, each model
being represented by a graph G. The selected models are the models with the highest
posterior probabilities and the corresponding K is then estimated through sampling
of the posterior distribution of K. An essential element of Bayesian inference is thus
the prior distribution on the parameter K. Most model selection methods use the
so-called G-Wishart which is the conjugate prior as defined by Roverato (2002). The
density of the G-Wishart can be written as
f(K | G) = 1
IG(δ,D)
|K| δ−22 exp{−1
2
〈K,D〉}1PG(K) (1)
where |K| denotes the determinant of K, the symmetric matrix D and the scalar δ
are called, respectively, the scale and shape parameters, and 〈K,D〉 = tr(KD) is the
inner product of K and D. For δ > 2 and D positive definite, the normalizing constant
IG(δ,D) is finite. Given a sample x = (x1, . . . , xn) from the Gaussian distribution in
NG, let S =
∑n
i=1 xix
t
i. The posterior density of G given x is then
P (G | x) ∝ IG(δ + n,D + S)
IG(δ,D)
∫
PG
|K| δ+n−22 exp{−1
2
〈K, (D + S)〉} dK .
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Early methods for graphical Gaussian model selection consisted of a Markov chain or
some stochastic search to move through the space of graphs, see Jones et al. (2005),
Scott and Carvalho (2008), Wong et al. (2003). This approach is not feasible for
high-dimensional data for two reasons: the Markov chains are slow and the prior
and posterior normalizing constants for each graph G visited are hard to evaluate
numerically.
More recent methodologies use Markov chains on the joint space of (Σ, G) see
Giudici and Green (1999) for decomposable graphs only, or (K,G), see (Dobra and
Lenkoski, 2011, Dobra et al., 2011, Wang and Li, 2012, Mohammadi and Wit, 2015)
for arbitrary undirected graphs. The joint posterior distribution of (K,G) is
f(K,G | x) = |K|
δ+n−2
2
(2pi)np/2IG(δ,D)
exp{−1
2
〈K, (D + S)〉}
The advantage of this approach is that the posterior normalizing constant does not
come into play. In the absence of prior information, the parameter D is taken to
be the identity Ip. Thus to compute the acceptance probabilities in the chain, the
only quantity which is computationally expensive is the ratio of prior normalizing
constants
IG−e(δ, Ip)
IG(δ, Ip)
(2)
where G−e = (V,E−e) is the graph obtained from G by removing one edge e and
D = Ip.
The aim of this paper is to provide an approximation to (2) which is easy to
compute and allows for graphical Gaussian model selection for high-dimensional data
in a fast, scale-free and reasonably accurate manner with minimal computational
burden.
In practice, the normalizing constants in (2) are computed in two ways, either
using the Laplace approximation to an integral or the method given by Atay-Kayis
and Massam (2005). The Laplace approximation is accurate only if the density of
the prior distribution is similar in shape to a multivariate normal distribution: this
requires that the shape parameter δ be high (see for example Lenkoski and Dobra
(2011)). Since, in order to minimize the impact of the prior distribution on inference,
δ is traditionally chosen to be 3, which is not high, this approximation is not accurate.
Atay-Kayis and Massam (2005) expressed IG(δ,D) as the product of a constant
and an expected value. For D = I, this expression is
IG(δ, I) =
p∏
i=1
2
δ+νi
2 (2pi)νi/2Γ(
δ + νi
2
)E(fE(ψE)) (3)
where, for a given order of the vertices, νi is the number of neighbours of vertex i which
have a numbering larger than or equal to i+ 1, ψE is the incomplete upper triangular
3
matrix with entries corresponding to the edges of G in the Cholesky decomposition
K = ψtψ of K, and the function fE will be defined in (7). The entries of ψE are
called free because, as we shall see in the next section, all other entries of ψ are
expressed in terms of ψE. It follows from (3) that approximating (2) is equivalent to
approximating
E(fE−e(ψE−e))
E(fE(ψE))
. (4)
It was observed, numerically, without proof, by the authors of Mohammadi and Wit
(2015) that the ratio (2) could be reasonably approximated as follows:
IG−e(δ, Ip)
IG(δ, Ip)
≈ 1
2
√
pi
Γ( δ+d
2
)
Γ( δ+d+1
2
)
(5)
where d is the number of paths of length two linking the two end points q and p of
e. We want to establish that approximation (5) is reasonable. As we will explain in
detail below, we can only give a proof of (5) when certain conditions are satisfied,
and we will see, theoretically and numerically, that the accuracy of the approximation
depends on the configuration of the graph. However, from our theoretical results and
numerical examples, we believe that this approximation can be used whether the
accuracy is good or somewhat less good.
At this point two remarks are called for. First, we recall that a recent paper Uh-
ler et al. (2018) gives the exact analytic expression of these integrals. However, this
expression is mathematically complex and, at the present time, impossible to imple-
ment practically. Second, there has been recent work, see Wang (2012) and Wang
(2015), that does not use the G-Wishart as a prior but rather a mixture of normals
on each entry of K. These methods also scale up to high-dimensional problems but
require the choice of shrinkage or mixture parameters. In Section 6, we compare the
method of Wang (2015) and the method of Mohammadi and Wit (2015) using the
approximation above to (2). We see that these two methods are equivalent in compu-
tational time and complexity. In Wang and Li (2012), the author avoids normalizing
constants altogether by using the double Metropolis-Hastings algorithm but that is
computationally very expensive.
Our work in this paper is devoted to the proof, under some conditions, of approx-
imation (5). This, as we will see, is equivalent to showing that I1 = E(fE−e(ψE−e))
can be reasonably approximated by a similar quantity I2 where the paths between q
and p of length greater two are simply ignored. Though, at this point, we have not
defined the quantities D,A and b, let us say that, formally, we have
I1 = E
(
e−
D
2 e−
(A+b)2
2
)
, I2 = E
(
e−
D
2 e−
A2
2
)
,
where D concerns the missing edges of G, A+ b concerns the additional missing edge
e in G−e and more particularly, A concerns the paths of length two between q and
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p, and b concerns the paths of length greater than two. So approximating I1 by I2,
i.e. approximating I1/I2 by 1 simply consists of dropping the paths of length greater
than two between q and p in G−e.
In fact, in Theorems 4.1 and 5.2, we will show that I1/I2 is always less than 1 so
that the relative error 1− I1/I2 is always positive. It means that the error made by
ignoring the paths of length greater than two is never wild and incontrolable . The
ratio I1/I2 less than 1 also means that we have
E(fE−e(ψE−e))
E(fE(ψE))
=
I1
E(fE(ψE))
<
I2
E(fE(ψE))
,
so that, by using approximation (5), we replace the Bayes factor
P (G−e | S)
P (G | S) =
IG−e(δ + n, Ip + S)
IG(δ + n, Ip + S)
IG(δ, Ip)
IG−e(δ, Ip)
by a bigger quantity, which means that by using (5), we will slightly favor the sparser
graph G−e.
We distinguish two cases according to whether the paths between the end points
q and p of e are disjoint or not. In the case where the paths between q and p are
disjoint, our main result is Theorem 4.1 which gives an upper bound B for the relative
error I1/I2 and thus gives the accuracy of (5), which depends on the numbers of paths
of various lengths. We see that the more paths of length two between the extreme
points of e, the more accurate the approximation.We also see that, in fact, the actual
error is much smaller than the theoretical upper bound even when the number of
paths of length 2 is small.
In the more delicate case where the paths between q and p are not disjoint, our
main result is Theorem 5.2. Unlike what is happening in the first case, it is impossible
to have fairly precise information on the behaviour of D,A, b, b1. We do show that
the distribution of b1 is a continuous scale mixture of centered normal distributions
which admits a unique normal distribution N(0, vD) approximation, and we show
that when the variance vD is small, then the approximation I1/I2 ≈ 1 is good, and
thus, so is approximation (5). So, we see that vD small is a sufficient condition
for approximation (5) to be good but it is in no way a necessary condition, as we
will see in Section 5.5. Indeed the approximation to I1 in Theorem 5.2 might be
poor while approximation (5) is good. We illustrate the results given by our two
main theorems with the computation of I1/I2 over a variety of scenarios. These
numerical results are given in Section 4 and 5. In Section 6, we perform a model
search on simulated data from random, cluster and scale-free graphs with 50, 100 and
150 vertices. We use the Birth and Death Markov Chain Monte-Carlo (abbreviated
BDMCMC) method of Mohammadi and Wit (2015) and we compute ratio (2) in
two ways, using the double Metropolis-Hastings algorithm and using approximation
(5). All measurements, specificity, sensitivity and Matthews correlation coefficient,
indicate that the results using both methods are very close.
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Figure 1: (a) A graph with disjoint paths between q and p. (b) A graph with several
non-disjoint paths between q and p. (c) The graph induced by the two disjoint paths
{q, 6, p} and {q, 2, 3, 4, 5, p} is separated from vertex 1 by the complete separator
{2, q}.
2 Preliminaries
2.1 Notation and definitions
Definition 2.1. A path λ of length t+1 between two vertices l and k of G is a sequence
{l, 1λ, 2λ, . . . , tλ, k} of distinct vertices such that (l, 1λ), (tλ, k) and (iλ, (i + 1)λ), i =
1, . . . , t are edges of G.
Two paths between l and k are said to be disjoint if they have no vertex other
than l and k in common. Figure 1 (a) shows that the only paths between q and p are
λ1 = {q, 1λ1 , 2λ1 , 3λ1 , 4λ1 , p}, λ2 = {q, 1λ2 , 2λ2 , p}, λ3 = {q, 1λ3 , p}
and they are disjoint, while there are several paths between q and p in Figure 1 (b)
such as
{q, 4, 7, p}, {q, 3, 6, 7, p}, {q, 4, 1, 2, 1, 4, 3, 6, 3, 4, 1, 2, 5, p}
and they are clearly not disjoint.
2.2 The normalizing constant IG(δ,D) as an expectation
In a first step, we recall how (6) was obtained in Atay-Kayis and Massam (2005). Let
K be the precision matrix and K = ψtψ its Cholesky decomposition where ψ is upper
triangular with positive diagonal elements. Let E be the complement of E in the set
of all possible edges in a graph with vertex set V , i.e. E indexes the missing edges of
G. Given the fact that Kij = 0, (i, j) ∈ E, through simple matrix multiplication, we
can easily verify that
ψE = (ψij, (i, j) ∈ E,ψii, i ∈ V )
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is in 1-1 correspondence with KE = (Kij, (i, j) ∈ E,Kii, i ∈ V ) and that the entries
of ψE = (ψij, (i, j) ∈ E) can be expressed in terms of ψE. Thus the entries of ψE
are called free variables while the entries of ψE are non-free variables. Using the
change of variables from KE to ψE, Atay-Kayis and Massam (2005) showed that the
normalizing constant IG(δ,D) can be expressed as a known constant multiplied by
the expected value of a function of ψE. In the particular case where D = Ip, which is
of concern to us, the result is as follows.
Proposition 2.1. For each vertex i = 1, . . . , p of the graph undirected G, let νi be
the number of neighbours of i which have a numbering larger than or equal to i + 1.
Then, we have
IG(δ, I) =
p∏
i=1
2
δ+νi
2 (2pi)νi/2Γ(
δ + νi
2
)E(fE(ψE)) (6)
where
fE(ψE) = e
− 1
2
∑
(i,j)∈E ψ
2
ij (7)
and the expected value is taken with respect to a product of independent N(0, 1) for
ψij, (i, j) ∈ E and χ2(δ+νi)/2 distribution for ψ2ii, i = 1, . . . , p.
The value if IG(δ, I) is, of course, independent of the ordering of the vertices and
so, without loss of generality, in the remainder of this paper, we will assume that the
vertices defining the edge e are q = p − 1 and p, that is the two extreme points of e
are numbered last. For convenience, we write
ψe = ψqp
which is a non-free variable in the graph G−e be the graph obtained from G by
removing the edge (q, p) while it is a free variable in the graph G. We have the
following result.
Proposition 2.2. Let G−e be the graph obtained from G by removing the edge e =
(q, p). The ratio of the prior normalizing constants for G−e and G is then equal to
IG−e(δ, I)
IG(δ, I)
=
1
2
√
pi
Γ(δ/2)
Γ((δ + 1)/2)
E
(
exp−1
2
(
∑
(i,j)∈E¯ ψ
2
ij + ψ
2
e)
)
E(exp−1
2
∑
(i,j)∈E¯ ψ
2
ij)
. (8)
Let nb(i) denote the set of neighbours of i ∈ V . The proof of Proposition 2.2
is immediate if we observe that, since νi is equal to the cardinality of nb(i) ∩ {i +
1, . . . , p}, i = 1, . . . , p, the only νi that changes between G−e and G is the vertex νq
and, clearly, νG−eq = 0 while ν
G
q = 1. Then (8) follows immediately from (6).
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3 The problem
From simple matrix multiplication (see also equations (6), (7) and (31) in Atay-Kayis
and Massam (2005)), we know that the non-free entries of ψ are such that
ψ1j = 0, ψij = −
∑i−1
k=1 ψliψlj
ψii
, i 6= 1. (9)
The variables ψli or ψlj in the expression of ψij above may be free or non-free variables.
Remark 3.1. If ψij is non-free, it follows from (9) that ψij can only be function of free
variables ψlk, l 6= k such that l ≤ i and k < j and ψll, l ≤ i.
We will say that there is a path of length 2 between vertices q and p if there exists
l ∈ {1, . . . , p − 2} such that both (l, q) and (l, p) belong to E. Let d be the number
of (necessarily disjoint) paths of length 2 between q and p, as in (5). Again, since the
value of IG(δ, I) does not depend upon the order of the vertices, from now on in this
paper, we will assume that these vertices l, which are neighbours to both q and p, are
numbered p − 1 − d, p − 1 − (d − 1), . . . , p − 1 − 1. Then, with this convention, we
have ψe = A+ b where
A = −
∑p−1−1
l=p−1−d ψlqψlp
ψqq
, b = −
∑p−1−(d+1)
l=1 ψlqψlp
ψqq
. (10)
For the sake of brevity, we will also use the notations
b1 = ψqqb, D =
∑
(i,j)∈E¯
ψ2ij. (11)
Remark 3.2. The numbering we have adopted for vertices that are neighbours both
to q and p ensures that A is independent of b and D.
With the notations above, (8) can be written
IG−e(δ,D)
IG(δ,D)
=
1
2
√
pi
Γ(δ/2)
Γ((δ + 1)/2)
E
(
e−
D
2 e−
(A+b)2
2
)
E
(
e−
D
2
) .
Our aim is to avoid the Monte Carlo calculations necessary to compute this ratio,
and, towards this goal, to prove that we have the following approximation:
E
(
e−
D
2 e−
(A+b)2
2
)
E
(
e−
D
2 e−
A2
2
) ≈ 1. (12)
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If we prove that (12) holds, then we will have
IG−e(δ,D)
IG(δ,D)
≈ 1
2
√
pi
Γ(δ/2)
Γ((δ + 1)/2)
E
(
e−
D
2 e−
A2
2
)
E
(
e−
D
2
) . (13)
From Remarks 3.1 and 3.2 and the fact that the variables in the expression of A are
all free variables, it follows that D and A are independent and thus
E
(
e−
D
2 e−
A2
2
)
= E
(
e−
D
2
)
E
(
e−
A2
2
)
.
By (48) in Appendix 8.1, we have the analytic expression
E
(
e−
A2
2
)
=
Γ((δ + d)/2)Γ((δ + 1)/2)
Γ(δ/2)Γ((δ + d+ 1)/2)
and thus (13) becomes
IG−e(δ,D)
IG(δ,D)
≈ 1
2
√
pi
Γ((δ + d)/2)
Γ((δ + d+ 1)/2)
which is the approximation (5) that we want to prove. The remainder of this paper
will therefore be devoted to proving approximation (12) and to analyzing its accuracy.
For convenience, we will also adopt the notation
I1 = E
(
e−
D
2 e−
(A+b)2
2
)
, I2 = E
(
e−
D
2 e−
A2
2
)
. (14)
In the case where the paths between q and p are disjoint, we are able to give an
analytic upper bound for the relative error. This is done in Theorem 4.1. In Section
5, we consider the case where the paths are not disjoint. We then express I1/I2 as a
single integral in (35), and give an approximation to this integral which, under some
conditions, is close to 1. As mentioned before, this approximation could be far from
1 and yet I1/I2 could be close to 1: see Figure 4.
4 The paths between q and p are disjoint
A path λ ∈ Λ of length `λ + 1 will be written
λ = {q, 1λ, 2λ, . . . , `λ, p}. (15)
The set of all such paths λ between q and p is denoted Λ. We let Eλ, Vλ and V
(−1)
λ
be, respectively, the set of edges, the set of interior vertices of λ and the set of interior
points deprived of 1λ, i.e.
Eλ = {(1λ, q), (1λ, 2λ), . . . , (`λ, p)}, Vλ = {1λ, 2λ, . . . , `λ}, V (−1)λ = Vλ \ {1λ} .
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If L = |Λ| is the total number of minimum paths, we set an arbitrary order λ1, . . . , λL
of the path where, for convenience, we list the paths of length 2, i.e. `λ = 1 last.
Within each path λ, we order the vertices in Vλ following the path. The vertices q
and p are ranked last so that the order of the vertices in V is
1λ1 , . . . , `λ1 , 1λ2 , . . . , `λ2 , . . . , . . . , 1λL , . . . , `λL , q, p . (16)
Using these notations, the following lemma gives the expression for ψe in terms of the
free variables ψE.
Lemma 4.1. In the model with underlying graph G−e, the variables ψqp = ψe of the
Cholesky decomposition of K is expressed in terms of ψE as follows:
ψe =
∑
λ∈Λ
(−1)`λ
∏
a∈Eλ ψa
ψqq
∏
v∈V (−1)λ
ψvv
. (17)
The proof is simple and relies on a repeated application of (9). The details of the
proof are given in Appendix 8.2. We illustrate these calculations with an example.
Example 4.1. Consider the graph of Figure 1 (a) where for simplicity, we write ir
for iλr , r = 1, . . . , L, i = 1, . . . , `λr . The matrix ψ is as follows.
11 21 31 41 12 22 13 q p
ψ1111 ψ1121 0 0 0 0 0 ψ11q 0
ψ2121 ψ2131 0 0 0 0 ∗ 0
ψ3131 ψ3141 0 0 0 ∗ 0
ψ4141 0 0 0 ∗ ψ41p
ψ1212 ψ1222 0 ψ12q 0
ψ2222 0 ∗ ψ22p
ψ1313 ψ13q ψ13p
ψqq ∗
ψpp
where the entries marked with a ∗ are the non-free entries and are given as follows:
ψ21q = −
ψ1121ψ11q
ψ2121
, ψ31q =
ψ2131ψ1121ψ11q
ψ2121ψ3131
, ψ41q = −
ψ3141ψ2131ψ1121ψ11q
ψ2121ψ3131ψ4141
ψ22q = −
ψ1222ψ12q
ψ2222
,
ψqp = − 1
ψqq
(
ψ13qψ13q + ψ22qψ22p + ψ41qψ41p
)
= −ψ13qψ13q
ψqq
+
ψ1222ψ12qψ22p
ψqqψ2222
− ψ41pψ3141ψ2131ψ1121ψ11q
ψqqψ2121ψ3131ψ4141
.
Equation (17) is verified. We see that the different terms in ψqp above concern,
successively, the path of length 2, 3 and 4.
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We are now in a position to state and prove the first of our two main results
regarding the error made in the approximation (12) or equivalently (5).
Theorem 4.1. For A, b and D as defined in (10) and (11) respectively, we have
0 ≤ 1−
E
{
exp−1
2
(
D + (A+ b)2
)}
E
{
exp−1
2
(D + A2)
} ≤ B, (18)
where
B =
2
pir(δ)
δ
δ + 2
(∑
λ∈Λ
R`λδ
)
Rδ+d−1,
where d is the number of paths λ ∈ Λ of length 2, i.e. with `λ = 1, and
Rδ =
Γ( δ
2
)√
piΓ( δ+1
2
)
, r(δ) =
Γ(1
2
(δ + 1))2
Γ(1
2
δ)Γ(1
2
(δ + 2))
.
Moreover, A is independent of
∑
(i,j)∈E¯ ψ
2
ij and we have
E(e−
A2
2 ) =
Γ((δ + d)/2)Γ((δ + 1)/2)
Γ(δ/2)Γ((δ + d+ 1)/2)
. (19)
With an accuracy given by (18),
IG−e(δ, Ip)
IG(δ, Ip)
≈ 1
2
√
pi
Γ( δ+d
2
)
Γ( δ+d+1
2
)
. (20)
Before giving the proof of Theorem 4.1, we give in Table 2 the value of B under
different scenarios for graphs having five different paths between q and p. The different
graphs are indicated on the horizontal axis of Figure 2. Each sequence of four digits
indicates the number of paths of length 2,3,4 and 5 in the graph. For example, 3110
indicates the configuration where there are 3 disjoints paths of length two, 1 of length
three, 1 of length four and 0 of length five. For δ = 3,
B =
8
3pi
∑
λ∈ΛR
`λ
δ
Rδ+d
.
Proof. We rewrite A and b in (10) as
A =
A1√
Qδ
, b =
b1√
Qδ
=
∑
λ∈Λ,`λ≥2 b1λ√
Qδ
,
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Figure 2: The red dotted line is the graph of the error upper bound B in (18) for
δ = 3 and various paths. Below the red line are the boxplots of the relative error
1−I1/I2 computed using the simple Monte Carlo method of Atay-Kayis and Massam
(2005), with 100 iterations.
where
A1 = −
∑
λ∈Λ,lλ=1
ψ`λ,qψ`λ,p, b1 =
∑
λ∈Λ,`λ≥2
(−1)`λψ1λ,qψ`λ,p
`λ−1∏
jλ=1
ψjλ,(j+1)λ
ψ(j+1)λ,(j+1)λ
,
Qδ = ψ
2
qq, b1λ = ψ1λ,qψ`λ,p
`λ−1∏
jλ=1
ψjλ,(j+1)λ
ψ(j+1)λ,(j+1)λ
, λ ∈ Λ ,
with the convention that b1λ = 0 if `λ = 1, and
D =
∑
(i,j)∈E¯
ψ2ij =
∑
λ∈Λ
`λ∑
k=2
{
(−1)k−1ψ1λ,q
k−1∏
jλ=1
ψjλ,(j+1)λ
ψ(j+1)λ,(j+1)λ
}2
=
∑
λ∈Λ
Dλ .
All the entries appearing in the expression for A1, b1 and Qδ are free variables inde-
pendent of each other and those appearing in b1λ, λ ∈ Λ, `λ ≥ 2 are different from
those appearing in A1. Thus A1,
∑
λ∈Λ,`λ≥2 b1λ and Qδ are stochastically independent.
Moreover, according to Proposition 2.1, all ψij, i 6= j are N(0, 1) random variables
while ψ2ii follow a χ
2
δ+νi
distribution. In particular ψqq ∼ χ2δ .
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To prove (18), we thus have to find an upper bound for∣∣∣∣1− I1I2
∣∣∣∣ = ∣∣∣∣1− E(e−D2 e−
(A1+b1)
2
2Qδ )
E(e−D2 e−
A21
2Qδ )
∣∣∣∣ . (21)
In the sequel, we will often use the Gaussian equality which expresses that if Z ∼
N(0, σ2), then
E(eitZ) =
∫ +∞
−∞
eitze−
z2
2σ2
dz
σ
√
2pi
= e−
σ2t2
2 . (22)
Applying (22) with t = A1 + b1 and σ
2 = 1
Qδ
, we have
E(e−
D
2 e
− (A1+b1)2
2Qδ ) = E(e−
∑
λ∈Λ Dλ
2 e
− (A1+
∑
λ∈Λ b1λ)2
2Qδ )
= E
(
e−
∑
λ∈Λ Dλ
2
∫ +∞
−∞
eiA1x+i
∑
λ∈Λ b1λe−
Qδx
2
2
√
Qδ)
dx√
2pi
=
∫ +∞
−∞
E(eiA1x)
∏
λ∈Λ
E(e−
Dλ
2
+ib1λx)f(x)
dx√
2pi
where the last equality is due to the fact that A1 is independent of b1λ, Qδ and D,
and f(x) = E(e−
Qδx
2
2
√
Qδ). We note that
Qδ
2
∼ γ δ
2
where γ δ
2
denotes the Gamma
distribution with parameters ( δ
2
, 1), that is Qδ ∼ χ2δ , with density given by (46).
Thus
f(x) =
1
Γ(δ/2)
∫ +∞
0
e−yx
2−y√2yyδ/2−1dy = √2Γ((δ + 1)/2)
Γ(δ/2)
(1 + x2)−
δ+1
2 .
Similarly, we have
E(e−
D
2 e
− A
2
1
2Qδ ) =
∫ +∞
−∞
E(eiA1x)
∏
λ∈Λ
E(e−
Dλ
2 )f(x)dx
=
∏
λ∈Λ
E(e−
Dλ
2 )
∫ +∞
−∞
E(eiA1x)f(x)dx .
Thus
1− I1
I2
=
∫ +∞
−∞ E(e
iA1x)
{
E
(
e−
∑
λ∈Λ
Dλ
2 (1−∏λ∈Λ e+ib1λx))}f(x)dx∏
λ∈Λ E(e−
Dλ
2 )
∫ +∞
−∞ E(eiA1x)f(x)dx
.
Consider independent identically distributed random variables X1, . . . , Xn, . . . such
that X1 ∼ Z/
√
Q with Z ∼ N(0, 1) independent of Q which is chi-square distributed
with δ + 1 ≥ 4 degrees of freedom. For ` = `λ, λ ∈ Λ, we define
S` = X
2
1 +X
2
1X
2
2 + · · ·+ (X1 . . . X`−1)2, B` = X1X2 . . . X`−1. (23)
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We see that for λ ∈ Λ, we have
Dλ ∼ N1λqS`λ
b1λ ∼ N1λqN`λpB`λ . (24)
whereN1λq, N`λp are independentN(0, 1) random variables, independent ofX1, . . . , X`, . . ..
We note that, from the independence of the entries of ψE, we have that
(b1λ, Dλ, N1λq, N`λp), λ ∈ Λ
are mutually independent.
Omitting the index λ on `λ, and simplifying N1λq to Nq and N`λp to Np, we define
g`(x) = E
(
e−
N2q S`
2
+iNpNqB`x
)
. (25)
Then
I1 =
∫ ∞
−∞
E(eiA1x)
∏
λ∈Λ
g`λ(x)f(x)dx
I2 =
∫ ∞
−∞
E(eiA1x)
∏
λ∈Λ
g`λ(0)f(x)dx
and
I2 − I1
I2
=
∫∞
−∞ E(e
iA1x)
(∏
λ∈Λ g`λ(0)−
∏
λ∈Λ g`λ(x)
)
f(x)dx(∏
λ∈Λ g`λ(0)
) ∫∞
−∞ E(eiA1x)f(x)dx
. (26)
We note that the quantity E(eiA1x) has been computed in (50) and is positive. We
also note that by (22),
E
(
e−
N2q S`
2
+iNpNqB`x
)
= E
{
E
(
e−
N2q S`
2
+iNpNqB`x | Nq, S`, B`
)}
= E
{
e−
N2q S`
2 E
(
eiNpNqB`x | Nq, S`, B`
)}
= E
(
e−
N2q S`
2
− (NqB`x)
2
2
)
,
which shows that 0 ≤ g`(x) ≤ g`(0) and that 0 ≤ I2−I1I2 . By (52) applied to aλ =
g`λ(0), bλ = g`λ(x) and R = E(e
−N
2
qX
2
1
2 ), we have∏
λ∈Λ
g`λ(0)−
∏
λ∈Λ
g`λ(x) ≤
(∏
λ∈Λ
g`λ(0)
)∑
λ∈Λ
(g`λ(0)− g`λ(x))
g`λ(0)
.
14
Writing ` for `λ, we have that
g`(0)− g`(x) = E
(
e−
N2q S`
2 (1− eiNpNqB`x)
)
≤ E
(
e−
N2q S`
2 |NpNqX1 . . . X`−1|
)
|x|
≤ E
(
e−
N2qX
2
1
2 |NqX1|
)
E
(
|NpX2 . . . X`−1|
)
|x| (27)
=
2
pi
δ
δ + 2
R`δ |x|,
where the first inequality is due to the fact that |1 − eiNpNqB`x| ≤ |NpNqB`| |x|,
the second inequality is due to that fact that S` ≤ X21 and the independence of
(Nq, X1) and (Np, X2, . . . , X`−1), and the last equality is obtained using (53) and
(54). Moreover, by (55), we have that r(δ) ≤ g`(0). Thus
g`(0)− g`(x)
g`(0)
≤ 2
pir(δ)
δ
δ + 2
R`δ,
and equation (26) yields
0 ≤ I2 − I1
I2
≤
2
pir(δ)
δ
δ+2
(∑
λ∈Λ R
`λ
δ
) ∫∞
−∞ E(e
iA1x)|x|f(x)dx
| ∫∞−∞E(eiA1x)f(x)dx|
≤ 2
pir(δ)
δ
δ + 2
(∑
λ∈Λ
R`λδ
)∫∞
−∞ E(e
iA1x)|x|f(x)dx
| ∫∞−∞ E(eiA1x)f(x)dx|
=
2
pir(δ)
δ
δ + 2
(∑
λ∈Λ
R`λδ
)
Rδ+d−1
where the last equality is due to (51).
Before leaving the case of disjoint paths, let us note that this case holds also if
the following two conditions are satisfied:
1. The graph Gqp induced by a set of disjoint paths between q and p can be
separated by a complete separator from the remaining vertices.
2. The vertices that do not belong to this induced graph are labelled with numbers
strictly less than those in Gqp.
An example of such graph is given in Figure 1 (c). Indeed, it is immediate to verify
that the computation of ψe using (9) cannot use any path involving vertices with a
numbering less than those in Gqp. The fact that ψe only depends on the paths in Gqp
also follows from the fact that the vertices with a numbering less than those in Gqp
belong to a prime component different from that containing Gqp.
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5 The paths between q and p are not disjoint
When the paths between q and p are not disjoint, the expression of b becomes a lot
more complicated. It can be expressed in terms of variables ψj,p ∼ N(0, 1), j < p and
variables of the type
Xij =
ψij
ψjj
, i < j, (28)
where ψij, i ≤ j are free variables with ψij ∼ N(0, 1) for i < j and ψ2ii ∼ χ2δ+νi .
These are variables which, as in the previous section, are distributed like Z/
√
Q with
Z ∼ N(0, 1) independent of Q which is chi-square distributed with δ + 1 ≥ 4 degrees
of freedom.
For example, let we consider the graph of Figure 1 (b). There, tedious computa-
tions yield
b1 = ψ4qψ7pX
2
14X
2
12X
2
25X36X34X67 − ψ1qψ7pX14X212X225X36X34X67
ψ4qψ7pX
2
14X
2
12X
2
25X47 − ψ1qψ7pX14X212X225X47 + ψ4qψ7pX47
+ψ4qψ5pX
3
12X
3
25X
3
14X36X
2
34X36 − ψ1qψ5pX214X312X325X234X236
+ψ4qψ5pX12X14X25 − ψ1qψ5pX12X25 .
We see that b1 is the sum of polynomials in Xij, (i, j) ∈ E multiplied by the product
of two independent N(0, 1), as in the expression (24) of b1λ. But, unlike what is
happening in the case of disjoint paths between q and p, the polynomials here are
not linear in each Xij. We see in our example that some of them have degree 3, and
larger graphs would lead to polynomials of even higher degrees.
If we follow the argument parallel to that of the previous section, assuming that we
can find an inequality of the type (27), instead of having to bound E(|NpX1 . . . X`−1|),
we will have to find an upper bound for E(|Np
∏
X
sij
ij |). But, as proven in part 1 of
Proposition 8.3, the expected value of E(X
sij
ij ) is finite only for −1 < sij < δ + 1. In
practice δ is taken to be equal to 3. So, in the preceding example, this expected value
would be infinite and we could not find an upper bound. We therefore have to find
another argument to prove that I1/I2 is close to 1.
5.1 An integral expression for I1
Using the quantities, D,A,A1, b, b1 and Qδ defined in the previous section, we have
I1 = E
(
e−
D
2
− (A+b)2
2
)
= E
{
e−
D
2 E
(
e−
(A+b)2
2 | D˜
)}
= E
{
e−
D
2 JD(b1)
}
where
JD(b1) = E
(
e−
(A+b)2
2 | D˜
)
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and where we use the sign of conditioning on D˜ as a short notation to mean that we
are conditioning on each component ψij of ψE that comes into the expression of D,
that is ψij, (i, j) ∈ E with the condition that either (j ≥ q, i ≤ p − 1 − d − 1) or
j < q. This conditioning is important to remember since we will use it also in the
next subsection. We have
JD(b1) = E
(
e
− 1
2
(A1+b1)
2
Qδ | D˜
)
= E
(
e
− 1
2
(UV+b1)
2
Qδ | D˜
)
(29)
where U, V,Qδ are independent random variables such that U
2 ∼ χ2d, V ∼ N(0, 1)
and Qδ ∼ χ2δ . The second equality above is due to (49). Integrating with respect to
V ∼ N(0, 1), we obtain
JD(b1) = E
(
e
− 1
2
b21
U2+Qδ
√
Qδ
U2 +Qδ
| D˜
)
.
Now since B = Qδ
U2+Qδ
is Beta( δ
2
, d
2
) distributed and is independent of Y = U2 +Qδ ∼
χ2d+δ, we have
JD(b1) = E(
√
B)E
(
e−
1
2
b21
Y | D˜
)
and
E(
√
B) =
1
B( δ
2
, d
2
)
∫ 1
0
x
δ+1
2 (1− x) d2dx = Γ(
δ+1
2
)Γ( δ+d
2
)
Γ( δ+d+1
2
)Γ( δ
2
)
,
which is equal to E(e−A
2
2 ). Thus
JD(b1)
=
Γ( (d+δ)
2
)Γ( (δ+1)
2
)
Γ( (d+δ+1)
2
Γ( δ
2
)
∫ ∞
0
e−
b21
2y
− y
2 y
(d+δ)
2
−1 dy
2
(d+δ)
2 Γ( (d+δ)
2
)
(30)
= E(e−
A2
2 )E
(
e−
b21
2Y | D˜
)
(31)
I1 = E(e−
A2
2 )E
{
e−
D
2 E
(
e−
b21
2Y | D˜
)}
,
a new integral expression for I1. Now recall that by the numbering of the vertices on
paths of length two between q and p, and formula (9), A is stochastically independent
of D. Thus
I2 = E(e−
D
2 e−
A2
2 ) = E(e−
D
2 )E(e−
A2
2 )
and
I1
I2
=
E
{
e−
D
2 E
(
e−
1
2
b21
Y | D˜
)}
E
(
e−
D
2
) . (32)
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Remark 5.1. If we could show that, whatever the value of D˜, E(e− 12 b21/Y | D˜) can
uniformly be approximated by 1, then from (32), it would follow that I1/I2 can also
be approximated by 1. We are not able to quite achieve this goal but in the next
few subsections, we are going to show that, conditional on D˜, the distribution of b1
is a scale mixture of normal distributions. We then show that this scale mixture of
distributions admits a unique N(0, vD) approximation in the L
2(R) sense. And finally,
we show that a sufficient condition for E(e− 12 b21/Y | D˜) to be close to 1 is that vD is
close to 0 and we verify this result numerically. If vD is not close to 0, then indeed,
the approximation of E(e− 12 b21/Y | D˜) by 1 is not a good one. As already mentioned
at the end of Section 3, this does not imply that the approximation of I1/I2 by 1 is
not good. In fact, we will see, numerically, that when the paths between q and p are
disjoint and there are 4, 3 or 2 paths of length 2, then typically, vD is relatively large,
the approximation of E
(
e−
1
2
b21/Y | D˜
)
is not good but the approximation of I1/I2 by
1 is good, as predicted by Theorem 4.1.
Now, holding D˜ and b1 fixed, we want to express
E
(
e−
b21
2Y | D˜
)
=
∫ +∞
0
e−
b21
2y
− y
2 y
(d+δ)
2
−1dy
in terms of the Bessel function of the third kind K d+δ
2
. We recall that
Kq(x) =
1
2
∫ ∞
0
uq−1e−
1
2
x(u+ 1
u
)du
has the following property
2
(
b
a
)q
Kq(2ab) =
∫ ∞
0
yq−1e−a
2y− b2
y dy . (33)
Applying this property to a = 1/
√
2, b = b1/
√
2 and q = (d+ δ)/2 we obtain∫ ∞
0
e−
b21
2y
− y
2 y
(d+δ)
2
−1dy = 2b
(d+δ)
2
1 K (d+δ)
2
(b1), (34)
and from equations (30) and (31), it follows that
E
(
e−
b21
2Y | D˜
)
=
2b
(d+δ)
2
1 K (d+δ)
2
(b1)
2
δ+d
2 Γ( δ+d
2
)
.
Thus from (32), we obtain
I1
I2
=
1
2
δ+d
2 Γ( δ+d
2
)
E
{
e−
D
2 E
(
2b
1
2
(d+δ)
1 K 1
2
(d+δ)(b1) | D˜
)}
E
(
e−
D
2
) (35)
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where E
(
2b
1
2
(d+δ)
1 K 1
2
(d+δ)(b1) | D˜
)
is now taken with respect to b1. Next, we will
show that the distribution of b1 is a scale mixture of normal distribution which can
be approximated by another N(0, vD) distribution where the variance vD depends on
D˜. But, to do so, we must first express b1 as a bilinear form in two standard normal
random vectors.
5.2 Expression of b1 as a bilinear form, when conditioning by
D˜
In Section 3, we ordered the variables so that the d vertices on the paths of length 2
between q and p were numbered (p−1)−d, (p−1)−(d−1), . . . , (p−1)−1, distinguising
between these vertices and the remaining ones. If Aq = {i ∈ V | (q, i) ∈ E} and
Ap = {i ∈ V | (i, p) ∈ E}, we partition V further as I = F ∪ F− ∪ F+ ∪ F0 where
F = Aq ∩ Ap, F+ = Acq ∩ Ap, F− = Aq ∩ Acp, F0 = Acq ∩ Acp,
the set of vertices that are, respectively, neighbours of both q and p, neighbours of p
but not of q, neighbours of q but not of p and neighbours of neither q nor p. We also
define
v− = (v−i = ψi,q, i ∈ F−) v+ = (v+i = ψi,p, i ∈ F+).
We are going to express D and b as polynomials in v− and v+. More specifically, let
D1 =
∑
(i,j)∈E, j<q
ψ2ij.
We are going to prove the following
Proposition 5.1. There exist vectors M−i ∈ RF− and M+i ∈ RF+ with i ∈ {1, . . . , p−
d−2} such that if R− and R+ are the two symmetric matrices on F− and F+ defined
by
〈v−, R−v−〉 =
p−d−2∑
i=1
〈v−,M−i 〉2, 〈v+, R+v+〉 =
p−d−2∑
i=1
〈v+,M+i 〉2,
then we have
D = D1 + 〈v−, R−v−〉+ 〈v+, R+v+〉, (36)
b = − 1
ψqq
n−d−2∑
i=1
〈v−,M−i 〉〈v+,M+i 〉. (37)
The proof is given in Appendix 8.2.
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Example 5.1. Consider Graph 6 in Figure 3. Here n = 7, F0 = ∅, F− = {1, 2},
F+ = {3, 4}, F = {5}, d = 1 and ψE = (ψ14, ψ16, ψ23, ψ24, ψ26, ψ37, ψ47, ψ56, ψ57).
Thus
v− = (v−1 , v
−
2 ) = (ψ16, ψ26), v
+ = (v+1 , v
+
2 ) = (ψ37, ψ47).
Using the notation given in (28) for convenience, the non-free entries are
ψ34 = −X23ψ24,
ψ36 = −X23ψ26 = −(v−1 , v−2 )(0, X23)t = 〈v−,M−3 〉
M−3 = (0, X23)
ψ46 = −X223X24ψ26 −X24ψ26 −X14ψ16 = −(v−1 , v−2 )(X14, X24 +X223X24)t = 〈v−,M−4 〉
M−4 = −(X14, X24 +X223X24)t
ψe = A+ b, A = −X56ψ57,
b =
ψ26
ψ66
X223X24ψ47 +
ψ26
ψ66
X24ψ47 +
ψ16
ψ66
X14ψ47 +
ψ26
ψ66
X23ψ37
=
1
ψ66
(v−)tCv+,
where
C =
(
0 X14
X23 X24 +X
2
23X24
)
.
It also follows from the definition of v− that M−1 = (1, 0)
t,M t2 = (0, 1)
t. From the
definition of v+, we have M+1 = M
+
2 = (0, 0)
t and M+3 = (1, 0),M
+
4 = (0, 1)
t. We
can then verify that
C =
4∑
i=1
〈v−,M−i 〉〈v+,M+i 〉.
5.3 A normal approximation to the distribution of b1
We saw from the expression of D and b in (36) and (37) respectively, that if we condi-
tion on all the components of ψE entering the expression of D (which we abbreviate
as above as conditioning on D), then b1 can be expressed as the bilinear form in v
−
and v+,
b1 = (v
−)tC(v+),
where C =
∑p−d−2
i=1 (M
−
i )
t(M+i ) is a matrix of rank m = min(|F+|, |F−|). Once D˜ is
known, C is fixed. We are now going to show that, conditional on D˜, the distribution
of b1 is a continuous scale mixture of normal distributions.
Proposition 5.2. When conditioned by the random matrix C, the distribution of b1
is a continuous scale mixture of centered normal distributions.
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Figure 3: The six different graphs used in the numerical experiments of Section 5.5.
More precisely, b1 follows the same distribution as X
√
Y/2 where X and Y are in-
dependent with X ∼ N(0, 1) and Y = Y1
λ1
+· · ·+ Ym
λm
where Y1 . . . , Ym be iid gamma vari-
ables with scale parameter 1 and with shape parameter 1/2 and where 1/λ1, . . . , 1/λm
are the eigenvalues of CTC.
Proof. Let us first show that b1 follows the same distribution as X
√
Y/2. To do so,
it suffices to show that the two Laplace transforms E(esb1) and E(esX
√
Y/2) coincide.
Integrating this last expected value first with respect to X, holding Y fixed, and then
with respect to Y , we obtain
E(esX
√
Y/2) = E(es2Y/2) =
∏
j
1√
1− 1
2
λjs2
. (38)
Next, from (37) and then integrating with respect to v−, we have
E(esb1) = E(es〈v−,−Cv+〉) = E(e
1
2
s2‖Cv+‖2).
But the distribution of the quadratic form ‖Cv+‖2 = 〈v+, CTCv+〉 is the distribution
of ZTdiag(1/λ1, . . . , 1/λm)Z where Z = (Z1, . . . , Zm) are independent N(0, 1) random
variables. Thus b1 and X
√
Y/2 have the same Laplace transform.
To show that this distribution is a scale mixture of centered normals, we note that
if X ∼ N(0, 1) and V = Y/2 is any positive random variable with distribution µ(dv),
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then if U = X
√
Y/2, the density of U is
fU(u) =
∫ +∞
0
e−
u2
2v√
2piv
µ(dv).
So, the distribution of U , that is the distribution of b1, is a mixture of normal N(0, v)
distributions.
In the following proposition, we state that there is a unique normal N(0, v0) that
approximates this scale mixture of normal distributions best in the L2(R) sense.
Proposition 5.3. Let µ be a given probability on (0,+∞) and let
f(x) =
∫ ∞
0
e−
x2
2v√
2piv
µ(dv) (39)
be the density of a scale mixture of centered normal distributions with mixing measure
µ. Then the following is true.
1. f ∈ L2(R) if and only if, for V and V1 independent and following the same
distribution µ, it holds that
E
(
1√
V + V1
)
<∞.
2. Under these circumstances, there exists a unique v0 = v0(µ) > 0 which mini-
mizes
t 7→ IV (v) =
∫ ∞
−∞
[
f(x)− 1√
2piv
e−
x2
2v
]2
dx.
3. The number y0 = 1/v0 the unique positive solution of the equation∫ ∞
0
µ(dv)
(1 + vy)3/2
=
1
23/2
.
In particular, if µλ is the distribution of λV , then v0(µλ) = λv0(µ).
4. The value of I(v0) is
IV (v0) =
√
2
pi
(
E
(
1√
V + V1
)
− 2E
(
(
1√
V + v0
)
+
1√
2v0
)
.
5. Finally v0 ≤ E(V ).
The proof of this proposition can be found in (Letac and Massam, 2018). Applying
this proposition with the distribution of b1 for f , we deduce that there exists a unique
vD such that the normal N(0, vD) distribution best approximates the distribution of
b1.
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5.4 An expression for I1/I2 under the approximation b1 ∼
N(0, vD)
We will now derive an expression for I1/I2 when we approximate the distribution of
b1 by the N(0, vD) distribution. We start with the following lemma
Lemma 5.1. Under the approximation b1 ∼ N(0, vD), we have that
E
(
2b
δ+d
2
1 K δ+d
2
(b1) | D˜
)
= v
d+δ
2
D
∫ +∞
0
e−
tvD
2
t
δ+d
2
− 1
2√
t+ 1
dt . (40)
Proof. Letting q = δ+d
2
and using (33), for b1 ∼ N(0, vD), we have
E
(
2b
δ+d
2
1 K 1
2
(d+δ)(b1) | D˜
)
=
∫ +∞
−∞
e
− b
2
1
2vD√
2pivD
(∫ +∞
0
e−
b21
2y
− y
2 yq−1dy
)
dvD
=
∫ +∞
0
(∫ +∞
−∞
e
− y+vD
vDy
b21
√
2pivD
db1
)
e−
y
2 yq−1dy =
∫ +∞
0
√
y
y + vD
e−
y
2 yq−1dy
= vqD
∫ +∞
0
√
t
1 + t
e−
tvD
2 tq−1dt = vqD
∫ +∞
0
√
1
1 + t
e−
tvD
2 tq−
1
2dt
We can now state the second main result of the paper.
Theorem 5.2. Under the approximation b1 ∼ N(0, vD), the ratio I1/I2 in (35) can
be written
I1
I2
=
1
2
δ+d
2 Γ( δ+d
2
)
×
E
{
e−
D
2 v
δ+d
2
D
∫ +∞
0
1√
1+t
e−
tvD
2 t
δ+d
2
− 1
2dt
}
E
(
e−
D
2
) . (41)
Moreover, when vD is small, we have
1
2
δ+d
2 Γ( δ+d
2
)
∫ +∞
0
1√
1 + t
e−
tvD
2 t
δ+d
2
− 1
2dt = 1 +O(|vD
2
| δ+d2 −1) , (42)
and when vD can be uniformly bounded, for all D, by a small quantity, we have
I1
I2
= 1 +
E
(
e−
D
2 O(|vD
2
| δ+d2 −1)
)
E(e−D2 )
≈ 1 (43)
and from (32), approximation (5) holds.
It also holds that I1/I2 always satisfies
I1
I2
< 1.
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Proof. Equality (41) follows immediately from (40). To prove (42), we note that the
integral in the right-hand side of (40) is a confluent hypergeometric function of the
form
Γ(a)U(a, b, z) =
∫ +∞
0
e−ztta−1(1 + t)b−a−1dt,
with z = vD
2
, a− 1 = q− 1
2
, b− a− 1 = −1
2
, i.e. with z = vD
2
, a = q+ 1
2
, b = q+ 1
(see Abramovitz and Stegun (1972), p.505, formula 13.2.5) and from p.508, formula
13.5.6 of the same, we know that when |z| → 0 and b > 2, then
U(a, b, z) =
Γ(b− 1)
Γ(a)
z1−b +O(|z|b−2).
This yields immediately (42), and from (41), we obtain (43) and (5) holds. Finally,
the fact that I1/I2 is always less than 1 follows immediately from (32) since b1/Y is
always positive and e−b
2
1/Y < 1.
5.5 Discussion and simulations for small to moderate size
graphs
We have just proved that vD close to 0 is a sufficient condition for approximation (5)
to hold with accuracy proportional to |vD
2
| δ+d2 −1. This is not to say, though, that it is
a necessary condition. Indeed, the gray boxes in the top graph of Figure 4 give the
boxplots for the evaluations of 1− I1/I2 obtained using its expression in (41). Since
we cannot evaluate this quantity directly, we write instead
2
δ+d
2 Γ(
δ + d
2
)
I1
I2
=
E
(
e−
D
2 I3(D)
)
E
(
e−
D
2
) = ∫ I3(D)e−D2 pi(D)dD∫
e−
D
2 pi(D)dD
=
∫
I3(D)pi1(D)dD
where pi(D) is the unknown density of D, pi1(D) = e
−D
2 pi(D)(
∫
e−
D
2 pi(D)dD)−1 and
I3(D) is equal to the left-hand side of (42). We then approximate
∫
I3(D)pi1(D)dD
following the pseudocode given in Appendix 8.5. We see that the value of the relative
error 1− I1/I2 using (41) is rather large while we know from Theorem 4.1 and from
the boxplots of Figure 2 (also the white boxes in the top graph of Figure 4), where
the simple Monte-Carlo method of Atay-Kayis and Massam (2005) has been used,
that in fact approximation (5) is good.
From the bottom graph in Figure 4, we also verify that, following (42), when vD is
relatively large, for example for graphs with 4 paths of length 2 between q and p, the
approximation to I1/I2 given by (41) is poor while when vD is smaller, for example
when there are no paths of length 2, then this approximation becomes good.
In Table 1, for the six graphs of Figure 3, we give, on the first line, the quantity
”ratio MC” which is the approximation of I1/I2 using first the Monte-Carlo method
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Figure 4: Top: the red dotted line and the boxplots with boxes with white interiors
are as in Figure 2. The boxplots with boxes with shaded interiors are for the relative
error 1 − I1/I2 computed using (41). Bottom: Boxplots for the variance vD of b1,
given D. All boxplots have been obtained over 100 iterations with δ = 3.
of Atay-Kayis and Massam (2005), on the second line, ”ratio I1 I2” which is the
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approximation of I1/I2 obtained using (41) and, on the third line, the variance vD of
b1. Table 2 gives the same quantities for random graphs with edge probability 0.2, 0.5
or 0.7 and p = 10 or p = 20 vertices.
Graph 1 Graph 2 Graph 3 Graph 4 Graph 5 Graph 6
ratio MC 0.914 (0.005) 0.959 ( 0.004 ) 0.95 ( 0.003 ) 0.998 ( 0.001 ) 0.996 ( 0.002 ) 0.939 ( 0.007 )
ratio I1 I2 0.828 ( 0.008 ) 0.915 ( 0.008 ) 0.838 ( 0.011 ) 0.981 ( 0.007 ) 0.992 ( 0.003 ) 0.599 ( 0.026 )
v D 0.909 ( 0.07 ) 0.322 ( 0.037 ) 0.788 ( 0.082 ) 0.053 ( 0.022 ) 0.02 ( 0.007 ) 5.652 ( 0.817 )
Table 1: For the six graphs of Figure 3, ratio MC and ratio I1 I2 are the approxima-
tions to I1/I2 obtained through, respectively, the Monte-Carlo method of Atay-Kayis
and Massam (2005) and using (41).
p = 10 p=20
prob = 0.2 prob = 0.5 prob = 0.7 prob = 0.2 prob = 0.5 prob = 0.7
ratio MC 0.998 ( 0 ) 1 ( 0.016 ) 1 ( 0.031 ) 0.965 ( 0.004 ) 1.015 ( 0.092 ) 1.012 ( 0.089 )
ratio I1 I2 0.968 ( 0.01 ) 0.871 ( 0.013 ) 0.78 ( 0.015 ) 0.896 ( 0.011 ) 0.81 ( 0.03 ) 0.778 ( 0.038 )
v D 0.096 ( 0.033 ) 0.815 ( 0.105 ) 3.053 ( 0.302 ) 0.432 ( 0.053 ) 3.929 ( 1.125 ) 7.49 ( 1.17 )
Table 2: For random graphs with p = 10 or 20 vertices and probability of an edge
equal to 0.2, 0.5 or 0.7, ratio MC and ratio I1 I2 are the approximations to I1/I2
obtained through, respectively, the Monte Carlo method of Atay-Kayis and Massam
(2005) and using (41).
We see, from Table 1 that for the first five graphs for which d = 0, vD is small
and the ratio I1/I2, denoted ratio I1 I2, is close to 1, and therefore approximation
(5) is good. For the sixth graph with d = 1, vD is much larger and I1/I2 is close to
.6 rather than 1.
Table 2 gives a slightly different picture: we see vD varies but ratio I1 I2 remains
relatively good. We observe also that I1/I2 is close to 1 for sparse graphs and decreases
away from 1 as the density of the graph increases.
6 Model search using approximation (5)
In this section, we will perform model search on high-dimensional simulated data.
To perform this search we will use the BDMCMC method developed by Mohammadi
and Wit (2015). We refer the reader to this paper for details. Ratio (2) is central to
all the computations in this method and an approximation that bypasses the lengthy
Monte Carlo computations is essential. We compare the results of the model search
obtained using (5) and the double Metropolis-Hastings algorithm to compute (2).
We consider four different graph structures (see Figure 5):
1. Scale-free: A graph which has a power-law degree distribution generated by
the Baraba´si-Albert algorithm (Albert and Baraba´si, 2002).
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2. Random p: A graph in which edges are randomly generated from independent
Bernoulli distributions with mean equal to p.
3. Random 2p: The same as the Random p graph for Bernoulli distributions
with mean equal to 2p.
4. Cluster: A graph in which the number of clusters is max {2, [p/20]}. Each
cluster has the same structure as the Random p graph.
For each graph, we take δ = 3 and we consider various scenarios based on the
number of nodes p ∈ {50, 100, 150} and the sample size n ∈ {p, 2p}. We draw
n independent samples from the normal Np(0, K) distribution. All simulations are
performed using the BDgraph R package (Mohammadi and Wit, 2018), where ap-
proximation (5) and double Metropolis-Hastings have been implemented. See also
Mohammadi and Wit (2017).
random_p
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
random_2p
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
cluster
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
scale−free
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
Figure 5: An illustration of the 4 different undirected graph structures for the cases
with p = 150, as a number of nodes.
For each scenario, we evaluate the performance of the BDMCMC algorithm using
approximation (5) and the double Metropolis-Hastings algorithm to evaluate (2). For
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each scenario, we run the BDMCMC algorithm with both approximations 100, 000
times with 60, 000 iterations as burn-in.
Following Mohammadi and Wit (2015), model selection is based on Bayesian
model averaging. We first estimate the posterior probabilities for all possible edges
e = (i, j) in the graph using a Rao-Blackwellized estimate (Cappe´ et al., 2003, Section
2.5) as follows
Pr(e ∈ E|X) =
∑N
i=1 1(e ∈ E(i))W (K(i))∑N
i=1 W (K
(i))
, (44)
where N is the number of BDMCMC iteration and G(i) = (V,E(i)) is the graph of
sample i with precision matrix K(i) and W (K(i)) as the weight. Then, by using the
median probabilities model of Barbieri and Berger (2004), the selected graph is a
graph with edges for which the estimated posterior probabilities are greater than 0.5.
To evaluate the performance of graph structure learning, in Appendix 8.6, we
report the execution time of the BDMCMC algorithm using approximation (5) and the
double Metropolis-Hastings algorithm. We also report ROC curves, which depict the
true positive rate (TPR) as a function of the false postive rate (FPR), the sensitivity,
specificity and Matthews correlation coefficients (MCC) measurements, which are
defined as follows
Sensitivity =
TP
TP + FN
, Specificity =
TN
TN + FP
,
MCC =
(TP× TN)− (FP× FN)√
(TP + FP)(TP + FN)TN + FP)(TN + FN)
, (45)
where TP, TN, FP and FN are the number of true positives, true negatives, false
positives and false negatives, respectively. Sensitivity and Specificity return a value
between 0 and 1 and MCC returns a value between −1 and +1. For all three measures
the larger the values are, the better the result is. For more details see Baldi et al.
(2000).
The simulation results are summarized in Tables 3 below and Figures 6, 7, 8, 9 in
the Appendix. As we can see, in almost all cases the performance of the BDMCMC
algorithm based on both approximations is the same. In a few cases, approximation
(5) performs slightly better than the double Metropolis-Hastings approximation: this
happens especially when p is large: for example when p = 150 and n = 150 (see
Figure 8). This discrepancy is mainly due to convergence problems of the double
Metropolis-Hastings algorithm in high dimensions (see Liang 2010).
In summary, our simulation study shows that the approximation (5) performs well
especially for high-dimensional sparse graphs, which is the case for many real world
application such as in genetics.
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Table 3: Graph structure learning performance of the BDMCMC algorithm with
our approximation (BD-appro) and double Metropolis-Hastings approximation (BD-
DMH). The table presents the measures over 50 repetitions.
Specificity Sensitivity MCC
p n graph BD-appro BD-DMH BD-appro BD-DMH BD-appro BD-DMH
50
50
cluster 0.6 0.61 0.9 0.9 0.38 0.39
random p 0.62 0.61 0.9 0.91 0.33 0.34
random 2p 0.59 0.6 0.87 0.86 0.35 0.34
scale-free 0.66 0.65 0.9 0.9 0.34 0.34
100
cluster 0.69 0.67 0.95 0.96 0.56 0.58
random p 0.7 0.7 0.94 0.95 0.47 0.5
random 2p 0.65 0.64 0.93 0.94 0.51 0.52
scale-free 0.71 0.7 0.94 0.95 0.47 0.51
100
100
cluster 0.68 0.67 0.93 0.93 0.4 0.4
random p 0.72 0.7 0.94 0.94 0.37 0.38
random 2p 0.63 0.63 0.9 0.89 0.33 0.32
scale-free 0.69 0.68 0.92 0.92 0.32 0.32
200
cluster 0.75 0.74 0.96 0.97 0.57 0.6
random p 0.78 0.77 0.96 0.97 0.49 0.52
random 2p 0.71 0.7 0.95 0.96 0.5 0.52
scale-free 0.76 0.75 0.96 0.97 0.45 0.49
150
150
cluster 0.72 0.71 0.93 0.93 0.38 0.38
random p 0.75 0.74 0.94 0.94 0.32 0.33
random 2p 0.67 0.66 0.92 0.91 0.32 0.31
scale-free 0.73 0.72 0.93 0.93 0.29 0.29
300
cluster 0.79 0.78 0.96 0.97 0.52 0.55
random p 0.82 0.82 0.97 0.97 0.47 0.51
random 2p 0.74 0.73 0.96 0.96 0.47 0.48
scale-free 0.77 0.76 0.96 0.96 0.38 0.39
7 Conclusion
In this paper, we propose an approximation to the ratio (2) of prior normalizing
constants which allows for model selection without the heavy computational burden
of Monte Carlo methods such as the double Metropolis-Hastings algorithm. We have
first proved that I1/I2 < 1. This shows that I1/I2 takes values in the limited range
(0, 1). It also shows that (5) yields a Bayes factor which favours G−e compared to
G so that we know that a model search using our approximation will lead to sparser
graphs, a point we might want to correct with the help of an adequate prior on the
space of graphs. Second, we have given an analytic expression for the upper bound
to the relative error 1 − I1/I2 when the paths between the end points q and p of e
are disjoint. Third, we have proved that when the paths are not disjoint but vD, the
variance of the quantity D, which concerns all missing edges except e, is small, then
approximation (5) is of the order of |vD/2| δ+d2 −1. Moreover, numerical experiments
given in Sections 5.5 and 6 show that, most of the time, I1/I2 is reasonably close to
1: by this we mean that I1/I2 varies between .6 and .999.
Of course, in practice, one will not verify that either condition, disjoint paths or
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vD small, is satisfied. However, we think that our theoretical results, together with
our numerical experiments in Sections 5.5 and 6, give enough support to the use of
approximation (5) in place of Monte Carlo methods to evaluate (2).
8 Appendix
8.1 General results
We have the following two propositions. The standard gamma distribution with shape
parameter a > 0 is denoted by
γa(dx) =
1
Γ(a)
e−xxa−11(0,∞)(x)dx. (46)
The following two propositions are used to compute E(e−
A2
2 ).
Proposition 8.1. Let X, Y, Z be independent random variables with respective dis-
tributions γa, γb, γc. Then
E
(
e−sXY/Z
)
=
Γ(a+ c)Γ(b+ c)
Γ(c)Γ(a+ b+ c)
2F1(a, b; a+ c; 1− s) (47)
Proof. Since U = Y/Z follows a Beta distribution of the second kind with parameter
(b, c), that is
β
(2)
b,c (du) =
1
B(b, c)
ub−1
(1 + u)b+c
1(0,+∞)(u)du,
then
E
(
e−sXY/Z
)
=
1
B(b, c)
∫ +∞
0
E(e−suX)
ub−1
(1 + u)b+c
du
=
1
B(b, c)
∫ +∞
0
ub−1
(1 + u)b+c(1 + su)a
du
=
1
B(b, c)
∫ 1
0
vb−1(1− v)a+c−1
(1− v(1− s))a dv
which, by formula 15.3.1 of Abramovitz and Stegun (1972), yields the result.
Proposition 8.2. Let U1, . . . , Uk, V1 . . . , Vk, Q be independent random variables such
that Ui and Vj are N(0, 1) and such that Q is chi-square distributed with degree of
freedom δ. Then
E
(
e−
1
2Q(
∑k
i=1 UiVi)
2)
=
Γ((δ + k)/2)Γ((δ + 1)/2)
Γ(δ/2)Γ((δ + k + 1)/2)
. (48)
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Proof. This proposition is a direct consequence of the Proposition 8.1 with s = 1.
We apply (47) to Z = Q/2 and c = δ/2, to Y = V 21 /2 and b = 1/2 and to
X =
1
2
(U21 + · · ·+ U2k )
and a = k/2. The important remark is the fact that
k∑
i=1
UiVi ∼ (U21 + · · ·+ U2k )1/2V1. (49)
To see this we compute the Laplace transforms of both sides of (49). As a consequence
XY/Z ∼ 1
2Q
(∑k
i=1 UiVi
)2
.
The following lemma is used in the proof of Theorem 4.1.
Lemma 8.1.
E(eiA1x) =
1
(1 + x2)d/2
(50)
and ∫ +∞
−∞ E(e
iA1x)|x|f(x)dx∫ +∞
−∞ E(e
iA1x)f(x)dx
= Rδ+d−1 . (51)
Proof. Equation (50) holds because, with Ui, Vi, i = 1, . . . , k independent N(0, 1)
random variables, we have
E(eiA1x) = E(ei(U1V1+...+UdVd)) =
d∏
j=1
E(eiUjVj) = E(e−
U21x
2
2 )d =
1
(1 + x2)d/2
.
To show (51), consider
ρδ+d =
∫ +∞
−∞ E(e
iA1x)|x|f(x)dx∫ +∞
−∞ E(e
iA1x)f(x)dx
=
∫ +∞
−∞
1
(1+x2)d/2
|x| 1
(1+x2)(δ+1)/2
dx∫ +∞
−∞
1
(1+x2)d/2
1
(1+x2)(δ+1)/2
dx
Letting u = x2, dx = 1
2
√
u
du, we have
ρδ+d =
∫ +∞
0
u1/2−1/2du
(1+u)(δ+d+1)/2∫ +∞
0
u1/2−1du
(1+u)(δ+d+1)/2
=
B(1, (δ + d+ 1)/2)
B(1/2, (δ + d)/2)
= Rδ+d−1,
where Rδ+d−1 is defined in Theorem 4.1.
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Lemma 8.2. Let a1, . . . , an and b1, . . . , bn be complex numbers such that |bi| ≤
|ai|, i = 1, . . . , n. Then
|
n∏
i=1
ai −
n∏
i=1
bi| ≤
( n∏
i=1
|ai|
) n∑
j=1
|aj − bj|
|aj| (52)
Proof.
|a1 . . . an − b1 . . . bn| = |(a1 . . . an − b1a2 . . . an) + (b1a2 . . . an − b1b2a3 . . . an)
+ . . . . . .+ (b1 . . . bn−1an − b1b2 . . . bn)|
≤
n∑
j=1
|
j−1∏
i=1
bi
n∏
i=j
ai −
j∏
i=1
bi
n∏
i=j+1
ai| =
n∑
j=1
|(
j−1∏
i=1
bi
n∏
i=j+1
ai)||aj − bj|
≤
n∑
j=1
|(
j−1∏
i=1
ai
n∏
i=j+1
ai)||aj − bj| =
n∏
i=1
|ai|
n∑
j=1
|1− bj
aj
|
Lemma 8.3. Let X1, . . . , X`−1 be independent identically distributed random vari-
ables such that X1 ∼ Z/
√
Q with Z ∼ N(0, 1) independent of Q which is chi-square
distributed with δ+ 1 ≥ 4 degrees of freedom. Let Np and Nq also be standard normal
N(0, 1) random variables, mutually independent and independent of X1, . . . , X`−1. Let
Rδ =
Γ( δ
2
)√
piΓ( δ+1
2
)
. We then have the following expected values:
E(e−
N2qX
2
1
2 |NqX1|) =
√
2
pi
δ
δ + 2
Rδ (53)
and
E(|NpX1 . . . X`−1|) =
√
2
pi
R`−1δ . (54)
Proof. Let us first prove (53). The variable X21 follows a Beta distribution of the
second kind with parameter α = 1/2 and β = (δ + 1)/2. The density of such a
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variable is f(u) = 1
B(α,β)
uα−1
(1+u)α+β
1(0,+∞)(u). Thus
E(e−
N2qX
2
1
2 |NqX1|) = E{E(e−
N2qX
2
1
2 |NqX1| |X1)}
E(e−
N2qX
2
1
2 |NqX1| | X1) = |X1|
∫ +∞
−∞
|u|e−u
2(1+X21)
2
du√
2pi
=
√
2
pi
|X1|
(1 +X21 )
E(e−
N2qX
2
1
2 |NqX1|) =
√
2
pi
∫ +∞
0
1
B(1/2, (δ + 1)/2)
u2/2−1
(1 + u)(δ+2+2)/2
du
=
√
2
pi
B(1, δ/2 + 1)
B(1/2, (δ + 1)/2)
=
√
2
pi
δ
δ + 2
Rδ
Let us now consider (54). Using the mutual independence of Np, X1, . . . , X`−1 and
the fact that X2i , i = 1, . . . , ` − 1 follow a Beta distribution of the second kind with
parameters 1
2
, δ+1
2
, we have
E(|NpX1 . . . X`−1|) = E(|Np|)E(|X1|)`−1 =
√
2√
pi
( Γ( δ
2
)√
piΓ( δ+1
2
)
)`−1
=
√
2
pi
R`−1δ
Proposition 8.3. Let X1, . . . , Xn, . . . S` and B` as above.
1. For −1
2
< s < 1
2
(δ + 1) one has
E(X2s1 ) =
Γ(−1
2
+ s)
Γ(−1
2
)
Γ(−1
2
(−1
2
δ + 1)− s)
Γ(1
2
(δ + 1))
.
In particular if ψ(x) = Γ
′(x)
Γ(x)
then E(logX21 ) = ψ(
1
2
)− ψ(1
2
(δ + 1)) < 0 and the
variance of logX21 is ψ
′(1
2
) + ψ′(1
2
(δ + 1).
2. lim`(X1 . . . X`)
2/` = eE(logX
2
1 ) < 1, lim`B` = 0 and S = lim` S` exists almost
surely and is finite.
3. The distribution of S is β
(2)
1
2
, 1
2
δ
4. Denote
r(δ) =
Γ(−1
2
(δ + 1))2
Γ(−1
2
δ)Γ(−1
2
(δ + 2))
.
If N ∼ N(0, 1) is independent of X1 and S then E(e−− 12N2S) = r(δ), E(e−− 12N2X21 ) =
r(δ + 1). In particular if g`(x) is defined by (25) then
r(δ) < g`(0) < r(δ + 1). (55)
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Proof. 1) If U ∼ β(2)a,b clearly for −a < s < b one has
E(U s) =
1
B(a, b)
∫ ∞
0
ua+s−1du
(1 + u)a+s+b−s
=
B(a+ s, b− s)
B(a, b)
=
Γ(a+ s)
Γ(a)
Γ(b− s)
Γ(b)
.
As a consequence
E(logU) =
d
ds
E(U s)|s=0 = Γ
′(a)
Γ(a)
− Γ
′(b)
Γ(b)
= ψ(a)− ψ(b).
Furthermore the variance of logU is
d2
ds2
logE(U s)|s=0 = ψ′(a) + ψ′(b).
Since X1 ∼ Z/
√
Q then X21 ∼ −12Z2 × 2Q is the quotient of gamma variates of
parameters a = −1
2
and b = −1
2
(δ + 1) and this proves 1).
2) The series S =
∑∞
n=1X
2
1 . . . X
2
n converges almost surely, by the u
1/n
n Cauchy
criteria, since
(X1 . . . X`)
2/` = exp
1
`
∑`
i=1
logX2i
converges almost surely to eE(logX
2
1 ) < 1 from the law of large numbers.
3) Suppose that U ∼ β(2)a,b and V are independent and suppose that b > a. Then
U(1 + V ) ∼ V if and only if V ∼ β(2)a,b−a. See Chamayou and Letac (1991), Example
9. One applies this to U = X21 , V = S, a = −12 and b = −12(δ + 1) since S ′ =∑∞
i=2X
2
2 . . . X
2
i ∼ S and X21 (1 + S ′) = S.
4) The first part is an immediate consequence of Proposition 1. The second part
is clear since X21 ≤ S` < S.
It is useful to mention that
r(3) =
8
3pi
= 0.84.., r(4) =
9pi
32
= 0.88.., r(5) =
128
45pi
= 0.90.., r(6) =
75pi
256
= 0.92..,
From Abramovitz and Stegun page 258 we have the following informations. If
n ≥ 1 is an integer then, using the Euler constant γ = 0.57721...
ψ(−1
2
) = −γ − 2 log 2, ψ(−1
2
+ n) = ψ(−1
2
) + 2(1 +
1
3
+ · · ·+ 1
2n− 1),
ψ(n) = −γ + (1 + . . .+ 1
n
).
This leads to the following values of E(logX21 ) according to δ :
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−2.3863 (δ = 3); −2.766 (δ = 4); −2.8863 (δ = 5).
Similarly, for computing the variance of logX21 one uses Abramovitz and Stegun
page 260
ψ′(−1
2
) =
pi2
2
, ψ′(−1
2
+n) =
pi2
2
−4(1+ 1
3
+· · ·+ 1
(2n− 1)2 ), ψ(n) =
pi2
6
−(1+. . .+ 1
n2
).
For instance for δ = 3 the variance of logX21 is σ
2 = 2pi
2
3
− 1 = 5.79.. and σ = 2.36...
8.2 Proof of Lemma 4.1 and Proposition 5.2
8.3 Proof of Lemma 4.1
We note three important facts. First, the elements of the first row of the matrix ψ
are all zero except for those corresponding to the edges of the path λ1, i.e.
ψ1λ1 ,v = 0, v ∈ ∪λ∈ΛVλ, v 6= 1λ1 , q, 2λ1 . (56)
Second, as a consequence of (56) and (9), the remaining non-free entries in all the
columns of ψ except for the columns q and p, are equal to zero, i.e., for λ, λ′ ∈ Λ and
for λ ranked before λ′,
ψiλ,jλ′ = 0, 1λ < iλ < jλ′ , , jλ′ 6= q, p . (57)
Third, due to the first entry ψ1λ1 ,q of column q being free, none of the entries of
column q are necessarily zero. However, for each λ ∈ Λ, using iteratively (9), we
see that the entries of column p are zero except for the last one ψ`λ,p which is a free
variable, i.e.
ψjλ,p = 0, jλ < `λ , λ ∈ Λ . (58)
Applying (58), (57) and (9) yields
ψqp = −
∑
λ∈Λ
∑
iλ∈VΛψiλqψiλp
ψqq
. = −
∑
λ∈Λ ψ`λqψ`λp
ψqq
. (59)
The entries ψ`λp, λ ∈ Λ are free. The entries ψ`λq are obtained by successively
applying (9), (57) and the fact that ψ(j−1)λ,jλ , j = 1, . . . , (l − 1) are free. That is
ψ`λq = −
ψ(`−1)λ,`λψ(`−1)λ,q
ψ(`−1)λ,(`−1)λ
= +
ψ(`−1)λ,`λψ(`−2)λ,`λψ(`−2)λ,q
ψ(l−1)λ,(l−1)λψ(l−2)λ,(l−2)λ
= . . . = (−1)`λ−1ψ1λ,q
∏`−1
j=1 ψjλ,(j+1)λ∏`
j=2 ψjλ,jλ
= (−1)`λ−1ψ1λ,q
∏`−1
j=1 ψjλ,(j+1)λ∏`−1
j=1 ψ(j+1)λ,(j+1)λ
, (60)
= (−1)`λ−1ψ1λ,q
l−1∏
j=1
ψjλ,(j+1)λ
ψ(j+1)λ,(j+1)λ
.
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Equalities (59) and (60) together yield
ψe = ψqp =
∑
λ∈Λ
(−1)`λψ1λ,qψ`λ,p
∏`−1
j=1 ψjλ,(j+1)λ
ψqq
∏l
j=2 ψjλ,jλ
=
∑
λ∈Λ
(−1)`λψ`λ,p
ψ1λ,q
ψqq
`−1∏
j=1
ψjλ,(j+1)λ
ψ(j+1)λ,(j+1)λ
,
which is identical to (17).
8.4 Proof of Proposition 5.1
The proof follows from the expression of ψij, (i, j) ∈ E in (9) and the expression of
A, b and D in (10) and (11) respectively. Indeed
D = D1 +
∑
(i,q)∈E,i≤p−d−1
ψ2iq +
∑
(i,p)∈E,i≤p−d−1
ψ2ip.
By (9), each ψiq, (i, q) ∈ E is equal to the sum of products
ψiq = −
i−1∑
`=1
ψ`iψ`q
ψii
. (61)
Each of these ψ`i or ψ`q, ` = 1, . . . , p− d− 2 may be free or not free.
If ψ`q is free, ` necessarily belongs to F
− because it is a neighbour of q and, since
i ≤ p − d − 1 and ` ≤ i, it cannot be a neighbour of both q and p. If it is not free,
then, we write the expression of ψ`q according to (9) and we repeat this process until
ψ`q has been expressed in terms of a ratio of a product of ψuv, (u, v) ∈ E, u ≤ `, v ≤ q,
one of which is necessarily (since the sum (61) is finite) equal to ψu`q for some u` ≤
`, u` ∈ F−, and a product of ψvv, v ≤ `. Similarly ψ`i is free or not free and will be
expressed as a ratio of products of elements of ψE, none of which, in the numerator,
can be equal to ψu`q since it is the product of entries ψuv of ψ with u ≤ `, v ≤ i < q.
Thus, from (61), we can write, for each i = 1, . . . , p− d− 2
ψiq =
i−1∑
`=1
ψ`iψ`q
ψii
=
∑
u`,`∈F−
(M−i )`ψu`,q = 〈v−,M−i 〉, (62)
where (M−i )`, ` ∈ F− are the components of M−i , some of which can be equal to 0, if
the Cholesky equations (9) do not lead to that particular ` ∈ F−, or 1, if ` ∈ F−. A
similar argument holds for ψip and thus, with obvious notations∑
(i,q)∈E,i≤p−d−1
ψ2iq +
∑
(i,p)∈E,i≤p−d−1
ψ2ip = (〈v−,M−i 〉)2 + (〈v+,M+i 〉)2
= (v−)t
( p−d−2∑
i=1
M−i (M
−
i )
t
)
(v−) + (v+)t
( p−d−2∑
i=1
M+i (M
+
i )
t
)
(v+)
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and thus, for R− =
∑p−d−2
i=1 M
−
i (M
−
i )
t and R+ =
∑p−d−2
i=1 M
+
i (M
+
i )
t, (36) is proved.
Similarly, (37) follows from (62) and a similar equation for ψip.
8.5 Pseudocode for the evaluation of (40)
Let N be the number of iterations such as 103 or 106 for example. The value of (41)
is obtained through the following sequence of steps.
1. Generate D(l), l = 1, . . . , N the usual way. Divide the range of D into appro-
priate small intervals int(q), q = 1, . . . , Q, and for each interval int(q), compute
the relative frequency f (q).
2. Compute D(q) =
∑
D(l)∈int(q) D
(l)
Nf (q)
and r(q) = e
−D(q)2 f (q)∑Q
j=1 e
−D(j)2 f (j)
, q = 1, . . . , Q.
3. Sample M values of D(m),m = 1, . . . ,M with probabilities given by the empir-
ical distribution of the r(q), q = 1, . . . , Q
4. For each D(m), generate b
(m,k)
1 , k = 1, . . . , K the usual way. Compute vD(m) =∑K
k=1(b
(m,k)
1 −b1
(m)
)2
K
where b1
(m)
=
(b
(lmk)
1
K
.
5. Let λ(m) =
v
D(m)
2
. For p = δ+d
2
, compute
I5(D
(m)) =
(
vD(m)
)p
λ(m)
E
( tp− 12√
t+ 1
)
by simulating from the Exp(λ(m)) distribution for t.
6. Take the average 1
2
δ+d
2 Γ( δ+d
2
)
∑M
m=1 I5(D
(m))
M
as the estimate of I1/I2.
8.6 ROC plots
Below, we give the various graphs for Section 6.
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Figure 6: ROC curves for BDMCMC algorithm with the approximation (5)
(BDMCMC-appro) and BDMCMC algorithm with double Metropolis-Hastings
(BDMCMC-DMH), with 50 replications. Here, p = 50, n ∈ {50, 100}, and 4 dif-
ferent graph structures.
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Figure 7: ROC curves for BDMCMC algorithm with the approximation (5)
(BDMCMC-appro) and BDMCMC algorithm with double Metropolis-Hastings
(BDMCMC-DMH), with 50 replications. Here, p = 100, n ∈ {100, 200}, and 4
different graph structures.
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Figure 8: ROC curves for BDMCMC algorithm with the approximation (5)
(BDMCMC-appro) and BDMCMC algorithm with double Metropolis-Hastings
(BDMCMC-DMH), with 50 replications. Here, p = 150, n ∈ {150, 300}, and 4
different graph structures.
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Figure 9: Execution time for the BDMCMC algorithm with the approximation (5)
(BDMCMC-appro) and with double Metropolis-Hastings (BDMCMC-DMH). Time
is per minutes for 1000 iterations for different number of variables (p = 50, 100, 150).
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