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THE USE OF INTEGRAL TRANSFORMS I N  THE ESTIMATION 
OF TIME VARIABLE PARAMETERS 
By Henry C.  Lessing and D.  F ranc is  Crane 
Ames Research Center 
SUMMARY 
A s tudy has  been made of  t h e  concept of i n t e g r a l  t ransformat ions  app l i ed  
t o  t h e  d i f f e r e n t i a l  form of t h e  system equat ions and t h e  use of t hese  equa- 
t i o n s  i n  parameter e s t ima t ion .  The two p r i n c i p a l  r e s u l t s  of  t h i s  s tudy  are:  
the  ex tens ion  of t h e  t ransformation equat ions t o  e x p l i c i t l y  account f o r  t i m e  
v a r i a b i l i t y  of t h e  system parameters and an ex tens ion  of  t h e  a p p l i c a t i o n  of 
t h e  concept t o  t h e  output  e r r o r  formulat ion of t h e  parameter e s t ima t ion  prob- 
lem. I t  i s  shown t h a t ,  as a r e s u l t ,  t he  output  e r r o r  formulat ion acqui res  
s t a b i l i t y  p r o p e r t i e s  t h a t  were impossible prev ious ly .  
Experimental r e s u l t s  are presented  t o  i l l u s t r a t e  t h e  t h e o r e t i c a l  
developments. These r e s u l t s  show t h e  a b i l i t y  of t h e  new formulat ions t o  
es t imate  parameters  t h a t  are h ighly  v a r i a b l e  with time. 
INTRODUCTION 
The problem considered i n  t h i s  r e p o r t  can be  s t a t e d ,  i n  gene ra l ,  as one 
of ob ta in ing  information about a phys ica l  system from knowledge of i t s  inpu t  
and output .  A b a s i c  assumption w i l l  be made t h a t  t h e r e  i s  s u f f i c i e n t  under- 
s tanding  of t h e  system t o  permit  formulat ion of a mathematical d e s c r i p t i o n  of 
t he  process  involved.  In a g r e a t  major i ty  o f  engineer ing s i t u a t i o n s  t h i s  i s  a 
r e a l i s t i c  assumption; u sua l ly  enough is  known about t h e  system being i n v e s t i -  
gated so  t h a t ,  over  t h e  range of opera t ing  condi t ions  of i n t e r e s t ,  t h e  numeri- 
cal va lues  of t h e  system parameters a r e  t h e  primary unknowns r a t h e r  than  t h e  
mathematical s t r u c t u r e  of t h e  r e l a t i o n s h i p s  among them. 
The types of parameter  es t imat ion  formulat ion commonly c a l l e d  equat ion 
e r r o r  and output  e r r o r  are considered i n  t h i s  r e p o r t ,  wi th  primary emphasis 
on t h e  l a t t e r .  Both formulat ions may u t i l i z e  a predetermined mathematical 
desc r ip t ion  (system equat ion)  as j u s t  mentioned, bu t  t h e i r  opera t ion  i s  funda- 
mental ly  d i f f e r e n t .  If  t h e  system output  i s  completely r e l a t e d  t o  t h e  input  
through t h e  system equat ion ,  t h e  two schemes may be def ined  as fo l lows .  Equa- 
t i o n  e r r o r  i s  formed by weighting t h e  system v a r i a b l e s  with e s t ima tes  of  t h e  
system parameters and summing. If  t h e  parameter es t imates  equal  t h e  t r u e  pro-  
cess  parameters ,  t h e  sum w i l l  be zero;  i f  n o t ,  t h e  sum w i l l  equa l  a q u a n t i t y  
c a l l e d  the  equat ion e r r o r .  Output e r r o r  i s  formed by t h e  d i f f e r e n c e  between 
t h e  output  of  t h e  phys ica l  system being i n v e s t i g a t e d  and t h e  output  of  a model 
exc i t ed  by t h e  same inpu t  and descr ibed by t h e  same system equat ion b u t  whose 
parameters  are aga in  estimates o f  t h e  t r u e  system parameters .  
es t imated  and t r u e  parameters  are equal ,  t h e  outputs  of  t h e  system and model 
become equal ,  and t h e  output  e r r o r  vanishes .  
When t h e  
A s i g n i f i c a n t  cons ide ra t ion  wi th  regard  t o  t h e s e  methods relates t o  t h e  
v a r i a b l e s  appearing i n  t h e  system equat ion.  
systems can be descr ibed  wi th  acceptab le  accuracy by means of ord inary  d i f f e r -  
e n t i a l  equat ions ,  and t h e  g r e a t  ma jo r i ty  of parameter  es t imat ion  work has  been 
based on t h i s  class of  system. 
equat ion is t h a t  it i s  impossible  gene ra l ly  t o  measure t h e  d e r i v a t i v e s  of  t h e  
system inpu t  and output  appearing i n  i t .  
A very  l a rge  class of phys i ca l  
A fundamental d i f f i c u l t y  wi th  t h i s  type of  
One s o l u t i o n  t o  t h i s  problem was developed by Meissinger (ref. 1)  i n  t h e  
form of  parameter i n f luence  c o e f f i c i e n t s .  These in f luence  c o e f f i c i e n t s  are 
t h e  p a r t i a l  d e r i v a t i v e s  of system v a r i a b l e s  with r e s p e c t  t o  system parameters ,  
and thus  provide t h e  information necessary f o r  parameter  adjustment i n  t h e  
output  e r r o r  formulat ion descr ibed  above. 
s u c c e s s f u l l y  i n  a number o f  a p p l i c a t i o n s  (refs. 1 and 2 ) .  
This technique has  been used 
Another approach t o  t h e  problem, t h e  one wi th  which t h i s  r e p o r t  i s  
concerned, l i e s  i n  t ransforming t h e  system equat ion  s o  t h a t  it is  w r i t t e n  i n  
terms of  new s t a t e  v a r i a b l e s  t h a t  can be generated from those  t h a t  are mea- 
su rab le .  One of t h e  e a r l i e s t  r igorous  and u s e f u l  t ransformat ions  of t h i s  type 
t o  be appl ied  t o  parameter e s t ima t ion  was developed by Shinbrot  (ref.  3 ) .  H i s  
t ransformat ion  cons i s t ed  of  i n t e g r a l s  of  t h e  product  o f  system v a r i a b l e s  and 
appropr i a t e  "method func t ions  ." In  t h i s  way, t h e  system d i f f e r e n t i a l  equat ion 
was transformed i n t o  an equat ion with e a s i l y  obta ined  s t a t e  v a r i a b l e s ,  and 
parameter estimates were then  obtained by t h e  equat ion  e r r o r  (then c a l l e d  t h e  
equat ions of  motion) method. 
Much la te r ,  b u t  apparent ly  independently,  Zaborsky e t  a l .  ( r e f .  4) 
reder ived  Sh inbro t ' s  method i n  connection with t h e  i d e n t i f i c a t i o n  po r t ion  of  
an adapt ive f l i g h t - c o n t r o l  system. Again, t he  equat ion  e r r o r  type of param- 
e t e r  es t imat ion  was used.  I t  i s  i n t e r e s t i n g  t h a t  Zaborsky u t i l i z e d  a form of 
method func t ion  s p e c i f i c a l l y  excluded by Shinbrot  on t h e  b a s i s  of inaccuracy 
of t h e  parameter estimates. Although some problems of  t h i s  s o r t  were expe r i -  
enced, t h e  system apparent ly  worked wel l ,  and the  v a r i a b l e s  generated by t h e  
method func t ion  used were simple and r equ i r ed  a minimum of the  l imi t ed  
capac i ty  of  t h e  on-board computer. 
These t ransformat ions  may be viewed as convolut ions with t h e  impulse 
response of nonphysical ly  r e a l i z a b l e  f i l t e rs .  
c a l l y  r e a l i z a b l e  f i l t e r s  were developed almost s imultaneously by t h r e e  inde-  
pendent r e sea rche r s .  Valstar ( r e f .  5) and Rucker ( ref .  6) i n  the  United 
S t a t e s ,  and Young ( r e f .  7) i n  England, a l though motivated d i f f e r e n t l y  and 
approaching t h e  s u b j e c t  from s l i g h t l y  d i f f e r e n t  viewpoints ,  a r r ived  a t  essen-  
t i a l l y  i d e n t i c a l  r e s u l t s :  namely, t h a t  t h e  system d i f f e r e n t i a l  equat ion can 
be transformed i n t o  a more r e a d i l y  usable  s t a t e  v a r i a b l e  form by pass ing  t h e  
system input  and output  through success ive  p h y s i c a l l y  r e a l i z a b l e  transforma- 
t i o n  f i l t e r s .  
formulat ion of  t h e  parameter es t imat ion  problem. 
Transformations using phys i -  
Each r e sea rche r  u t i l i z e d  h i s  r e s u l t s  i n  an equat ion e r r o r  
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The t ransformat ion  formulat ions developed t o  d a t e  are s t r i c t l y  v a l i d  only 
f o r  cons tan t  parameter systems. 
der iv ing  t ransformat ion  equat ions t h a t  account f o r  t ime-var ian t  parameters .  
The p resen t  r e p o r t  extends t h e  concept by 
Another a spec t  of t hese  t ransformat ions  regards  t h e i r  i n t e r p r e t a t i o n .  A s  
noted,  t h e i r  developers  have taken t h e  p o i n t  of  view t h a t  they provide  only a 
genera l ized  equat ion e r r o r  s t r u c t u r e  f o r  parameter e s t ima t ion .  This  p o i n t  of  
view i s  a l s o  maintained i n  r e fe rence  8, where comparisons are made between t h e  
performance c a p a b i l i t i e s  of  equat ion e r r o r  and output  e r r o r  systems, and a 
p l a u s i b i l i t y  argument i s  given f o r  output  e r r o r  systems (based e s s e n t i a l l y  on 
Meissinger 's  i n f luence  c o e f f i c i e n t  approach) being s t a b l e  only f o r  s u f f i c i -  
e n t l y  low ga ins .  Asymptotic s t a b i l i t y  i s  proven f o r  t h e  genera l ized  equat ion 
e r r o r  system based on t h e  formulat ion of Rucker. 
t h a t  by t ak ing  t h e  viewpoint t h a t  t h e  transformed system equat ion r e p r e s e n t s  a 
genera l ized  model s t r u c t u r e ,  most of t h e  s t a b i l i t y  p r o p e r t i e s  a s soc ia t ed  with 
t h e  equat ion e r r o r  formulat ion a l s o  apply t o  t h e  output  e r r o r  case. 
The p resen t  r e p o r t  shows 
Experimental r e s u l t s  are presented  t o  i l l u s t r a t e  t h e  theory and concepts 
developed. 
NOTAT I ON 
parameters  of t h e  p l a n t  system equat ion 
system output  
equat ion  e r r o r  o r  ou tput  e r r o r  
c + n  
a d d i t i v e  n o i s e  o r  t ransformation o rde r  
performance c r i t e r i o n  
Lap l a c e  t r a n s  formation v a r i a b l e  
time 
r t h  t ransformat ion  of  a q u a n t i t y  q (eq. (6))  
i npu t  
parameter r a t e  of  change i n  pe rcen t  of  mean value p e r  second 
i t h  model ou tput  
dian dibm 
es t ima te  of - , -
d t i  d t i  
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T t ransformat ion  f i l t e r  time cons tan t ,  sec 
w frequency, r ad / sec  
frequency of  harmonic parameter v a r i a t i o n ,  rad /sec  
THEORETICAL DEVELOPMENT AND ANALYSIS 
Transformation of  a System Equation With Variable  Parameters 
Consider a system with input  u and output  c which can be descr ibed  by 
a d i f f e r e n t i a l  equat ion 
M 
t a n $ - c b m - = O  dmu 
n=o m=o d tm 
i n  which t h e r e  a r e  N + M + 1 
Operate on equat ion (1) with t h e  i n t e g r a l  t ransformat ion  
independent, poss ib ly  t ime varying,  parameters .  
Lt h ( t  - Sj)dSj  . . . s,i3 h(S, - S,)dS2 
This  t ransformat ion  c o n s i s t s  of  j convolut ions of  equat ion (1) with a 
t ransformat ion  f i l t e r  def ined  by an impulse response 
by t h e  i n t e g r a t i o n  l i m i t s ,  i s  t o  be t h a t  of  a p h y s i c a l l y  r e a l i z a b l e  system. 
For  t he  purposes of t h i s  r e p o r t ,  we w i l l  use  t h e  s imples t  f i l t e r  and t h e  one 
t h a t  has been employed most f r equen t ly ,  namely, a f i r s t - o r d e r  l a g  def ined  by 
the  system func t ion  
h ( t )  which, as ind ica t ed  
(3) 
1 
H ( s )  = Ts + 1 
o r  t h e  impulse response 
1 - t / T  h ( t )  = - e  
7 (4) 
4 
The d e t a i l s  o f  ca r ry ing  out  t h e  t ransformat ion  (2 )  u t i l i z i n g  t h i s  
gk(d q / d t  ) i s  given by 
impulse response are given i n  appendix A, where it i s  shown t h a t  t h e  
t ransformat ion  of  t h e  term 
j t h  
k k  
where 
j r k  
0 I k 5 max [N,M] 
q = c o r u  
g = a o r b  
and where 
i n i t i a l  condi t ions  of t h e  parameters ,  t h e  input  u ,  t h e  output  c ,  and t h e i r  
d e r i v a t i v e s .  The symbol Trq r ep resen t s  t h e  r t h  opera t ion  on q by t h e  
t ransformat ion  f i l t e r  descr ibed  by equat ions (3) and (4) : 
f ( t )  i s  an exponent ia l ly  decaying func t ion  of time generated by 
E,-t 52-53 5,-52 
1 (6) 
T . . . L E 3 e  T T 
Trq = - 9 1 I,'e- d'r 
= t and Toq = q .  I f  now the  genera l  term (5) i s  used i n  equa- 'r+ 1 where 
t i o n  (2) ,  t h e  r e s u l t  may be w r i t t e n ,  f o r  a given o rde r  of  t ransformat ion ,  
j 2 max[N,M], as 
i = o  L n = o  m= o J 
where 
di% 
d t i  
A i n  = - 
dibm 
B i m  = -




The choice of t h i s  va lue  f o r  j e l imina te s  a l l  d e r i v a t i v e s  of  system s t a t e  
v a r i a b l e s  i n  equat ion (7) .  
measurable, they  may be r e t a i n e d  by choosing an appropr i a t e ly  smaller value 
f o r  j .  
If  some d e r i v a t i v e s  of  system s ta te  v a r i a b l e s  a r e  
Some d i scuss ion  of  t h i s  r e s u l t  i s  i n  o rde r .  By a p p l i c a t i o n  of t h e  
t ransformat ion  (2), with h ( t )  given by equat ion (4), t o  t h e  d i f f e r e n t i a l  form 
of t h e  system equat ion  ( l ) ,  w e  have a r r i v e d  a t  equat ion (7 ) ,  which i s  an exac t  
i n t e g r a l  form of  t h e  system equat ion .  
The t r a n s i e n t  response of  t h e  d i f f e r e n t i a l  form i s  dup l i ca t ed  by 
in t roduc t ion  of t h e  f o r c i n g  func t ion  F ( t ) .  
The forced  response of  t h e  d i f f e r e n t i a l  form i s  dup l i ca t ed  by 
appropr i a t e ly  f i l t e r i n g  t h e  i n p u t ,  equat ion (7d),  t o  compensate f o r  t h e  f i l t e r -  
ing  performed on t h e  ou tpu t ,  equat ion (7c) .  
example with cons tan t  parameters  t h a t  t h e  input  f i l t e r i n g  in t roduces  zeros 
t h a t  j u s t  cancel  po le s  introduced i n  t h e  system i t s e l f  s o  t h a t  t h e  o v e r a l l  
system func t ion ,  inc luding  t h e  input  f i l t e r ,  matches t h e  system funct ion  of 
t h e  d i f f e r e n t i a l  form. 
I t  w i l l  be  seen i n  a subsequent 
Parameter v a r i a b i l i t y  e f f e c t s  a r e  dup l i ca t ed  through the  i n f i n i t e  
expansion i n  inc reas ing  orders  of  parameter d e r i v a t i v e s  i n  equat ion (7) .  
Equation (7) does not  r ep resen t  a unique system desc r ip t ion :  an 
a r b i t r a r i l y  l a r g e  se t  of system equat ions of t h e  form of  equat ion (7) may be 
cons t ruc ted  simply by s e t t i n g ,  i n  equat ion (5), j = max[N,M] + i, 
i = 0,  1, 2 ,  . . ., by s e t t i n g  j = max[N,M] and us ing  a d i f f e r e n t  va lue  of  
T f o r  each transformed equat ion,  o r  any combination of  t hese  two methods. 
S t i l l  another  a l t e r n a t i v e  e x i s t s  without changing t h e  form of t h e  transforma- 
t i o n  f i l t e r .  Equation (5) was developed f o r  t h e  case  i n  which a l l  t h e  t r a n s -  
formation f i l t e r s  i n  a given were cha rac t e r i zed  by t h e  same time 
cons tan t  T as ind ica t ed  i n  equat ion ( 6 ) .  Clear ly ,  t h i s  i s  not  a necessary 
r e s t r i c t i o n ;  each succeeding t ransformat ion  f i l t e r  could have a d i f f e r e n t  
va lue  of  T. The r e s u l t i n g  equat ion corresponding t o  equat ion (5) i s  consider- 
ab ly  more complex and w i l l  no t  be presented  i n  t h i s  r e p o r t ,  bu t  t h e r e  c l e a r l y  
are an i n f i n i t y  of  ways of genera t ing  independent transformed system equat ions,  
Trq 
6 
Transformation of  an Example System Equation 
In  t h i s  s e c t i o n ,  we w i l l  cons ider  a simple example t o  i l l u s t r a t e  t h e  
preceding development. Consider t h e  system shown i n  ske tch  (a)  descr ibed  by a 
d i f f e r e n t i a l  equat ion of  f i rs t  order :  
+i++ 
Sketch (a)  alc + aoc - bou = 0 (8) 
Here, N = 1 and M = 0 and thus  t h e r e  are N + M + 1 = 2 independent param- 
e ters .  Without loss  of  g e n e r a l i t y  then ,  one of t h e  parameters  may be set  
equal  t o  un i ty ,  bu t  f o r  t h e  p r e s e n t  a l l  t h r e e  w i l l  be r e t a i n e d  t o  i l l u s t r a t e  
t h e  t ransformat ion  equat ions.  With j = N = 1 i n  equat ion  ( 7 ) ,  t h e  f irst  
transformed system equat ion i s  found t o  be,  upon mul t ip ly ing  through by T ,  
1 a l ( c  - Tlc)  + ao-r(Tlc) - bo-r(Tlu) - a l - r (Tlc  - T ~ c )  - ao-r2(T2c) + b0-r2(T2u) 
+a1-r2(T2c - T ~ c )  + a o ~ 3 ( T 3 ~ )  - b , ~ ~ ( T 3 u )  
+ F ( t )  = 0 
(9) 
- t / T  where F ( t )  = -al (O)c(O)e . This equat ion c l e a r l y  shows some of t h e  p o i n t s  
mentioned e a r l i e r .  
by d e f i n i t i o n  (6), t h e  i n i t i a l  va lues  of t he  transformed input  and output  
v a r i a b l e s  are equal  t o  zero (excluding impulsive-type i n p u t s ) ,  and a t  t i m e  
zero equat ion (9) reduces t o  t h e  i d e n t i t y  
Consider t h e  i n i t i a l  condi t ion  response.  As can be seen 
a1 (O)c(O) - a1 (O)c(O) = o 
Therefore,  i f  u = 0 f o r  a l l  t ime, then T r U  = 0 f o r  a l l  time, and t h e  
i n i t i a l  condi t ion  response i s  given by t h e  response of  t h e  remaining terms i n  
equat ion (9) t o  t h e  fo rc ing  func t ion  F ( t )  = a1 (O)c(O)e - t / - r  
To i l l u s t r a t e  how t h e  forced  response of  t h e  i n t e g r a l  form of  t h e  system 
equat ion  (9) dup l i ca t e s  t h a t  of t h e  d i f f e r e n t i a l  form, equat ion (8) , cons ider  
t h e  parameters t o  be f i x e d  and t ake  t h e  Laplace t ransform of equat ion (9 ) :  
7 
t 
By s e t t i n g  j = N + 1 = 2 i n  equat ion [7), t h e  second transformed 
system equat ion i s  found t o  be 
T S + I !  tf c, 
T(al s +a01 f i l t e r  j u s t  cance ls  t h e  zero i n  t h e  p l a n t  
a l (T1c - T2c) + ao-r(T2c) - boT(T2u) 
- a l Z ~ ( T 2 c  - T ~ c )  - ; , ~ T ~ ( T ~ c )  + bO2-r2(T3u) 
+a13.r2(T3c - T ~ c )  + a o 3 ~ 3 ( T 4 ~ )  - ~ , ~ T ~ ( T I + U )  
+ F ( t )  = 0 
- t / T  where now F ( t )  = -a l (O)c(O)( t /T)e . Addit ional  system 
generated by f u r t h e r  t ransformat ions ,  o r ,  as mentioned e a r  
var ious  values  o f  T i n  equat ions (9) and (10). 
equat ions can be  
i e r ,  by t h e  use  o 
Examples of Two Parameter Est imat ion Formulations 
The use of t h e  transformed type of  system equat ion i n  parameter 
es t imat ion  w i l l  be examined i n  d e t a i l  i n  t h e  fol lowing s e c t i o n s ,  bu t  some 
pre l iminary  d i scuss ion  i s  i n  order  here  regard ing  t h e  approach t h a t  has  been 
used exc lus ive ly  t o  d a t e ,  and an extension t o  t h i s  approach. 
equat ion e r r o r  type of parameter es t imat ion  scheme; an example of t h i s  formu- 
l a t i o n  can be i l l u s t r a t e d  by equat ions (8) and (9) and t h e  block diagram of 
Consider t h e  
ske tch  ( c ) .  If equat ion (8) de f ines  a 
system whose parameters are t o  be numeri- 
tally evalua ted ,  and t h e  input  and output  " -  - c +  
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t i o n  (9), then  i f  t h e  parameters appearing 
i n  equat ion (9)  are inaccura t e  e s t ima tes  
of t h e  t r u e  parameters ,  t h e  sum w i l l  no t  
equal  zero as shown, bu t  w i l l  equal  a 
q u a n t i t y  shown i n  ske tch  (c) as E ,  which 
i s  c a l l e d  the  equat ion e r r o r .  The advan- 
t age  o f  t h i s  form of  t h e  system equat ion 
i s  t h a t  t h e  v a r i a b l e s  appearing i n  it are 
e a s i l y  obta ined  by simple i n t e g r a l  opera- 
t i o n s  on t h e  inpu t  and output ,  i n  c o n t r a s t  
8 
t o  t h e  o f t e n  impossible t a s k  of ob ta in ing  t h e  v a r i a b l e s  of  t h e  d i f f e r e n t i a l  
form of the  system equat ion.  This ,  o f  course ,  was t h e  primary motivat ion f o r  
t h e  o r i g i n a l  development of t h e  concept.  An a d d i t i o n a l  f e a t u r e  has  now been 
added: equat ion (9) e x p l i c i t l y  inc ludes  terms t h a t  account f o r  parameter 
v a r i a b i l i t y  and thus  provides  more accu ra t e  modeling of t ime-variable  systems. 
Although t h i s  development has  been made he re  only f o r  t h e  case of a phys ica l ly  
r e a l i z a b l e  t ransformat ion  f i l t e r ,  an equiva len t  development i s  p o s s i b l e  f o r  
t he  nonphysical ly  r e a l i z a b l e  t ransformat ion  f i l t e r s  d iscussed  i n  t h e  
In t roduct ion .  
As mentioned i n  t h e  In t roduct ion ,  t h e  o r i g i n a t o r s  of t h i s  type of  
transformed system equat ion,  and those  who have subsequent ly  used t h i s  
approach, have considered t h e  equat ions only i n  t h e  above contex t ,  t h a t  i s ,  as 
a genera l ized  s t r u c t u r e  f o r  t h e  equat ion e r r o r  formulat ion of  t h e  parameter 
es t imat ion  problem. In t h e  p re sen t  r e p o r t ,  w e  w i l l  show t h a t  another  p o i n t  of  
view i s  p o s s i b l e ,  namely, t h a t  t h e  transformed system equat ions provide a l s o  a 
genera l ized  model s t r u c t u r e  t h a t  can be used i n  t h e  output  e r r o r  formulat ion 
of t h e  parameter e s t ima t ion  problem. This can be i l l u s t r a t e d  by us ing  equa- 
t i o n s  (8) and (9) .  Equation (9) has  a l ready  been shown t o  de f ine  t h e  same 
dynamic s t r u c t u r e  as equat ion (8 ) .  Thus, it can be considered t o  de f ine  a 
model of t h e  system def ined  by equat ion ( 8 ) ,  a sepa ra t e  dynamic e n t i t y  which, 
i f  i t s  parameters and i n i t i a l  condi t ions  equal  those  of t h e  system, and i f  i t  
i s  forced  by t h e  same inpu t  t h a t  fo rces  t h e  system, w i l l  have a response iden-  
t i c a l  t o  t h a t  of t h e  system. Consider t h e  cons tan t  parameter,  forced response 
case of equat ion (8) with a1 set  equal  t o  u n i t y .  Designate t h e  model ou tput  
as y.  Then equat ion (9) may be r ewr i t t en1  as 
and used t o  def ine  a model i n  an output  e r r o r  formulat ion as ind ica t ed  i n  
ske tch  (d ) .  When the  model parameters cloo and Boo a r e  inaccura t e  e s t ima tes  of 
I 
C 
a. and bo,  t h e  model output  y ,  and 
t h e  system output  c a r e  not  equal. 
Thei r  d i f f e r e n c e  i s  shown i n  
ske tch  (d) a s  E ,  which i s  c a l l e d  
t h e  output  e r r o r .  The next  s e c t i o n  
w i l l  show t h a t  he re  a l s o .  as i n  t h e  
EQUATION ( 1 1 )  E case  of  t h e  equat ion e r r o r  formula- 
t i o n ,  t h e r e  a r e  s i g n i f i c a n t  advan- 
L 
Sketch (d) 
tages  t o  us ing  t h e  i n t e g r a l  form of  
t h e  system equat ion r a t h e r  than t h e  
d i f f e r e n t i a l  form. 
._ . _  . .~ 
’The double s u b s c r i p t  n o t a t i o n  introduced he re  f o r  t h e  model parameters 
For i n s t a n c e ,  a in  
w i l l  be used t o  des igna te  both t h e  appropr i a t e  system parameter and i t s  p a r t i c -  
u l a r  d e r i v a t i v e  t o  which t h e  model parameter corresponds.  
corresponds t o  d ian /d t i .  
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Parameter Adjustment 
To t h i s  p o i n t ,  a l l  t h a t  has  been s a i d  regard ing  t h e  parameter estimates 
i n  e i t h e r  t h e  equat ion e r r o r  o r  output  e r r o r  formulat ion is  that  i f  they  are 
equal  t o  t h e  t r u e  parameters ,  t h e  r e s u l t a n t  e r r o r s  (E i n  sketches (c)  and (d)) 
vanish.  The means by which t h e  parameter estimates are t o  achieve t h e  c o r r e c t  
va lues  has  no t  been descr ibed .  
Two b a s i c  approaches e x i s t ,  each of  which i s  uniquely s u i t e d  t o  a 
s p e c i f i c  type  of computer. In the  preceding 
s e c t i o n  two independent parameters e x i s t  i n  t h e  system descr ibed by equa- 
t i o n  (8).  If  t h e  parameters a r e  cons tan t  then equat ions  (9) and (10) reduce 
t o  t h e  t ime- invar ian t  case given by t h e  first l i n e ,  and a matr ix  invers ion  
s o l u t i o n  y i e l d s  t h e  two va lues .  
d i g i t a l  computer. 
The f i rs t  i s  mat r ix  inve r s ion .  
This type  o f  s o l u t i o n  obviously r equ i r e s  a 
Solu t ion  by analog computer may be obta ined  by gradient- type techniques.  
A nonnegative,  i nc reas ing  performance c r i t e r i o n  must be s e l e c t e d ,  f o r  instance,  
A parameter adjustment s t r a t e g y  t h a t  makes use  of  knowledge of t h e  g rad ien t  of  
t h e  s u r f a c e  formed by - the performance c r i t e r i o n  must a l s o  be chosen. 
s t r a t e g y  commonly used i s  t h a t  of  s t e e p e s t  descent  ( r e f .  9), def ined ,  f o r  t h e  
case  of  continuous parameter adjustment,  by 
One 
r ep resen t s  each of  t h e  independent parameter es t imates  (a i j  and ' i j  where 
f3ij) i n  t u r n .  Consider t h e  meaning of equat ion (13).  The ra te  y i j  a t  which 
t h e  parameter estimate i s  va r i ed  a t  time t i s  p ropor t iona l  t o  the  nega t ive  
change of P a t  time t p e r  u n i t  change of y a t  time t .  In t h e  equa- 
t i o n  e r r o r  formulat ion,  t h e  ins tan taneous  g rad ien t  component a P ( t ) / a y i j ( t )  
of t h e  su r face  formed by t h e  performance c r i t e r i o n  i s  given d i r e c t l y  by t h e  
s t a t e  v a r i a b l e  a s soc ia t ed  with t h e  parameter being considered.  
f o r  both t h e  d i f f e r e n t i a l  and i n t e g r a l  forms of  t h e  system equat ion.  
i j  
This i s  t r u e  
In c o n t r a s t  with t h e  a v a i l a b i l i t y  of exac t  ins tan taneous  g rad ien t  
information obta inable  i n  t h e  equat ion e r r o r  formula t ion ,  continuous parameter 
adjustment i n  t h e  output  e r r o r  formulat ion must use  inexac t  information when 
t h e  d i f f e r e n t i a l  form of  t h e  system equat ion i s  used. This i s  due t o  t h e  f a c t  
t h a t  t h e  ins tan taneous  g rad ien t  component a P ( t ) / a y i j ( t )  i s  i d e n t i c a l l y  equal  
t o  zero s i n c e  t h e  model output  does not  respond ins tan taneous ly  t o  changes i n  
parameter estimates. The parameter estimates must, t h e r e f o r e ,  be ad jus t ed  i n  
accordance with a p r e d i c t i o n  of  t h e  f u t u r e  response of t h e  model output  due t o  
10 
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I 
a change i n  t h e  parameter e s t ima te  "now" a t  time 
information provided by Meissinger 's  in f luence  c o e f f i c i e n t  s o l u t i o n s .  However, 
t h e  underlying theory  i s  s t r i c t l y  v a l i d  only f o r  zero ra te  of  adjustment of  
t h e  parameter estimates (ref.  2 ) ,  and t h e  accuracy of  t h e  information degener- 
ates as t h e  adjustment rate inc reases .  
based on Meissinger 's  i n f luence  c o e f f i c i e n t s  t o  parameter es t imat ion  of  
s t a t i o n a r y  or very  s lowly varying systems. 
t .  This  i s  t h e  type of 
This l i m i t s  t h e  use  of techniques 
Use o f  a model def ined  by t h e  i n t e g r a l  form o f  t h e  system equat ion 
e l imina te s  t h i s  d i f f i c u l t y  e n t i r e l y ;  t h e  model ou tput  now responds i n s t a n t a -  
neously t o  changes i n  t h e  parameter e s t ima tes ,  t h e  ins tan taneous  g rad ien t  com- 
ponents are again nonzero, and t h e i r  va lues  are obtained i n  t h e  same 
s t r a igh t fo rward  manner as f o r  t h e  equat ion e r r o r  formulat ion.  
S t a b i l i t y  
Many proofs  can be found i n  t h e  l i t e r a t u r e  t h a t  t h e  equat ion e r r o r  
formulat ion of  t h e  parameter es t imat ion  problem i s  s t a b l e  ( see ,  e .g . ,  r e f .  8 ) .  
The proofs  remain v a l i d  when t h e  parameter v a r i a b i l i t y  effects  are e x p l i c i t l y  
included i n  t h e  transformed system equat ion.  No such proofs  can be found f o r  
t h e  output  e r r o r  formulat ions t h a t  u t i l i z e  continuous parameter adjustment.  
To d a t e ,  only t h e  d i f f e r e n t i a l  form of t h e  system equat ion  has  been used,  and 
g rad ien t  information has  been obtained from methods e s s e n t i a l l y  t h e  same as 
t h a t  of  Meissinger ( r e f s .  8 and 10) .  Although success fu l  convergence of  t h e  
parameter estimates has  been achieved with appropr ia teechoices  f o r  t h e  param- 
e t e r  adjustment r a t e  ga ins  ( k i j  
such formulat ions can always be made uns t ab le  by choosing s u f f i c i e n t l y  l a r g e  
ga in  va lues  ( r e f s .  2 and 8 ) .  The s t a b i l i t y  of t h e  output  e r r o r  formulat ion,  
when a model def ined  by t h e  i n t e g r a l  form of t h e  system equat ion i s  used, w i l l  
be examined i n  t h i s  s e c t i o n .  
i n  eq. (13) ) ,  experience seems t o  i n d i c a t e  
Consider a system def ined  by t h e  d i f f e r e n t i a l  equat ion (1) .  I n i t i a l  
condi t ions  have no p l a c e  i n  t h e  fol lowing d i scuss ion ,  s o  they  may be assumed 
t o  equal zero.  Then t h e  system i s  a l s o  def ined  by equat ion (7) with F ( t )  = 0. 
Construct  a model of t h e  system 
i = o  L n = o  m=o J 
and normalize t h e  system equat ion (7) by t h e  n = N zeroth d e r i v a t i v e  param- 
e t e r .  Normalize equat ion (14) by t h e  corresponding parameter estimate. Then 
I t  immediately fol lows t h a t  A ~ N  = C X ~ N  = 0 f o r  i > 0. If w e  use  t h e  
performance c r i t e r i o n  (12),  and de f ine  t h e  e r r o r  i n  a manner s imilar  t o  
11 
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ske tch  (d) ,  then2 
E = YON - ‘ON 
Adjust ing t h e  model parameter estimates according t o  equat ion (13) g ives  
Now t h e  performance c r i t e r i o n  w i l l  vary with time according t o  
= EE 
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n=o m= o 
1 
The last  term i n  equat ion (19) i s  a func t ion  o f  system and model i n p u t ,  param- 
e t e r  es t imate  inaccurac i e s ,  and system parameter v a r i a b i l i t y .  The f i rs t  
(bracketed) term i s  due t o  adjustment of t h e  parameter es t imates  i n  t h e  model. 
Thus, t h e  e f f e c t  of ad jus t ing  the  parameter estimates according t o  equa- 
t i o n  (17) i s  t o  d r i v e  t h e  performance c r i t e r i o n  toward zero,  and a zero va lue  
w i l l  be  assured  i f  
a condi t ion  which can be r e a l i z e d  with s u f f i c i e n t l y  l a r g e  adjustment  ga ins .  
S a t i s f a c t i o n  of i n e q u a l i t y  (20)  guarantees  convergence of t he  performance 
c r i t e r i o n  t o  zero;  i t  does n o t ,  however, guarantee t h a t  t h e  parameters w i l l  
2Sketch (d) def ines  E = y - c .  I n  terms of t h e  s p e c i f i c  example 
considered previous ly ,  equat ions (9) and ( l l ) ,  t h e  d e f i n i t i o n  (16) g ives  
E = (y -. Tly) - (c  - T l c ) .  This d e f i n i t i o n  s i m p l i f i e s  t h e  succeeding equa- 
t i o n s ,  and has no effect  on the  arguments presented ,  which apply equa l ly  well 
t o  t h e  d e f i n i t i o n  of ske tch  (d). 
- -. - ____-_____ 
1 2  
, - 
converge t o  a unique se t .  I t  i s  obvious from equat ion (14) ,  t h e  model system 
equat ion,  t h a t  a t  any i n s t a n t  of  time t h e r e  are an i n f i n i t y  of  combinations of  
parameter es t imates  which w i l l  s a t i s f y  
thoroughly d iscussed  i n  t h e  l i t e r a t u r e  ( r e f s .  2 and 8 ) ,  and is  due t o  t h e  fact  
t h a t  t h e  performance c r i t e r i o n ,  equat ion ( 1 2 ) ,  does not  r ep resen t  a s u r f a c e  
with c losed  contours  of  cons tan t  P .  The analogous d i g i t a l  s o l u t i o n  d i f f i -  
c u l t y  i s  a s i n g u l a r  mat r ix  r e s u l t i n g  from more unknowns than equat ions .  
Unlike t h e  d i g i t a l  case, however, convergence t o  a unique s o l u t i o n  is  s t i l l  
p o s s i b l e  i n  t h e  analog g rad ien t  technique case i f  t h e  adjustment ga ins  €or 
t h e  parameter es t imates  are s u f f i c i e n t l y  small ( r e f s .  2 and 8 ) .  
P = 0. This r e s u l t  has been 
Uniqueness can be  guaranteed by genera t ing  a se t  of  models, by one o r  
more of t h e  means previous ly  descr ibed ,  equal  t o  o r  g r e a t e r  i n  number than  t h e  
parameters t o  be eva lua ted .  An e r r o r  vec to r  can then be def ined  with 
components 
and used i n  a performance c r i t e r i o n  
R 
P = L X E :  2 
r= 1 
I Parameter estimate adjustment now proceeds as 
J 
The v a r i a t i o n  with t ime of  t h e  performance c r i t e r i o n  (22)  f o r  t h i s  case i s  
I 
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and again it can be seen t h a t  minimization of t h e  performance c r i t e r i o n  i s  
assured  wi th  s u f f i c i e n t l y  l a r g e  ga in  va lues .  Now, however, s i n c e  t h e  pe r fo r -  
mance c r i t e r i o n  i s  formed us ing  independent models t h a t ,  i n  number, are equal  
t o  o r  g r e a t e r  than t h e  number of  parameters ,  t h e  s e t  of  parameter estimates 
which minimizes P is  unique. 
Thus, s t a b i l i t y  of  t h e  output  e r r o r  formulat ion i s  assured  when models 
def ined  by t h e  i n t e g r a l  form of  t h e  system equat ion are used, and uniqueness 
of t h e  parameter estimates can be assured  by u t i l i z i n g  a s u f f i c i e n t  number o f  
models. The r eade r  familiar with t h e  equat ion e r r o r  formulat ion w i l l  recog- 
n i z e  t h e  d i r e c t  p a r a l l e l  o f  t h e s e  r e s u l t s  t o  t h a t  case, b u t  w i l l  no t e  a l s o  a 
s i g n i f i c a n t  d i f f e rence .  Whereas, i n  t h e  equat ion e r r o r  formulat ion,  minimiza- 
t i o n  of  t h e  performance c r i t e r i o n  combined with uniqueness of t h e  parameter 
estimates means t h a t  t h e  parameter estimates have achieved t h e  values  of t h e  
system parameters ,  t h i s  i s  no t  n e c e s s a r i l y  t r u e  f o r  t he  output  e r r o r  formula- 
t i o n .  S a t i s f a c t i o n  of  t h e  two condi t ions  guarantees  t h a t  t h e  parameter e s t i -  
mates w i l l  u l t i m a t e l y  converge t o  t h e  c o r r e c t  va lues ,  b u t  i n s t e a d  of 
achieving t h e  c o r r e c t  va lues  co inc ident  with minimization of  t h e  performance 
c r i t e r i o n  as i n  t h e  equat ion e r r o r  formulat ion,  t h e  a n a l y s i s  i n  t h e  next  
s e c t i o n  w i l l  show t h e  c o r r e c t  va lues  w i l l  be achieved some time af ter  
minimization has occurred.  
Convergence of  t h e  Parameter Estimates - Output E r ro r  Formulation 
In t h i s  s e c t i o n ,  convergence of  t he  parameter e s t ima tes  w i l l  be analyzed 
f o r  a p a r t i c u l a r  example. The example w i l l  a l s o  se rve  t o  i l l u s t r a t e  t h e  
s t r u c t u r e  of t h e  output  e r r o r  formulat ion when a vec to r  e r r o r  i s  used. 
f i r s t - o r d e r  system def ined  by equat ion (8) w i l l  aga in  be used. Equation (9) 
i s  an i n t e g r a l  form of  t h e  system equat ion,  t h e  form t h a t  w i l l  be  used t o  
de f ine  t h e  models. a. and 
bo. The parameter a1 may be s e t  equal  t o  u n i t y  and, of  course,  a l l  i t s  
d e r i v a t i v e s  equal  t o  zero.  
regards  time f o r  parameter convergence, assume als0 t h a t  bo i s  time 
i n v a r i a n t .  
The 
Assume t h e  two independent unknown parameters as 
For s i m p l i c i t y ,  and with no l o s s  of g e n e r a l i t y  as 
Assume zero i n i t i a l  condi t ions .  Then equat ion (9) may be w r i t t e n  
c - T l c  + aoTTlc - a0.r2T2c + a0-r3T3c - . . . - boTTlu = 0 (25) 
The number of  unknown parameters i n  t h i s  equat ion is  determined by t h e  number 
o f  d e r i v a t i v e s  of a. necessary  t o  adequately approximate i t s  v a r i a b i l i t y .  
If t h e  v e c t o r  e r r o r ,  equat ion (21 ) ,  i s  used t o  ensure parameter es t imate  
uniqueness,  then t h e  minimum necessary  number of  e r r o r  components (and, t he re -  
f o r e ,  system models) i s  determined by t h e  number of  unknown parameters i n  
equat ion (25) .  
t o  an independent system equat ion,  formed by one o r  more of  t h e  methods 
descr ibed  previous ly .  I f ,  i n  t h e  p re sen t  example, t h e s e  equat ions are formed 
by s e t t i n g  j = 1,2 ,3 ,  . . . i n  equat ion (S), then  equat ions (9), ( l o ) ,  and 
subsequent transformed system equat ions r e s u l t .  
Each model must be def ined  by an equat ion t h a t  corresponds 
With t h e  condi t ions  t h a t  
1 4  
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- 
y2 
(4 MODEL 7 2 E 2  
- 
enable  equat ion C9) t o  be w r i t t e n  as equat ion (25) ,  equat ion (10) may be 
w r i t t e n  as 
system def ined  by equat ion (25)  
i s  c, t h a t  of t h e  system def ined  
by equat ion (26) i s  Tlc ,  t h a t  
t i o n s ,  T ~ c ,  T ~ c ,  e t c .  With a 
model def ined  t o  correspond t o  
each of  t hese  v a r i a b l e s ,  t h e  
s t r u c t u r e  of  t h e  output  e r r o r  
def ined  by t h e  h ighe r  transforma- 
T l c  - T ~ c  + a o ~ T 2 c  - ao2.r2T3c + ao3~3T4c  - . . . - bo'T2u = 0 (26) 
E3 formulat ion appears as shown i n  y3 (4 MODEL 3 
Sketch (e) The f i r s t  model, whose 
output  i s  t o  correspond t o  equa- 
t i o n  (25),  i s  def ined  by 
The second model is  def ined  by 
and, s i m i l a r l y ,  f o r  t h e  models corresponding t o  t h e  h igher  t ransformat ions .  
In genera l ,  t he  model equat ions can be w r i t t e n  
where t h e  q r a n d Q r  con ta in  t h e  
a t e l y  weighted f o r  each model. 
Z--- parameter estimates appropri-  
The important p o i n t  he re  
is  t h e  model s t r u c t u r e  implied 
by equat ion (29),  shown i n  
ske tch  ( f ) .  Consider t h a t  t h e  
system and model v a r i a b l e s  have 
condi t ion  ( i . e . ,  t h a t  a l l  t ran-  
I 
I 
I a l l  reached t h e i r  s t e a d y - s t a t e  
Sketch ( f )  s i e n t s  have disappeared)  and 
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t h a t  t h e  parameter estimates are s e t  a t  some i n c o r r e c t  va lue .  
vec to r  has  a nonzero va lue .  
accord with equat ions ( 2 3 ) ,  and i f  t h e  adjustment ga ins  are s u f f i c i e n t l y  large,  
t h e  e r r o r  vec to r  can be dr iven  quick ly  t o  t h e  v i c i n i t y  of  zero and cons t ra ined  
t o  remain the re .  As discussed  previous ly ,  a l though t h e  se t  of parameter e s t i -  
mates t h a t  i n i t i a l l y  f o r c e s  t h e  e r r o r s  t o  t h e  v i c i n i t y  o f  zero are unique, 
they  cannot equal  t h e  t r u e  parameters .  This  i s  because t h e  model s t r u c t u r e  of 
ske tch  ( f )  de f ines  a l s o  t h e  system s t r u c t u r e ,  and t h e  parameter estimates can- 
no t  equal  t h e  t r u e  parameters u n t i l  t h e  corresponding v a r i a b l e s  i n  model and 
system are equal .  This  is, i n  model 1, T,y,, T,yl, . . . must equal 
T l c ,  T ~ c ,  . . .; i n  model 2 ,  T1y2, T2y2, . . . must equal  T ~ c ,  T ~ c ,  . . .; 
and s o  on. In genera l  TnYr must equal t h e  system v a r i a b l e  Tn+r- lc  i n  
o rde r  t h a t  t h e  parameter estimates equal t h e  t r u e  parameter va lues .  The time 
it takes Tnyr t o  equal  T n + r - l ~ ,  if E, i s  forced  ins tan taneous ly  t o  zero,  
can be es t imated  from t h e  propagat ion time of a s t e p  input  through t h e  s e r i e s  
of t ransformat ion  f i l t e r s  i n  a model as shown i n  ske tch  ( f ) .  
e r r o r  between t h e  two v a r i a b l e s  i s  given by 
Then t h e  e r r o r  
If now t h e  parameter e s t ima tes  are ad jus ted  i n  




(n - l)! 
= l o o  [ I + - + -  ; ;(:) + .  . . + -  
and i s  shown i n  ske tch  (g ) .  
From t h i s  r e l a t i o n s h i p ,  t h e  time 
f o r  e f f e c t i v e  parameter conver- 
gence can be est imated from t h e  
time f o r  t he  d i f f e r e n c e  between 
t h e  h ighes t  o rde r  t ransformation 
v a r i a b l e s  t o  e f f e c t i v e l y  d i s -  
appear.  Figure 1 gives  t h e  time 
f o r  t h e  e r r o r  t o  drop t o  a value 
of 1 pe rcen t .  
This  i s  a genera l  r e s u l t  
s i n c e  ske tch  ( f ) ,  t o  t he  r i g h t  
io of t h e  summer symbol, i s  a gen- 
t h e  number of  t ransformations 
depenciing on t h e  number of sys-  
tem po les  and the  v a r i a b i l i t y  of  
t h e  an parameters.  The number 
of input  t ransformat ions  t o  t h e  l e f t  of t h e  summer symbol i s  determined by t h e  
v a r i a b i l i t y  of t h e  bm parameters and by t h e  number of  system zeros ,  bu t  
t h e r e  i s  no e f f e c t  on t h e  length  of  time f o r  parameter convergence s i n c e  t h e  
input  t ransformat ions  are not  a f f e c t e d  by changes i n  t h e  parameter e s t ima tes .  




Although f i n i t e  parameter adjustment gains  prevent  t h e  e r r o r  v e c t o r  from 
being dr iven  t o  zero ins tan taneous ly  as was assumed h e r e ,  it w i l l  be seen 
subsequent ly  i n  t h e  experimental  r e s u l t s  t h a t  t h e  parameter convergence times 
can be  es t imated  with f a i r  accuracy using f i g u r e  1. 
Est imat ion of  Nonlinear Parameters 
In  t h e  preceding s e c t i o n s ,  t h e  parameters of  t h e  system equat ion have 
been considered t o  be  t i m e  v a r i a b l e  and, a t  l e a s t  i m p l i c i t l y ,  independent o f  
t h e  system v a r i a b l e s .  This viewpoint i s  no t  necessary .  For  i n s t ance ,  i n  t h e  
f i r s t - o r d e r  system example considered i n  t h e  foregoing s e c t i o n ,  t h e  parameter 
a. could be  considered t o  be a t ime- invar ian t  non l inea r  func t ion  o f  t h e  sys-  
t e m  output  c. I t  immediately fol lows t h a t  it i s  then  expres s ib l e  as a t i m e -  
varying q u a n t i t y ,  and can be es t imated  by t h e  means j u s t  d i scussed .  Recovery 
of  t h e  non l inea r  func t ion  would then be achieved from a p l o t  o f  t h e  parameter 
e s t ima te  ao0 versus t h e  system output .  
Another approach t h a t  can be used with t h e  p re sen t  t ransformat ion  
equat ions i s  due t o  Shinbrot  ( r e f .  3 ) .  Fo r  example, i f  equat ion (8) i s  
w r i t t e n  a s  
6 + ao(c )c  - b 0 u = 0 (31) 
t h e  parameter ao(c)  i s  expressed as a polynomial 
ao(c)  = ko + k l c  + k2c2 + . . . 
of t h e  complexity f e l t  t o  be r equ i r ed  f o r  adequate approximation. 
i ng  equat ion (32) i n  (31) and applying t h e  t ransformat ion  equat ions g ives ,  f o r  
t h e  f irst  t r a n s  formation,  
S u b s t i t u t -  
c - Tic  + koTTlc + k1TT1(c2) + k2TT1(c3) + . . . - boTTIU = 0 (33) 
and so  on as be fo re  f o r  t h e  fol lowing t ransformat ions .  
proceeds exac t ly  as  f o r  t h e  l i n e a r  case .  
Parameter es t imat ion  
There a r e  no conceptual d i f f i c u l t i e s  i n  gene ra l i z ing  f u r t h e r  t o  systems 
wi th  t ime-varying nonl inear  parameters .  
(32) a r e  then func t ions  of  t i m e ,  and a r e  handled i n  t h e  manner a l ready  
i l l u s t r a t e d .  
The c o e f f i c i e n t s  i n  t h e  polynomial 
PRACTICAL CONSIDERATIONS 
A s  a r e s u l t  of t h e  development and analyses  of  t h e  preceding s e c t i o n s ,  
it is  p o s s i b l e  t o  draw c e r t a i n  inferences  regard ing  t h e  p r a c t i c a l  use of  t h e  
transformed system equat ions i n  t h e  parameter e s t ima t ion  problem. 
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Transformation F i l t e r  Time Constant 
The t ransformat ion  f i l t e r  t ime cons t an t ,  T ,  i s  fundamental t o  a l l  t h e  
r e s u l t s  developed i n  t h e  preceding s e c t i o n s ,  and thus ,  perhaps no t  
unexpectedly,  s a t i s f a c t i o n  o f  var ious  c r i t e r i a  can put  c o n f l i c t i n g  r equ i r e -  
ments on t h e  numerical  va lue  t o  be  chosen. For i n s t ance ,  r a p i d  convergence of 
t h e  parameter e s t ima tes  t o  t h e  t r u e  parameter va lues  i s  a very d e s i r a b l e  fea- 
t u r e .  The foregoing s e c t i o n  has  shown t h a t ,  i n  t h e  output  e r r o r  formulat ion,  
convergence time is  d i r e c t l y  expres s ib l e  i n  terms o f  T ,  and thus  T should 
b e  as small as p o s s i b l e .  
A somewhat p a r a l l e l  cons ide ra t ion  r e l a t e s  t o  parameter v a r i a b i l i t y .  If  
a l l  o rde r s  of  d e r i v a t i v e s  are generated by t h e  parameter v a r i a b i l i t y ,  then  
obviously t h e  i n t e g r a l  form of  t h e  system equat ion must be  t runca ted ,  with a 
r e s u l t i n g  l o s s  of accuracy i n  t h e  system d e s c r i p t i o n .  I t  can be  seen  (e .g . ,  
eq. (9))  t h a t  t h e  accuracy l o s s  can be reduced by choosing a small value f o r  
T ,  thus  reducing t h e  e f f e c t s  o f  t h e  neglec ted  h ighe r  o rde r  parameter 
d e r i v a t i v e s .  
In  d i r e c t  c o n f l i c t  with t h e s e  requirements  are t h e  requirements  a r i s i n g  
from use o f  equat ion  (21). 
def ined  by independent equat ions ,  such as equat ion (27) and fol lowing,  whose 
outputs  correspond t o  v a r i a b l e s  generated by independent system equat ions  such 
as equat ion  (25) and fol lowing.  The key word he re  i s  independent.  As T 
approaches zero,  equat ion  (25) approaches T l c  = c, equat ion (26) approaches 
T ~ c  = T l c ,  etc. That i s ,  t h e  system equat ions are no longer  independent. 
This i s  a r e su l t  o f  t h e  na tu re  of t h e  impulse response o f  t h e  t ransformat ion  
f i l t e r ,  equat ion (4) ,  as T approaches zero.  Regardless of t h e  va lue  o f  T ,  
t h e  i n t e g r a l  of equat ion  (4) over a l l  p o s i t i v e  time i s  u n i t y  sec-l ,  and hence 
equat ion (4) ,  as T -t 0, i s  a v a l i d  d e f i n i t i o n  of a u n i t  impulse. Due t o  i t s  
s i f t i n g  proper ty ,  convolut ion o f  t h e  u n i t  impulse wi th  a func t ion  simply 
y i e l d s  t h e  func t ion  (ref. 11) .  In  terms o f  t h e  t ransformat ion  f i l t e r  f re-  
quency response implied by t h e  system func t ion ,  equat ion ( 3 ) ,  and as shown i n  
Def in i t i on  of an e r r o r  v e c t o r  r e q u i r e s  models 
Sketch (h) 
ske tch  (h ) ,  a va lue  o f  T 
approaching zero impl ies  a cu t -  
o f f  frequency approaching 
i n f i n i t y  and a phase s h i f t  
approaching zero.  
Thus, T cannot b e  allowed 
t o  become too  small  o r  t h e  
information generated by sequen- 
t i a l  t ransformat ions  w i l l  be s o  
small as t o  be  l o s t  i n  t h e  
no i se  l e v e l  i nhe ren t  i n  any 
computer, and accura te  param- 
e te r  es t imat ion  w i l l  be impos- 
s i b l e .  Sketch (h) i n d i c a t e s  
t h a t  maximum independence of 
t h e  system equat ions w i l l  occur 
with a small  value of  l / ~  
r e l a t i v e  t o  t h e  maximum fre- 
quency of  t h e  inpu t ,  s i n c e  each 
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t ransformat ion  w i l l  then  y i e l d  a l a r g e  phase s h i f t  when viewed i n  terms of  t h e  
frequency domain. However, a small va lue  of l / - r  r e l a t i v e  t o  maximum inpu t  
frequency means t h a t  cons iderable  a t t e n u a t i o n  accompanies each opera t ion  by a 
t ransformat ion  f i l t e r ,  and aga in  accu ra t e  parameter es t imat ion  becomes 
d i f f i c u l t  because of  t h e  r e s u l t i n g  low s i g n a l  l e v e l s .  
Thus, t h e  va lue  of T should be  chosen as small as poss ib l e  f o r  fas t  
parameter convergence, f o r  es t imat ion  o f  v a r i a b l e  parameters and t o  prevent  
l o s s  o f  accuracy through excess ive  s i g n a l  a t t e n u a t i o n ,  bu t  l a r g e  enough t o  
ensure independence of t h e  transformed system equat ions.  
range of  values  of T s a t i s f y i n g  t h e s e  requirements shr inks  as t h e  number o f  
t ransformat ions  r equ i r ed  inc reases ,  and thus  t h e r e  i s  some d e f i n i t e  p r a c t i c a l  
upper l i m i t  t o  t h e  complexity of  t h e  system t o  be inves t iga t ed  and t o  t h e  
complexity of  t h e  e s t ima t ion  formulat ion f o r  which accura te  parameter 
es t imat ion  i s  poss ib l e .  
I t  i s  c l e a r  t h a t  t h e  
S impl i f i ca t ion  of  Output E r ro r  Formulation 
The number o f  t ransformation f i l t e r s  i t  is  necessary t o  mechanize i n  t h e  
output  e r r o r  formulat ion can be reduced i n  t h e  following way. I t  w a s  shown i n  
t h e  s e c t i o n  on parameter  convergence t ime t h a t ,  a f t e r  convergence, t h e  r e l a -  
t i o n s h i p  between t h e  model and system v a r i a b l e s  i s  
means t h a t ,  a f te r  convergence, t h e  r e l a t i o n s h i p s  among t h e  model v a r i a b l e s  are 
Tnyr = T , - ~ Y ~ + ~ ,  i = 1 , 2 ,  . . ., n. 
i s  preserved f o r  a l l  t i m e ,  then,  f o r  i n s t ance ,  equat ion (27) may b e  w r i t t e n  
Tnyr = T n + r - l ~ .  This 
If t h i s  r e l a t i o n s h i p  among model v a r i a b l e s  
2 3 y1 - y2 + clOOTY2 - c l l o T  y3 + c5oT Y4 - - - - Boo~CTlu) = 0 
Equation (28) becomes 
y, - y, + c lo0~y3 - a 1 0 2 ~ 2 y 4  + ~ t 2 0 3 - r ~ ~ ~  - . . . - Boo~(T2u) = 0 
The l a s t  model must s t i l l  be formed i n  t h e  o r i g i n a l  way as given and s o  on. 
by equat ion ( 2 9 ) .  Thus, t h e  t ransformation f i l t e r s  i n  t h e  feedback of  a l l  bu t  
t h e  l a s t  model may b e  e l imina ted .  
e l imina t ion  o f  t h e  independent t r a n s i e n t s  t h e  models prev ious ly  were capable  
of exh ib i t i ng .  
convergence time i s  unaf fec ted ,  however, s i n c e  convergence times f o r  a l l  
models were equal .  
The only e f f e c t  of t h i s  formulat ion i s  t h e  
The only t r a n s i e n t  now e x i s t i n g  i s  due t o  t h e  l a s t  model; 
EXPERIMENTAL RESULTS 
Fi rs t -Order  System 
Experimental r e s u l t s  f o r  t h e  f i r s t - o r d e r  system used t o  i l l u s t r a t e  t h e  
d iscuss ion  o f  t h e  prev ious  s e c t i o n  w i l l  now be  presented .  
def ined  by equat ion (S), and t h e  two independent parameters were taken t o  be 
a, and bo. 
e r r o r  was used as i n d i c a t e d  i n  ske tch  ( e ) .  Mechanization was by analog 
The system i s  
The output  e r r o r  formulat ion u t i l i z i n g  a t h r e e  component v e c t o r  
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computer, based on equat ions (22) and (23) .  The model equat ions used were 
Y 1  = T,Y, - 
Y, = T1Y2 - (34) 
The va lue  of T chosen was 0.1 second. This  choice was made as small as 
p o s s i b l e  on t h e  b a s i s  of  t h e  preceding d iscuss ions .  
sum of  s i n e  waves i n  a l l  cases, t h r e e  f o r  t h e  analog r e s u l t s  t o  be presented  
and e i g h t  f o r  t h e  d i g i t a l  r e s u l t s .  
it provides  t h e  c a p a b i l i t y  f o r  r epea tab le  r e s u l t s ,  and it i s  e a s i l y  made t o  
s a t i s f y  t h e  two p r i n c i p a l  requirements of s u f f i c i e n t  information content  and 
adequate system e x c i t a t i o n .  A d i scuss ion  of  i npu t  requirements may be found 
i n  re ferences  2,  4, and 8.  
The inpu t  chosen was t h e  
This t ype  of  input  i s  simple t o  genera te ,  
These models and those  used i n  subsequent examples of t h e  output e r r o r  
formulat ion do not  conta in  t h e  terms corresponding t o  parameter d e r i v a t i v e s  
which have been included i n  t h e  previous t h e o r e t i c a l  developments because i t  
was found t h a t  i n c l u s i o n  of t h e s e  terms caused a l o s s  o f  accuracy be l ieved  t o  
be due t o  numerical  d i f f i c u l t i e s  a s soc ia t ed  wi th  t h e  added complexity. 
s i o n  of  t h e  parameter d e r i v a t i v e  terms i n  a d i g i t a l  mechanization of  a subse- 
quent example of  t h e  equat ion e r r o r  formulat ion w i l l  be  seen t o  provide more 
accu ra t e  estimates. 
Inclu-  
Time-variable parameter es t imat ion . -  Figure 2(a)  shows t h e  response o f  
-_.~___-.___-__ 
t h e  parameter e s t ima tes  t o  s t e p  changes of  two d i f f e r e n t  magnitudes i n  t h e  sys- 
t e m  parameters.  
r ap id ,  o f  t h e  o rde r  o f  1 second. 
checked aga ins t  t h e  va lue  est imated using f i g u r e  1. 
t i o n  appearing i n  a model feedback loop, from equat ions (34),  i s  f irst  o rde r ,  
and from f i g u r e  1, t h e  convergence time i s  es t imated  t o  be approximately f i v e  
t ransformat ion  f i l t e r  time cons tan ts ,  o r  0 .5  second. I t  w i l l  be r e c a l l e d  t h a t  
t h i s  e s t ima te  i s  based on ins tan taneous  reduct ion  of t h e  e r r o r  vec tor  t o  zero.  
The c h a r a c t e r i s t i c s  of  t h e  e r r o r  t r a c e s  i n  f i g u r e  2(a)  i n d i c a t e  t h a t  t h e  d a t a  
were obtained wi th  a r a t h e r  low va lue  o f  adjustment ra te  ga in  f o r  t he  param- 
e te r  estimates, and t h a t  t h e  r e s u l t i n g  adjustment r a t e s  were t h e  l i m i t i n g  
f a c t o r  i n  t h e  time f o r  convergence of  t h e  parameter es t imates .  
Convergence of  t h e  parameter es t imates  t o  t h e  t r u e  values  i s  
This va lue  of  convergence time may be 
The h ighes t  transforma- 
Figure 2(b) shows t h e  es t imat ion  of  system parameters which a r e  varying 
vp = 5,  20, and 40 percent  of  t h e  mean i n  a ramp fash ion  a t  ra tes  of  change 
va lue  p e r  second. For t h i s  type of v a r i a t i o n ,  o f  course,  only t h e  f irst  
parameter d e r i v a t i v e  has a nonzero value except a t  t hose  unique i n s t a n t s  of  
time of  t r a n s i t i o n  when a l l  d e r i v a t i v e s  e x i s t  as success ive ly  h igher  o rde r  
impulses. Since t h e  model s t r u c t u r e  conta ins  no v a r i a b l e s  t o  account f o r  sys-  
tem parameter v a r i a b i l i t y ,  one would expect t h e  parameter estimates t o  be  less 
accura te  i n  t h e  v i c i n i t y  of  t h e  t r a n s i t i o n  p o i n t s .  
u re  2(b) f o r  vp = 40 percent  o f  t h e  nominal va lue  p e r  second; i n  t h e  v i c i n i t y  
of  t h e  f i rs t  t r a n s i t i o n  po in t ,  e r r o r s  r e l a t i v e  t o  t h e  nominal va lue  of 
This  i s  borne out i n  f i g -  
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approximately 9 percent  i n  aoo and 18 percent  i n  Boo occur.  A t  t h e  lower 
v a r i a b i l i t y  rates,  t h e  effect  of t h e  t r a n s i t i o n  p o i n t s  i s  s c a r c e l y  ev ident ,  
and t h e  genera l  e r r o r  l e v e l  i s  q u i t e  low. 
When t h e  system parameters vary i n  a s inuso ida l  f a sh ion ,  f i g u r e  2 ( c ) ,  a l l  
parameter d e r i v a t i v e s  e x i s t  and, f o r  a parameter v a r i a t i o n  frequency of  
w = 1 rad/sec ,  t h e  maximum values  of  a l l  d e r i v a t i v e s  are equal .  With a t r ans -  
formation f i l t e r  time cons tan t  equal  t o  0 .1 ,  however, equat ion (25) shows t h a t  
t h e  effect  o f  each succeeding parameter d e r i v a t i v e  on t h e  output  i s  reduced 
approximately an o rde r  of magnitude. Figure 2(c)  shows t h e  r e s u l t :  accu ra t e  
parameter es t imat ion  a t  
mately 10 percent  o f  t h e  nominal va lue  f o r  aoo and 15 percent  f o r  Boo a t  
P 
up = 0.25 and 0.5,  and maximum e r r o r s  of approxi- 
wp = 1. 
Second-Order System 
We p resen t  he re  r e s u l t s  f o r  a system with twice t h e  complexity of  t h e  
foregoing,  a second-order system with one zero,  def ined  by 
e + a le  + aoc = b l u  + bou (35) 
This example w i l l  a l s o  be used t o  i l l u s t r a t e  t h e  e f f e c t  o f  a d d i t i v e  no i se  on 
parameter es t imat ion ,  a t o p i c  which has no t  been mentioned t o  t h i s  p o i n t .  
nomenclature t o  be used i s  i l l u s t r a t e d  i n  ske tch  ( i ) ,  where t h e  v a r i a b l e  n ,  
t h e  no i se ,  i s  added t o  t h e  system output  c 
def ined  by equat ion (35) t o  form t h e  q u a n t i t y  m. 
I t  i s  assumed t h a t  only u and m a r e  measurable, 




u j  d m ,  
Sketch ( i )  
Tielm - 2Tim + Ti+lm + alT(Tim - Ti+lm) + aoT2(Ti+lm) 
- bl-r(Tiu - T i + l ~ )  - boT2(Ti+l~)  = 0 ( 3 6 )  
where i = 1, 2 ,  3, and 4 .  
The first parameter e s t ima tes  t o  be presented  were aga in  obtained by 
analog computer mechanization o f  t h e  s t e e p e s t  descent  s o l u t i o n s  of  t h e  output  
e r r o r  formulat ion.  Four models were used, corresponding t o  equat ion ( 3 6 ) ,  
where i = 1, 2, 3,  and 4.  
( 3 7 )  
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These models were used t o  form a four-component e r r o r  v e c t o r  (sketch ( e ) ) ,  
except t h a t  t h e  system v a r i a b l e s  were considered t o  be  Trm r a t h e r  than  TrC .  
I t  should b e  noted t h a t  if n i s  simply a cons tan t  ( b i a s ) ,  i t s  e f f e c t s  can be  
e l imina ted  by i n c l u s i o n  of  another  model o r ,  perhaps more s t r a igh t fo rward ly ,  
by pass ing  both  u and m through i d e n t i c a l  high-pass f i l t e r s  before  parameter 
es t imat ion  is  attempted. Resul t s  w i l l  b e  presented  first f o r  n = 0. 
Time-variable parameter ~~ es t imat ion . -  Experimental r e s u l t s  f o r  t h e  system 
parameters , again  performing s t e p ,  ramp, and harmonic v a r i a t i o n s  , are pre-  
s en ted  i n  f i g u r e  3, where now t h e  t r u e  and es t imated  parameters are super-  
imposed i n  t h e  lower p a r t  of t h e  f i g u r e .  
t h e  parameter estimates t o  s t e p  changes i n  t h e  system parameters o f  t h r e e  
d i f f e r e n t  magnitudes. 
model, from equat ion ( 3 7 ) ,  was second o rde r .  The t ransformat ion  f i l t e r  t ime 
cons tan t  was aga in  s e t  a t  0.1, thus  lead ing  t o  an es t imated  convergence time 
from f i g u r e  1 of approximately 0 . 7  second. 
s t a r t i n g  t r a n s i e n t  d i sappears ,  parameter estimate convergence t ime approaches 
t h i s  es t imated  value,  and t h a t  convergence t ime i s  independent of  parameter 
s t e p  s i ze .  
Figure 3(a)  shows t h e  response o f  
The h ighes t  t ransformat ion  i n  t h e  feedback loop o f  each 
Figure 3(a)  shows t h a t ,  as t h e  
Figure 3(b)  shows t h a t  t h e  parameter e s t ima tes  were a b l e  t o  fol low ramp 
changes of  t h e  system parameters with an accuracy somewhat less than  t h a t  f o r  
t h e  f i r s t - o r d e r  system, bu t  which was neve r the l e s s  q u i t e  good. 
e r r o r  appears as an almost cons tan t  l a g  of  t h e  es t imates  behind t h e  t r u e  
parameters.  
t r a n s i t i o n  p o i n t s  are d i s c e r n i b l e  only a t  t h e  h ighes t  r a t e  shown. 
The primary 
Again, t h e  e f f e c t s  of  t h e  h ighe r  parameter d e r i v a t i v e s  a t  t h e  
The r e s u l t s  f o r  t h e  harmonic parameter v a r i a t i o n  presented  i n  f i g u r e  3(c)  
a l s o  show some reduced accuracy r e l a t i v e  t o  t h e  f i r s t - o r d e r  system. 
f i g u r e ,  it can be  seen t h a t  t h e  primary cause of  inaccuracy was a s l i g h t  phase 
s h i f t  between t h e  t r u e  and est imated parameters ;  maximum excursion amplitudes 
were es t imated  f a i r l y  accu ra t e ly .  Even a t  up = 2 rad /sec ,  where p e r i o d i c a l l y  
t h e  e r r o r  reached va lues  exceeding 50 percent  of  nominal f o r  Boo, it can be 
seen t h a t  a f a i r l y  accu ra t e  o v e r a l l  p i c t u r e  of  parameter v a r i a b i l i t y  i s  
obtained.  
In  t h i s  
Er ror  v e c t o r  components.- A s  d i scussed  ea r l i e r ,  parameter e s t ima te  
uniqueness can be  guaranteed only i f  t h e  number of  components i n  t h e  e r r o r  
vec to r  i s  equal t o  o r  g r e a t e r  than  t h e  number of  parameters.  I t  was a l s o  
mentioned t h a t ,  with fewer e r r o r  components than  parameters ,  parameter es t i -  
mate uniqueness was s t i l l  poss ib l e  i n  t h e  analog g rad ien t  s o l u t i o n  case  i f  t h e  
adjustment ga ins  on t h e  parameter estimates are s u f f i c i e n t l y  small. 
These remarks obviously r e f e r  t o  t h e  t ime- invar ian t  case .  The ques t ion  
then arises:  To what ex ten t  i s  it p o s s i b l e  t o  es t imate  t ime-var iab le  param- 
e t e r s  with fewer e r r o r  components than parameters? Figure 4 i s  a p a r t i a l  
answer t o  t h i s  ques t ion  f o r  t h e  second-order system. A s  shown i n  t h e  c e n t e r  
of  t h e  f i g u r e ,  t h e  number of  e r r o r  components was va r i ed  from four  t o  one. 
The parameter estimate adjustment gain was maintained a t  t h e  same va lue  used 
t o  ob ta in  t h e  r e s u l t s  o f  f i g u r e  3. I t  can be seen t h a t ,  f o r  t h i s  l e v e l  of 
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gain ,  a s l i g h t  d e t e r i o r a t i o n  i n  accuracy occurred as t h e  number o f  e r r o r  
components was reduced t o  t h r e e  and then t o  two. 
completely unacceptable ,  however, with bo approximately 180' ou t  o f  phase 
with 
These r e s u l t s  show t h a t  t h e  e s t ima t ion  of parameters with a r a t h e r  high degree 
of  v a r i a b i l i t y  does not  n e c e s s a r i l y  r e q u i r e  a complete e r r o r  vec to r .  
The s c a l a r  e r r o r  case  i s  
bo, and extreme e r r o r s  i n  each o f  t h e  o t h e r  parameter es t imates  a l s o .  
I n t e r a c t i o n  of parameter estimates.- In  a l l  t h e  preceding r e s u l t s ,  each 
~~~~ 
of  t h e  system parameters was varying i n  t h e  same manner - s t e p ,  ramp, o r  
s inuso id .  
v a r i a t i o n  o f  one parameter affects t h e  es t imat ion  of  another  parameter.  
I t  i s  t h e r e f o r e  no t  apparent  from t h e s e  r e s u l t s  t o  what ex ten t  
If t h e  system v a r i a b i l i t y  could be modeled exac t ly ,  and i f  t h e  adjustment 
ga in  could be made s u f f i c i e n t l y  l a r g e  t h a t  t h e  e r r o r  vec to r  could be con- 
s t r a i n e d  t o  zero ,  no i n t e r a c t i o n  between parameter e s t ima tes  would be expected. 
The r e s u l t s  presented  s o  far show t h a t  s u f f i c i e n t  ga in  t o  maintain t h e  e r r o r  
vec to r  i n  t h e  c l o s e  proximity of zero can indeed be achieved.  
a b i l i t y  i s  no t  modeled by equat ions ( 3 7 ) ,  however, and s o  inaccurac i e s  i n  t h e  
e s t ima te  of  a varying parameter must n e c e s s a r i l y  e x i s t ,  with consequent 
i naccurac i e s  i n  t h e  o t h e r  e s t ima tes  a l s o .  
System v a r i -  
Figure 5 shows t h e  magnitude of  t h i s  e f f e c t  i n  t h e  second-order system, 
aga in  f o r  a s inuso ida l  v a r i a t i o n  wi th  up = 1 rad/sec .  The number o f  varying 
system parameters i s  c l e a r l y  ev ident  from t h e  lower p a r t  of  t h e  f i g u r e ,  rang- 
i n g  from a l l  fou r ,  which i s  a r epea t  of  previous d a t a ,  t o  a s i n g l e  varying 
parameter,  b l .  The r e s u l t s  show t h a t  t h e  e r r o r  i n  each parameter estimate i s  
roughly independent o f  t h e  number of  system parameters which a r e  varying;  t h a t  
i s ,  i n  t h i s  case a t  least ,  t h e  inaccuracy i n  a parameter es t imate  does not  
i n c r e a s e  a s  t h e  number of  varying system parameters i nc reases .  
be a genera l  r e s u l t ,  bu t  it i s  an encouraging one. 
This may no t  
Adjustment ga in . -  Accurate e s t ima t ion  of  v a r i a b l e  parameters i s  obviously 
impossible  i f  t h e  maximum adjustment ra te  of  t h e  e s t ima tes  i s  l e s s  than t h e  
maximum r a t e  of  parameter change. 
approach t o  t h e  lower ga in  l i m i t  has a l ready  been i n d i c a t e d  i n  t h e  f i r s t - o r d e r  
system r e s u l t s  shown i n  f i g u r e  2 ( a ) ,  where t h e  ga in  w a s  s u f f i c i e n t l y  low t h a t  
t h e  e r r o r  components were allowed t o  achieve r a t h e r  l a r g e  va lues .  
less,  accu ra t e  e s t ima t ion  o f  t h e  v a r i a b l e  parameters was p o s s i b l e  i n  
f i g u r e s  2(b) and 2 ( c ) .  
This determines t h e  lower ga in  l i m i t .  An 
Neverthe- 
The upper ga in  l i m i t  i s  somewhat less w e l l  def ined  than t h e  lower l i m i t .  
I t  w a s  d i scussed  previous ly  how output  e r r o r  formulat ions t h a t  u t i l i z e  t h e  
d i f f e r e n t i a l  form of  t h e  system equat ion can always be made uns t ab le  by choos- 
i ng  s u f f i c i e n t l y  l a r g e  parameter adjustment ga ins .  I t  w a s  a l s o  shown t h a t  use 
of  t h e  i n t e g r a l  form of  t h e  system equat ion e l imina ted  t h i s  type of  problem. 
Even with t h i s  c o n s t r a i n t  on t h e  adjustment ga in  removed, it w i l l  be  seen  t h a t  
t h e r e  i s  some maximum value  of  ga in  f o r  t h e  b e s t  e s t ima t ion  o f  t ime-varying 
parameters .  This i s  i n d i c a t e d  i n  f i g u r e  6 where r e s u l t s  f o r  t h e  u p = l r a d / s e c  
s i n u s o i d a l  v a r i a t i o n  a r e  shown f o r  t h r e e  va lues  o f  ga in :  t h e  nominal va lue  
used t o  o b t a i n  a l l  t h e  prev ious  second-order r e s u l t s ,  twice t h e  nominal, and 
t e n  times t h e  nominal. (The second component E 2  i n a d v e r t e n t l y  was no t  
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recorded f o r  t h e  nominal case, b u t  i t  a c t u a l l y  was an a c t i v e  component of  t h e  
e r r o r  vec tor . )  The r e s u l t s  f o r  t h e  nominal and twice nominal ga in  values  are 
not  s i g n i f i c a n t l y  d i f f e r e n t .  The t e n  times nominal r e s u l t s  show a g r e a t l y  
increased  var iance  about t h e  t r u e  parameter va lues ,  however, and thus  t h i s  
ga in  va lue  may be considered too  g r e a t .  
Two e f f e c t s  a r e  p re sen t  which toge the r  determine t h e  upper ga in  l i m i t .  
The f irst  i s  t h e  n o i s e  l e v e l  of t h e  computer; increased  ga in  causes t h e  param- 
e t e r  e s t ima tes  t o  respond t o  erroneous s i g n a l s  t h a t  are not  d i r e c t l y  r e l a t e d  
t o  t h e  es t imat ion  problem. The second e f f e c t  i s  caused by t h e  inexac t  model- 
i ng  o f  t h e  system v a r i a b i l i t y .  To i l l u s t r a t e  t h i s ,  cons ider  again t h e  f irst-  
o r d e r  system of  equat ion  (8) .  
bo equal un i ty .  The system i s  thus  descr ibed  by 
Let a, be t h e  s i n g l e  v a r i a b l e  parameter and 
c + aoc = u 
Equation (A4) can be used t o  w r i t e  an exac t  i n t e g r a l  form as 
c - T l c  + aoTTlc  - -c2Tl(aOTlc) - TTlu = 0 ( 3 8 )  
For  t h i s  very s imple case, t h e  output  e r r o r  formulat ion r e q u i r e s  bu t  a s i n g l e  
model. This i s  def ined  by 
Now i f  a mat r ix  inve r s ion  technique i s  used, o r  i f  a g rad ien t  technique i s  
used with t h e  adjustment ga in  s u f f i c i e n t l y  l a r g e ,  then  t h e  s i n g l e  requi red  
e r r o r  
E = y  1 - C  (40) 
can be h e l d  t o  zero.  The model v a r i a b l e s  w i l l  then  become equal t o  t h e  
system v a r i a b l e s ,  and equat ion (39) can be w r i t t e n  
c - T I C  + CX,,TT~C - T T 1 U  = 0 (41) 
The va lue  of aoo t h a t  holds  E equal  t o  zero can thus  be determined from 
equat ion (41).  I t  can be expressed i n  terms o f  t h e  t r u e  parameter a, by 
s u b t r a c t i n g  equat ion (38) from (41) and so lv ing  t o  g ive  
Now t h e  zero c ross ings  of 
same i n s t a n t s  of  t i m e ,  and thus  t h e  parameter e s t ima te  ao0 w i l l  have an 
i n f i n i t e  v a r i a t i o n  about t h e  t r u e  (va r i ab le )  va lue  a,. 
T1(;,Tlc) and Tlc  obviously do no t  occur a t  t h e  
The r e s u l t  i s  a consequence of  i n f i n i t e  adjustment ga in .  For  phys i ca l ly  
r e a l i z a b l e  ga in  va lues ,  t h e  e r r o r  i s  not  h e l d  i d e n t i c a l l y  t o  zero,  and t h e  
parameter es t imate  v a r i a b i l i t y  is f i l t e r e d  by t h e  s i n g l e  i n t e g r a t i o n  i n  t h e  
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adjustment loop t o  g ive  t h e  r e s u l t a n t  v a r i a b i l i t y  evidenced by a l l  t h e  
es t imates  t h a t  have been presented .  
f i g u r e  6 ,  t h e  e r r o r  components are cons t ra ined  c l o s e r  t o  zero,  with t h e  r e s u l t -  
i ng  inc rease  i n  va r i ance  shown. 
b u t  b e s t  r e s u l t s  w i l l  obviously be obtained by making t h e  ga in  only s u f f i -  
c i e n t l y  l a r g e  t o  encompass t h e  bandwidth of t h e  v a r i a b l e  parameters.  
A s  t h e  ga in  l e v e l  i s  increased  as i n  
There is  thus  no c l ea r - cu t  upper gain l i m i t ,  
Equation e r r o r  formulat ion.-  ~ -  We presen t  i n  t h i s  s e c t i o n  parameter 
The transformed system equat ions 
~ ~~ 
estimates for t h e  second-order system obtained by d i g i t a l  mat r ix  invers ion  
s o l u t i o n  of  t h e  equat ion e r r o r  formulat ion.  
expressed as components i n  t h e  vec to r  equat ion e r r o r  are given by ( i f  a l l  
parameter d e r i v a t i v e s  h ighe r  than  t h e  f irst  are assumed t o  be zero) .  
Two s e t s  of r e s u l t s  w i l l  be  presented ,  one s e t  f o r  which t h e  parameter 
d e r i v a t i v e  terms were assumed zero,  and f o r  which i = 1, 2 ,  3, 4 ,  and another  
f o r  which t h e  f u l l  equat ion (43) was used, with i =  1, 2 ,  . . ., 8. 
These r e s u l t s  a r e  shown i n  f i g u r e  7 f o r  a ramp v a r i a t i o n  of  t h e  system 
parameters .  Large v a r i a t i o n s  of  t h e  es t imates  about t h e  t r u e  va lue  of t h e  
parameters occur  when t h e  system parameters a r e  assumed t o  be i n v a r i a n t .  
Addition o f  t h e  parameter d e r i v a t i v e  es t imates  g r e a t l y  improves t h e  accuracy 
of  t h e  s o l u t i o n  because of  t h e  more accu ra t e  modeling o f  t h e  v a r i a b l e  system 
dynamics. 
parameter d e r i v a t i v e s  e x i s t .  
Maximum e r r o r s  occur  nea r  t h e  t r a n s i t i o n  po in t s  where a l l  orders  of  
The analog r e s u l t s  presented  previous ly  ( f i g .  3 (b ) ,  vp = 40) contained 
This i s  because of t h e  
t h e  assumption of  cons tan t  system parameters,  y e t  d id  no t  e x h i b i t  t h e  extreme 
v a r i a b i l i t y  shown by t h e  analogous d i g i t a l  r e s u l t s .  
smoothing a c t i o n  o f  t h e  s t e e p e s t  descent  type  o f  s o l u t i o n  a t  t h e  ga in  l e v e l s  
used. As discussed  i n  t h e  foregoing s e c t i o n ,  i nc reas ing  t h e  adjustment ga in  
tends  t o  make t h e  analog r e s u l t s  i nc rease  i n  v a r i a b i l i t y  about t h e  t r u e  value.  
I t  w i l l  be noted t h a t  t h e  roughly cons tan t  l a g  exh ib i t ed  by t h e  analog 
e s t ima tes  o f  f i g u r e  3(b) has been e l imina ted  by inc luding  t h e  parameter der iva-  
t i v e  estimates i n  t h e  d i g i t a l  s o l u t i o n .  
i n  t h e  d i g i t a l  s o l u t i o n  a r e  not  exact  during t h e  ramp v a r i a t i o n  i s  due t o  
computation inaccurac i e s  introduced by a r e l a t i v e l y  l a r g e  i n t e g r a t i o n  s t e p  
s i ze .  
The fact  t h a t  t h e  parameter estimates 
Noise.- The e f f e c t s  of  a d d i t i v e  no i se  on t h e  accuracy of parameter 
e s t ima t ion  i s  shown i n  f i g u r e  8, where t h e  noise- to-output -s igna l  r a t i o  (rms),  
n /c ,  i s  va r i ed  from 7 t o  28 percent .  
a d d i t i v e  n o i s e  i s  a l s o  presented  f o r  comparison. 
Parameter e s t ima te  response with no 
The n o i s e  was wideband - 
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e s s e n t i a l l y  whi te  over  t h e  frequency range o f  i n t e r e s t  - f i l t e r e d  by a f irst-  
o rde r  low-pass f i l t e r  wi th  a breakpoint  a t  10 rad /sec .  The sample s ta t is t ics  
f o r  a pe r iod  of  100 seconds were as shown i n  t h e  fol lowing t a b l e .  
f o r  a l l  parameter estimates over t h e  same sample pe r iod  was less than  
The b i a s  
Qoo 
6 . 3  
12.7 
22.6 
- _  ._  _ _  
percent  
"01 1 Boo 1 Bo1 
. . __ . - .. ._ 
3.3  8.7 4.1 
6 . 7  16.8 8.0 
13.6 32.4 15.2 
Standard dev ia t ion  
i n  percent  o f  
nominal va lue  
1 . L- --.'- 
3.5 pe rcen t  o f  t h e i r  nominal va lues .  
The unbiased n a t u r e  of  t h e  parameter 
estimates is  due t o  t h e  fact  t h a t  t h e  
models ope ra t e  only on t h e  i n p u t ,  which 
i s  uncor re l a t ed  with t h e  no i se  ( r e f .  12). 
Even though unbiased, t h e  var iance  
exh ib i t ed  by t h e  parameter estimates a t  
t h e  h ighe r  no i se - to - s igna l  r a t i o s  would 
make it extremely d i f f i c u l t ,  i f  no t  
impossible ,  t o  determine t h e  d e t a i l s  o f  
parameter  v a r i a b i l i t y  i f  both no i se  and 
v a r i a b i l i t y  e x i s t e d  s imultaneously.  
Addit ive n o i s e  a c t u a l l y  e x i s t s  i n  the form o f  measurement inaccurac ies  i n  
every experimental  s i t u a t i o n .  The no i se  l e v e l  from t h i s  source would normally 
be much lower than  t h e  maximum l e v e l  shown i n  f i g u r e  8, bu t  should i t  be o f  an 
unacceptably high l e v e l  f o r  any reason,  some improvement i n  parameter estimate 
var iance  could be obtained by changing t h e  makeup of  t h e  e r r o r  vec to r .  Refer- 
r i n g  t o  ske tch  ( e ) ,  t h e  e r r o r  components would be changed t o  (with m 
r ep lac ing  c )  
where i = 2 ,  3, . . . . The amount of improvement i s  dependent on t h e  
c h a r a c t e r i s t i c s  of  t h e  noise ,  i nc reas ing  wi th  inc reas ing  n o i s e  bandwidth with 
cons tan t  rms. 
CONCLUDING REMARKS 
This r e p o r t  has considered t h e  concept o f  applying i n t e g r a l  transforma- 
t i o n s  t o  t h e  d i f f e r e n t i a l  form o f  t h e  system equat ion.  This i s  a well-known 
concept t h a t  has  rece ived  cons iderable  a t t e n t i o n  as appl ied  t o  parameter 
es t imat ion  because it transforms the  system equat ion  t o  a much more usable  
s t a t e  v a r i a b l e  form. 
Two new developments have r e s u l t e d  from t h i s  s tudy .  The first  i s  t h e  
ex tens ion  of  t h e  concept t o  e x p l i c i t l y  account f o r  t ime-var iab le  parameters .  
The second i s  t h e  r ecogn i t ion  of  t he  viewpoint t h a t ,  i n  add i t ion  t o  t h e  t r a d i -  
t i o n a l  concept of providing a genera l ized  s t r u c t u r e  f o r  an equat ion e r r o r  
formulat ion of t h e  parameter es t imat ion  problem, t h e  transformed equat ions can 
a l s o  r ep resen t  a genera l ized  model s t r u c t u r e  f o r  t h e  output  e r r o r  formulat ion.  
This concept provides  t h e  output  e r r o r  formulat ion with s t a b i l i t y  p r o p e r t i e s  
which were not  ach ievable  i n  previous formula t ions .  
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The experimental  r e s u l t s  presented  showed t h e  a b i l i t y  o f  t h e  new 
formulat ions t o  es t imate  parameters t h a t  a r e  h igh ly  v a r i a b l e  with time. 
a l s o  show t h a t  extending t h e  i n t e g r a l  t ransformat ion  concept t o  t h e  output  
e r r o r  formulat ion enables  t h e  use of t h i s  concept t o  o b t a i n  parameter es t i -  
mates t h a t  a r e  unbiased i n  t h e  presence of no i se  in t roduced  i n  t h e  output .  
They 
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DETAILS OF APPLYING THE INTEGRAL TRANSFORMATION 
In  t h i s  appendix,  t h e  e s s e n t i a l  d e t a i l s  o f  car ry ing  out  t h e  t ransforma- 
t i o n  equat ion (2)  of t h e  t e x t  w i l l  be i l l u s t r a t e d .  
c a r r i e d  out  term by term on t h e  sums of  d i f f e r e n t i a l s  enclosed by b racke t s .  
The f i rs t  t ransformat ion  of t h e  zeroth d e r i v a t i v e  term i s  
The t ransformat ion  is  
where 
q = c o r u  
g = a o r b  
and where t h e  n o t a t i o n  Ik i n d i c a t e s  t h e  j t h  t ransformat ion  of t h e  k t h  
d e r i v a t i v e  term. If equat ion  (All i s  i n t e g r a t e d  by p a r t s ,  t h e  r e s u l t  i s  
j 
where Trq is def ined  by 
S u b s t i t u t i n g  t h e  i d e n t i t y  
i n  t h e  exponent of  equat ion (A2) gives  
28 
I 
which, i n  t h e  n o t a t i o n  of equat ion (A3), can be w r i t t e n  
1': = g (t)T,q - TTl(ioTlq> 
0 
Upon i n t e g r a t i n g  again,  t h e  r e s u l t  i s  
(A4 1 
Continuing t h i s  process  then g ives ,  i n  gene ra l ,  
The second t ransformat ion  of  t h e  zeroth d e r i v a t i v e  term ind ica t ed  i n  
equat ion (2)  i s  
By proceeding as be fo re ,  t h e  r e s u l t  is found t o  b e  
and t h e  general  t ransformat ion  of  t h e  zeroth d e r i v a t i v e  term i s  given by 
The next  t ransformat ion  i n  equat ion (2) t o  be  considered i s  t h a t  of  t h e  
f irst  d e r i v a t i v e  term: 
E - t  
I n t e g r a t i n g  by p a r t s  g ives  
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The first i n t e g r a l  is  seen  t o  be t h e  same as i n  equat ion (Al) with 
rep lac ing  g 
gl  
and l ikewise  f o r  t h e  second i n t e g r a l ,  with t h e  d e r i v a t i v e  of  
0' 
rep lac ing  g . Then t h e  f i rs t  t ransformat ion  of t h e  f i rs t  d e r i v a t i v e  term 2 0 
The second t ransformat ion  of t h e  first d e r i v a t i v e  term i s  
E - t  -
I, 1 = - T 1 Jt 1: e dE 
0 
which can a l s o  be expressed i n  terms of  lower o rde r  t ransformations t o  ob ta in  
(A141 
and, i n  genera l ,  
i = o  
(A151 
The same i n t e g r a t i o n  p a t t e r n  holds  f o r  t h e  t ransformation of a l l  h igher  
d e r i v a t i v e  terms i n  equat ion (2), thus  lead ing  t o  the  general  term given by 
equation (5). 
The numerical c o e f f i c i e n t s  ( i + j - l ) ! / i !  ( j - l ) !  i n  equation (5) w i l l  be 
diagonal of Pasca l ' s  t r i a n g l e ,  and recognized as t h e  values  along t h e  
the  c o e f f i c i e n t s  k! /Z!(k-Z)!  w i l l  be recognized as the  values  along t h e  k th  
j t h  
30 
row. This is  a simple bu t  e f f e c t i v e  
a i d  t o  w r i t i n g  t h e  transformed system 
equat ions and is i l l u s t r a t e d  i n  
ske tch  (j). 
The t ransformat ion  term f ( t )  i n  
condi t ions  w i l l  no t  be developed i n  
genera l .  I t  is  composed of  i n i t i a l  
values  of  t h e  s t a t e  va r i ab le s  and t h e  
both,  up t o  and inc luding  t h e  (k-1) th  
parameters,  and i n i t i a l  d e r i v a t i v e s  of 
d e r i v a t i v e ,  and decays t o  zero due t o  
t h e  exponent ia l  term as shown i n  
equat ion (A15). 
o =  
I -  





1. Meissinger,  Hans F . :  The Use of Parameter Inf luence  Coef f i c i en t s  i n  
Computer Analysis of Dynamic Systems. 
Computer Conference, May 1960. 
Proceedings of  t h e  Western J o i n t  
2 .  Bekey, G .  A . ;  Meissinger,  H.  F . ;  and Rose, R .  G . :  A Study of  Model 
Matching Techniques f o r  t h e  Determination of  Parameters i n  Human P i l o t  
Models. NASA CR-143, Jan .  1965. 
3. Shinbro t ,  Marvin: On t h e  Analysis of  Linear  and Nonlinear Systems. 
Trans. ASME, Apr i l  1957. 
4 .  Zaborsky, J . ;  Luedde, W .  J . ;  Berger, R .  L . ;  Berger, J. B . ;  and 
Madonna, M. A . :  Development of an Advanced D i g i t a l  Adaptive F l i g h t  
Control System. FDL-TDR-64-115, Aug. 1964. 
5. Valstar, J. E . :  In -Fl ight  Dynamic Checkout. IEEE Trans.  on Aerospace- 
Support Conference Procedures,  vo l .  AS-1, no. 2 ,  Aug. 1963. 
6 .  Rucker, R .  A . :  Real Time System I d e n t i f i c a t i o n  i n  t h e  Presence of Noise. 
I E E E  Wescom Convention Record, P rep r in t  No. 2 ,  3, Aug. 1963. 
7. Young, P. C . :  Comment i n  IEEE Proceedings on Aerospace, vo l .  AS-2, no. 3, 
J u l y  1964. 
8. Hofmann, Lee Gregor; Lion, Paul M.;  and Best, John J . :  Theore t i ca l  and 
Experimsntal Research on Parameter Tracking Systems. NASA CR-452, 
Apr i l  1966. 
9 .  Beckenbach, Edwin F . ,  Ed.: Modern Mathematics f o r  t h e  Engineer. 
M c G r a w - H i l l  Book Company, Inc . ,  1956. 
10. Adams, James J .  : A S impl i f ied  Method f o r  Measuring Human Transfer  
Functions.  NASA TN D-1782, 1963. 
11. Bracewell, Ron: The Four ie r  Transform and I ts  Appl ica t ions .  M c G r a w - H i l l  
Book Company, I n c . ,  1965. 
1 2 .  Elkind, Jerome I . :  Fur ther  S tudies  of  Mul t ip le  Regression Analysis  of  
Human P i l o t  Dynamic Response: A Comparison of  Analysis Techniques and 
Evaluat ion of Time-Varying Measurements. ASD-TDR-63-618, March 1964. 
32 









I I 1 1 I 1 I I I I 
2 4 6 8 I O  
TRANSFORMATION ORDER, n 











.~ ~- -_ 
(a) Step variation. 
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(b) Ramp v a r i a t i o n .  
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(c) Sinusoidal variation. 
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Figure 4.- Effect of number of error components on the estimation of 
sinusoidally varying parameters; second-order system, up = 1. 
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Figure 5.- Effect of number of varying parameters on the accuracy of 
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Figure 6.- Effect of adjustment gain on the accuracy of parameter estimation; 
second-order system, up = 1. 
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SYSTEM PARAMETER 
PARAMETER ESTIMATE-ALL PARAMETER DERIVATIVES ASSUMED ZERO -- 
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Figure 7.- Estimation of time variable parameters by digital mechanization of 
the equation error formulation; second-order system. 
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Figure 8.- Effects of noise on parameter estimation; second-order system. 
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