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MODEL ORDER REDUCTION FOR (STOCHASTIC-) DELAY
EQUATIONS WITH ERROR BOUNDS
SIMON BECKER AND LORENZ RICHTER
Abstract. We analyze a structure-preserving model order reduction technique for delay and
stochastic delay equations based on the balanced truncation method and provide a system
theoretic interpretation. Transferring the framework of [BH19], we find error estimates for
the difference between the dynamics of the full and reduced model. This analysis also yields
new error bounds for bilinear systems and stochastic systems with multiplicative noise and
non-zero initial states.
1. Introduction
In this article we study a delay-structure preserving model order reduction method, first
discussed for finite-dimensional bilinear delay systems in [GDBA19], based on the bilinear
balanced truncation technique, for deterministic delay systems of the following types1
ϕdel
′
(t) = Aϕdel(t) +Nϕdel(t− τ) +Bu(t), for t ∈ (0, T ) (1.1a)
ϕdel(0) = ϕ0, ϕ
del(t) = f(t) for t ∈ (−τ, 0) and
ϕbild
′
(t) = Aϕbild(t) +Nϕbild(t− τ)v(t) +Bu(t), for t ∈ (0, T ) (1.1b)
ϕdel(0) = ϕ0, ϕ
del(t) = f(t) for t ∈ (−τ, 0).
on arbitrary (separable) Hilbert spacesK for time-dependent control functions u, v ∈ L2((0,∞))
and a delay parameter τ > 0. In particular, for zero delay, τ = 0, (1.1b) reduces to the form
of a standard bilinear system and thus our error bound provides also a new error bound for
the important class of bilinear systems with non-zero initial conditions, extending the analysis
of [BH19]. We also discuss different types of discrete and continuous delay, cf. (3.2).
Furthermore, we adapt our analysis to stochastic differential equations with delay (SDDE)
on finite-dimensional system spaces K ' Rd
dXt = (AXt +Bu(t)) dt+
k∑
i=1
NiXt−τi dW
i
t , Yt = CXt
X0 = ξ, Xt = ft for t ∈ (−τ, 0),
(1.2)
where (W it )i=1,...,k are i.i.d. copies of standard Brownian motion.
Balanced truncation is a well-established model order reduction technique, especially for
linear ((1.1a) with N = 0 [CGP88, BHRR20, RS14]), bilinear ((1.1a) with τ = 0 and v = u
[BH19, R19, ZL02, BD11]), and stochastic differential equations with multiplicative noise
1our analysis immediately extends to Nϕdel(t− τ) replaced by the sum ∑ni=1Niϕdel(t− τi).
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((1.2) with τi = 0 [BR15, BH19]). For bilinear with multiplicative noise, error bounds have
only been obtained for zero initial condition so far - which we aim to overcome with this
article, too. For stochastic systems with multiplicative noise, this has been only addressed in
the recent work [BHRR20]. The bilinear balanced truncation method identifies, as has been
rigorously proven at least for linear systems, a subspace of jointly reachable and controllable
states and aims to preserve these subspaces well under model order reduction [CGP88, BD11,
BR15, R19]. The two properties are approximately captured by positive-definite operators
that are called Gramians. The dominant eigenspaces of the product of two Gramians are
then used to define the reduced order model. The method we consider is inspired by linear,
bilinear, and stochastic balanced truncation theory and preserves the delay-structure of the
original system.
In this article we study delay equations (1.1a), (1.1b) using bilinear balanced truncation,
and the SDDE (1.2) using stochastic balanced truncation. We show that the Gramians still
have a system theoretic interpretation and also derive error bounds for the reduced order
model.
We also emphasize that balanced truncation is a method particularly designed for dissipative
systems. For all balanced truncation methods, one therefore assumes that the operator A
generates an exponentially stable and strongly continuous semigroup. Moreover, (1.1a) is
less well-adapted to the dissipative structure, since – without further assumptions on N –
the delay term can create growing modes in the dynamics. This is prevented in (1.1b) by
assuming that the control v is small.
To take non-zero initial states into account, we consider for equations (1.1) and (1.2) a
space Y := span {ϕi; i ∈ {1, . . . , N}} of admissible input states, where (ϕi) is an orthonormal
system in K and introduce a map Binu =
∑n
i=1 uiϕi that we include in the model order
reduction.
Before stating the main results of this article, let us mention other model order reduction
techniques for delay systems. By rewriting the delay equation as a linear equation, using the
head-tail representation [CZ95] on an infinite-dimensional space, a reduction method based
on linear balanced truncation theory has been proposed in [JDM13]. Apart from that article,
applying the method of balanced truncation to delay equations, other model order reduction
techniques such as rational approximation methods [MP99, MP99b], interpolation methods
[BG09], Krylov space methods [HD11], moment matching based methods [MJM11, SA16]
have been proposed.
Many of the above methods, however, do not fully preserve the delay structure, which is
fixed by the method proposed in this article.
1.1. Outline of the article.
• In Section 2 we discuss the algorithmic aspects of the balanced truncation method
that we propose for delay systems.
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• Section 3 provides an overview over the C0-semigroup approach to deterministic delay
equations.
• In Section 4, we introduce the balanced truncation theory framework including the
central objects of the theory, i.e. the bilinear Gramians and the Hankel operator for
the deterministic equations. We then show in Propositions 4.6 and 4.7 that the bilinear
Gramians preserve the structure of the equation also for delay equations.
• The proof of the error bounds for bilinear and deterministic delay equations with
non-zero initial data, stated in Theorem 1, is given in Section 5.
• In Section 6 we then treat the stochastic delay systems.
• Finally, in Section 7, we consider delay models from physics including Stuart-Landau
oscillators and generalized Langevin equations, and apply the balanced truncation
method for delay systems.
1.2. Main results. To state the error estimates, let ‖N‖ , ‖C‖ , and ‖B‖ denote the maxi-
mum of the respective norm for the full and reduced system and M,ω > 0 such that for both
systems the corresponding semigroup satisfies ‖T (t)‖ ≤Me−ωt. We also introduce the norm
‖u‖L2∨∞ := max
{
‖u‖L∞((0,t),Rn) , ‖u‖L2((0,t),Rn)
}
.
Our main error estimate for deterministic systems is stated in the following theorem and
applies to bilinear systems as well:
Theorem 1 (Error bound deterministic systems). Let H ' Rm be the output space and
consider the difference of two solutions to (1.1b). We assume that both solutions satisfy
the stability condition M ‖N‖ /√2ω < 1 and ‖v‖L2(0,T ) ≤ 1, such that the Volterra series
converges [BH19, Lemma A.1]. Then, for control functions u, v ∈ H1((0, T ),R), initial states
ϕ0 =
∑k
i=1〈w, êi〉φi and ϕ˜0 :=
∑k
i=1〈w, êi〉φ˜i, and zero history function, it follows for Hbil
being the Hankel operator associated to the system that ∆(Cϕbild), which is the difference of
the output of the full and reduced system, satisfies
∥∥∆(Cϕbild)∥∥
L2((0,∞),Rm) ≤ 4
∥∥∆(Hbil)∥∥
TC
(
‖ϕ0‖K max
{
1, ‖v‖L∞(0,T )
}
+ max
{
‖u‖L2(0,T ), ‖v‖L1(0,T )
}
‖u‖L∞(0,T )
)
.
(1.3)
The proof of this result is given in Section 5.
The corresponding error bound for stochastic (delay) differential equations with multiplica-
tive noise is stated in the following theorem:
Theorem 2 (SDDE error bound). For control functions u ∈ L∞ω L2t (Ω(0,T ),Rn), zero history
functions, i.e. ft ≡ 0, and two solutions to (1.2) with initial conditions ξ :=
∑k
i=1〈v, êi〉ξi
with L2(Ω,F0, K) orthonormal system (ξi), and ξ˜ :=
∑k
i=1〈v, êi〉ξ˜i, it follows that for two
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independent Wiener processes, where both solutions satisfy M ‖N‖ /√2ω < 1, and Hsdde
being the Hankel operator associated to the system∥∥∆ (CXsdde)∥∥
L2(Ω(0,T ),Rm)
≤ ∥∥∆(Hsdde)∥∥
TC
(
‖ξ‖L2(Ω;K) + 2 ‖u‖L∞ω L2t (Ω(0,T ),Rn)
)
The proof of this result is given at the end of Section 6.
Notation. The space of bounded linear operators between Banach spaces X, Y is denoted by
L(X, Y ) and just by L(X) if X = Y. The operator norm of a bounded operator T ∈ L(X, Y )
is written as ‖T‖. The space of trace class operators is denoted by TC(X, Y ) and the space
of Hilbert-Schmidt operators by HS(X, Y ). In particular, we recall that for a linear operator
T ∈ TC(X, Y ), where X and Y are now separable Hilbert spaces, the trace norm is given as
‖T‖TC = sup
{∑
n∈N
|〈fn, T en〉Y | : (en) ONB of X and (fn) ONB of Y
}
. (1.4)
The resolvent set of an operator A is denoted by ρ(A) and we say that g = O(f) if there
is a C > 0 such that ‖g‖ ≤ C ‖f‖ . In order not to specify the constant C, we also write
‖g‖ . ‖f‖ . The domain of unbounded operators A is denoted by D(A).
Let H be a separable Hilbert space. To define the Hankel operator we require a decom-
position of the positive Gramians. For this purpose, we introduce the Fock space F (H) of
H-valued functions F (H) :=
⊕∞
k=0 Fk(H) where Fk(H) := L
2((0,∞)k, H) and F0(H) := H.
Thus, elements of the Fock space are sequences of Fk-valued elements.
We introduce function spaces L1iL
2
k−1 and H
∞
i H
2
k−1 norms which for H-valued functions
functions f : (0,∞)k → H and g : Ck+ → H are defined by
‖f‖L1iL2k−1(H) =
∫ ∞
0
‖f(•, . . . , •, si, •, . . . , •)‖L2((0,∞)k−1,H) dsi and
‖g‖H ∞i H 2k−1(H) = supsi∈C+
‖g(•, . . . , •, si, •, . . . , •)‖H 2((0,∞)k−1,H) .
(1.5)
For k-variable functions h we sometimes also write h(i)(s, t) := h(s1, . . . , si−1, t, si, . . . , sk−1)
in order to shorten the notation. We denote by H1 the Sobolev space of L2 functions whose
first weak derivative is in L2 as well.
2. Balanced truncation for delay systems in a nutshell
In this section, we provide a brief overview over the model order reduction method studied
in this article and the computability of the error bounds we stated in Theorems 1 and 2.
To obtain the reduced order model for delay systems on finite-dimensional system spaces K
of the form (1.1), or (1.2) with (possibly) multiple delays, we compute positive (semi-)definite
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observability O and reachability P Gramians from the following Lyapunov equations
AP +PAT +
k∑
i=1
NiPN
T
i +BB
T +BinB
T
in = 0 and
ATO + OA+
k∑
i=1
NTi ONi + C
TC = 0.
(2.1)
Since both O and P are positive semidefinite, they can be decomposed as O = W ∗W and
P = RR∗. Let O andP have both full rank for simplicity, then the balanced representation is
obtained by performing a singular value decomposition (SVD) WR = V ΣU∗ and introducing
operators Q := Σ−1/2V ∗W and Q−1 := RUΣ−1/2 such that the new balanced matrices are
given by
Ab := QAQ
−1, Nb := QNQ−1, Bb := QB, Bin b := QBin, and Cb := CQ−1. (2.2)
To obtain a reduced system, the smallest singular values of the matrix Σ are discarded. The
error bounds stated in this article are given in terms of the trace distance of the difference of
certain Hankel operators H, introduced in Def. 4.3, which we denote by ∆(H), for the full
and reduced system.
To actually compute the singular values of ∆(H), and thus the trace norm of ∆(H), one
defines an error system
Â :=
(
A 0
0 A˜
)
, B̂ := (B, B˜)T , B̂in := (Bin, B˜in)
T , Ĉ := (C,−C˜), and N̂ :=
(
N 0
0 N˜
)
,
(2.3)
where operators without tilde belong to the original system in (1.1), which we call System 1
and operators with tilde correspond to a second system, that we call System 2. This could
be any other system with the same structure as the reduced system. Then one can define
Gramians Ô = Ŵ ∗Ŵ and P̂ = R̂R̂∗ of this error system (2.3) that also satisfy Lyapunov
equations
ÂP̂ + P̂ÂT +
k∑
i=1
N̂iP̂N̂
T
i + B̂B̂
T + B̂inB̂
T
in = 0 and
ÂT Ô + ÔÂ+
k∑
i=1
N̂Ti ÔN̂i + Ĉ
T Ĉ = 0.
(2.4)
We can then perform a singular value decomposition Ŵ R̂ = V̂ ΛÛ∗ with diagonal operator
Λ that contains all singular values of the error system (2.3) on its diagonal [RS14, Theorem
5.1]. Hence, we find ‖∆(H)‖TC =
∑
λ∈Λ λ, as there exist unitary mappings [RS14, Prop. 6.1]
U : ran(Ŵ R̂)→ ran(Ĥ) and V : ker⊥(Ŵ R̂)→ ker⊥(Ĥ) such that
∆(H)|ker⊥(Ĥ) = Ĥ|ker⊥(Ĥ) = U
(
Ŵ R̂
)
|ker⊥(Ŵ R̂)V ∗|ker⊥(Ĥ).
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3. Deterministic Delay equations
For our analysis of delay equations, we start with a C0-semigroup approach to study well-
posedness, Volterra kernel expansions, that will be essential in the proof of the error bounds,
and stability properties.
3.1. Delay equations in a semigroup framework. We start by introducing a delay op-
erator Φ ∈ L(H1((−r, 0), K), K), where H1 is the standard Sobolev space. By normalizing
appropriately, we can always assume that the history interval, i.e. the interval by which the
dynamics reaches back in time, is (−r, 0) for some fixed r > 0. To fully define the dynamics,
we require an initial value ϕ0 ∈ K and a history function f ∈ L2((−r, 0), K).
Then, for a control function u ∈ L2((0,∞),Rn) and bounded operators B ∈ L(Rn, K) of
the form Bu =
∑n
i=1 ψiui for some ψi ∈ K, we study delay equations of type (1.1a)
ϕdel
′
(t) = Aϕdel(t) + Φ
(
ϕdel
)
(t) +Bu(t), t > 0
ϕdel(0) = ϕ0, ϕ
del(σ) = f(σ), for σ ∈ (−r, 0). (3.1)
We consider two types of delays operators Φ : H1((−r, 0), K)→ K for our error analysis.
Assumption 1 (Delay operators). For bounded operators N ∈ L(K), and two types of delays
• constant time delays r > τ > 0 or
• integral delays g ∈ L1(−r, 0) such that ∫ 0−r |g(s)| ds ≤ 1,
we introduce delay operators Φd and Φc for f ∈ H1((−r, 0), K)
Φdf := Nf(−τ) or Φcf :=
∫ 0
−r
Nf(s)g(s) ds. (3.2)
Furthermore, we introduce a vectorized control-to-state map (control operator) B, (initial-
state operator) Bin, and a state-to output map (observation operator) C such that on K =
K × L2((−r, 0), K)
B := (B, 0) ∈ L(Rn,K), Bin := (Bin, 0) ∈ L(Rk,K),
and C(ϕ, f) := Cϕ with C ∈ L(K,H). (3.3)
To apply the theory of C0-semigroups, we introduce operators A0 and N on K
A0 :=
(
A 0
0 d
dσ
)
and N :=
(
0 Φ
0 0
)
∈ L(D(A0),K) (3.4)
with domain D(A0) := {(ϕ, f) ∈ D(A)×H1((−r, 0), K) : f(0) = ϕ} ⊂ K2 where A is itself a
generator of a strongly continuous semigroup (T (t)) on K. We then define an operator
St : K → L2((−r, 0), K) by (Stϕ)(−τ) := 1l[0,∞](t− τ)T (t− τ)ϕ
2The linear space D(A0) carries the graph norm ‖x‖D(A0) = ‖A0x‖+ ‖x‖ .
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and T←(t) ∈ L(L2((−r, 0), K)) as the nilpotent left-shift semigroup
(T←(t)ϕ)(−τ) = (1l[−r,0] ϕ)(t− τ).
It can be shown [BP05, Theorem 3.25] that the operator A0 is the generator of a C0-semigroup
T0(t) :=
(
T (t) 0
St T←(t)
)
. (3.5)
We continue with a stability condition that plays the analogous role to exponential stability
of the semigroup for delay equations:
Assumption 2 (MV-condition). We assume the semigroup T0 in (3.5) and operator N to
satisfy a Miyadera-Voigt L2-condition for some q < 1, i.e.∫ ∞
0
‖NT0(r)ϕ‖2 dr ≤ q ‖ϕ‖2 . (3.6)
Definition 3.1. We say that T0 and N satisfy a (truncated) Miyadera-Voigt L1-condition if
for some q < 1 and t0 > 0 : ∫ t0
0
‖NT0(r)ϕ‖ dr ≤ q ‖ϕ‖ . (3.7)
By Ho¨lder’s inequality, (3.6) implies (3.7) for some t0 > 0.
Under Assumption 1, the Miyadera-Voigt perturbation theorem [EN00, Corollary 3.16]
implies that the state operator A := A0 +N is the generator of a semigroup (T (t)) and the
delay equation (3.1) is well-posed [BP05, Theorem 3.26]. That is, the solution to (3.1) is
continuous and we can write the solution to (3.1) by Duhamel’s formula for x0 = (ϕ0, f) ∈ K
and u ∈ L2((0,∞),Rn) as
Z(t) = T (t)x0 +
∫ t
0
T (t− s)Bu(s) ds with output Y (t) = C(Z(t)). (3.8)
Let pi1 be the projection from K 3 (x, f) 7→ x, then pi1(Z) solves (3.1).
Remark 1. Many previous ideas related to model order reduction methods for delay utilized
the linear structure of the representation (3.8). The computational issue with this approach
is that the system is inherently infinite-dimensional.
On the other hand, when studying delay system using linear balanced truncation, there are
explicit criteria for exponential stability of the semigroup (T (t)):
Lemma 3.2. [BFS03, Corollary 4.6] If the semigroup (T (t)), generated by A in the delay equa-
tion (3.1), satisfies ‖T (t)‖ ≤Me−ωt with ω strictly larger than some α ≥ 0 and Meατ
ω−α ‖N‖ < 1,
then the decay bound ω0(A) of the delayed semigroup T (t) satisfies ω0(A) > α ≥ 0, i.e. there
is some M > 0 such that ‖T (t)‖ ≤ Me−ω0(A)t.
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3.2. Volterra series expansion of the dynamics. We record that Definition (3.6) implies
the existence of an operator S ∈ L(K, L2((0,∞),K)) extending NT0(t) from D(A0) to all of K
with norm ‖S‖ ≤ γ < 1. The operator S, that extends NT0(t), satisfies S(s)T0(t) = S(t+ s).
Let D(A0) 3 xn → x ∈ K, then
S(s)T0(t)x = lim
n→∞
S(s)T0(t)xn = lim
n→∞
NT0(s)T0(t)xn = S(s+ t)x.
The Miyadera-Voigt perturbation theorem [EN00, Ch.3, Sec.3] allows us to express the
semigroup (T (t)) in L(K) generated by the state operator A = A0 +N as a series T (t)x =∑∞
i=0 V iT0(t)x.
The operators V i are the so-called Volterra operators V ∈ L(Lp([0, T ],K)) defined, for any
p ∈ [1,∞], as
(VF )(t)x =
∫ t
0
F (t− s)(Sx)(s) ds = (F ∗ (Sx 1l[0,•]))(t), for all t ∈ [0, 1] (3.9)
such that by Young’s inequality ‖VF‖Lp ≤ ‖S‖L(L1,K)‖F‖Lp .
From (3.8) and Fubini’s theorem it follows that for sets with i ∈ N
∆i(t) := {s ∈ Ri; 0 ≤ si ≤ · · · ≤ s1 ≤ t} and delay Volterra kernels
hdelayi (t) := Oi−1(t)B ∈ L(Rn,H) and hdelayi,in (t) := Oi−1(t)Bin ∈ L(Rk,H)
where Oi(t = (t1, . . . , ti+1))y := CT (t1)
i+1∏
l=2
(S(tl)) y
(3.10)
the solution Y , in (3.8), for initial conditions x0 := (ϕ0, 0), and u ∈ Lp((0,∞),Rn) is a
function Y ∈ Lploc((0,∞),H) given by Y (t) = K1(t) +K2(t) where
K1(t) =
∞∑
i=0
CV iT0(t)x and K2(t) =
∫ t
0
CT (t− s)Bu(s) ds
=
∞∑
i=1
∫
∆i(t)
hdelayi (t− s1, . . . , si−1 − si) u(si) ds
(3.11)
where C is defined in (3.3). In (3.10) and (3.11), we introduced the delay Volterra ker-
nels, which we shall write down more explicitly, for delay types (3.2) indicated by indices
d(iscrete)|c(ontinuous), in the following Lemma:
Lemma 3.3. The delay Volterra kernels (3.10) satisfy for any j ∈ N
hdelayd,j|d,j,in(t1, . . . , tj) := CT (t1)
j∏
i=2
(
1l(0,∞)(ti − τ)NT (ti − τ)
)
B| in
hdelayc,j|c,j,in(t1, . . . , tj) := CT (t1)
j∏
i=2
(∫ 0
−r
1l(0,∞)(ti + s)NT (ti + s)g(s)ds
)
B| in.
(3.12)
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Proof. We restrict our proof to discrete delays Φ = Φd in the proof. Consider (ϕ, f) ∈ D(A0),
then an explicit computation shows that
S(t)(ϕ, f) = Φ(Stϕ+ T←(t)f) = 1l(0,∞)(t− τ)NT (t− τ)ϕ+ 1l[0,τ ](t)Nf(t− τ).
Let (ϕi, fi) ∈ D(A0) converge to (ϕ, f) ∈ K, then by continuity of S(t)
S(t)(ϕ, f) = lim
i→∞
S(t)(ϕi, fi) = lim
i→∞
NT0(t)(ϕi, fi) = lim
i→∞
(Φ(Stϕi + T←(t)fi), 0)
= lim
i→∞
(
1l(τ,∞)(t)NT (t− τ)ϕi + 1l[0,τ ](t)Nfi(t− τ), 0
)
=
(
1l(0,∞)(t− τ)NT (t− τ)ϕ+ 1l[0,τ ](t)Nf(t− τ), 0
) (3.13)
shows that S(t)(ϕ, 0) = (1l(0,∞)(t− τ)NT (t− τ)ϕ, 0) . From the definition of the Volterra
kernels hdelaym (3.10) we thus conclude that the first equation in (3.12) holds. 
4. Bilinear balanced truncation for delay systems
In this section, we provide the necessary tools from bilinear balanced truncation theory and
apply it to delay systems.
Let H be a separable Hilbert space and C ∈ L(K,H) the observation operator, we then
introduce the central object of the bilinear balanced truncation theory, the bilinear Gramians,
cf. [BH19, ZL02]. In particular, the mapping and regularity properties have all been shown
in [BH19].
Definition 4.1 (Gramians). Let O0(t1) := CT (t1). Then, for i ∈ N and y ∈ K de-
fine Oi(t1, . . . , ti+1)y := CT (t1)
∏i+1
j=2 (NT (tj)) y and bounded operators Oi for x, y ∈ K by
〈x,Oiy〉K :=
∫
(0,∞)i+1〈Oi(s)x,Oi(s)y〉H ds, which are summable in operator norm. The bilin-
ear observability Gramian Obil ∈ L(K) is then given as Obil := ∑∞i=0Oi ∈ L(K).
For the bilinear reachability Gramian, we define for i ∈ N and y ∈ K
Pi(t1, . . . , ti+1)y :=
i∏
j=1
(T (tj)
∗N∗)T (ti+1)∗y
such that
〈x,P0y〉K :=
∫
(0,∞)
〈T (s)∗x,BB∗T (s)∗y〉K ds+ 〈x,BinB∗iny〉 and for i ∈ N,
〈x,Piy〉K :=
∫
(0,∞)i+1
〈Pi(s)x,BB∗Pi(s)y〉K ds+
∫
(0,∞)i
〈Pi−1(s)x,BinB∗inPi−1(s)y〉K ds.
The bilinear reachability Gramian is the operator Pbil :=
∑∞
i=0Pi ∈ TC(K).
We introduce operators W bil and Rbil such that the observability Gramian is Obil =
W bil ∗W bil and the reachability Gramian is Pbil = RbilRbil ∗.
Definition 4.2 (Observ. & reach. map). For i ∈ N0 we define the family Wi ∈ L (K,Fi+1 (H))
of operators that map K 3 x 7→ Oi(•)x such that ‖Wi‖ = O
((
M ‖N‖ (2ω)−1/2)i) . Then, we
can define the bilinear observability map W bil ∈ L (K,F (H)) by W bil(x) := (Wi(x))i∈N0 .
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Let Ri ∈ HS
(
Fi+1 (Rn)⊕ Fi(Rk), K
)
be given by
R0(f, g) :=
∫
(0,∞)
T (s)Bf(s) ds+Bing and for i ∈ N
Ri(f, g) :=
∫
(0,∞)i+1
Pi(s)
∗Bf(s) ds+
∫
(0,∞)i
Pi−1(s)∗Bing(s) ds.
The bilinear reachability map is defined as Rbil ∈ HS (F (Rn)⊕⊕∞i=0 Fi(Rk), K) such that
(fi, gi)i∈N0 7→
∑∞
i=0Ri(fi, gi). For subsequent use, we also define maps
Fi(fi) := Ri(fi, 0) and Gi(gi) := Ri(0, gi). (4.1)
Using the above two operators Rbil and W bil, we can now introduce the bilinear Hankel
operator, cf. [BH19].
Definition 4.3 (Hankel operator). The Hankel operator is the Hilbert-Schmidt operator
Hbil := W bilRbil ∈ HS (F (Rn)⊕⊕∞i=0 Fi(Rk), F (H)).
In particular, if H is finite-dimensional then Hbil is of trace-class.
To relate the delayed dynamics to the bilinear Gramians we introduce the integral kernels
of the bilinear Hankel operator:
Definition 4.4. The bilinear Volterra kernels hm and hm,in are the functions defined for
m ∈ N0 by
hm(t0, . . . , tm) := Om(t0, . . . , tm)B and hm,in(t0, . . . , tm) := Om(t0, . . . , tm)Bin. (4.2)
From (1.4), we have estimates on the difference of the trace distance of two Hankel operators
with Fi, Gi as in (4.1),
∞∑
i=0
‖∆(WiFi)‖TC ≤ 2
∥∥∆(Hbil)∥∥
TC
,
∞∑
i=0
‖∆(WiFi+1)‖TC ≤ 2
∥∥∆(Hbil)∥∥
TC
and
∞∑
i=0
‖∆(WiGi)‖TC ≤ 2
∥∥∆(Hbil)∥∥
TC
,
∞∑
i=0
‖∆(WiGi+1)‖TC ≤ 2
∥∥∆(Hbil)∥∥
TC
.
(4.3)
The bilinear Gramians satisfy the following Lyapunov equations which hold as operator equa-
tions, i.e. without testing against elements x, y ∈ D(A), as soon as A is a bounded operator,
see (2.1),
Lemma 4.5 (Lyapunov equation). For all x, y ∈ D(A) the bilinear observability Gramian
satisfies the Lyapunov equation〈
ObilAx, y
〉
K
+
〈
Obilx,Ay
〉
K
+
〈
ObilNx,Ny
〉
K
+ 〈Cx,Cy〉K = 0. (4.4)
For all x, y ∈ D(A∗) the bilinear reachability Gramian satisfies the Lyapunov equation〈(
Pbil −BinB∗in
)
A∗x, y
〉
K
+
〈(
Pbil −BinB∗in
)
x,A∗y
〉
K
+
〈(
Pbil −BinB∗in
)
N∗x,N∗y
〉
K
+ 〈(BB∗ +BinB∗in)x, y〉K = 0.
(4.5)
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Proof. Both Lyapunov equations can be obtained immediately from results on bilinear theory
[BH19, Lemma 2.2] as follows: We observe thatPbil can be written as a sum of two standard
bilinear reachability GramiansPbila|b with control operators Ba = B and Bb = Bin, respectively,
and the projection BinB
∗
in added to them. Each of the Gramians P
bil
a|b satisfies a Lyapunov
equation [BH19, Lemma 2.2] with i ∈ {a, b}〈
Pbili A
∗x, y
〉
K
+
〈
Pbili x,A
∗y
〉
K
+
〈
Pbili N
∗x,N∗y
〉
K
+ 〈BiB∗i x, y〉K = 0. (4.6)
Adding them together and using that Pbil − BinB∗in = Pbila +Pbilb yields the claim. The
Lyapunov equation for the observability Gramian coincides with the one in [BH19]. 
The Lyapunov equations (4.4) and (4.5) imply the following two interpretations for Grami-
ans with different kind of delays:
Proposition 4.6. All elements (ϕ0, f) ∈ ker(O)×L2((−r, 0), ker(O)) are unobservable under
the evolution of the homogeneous system. That is, the solution to
ϕ′(t) = Aϕ(t) +N(Kϕ)(t), for t > 0 (4.7)
satisfies Cϕ(t) = 0 for all t > 0 for τ > 0 and g : [−r, 0]→ R as in (3.2), where
(Kϕ)(t) = ϕ(t− τ) or (Kϕ)(t) =
∫ 0
−r
g(s)ϕ(t+ s) ds. (4.8)
Proof. We start by assuming that (ϕ0, f) ∈ (ker(O)∩D(A))×H1((−r, 0), ker(O)) with ϕ0 =
f(0) first. This set is dense, as it is precisely D(A)∩ (ker(O)× L2((−r, 0), ker(O))), cf. (3.4).
As in the proof of [BH19, Lemma 2.3] one shows that the first Lyapunov equation (4.4) yields
N (ker(O)) ⊂ ker(O), ker(O) ⊂ ker(C), and A (ker(O) ∩D(A)) ⊂ ker(O).
Hence, the homogeneous equation (4.7) for α ∈ ker(O)⊥ and ϕ(t) ∈ ker(O)∩D(A) satisfies
〈α, ϕ′(t)〉 = 〈α,Aϕ(t)〉+ 〈α,NKϕ(t)〉 = 0.
Thus, the flow of the homogeneous problem (4.7) leaves ker(O) invariant. From the in-
clusion ker(O) ⊂ ker(C), we obtain Cϕ(t) = 0. The statement follows then for arbitrary
ϕ := (ϕ0, f) ∈ ker(O) × L2((−r, 0), ker(O)) by approximating ϕ with D(A0) ∩ ker(O) ×
L2((−r, 0), ker(O)) such that 〈α, pi1(T (t)ϕ)〉 = limi→∞〈α, pi1(T (t)ϕi)〉 = 0. 
Proposition 4.7. The closure of the range of the reachability Gramian P is an invariant
space of the flow of ϕ′(t) = Aϕ(t) + NKϕ(t) + Bu(t) with K as in (4.8). That is, for any
(ϕ0, f) ∈ ran(P)× L2((−r, 0), ran(P)) the solution ϕ stays in ran(P).
Proof. We start by assuming that (ϕ0, f) ∈ D(A) ∩ (ker(P)⊥ ×H1((−r, 0), ker(P)⊥), first.
From the second Lyapunov equation (4.5) we deduce, similarly to the previous Lemma, that
N
(
ker(P)⊥
) ⊂ ker(P)⊥, ψi ∈ ker(P)⊥, and A(ker(P)⊥ ∩D(A)) ⊂ ker(P)⊥
where we recall that Bu =
∑n
i=1 ψiui.
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This shows that the homogeneous equation for α ∈ ker(P) and ϕ(t) ∈ ker(P)⊥ ∩ D(A)
satisfies
〈α, ϕ′(t)〉 = 〈α,Aϕ(t)〉+ 〈α,N(Kϕ)(t)〉 = 0.
Thus, the flow of the homogeneous problem (4.7) leaves ker(P)⊥ invariant. From ker(P)⊥ ∩
D(A) ⊂ ker(C), we obtain Cϕ(t) = 0. The statement follows then for general x := (ϕ0, f) ∈
ker(P)⊥ × L2((−r, 0), ker(P)⊥) by approximating x with
xi ∈ D(A) ∩ ker(P)⊥ × L2((−r, 0), ker(P)⊥)
such that 〈α, pi1(T (t)x)〉 = limi→∞〈α, pi1(T (t)xi)〉 = 0. The inhomogeneous equation satisfies
then 〈pi1(Z(t)), α〉 = 〈pi1(T (t)x), α〉+
∑n
i=1
∫ t
0
〈pi1(T (t− s)(ψi, 0)), α〉ui(s) ds = 0. 
5. Proof of Theorem 1
In this section we provide the proof of Theorem 1 which provides error estimates on the
difference of two delay systems with control (1.1b):
ϕbild’(t) = Aϕbild(t) + (Φϕbild)(t)v(t) +Bu(t), t > 0
ϕbild(0) = ϕ0, ϕ
bild(σ) = 0, for σ ∈ (−r, 0). (5.1)
As in (3.11), we let K1(t) := Cϕ
bild
1 (t) be defined in terms of the solution to
ϕbild’1 (t) = Aϕ
bild
1 (t) + (Φϕ
bild
1 )(t)v(t) +Bu(t), t > 0
ϕbild1 (0) = 0, ϕ
bild
1 (σ) = 0, for σ ∈ (−r, 0)
(5.2)
and K2(t) := Cϕ
bild
2 (t) where ϕ
bild
2 solves
ϕbild’2 (t) = Aϕ
bild
2 (t) + (Φϕ
bild
2 )(t)v(t), t > 0
ϕbild2 (0) = ϕ0, ϕ
del
2 (σ) = 0, for σ ∈ (−r, 0).
(5.3)
Proof of Theorem 1. In the following we write v(t) := u(t − τ). By applying the triangle
inequality to the Volterra series [BH19, Lemma A.1], we have using delay Volterra kernels
(3.10)
‖∆(K1)‖L2(0,T ) ≤
∥∥∥∥∥∥∆(1l[0,∞) hdelay0 )∥∥∥ ∗ 1l[0,T ) ‖u‖∥∥∥
L2(0,∞)
+
∞∑
k=2
(∫ T
0
(∫
∆k(t)
‖∆(hdelayk−1 (t− s1, . . . , sk−1 − sk)v(s1) · · · v(sk−1) · u(sk)‖ ds
)2
dt
)1/2
.
(5.4)
Our aim is to estimate the expression containing delay Volterra kernels in terms of bilinear
Volterra kernels (4.2).
The first term on the right-hand side of (5.4) satisfies by Young’s inequality∥∥∥∥∥∥∆(1l[0,∞) hdelay0 )∥∥∥ ∗ 1l[0,T ) ‖u‖∥∥∥
L2(0,∞)
≤
∥∥∥∆(hdelay0 )∥∥∥
L1(0,∞)
‖u‖L2((0,T ))
≤ ‖∆(h0)‖L1(0,∞) ‖u‖L2(0,T ) .
(5.5)
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To estimate the second term on the right-hand side, we observe that by Minkowski’s inequality
and Ho¨lder’s inequality for k ≥ 2(∫ T
0
(∫
∆k(t)
‖∆(hdelayk−1 (t− s1, . . . , sk−1 − sk))v(s1) · · ·u(sk)‖ds
)2
dt
)1/2
≤
∫ T
0
(∫ T
s1
(∫
∆k−1(s1)
‖∆(hdelayk−1 (t− s1, . . . , sk−1 − sk))v(s2) · · ·u(sk)‖ ds
)2
dt
)1/2
|v(s1)| ds1
≤ sup
0≤s1≤T
(∫ T−s1
0
(∫
∆k−1(s1)
‖∆(hdelayk−1 (t, . . . , sk−1 − sk))v(s2) · · ·u(sk)‖ ds
)2
dt
)1/2
‖v‖L1(0,T )
≤
(∫ T
0
sup
0≤s1≤T
(∫
∆k−1(s1)
‖∆(hdelayk−1 (t, s1 − s2, . . . , sk−1 − sk))v(s2) · · ·u(sk)‖ ds
)2
dt
)1/2
‖v‖L1(0,T ).
(5.6)
Thus, by applying Ho¨lder’s inequality, to the inner integral we find that using ‖v‖L2 ≤ 1∫
∆k−1(s1)
‖∆(hdelayk−1 (t, s1 − s2, . . . , sk−1 − sk)) |v(s2) · · ·u(sk)|‖ ds
=
∫ s1
0
· · ·
∫ sk−1
0
∥∥∥∆hdelayk−1 (t, s1 − s2, . . . , sk−1 − sk) v(s2) · · ·u(sp)∥∥∥L(Rn,Rm) dsk · · · ds2
≤
∫
(0,T )i−2
(∫ ∞
0
(∫
(0,T )k−i
∥∥∥∆hdelayk−1 (t, s, r, q)∥∥∥2L(Rn,Rm) dq
) 1
2
dr
)2
ds
 12 ‖u‖L∞(0,T )
Applying Minkowski’s integral inequality to this expression, leads after a change of variables
to remove the delay, together with (5.6) to(∫ T
0
(∫
∆k(t)
‖∆(hdelayk−1 (t− s1, . . . , sk−1 − sk)B)v(s1) · · ·u(sk)‖ds
)2
dt
)1/2
≤
∫ ∞
0
(∫
(0,T )k−1
‖∆hk−1(q1, . . . , qi−1, r, qi, . . . , qk−1)‖2L(Rn,Rm) dq
) 1
2
dr‖u‖L∞(0,T )‖v‖L1(0,T ).
Thus, we have together with (5.5)
‖∆(K1)‖L2(0,T ) ≤
∞∑
i=1
(
‖∆(h2i−1)‖L1iL22i−1(HS) + ‖∆(h2i−2)‖L1iL22i(HS)
)
·
max
{
‖u‖L2(0,T )‖u‖L∞(0,T )‖u‖L1(0,T )
}
≤ 4∥∥∆(Hbil)∥∥
TC
max
{‖u‖L2(0,T ), ‖u‖L∞(0,T )‖v‖L1(0,T )} .
14 SIMON BECKER AND LORENZ RICHTER
The difference ∆(K2) can be bounded, in terms of w as introduced in Theorem 1, using
the Cauchy-Schwarz inequality, and Minkowski’s integral inequality as
‖∆K2‖L2(0,T ) ≤ ‖∆(CTBin)w‖L2(0,T )
+
∞∑
i=1
∥∥∥∥∫
∆i(·)
∥∥∥∆(hdelayi,in (· − s1, · · · , si−1 − si, si)) (v)∥∥∥ v(s1) · · · v(si) ds∥∥∥∥
L2(0,T )
≤ ‖∆(CTBin)‖L2(0,T ) ‖ϕ0‖K
+
∞∑
i=1
∫ T
0
‖∆ (hi,in(· · · , s, · · · ))‖L2((0,∞)i,H) ds ‖v‖L∞(0,T ) ‖ϕ0‖K .
The statement then follows from (4.3) by inserting the estimate
‖∆(CTBin)‖L2(0,T ) ≤ ‖∆(W0G0)‖HS ≤ ‖∆(W0G0)‖TC
into the estimate on the difference of all Volterra kernels (4.2), cf. [BH19, Lemma 4.2],
‖∆K2‖L2(0,T ) ≤
(
‖∆(h2i,in)‖L2 +
∞∑
i=1
(
‖∆(h2i−1,in)‖L1iL22i−1(HS) + ‖∆(h2i,in)‖L1iL22i−2(HS)
))
·max
{
1, ‖v‖L∞(0,T )
}
‖ϕ0‖K ≤ 4
∥∥∆(Hbil)∥∥
TC
max
{
1, ‖v‖L∞(0,T )
}
‖ϕ0‖K .

We now explain how to extend the previous error bound to systems (1.1a) without a control
function v :
Remark 2. By redefining
Φˆ =
√
T0Φ, Nˆ =
√
T0N, and v(t) = T
−1/2
0 , (5.7)
(5.1) on the time-interval [0, T0] becomes the uncontrolled delay system
ϕbild’(t) = Aϕbild(t) + (Φˆϕbild)(t) +Bu(t), t ∈ (0, T0]
ϕbild(0) = ϕ0, ϕ
bild(σ) = 0, for σ ∈ (−r, 0) (5.8)
with ‖v‖L2(0,T0) = 1.
Hence, the following corollary follows straight from Theorem 1
Corollary 5.1. Let H ' Rm and consider the difference of two solutions to (5.8) on a time
interval [0, T0]. If we then interpret these two equations as solutions to (5.1) with redefined
(5.7) and M
∥∥∥Nˆ∥∥∥ /√2ω < 1, such that the Volterra series converges [BH19, Lemma A.1],
then, for control functions u ∈ L2((0, T0),Rn), initial states ϕ0 =
∑k
i=1〈w, êi〉φi and ϕ˜0 :=
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i=1〈w, êi〉φ˜i, and zero history function, it follows that∥∥∆(Cϕbild)∥∥
L2((0,∞),Rm) ≤ 4
∥∥∆(Hbil)∥∥
TC
(
‖ϕ0‖X max
{
1, T
−1/2
0
}
+ max
{
‖u‖L2(0,T0),
√
T0
}
‖u‖L∞(0,T0)
)
.
(5.9)
6. Stochastic delay differential equations
The balanced truncation theories of bilinear and stochastic systems with multiplicative
noise have many features in common [BH19]. In particular, the Gramians for both systems
obey the same Lyapunov equations. We now demonstrate that the same is true for stochastic
delay equations (SDDEs): Consider a probability space (Ω,F ,P) with filtration Ft induced by
a one-dimensional Brownian motion (W (t))t. We then study the stochastic delay differential
equation (SDDE) for a process Xsddet taking values in Rd with matrices A,N ∈ Rd×d, B ∈
Rd×n and a control u ∈ L2ad(Ω× (0,∞);Rn) which, cf. (1.2), is given by
dXsddet =
(
AXsddet +Bu(t)
)
dt+NXsddet−τ dWt, t > 0
Xsdde0 = ξ, X
sdde
t = ft for − r ≤ t < 0.
(6.1)
where ft is a F0-measurable C([−r, 0],R)-valued random variable for which the second moment
exists uniformly on [−r, 0] and ξ ∈ L2(Ω,F0). The solution to (6.1) satisfies then
Xsddet = T (t)ξ +
∫ t
0
T (t− s)NXsddes−τ dWs +
∫ t
0
T (t− s)Bu(s) ds. (6.2)
We are interested in an output variable CXt where the observation operator C is a matrix
of appropriate size. This identity shows that Xt is a semi-martingale, since Xt is also (Ft)
adapted, has continuous paths for t ≥ 0, and satisfies for all T > 0 the uniform square-
integrability condition E
(
supt∈(−r,T ) ‖Xt‖2
)
<∞. Moreover, Xt is a Cb-Feller process [BS17].
In particular, we can define for any C([−r, 0])-valued process Ψ and initial condition ξ ∈
L2(Ω,F) as in (1.2) the flow ΦsddeΨ (t)(ξ) := Xhomt where Xhomt is the homogeneous part of
(1.2), i.e. the process Xsdde with u ≡ 0. We record that once Ψ ≡ 0 the flow becomes linear
in the initial state ξ. We also write ΦsddeΨ (t, s)(ξ) to denote the process started at time s from
ξ. It follows then directly from (6.2) that for Ψ = 0, the solution to (1.2) is given by the
variation of constant formula
Xsddet =
∫ t
0
Φsdde0 (t, r)Bu(r)dr + Φ
sdde
0 (t)(ξ). (6.3)
Assumption 3. We assume the flow Φsdde0 to be exponentially stable in mean square sense,
i.e. there are C, κ > 0 such that for all x ∈ Rm we have E∥∥Φsdde0 (t, 0)x∥∥2 ≤ Ce−κt ‖x‖2 .
Discussion 1 (Exponential stability). The exponential stability of SDEs and SDDEs has
been thoroughly addressed and relevant results for our framework can for example be found in
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[MS97]. In particular, [MS97, Ex. 4.1] implies that the SDDE
dXt = AXt dt+
l∑
i=1
(AiXt +NiXt−τ ) dW it (6.4)
possesses an exponentially stable flow if there are two positive definite matrices Q,G such that
the Lyapunov equation holds
GA+ ATG+
l∑
i=1
(Ai +Ni)
T G (Ai +Ni) = −Q (6.5)
and the delay satisfies the smallness condition τ <
√
δ21+δ3‖A‖2−δ1
2‖A‖2 where in terms of the smallest
eigenvalue λmin(T ) of a matrix T satisfies
δ1 :=
l∑
i=1
(‖Ai‖2 + ‖Ni‖2) , δ2 := 2 ‖G‖
√√√√2δ1 l∑
i=1
‖Ni‖2, and
δ3 :=

√
δ22 + 4λmin(Q) ‖G‖
∑l
i=1 ‖Ni‖2 − δ2
2 ‖G‖∑li=1 ‖Ni‖2
2 .
(6.6)
6.1. Gramians. Let us now introduce the Gramians and the Hankel operator for the SDDE
(1.2):
Definition 6.1. The observability map W sdde ∈ L(K,L2(Ω(0,∞);H)) and reachability map
Rsdde ∈ L(L2(Ω(0,∞);Rn)⊕ Rk, K) are defined as
(W sddex)(t) = CΦsdde0 (t)x and R
sdde(f, v) = E
∫ ∞
0
Φsdde0 (s)Bf(s) ds+Binv.
The Hankel operator is defined as Hsdde = W sddeRsdde. The stochastic reachability Gramian
is defined as Psdde = RsddeRsdde ∗ where
Psdde = E
∫ ∞
0
(Φsdde0 (s)B)(Φ
sdde
0 (s)B)
T ds+BinB
∗
in.
The observability Gramian is defined as Osdde = W sdde ∗W sdde where
Osdde = E
∫ ∞
0
Φsdde0 (s)
TCTCΦsdde0 (s) ds.
Proposition 6.2. The observability and reachability Gramians satisfy the following Lyapunov
equations
BBT + (Psdde −BinBTin)AT + A(Psdde −BinBTin) +N(Psdde −BinBTin)NT = 0
and CTC +NTOsdde N + OsddeA+ ATOsdde = 0.
(6.7)
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Proof. Stochastic integration by parts of the process Xt = Φ
sdde
0 (t)ξ brings
E
(
XtX
T
t
)
= E(ξξT ) +
∫ t
0
E
(
XsX
T
s
)
ds AT + A
∫ t
0
E
(
XsX
T
s
)
ds
+N
∫ t
0
E
(
Xs−τXTs−τ
)
ds NT .
(6.8)
We then take the initial state x0 = ψi with ψi as in Bu =
∑n
i=1 ψiui, pass to the limit t→∞,
and perform a simple change of variables s′ := s − τ in the last integral. This immediately
yields (6.7). Let us now find a Lyapunov equation for the observability Gramian. Stochastic
integration by parts shows that
E
(
Φsdde0 (t)O
sddeΦsdde0 (t)
)
= Osdde + E
(∫ t
0
Φsdde0 (s)
TOsddeAΦsdde0 (s) ds
)
+ E
(∫ t
0
Φsdde0 (s)
TATOsddeΦsdde0 (s) ds
)
+ E
(∫ t
0
Φsdde0 (s− τ)TNTOsddeNΦsdde0 (s− τ)
)
ds
= Osdde + E
(∫ t
0
Φsdde0 (s)
TOsddeAΦsdde0 (s) ds
)
+ E
(∫ t
0
Φsdde0 (s)
TATOsddeΦsdde0 (s) ds
)
+ E
(∫ t
0
Φsdde0 (s)
TNTOsddeNΦsdde0 (s)
)
ds.
(6.9)
Thus, if X satisfies the Lyapunov equation CTC+NTX N+XA+ATX = 0, we find by (6.9)
and the definition of the observability Gramian, Definition 6.1, that indeed Osdde = X. 
Remark 3. The proof of the Lyapunov equations, in particular (6.8) and (6.9), show that
for non-constant history function ft, the Lyapunov equations generalize to
BBT +
∫ 0
−τ
NE(ftf ∗t )NT dt+ (Psdde −BinBTin)AT + A(Psdde −BinBTin)
+N(Psdde −BinBTin)NT = 0 and
CTC +NTOsdde N +
∫ 0
−τ
E(ftNTOsddeNf ∗t ) dt+ OsddeA+ ATOsdde = 0.
(6.10)
In addition, the observability Gramian defines the L2 energy of the uncontrolled process,
i.e. with u ≡ 0 :
Eoutput :=
∫ ∞
0
E
∥∥CΦsdde0 (t, 0)x∥∥2 dt = 〈Osddex, x〉.
For the reachability Gramian less direct interpretations, already studied in the context of
stochastic system with multiplicative, cf. [BH19], can be stated for stochastic delay equations,
as studied here, too.
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Lemma 6.3. The difference of Hankel operators ∆(Hsdde) satisfies for two independent
Wiener processes ∥∥∆ (CΦsddeBin)∥∥L2(Ω(0,∞),HS(Rk,Rm)) ≤ ∥∥∆ (Hsdde)∥∥HS and∥∥∆ (CΦsddeB)∥∥
L1tL
2
ω(Ω(0,∞),HS(Rn,Rm))
≤ 2 ∥∥∆ (Hsdde)∥∥
TC
.
(6.11)
Proof. The first bound follows immediately from the definition of the Hilbert-Schmidt norm.
The second bound follows along the lines of the proof of [BH19, Theorem 3, (5.11)]. 
We are now ready to give the proof of the error bound for stochastic delay differential
equations:
Proof of Theorem 2. By Young’s inequality we have for v ∈ Rk as in the statement of the
theorem that ‖v‖Rk = ‖ξ‖L2(Ω,K) and∥∥∆ (CXsdde)∥∥
L2(Ω(0,T ),Rm)
(6.3)
≤ ∥∥∆(CΦsddeBin)(v)∥∥L2(Ω(0,T ),Rm) + ∥∥∥∥∆ (1l[0,∞) CΦsddeB)∥∥ ∗ 1l[0,T ) ‖u‖∥∥L2(Ω(0,T ),Rm)
≤ ∥∥∆(CΦsddeBin)∥∥L2(Ω(0,∞),Rm×k) ‖ξ‖L2(Ω;K)
+
∥∥∆ (CΦsddeB)∥∥
L1tL
2
ω(Ω(0,∞),Rm×n)
‖u‖L∞ω L2t (Ω(0,T ),Rn)
Lemma 6.3≤ ∥∥∆(Hsdde)∥∥
TC
(
‖ξ‖L2(Ω;K) + 2 ‖u‖L∞ω L2t (Ω(0,T ),Rn)
)
.

7. Applications and Examples
We conclude by analyzing three applications of the model order reduction methods studied
in this article – the corresponding code can be found at https://github.com/lorenzrichter/
balanced-truncation.
Example: Linearized Stuart-Landau Oscillator. [PYPT10, WYH10, ZZ12] The Stuart-
Landau oscillator system is a coupled nonlinear network and a model for phenomena such
as chaos or synchronization in large physical or biological systems modeling a finite speed
of propagation. The dissipative system is described by a parameter Re(α) < 0 and has an
equilibrium solution ϕ = 0, i.e. all oscillators at rest. The dynamics of the Stuart-Landau
system with unidirectional nearest-neighbor interaction is described by the following coupled
system of nonlinear differential equations
ϕ′j(t) = αϕj(t)− ϕj(t)|ϕj(t)|2 + ϕ(j+1) mod N(t− τ), j = 1, . . . , N. (7.1)
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Figure 1. Balanced truncation of the Stuart-Landau oscillator with delay. We
display the L2 errors with their corresponding bounds as well as some compo-
nents of the full (solid lines) and reduced (dashed lines) trajectories.
with τ > 0. By linearizing the dynamics (7.1) around the equilibrium solution, we obtain the
following coupled system of delay equations
ϕ′j(t) = αϕj(t) + ϕ(j+1) mod N(t− τ), j = 1, . . . , N. (7.2)
Hence, A = α 1l and therefore T (t) = eα 1l t and thus M = 1 and ω = |Re(α)|. In a numerical
example, let us consider d = 50 and take α = −1.2, T = 2, τ = 0.1. We discretize the
dynamics with a simple forward Euler scheme using the stepsize ∆t = 0.01 and a random
initial point ϕ(0) ∼ N (0,√0.5 1l). We choose a history function f = 0 and do balanced
truncation as described above while varying the dimensions of the corresponding reduced
systems. Figure 1 displays the L2 errors when reducing to r-dimensional systems and compares
to the corresponding bounds from Corollary 5.1. We see that the measured L2 error decays
rapidly and that the bound seems to be rather conservative. The two right plots in the same
figure show some components of the full and the reduced systems when either choosing r = 2
or r = 6. In the latter case we see almost full agreement of the full and reduced trajectories.
Example: Generalized Langevin equation. [K66, LLL17, M65] Next, we consider a
collection of particles obeying a damped Newtonian dynamics
Mx¨(t) + Cx˙(t) +Kx(t) = 0. (7.3)
In (7.3) both the coupling matrix K = L1L
∗
1 and mass matrix M = L2L
∗
2 are assumed to be
strictly positive matrices and the friction matrix F is a positive semidefinite matrix with the
property that the form x 7→ 〈x, Fx〉 is non-degenerate on every eigenspace of M−1K.
Introducing new coordinates y(t) := (L∗1x(t), L
∗
2x˙(t)), we can define a generator
A =
(
0 L∗1L
−1∗
2
−L−12 L1 −L−12 FL−1∗2
)
such that the semigroup defined as T (t) := etA, associated with (7.3), is exponentially stable.
Thus, the solution to (7.3) is given by y(t) = T (t)y0. To model particle motion in contact
with a heat bath the following generalized Langevin equation (GLE) has been proposed
Mx¨(t) + Fx˙(t) +Kx(t) = −
∫ t
0
γ(t− s)Γ0x˙(s) ds−B0u(t), (7.4)
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Figure 2. Components of the full (solid lines) and reduced Langevin dynamics
with different dimensions r of the reduced systems (dashed lines).
where B0u(t) describes an external fluctuation force. To include a memory effect in the
dissipation the friction is perturbed by a convolution between a kernel γΓ0 and the velocity
of the particles, where Γ0 is a matrix representing the typical scale of friction. In order to
cast (7.4) in a form that resembles more the type of delay equations we have been studying in
this article, we use matrices N := diag (0,Γ0) and B := diag (0, B0) , such that the dynamics
(7.4) takes the form
y′(t) = Ay(t) +
∫ t
0
γ(t− s)Ny(s) ds+Bu(t). (7.5)
We then consider fractional Brownian motion (fBm) BH with Hurst parameter H ∈ (0, 1) and
correlation E(BHt BHs ) = 12
(
s2H + t2H − |t− s|2H) . Moreover, for t > s = 0 the distributional
time derivative of fBm has correlation coefficients E(B˙Ht B˙H0 ) = H(2H−1)t2(H−1) which tend to
zero for large t. For Hurst parameters H ∈ (1/2, 1) the correlation coefficient is also integrable
at zero. We then use a cut-off function to truncate the small tail (neglecting memory effects
from time more than a distance r away from the current time) and define the history kernel
in (7.5) to be γ(t) := 1l[r,0](t)t
2(H−1). Thus,
y′(t) = Ay(t) +
∫ t
t−r
γ(t− s)Ny(s) ds+Bu(t)
≈ Ay(t) + rγ(r/2)Ny(t− r/2) +Bu(t).
(7.6)
Now, the high-dimensional system (7.5) can be reduced using balanced truncation as described
in this article. For a numerical illustration, let us choose d = 100M = 1l +0.1 diag(a1, . . . , ad), F =
1l +0.1 diag(a1, . . . , ad), K = 1l + (|aij/2|)di,j=1 ,Γ0 = 1l, where ai, aij ∼ N (0, 1) are chosen i.i.d.
for all i, j ∈ {1, . . . , d}. We further take u(t) = sin(20t)1, C = 1l, T = 10, τ = 0.1 and plot
components of the full and reduced systems in Figure 2, again considering different dimen-
sions r for the reduced models. In spite of a dimension reduction from d = 100 to r = 10 the
trajectories look almost the same in the right plot.
Example: Geometric Brownian motion. We finally consider geometric Brownian mo-
tion in dimension d = 40 as an example for a stochatsic delay equation just as in (6.1) with a
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Figure 3. Geometric Brownian motion with delay. Left panel: L2 error and
bounds for the full and reduced systems with varying dimension r. Right panel:
one component of a trajectory of the full compared to the r-dimensional reduced
model for different values of r.
one-dimensional Brownian motion and take ξ = (0.1, . . . , 0.1)>, A = − 1l + (aij)di,j=1 , B =
1l + (aij)
d
i,j=1 , N = 1l + (aij)
d
i,j=1, where aij ∼ N (0, 10−4) is sampled i.i.d. for all i, j ∈
{1, . . . , d} once at the beginning of the simulation, and C = diag(1, . . . , 1︸ ︷︷ ︸
r times
, 0.01, . . . , 0.01︸ ︷︷ ︸
d−r times
)
with r = 10. The delay time is τ = 0.1, the control u(t) = sin(20t)1 and the history function
ft = 0. Figure 3 shows the L
2 errors between the full and reduced systems and compares
them with the bound from Theorem 2. We see that the error decreases if we choose r big
enough and that the bound is off by around two orders of magnitude.
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