Introduction
In this paper, we are only concerned with undirected simple finite graphs and we follow [2] for terminology and notations are not defined here. For a given graph G, we denote its vertex set, edge set, maximum degree and minimum degree of G by V (G), E(G), ∆(G) and δ(G), respectively. Also, for given disjoint subsets U and W of V (G), we use E[U, W ] to denote the set of all edges between U and W and we use G[U ] to denote the subgraph of G induced by the vertices of U . A clique in a graph is a set of mutually adjacent vertices and the maximum size of a clique in a graph G is called the clique number of G. As usual, the star graph on n + 1 vertices is denoted by K 1,n and the complete graph on n vertices is denoted by K n . In this paper, we use K k (n 1 , . . . , n k ) to denote the complete k-partite graph in which the i-th part, 1 ≤ i ≤ k, has n i vertices. In addition, for a given red/blue coloring of the edges of a graph G, we use G r and G b to denote the spanning subgraphs of G induced by the edges of colors red and blue, respectively.
A tree is a connected graph without cycles and a forest is a disjoint union of trees. In this paper, for a given forest F , we use n(F ) to denote the number of vertices of the largest component of F and for i = 1, 2, . . . , n(F ), we use k i (F ) to denote the number of components of F with exactly i vertices. Moreover, for a given forest F , we define C(F ) = {i : k i (F ) = 0} and the variety of F , denoted by q(F ), is the number of components of F with different sizes, i.e. q(F ) = |C(F )|.
For given graphs G and G 1 , G 2 , . . . , G t , we write G → (G 1 , G 2 , . . . , G t ) if the edges of G are colored in any fashion with t colors, then for some i, 1 ≤ i ≤ t, the spanning subgraph of G whose edges are colored with the i-th color, contains a copy of G i . For given graphs G 1 , G 2 , . . . , G t , the Ramsey number R(G 1 , G 2 , . . . , G t ) is the smallest positive integer n such that K n → (G 1 , G 2 , . . . , G t ). The existence of such a positive integer is guaranteed by the Ramsey's classical result [19] . For a survey on Ramsey theory and results in this area, we refer the reader to the regularly updated survey by Radziszowski [18] 
for each e ∈ E(K r ). Also, a t-coloring of the edges of K n is called (G 1 , G 2 , . . . , G t )-free coloring if for each i, 1 ≤ i ≤ t, the spanning subgraph of G whose edges are colored with the i-th color, does not contain G i as a subgraph.
Classical Ramsey numbers may be thought of in a more general setting. For given graphs G 1 , G 2 , . . . , G t and any monotone graph parameter ρ, one may define the ρ-Ramsey number, denoted by
The study of parameter Ramsey numbers dates back to the 1970 [3] and since then, many researchers have studied this quantity when ρ(H) is the clique number of H [9, 15, 17] (giving way to the study of Folkman numbers), when ρ(H) is the number of edges in H [1, 4, 5, 7, 8, 20] (called as the size Ramsey number), when ρ(H) is the chromatic number of H [3, 22] (called as the chromatic Ramsey number) or when ρ(H) is the maximum degree of H [3, 11, 12, 13, 14] (called as the degree Ramsey number).
In this paper, we are interested in the size Ramsey number (ρ(H) = |E(H)|) and the starcritical Ramsey number (ρ(H) = δ(H) and V (H) = R(G 1 , G 2 , . . . , G t )). For given graphs G 1 , G 2 , . . . , G t with r = R(G 1 , . . . , G t ), the star-critical Ramsey number R * (G 1 , G 2 , . . . , G t ) is defined as min{δ(H) : H ⊆ K r , H → (G 1 , G 2 , . . . , G t )}, and the size Ramsey number R(G 1 , G 2 , . . . , G t ) is defined as the minimum number of edges of a graph H such that H → (G 1 , G 2 , . . . , G t ).
Let K n K 1,k be the graph obtained from K n by adding a new vertex v adjacent to k vertices of K n . It is easy to see that the star-critical Ramsey number R * (G 1 , G 2 , . . . , G t ) is equivalent to finding the smallest integer k such that
Size and star-critical Ramsey numbers were investigated by several authors (see [1, 4, 5, 6, 7, 8, 10, 16, 20] ). The exact value of the star-critical Ramsey number for a tree versus a complete graph was determined in [10] and the star-critical Ramsey number of a matching (as an special case of a forest) versus a complete graph was determined in [7, 16] . In this paper, the Ramsey number and also the star-critical Ramsey number of a forest versus any number of complete graphs will be determined exactly in terms of the Ramsey number of complete graphs. More precisely, if m 1 , m 2 , . . . , m t are positive integers, r = R(K m 1 , . . . , K mt ) and F is a forest without isolate vertices, then
In addition, the star-critical Ramsey number R * (F, K m ) is used to give a tight bound for the size Ramsey number of a forest versus a complete graph.
Main Results
To determine the exact value of the star-critical Ramsey number of a forest versus complete graphs, we need some theorems and lemmas. First, we start with the following theorem [21] , giving the exact value of the Ramsey number of a forest versus a complete graph.
As an easy and immediate consequence of Theorem 2.1, we have the following corollary. Corollary 2.2. Let T n be a tree on n vertices, then R(kT n , K m ) = (n − 1)(m − 2) + nk.
In addition, the exact value of the star-critical Ramsey number for a tree versus a complete graph was determined in [10] . In fact, in [10] it was proved that for a given tree T n , all (T n , K m )free colorings of the complete graph on R(T n , K m ) − 1 vertices are unique. If c is a (T n , K m )-free coloring of G = K r−1 , then the resulting graph must have a unique red/blue coloring as follows.
Corollary 2.4. ([10])
For any tree T n on n vertices, R * (T n , K m ) = (n − 1)(m − 2) + 1. Now, in the sequel, we determine the star-critical Ramsey number of disjoint union of a tree versus a complete graph. For this purpose, first we characterize the class of all (kT n , K m )free colorings on R(kT n , K m ) − 1 vertices and then we use such a characterization to find the star-critical Ramsey number R * (kT n , K m ). Definition 2.5. Let n ≥ 2, m ≥ 3 be given integers and r = R(kT n , K m ) = (n−1)(m−2)+nk. Define the family G n,m,k as {G 0 , G 1 , . . . , G k−1 }, where each G i , 0 ≤ i ≤ k − 1, is a copy isomorphic to K r−1 with the following red/blue edge coloring:
where, k 1 , k 2 , . . . , k m−2 are non-negative integers with m−2 j=1 k j = i. Such a red/blue coloring of G i ∈ G n,m,k is shown in Figure 1 . Lemma 2.6. Let n ≥ 2, m ≥ 3 and k ≥ 1 be given and r = R(kT n , K m ) = (n−1)(m−2)+nk. If c is a (kT n , K m )-free coloring of K r−1 , then the resulting graph must belong to the family G n,m,k described in Definition 2.5.
Proof. We use induction on k to prove the theorem. Let c be an arbitrary (kT n , K m )-free coloring of G = K r−1 . If k = 1, then by Theorem 2.3, c must be the red/blue coloring of G 0 described in Definition 2.5. Thus, let k ≥ 2. As k ≥ 2 and R(kT n , K m ) − 1 ≥ R(T n , K m ), such coloring must contain a red monochromatic copy of T n (say T ). Delete the vertices of T from G and let H be the resulting graph. Clearly,
Since |V (H)| = R((k − 1)T n , K m ) − 1 and the coloring induced by c on H, say c , is a ((k − 1)T n , K m )-free coloring, then by the induction hypothesis, c must be a red/blue coloring of H belongs to the family G n,m,k−1 , say H i , such that
We consider the following cases.
It is easy to see that E[V , V m−1 ] ⊆ E(G r ), otherwise, there is a blue copy of K m in G by choosing an arbitrary vertex v j ∈ V j , for each j, 1 ≤ j ≤ m − 2, and the end vertices of the blue edge in E[V , V m−1 ]. Now, by a similar argument as the first paragraph, we conclude that
In this case, the vertex v cannot have a blue neighbour in each V l , for l = 1,
form a blue copy of K m , a contradiction. So, without loose of generality, we may assume
and G[V l ], 2 ≤ l ≤ m − 1 are subgraphs of G r and so, the resulting graph is isomorphic to G i−1 ∈ G n,m,k , which completes the proof. 
Since the chromatic number of the blue subgraph of H is m − 1, then the blue graph does not contain K m as a subgraph. In the red subgraph, the components of size (n − 1) does not contain any red tree T n and in the component of size (nk − 1) there are at most (k − 1) red copies of T n . Therefore, we have a (kT n , K m )-free coloring of H and so H (kT n , K m ).
For the upper bound, let G = K r−1 K 1,r * and let v be the vertex of degree r * in G. We prove that G → (kT n , K m ). On the contrary, let G (kT n , K m ) and consider a (kT n , K m )-free coloring of G. This coloring induce a (kT n , K m )-free coloring of G \ {v} ∼ = K r−1 and so, by Lemma 2.6, this coloring is unique, as described in Definition 2.5. Since the blue subgraph of G\{v} is a (m−1)-partite graph, let V 1 , . . . , V m−2 , V m−1 be the partite sets of G\{v}. Note that by the structure of the (kT n , K m )-free coloring of G \ {v}, all r * = (n − 1)(m − 3) + nk edges incident with v must be blue, otherwise, G contains a red kT n , a contradiction. As deg(v) ≥ r * , one can easily conclude that v has at least one neighbor in each V i , 1 ≤ i ≤ m − 1, and hence, G contains a blue copy of K m , a contradiction. This contradiction shows that G → (kT n , K m ), which completes the proof. Now, we are ready to prove our first main result. In the following, we determine the starcritical Ramsey number of an arbitrary forest versus a complete graph. Hereafter, for simplicity, for a given forest F and also positive integers a and b, we use b a to denote b i=a ik i (F ) and briefly, we use n and k i to denote n(F ) and k i (F ), respectively. Theorem 2.8. Let F be an arbitrary forest without isolate vertices, m ≥ 3 and let j 0 be the smallest positive integer such that max j∈C(F ) {(j − 1)(m − 2) + n(F ) i=j ik i (F )} happens. Then,
Proof. Let r = R(F, K m ) = (j 0 − 1)(m − 2) + n j 0 and r * be the claimed number for R * (F, K m ). To see r * is a lower bound for R * (F 
Color all edges with both ends in V i , 1 ≤ i ≤ m − 1, by red and the rest by blue. Now, add a vertex v with all blue edges adjacent to every vertex in V i , 2 ≤ i ≤ m − 1. Clearly, the clique number of the subgraph of H spanned by the blue edges is (m − 1) and so H b does not contain K m as a subgraph. Also, H r does not contain F , because in the components of size (j 0 − 1) there is no red tree of size j 0 and in the component of size ( n j 0 −1) some trees of size j 0 or larger are missed. This means that we have a (F, K m )-free coloring of H and so, H
For the upper bound, let G be a graph containing K r−1 with an additional vertex v adjacent to at least r * vertices of K r−1 , G = K r−1 K 1,r * , whose edges are arbitrary colored red and blue. We suppose that K m G b and by induction on the variety of F , q(F ), we prove that the subgraph of G spanned by the red edges contains F as a subgraph. If q(F ) = 1, then all trees in F have the same number of vertices and so F = kT n , for some positive integers k and n. Now, having applied Lemma 2.7, it is verified that R * (F, K m ) = (n − 1)(m − 3) + nk, which coincide with the claimed number of the theorem. Now, assume that q(F ) ≥ 2 and let F be an arbitrary forest contains trees of different sizes. Let s and n be the sizes of the smallest and the largest components in F , respectively. Delete all trees of size s from F and let F be the resulting forest. Clearly, F = F ∪ k s T s and if the size of the smallest tree in F is t, then F = {k s T s , k t T t , . . . , k n T n }, F = {k t T t , . . . , k n T n } and |V (F )| = n t . In the sequel, we prove that G must contain a red copy of F as a subgraph. For this purpose, let j 0 be the smallest positive integer which max j∈C(F ) {(j − 1)(m − 2) + n j } happens. Note that by Theorem 2.1, R(F , K m ) = (j 0 − 1)(m − 2) + n j 0
, and since C(F ) \ C(F ) = {s}, we have either j 0 = s or j 0 = j 0 , means that j 0 ≤ j 0 . Set r * = (j 0 − 1)(m − 3) + n j 0 . As q(F ) < q(F ), by the induction hypothesis, R * (F , K m ) ≤ r * .
Since C(F ) ⊆ C(F ), then (j 0 − 1)(m − 2) + n j 0 ≥ (j 0 − 1)(m − 2) + n j 0
, and using j 0 ≤ j 0 , we conclude that
Therefore, r * ≤ r * and so, deg(v) ≥ r * ≥ r * ≥ R * (F , K m ). Note that F ⊆ F and R(F, K m ) ≥ R(F , K m ). Set r = R(F , K m ) and choose r − 1 vertices from G − {v} K r−1 containing r * vertices from N (v) and let G be the subgraph of G spanned by the vertex v and the chosen r − 1 vertices. Clearly, G = K r −1 K 1,r * ⊆ G and since r * ≥ R * (F , K m ), then G → (F , K m ). As G ⊆ G and G does not contain a blue monochromatic copy of K m , we obtain that F ⊆ G r . Discard the vertices of such a copy of F from G and let H be the resulting graph. We prove that there is a red monochromatic copy of k s T s in H. For this purpose, we consider the following cases.
In this case, H ⊆ K r−1 and |V (H)
, means that there is a monochromatic red copy of k s T s in H.
In this case, V (F ) ⊆ K r−1 and |V (H) \ {v}| = |V (K r−1 ) \ V (F )|. Therefore,
In addition,
Therefore, in this case
Having applied Lemma 2.7, we conclude that H → (k s T s , K m ). Since there is no blue K m in G, then H contains a red monochromatic copy of k s T s , all trees of size s in F . Now, this copy of k s T s ⊆ H r with the deleted monochromatic red forest F , form a monochromatic red copy of F in G, completing the proof of theorem.
Multicolor Results
In this section, the star-critical Ramsey number of an arbitrary forest versus any number of complete graphs will be computed exactly. Before that, we prove the following lemma determining the exact value of the Ramsey number of an arbitrary forest versus any number of complete graphs, in terms of the Ramsey number of complete graphs. Lemma 3.1. Let F be an arbitrary forest, m 1 , m 2 , . . . , m t be positive integers and let r = R(K m 1 , . . . , K mt ). Then, R(F, K m 1 , . . . ,
Proof. Let the maximum for the claimed number is occurred for j = j 0 and p 0 = n(F ) i=j 0 ik i (F ). For the lower bound, begin with a t-coloring of the edges of K r−1 , say colors α 1 , . . . , α t , that has no copy of K m i in color α i for any i, 1 ≤ i ≤ t. Consider r − 2 vertices of K r−1 and replace each of them by a complete graph of order j 0 − 1 and replace the remaining vertex of K r−1 by a complete graph of order p 0 − 1 and let G be the resulting graph. Color all edges contained in these complete graphs by color α 0 . Each edge in the original graph K r−1 expands into a copy of K j 0 −1,j 0 −1 or a copy of K j 0 −1,p 0 −1 in G. Color all edges in these subgraphs with the same color that its original edge in K r−1 had. Note that the subgraph of G induced by the edges of color α 0 does not contain F , because parts have sizes (j 0 − 1) and (p 0 − 1) and in the components of size (j 0 − 1) there is no tree of size j 0 and in the component of size (p 0 − 1) some trees of size j 0 or larger are missed. This yields a (t + 1)-edge coloring of K (j 0 −1)(r−2)+p 0 −1 with colors α 0 , α 1 , . . . , α t without monochromatic copy of F in color α 0 and no monochromatic copy of
For the upper bound, let s be the claimed number for R(F, K m 1 , . . . , K mt ) and consider an arbitrary (t + 1)-edge coloring c of the complete graph G = K s by colors α 0 , α 1 , . . . , α t . Recolor all edges of colors α 1 , α 2 , . . . , α t by a new color β 0 and retain the color of the remaining edges. This yields an edge coloring of K s by colors α 0 and β 0 . By Theorem 2.1, R(F, K r ) = s and so K s contains a monochromatic copy of F in color α 0 or a monochromatic copy of K r in color β 0 . If the first case occurs, we are done, and otherwise we have a monochromatic copy of K r in color β 0 . Return to c, restricted to this set of r vertices. By the definition of the Ramsey number, c has a monochromatic copy of K m i in color α i , for some i, 1 ≤ i ≤ t. Hence, K s → (F, K m 1 , . . . , K mt ) and the proof is completed. Proposition 3.2. For given positive integers m 1 , m 2 , . . . , m t , the t-tuple (K m 1 , . . . , K mt ) of complete graphs is Ramsey-full.
Proof. Let r = R(K m 1 , . . . , K mt ) and e = uv be an arbitrary edge of K r . We prove that K r − e (K m 1 , . . . , K mt ). On the contrary, let K r − e → (K m 1 , . . . , K mt ). This means that in any t coloring of the edges of K r − e there exist some i, 1 ≤ i ≤ t, such that the i-th color class contains K m i as a subgarph. Since u and v are not adjacent, hence such a copy of K m i cannot contain u and v at the same time and so, such a copy would appear in the induced t-edge coloring of either K r \ {u} or K r \ {v}. Therefore, K r \ {u} → (K m 1 , . . . , K mt ) or K r \ {v} → (K m 1 , . . . , K mt ), means that K r−1 → (K m 1 , . . . , K mt ), a contradiction. By Theorem 2.1 and Lemma 3.1, R(F, K m 1 , . . . , K mt ) = R(F, K r ) and so by Theorem 2.8, we obtain the following theorem which determine the exact value of the star-critical Ramsey number of a forest versus complete graphs of arbitrary sizes. Note that if H is an arbitrary graph whose vertices are partitioned into sets V 1 , V 2 , . . . , V t , then the shadow graph of H, denoted by
Theorem 3.3. Let F be an arbitrary forest without isolate vertices, m 1 , . . . , m t be positive integers and r = R(K m 1 , K m 2 , . . . , K mt ). If j 0 is the smallest positive integer maximizing
Proof. Let r * be the claimed number for R * (F, K m 1 , . . . , K mt ). Note that by Lemma 3.1, R(F, K r ) = R(F, K m 1 , . . . , K mt ) = (j 0 −1)(r−2)+ n j 0 and by Theorem 2.8, R * (F, K r ) = r * . For the lower bound, we prove that if H = K R(F,Kr)−1 K 1,r * −1 , then H (F, K m 1 , . . . , K mt ). For this purpose, partition the vertices of K R(F,Kr)−1 into (r − 1) parts V 1 , . . . , V r−1 such that for every i, 1 ≤ i ≤ r − 2, |V i | = j 0 − 1 and |V r−1 | = n j 0 −1. Color all edges with both ends in V i , 1 ≤ i ≤ r − 1, by α 0 and the rest by β 0 . Now, add a vertex v adjacent to every vertex in V i , 2 ≤ i ≤ r − 1, by color β 0 . Clearly, we have a 2-coloring of the edges of H with colors α 0 and β 0 such that the subgraph spanned by the edges of color α 0 , H α 0 , does not contain F and the subgraph spanned by the edges of color β 0 , H β 0 , does not contain K r as a subgraph. Note that H β 0 is an r-partite subgraph of H with partite sets ({v}, V 1 , V 2 , . . . , V r−1 ), which is not a complete r-partite graph. Let Γ(H β 0 ) be the shadow graph of H β 0 . Clearly, Γ(H β 0 ) is a noncomplete graph on r vertices and so, by Proposition 3.2, Γ(H β 0 ) has a (K m 1 , . . . , K mt )-free coloring. Consider such a (K m 1 , . . . , K mt )-free coloring of Γ(H β 0 ) with colors α 1 , α 2 , . . . , α t . Now, each edge of Γ(H β 0 ) in the original graph H β 0 expands into a complete bipartite subgraph. Recolor all edges in these subgraphs with the color that its original edge in Γ(H β 0 ) had. This yields a (F, K m 1 , . . . , K mt )-free coloring of H with t + 1 colors α 0 , α 1 , α 2 , . . . , α t .
For the upper bound, let c be an arbitrary (t + 1)-coloring of the edges of G = K R(F,Kr)−1 K 1,r * by colors α 0 , α 1 , . . . , α t . We prove that G → (F, K m 1 , . . . , K mt ). Recolor all edges of colors α 1 , α 2 , . . . , α t by a new color β 0 and retain the color of the remaining edges. This yields a 2-edge coloring of G = K R(F,Kr)−1 K 1,r * by colors α 0 and β 0 and so, by the definition, G contains either a monochromatic copy of F in color α 0 or a monochromatic copy of K r in color β 0 . If we have a monochromatic copy of K r in color β 0 , then return to c, restricted to this set of r vertices. By the definition of the Ramsey number, the coloring induced by c to this set of r vertices has a monochromatic copy of K m i in color α i , for some i, 1 ≤ i ≤ t. Therefore, G → (F, K m 1 , . . . , K mt ) and the proof is completed.
Let G 1 , G 2 , . . . , G t be given graphs, r = R(G 1 , G 2 , . . . , G t ) and r * = R * (G 1 , G 2 , . . . , G t ). By the definition of the star-critical Ramsey number, G = K r−1 K 1,r * is a graph of size r−1 2 + r * such that G → (G 1 , G 2 , . . . , G t ). Therefore, for given graphs G 1 , G 2 , . . . , G t , it can be easily seen that R(G 1 , G 2 , . . . , G t ) ≤ R(G 1 , G 2 , . . . , G t ) − 1 2 + R * (G 1 , G 2 , . . . , G t ).
Therefore, if F is an arbitrary forest and m ≥ 3, then
Let j 0 be the smallest integer such that max j∈C(F ) {(j −1)(m−2)+ n(F ) i=j ik i (F )} happens. By Theorem 2.8 and (1), we deduce that
In particular, if F is a matching of size t, i.e. F = tK 2 , then by Theorem 2.1, R(tK 2 , K m ) = m + 2t − 2 and so by (2),R(tK 2 , K m ) ≤ m+2t−2
2
. Erdős and Faudree in [7] proved that if m and t are positive integers and m ≥ 4t − 1, thenR(tK 2 , K m ) = m+2t−2
. Thus, if F is a matching of size t, then equality holds in (2) , means that the bound presented in (2) is best possible.
