Abstract-Various solutions to visual multi-target tracking have been proposed, but many of them are not capable of running in real time from a moving camera on an unmanned aerial vehicle (UAV). We present a tracker that runs in real time and tracks multiple objects while accounting for camera motion on a UAV. Our algorithm is capable of processing over 10 frames per second on a 1280x720 video sequence.
I. INTRODUCTION
Visual multi-target tracking from an unmanned aerial vehicle (UAV) has many applications including wide area surveillance, search and rescue, photography, law enforcement, and military operations. These applications, however, have different requirements than those of traditional state-ofthe-art trackers. A tracker in these scenarios must be able to run in real time from a UAV, track from a moving camera, and track multiple objects simultaneously.
Perhaps the most critical distinction between our work and state-of-the-art trackers is the requirement that the algorithm not only run in real-time but also run on-board the UAV. Onboard computation avoids many of the challenges inherent in point-to-point video links including data corruption and compression artifacts, which can degrade the performance of the tracker. Tracking on-board the UAV often limits the available computational power.
Many state-of-the-art algorithms commonly used on stationary cameras, such as image-based background subtraction, cannot be used on a moving camera, because the pixel locations of stationary objects are not constant across time.
There are many single object trackers [1] , [2] , [3] , [4] , some of which are capable of running in real time. However, it is difficult to use these trackers for multiple objects because they lack automatic track initialization and, assuming the required computation scales linearly, may no longer run in real time when tracking multiple objects.
Multiple object trackers [5] , on the other hand, can automatically initialize new tracks. These trackers rely on a multiple-class object detector trained using Deep Learning. There are two main obstacles to using object detectors for tracking from a UAV. First, many of these object detectors do not run in real time. For example, DPM [6] and Faster R-CNN [7] , two commonly used object detectors in the Multiple Object Tracking Challenge [8] , run at 0.5 and 5 frames per second respectively. Recently several real-time object detection frameworks have been proposed, including YOLO [9] and SSD [10] . These may enable object detectors to be used for real time tracking. Even so, real-time performance is only achieved with a GPU, which may not be feasible to carry on-board a small UAV. Second, object detectors struggle to detect far away objects typical in aerial imagery, likely because they are not usually trained on aerial imagery. Retraining the object detectors on aerial imagery can improve performance [11] .
Wide-Area Motion Imagery (WAMI) trackers [12] , [13] must use a different set of algorithms because of the enormous camera resolution and limited frame rate of 1 frame every 1 or 2 seconds. WAMI trackers are one of the few trackers that rely on motion detection rather than a multiclass object detector or a user-specified bounding box to initialize tracks. However, the large image resolution makes it very challenging to process in real time. As a result, we focus in this paper on more standard resolution imagery taken at lower altitudes.
The contribution of this paper is a multi-target tracker capable of tracking moving and stopped objects in real time from a moving camera. Our work uses Recursive-RANSAC [14] for track estimation and track management. Our work extends the tracker presented in [15] which successfully tracks multiple objects from a moving camera but fails to track these objects once they have stopped. To track stopped objects, we combine the motion detector used in [15] with BRIEF feature matching [16] and Lucas-Kanade optical flow [17] for persistent point tracking. We use grid-based feature prioritization, denoted as GFP, to keep the number of tracked points small enough to run in real time. We use a track failure detection method to reduce non-existent "ghost" tracks that sometimes arise during track occlusions.
The remainder of the paper is outlined as follows. Sections 2 and 3 describe motion detection and Recursive-RANSAC, the previous methods we extend in this paper. Section 4 and 5 describe our method of persistent point tracking and reducing duplicate points using grid-based feature prioritization. Section 6 describes a method for detecting tracking failure. Section 7 summarizes the complete visual multi-target tracker. The results on a moving camera video sequence are discussed in Section 8.
II. KLT-BASED MOTION DETECTION USING HOMOGRAPHY OUTLIERS
A simple motion detection technique that works on a moving camera is using homography outliers as described in [15] . Good Features to Track [18] are first detected in the current frame and then matched to the previous frame using optical flow. A homography is then fit to these points to describe the motion between the previous and current frames. Outliers to the homography are classified as moving points (see Algorithm 1) . The results of this algorithm on a moving camera sequence are shown in Figure 1 .
The homography works well to align the frames if the motion is mostly rotational or if the UAV altitude is large when compared to the non-planar depth variations. This is often true for UAVs. When these assumptions do not hold, stationary objects can appear to be moving. This effect is known as parallax. There are more complicated methods for motion detection that account for parallax [19] , [20] , [21] .
Algorithm 1 Motion Detection
1: Detect features in the current frame 2: Calculate velocity of features using LK Optical Flow 3: Align previous and current frame using a homography 4: Transform points in previous frame to current frame 5: Subtract camera motion to obtain net pixel velocity 6: Threshold net pixel velocity to find moving points
III. RECURSIVE-RANSAC
Moving points found using motion detection are then fed into Recursive-RANSAC, a newly proposed algorithm for multi-target tracking presented in [14] . At each time step Recursive-RANSAC searches for new models using RANSAC. When a sufficient number of inliers are detected, a new track is initialized. Existing tracks are propagated forward using a Kalman Filter. Probabilistic Data Association [22] is used to account for measurement association uncertainty. Each track is given an inlier score based on the percentage of time steps in which the track is detected. Recursive-RANSAC also has a track management system that merges similar tracks and removes tracks that have an inlier score lower than the minimum threshold.
IV. PERSISTENT POINT TRACKING USING OPTICAL FLOW AND FEATURE MATCHING
Using motion detection as an input to Recursive-RANSAC allows any moving object to be tracked. However, moving objects that subsequently stop can no longer be tracked using this approach. For this reason, we propose extending motion detection to track stopped objects by using long-term point tracking. Long-term point tracking can be done using Optical Flow or Feature Matching. Only one method is required, but combining both has the potential to improve overall tracking accuracy. In this paper we will use Lucas-Kanade Optical Flow [17] and BRIEF Feature Matching [16] . Though there are more sophisticated feature descriptors, BRIEF has the advantage of being easily run in real time, while still being accurate.
Each point being tracked will be denoted as the tuple φ s t,i = {s, p, v, a, f }, where t is the time step, i is the point index, s is the source index, p is the point position, v is the point net velocity, a is the point track association, and f is the feature descriptor. The net velocity for persistent points is calculated in the same manner as described in the motion detection algorithm. The track association is determined by R-RANSAC when a new track is initialized or when points fall within the gate of an existing track. The feature descriptor is stored the first time the tracked point is initialized. This collection of information is sufficient to allow long-term point tracking using optical flow and feature matching.
Optical flow calculations are made between consecutive frames (in other words the template is updated each frame). This method of point tracking is potentially more susceptible to gradual drift, but is more accurate between consecutive frames because it avoids jerky estimates due to non-translational image warps and non-rigid object motion. Feature matching, on the other hand, is calculated without updating the template at each time step. This allows lost points to be recovered and has the potential to help distinguish between crossing and interacting targets (See Figure 2) . Features are only matched if the feature hamming distance falls below a set threshold. The location of the associated track (assigned by Recursive-RANSAC) defines a search region which reduces unnecessary feature comparisons.
V. GRID-BASED FEATURE PRIORITIZATION (GFP)
If every moving feature were stored in memory and tracked using both optical flow and feature matching, the large number of accumulating features would quickly become computationally intractable (see Figure 3) . As a result, features associated with a particular track must be prioritized and less-important features thrown out. To prioritize these features we use something we will call grid-based feature prioritization (GFP), based on the feature prioritization algorithm in OpenCV's GoodFeaturesToTrack function [23] .
GFP adds incoming features to a temporary grid data structure, while ensuring that none of the features are closer than the minimum allowed distance between features. Before being added to the grid the features are sorted by priority. Initially the grid is empty and so almost all of the highpriority features are added. But as more and more features are added, eventually the lower-priority features no longer meet the minimum distance requirement and so they are discarded (Algorithm 2). The grid data structure is used for efficiency so that whenever a new feature is added only the adjacent cells need to be searched rather than searching the entire grid (see Figure 4) . The main advantage of this strategy is that it maximizes the amount of information gained from each area of the im- Fig. 4 . The GFP algorithm can be optimized by storing the points in a grid data structure. As a result of this modification, only the adjacent cells (9 cells total) must be searched each time a new candidate point is added, as opposed to searching the entire collection of points. age while reducing computational complexity. For example, when optical flow is used to track non-rigid objects such as pedestrians, the features quickly clump together because of crossing limbs. After some time the points are basically duplicates of one another and the extra computation no longer provides any additional information to the tracker. The minimum distance requirement ensures that each point is unique and contributes a valuable piece of information to the tracker.
In our setup, we have chosen the moving object detection to be the highest priority because it is relied on for track initialization and gives original information about the location of new and existing targets. Feature matching and optical flow are not original sources since they can only be used to compare the current frame to earlier frames in which the moving objects were detected. Feature matching and optical flow are used whenever the corresponding region of the image has no moving object detections. The result of the feature prioritization algorithm is shown in Figure 5 .
VI. REDUCING GHOST TRACKS
Often non-existent ghost tracks are a side-effect of attempting to track stationary objects. Ghost tracks usually occur when an object being tracked disappears behind an occlusion. If the tracking methods do not detect that the object is no longer visible they will begin to track the occlusion instead of the original object. Examples of ghost tracks are shown in Figure 6 .
Automatic detection of tracking failure is arguably just as important as automatic track initialization. In this paper we detect track failure by comparing the current frame to a background image to determine whether the current frame still contains the object. If the two images are different, the difference implies that something is present in the current frame. If the current frame is identical to the background image, the object being tracked must no longer be visible. Optical flow can be used to determine similarity between the background image and the current frame. If the calculated motion is greater than a set threshold, the point is kept, otherwise it is discarded to avoid creating ghost tracks. In our tests a threshold of 1 pixel gave good results. Instead of maintaining a background model, which on a moving camera is not trivial, we look for a recent previous image that contains background near the object of interest. The main challenge is to decide which frame contains background. A simple method to determine whether an area of the image contains foreground or background is to keep a history of recent measurements and check for measurements in the area of interest at the given time step. If there are no nearby measurements at that time step, the frame is likely to contain only background. Since not all movement is observed in the image, there is still some uncertainty in whether these frames contain background. To improve the ghost track reduction accuracy, multiple candidate background frames are compared to the current frame. After a few time steps the tracked point is flagged as a verified stationary point and no further comparisons are performed.
On a stationary camera, optical flow can be calculated directly on the two images without any image registration. However, on a moving camera the images must first be aligned using a homography or other transformation. In our approach we do not calculate this homography from scratch but instead concatenate previously-calculated homographies to determine the transformation. This is more susceptible to drift over time, but since most of the time we are only going back a couple of frames the registration is quite accurate.
Other methods for detecting track failure include forwardbackward error [24] and affine motion dissimilarity [18] . Analyzing and comparing these track failure detection methods is beyond the scope of this paper.
VII. COMPLETE TRACKER PIPELINE
The complete visual multi-target tracker pipeline is shown in Figure 7 . The diagram shows the flow of tracked points through the system. Three measurement sources are shown on the left of the figure: KLT-based motion detection, KLT point tracking, and BRIEF feature matching. These sources are combined using Grid Feature Prioritization (GFP) to Each collection of points is denoted as Φ t = {φ t,1 , φ t,2 , · · · , φ t,n }, where t indicates the current time step in frames. The superscript indicates the source of the collection of points. The output of the three measurement sources are denoted as Φ The combination and filtering of measurement sources can be shown using set notation. The collection of points resulting from GFP is
The collection of points resulting from Recursive-RANSAC is
where RR denotes Recursive-RANSAC. An important characteristic of GFP and R-RANSAC is that neither perform any kind of averaging; they only accept or reject points. Specifically, the collections of points are subsets of each other:
The output of the multi-target tracker is track estimates with position and velocity.
VIII. RESULTS
The complete tracker was tested on multiple video sequences. However, for brevity only results on one of the video sequences are included in this paper. The video sequence is from a hand-held moving camera with significant rotation but almost no translation. This motion is characteristic of UAV motion at high altitudes since the translational component is small in comparison to the altitude of the UAV. It is also similar to UAV motion at low altitudes in planar scenes, from the standpoint of the accuracy of the homography transformation. Figure 8 shows the challenges in the video sequence.
The results of the tracker are shown in Figure 9 . Tracking using only motion detection is not able to track targets once they stop. As a result the target is lost and later a new track is initialized when the person resumes walking.
Tracking using motion detection and optical flow is able to track stopped targets. However, without a ghost track reduction method, the track is lost when the pedestrian walks behind a tree (near frame 1300). Occasional tracking errors throughout the video sequence also cause the estimate to lag behind the true trajectory.
Tracking using motion detection, optical flow, and ghost track reduction successfully tracks the target when stopped and does not lose the target during the short occlusion.
Adding feature matching in addition to motion detection, optical flow, and ghost track reduction does not noticeably improve the tracking accuracy. This is likely because motion detection and optical flow combined already do a good job distinguishing between foreground and background points. Feature matching is most helpful when distinguishing between interacting targets. However, the Probabilistic Data Association Filter in our implementation does not use the results of feature matching information to determine track association. This is beyond the scope of this paper and will be implemented in future work. Figure 10 compares the stopped object tracker with other state-of-the-art trackers. The single object tracker (ECO) performs well, but cannot track multiple objects or automatically initialize tracks. The trackers that rely on object detectors (Deep SORT with Faster R-CNN and YOLO) have poor track continuity because the object detectors struggle to detect small objects in the image.
The computation speed in frames per second of each tracker is shown in Table I . The video size used in the comparison is 1280×720 pixels. Computation speeds marked with a star (*) are taken from the original paper describing each method. In our implementation every 3rd frame is used in the video sequence, which means the algorithm is capable of running in real time from a 30 fps camera. The ECO and YOLO trackers are also capable of running in real time. However, our tracker is the only tracker listed capable of tracking multiple objects in real time without a GPU. Occlusion Crossing Stopped Fig. 9 . Tracking accuracy for one of the targets in the video sequence. Each track id is plotted in a separate color. Tracking using only motion detection fails when the object stops. Persistent point tracking without ghost track reduction lags behind and eventually fails at the occlusion. Persistent point tracking using optical flow with ghost track reduction succeeds in tracking the target for the entire video sequence. Adding feature matching to these methods does not noticeably improve the tracking estimate. Occlusion Crossing Stopped YOLO [9] + Deep SORT [5] Faster R-CNN [7] + Deep SORT [5] Optical Flow + Feature Matching (Ours) 10.6 i7 CPU ECO-HC [3] 60* K40 GPU Deep SORT [5] with Faster R-CNN (VGG) [7] 4.6* K40 GPU Deep SORT [5] with YOLOv2 416×416 [9] 32* Titan X GPU
IX. CONCLUSION
In this work, we have presented a tracker capable of tracking multiple objects in real time from a moving platform. Our tracker combines motion detection, optical flow, and feature matching using a grid-based feature prioritization algorithm that reduces computational complexity and spatial redundancy. Recursive-RANSAC is used to automatically initialize new tracks and reject outlier measurements. Ghost track reduction helps avoid tracking non-existent objects when true objects are no longer visible.
In the future we plan to extend this work to accurately track objects in the presence of parallax. We also plan to use the results of feature matching in the Probabilistic Data Association Filter to better distinguish between interacting targets.
