Abstract -We apply the method of complexity regularization to learn concepts from large concept classes. The method is shown to automatically find the best balance between the approximation error and the estimation error. In particular, the error probability of the obtained classifier is shown to decrease as O( $5) to the achievable optimum, for large nonparametric classes of distributions, as the sample size n grows.
parametric classes of distributions, as the sample size n grows.
I n pattern recognition-or concept learning-the value of a (0, 1)-valued random variable Y is to be predicted based upon observing an Rd-valued random variable X . A prediction rule A possible solution to this problem may be derived from the idea, of structural risk minimization (Vapnik and Chervonenkis [SI) , also known as complexity regularization (see Barron [I], Barron and Cover [2] ). The basic idea is to minimize the sum of the empirical error and a term corresponding to the "coinplexity" of the candidate classifier. In our application, this complexity is a simple function of the VC dimension of the class from which the candidate classifier is taken. 
This result is close on spirit of those obtained by Barron [l] , and Barron and Cover [2] , who select a classifier from a countable list of candidates by minimizing the sum of the empirical error and a properly chosen penalty. A significant difference is that the method we study here does not restrict the search to a countable set of candidates, allowing thus better approximation ability. Corollary 1 &&hat the rate of convergence is always of the order of & g n / n , and the constant factor fi< depends on the distribution. The number VI< may be viewed as the inherent complexity of the Bayes rule for the distribution. One great advantage of structural risk minimization is that it finds automatically where to look for the optimal classifier.
