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Statistics for Learning Genetics 
Abigail Sheena Charles 
This study investigated the knowledge and skills that biology students may need to help 
them understand statistics/mathematics as it applies to genetics. The data are based on analyses 
of current representative genetics texts, practicing genetics professors‘ perspectives, and more 
directly, students‘ perceptions of, and performance in, doing statistically-based genetics 
problems. This issue is at the emerging edge of modern college-level genetics instruction, and 
this study attempts to identify key theoretical components for creating a specialized biological 
statistics curriculum. The goal of this curriculum will be to prepare biology students with the 
skills for assimilating quantitatively-based genetic processes, increasingly at the forefront of 
modern genetics. To fulfill this, two college level classes at two universities were surveyed. One 
university was located in the northeastern US and the other in the West Indies.  There was a 
sample size of 42 students and a supplementary interview was administered to a select 9 
students. Interviews were also administered to professors in the field in order to gain insight into 
the teaching of statistics in genetics. Key findings indicated that students had very little to no 
background in statistics (55%). Although students did perform well on exams with 60% of the 
population receiving an A or B grade, 77% of them did not offer good explanations on a 
probability question associated with the normal distribution provided in the survey. The scope 
and presentation of the applicable statistics/mathematics in some of the most used textbooks in 
genetics teaching, as well as genetics syllabi used by instructors do not help the issue. It was 
found that the text books, often times, either did not give effective explanations for students, or 
completely left out certain topics. The omission of certain statistical/mathematical oriented topics 
was seen to be also true with the genetics syllabi reviewed for this study. Nonetheless, although 
the necessity for infusing these quantitative subjects with genetics and, overall, the biological 
sciences is growing (topics including synthetic biology, molecular systems biology and 
phylogenetics) there remains little time in the semester to be dedicated to the consolidation of 
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Need for Study 
 
 
―Although there are increasing efforts to apply quantitative approaches to biological 
questions, more must be done to transform biology from its origins as a descriptive 
science to a predictive science... The growth of the New Biology will be dramatically 
accelerated by developing frameworks for systematically analyzing, predicting, and 
modulating the behavior of complex biological systems.‖ (A New Biology for the 21st 
Century; National Research Council [NRC], 2009 ).  
 
― …the main push in biology during the coming decades will be toward an increasingly 
quantitative understanding of biological functions …‖ (Mathematics and 21st Century 
Biology; NRC, 2005 ) 
 
According to reports by the NCTM, even when not theoretically complex, probability and 
statistics can often be counter-intuitive (NCTM, 2000, p. 48). The counter-intuitive nature of 
probability is demonstrated by the widely studied prevalence of misconceptions of probability, 
or, "probabilistic misconceptions".  Throughout history, there has been documentation about 
these misconceptions, including renowned mathematicians Laplace (1814) and Shaughnessy 
(1992). More recently, a study entitled “Misconceptions of Probability Among Future 
Mathematics Teachers” (P.A. Jendraszek, 2008) gives an updated version of some of these 
misconceptions. It outlines pitfalls that occur in the study of probability, where students attempt 
to inaccurately apply algorithms and reasoning that have been learned over time and successfully 
applied in other areas. Unfortunately, these judgments often do not apply in the area of 





  As a result of the difficulties that already exist with probability and statistics, it is 
important to develop students‘ reasoning in the field, together with their practical understanding 
of relevant topics in biology (e.g., genetics).  The National Science Foundation and the National 
Institute of Health have recognized this need, and early last decade they convened a symposium 
to discuss the critical need for funding, in order to streamline the integration of mathematics and 
statistics with biology. This was done in a workshop entitled ―Accelerating mathematical-
biological linkages: Report of a joint NSF-NIH workshop February 2003‖ where specific 
education action goals were set: 
 
Summer Math/Bio Camp 
          The creation of summer math/bio programs for high school teachers and/or high 
school students would be an important bridge for introducing students and teachers to 
the interaction between math and biology.   
         
K -12 Interface Educational Materials 
         A symposium involving the development of educational material for the math/bio 
interface is urgently needed. The program should bring together a diverse selection of 
people interested in developing education material at the math/bio interface.  
Relationships built at this symposium could lead to future collaborations/programs to 







Recommendations for Building a Cohesive Interdisciplinary Curriculum 
         Key recommendations for building a curriculum that includes a synergistic 
relationship between biology and mathematics/statistics, demands the integration of 
probabilistic theories: understanding uncertainty and risk. 
 
4. New Interdisciplinary Postdoctoral Programs 
         A suggestion was made for outlining a "group of postdocs" awards—rather than, and in 
addition to, individual postdoc awards—aimed at expanding the number of individuals at the 
interface between mathematics/statistics/computer science and biology/biomedicine. The group 
concept was meant to create a critical mass of postdoctoral scientists interested in a central 
question.  It was envisioned that this program would augment (not replace) other training 
activities such as graduate programs in interdisciplinary areas. 
 
Mathematics/Biology Joint Faculty Positions 
         There is a need to create programs for 3-5 years of infrastructure support (startup, 
postdocs, graduate and undergraduate RA/Fellowships) for beginning Assistant Professors 
jointly appointed in university tenure track Assistant Professor positions at the interface between 
mathematics/statistics and biology/biomedical sciences. 
A call for a study that seeks to understand the way students think about the synergy 
between genetics and statistics/mathematics is, consequently, a logical step in responding to the 
concerns stated above. From that step, some of the tools needed for creating a curriculum in 






Purpose of Study 
 
The purpose of the study was to investigate what tools biology students report they need 
to help them understand Statistics/Mathematics as it applies to genetic processes. The study 
identified key theoretical components for creating a specialized biological statistics curriculum. 
The goal of this curriculum will be to equip biology students with the skills for assimilating 
genetic processes.  The research questions were: 
 
1. What are some of the new and developing methods in statistical genetics? 
2. What is the composition of the materials in genetics introduced at the college level?  
3. What kind of previous exposure of statistical content (if any) do students report they have at 
the college level?  
4. What key elements of statistical content need to be added to the introductory genetics 
curriculum in order to have effective understanding of genetics concepts? 
Overview of Procedures  
 
An assessment of students‘ knowledge in applications of statistics to genetics was 
conducted throughout a semester. At the beginning of the semester, 42 students‘ background in 
statistics and biologically related processes of genetics were assessed through a web-based 
survey. Throughout the semester, interviews were conducted with students and 20 professors in 
order to supplement the web-based questionnaires. For the student interviews (9 interviews were 
conducted), a statistical genetics question was presented and their ability to answer the question 




documented. At the end of the semester, a final questionnaire was administered to students 
through the web-based survey to test whether or not their way of thinking about specific genetics 
and statistical concepts changed. Moreover, their final grades in the course were confidentially 
obtained.  
 
In order to create a road map for understanding the concept behind this study, the next 
chapter will outline a literature review. This review will also provide the reader with a primer for 
























The relevant literature for this study is addressed in the following areas: 
 
The Status of the Content Domain Being Investigated  
In this first section, a summary of current thought and practices in quantitative genetics 
(mathematical and statistical) as evidenced in publications within the field is analyzed. 
 
The Relationships of Learning Resources (e.g. textbook and digital media), teachers and 
students. 
  In this section the importance of congruence among the three players is discussed with 
regards to: 
a. What learning resources should be appropriate in content and approach to meet the emerging 
statistical genetics field. 
b. The need for professors‘ content preparation and pedagogical content knowledge to be 
congruent with the learning resources. 
c. Making students‘ needs a priority and their prior preparation taken into account in selecting 
the learning resources and in the approach of the professor. 
 
 The Rationale for Curriculum Design.  




 a. Needs assessment of students  
 b. Professional judgment of curriculum themes as proposed by professors 
 c. The proposed curriculum goals and themes       
 d. The proposed design of the learning experiences (that is, showing the interplay of items in 
section 2 above) based on the preceding information. Questions concerning the need for changes 
in the learning resources, learning tools, professional updating of the professors, and how 
students‘ prior knowledge and experiences will be accommodated in the curriculum design, will 
be examined. 
 
A Rationale for Curriculum Design in Mathematically-based Genetics 
A rationale would be created around  a summary as demonstrated by the National 
Institute of Health , a review of the current political agenda that promotes statistical education 
(Statistical Act of 2010),  new statistical genetics tools and applications and documentation from  
a professionals in industry. 
 
The Status of the Content Domain 
 
Background of Genetics  
 
Before delving into talking about the mathematical and statistical pertinence to genetics, 
it is important first to understand what constitutes genes.  In humans, twenty-three (23) pairs of 
chromosomes in the cell‘s nucleus contain the genetic information of an individual; namely, 22 
paired autosomes (non-sex chromosome) and two sex chromosomes. Chromosomes are 




strand of DNA is comprised of subunits known as nucleotides that bond together through 
phosphate linkages. Each nucleotide also contains a particular molecular constituent known as a 
base that gives each nucleotide a unique chemical signature. There are four types of nucleotide 
bases: adenine (A), guanine (G), cytosine (C) and thymine (T). The sequence of DNA bases 
constitutes a code for manufacturing proteins, and is arranged in groups of three, which are 
called codons. Some examples of codons are ACA, TTG and CCA. The basis of the genetic code 
is that the 4
3
 = 64 possible codons specify 20 different amino acids. In 1953, Watson and Crick 
accurately hypothesized the double-helical structure of the DNA in chromosomes, with two 
strands of DNA attached together. Each base in a strand is connected to a base in the other strand 
via a hydrogen bond. This bonding is done in a complementary way (i.e. A is bonded to T and G 




In 1865, Mendel first proposed the notion of discrete entities, now called genes, which 
are the foundation of inheritance. The genes are found along the chromosomes, and it is currently 
believed that the total number of genes for humans is around 30,000. A gene is as a segment of 
the DNA within the chromosome which uniquely specifies an amino acid sequence, which in 
turn dictates the structure and function of a protein, or one of its subunits. There are different 
variations of a gene, each unique gene is called an allele (one of a pair) located at a particular 
position on a specific chromosome site or locus. Consider for instance, the normal allele labeled  
a might have been mutated into a disease allele A. A locus is a well-defined position along a 
chromosome, and a genotype consists of a pair of alleles at the same locus, one which is 
inherited from the father and the other from the mother. For instance, three genotypes (aa), (Aa) 




if both alleles of the genotype are the same (e.g. (aa) and (AA)) and heterozygous if they are 
different (e.g. (Aa)). A sequence of alleles from different loci received from the same parent is 
called a haplotype. The biological effect of the composition of the pair of alleles (aa, Aa, or AA) 
is a complex phenomenon depending on which allele is dominant and which recessive. For 
example if the disease producing gene A is dominant, then when it occurs as  AA or Aa, the 
disease will be expressed.  However, the pair aa is said to be recessive and the disease is not 
expressed. 
With this basic knowledge, questions such as, what is the probability of having a certain 
disease or having red hair can be asked, and one can begin to understand how genetics segue into 
the fields of mathematics and statistics.      
 
Quantifying the Field of Genetics 
  
The need for certain biological processes— namely genetics—to be quantitatively analyzed 
emerged particularly in the twentieth century; and, therefore, biostatistical reasoning and 
modeling were of significant importance to the foundation theories of modern biology. As early 
as the1900s, after the rediscovery of Mendel's pioneering genetics work, the gaps in 
understanding between genetics and evolution as based on Darwin‘s theory of natural selection, 
sparked heated debates among biostatisticians or biometricians as they were previously called. 
These included biostatiscians such as Walter Weldon and Karl Pearson, and Mendelians, such as 
Charles Davenport, William Bateson and Wilhelm Johannsen. As a result of these debates 
among statisticians, by the 1930s, their models built on statistical reasoning had helped to resolve 
these differences and to produce the neo-Darwinian modern evolutionary synthesis
1
. Several of 
                                                 
1
 The modern evolutionary synthesis consists of an aggregate of ideas from many biological specialties which gives 




the leading figures contributing to the establishment of this synthesis relied heavily on statistics 
and promoted its use in biology. Some of these prominent reformers include: 
 Sir Ronald A. Fisher – developed several basic statistical methods in support of his work 
The Genetical Theory of Natural Selection 
 Sewall G. Wright – used statistics in the development of modern population genetics 
 J. B. S. Haldane – wrote the book entitled The Causes of Evolution, which reestablished 
natural selection as the premier mechanism of evolution by explaining it in terms of the 
mathematical consequences of Mendelian genetics. 
After this movement, biostatisticians, mathematical biologists, and statistically inclined 
geneticists helped bring together evolutionary biology and genetics into a consistent, coherent 
model that could then begin to be quantitatively modeled. 
 
The Human Genome Project (HGP) 
 The human genome project was completed in 2003 and was a13-year project coordinated 
by the U.S. Department of Energy and the National Institutes of Health. Its main goals were to: 
 
a. Identify all the approximately 20,000-25,000 genes in human DNA 
 
b. Determine the sequences of the 3 billion chemical base pairs that make up human DNA  
 
c. Store this information in databases 
 
d. Improve tools for data analysis 
 
                                                                                                                                                             
This synthesis, which was developed between 1936 and 1947, reflects the current consensus. Previously, a stimulus 
for the development of population genetics, between 1918 and 1932, showed that Mendelian genetics was consistent 
with natural selection and gradual evolution.  To date, the synthesis remains quite pervasively, the current paradigm 




HGP is evolving the practice of public health and medicine, as genetics is playing an ever 
more vital role in all the biological sciences. This expanding role includes the mapping and 
sequencing of the human genome and the genomes of other organisms, the identification of all 
human genes and the cataloging of all common human genetic variants, the development of 
methods to assay the expression
2
 of many genes simultaneously, the investigation of the 
molecular evolution of human genes, and the translation of the resulting knowledge to address 
questions of human health and disease. One example of this is using DNA microarray analysis to 
identify obesity genes. See Figure 1 below for an illustration for how this is done: 
                                                 
2













These developments present remarkable opportunities for the prevention and cure of 
human disease, but require investigators working at the interface between human genetics and 
the mathematical sciences.  
 
 
The Relationships of Learning Resources, Teachers and Students 
The complementary relationship of learning resources, teachers and students is best described by 
a triad (Figure 2).   
 




Conceptually, the members of the triad should be consistently related and mutually 
supportive to maximize learning.  Considering a more practical background to addressing these 
conceptual areas, some relevant issues that may arise in teaching modern mathematically-based 





Practical Aspects Related to the “Learner’s Role.‖ 
Given the status of the growing fusion between statistics/mathematics and genetics, there 
are certain requirements that ought to be met when students enter a genetics class. A teacher or 
curriculum designer should consider the following aspects about the learner: 
a. Has the student been exposed to statistics either in an AP statistics class, or another college 
level statistics class? 
b. What types of fundamental statistics have they been exposed to? Chi square tests, linear 
regression, hypothesis testing, etc.? 
c. Do they understand what one discipline (mathematics/statistics) has to do with the other 
(biology)? 
  With reference to a-c above one consistent observation is made: Too often when 
mathematics is introduced in science textbooks the tendency may be to either implicitly or 
explicitly consider the mathematics as a ―tool". This ultimately overlooks the importance of 
properly elucidating the mathematical logic and principles that make the quantitative synthesis 
with the science reasonable and useful.   
d. In the age where there is an explosion in the amount of data to be analyzed, have students been 
exposed to the relevant computing software necessary to analyze information of such magnitude?  
 
In addition to the traditional  labs, it is beginning to make sense that access to computers 
with computing software such as R, S+, SAS, Matlab, S.A.G.E. (Statistical Analysis for Genetic 
Epidemiology) or GAP (Genetics Analysis Package) be made available to students so that they 





When properly addressed, the answers to questions a – d provide evidence of the 
students‘ prior knowledge and relevant conceptions can be mobilized to enhance the teaching 
and learning of genetics.  
 
 
Some Practical Aspects Related to the ―Role of the Instructor‖ 
 
It is necessary to demonstrate the need for both content knowledge of mathematics and 
biology to be present, in order for the teaching of the subject area that infuses the two to be 
effective. In the two subsections below, a review of content knowledge of these two subject areas 
are presented to show this necessity. 
 
Content Knowledge of Mathematics  
There was revitalization in the study of teacher knowledge in the mid-1980s when Lee 
Shulman (1986, 1987) introduced the notion of pedagogical content knowledge. Even though the 
term was not clearly defined at the beginning, the very notion of specialized content-related 
knowledge for teaching caught the field‘s imagination and opened up significant new arenas for 
both research and practice.  
According to Fennema and Franke (1992), a number of factors may influence the 
teaching of mathematics but teachers play an important role in the teaching process. There is a 
common belief in society is if a mathematics teacher is highly competent in mathematics, he or 




―knowing how to teach mathematics‖?  Fennema and Franke (1992) further determined that the 
components of mathematics teachers‘ knowledge should comprise: 
1. Knowledge of mathematics. 
This aspect is concerned with content knowledge and can be further broken down into 
     -The nature of mathematics 
     - The mental organization of teacher knowledge 
2. Knowledge of mathematical representations 
3. Knowledge of student 
This aspect is concerned with knowledge of students‘ cognitions 
4. Knowledge of teaching and decision making 
In item number one above, the conceptual understanding of mathematics is addressed. It 
is argued that if a teacher has a conceptual understanding of mathematics, this influences 
classroom instruction in a positive way; therefore, it is important to have mathematics knowledge 
for teachers. Teachers‘ interrelated knowledge is very important as well as procedural rules. 
There is also emphasis placed on the importance of knowledge of mathematical representations, 
because mathematics is seen as a composition of a large set of highly related abstractions. 
Fennema and Franke (1992: 153) go on to say that ‗if teachers do not know how to translate 
those abstractions into a form that enables learners to relate the mathematics to what they already 
know, they will not learn with understanding‘. 
Shulman‘s earlier perspectives concur and complement with the preceding statements. 
Shulman (1986) proposed, within the category of pedagogical content knowledge, the most 
useful form of representations for teaching a subject area as follows: a) include the most 




demonstrations. All of these need to be combined in the way of representing and formulating the 
subject that make it comprehensible to others. Since there are no single most powerful forms of 
representation, the teacher must have access to alternative forms of representation, some of 
which can be derived from research, whereas others originate from wisdom of practice. Some of 
this wisdom as well as research based evidence, is encapsulated in the idea of ―Pedagogical 
content knowledge,‖ that is, content knowledge that is relevant to the needs and backgrounds of 
a learning population, and hence most likely to be applied by a teacher successfully. 
Pedagogical content knowledge also includes an understanding of what makes the learning of 
specific topics easy or difficult: the conceptions and preconceptions that students of different 
ages and backgrounds bring with them to the learning of those most frequently taught topics and 
lessons. If those preconceptions are misconceptions, which they so often are, teachers need 
knowledge of the strategies most likely to be fruitful in reorganizing the understanding of 
learners, because those learners are unlikely to appear before them as blank slates.  This needs to 
be taken into consideration when teaching the topic of genetics, since certain students are more 
mathematically inclined than others. The issue should then become striking a balance with 
remedial classes to catch less mathematically inclined students up to speed, and ensuring that the 
mathematically inclined are appropriately challenged with other problems. 
 
Content Knowledge for Infusing Mathematics with Biology. 
 Despite the demands for stronger mathematics emphasis in biology education and 
particularly in genetics, curricular reforms have not complied with the need to integrate 
mathematics and computational sciences into undergraduate biology courses (Bialek and 




taught to undergraduate students as a group of facts divorced from related fields, resulting in 
students with a myopic view of their own disciplines. Undergraduate students majoring in 
biology often question why they are required to take statistics and other mathematics. The 
problem gets closer to home as researchers, who have students working in their labs discover that 
even bright students, who passed these mathematics and statistics requirements, are incapable of 
applying the concepts to solve a biological question or as tools for analysis of data they generate 
in the lab ( Colon-Berlingeri et al. 2010). A major reason that underscores this problem is that 
mathematics and science each has epistemology that is specifically suited to the particular 
subject. This means that ways of teaching the subject content, as well as the pedagogical content 
knowledge is thus different to some degree, and well developed within each of the two 
disciplines.  When mathematics is merged more fully with the science, it requires particular 
sensitivity by the teacher in order to ensure that the best practices of mathematics teaching and 
learning and that of science instruction are combined and assimilated successfully. 
However, with respect to this particular need, and the more general conception of 
―pedagogical content knowledge‖, there appears to be little prior research on pedagogical content 
knowledge of teaching these merged areas.  Applied mathematics, is perhaps the most relevant 
area that could be referenced in finding evidence of how to merge mathematics and science 
content domains for effective teaching.  One example, although not perfectly aligned with the 
specialized field of mathematical genetics, is the current reform effort in the teaching of 
mathematics through the context of its applications (e.g. COMAP : http://www.comap.com).  
This approach has elucidated some of the interesting ways that mathematics and its application to 
relevant other disciplines can be taught in a pedagogically sound way. Among these resources 




current recommended adaptations for the classroom as edited by Prof. Pollak and Prof. Bruce 
Vogeli, both from the faculty of the Program in Mathematics at Teachers College, Columbia 
University. Along with this work, students in this program embarked upon clarification and 
explication of the CCSS cognitive category ―Mathematical Modeling‖, as a result of the 
appearance in 2010 of the Common Core State Standards in Mathematics.  The alignment with 
COMAP (the Consortium for Mathematics and its Applications) resulted in an agreement for 
COMAP to publish two works both on-line and in paper copies:   
1. Teachers College Mathematical Modeling Handbook I 
             -Online version appeared in June 2011 at www.comap.com/NCTM.html. 
                   - Printed version available from COMAP in late September 2011. 
                 2.  Teachers College Mathematical Modeling Assessment Handbook II 
               -Online version published in March 2012 
               -Printed version available at COMAP in June 2012. 
The major challenge with respect to the teaching of mathematical genetics is to determine 
how to reform current practices to enhance meeting the needs of college-level students. How do 
we help our students see the relevance of mathematics and statistics in biology? How do we offer 
our students the tools to confront the new interdisciplinary problems in biology?  These are some 
of the questions that inspire the research reported in this thesis. 
 
Practical Aspects of the ―Role of Learning Resources‖ 
Electronic Media 
There is a broad range of modern resources exist within the classroom and are readily 




learning modules, interactive learning media, and elaborately illustrated and variously 
modularized textbooks to meet different demands of the relevant age group. One medium that 
ties together all of these resources, is the internet and it is being widely used to demonstrate a 
many genetically related processes. One of the most referenced sites for this was developed by 
the University of Utah, Genetics Science Learning Center: http://teach.genetics.utah.edu/. Here, 
the teacher has easy access to self-contained lesson plans for a specific targeted age group 
(middle school through to college age). These include activities in the classroom as well as those 
that can be carried out at home or in a lab. Further access is given to digital movies of, showing 
examples of cell development, DNA to protein synthesis, epigenetics and inheritance and 
pharmacogentics. There are also interactive modules that allow users to build a DNA molecule 
explicitly showing how the bases A,T,C and G pair up and how to transcribe and translate a 





Figure 3: Transcribe and Translate a Gene 
 






 Yet, with all the access to these advanced technology that can enhance both the teaching 
and learning experience, textbooks still have not been replaced. Indeed, with reference to the 
author‘s review of syllabi for genetics classes (see appendix E for details), it is evident that 
textbooks continue to shape the outline for a genetics class coursework.  Widely used textbooks 
for teaching genetics were identified in this review, along with some accompanying syllabi and 




Rationale for Curriculum Design in Mathematically-based Genetics‖. These textbooks used were 
as follows: 
1. Genetics: A conceptual approach (2
nd
  Edition, 2006) by B.A. Pierce (W.H. Freeman and  Co). 
2.  Genetics: Analysis and Principles (3
rd
 Edition) by Robert J. Brooker. 
3.  Genetics: From Genes to Genomes, (3
rd
 Edition) by Hartwell, L., Hood, L., Goldberg, M., 
Reynolds, A, Silver, L., and Veres, R. 
4. Principles of Genetics (5
th
 Edition) by Snustad & Simmons. 
5. Introduction to Genetic Analysis, (8
th
 Edition) by Griffiths, Wessler, Lewontin, Gelbart, 
Suzuki, Miller. 
As is the normal convention, each chapter with the relevant topics is listed by for each 
class session and students are expected to be prepared accordingly. It was noted, that for 
instance, while there topics addressing the mathematical/statistical pertinence to genetics, they 
were omitted from the syllabus (see appendix E), presented very late in the semester or poorly 
presented in the text for a beginner in the field of statistics. 
Furthermore, since genetics is a rapidly changing field, text books are not always most current 
with the information they provide. As a result, the instructor may find him or herself having to 
supplement lectures with notes gathered from the growing literature. For example, the growing 
field of ―proteomics‖, a spin off from genomics. Proteomics is the large-scale study of proteins, 
and in particular, their structures and functions. Proteins are essential components of living 
organisms, as they form the physiological metabolic pathways of cells. The term ―proteomics‖ 
was first coined in 1997 in order to make an analogy with genomics, the study of the genes. As a 
predecessor, the word ―proteome‖ was coined by Marc Wilkins in 1994 while working on the 




of genomic type analyses to proteins. As with genomics, the amount of detailed information 
generated is immense and multifaceted requiring considerable attention to organizing and 
documenting it in digitally accessible libraries.  Various mathematical algorithms have been 
developed, in addition to those more directly related to molecular genetic analyses used to 
generate the proteomic database, to increase the efficiency and ease of access to these detailed 
libraries of proteomic information.   This is, therefore, still an extremely new field and thus, the 
new developments as they evolve have to be incorporated into a class ahead of print material. 
This may often create a challenge for instructors, as they, not only have to find the proper 
resources to supplement their lectures, they also have to take the time to update their own 
knowledge base concerning the subject area.  
 
Practices Likely to Enable a Synergy Amongst Student Learning, Teaching and Learning 
Affordances. 
A summary of best practices which show the relationship amongst students, teaching and 
learning tools was proposed by Froyd (2008). He introduced a useful rating of practices for 
science majors based on two criteria: 
a.  Practicality of implementation i.e., breadth of applicability to STEM (Science, 
Technology, Engineering, and Mathematics Education courses), freedom from resource 
constraints, ease of transition for instructors 
b. Evidence for efficacy in promoting increased student learning (from strongest evidence, 
i.e., multiple high-quality comparison studies, to weakest evidence, i.e., descriptive 
application studies only). The following paragraphs, summarized in Table 1, compare 






Table 1: Teaching, Learning and Learning Tools Synergy 
 
A Rationale for Curriculum Design in Mathematically-based Genetics 
 
Statistical Genetics Education: A Summary of the Urgency Demonstrated by the National 
Institute of Health 
 
Slightly after the turn of the century, the National Science Foundation and the National 
Institute of Health outlined poignant recommendations for educators and education programs, in 
order to assist with the successful integration of mathematics/statistics with biology. In their 
Course Aspect Traditional Practice Research-Based Promising Practice 
Content 
organization 
Prepare a syllabus, describing the topics that 
the instructor will present in class. 
Formulate specific student learning objectives, in the 
form of ―after this course, students will be able to. . .‖ 
Student 
organization 
Most student work is done individually and  
competitively 
Most student work is done cooperatively, in small  
groups 
Feedback Grading based primarily or entirely on Feedback to instructor and students provided 
  summative assessments, i.e., midterm and continually through in-class formative assessments. 
  final exams   
In-class learning Instructor transmits information by lecturing. All students spend most or all class time engaged in 
Activities Some questions may be posed to students, but various active-learning activities (see text), facilitated 
  only a small subset of the class is likely to by instructors and TAs. These activities also provide 
  participate in discussion. formative assessment 
Out-of-class 
learning  activities 
Students read the text and may do assigned  
homework to practice application of concepts  
previously presented in class 
Students read and do assigned homework on new  
topics and post results online for the instructor to  
review before the class on those topics 
Student-faculty Students are expected to accept the teaching Instructor explains the pedagogical reasons for the 
interaction in 
class 
mode chosen by the instructor, and to infer structure of course activities to encourage student 
  how they should study and what they should buy-in, and explicitly and frequently communicates 
  learn from the instructor‘s lectures and the course learning goals to students 
  Assignments   
Use of teaching TAs grade assignments and exams, and may TAs receive some initial instruction in basic pedagogy 
assistants (TAs) conduct recitation sessions to demonstrate and serve as facilitators for in-class group work and 
  problem solving methods or further explain tutorial sessions for small student groups to work out 
  lecture material problems on their own 
Student 
laboratories 
Students carry out exercises that demonstrate 
widely used techniques or verify important 
principles by following a prescribed protocol 
(―cookbook labs‖). 
Students are required to solve a research problem, either 
defined (e.g., identify an unknown) or more  open-
ended (e.g., determine whether commonly used  
cosmetic products are mutagenic), and learn  necessary 





―Accelerating mathematical-biological linkages: Report of a joint NSF-NIH workshop February 




The National Science Foundation’s and National Institute of Health’s Point of View  
At little after the turn of the century, the National Science Foundation and the National 
Institute of Health outlined poignant recommendations for educators and education programs, in 
order to assist with the successful integration of mathematics/statistics with biology. In their 
2003 report, these organizations proposed: 
 
        Summer Math/Bio Camp. The creation of a summer math/bio programs for high school 
teachers and/or high school students would be an important bridge for introducing students and 
teachers to the interface between math and biology.  Teachers would be introduced to specific 
topics that could be woven into existing courses in mathematics and biology whereas students 
would be introduced to ways to pursue these topics in their future studies.  NSF/NIH educational 
resources concerning curricula, course materials, and college and career paths would be 
advertised and utilized. An interesting option to making this construct work, is to build programs 
for teachers around the preparation of teaching modules.  Educational materials developed 
through this program would be posted on appropriate websites at NSF and NIH.  Students could 
be given "research" activities and also given assistance in developing and preparing presentations 
aimed at junior high and elementary school students. 
  K -12 Interface Educational Materials. A symposium involving the development of 




together a diverse selection of people interested in developing education material at the math/bio 
interface.  Relationships built at this symposium could lead to future collaborations/programs to 
develop educational material.  Participants would include K-12 educators, K-12 students, K -12 
parents, undergraduate and graduate students, cognitive scientists, learning technologists, large 
companies or organizations with an innate interest in innovative approaches to education 
example, National Geographic, Sea World, NIH, NSF, Biotechnology Institute and National 
Education Association. 
 
Recommendations for Building a Cohesive Interdisciplinary Curriculum.  Key 
recommendations for building curriculum that responds to synergistic relationship between 
biology and mathematics/statistics, demands the integration of probabilistic theories: 
understanding uncertainty and risk. This requires the integration of frequentist, Bayesian, 
subjective, and other theories of probability. Areas of mathematics which will contribute to this 
development includes probability theory, statistics, real and functional analysis, ergodic theory, 
risk analysis and financial mathematics. 
The effects of erroneous data on biological understanding are also an area of interest. 
Erroneous data can be a problem in diverse biological disciplines: in genomics and 
phylogenetics, gene sequencing systems can give wrong sequences, as a result of a small number 
of samples processed (which is often only 1 or otherwise low).  Conservation biology is another 
example in which we do not know enough about how faulty data lead to faulty understanding or 
mistaken decision making. Again, the key area of mathematics that will assist with this is 




  New Interdisciplinary Postdoctoral Programs. A suggestion was made for outlining a 
"group of postdocs" awards—rather than and in addition to individual postdoc awards)—aimed 
at expanding the number of individuals at the interface between mathematics/statistics/computer 
science and biology/biomedicine. The group concept was meant to create a critical mass of 
postdoctoral scientists interested in a central question.  It was envisioned that this program would 
augment (not replace) other training activities such as graduate programs in interdisciplinary 
areas. The reason for targeting postdocs approach is because postdoctoral fellowships afford a 
unique opportunity for interdisciplinary training at the juncture between the mathematical and 
biological sciences.  Furthermore, postdoctoral researchers are valuable in the research 
enterprise.  They have demonstrated their ability to perform independent research at a 
significantly deep level. There is evidence from programs such as the La Jolla Interfaces in 
Science (LJIS, http://ljis.ucsd.edu) program, DIMACS Special Focus in Mathematical and the 
Program in Mathematics and Molecular Biology (http://web.math.fsu.edu/~pmmb/) that postdocs 
can be provided opportunities to work at interface areas between the mathematical and biological 
sciences, become skilled at a new discipline, and be productive in a relatively short period of 
time." The most effective way to encourage interactions between mathematicians and computer 
scientists on the one hand, and biologists on the other, is through direct co-involvement with a 
particular problem. This applies at all levels from undergraduate to graduates" (Levin, 1992; 
Hastings et al. 2002).  In issues of training, one must look at the entire pipeline, not just the 
separate pieces of the educational system.  Therefore, long-term result horizons should be 
targeted and this should include postdoctoral training.  At this stage of the development of the 
interface, many of the resources should be directed towards groups and institutions where there 




strengths.  The critical mass argument applies as well as a rationale for having groups of 
postdocs working under a coordinated program and on the shared projects, allowing them to 
learn from each other and provide positive reinforcement through their interactions. 
 
 Mathematics/Biology Joint Faculty Positions. There is a need to create programs for 3-5 
years of infrastructure support (startup, postdocs, graduate and undergraduate RA/Fellowships) 
for beginning Assistant Professors jointly appointed in university tenure track Assistant 
Professor positions at the interface between mathematics/statistics and biology/biomedical 
sciences. This would work by a university firstly by proposing a partnership between its 
mathematics/statistics departments and biology/biomedical sciences departments, then create a 
new jointly appointed position between these departments, fund salary, and the ultimately find 
office space in each department and lab space for this new appointment.  The Departmental 
partnership would propose a mentoring program for this new faculty member, and make clear in 
writing the expectations to be met for this person to achieve promotion and tenure. This 
mechanism is important because to increase the number of trained professionals in the cross- 
disciplinary area of quantitative biology, there is a need for new curricula and courses, successful 
role models, and interdisciplinary research opportunities for faculty and students.  Faculty jointly 
appointed in two departments, represent a unique opportunity to efficiently fulfill the needs of 
interface fields by making them a part of the job description.  In the existing departmental 
structure, it is often difficult to hire and nurture 
cross-disciplinary faculty since they often represent a new and perhaps unfamiliar area of 
teaching and research.  To the biologists, this person would be a "mathematician" and to the 




tenure, graduate student training, etc. for interdisciplinary persons are different from those in a 
classical "pure" discipline.  Consequently, an external funding program such as the one being 
proposed is needed in order for a new generation of interdisciplinary scientists to overcome 
existing institutional activation barriers.  These interdisciplinary scientists will play an important 
role in changing the culture of "pure" biology and mathematics departments. 
 
Key Closing Comments. It is of great urgency to provide fundamentally new approaches 
to biological problems by formulating them in new ways, using new mathematical methods, with 
a new set of tools. At present, maybe 20-30% of known mathematics is used in the life sciences, 
however there are plenty of examples of how great advances in understanding have been 
achieved by a incorporating  a new framework for a problem. This is the essential role that 
mathematicians can play. Nonetheless, in order to adequately assume the responsibilities of this 
role, mathematicians that are literate in the life sciences are needed.  A great example is David 
Mumford who works in neuroscience.  To most mathematicians he is known as an outstanding 
algebraic geometer of the most abstract kind.  He is now using this formalism to successfully 
approach some key problems in vision and other areas of brain function.   Lectures and 
workshops directed at the mathematics community at large would help familiarize it with the 
important biology problems that need to be solved.  Perhaps then, more Mumfords would emerge 
to help carry forward the reforms. 
A Review of the Current Political Agenda that Promotes Statistical Education 
 
The Statistical Teaching, Aptitude, and Training Act of 2010. 
 
Recently, politics have begun to realize the importance of statistical training and 




Loebsack of Iowa introduced the Statistical Teaching, Aptitude, and Training Act of 2010 
(STAT Act of 2010), a bill promoting K–12 statistics education. The bill, H.R. 6355, would 
make funding for professional development and statistical education programs available to local 
education agencies in states with statistical literacy plans approved by the U.S. Secretary of 
Education. In preparing to introduce the bill, Loebsack emphasized the importance of making 
sure this and future generations of students have the statistical skills needed to cope in our 
increasingly data-centric world. ―With the daily need to make decisions based on data and 
uncertainty—whether it be in financial and medical decisions or in one‘s job—we need to make 
sure our students have the statistical training to prepare them for life in the 21st century,‖ 
Loebsack said. ―I‘m proud to introduce this bill to help our students be statistically literate and to 
give teachers the training and resources to prepare them.‖ 
The creation of this bill was due to Loebsack, a member of the House Education and 
Labor Committee, who discussed with a colleague of ASA (American Statistical Association) 
member and statistics professor Ann Cannon the importance of effective training in statistics. 
According to Cannon, who approached Loebsack about promoting statistical literacy, 
―[Loebsack] was known at Cornell College as being a good instructor who cared about how he 
interacted with the students both in and out of the classroom. Over the years, he and I have had 
many conversations about the role of statistics in many fields, including politics. He has a great 
respect for the field and how important it is in so many other fields.‖  
The bill, written with significant help from the ASA‘s statistical education experts, has 




dealing with uncertainty, its ―value added‖ to math and science education, and its benefits for a 
more competitive and better-prepared work force and more effective citizenship. 
 Chapter A specifies the requirements for a state statistical literacy plan and a state 
statistical literacy advisory panel. 
 Chapter B states the rules for how an ―eligible partnership‖—a local educational agency 
(LEA) partnering with another LEA; a teacher training department or professional 
development center of an institution of higher education; or a federal, state, or regional 
statistical agency—can apply for a professional development grant. 
 Chapter C outlines guidance for grants to develop and implement state statistics 
curriculum frameworks or policy approaches to advancing statistics education, 
disseminating effective statistics education programs, or studying statistics education 
assessment. 
 Chapter D defines statistical literacy and authorizes funding for the bill. 
The bill is part of the ASA‘s efforts to promote statistical literacy nationally. Acknowledging 
Congress‘s recognition of the importance and its promotion of science, technology, engineering, 
and math (STEM) education, the ASA has emphasized the need to make sure statistics is 
explicitly included in existing and proposed STEM programs. To avoid the perception that 
teaching statistics supplants teaching other STEM topics, the ASA has noted the existence of 
statistics in many textbooks and curricula and emphasized the need to make sure teachers have 
the training and support to teach statistics well. The ASA also has highlighted the fact that 
statistics education enhances science and math education through its teaching of the scientific 




in the Common Core State Standards initiative, teachers prepared to teach statistics will be all the 
more important. This bill helps highlight this need. 
Towards Curriculum Change 
 In the last decade alone, the biological sciences have undergone revolutionary changes 
encompassing remarkable discoveries at all levels of biological organization—molecules, cells, 
tissues, organs, organisms, populations, and communities. A significant trait resulting from these 
advances is the increased need for statistical, computational, and mathematical modeling 
methods. Scientific instruments have adapted by orders of magnitude and are more sensitive, 
more specific, and more powerful. The amount of data amassed by these new-generation 
instruments has exploded, making the traditional methods of statistical data analysis insufficient. 
The problems of amassing such huge amounts of data have been unparalleled, when 
demonstrating attempts to unravel the secrets of genetic mechanisms (Robeva et al. 2010). 
Preparing students in our educational systems to meet the challenges presented by coalescing 
biology and mathematics is, consequently, a crucial national need. Nevertheless, although the 
interaction between these two fields increasingly requires the use of diverse mathematical 
methods, responses through curricular changes at the undergraduate level have been largely 
constrained to the application of difference and differential equations to model the dynamics of 
biological systems. Several possibilities exist as to why this convention persists (Robeva, 2010): 
1. Historically, these models have been extremely successful in providing answers to 
questions in ecology, epidemiology, physiology, and pharmacology 
2. Upon formulation, the rich mathematical theory in the field of ordinary differential 




3. Calculus and differential equations courses frequently form the core of the undergraduate 
mathematics major and the study of such models provides natural extensions of the 
course curricula 
4. A relative lack of historical interactions between biology and mathematics (compared 
with prominent connections between physics, engineering, and chemistry with 
mathematics) means there are relatively few mathematicians who are themselves trained 
in biology, and of those who are, most will have encountered biology through calculus 
(i.e., mathematical analysis)-based programs. 
The rapid increase in available information about genes, human and otherwise, and the 
growing number of outlets for resources available to researchers, have, nonetheless, formed a 
rich information environment for researchers, graduate students and, increasingly, undergraduate 
students.  
Another ongoing challenge that plagues the design and maintenance of undergraduate 
biology curricula is the ability to incorporate new conceptual advances and technologies. 
According to the National Research Council, a sparse number of curricula have been updated to 
reflect recent innovation and most are estimated to be out of date by approximately two decades. 
While the recent innovations in engineering, computer science and biotechnology have allowed 
biological research to enter the genomic era, undergraduate programs have been, largely sluggish 
at keeping pace with these developments. These delays become more inevitable and intractable, 
as expansions in the scope of biological research are driven by the fast pace with which new 
technologies are being introduced. The presence of this technology-driven approach is difficult 
to reconcile with the rigid presentation of lecture material and the emphasis on memorization-




classes in the northern, southern and central US has indicated that there is presently no section 
dedicated to statistical/mathematical and database related analysis of genetic data. This review 
was made by the author to provide a more detailed rationale for the curriculum synthesis 
proposed in this study and consisted of the following classes (See appendix E for details): 
 
1. PCB Genetics, Fall 2011 – Southern US 
2. Biology 325 Genetics, Fall 2010 – Southern US 
3. Biology 315H Advanced Introduction to Genetics (Honors), Fall 2011 – Southern 
US 
4. Biology W3031, W4031 Genetics, Spring 2011 – Northern US 
5. Biology C2005 Intro BIO I: Biochemistry, Genetics and Molecular Genetics – 
Northern US 
6. Biology 235 Principles of Genetics, Spring 2010 –  Central US 
7. Biology 220 Principles of Genetics, Spring 2010 –  Central US 
 
While it may be true that there may sections in the classes which may explain the concept 
of chi square testing or t-tests, there is no real emphasis placed on these topics and how they are 
cohesively integrated into the genetics curriculum. Additionally, these topics are seen to be 
placed towards the end of the syllabus, when there may be little time left for students to 
assimilate a topic that is new to them in their major area (biology) and new them outside the 
realm of their major area (mathematics/statistics). 
To facilitate familiarizing biology students with the ways of learning present practices in 




cutting-edge tools. Only from this point can travel beyond learning about genetics, to learning 
how to approach questions and problems as geneticists –in other words, connect with the 
community of practice. Even though the tools themselves may be sophisticated, they grant access 
to an enormous and expanding amount of information, which are sufficiently well-designed to 
allow novice users to gain an understanding of them under the appropriate conditions. According 
to MacMillan (2010) , procedurally, three factors are essential for successful implementation of 
this type of instruction: a structured demonstration focused on key aspects of each resource and 
progressing from familiar bibliographic databases to the unfamiliar terrain of gene and protein 
data; a laboratory exercise that permits some exploration while requiring specific data from each 
source; and a follow-up assignment requiring deeper critical thinking, further independent 
exploration of the resources, and synthesis and analysis of information to consolidate learning. 
There is a widespread acknowledgement that students should become familiar with genetic and 
other bioinformatics/biostatistics information resources as part of the undergraduate curriculum 
(Adams 2009; Bednarski et al. 2005; Boyle 2004; Dinkelman 2007; Pham et al. 2008; Tennant & 
Miyamoto 2002). The American Society for Biochemistry and Molecular Biology (ASBMB) has 
recommended that the use of such resources be a core competency for students in undergraduate 
biochemistry and molecular biology programs (Boyle 2003 and Voet et al. 2003). Having 
undergraduate biology students participate in cutting edge interdisciplinary research such as 
bioinformatics fosters a greater understanding of genes and chromosomes and better prepares 
them for a career in the life sciences, Dymond et al. (2009). According to Miskowski et al. 
(2007), the emergence of bioinformatics has not only revolutionized how biological research is 
conducted, but has influenced the types of questions that can be asked. MacMullen and Denn 




molecular biologists such as assisting with integrating data and literature and locating myriad 
sources of bioinformatics information. Feig and Jabri (2002) encourage faculty to incorporate 
these resources into the curriculum, using data-mining exercises to introduce students to the 
common databases and tools that take advantage of this vast repository of biochemical 
information. 
Given the state of undergraduate genetics classes as presented above, it is true that there 
is an urgency to design courses that reflect the mathematical and statistical emphasis which the 
industry is calling for.  
 
Details of the Types of Statistical Genetics Tools and Applications that Call for an 
In-depth Statistical Understanding. 
Computing in Genetic Analysis 
(http://www.ornl.gov/sci/techresources/Human_Genome/education/education.shtml) 
The advent of analysis of genetics on a large scale started with genome wide association 
studies  
(GWAS), which is an examination of all or most of the genes (the genome) of different 
individuals of a particular species to see how much the genes vary from individual to individual. 
Different variations are then associated with different traits, such as diseases. In humans, this 
technique has led to discovery of associations of particular genes with diseases such as the eye 
disease known as age-related macular degeneration and diabetes. In humans, hundreds or 






s). As of December 2010, over 1,200 human GWASs have examined 
over 200 diseases and traits, and found almost 4,000 SNP associations. They are useful in finding 
the molecular pathways of disease, but usually not useful in finding genes that predict risks of 
disease. In doing these kinds of analysis, the use of databases as well as computer and statistical 




Functional genomics represents a new phase of genome analysis. It refers to the 
development and application of global experimental approaches to assess gene function. It is 
characterized by high throughput or large-scale experimental methodologies combined with 
statistical and computational analysis of the results. The fundamental strategy in a functional 
genomics approach is to expand the scope of biological investigation from studying single genes 
or proteins to studying all genes or proteins at once in a systematic fashion. Sophisticated 
statistical and computational techniques are required to analyze responses of thousands of genes 
in order to identify interesting genes or clusters of genes. E.g. by examining the level of gene 
expression in cell populations of disease and pre-disease states, investigators will attempt to 
understand the steps of disease development and to identify the genes involved in disease 
susceptibility and gene-environment interactions.   
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Documentation from Professionals in Industry 
To illustrate the merits of the new mathematical approach to modern biology the 
following testimony of a professional (a research scientist at Agouron Pharmaceuticals, Inc, 
California) is presented. Agouron develops drugs to fight cancer, AIDS and other serious 
diseases by using an approach to rational drug design based on the structure of proteins that play 
key roles in human disease. Dr. Laura A. Bloom, Ph.D in Mathematics at a Special Session On 
The Mathematics Of Industry, Business And Government coordinated by the American 
Mathematical Society (AMS), gives insight to her experience, and demonstrates how her 
academic training assisted her in getting a promotion as presented in the following quotation:  
 ―My work consists of three types of tasks: mathematical modeling and 
simulation, analysis of experimental data, and mathematical and statistical 
support.  
I tend to work alone a bit more than most of my colleagues and with others 
much more than if I were a research mathematician. Most of the people I 
work with are pharmacologists and virologists, people who look at disease 
and drug effects in cells and in animals. I work mostly with people who have 
some sort of pharmacology, toxicology or virology Ph.D. - the ones who 
generally plan the experiments and decide what the results say. I also work 
with the people who more directly produce the data (who have Bachelors or 





I am working in an area that has not had much mathematics applied to it, 
except for some basic statistics. From what I can tell, there are not too many 
people like me in the pharmaceutical industry… I have been with Agouron 
for a little over three years. My boss at the time wanted someone to take over 
the mathematical modeling he had been doing. He could not find any 
biologists with the requisite mathematical skills, so he hired me. He thought 
it would be easier for him to teach me the biology than for him to teach the 
mathematics to a biologist. He hired me as a post-doc, a common first 
position post-Ph.D .in the lab sciences. I have since been promoted to a 
permanent position as a research scientist.‖ 
This excerpt makes it even clearer why there is a strong reason for infusing biology/life 
sciences curricula with a pertinent amount of mathematical content. There should be no need to 
discredit the professional capabilities of a biologist due to limited content knowledge of 
mathematics. Nevertheless, in order to ameliorate the current deficiencies in preparing 
quantitative biologists, we need to first understand how students of biology think about their 
material, and then create a new curriculum that effects students‘ understanding through the 
teaching of the mathematics/statistics needed in these science fields. 
Now that a comprehensive review of the literature has been given, the next chapter will 










Students‘ knowledge were assessed on the applications of statistics to genetics throughout a 
semester at two universities; one in the northeastern US and the other international, in the West 
Indies. The participants included students from: 
  
1. A biology class at the undergraduate institution in the northeastern US assessed in the Fall 
2011. 
2. A genetics class at the undergraduate level at the university in the West Indies assessed in 





The population of students included 42 students. Thirty students were from the university 
in the north eastern United States and twelve were from the University in the West Indies. 
 
Description of Participant Sample 
 
 A total of 42 participants were recruited for this study. Table 2 below shows the 







Table 2: Interest Level 
 
  
Frequency Percent Valid Percent Cumulative Percent 
 Interested 22 52.4 52.4 52.4 
Undecided 14 33.3 33.3 85.7 
Uninterested 6 14.3 14.3 100.0 
Total 42 100.0 100.0  
 
Some of the students were not the regular college aged students, but were either adults returning 









Frequency Percent Valid Percent Cumulative Percent 
 Postbac/Other 10 23.8 23.8 23.8 
Regular 32 76.2 76.2 100.0 
Total 42 100.0 100.0  
 
The average age in the sample was 21, the median was 20 and the mode was 19. In total, there 
were 25 females and 17 males who participated. The distribution of the ages by gender is given 



















Age 18 4 1 5 
19 7 7 14 
20 4 4 8 
21 1 0 1 
22 3 1 4 
23 1 1 2 
24 0 2 2 
25 2 0 2 
26 1 0 1 
29 0 1 1 
30 1 0 1 
33 1 0 1 
Total 25 17 42 
 
Data Gathering Procedures 
 
Recruitment of Participants 
 
 
Approximately 300 students were invited to participate in this study, and a total of 42 
consented. Electronic flyers were placed on the online course system for two classes at two 




discrimination. Students participating in the study (online) were compensated a total of 20 ($10 
for each survey at the beginning and end of the semester. Students who participated in interviews 
received an extra $15 for each interview.  All appeals for participation included a full description 
of the study, as well a means for contacting the principle investigator. 
Sequence of the Study in Overview:  
 
The first part of the survey was launched at the beginning of the semester where specific 
questions were used to stratify students as ―Interested‖, ―Uninterested‖ and ―Undecided‖. The 
reason for this initial stratification was to track any significant differences in the answers 
received on the questionnaires by each group. Answers to Research Questions 2 and 3 were also 
captured here. The second part of the survey was used for answering research questions 4 while 
the interviews with professors and students were was used for answering Research Questions 1 
and 4. 
The remaining part of the first survey was comprised of nineteen questions with 
subsections (see appendix A) which queried the students‘ knowledge of genetic processes as well 
as if they are able to make any connections with these processes and statistics. Specifically, four 
questions asked about genetics only, six questions asked about statistics only and nine questions 
asked about statistics and genetics combined. A Multiple choice format was used for some 
questions in order to facilitate statistical analysis. Nonetheless, opened ended formats were used 
for other questions in order to capture flexibility with answers. 
The second part of the survey was administered at the end of the semester to answer 
Research Question 4. It comprised of twelve questions, where two asked about students‘ 
difficulty with genetics, four asked about computer programming/relational databases, and four 




survey, a multiple choice format was used for some questions in order to facilitate statistical 
analysis, but opened ended formats were used for other questions in order to capture flexibility 
with answers. 
The interview process was used to answer Research Questions 1-4 and was used to 
supplement the online survey process. On both the interview questions administered to students 
(9 students were interviewed) and professors(20 professors were interviewed), there was a 
statistical genetics question, where students were asked to respond and professors were asked to 
explain how they would go about teaching the specific question. On the interview with students 
only, there were three questions on what made statistics challenging for them, one questions on 
their preference for having a statistics class specially designed for biology majors and two 
questions on specific basic statistics used in genetics. On the interview with the professors only, 
a question was asked about the new topics in genetics that has gained attention, two questions 
about when the student should be exposed to these topics, two questions about building a 
statistical genetics class that targets biology students and its benefits and one question about the 
hurdles professors encounter when teaching genetics. This interview process was necessary in 
order to get the opinions of the participants based on their experience. 
All questions were designed specifically for this study because there was no previous 
work especially done in the area of statistical genetics education. Please refer to appendix A for 
details of all questionnaires used. 
 
Student Stratification Questions 
 
The first part of the survey included a stratification mechanism for students as follows:  
 
 










2. If you answered (a) or (b) above, do you think you will be interested in statistical genetics if 




3. Would you be interested in taking statistics classes which is specialized for Biology (or 
students in the sciences who are interested in genetics) that shows in detail how probability is 








Interested – If a student answers yes to question 1 of the stratification questions 
 
Uninterested – If a student answers no to questions 1-3 of the stratification questions 
 
Undecided – A Combination of any one of the three below: 
 




2. If a student answers Maybe to questions 1 and ,3 and no question 2 of the stratification 
questions  






Methods Applied for Each Research Question 
 
 Research Question 1 
What are the new and developing methods in statistical genetics? 
Procedure: 
Professors were asked open-ended questions to get a sense of the direction genetics 
development, teaching and learning is heading. (See Appendix A for a description of the 
questions used during the interview process with professors). 
 
 Research Question 2 
What is the composition of the materials in genetics introduced at the college level?  
Procedure: 
The content of genetics presented in classes at the college level was done. (See appendix 
A: Sample Questions for Research Question 2). A review of textbooks widely used for teaching 
genetics courses, in conjunction with the syllabi (see and Appendix E: Genetics Syllabi) was also 
conducted. The following textbooks were included in this review: 
1. Genetics: Analysis & Principles, 3
rd




2. Genetics: A Conceptual, 4
th
 edition, Benjamin Pierce  
3. Genetics: From Genes to Genomes, Third edition, Leland Hartwell, Leroy Hood, Michael 
Goldberg, Ann Reynolds, Lee Silver 
4. Principles of Genetics (5t Edition) by Snustad & Simmons 
5. Introduction to Genetic Analysis, (8
th
 Edition) by Griffiths, Wessler, Lewontin, Gelbart, 
Suzuki, Miller. 
The purpose was to get a sense as to what statistical competencies should be introduced in order 
to make learning more effective.    
 
 Research Question 3 
What kind of previous exposure of statistical content (if any) do students have at the 
college level? 
Procedure: 
Statistics classes that students have taken previously, before entering the biology/genetics 
class was done. (See appendix A: Sample Questions for Research Question 3) 
The results gave insight into what connections between the statistics class taken and the 
biology class exists (i.e. how statistics assists in understanding the presentation of materials in 
the biology class, and lack of its understanding may adversely affect understanding).  
 
 
Research Question 4 
What key elements of statistical content need to be added to the introductory genetics 






After the assessment of research question number one to four (1-4) above, there was 
available information to make recommendations for prerequisite statistical classes and assist in 
the design of a mathematical/statistical course to satisfy these needs. Course instructors, 
professors from across the United States and Southern Caribbean as well as genetics and science 
education journals and textbooks were consulted for input. A web based survey at the end of the 
semester geared towards students, also provided insight for responding to research question four 
(4). 
 
Research Questions 1 – 4 
 
       Interviews. Conducting interviews with professors gave input as to the content knowledge 
required for each level, as well as final grades of students. This assisted in answering research 
question one and four (1&4). In answering research questions one and four (1&4), interviews 
with academics and/or professionals in the field were used to assess what are new statistical 
procedures available for analyzing genetic data and how they may be integrated into the 
classroom. Interviews with students were conducted to answer research questions two to four (2-
4) in order to get the current status of statistical knowledge of the student, which can then be 











On completion of each online survey, the data were exported in to a spreadsheet and then 
imported into SPSS in order to perform statistical analysis. The rubric outlined in the 
stratification criteria was used to compute numbers for each stratum: ―Interested‖, 
―Uninterested‖ and ―Undecided‖. This was done to see if any significant differences were 
identified in the answers provided by students in the survey. For questions which asked for the 
students‘ description of  statistical and biological procedures (see appendix A), a coding system 
of ―Good‖, ―Average‖, ―Poor/None‖ was assigned based on the answer given. For the interview 




As it was necessary, statistical tests were performed. Tests, including those to identify 
independence, correlations and causation were analyzed utilizing the SPSS statistical software. 
The spreadsheet files produced by the online survey were imported into each relevant statistical 
program in order to fulfill this purpose.  
In the following chapter, the results obtained from the surveys, interviews, science, 













This chapter reports the results of the study according to the research questions. There are 
four sections in this chapter, each addressing one of the four research questions. 
 
Unless otherwise specified, all analyses were done on the entire population, i.e. including 
students from both institutions. This was done, since there was no evidence—as indicated by 
kendall tau b and chi square tests—that there was a difference in results based on the institution 
the student belonged to. The level of significance for all tests in this section was set at 0.05. 
Research Question 1 
 
What are the new and developing methods in statistical genetics? 
 
In answering this question, interviews with professors (20) across the US and Southern 
Caribbean were consolidated, and the following topics were identified as being new and or 
developing topics concerned with statistical genetics: 
 
Synthetic Biology 
A significant challenge in undergraduate life science curricula is the continual evaluation 
and development of courses that reflect the constantly shifting face of contemporary biological 
research. Synthetic biology is one answer to this issue, as it offers a great framework within 
which students may participate in cutting-edge interdisciplinary research. This new discipline 




structure through the de novo synthesis of genetic information, much as synthetic approaches 
informed organic chemistry. Many advances have been achieved in the synthesis of entire viral 
and prokaryotic genomes, however, the manufacture of eukaryotic genomes demands synthesis 
on a scale that is orders of magnitude higher. These high-throughput but labor-intensive projects 
serve as an ideal way to introduce undergraduates to tangible synthetic biology research that 
involves heavy computation. 
 
Direct Gene Synthesis 
Direct gene synthesis is growing in popularity as a result of decreases in gene synthesis 
pricing. In contrast with using natural genes, gene synthesis allows a good opportunity to 
optimize gene sequence for specific applications. A stand-alone software called Visual Gene 
Developer has been recently developed (free of charge to its users), in order to facilitate gene 
optimization. The software not only provides general functions for gene analysis and 
optimization, including an interactive user-friendly interface, but also unique features such as 
programming capability, dedicated mRNA secondary structure prediction, artificial neural 
network modeling, network & multi-threaded computing, and user-accessible programming 
modules. The software gives access to the user to analyze and optimize a sequence via main 
menu functions or specialized module windows. Alternatively, gene optimization can be initiated 
by designing a gene construct and formatting an optimization strategy. A user has the ability to 
opt from several predefined or user-defined algorithms to design a complicated strategy. The 
software provides expandable functionality as platform software supporting module development 






Molecular Systems Biology 
The field of molecular systems biology has emerged as being largely mathematically 
driven (Robeva, 2010). By definition, this is a field that examines how ―… large numbers of 
functionally diverse, and frequently multifunctional, sets of elements interact selectively and 
nonlinearly to produce coherent behavior‖ (Kitano, 2002 ). This means that organismal function 
and behavior is decided by an intricate set of interactions (e.g., protein–protein, protein–DNA, 
protein–RNA). Such complexity of interactions requires the aid of mathematics if we are to 
accurately interpret how living things function. A recent proposal for a new national initiative 
(toward ―the New Biology‖) suggests: ―Although there are increasing efforts to apply 
quantitative approaches to biological questions, more must be done to transform biology from its 
origins as a descriptive science to a predictive science. We will ultimately be limited in our 
ability to deploy biological systems to solve large-scale problems unless we significantly deepen 
our fundamental understanding of the organizational principles of complex biological systems— 
a staggeringly difficult challenge. The growth of the New Biology will be dramatically 
accelerated by developing frameworks for systematically analyzing, predicting, and modulating 
the behavior of complex biological systems.‖ (A New Biology for the 21st Century; National 
Research Council [NRC], 2009 ). The issue becomes getting the valuable, but disparate 
perceptions of molecular biology into a conceptual framework that facilitates seeing the overall 
structure of molecular (and other) mechanisms. To this end, statistical and mathematical models 
have proven to be indispensable. Indeed, the assessments that ―… the main push in biology 
during the coming decades will be toward an increasingly quantitative understanding of 




traditional segregation in higher education of biology from mathematics and physics presents 
challenges and requires an integration of these subjects …‖ (Rising Above the Gathering Storm; 
National Academy of Sciences, National Academy of Engineering, and Institute of Medicine, 
2007 ) are rapidly growing and a range of diverse mathematical methods are now customarily 
used to seek answers to questions from systems biology. 
 
Phylogenetics and the Geometry of Phylogenetic Tree Reconstruction 
The diversity of life on earth is so overwhelming that for centuries humans have attempted to 
organize, or classify, organisms into categories that make sense. Developed by Linnaeus in the 
1700‘s, the most famous system of classification is the binomial nomenclature system. Within 
this system, there are two important features.  
1. Each species has a two-part name: genus and species. 
2. The system classifies species into hierarchical groupings, in which groups are nested 
within larger groups. Similar species are grouped into a genus. Similar genera are 
grouped into a family, and so on. That is to say, organisms are classified together because 
they are similar. 
 
Darwin made an extremely important observation about classification: organisms are 
classified together because they are similar; they are similar because they stem from a common 
ancestor. The foundation of taxonomy is evolutionary relatedness; classification reflects the 
history of species. This idea forms the basis of modern systematics. The main goal of modern 
systematics is to make biological classification reflect evolutionary history; i.e.  modern 




i. How are living and extinct organisms related to one another 
ii.  What is the genealogy of life  
As in all fields of science, systematists develop hypotheses. The hypotheses of systematics are 
phylogenetic trees, or phylogenies. A phylogeny is the hypothesized evolutionary relationship 
among a group of taxa
4
. 
Phylogenetic reconstruction initiates with selecting characters that will be used to 
compare the taxa of interest. The characters of choice can be morphological, or molecular (amino 
acid or nucleotide sequences). The different characteristics or character states (alternate forms of 
the character) are then defined for each character. For example, if hair color is the character, then 
blonde, brown, black, etc. are the character states. If nucleotide sequences are the characters, 
then for each base pair, A, G, T, or C (building blocks of DNA) will be the character states.  In 
the past, overall similarity was used to classify organisms: that is to say, the species having the 
greatest number of similar characteristics were grouped together (called phenetics). Just using 
overall similarity, however, to classify does not necessarily reveal evolutionary relationships, and 
is rarely used today. The reason for this is that similarity in a character state between two species 
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 A taxon (plural: taxa) is a group of (one or more) organisms, which a taxonomist adjudges to be a unit. Usually a 




















1. Shared primitive state (character state is older than the most recent common ancestor of the 
two species) 
2. Shared derived state (character state evolved in the common ancestor of the two species) 
3. Convergence (character state evolved independently in each of the two species) 
The first two are categorized as homologies—similarity due to shared ancestry— while 
the third is categorized as analogy—similarity due to adaptation to similar environments. Only 
homologies are useful in phylogenies, since they reflect a shared history. Of the two types of 




















Convergence Shared Derived 
Taxa D and E have the same character state (in red). Hash marks 




relationship among taxa. A group with a shared history is defined by shared derived characters. 
That is to say, they evolved in an ancestor that was common to all members of the group, making 
them the distinguishing characteristics of the group. 
Each group of species has a mix of shared primitive states and shared derived states. In 
order to determine if shared character states are derived or primitive (i.e. how is the polarity of 
the character states determined), a method called outgroup comparison is used. An outgroup is 
defined as a species that is closely related to the group of species of interest (the ingroup), but is 
clearly not as related as members of the group are to each other (see Figure 5 below). Character 
states that are shared by the outgroup species and most or all members of the ingroup are defined 
as shared primitive. Shared derived occurs when the character states of ingroup species that are 
not found in the outgroup species (i.e. derived more recently than the branch between the 
ingroup and outgroup). Once shared derived character states have been identified, a phylogenetic 























The determination of hereditary relationships among organisms, through the alignment of 
DNA sequences from creatures currently in existence is, therefore, a profound problem which 
exists in biology. In addition to this dilemma, is the genetic data extraction from organisms that 
have long been extinct, including the use of protein analysis from fossilized Tyrannosaurus rex 
bones to show an evolutionary link to chickens (Organ et al., 2008). Diagrams that assist with the 
visual representation of this can take on a number of forms, and phylogenetic trees are a 
generally utilized model for representing evolutionary relationships among taxa (e.g., species, 
organisms, or genes). These are represented as the tips or leaves of a tree, with branches 
connecting two or more taxa at an internal node (branch point), thereby indicating that they have 
a common ancestor. Mathematically, phylogenetic trees can be seen as graphs and also identified 
as points in an appropriate geometric context. In a module built for student learning, both 
perspectives are used to consider a number of mathematical approaches, including neighbor-
joining
5
, balanced minimum evolution
6
, and singular value decomposition methods
7
, to the 
problem of recreating the best phylogenetic tree from only the partial data associated to the 
leaves given by DNA sequence alignments. An example of how this was used can be viewed in 
Figure 6 below: 
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Figure 6:  Genetics Distance Map  
 
 
Obtained from (http://en.wikipedia.org/wiki/Neighbor_joining) 
This genetic distance map made in 2002 is an estimate of 18 world human groups by a 
neighbor-joining method based on 23 kinds of genetic information. It was made by Saitou 
Naruya professor at the (Japanese) National Institute for Genetics. 
This kind of work can be a great addition to the curriculum as students can appreciate the visual 
connection of the evolutionary process with the mathematical underpinning. 
 
Hidden Markov Models (HHM) 
Given a collection of DNA sequences, the underlying forces responsible for the observed 
patterns of variability can be identified through Hidden Markov Model. HMMs have been used 
successfully since the 1980s in the context of speech patterns and speech recognition and have 
more recently proved to be a successful tool in questions related to DNA sequence alignment. 
Mathematically, HMMs generalize classical discrete Markov chains, allowing for the possibility 
of switching between such chains based on a certain probability distribution. For example, 




data under analysis (such as the introns and exons of genes
8
). HMMs are fundamental tools for 
modern genome data analysis and are used quite often for genome annotation by data sequencing 
centers (Pachter and Sturmfels, 2007). HMMs can be presented concisely and conceptually in the 
form of graphs and figures prominently in biological applications of algebraic statistics, because 
they can be reinterpreted geometrically. The tremendous advances in computational algebraic 
geometry spanning the past three decades can thus be applied to analyze the genome annotation 
problem (Pachter and Sturmfels, (2005); Pachter and Sturmfels, (2007)).  Outlined in their 
textbook, ―Algebraic Statistics for Computational Biology‖, Pachter and Sturmfels give a good 
basis for students of biology and mathematics and or statistics. The text outlined questions of 
equal importance where HMMs also play a key role in sequence alignment, where the problem is 
to determine the fewest number of allowable changes (edits) that will account for the mutational 
pathway from one genetic sequence to another. When making comparisons across different 
species, the problem of multiple sequence alignment can be further examined through 
phylogenetic tree graphs whereby evolutionary links between these species are inferred from 
conservation of DNA sequences across species. Phylogenetic hidden Markov models, or phylo-
HMMs, are probabilistic models which take into consideration both the way substitutions occur 
through evolutionary history at each site of a genome, and also the way this process transforms 
from one site to the next. Treating molecular evolution as a combination of two Markov 
processes—one that operates in the dimension of space (along a genome) and one that operates 
in the dimension of time (along the branches of a phylogenetic tree)—these models allow aspects 
of both sequence structure and sequence evolution to be captured. 
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A Note on Epigenetics 
 
Although not yet heavily quantified as other aspects of biology, epigenetics is, 
nonetheless, an important and evolving aspect which is worth mentioning.  Commonly defined 
as the study of heritable changes in gene function that occur without a change in the DNA 
sequence; today, epigenetics is reshaping the way scientists look at traditional genetics. 





 and even whole chromosomes. Epigenetic controls of DNA activity are 
indispensible; defects in epigenetic control contribute to developmental defects and disease. 
The classical work of Luria and Delbrück on mutation of bacteria from virus sensitivity to virus 
resistance ushered in the field of epigenetics. The resulting testing that grew out of this work and 
provided the first experimental proof (by using probabilistic models and statistical approaches) 
that bacterial mutations follow a Darwinian
11
 and not a Lamarckian model
12
.  Max Delbrück also 
was the first one to draw attention to the fact that biological systems can exhibit bi-stability 
(Delbrück, 1949 ). Novick and Weiner (1957) not only experimentally confirmed this feature for 
the lac regulatory network
13
 but also showed that the state of a single cell (induced or un-
induced) could be transmitted through a number of generations. This provided one of the 
simplest examples of phenotypic, or epigenetic, inheritance.  
                                                 
9
 Transposons are segments of DNA that can move around to different positions in the genome of a single cell. In 
the process, they may: 1. Cause mutations 2. Increase (or decrease) the amount of DNA in the genome of the cell, 
and if the cell is the precursor of a gamete, in the genomes of any descendants. These mobile segments of DNA are 
sometimes called "jumping genes" 
10
 A centromere is a region of DNA typically found near the middle of a chromosome where two identical sister 
chromatids come closest in contact. See Appendix C for further description. 
11
 Darwin promoted evolution through natural selection. Natural selection is the preservation of a functional 
advantage that enables a species to compete better in the wild. 
12
 The Lamarckian model of evolution assumed that changes in the behavior of animals precede changes in their 
phenotype. 
13
 The lac regulatory system determines whether or not the bacterium Escherichia. coli equips itself to metabolize 




According to Raghavan et al. (2010), characterization of the epigenetic profile of 
humans, on the wings of the initial breakthrough on the human genome project, has created the 
fundamental role of histone modifications
14
 and DNA methylation
15
. These dynamic elements 
interrelate to verify the normal level of expression or methylation status of the constituent genes 
in the genome. Recently, considerable evidence has been presented to demonstrate that 
environmental stress implicitly alters epigenetic patterns, resulting in an imbalance that can lead 
to cancer initiation. These events have motivated attempts to computationally model the 
influence of histone modification and DNA methylation in gene expression, in order to examine 
their inherent interdependency. 
Research Question 2 
 
 What is the composition of the materials in genetics introduced at the college level?  
 
A review of both textbooks for genetics classes, as well as results obtained from the 
survey administered to students at the beginning of the semester was used to answer this 
question. Websites are cited, as necessary, when the information provided is pertinent and or of 
better quality. For all tables reported in this section, an expanded version can be found in 
Appendix B containing the row and column percentages, as well as chi square tests and the non-
parametric test Kendal‘s tau b. Chi square tests Kendal‘s tau b tests were administered as tests of 
independent. The Kendal‘s tau b was specifically administered, because when the expected cell 
frequency of some tables was less than 5, this makes the chi square test less reliable and 
compromises the quality of the test results.    
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Please also note, that for each of the ―mathematical context‖ exhibits, detailed 




Five widely used textbooks are analyzed with regard to how the topic in the text which 
requires statistical/mathematical reasoning, was cited, as well as its effectiveness. The 
justification is, if any one of the components for how the statistics/mathematics were cited 
(result, rationale and computation) is missing, this will deter effective interpretation and 
understanding of the student. In reading the tables, a check mark underneath any one of the 
headings: result, rationale or computation, indicates that the component is included. 
 
Table 5 
Table 5, demonstrates the findings from the review of textbook Principles of Genetics 
(5th Edition) by Snustad & Simmons. Findings indicate that the text topics that required 
statistical/mathematical context for understanding including the punnett square, heritability in the 
broad and narrow sense were clearly depicted. On the other hand, topics of genetic hypothesis 
testing, the Hardy-Weinberg principle and predicting phenotypes were not as clearly presented. 
Table 5 below summarizes what statistics/mathematics for the topics were presented and 











Table 5: Principles of Genetics by Snustad & Simmons 
 
Text Topic Text source Mathematical 
Context 
How Stat Test is Cited 












       








































The multiplicative and 
additive rules were 
outlined in order to show  
how the probability can 
be combined with the 
diagrammatic 
representation of a 
Punnett square. 




pg 51 Chi-square test √   √ The text presented the 
chi square test can only 
be used to the 
consistency of data. No 
mention is made of 
tabular representation 
and a test for 
independence 
            
 
Heritability- 

























which include result, 
rationale and 
computations. 




 Fisher's Variance 
Components 
√ √ √ Good explanations 
which include result, 
rationale and 
computations. 
           
    Normal Curve    √   There is a representation 
of the normal curve 
which includes concepts 
of the mean and 
variance. However, the 
important mechanics of 
the normal curve is not 
described to include Z 
scores and a Z table 
         
           





































A prediction equation, 
which is essentially a 
regression equation, is 









































reference made to linear 
regression.   








pp711-713 Probability √   √ A clear relationship with 
the probability laws and 
Bayes theorem is not 
made with the 
application of the HW 
principle. Although the 
concept of conditional 
probability is alluded to, 
the underlying 
mechanics are not 
explained. 
          
  Bayes Theorem     Not presented in text. 
Altogether, the use of 
conditional probability is 
not outlined. The HW 
principle is often used 
when calculating the 
probability of a person 
having a certain disease 
together with Bayes 
theorem (conditional 
probability). No mention 
of this is made here. 
       
 
Table 6 
Table 6, demonstrates the findings from the review of textbook Genetics: Analysis and 
Principles (3rd Edition) by Robert J. Brooker. Findings indicate that whereas the text topics that 
required statistical/mathematical context for understanding including genetic hypothesis testing 
and heritability in the broad and narrow sense were clearly depicted, topics of the Punnett square, 
predicting phenotypes, quantitative traits and the Hardy-Weinberg Principle were not as clearly 
presented. Table 6 below summarizes what statistics/mathematics for the topics were presented 






Table 6: Genetics: Analysis and Principles by Brooker 
Text Topic Text source Mathematical 
Context 
How Stat Test is Cited 
Result     Rationale   Computation 
Comments 
  Genetics: Analysis 
and  Principles (3rd 
Edition) by Robert 
J. Brooker 
       





pg 22 Basic Probability √ √  There was no mention of 
the laws of probability 
and how they factor into 
computing the 
proportions of 
phenotypes. This is 
presented later on in the 
book. 




pg 32 Chi-square test √      √ √ The text presented that 
the chi square test can be 
used to test the goodness 
of fit of data. There is 
detailed mention of the 
formula, chi square table 
and computational 
procedures required. 










































































There were detailed 
explanations for 
applying the binomial 
expansion to, e.g. 
determining the 
probability that a 2 out 5 
children have blue eyes.  
However, this topic was 
specifically left out of 
the syllabus for one of 
the classes using this 







       
Heritability- 
Broad Sense  
pp 712-713  Fisher's Variance 
Components 
√ √ √ Good explanations 
which include result, 
rationale and 
computations. 




pp712-713  Fisher's Variance 
Components 
√ √ √ Good explanations 
which include result, 
rationale and 
computations. 





 Normal Curve 
 






There is a representation 


































































which includes concepts 
of the mean and 
variance. However, the 
important mechanics of  
the normal curve are not 
outlined to include Z 












  Prediction Equation 
 
     Not presented in the text 
 








































































There are results and 
some computation 
involved in using the 
normal distribution. 
There is no mention of Z 
tables. The concepts of 
the mean, variance and 
standard deviation are 
presented in relation to 





The results and 
computations are given, 
however the rationale for 
degrees of freedom is 
not provided. 
 



































































A clear relationship with 
the probability laws and 
Bayes theorem is not 
made with the 
application of the HW 
principle. Although the 
concept of conditional 
probability is alluded to, 
the underlying 
mechanics are not 
explained. 
 
Not presented in text. 















conditional probability is 
not outlined. The HW 
principle is often used 
when calculating the 
probability of a person 
having a certain disease 
together with Bayes 
theorem (conditional 
probability). No mention 
of this is made here. 
          
 
Table 7 
Table 7, demonstrates the findings from the review of textbook Genetics: A Conceptual 
Approach (3rd Edition) by B.A. Pierce. Findings indicate that most topics were well covered in 
this textbook. With the exception of quantitative traits, the Hardy-Weinberg principle and the 
normal curve representation with respect to heritability, a good presentation of the 
statistics/mathematics in the context of the topic is given. 
Table 7: Genetics: A Conceptual Approach by B.A. Pierce 
Text Topic Text source Mathematical 
Context 
How Stat Test is Cited 
 Result     Rationale    Computation 
 
Comments 
  Genetics: A 
Conceptual 
Approach (3rd 
Edition) by B.A. 
Pierce 
       





pp 50-60 Basic Probability √ √ √ There was a clear 
explanation of the 
laws of probability 
and how they factor  





how these rule can 
be applied step by 
step. 


































The text presented 




















































test can be used to 
test the goodness of 
fit of data. There are 
detailed comments 
made about the 





     
  pp 53-54  Binomial 
Expansion 
 




to, e.g. determining 
the probability a 
child having 
albinism. However, 
this topic was 
specifically left out 
of the syllabus for 
one of the classes 
using this text book 
(See appendix D). 













result, rationale and 
computations. 




pp 659-661 Fisher's Variance 
Components 
      √        √          √ Good explanations 
which include 
result, rationale and 
computations 
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There is a 
representation of the 
normal curve which 
includes concepts of 
the mean and 
variance. However, 
the important 
mechanics of the 
normal curve is not 
described to include 






























































































































of basic information 
for understanding 
simple linear 
regression. There is 
also mention made 
about in the 
regression of the 
mean phenotype of 
the offspring against  
the mean phenotype 
of the parents, 
narrow sense 
heritability (h2) 
equal the regression 
coefficient. 
Nevertheless, this 
material is not 
present in any of the 
syllabi (See 
Appendix E) 
       
    
 
    






















































































































          





There are results 
and some 
computation 
involved in using 
the normal 
distribution. There 
is no mention of Z 
tables. The concepts 
of the mean, 
variance and 
standard deviation 
are presented in 
relation to the 
normal curve. 
 
The results and  
computations are 
given; however, 
there is no mention 
about statistical 
significance of the 
results. 
       

































































     








A clear relationship 
with the probability 
laws is given. There 
is also an 
explanation of the 
extension of the HW 
principle and how it 
can be applied to 






alluded to, the 
underlying 
mechanics are not 
explained. 
 
Not presented in 
text. Altogether, the 
use of conditional 
probability is not 
outlined. The HW 
principle is often 
used when 
calculating the 
probability of a 
person having a 
certain disease 




mention of this is 
made here. 
          
 
Table 8 
Table 8, demonstrates the findings from the review of textbook Introduction to Genetics 
Analysis (8th Edition) by Griffiths, Wessler, Lewontin, Gelbart, Suzuki, Miller. Findings 
indicate heritability, genetic hypothesis testing and the Punnett square (with the exception of 




quantitative genetics and the Hardy-Weinberg Principle were not as clearly explained. See Table 
8 below for full details: 
 
Table 8: Introduction to Genetics Analysis by Griffiths, Wessler, Lewontin, Gelbart, Suzuki, Miller 
Text Topic Text source Mathematical 
Context 
How Stat Test is Cited 
Result      Rationale   Computation 
Comments 
  Introduction to 
Genetics Analysis 




      






















There was no mention of 
the laws of probability. 
A Punnett square was 
used to illustrate 
Mendel‘s model of 
heredity, but detailed 
steps were not used to 
explain the outcome. 




     
  pg 38 
 
 Basic Probability 
 
 √  
 
    √  √ Later on in the chapter, 
the Punnett square is re-
introduced together with 
the laws of probability. 
It would have been 
better to have this 
section presented first. 







pp 40-42  Chi-square test  √    √  √ The text presented that 
the chi square test can be 
used to the test the 
goodness of fit of data. 
There is detail mention 
of the formula, chi 
square table and 
computational 
procedures required. 
       
  Binomial Expansion    Not presented in text 
        
Heritability- 
Broad Sense 
pp 650-659 Fisher's Variance 
Components 
       Good explanations 
which include result, 
rationale and 
computations. 













































































Good explanations  
which include result, 
rationale and 
computations 
    Normal Curve       
 












































































Results from simple 
linear regression are  
presented in order to 
demonstrate the 
components of genetic 
variance. However, there 
was no detailed 
explanation of the 
rationale. There was a 
statement that the slope 
of the regression line is 
equivalent to heritability 
in the narrow sense.  











  There are results but no 
computations involved 
in using the normal 
distribution. There is no 
mention of Z tables. The 
concepts of the mean, 
variance and standard 
deviation are not 
presented in relation to 
the normal curve. 
 
 






 √   √ The results and 
computations are given, 
however, there is no 
mention about statistical 
































√   √ A clear relationship with 
the probability laws is 
not given. There are 
computations without 
good step by step 
explanations. There is no 
mention of conditional 
probability. 
 
Not presented in text. 
Altogether, the use of 
conditional probability is 
not outlined. The HW 
principle is often used 
when calculating the 
probability of a person 
having a certain disease 










probability). No mention 
of this is made here. 
          
 
Table 9 
Table 9, demonstrates the findings from the review of Genetics: From Genes to Genomes 
(3rd Edition) by Hartwell, Hood, Goldberg, Reynolds, Silver and Veres. Findings indicate 
genetic hypothesis testing, predicting phenotypes and the Punnett sqaure were well presented. On 
the other hand, heritability, quantitative traits and the Hardy-Weinberg Principle were not as 
clearly explained. See Table 9 below for full details: 
 
 
Table 9: Genetics: From Genes to Genomes by Hartwell, Hood, Goldberg, Reynolds, Silver and Veres 
Text Topic Text source Mathematical 
Context 
How Stat Test is Cited 
     Result    Rationale  Computation 
Comments 








       













pp 20-22 Basic Probability √ √ √ There was a clear 
explanation of the 
laws of probability and 





illustrating how these 
rule can be applied 
step by step. 































The text presented that 
the chi square test can 
be used to the test the 
goodness of fit of data. 









































of the formula, chi 
square table and 
computational 
procedures required. 
There is also a good 
explanation for what 
the degrees of freedom 
are. This text gave the 
best explanation for 
the use of the chi 
square test. 
         
 
    
















Not presented in text. 
       
Heritability- 

























































Heritability is only 
given in the narrow 
sense. There is no 
distinction 
made between 
heritability in the 








pp 775-776 Fisher's Variance 
Components 
√     Heritability is only 
given in the narrow 
sense. There is no 
 distinction made 
between heritability in 















      the broad sense. 
 
 
    Normal Curve        Not presented in text. 

























































Good presentation of 
basic information for 
understanding simple 
linear regression. 
There is also mention 
made about in the 
regression of the mean 
phenotype of the 






































mean phenotype of the 
parents, narrow sense 




material is not present 
in any of the syllabi 
(See Appendix D) 




































































The normal curve is 
not presented in this 
text. The concepts of 
the mean, variance and 




These concepts were 
not outline in this text 
 





















Bayes Theorem                                                                         
 √            √ The probability laws 
are not outlined here. 
There is a fair 
explanation of the HW 




presented in this text. 
 
Not presented in text 
       
 
 
Textbook Analysis Observations 
There were many textbooks available to persons who already had a statistical background,  
and are interested in learning statistics as it relates to genetics. Such textbooks include: 
1. Statistics in Human Genetics and Molecular Biology by Cavan Reilly. An excerpt from 




science and related fields in applied mathematics who seek to gain a basic knowledge of 
some problems arising in the analysis of genetics and genomics. 
2. Introduction to Quantitative Genetics (4th Edition) by Douglas S. Falconer and Trudy 
F.C. Mackay. An excerpt from the preface reads, ―We hope these additions [to the new 
edition] will make the book more useful to students of evolutionary quantitative genetics. 
3. The Fundamentals of Modern Statistical Genetics (Statistics for Biology and Health) by 
Nan M. Laird and Christopher Lange. A review of this book states ―The intended 
audience is statisticians, biostatisticians, epidemiologists and quantitatively- oriented 
geneticists and health scientists wanting to learn about statistical methods for genetic 
analysis, whether to better analyze genetic data, or to pursue research in methodology. A 
background in intermediate level statistical methods is required.‖ 
 
On the other hand, there were not many textbooks available to students of biology who did 
not have a statistical background. In fact, in one text that was found to be designed to instruct 
biologists in statistics entitled, ―Statistics for Biologists‖ (3
rd
 Edition) by Richard Colin 
Campbell, there is agreement with this observation. In the ‗Further Reading‘ section, it states, 
―Whilst there is no shortage of books on more advanced statistics, many are unduly 
mathematical in approach and are not very helpful to biologists.‖ 
 
Supplementary Websites 
There many websites that are dedicated to the au courant developments in genetics and its 





 http://biomed.brown.edu/Courses/BIO48/10.Quan.genetics.HTML gives a very good 
explanation of heritability in the narrow and broad sense. The topics of Fisher‘s variance 
components and regression analysis are presented together, giving an effective explanation that 
encompasses the statistical/mathematical aspect. 
http://www.ornl.gov/sci/techresources/Human_Genome/education/education.shtml#purchase 
which is a website dedicated to serving the goals of  the human genome project, not only gives 
up to date information on developments in genetics, but also serves as a host to numerous other 
websites that assist in teaching materials and aids. 
http://www.goldenhelix.com/SNP_fVariation/solutions/snp/index.html provides free software 
that allows students to perform analysis on SNPs (single nucleotide polymorphism) genotype 
association tests, calculate a number of basic genotype statistics for each marker, minor allele 
frequency, Hardy-Weinberg Equilibrium (HWE) P-value, Fisher‘s Exact Test for HWE P-value, 
Signed HWE Correlation R, and allele and genotype counts. There is also a detailed tutorial that 
can is handy for teacher and student interaction. The website also gives tutorials on copy number 




In the analysis and discussion sections, more relevant websites are quoted which provide 
current information and tools for teaching and learning statistics in genetics. 
 
Results from Student Survey 
 
 
Results from question 1 below are presented in Table 10. 
 
1. Have you studied Mendelian genetics? 
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Average 0 16 16 
Good 0 10 10 
Poor/None 12 4 16 





Most students reported that they have studied Mendelian genetics and gave good (53%) 
or average (33%) answers for its description. In the following, excerpts are given of what 







‗Mendel proposed that inheritance of characteristics is determined by a pair of 'particles' 
(now known as alleles). He further tested the principle of segregation, which states that 
the paired alleles segregate from each other to go into different gametes at equal 
frequencies, and the principle of independent assortment, which states that alleles of 
different loci assort independently of each other.’ 
 
‘Mendel theorized that inheritance of characteristics is particulate in nature. each 
character is determined by a pair of determinants. two laws arose. 1)the principle of 




distributed at equal frequencies. ‗the principle of independent assortment where alleles of 




‗A process, first discovered by Mendel in his observation of the breeding of flowers, how 
(in what ratios) traits are passed along through generations.‘ 
 













The following question was used to derive results from Table 11: 
 
2. Linkage analysis is the study aimed at establishing linkage between genes. Today linkage 
analysis serves as a way of gene-hunting and genetic testing. Linkage is the tendency for genes 
and other genetic markers to be inherited together because of their location near one another on 
the same chromosome. 
2a. Do you think probability can be applied to linkage? 
 2b. If you answered yes above, can you describe why you believe this can be done? 






















Average 0 12 12 
Good 0 14 14 
Poor/None 7 9 16 
Total 7 35 42 
 
 
The results of the linkage analysis question indicated that the majority of students 
understood that probability could be applied to linkage and had a good to average explanation of 
how it could be done; 34.3% gave average answers and 40% gave good answers. In the 




‗The probability of the tendency of genes and other genetic markers to be inherited 
together can be calculated by their location near one another on the same chromosome. 




‗Initially linkage refers to genes that reside together on a chromosome. They show non-
random assortment of genes. I think so because linkage can be detected by noting the 
relative frequency of the parental types and also the recombinant types in the F1 cross 
progeny. Hence probability can determine if an offspring will have certain characteristics 
as their parent or if that trait is passed on their offspring. There is high probability that it 













‗We can assume that the closer two genes are to each other on a chromosome, the more 
likely they are to be passed together. Perhaps a normal distribution model would be 
accurate predictor of relating distance of genes to tendency to be passed together. If 
specific linked genes prove to be outliers to a normal model, perhaps a Xi-square 
equation could reveal whether or not the linkage is significant.‘ 
 
The above answer shows some particular confusion with statistical concepts and how 
they could be applied to linkage. Specifically:  
‗a normal model‘ – It is unclear what the student is referring to here. Although, if a normal 
distribution for genes is assumed at a basic level, outliers have nothing to do with defaulting to a 
Chi square test for significance. In fact, the chi-square statistic may be large due to the presence 
of outliers, which is ultimately a violation of the goodness of fit assumption for the test. 
 
Punnett Square Question 
 
The following question was used to derive results from Table 12: 
 
3. Do you know what a Punnett Square is? 
 
3a. If you answered yes above, briefly explain what it is used for in statistics 
 










Average 0 8 8 
Good 0 20 20 
Poor/None 12 2 14 





The above result indicates that students who reported that they knew what a Punnett 
square was explained the concept very well; 28% gave average answers and 67% gave good 
answers.  Some excerpts of answers are given below: 
 
Good 
‗It is used to show all the different combinations of the assortment of alleles during 
segregation. Using these numbers, it is possible to find the genotypic and/or phenotypic 
ratio of the offspring‘ 
 
‗A Punnett square can be used to show the probability of the gamete genotype and 
phenotype given the genotype and phenotype of the parents‘ 
 
Average 
‗Simple organizational chart for listing the outcomes of gene or multiple gene 
inheritance.‘ 
‗It shows the probability of inheriting a certain gene from one of the parents.‘ 
Poor 
‗It shows that there is a 50% chance of passing down a phenotipic gene to an offspring. 
And depending the other mate and whether a gene is recessive or dominant, a parent has 
a 25%-75% chance of passing down a phenotype.‘ 
 
The above answer shows confusion when it comes to the application of probabilities and 
the mechanics of a Punett square. A Punnett square does a guarantee 50% chance of passing 








Research Question 3 
 
What kind of previous exposure of statistical content (if any) do students report they have at 
college level?  
 
Responses from the survey administered to students at the beginning and end of the 
semester were used to answer this question. Each relevant question from the survey will be 
restated and the results subsequently displayed and explained. For all tables reported in this 
section, an expanded version can be found in Appendix B containing the row and column 
percentages.  
Results from the Survey Administered to Students at the Beginning and End of the Semester 
 
All tables reported in this section were significant at p < 0.05. Chi squared test as well as 
the non-parametric kendall tau b tests were used to test for significance. The non-parametric test 
was used since there were instances where the cell counts in the tables were less than 5, which 
compromises the quality of the test results when parametric methods are used. 
 
 
Normal Distribution Questions 
 
The questions used in this section are as follows: 
1. In probability theory, a probability distribution is a function that describes the probability of a 
random variable taking certain values. A very common probability distribution in statistics is the 




model for complex phenomena. Have you used probability distribution models such as the 
normal distribution to predict outcomes? 
i. Yes  
ii. No 
 
2. If you answered yes above, can you say what information from a normal distribution is needed 
if you needed to calculate the probability of , for example the allelic frequency of  ‗A‘ being 





















Average 0 7 7 
Good 0 10 10 
Poor/None 20 5 25 
Total 20 22 42 
 
 
On initial examination of the results, they indicated that the majority of students (22, 




majority gave average (7, 32%) or good(10, 46%) answers. Nonetheless, when considering the 
entire sample size (42), more than half of them gave poor explanations (25,60%). Excerpts of the 





‗For a normal distribution, need to know the mean or average and standard deviation‘ 
 




‗If I remember correctly... you would need the standard deviation to see what percent of 
the data lies under a certain range. the "greater than 0.4" is 1 standard deviation away 
from the mean, then the chance would be 32%, 2 standard deviations away would mean 5 
%, then 2%, etc. SD can be calculated from the available data. And that's my basic 
understanding...‘ 
 
‗We need to know the mean and standard deviation of the frequency.‘ 
 
This particular response above shows some slight confusion because it is unclear what the 
student means by the standard deviation of the frequency. His or her intention may have been to 




‗The genotypes of the parents and their parents and the offspring with a recessive gene‘ 
 






Chi Square Questions 
 





3. The Chi square distribution is yet another useful distribution that is frequently used in 
statistics. Are you familiar with the Chi square distribution and the Chi squared test? 
i. Yes  
ii. No 
 
4. Do you know how use the probabilities associated with the chi-square test. 
i. Yes  
ii. No 
 
5. Give a brief description of how chi-square test can be used, for example, to test the association 
between having red hair and brown eyes. 
 
All tables reported in this section were significant with a p < 0.05. Chi squared test as 
well as the non-parametric kendall tau b tests were used to test for significance. The non-
parametric test was used since there were instances where the cell counts in the tables were less 
than 5, which compromises the quality of the test results when parametric methods are used. 
Table 14 
 
The results of Table 14 were derived from the following questions: 
 
3. The Chi square distribution is yet another useful distribution that is frequently used in 
statistics. Are you familiar with the Chi square distribution and the Chi squared test? 
i. Yes  
ii. No 
5. Give a brief description of how chi-square test can be used, for example, to test the association 





Table 14 below gives the results of a cross-tabulation of questions 3 and 5 above: 
 
 




Familiar with the 




Chi Square Explanation 
Rating 
Average 0 4 4 
Good 0 4 4 
Poor/None 15 19 34 
Total 15 27 42 
 
Results indicate that explanations were exceptionally poor. The majority (27, 64%) of 
students from the entire population indicated that they were familiar with the chi square 
distribution and test (question 3). Nevertheless, of those giving a poor or no answer to question 





The following questions 4 and 5 below were used to get the results from table 15: 
 
4. Do you know how use the probabilities associated with the chi-square test. 






5. Give a brief description of how chi-square test can be used, for example, to test the association 
between having red hair and brown eyes 
Table 15:  Chi Square Explanation by Know How to Use the Probabilities of Chi Square Dist. Rating 
 
  
Know How to Use 
the Probabilities of 




Chi Square Explanation 
Rating 
Average 0 4 4 
Good 0 5 5 
Poor/None 30 3 33 




The majority (30, 71%) of students did not know how the probabilities of the chi square 
distribution could be applied. Overall, 81% of students gave a poor or no answer to this question. 








‗I only vaguely remembered doing this in high school, but it tests the frequency that these 










The questions concerned with the number of biology classes with statistics content were 
questions 6and 7 below, and were used to provide the results shown in Tables 16 and 17: 
 
6. Have you taken genetics, or any other biology class that includes statistics content before? 
i. Yes 
ii. No 







Table 16 refers specifically to this question: 
 




Table 16: Biology Class with Statistics Content 
 
  
Frequency Percent Valid Percent 
Cumulative 
Percent 
 No 24 57.1 57.1 57.1 
Yes 18 42.9 42.9 100.0 
Total 42 100.0 100.0  
 
 








The following question was used to derive results for Table 17: 
 
 
8b. If you answered yes above, please specify which the class/classes name/s below. 
 




Table 17: Number of Statistics Classes Taken 
 
  
Frequency Percent Valid Percent Cumulative Percent 
 0 23 54.8 54.8 54.8 
1 15 35.7 35.7 90.5 
2 4 9.5 9.5 100.0 
Total 42 100.0 100.0  
 
 
Table 17 shows that in the population, the majority of students, 55%, took no statistics class.  
Table 18 
 
Table 18 specifically refers to this question: 
 





Table 18: Number of Statistical Tests/Methods Identified 
 
  
Frequency Percent Valid Percent Cumulative Percent 
 >5 5 11.9 11.9 11.9 
0 27 64.3 64.3 76.2 
1 8 19.0 19.0 95.2 
2 2 4.8 4.8 100.0 









Table 19 shows responses by groups, categorized by interested, uninterested and 
undecided (significant p value <0.05):   
 
 







Interested Undecided Uninterested 
Punnett Square 
Explanation Rating 
Average 5 3 0 8 
Good 13 4 3 20 
Poor/None 4 7 3 14 
Total 22 14 6 42 
 
The chi square test for independence results from above shows that there is 
dependence/association with the student being interested in statistics, and the quality of her/his 
answer. All tables for the probability familiarity and chi square questions reported in tables 8-10, 
when cross tabulated with interest type, did not show any significant results. These results can be 
found in Appendix B (See pp151,152 and 154) .   
 







Table 20 outlines all of the questions that were used in the interviews with students. Note: 
Question 7—which is referenced in Table 20 and outlined in more detail below—was given to 
both students and professors. For this question, students were asked to analyze and answer; 
whereas, professors were asked questions concerning how they would teach the topic contained 
in the question: 
 
Consider this question: 
(Question 7 of the Student Interview Schedule)
17
 
 Suppose that the marker of interest is diallelic, that the frequency of the ‗A‘ allele is 0.01, there 
is no selection, that random mating attains, and that the following penetrance function applies: 
Pr(Affected | A/A) = 0.9 
Pr(Affected | A/B) = 0.9 
Pr(Affected | B/B) = 0.1 
  
Assuming the population is in Hardy-Weinberg equilibrium, please answer the following 
questions: 
(a) What is the population prevalence (i.e. the probability that a random person is affected)? 
(b) What is the probability that a random person has genotype A/A or A/B ? 
(c) What is the conditional probability that an affected individual has genotype A/A or A/B 
Most students (67%) from the interview stated that they found statistics to be challenging, 
finding most difficulty with figuring out which formula to apply. 78% of the students said that 
they simply avoided taking statistics in the past, but 89% of them said that they would be more 
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comfortable taking such a class if it were specialized for biology students. When asked about 
specific questions in statistics that are readily applied in studying genetics, 78% stated that they 
knew what linear regression was, but only 57% of them had a good understanding of it. For 
ANCOVA (Analysis of Covariance), none of the students interviewed knew what this procedure 
was. Only 22% of the students knew what Bayes theorem was, only 11% (one student) could 
accurately identify what it was and how it could be applied. The question that was asked to both 
professors and students was poorly answered, as all students had difficulty tackling how to work 
through the statistical aspect of the question. Please see Table 20 below for further details: 
 
Table 20: Student Interview Matrix 
Question Overall Results Comments 
1. Do you think that statistics is 
challenging? 
Most students (67%) stated that they found statistics 
to be challenging. 
 33% of students actually 
said statistics was not 
challenging. However the 
performance on the 
question did not concur 
with this answer. 
2. What exactly about it makes it 
challenging for you? 
There was a consensus on the students saying that it 
was the mathematics and determining which formula 
should  be used when that made the topic difficult 
  
3. Have you avoided taking statistics  
classes in the past because you thought 
it was too challenging? 
 
Most students (78%)  stated that they did avoid 
taking statistics in the past 
One student stated that it  
wasn't so much about the 
difficulty, but about 
getting it to fit into their 
schedule. 
4. Would you feel more comfortable 
learning statistics as it relates to 
genetics in a class specialized for it, 
rather than learning statistics in a 
general statistics class? 
89% of students stated that they would feel more 
comfortable. 
There was a specific 
statement about there 
being an increased 
"interest" level if done in 
this forum. 
5. Have you ever used or heard of 
linear regression analysis, ANOVA or 
ANCOVA?   If yes to any in the 
previous question, can you explain 





78% of students said they knew what regression was. 
However, only 57% had a good understanding of 
regression.  
 
78% of students knew what ANOVA was and 71% 
of this number correctly explained it. 
 
This means 56% overall could correctly identify the 
ANOVA process. 
 
0% of students knew what ANCOVA was. 
 
  
6a. Do you know what Bayes theorem 
is? 
22% of students stated that they knew what Bayes 
theorem was. However from the entire group only 









6b.If yes, is there a way you can think 








One student gave an example of being affected 





This question was poorly 
answered. Most students 
could not identify a 
relationship, primarily 
because they did not 
know what Bayes 
theorem was to begin 
with. 
 
Probability Question Given to both 
Students and Professors 
  
 
7a. What is the population prevalence 
(i.e. the probability that a random 




3 persons attempted this question with 0% success. 
These 3 persons knew that Bayes theorem needed to 
be applied but they were unsure exactly how this 
should be done. 
Most students couldn‘t 
identify what the Hardy 
Weinberg proportions 
were; only 22% was 
familiar with it but only 
one person new the 
correct proportions. 
7b. What is the probability that a 
random person has genotype A/A or 
A/B ? 
3 persons attempted this question with 0% success.    Laws of probability ( in 
this case the additive 
law) were unknown by 
the students. 
7c. What is the conditional probability 
that an affected individual has 







3 persons attempted this question with 0% success.  There was a general 
confusion about what 
conditional probability 
was. Overall, although 
students were able to 
identify most of the 
biological terms, the 
statistical terms and 




Research Question 4 
 
What key elements of statistical content need to be added to the introductory genetics curriculum 
in order to have effective understanding of genetics concepts? 
 
  Survey results from students at the end of the semester, as well as interview results from 





Results from Professors’ Interviews 
 
Note the following question (refer to question 7 in the results table) was given to both 
students and professors, where students were asked to analyze and answer and professors were 
asked questions concerning how they would teach the topic contained in the question: 




Suppose that the marker of interest is diallelic: that the frequency of the ‗A‘ allele is 0.01, there 
is no selection, that random mating attains, and that the following penetrance function applies: 
Pr(Affected | A/A) = 0.9 
Pr(Affected | A/B) = 0.9 
Pr(Affected | B/B) = 0.1 
  
Assuming the population is in Hardy- Weinberg equilibrium, please answer the following 
questions: 
 
(a) What is the population prevalence (i.e. the probability that a random person is affected)? 
(b) What is the probability that a random person has genotype A/A or A/B ? 
(c) What is the conditional probability that an affected individual has genotype A/A or A/B? 
Table 21 
Table 21 shows the results derived from the interviews with professors. Most professors 
believed that topics such as direct gene synthesis, geometric representation of phylogenetic tree 
reconstruction and Hidden Markov Models (HHMs) were at the forefront of new and developing 
topics in biology. Thus in their opinion, it would be beneficial to the biological sciences, to have 
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these topics added to the curriculum.  They did, however, add that this must be done with 
attention paid to the level of study (freshman, sophomore, junior, senior, graduate levels) and 
with regards to the interest level of students. That is, the academic maturity level of students, as 
well as their interest in pursuing paths of  biology that are quantitatively based must be factored 
in to the type and level of statistics/mathematics that is taught at each level. There was a 
consensus regarding when basic statistical/mathematical aspects of biology should be introduced 
to students; it was agreed that the earlier this was done, the better it would be for students 
progressing through their studies. This step would actually assist professors in conveying more 
quantitatively based topics later on in a student‘s career. A noteworthy point, was that even 
though the amalgamation of statistical/mathematical/computational techniques would be 
beneficial to the student in keeping abreast of the growing advances in genetics, there is little 
time in the semester to be dedicated these topics. As a result, it would make sense that specific 
time be set aside for such topics to be built on, and then have an additional class that would build 
on the foundation from the introductory class.  
Please see the contents of Table 21 below for further description of the answers obtained from 
the interviews with professors. 
 
Table 21: Interview Results with Professors 
Question Overall Results Comments 
1. Can you name a few topics from 
the statistical analysis? in genetics 
that have recently gained a lot of 
attention and has benefitted 
High through put sequencing leading 
the use of complex models. These 
include techniques such as direct gene 
synthesis, geometric representation of 
phylogenetic tree reconstruction, 
Hidden Markov Models (HHM). 
  
2a. At what point in a student’s 
career to these methods? do you 
think they should be exposed 
 
 
All professors agreed that the 
exposure to methods in statistical 
methods must be introduced 
conceptually in high school, at least at 
a basic level. 
There was a consensus that discussing the 
principals of biology along with the methods 
used to uncover these principles is key in 
developing critical thinking skills in students, 
something for which they should be prepared 








b. Why do you think this would be 
the best point? 
 
 
          Overall Results 
 
The earlier students are exposed to the 
subject matter, the easier it will be as 
they progress through their studies 
 
 
                    Comments 
 
3. Do you think it is important to 
build a statistical genetics class which 
targets biology students/students in 
the life sciences? Why? 
 
All professors saw the importance of 
building such a curriculum  
 
The disciplines of genetics and statistics are 
inseparable especially in human studies.  
Students should be exposed to both aspects 
of biology early on in their learning about 
molecular biology. 
 
4. In teaching genetics, can you 
specify what types of statistics is 




The most referenced topics were: 
  
 
 i. Probability   
 ii. Inference   
  iii. Programming and data 
management 
  
  iv. Monte Carlo methods   
5. Given your syllabus, which 
components do you think can benefit 
from having more statistical aspects 
added to them? 
Genomics, linkage analysis, 






6. What types of hurdles do you 
encounter when you have to teach 
statistics to a group of students with 








There is significant difficulty when 
trying to teach both biological 
concepts and statistical concepts to 
students with no background in 
statistics. Getting students to 
understand mathematical/statistical 
components poses a problem when  
this information altogether new to 
them and have never been  presented 







 Probability Question Given to both 
Students and Professors 
    
7a. How difficult or easy do you think 
it would be to explain answering this 
question to a student with a limited 
or no statistical background? 
 
Professors pointed out that finding 
sufficient time to dedicate to 
effectively teaching these areas within 
the syllabus schedule was an issue. 
Possibly two or three lectures 
specifically dedicated to this topic was 
proposed as needed in order to ensure 
a good understanding of the material 
  
7b.What advantages do you believe a 
student with some statistical training 
would have over the one who hasn’t 




The biggest advantage identified was 
the comfort a student with statistical 
the notation involved, and applying 
math to problems in general. Students 
without a statistical background will 
have double the work because they 
must first grasp the concepts involved  
 That said, a student with a statistical 
background alone with no training in genetics 
might struggle just as much as a genetics 




















in the statistical methodology and then 
apply what they have learnt. For the 
two to occur time must be allowed 
and this isn‘t available on fast paced 
semester system. They will essentially 








Results from Survey at the End of the Semester 
 
This section outlines the results from the survey administered to students at the end of the 
semester. The question from the second survey will be restated in chronological order (See 
Appendix A) and then the result will be conveyed and explained. 
 
Table 22 
Table 22 displays the results from question 1 below: 
 
1. Do you think it will be beneficial to have a separate class for statistics in genetics, 




Table 22: Statistics Class for Biology Students 
 
  
Frequency Percent Valid Percent Cumulative Percent 
 No 8 19.0 19.0 19.0 
Yes 34 81.0 81.0 100.0 





81% of students felt that it would be more beneficial to have a statistical class in genetics 
for biology students. Additionally, when considering the three categories students were placed 
into at the beginning of the semester: interested, undecided and undecided in statistics, it was 
observed that from the students who said they were not interested in statistics, 83% of them said 
that it would be beneficial to have a statistics class in genetics for biology students (see 







Table 23 displays the results for question 2 below: 
 
2. How difficult do you think were the questions on your exams and homework problems that 
required statistical computation? 
 
 
Table 23: Difficulty Level of Statistics Questions 
 
  
Frequency Percent Valid Percent Cumulative Percent 
 Average 20 47.6 47.6 47.6 
Difficult 6 14.3 14.3 61.9 
Easy 14 33.3 33.3 95.2 
Very Difficult 2 4.8 4.8 100.0 
Total 42 100.0 100.0  
 
Although most (48%) students stated that the statistical problems were average, 33% also 
reported that the problems were easy. However these were the results when compared with the 





1. When compared with the answer rating for linkage analysis (from Table 11: Linkage Answer 
Rating by Linkage Analysis Response)36% of the persons who said that the statistics questions 
on their tests or homework were easy gave a poor answer. 
2.  When compared with the answer rating for the Punnett square (from Table 12: Punnett Square 
Explanation Rating by Punnett Square Response) 36% of the persons who said that the statistics 
questions on their tests or homework were easy gave a poor answer. 
3. When compared with the answer rating for the probability distribution familiarity (from Table 
13: Normal Probability Distribution Familiarity by Explanation Rating) 58% of the persons 
giving poor answers said that the statistics questions on their tests or homework were easy. 
 
4. When compared with the answer rating for the chi square explanation (from Table 14: Chi 
Square Explanation by Familiar with the Chi Square Test) 33% of the persons giving poor 
answers said that the statistics questions on their tests or homework were easy. 
 
Please find the results of items 1-4 above in Appendix B (See pp155,156,157 and 159). 
 
The observation here is that although students may report that the statistics on their test or exams 
are easy, they may still have some conceptual problems when it comes to understanding and 
explaining statistically related problems. 
 
3. Can you give a short description as to why the questions were easy, average, difficult or very 
difficult?  
Result 







―In my AP biology class in high school, the statistics were very easy. We only talked 
about the simple Mendelian model and talked a bit about chi-square analysis.‖  
 
―There really weren't many questions that required statistics at all.  I'm taking intro to 





―I have not had many problems that required statistical computation, but the ones that do 
have were well-explained (i.e. the method of statistical computation was explained in the 
problem).‖ 
 




―Some of the statistics questions once you are given an example of how to do the 
question you are able to follow the format to do the other questions. But some questions 
can be a little difficult because they required a little more information and I may not 





―They were difficult because I didn't have a full grasp of the material that I was supposed 
to be using. I couldn't think with the material and apply it to new situations, which made 
tests difficult.‖ 
 
―I just have trouble with statistics; I do not see it as an easy subject.  Particularly figuring 




―Asked for proofs rather than solving problems.‖ 
 
―Difficult because there is not enough class time spent on it. It's not just a simple 
formula, there is thought that should go behind the questions and situational 
circumstances. Professors teach as if it's the formula that should be memorized, not the 









4. Have you ever taken a computer programming class 
 
 
Table 24: Computer Programming Class 
 
  
Frequency Percent Valid Percent Cumulative Percent 
Valid No 29 69.0 69.0 69.0 
Yes 13 31.0 31.0 100.0 
Total 42 100.0 100.0  




Table 25 below shows the results from question 5 below: 
 
5. Do you know what a relational database is? 
 
Table 25: Familiarity with Relational Database 
 
  
Frequency Percent Valid Percent Cumulative Percent 
 No 40 95.2 95.2 95.2 
Yes 2 4.8 4.8 100.0 
Total 42 100.0 100.0  
 
Only 5% of students reported that they knew what a relational database was and correctly gave a 
situation as how it could be used to store genetic information. 
 
Computing Questions 
Questions 6-10 below are concerned with the computing aspects of genetics. The 





6. Data which contain genetic information usually appear in text files that can be unstructured. 
Many times, the analyst would be required to extract useful information that is surrounded by 
other text that may not be necessary at that point in time. There are several computer programs 
and computing environments that can assist in solving this problem.  Please select those that you 








Most students were unfamiliar with these programs/operating systems. Windows was the 
software that students most identified with. 
1. Perl 95% unfamiliar 
2. UNIX 88% unfamiliar 
3. WINDOWS 33% unfamiliar 




5. C++ 88% unfamiliar 
Please see Appendix B (pp 160 and 161) for full table results. 
 
7. How else do you think these programs can be used for processing genetic information? 
Result: 
Few answers (4% of students) were provided for this question. The following are 
excerpts of the answers provided: 
―Setting up a system for encoding large amounts of genetic information that can't 
possibly be done by hand in a decent amount of time.‖                            
 
―All of these programs/languages could be used to access information from network 
databases or perform statistical computations.‖                                                                                                                                                                                                                                                                                   
 
8. Once you have captured the necessary information from a text file, or otherwise, the next step 
is usually to analyze your data and compute several different statistics. There are many different 
software programs that facilitate this. Please choose which of the following you are familiar with 












Overall, most students were also unfamiliar with these programs, but Matlab was the 
program most students identified with. 
1. Merlin 93% unfamiliar 
2. Pedstat 98% unfamiliar 
3. Matlab 47% unfamiliar 
4. SAS 83% unfamiliar 
5. R 93% unfamiliar 
6.  SPSS 83% unfamiliar 
Please see Appendix B (pp 162 and 162) for full results. 
9. What kind of statistics/statistical tests do you think can be obtained from any of the above 
programs? 
Result: 
5% of students provided answers to this question. These answers included z-test, t-test, 
anova, multivariate regression and chi squared tests.               
                                                                                                                                                
10. Can you name any genetic process that can be measured using the statistics/statistical tests 





5% of students were able accurately answer this question. These answers included: 
 ―probability- the frequency at which crossing over occurs.‖     
 
―Well I bet ANOVA could be used to identify sites in the genome that are often mutated 
together, versus those that mutate completely independently of each other.‖ 
 
―You can predict how near/far genes might be on a chromosome based on how often 
crossover rates.‖                                                                                                                                                                                                        
Final Grade Distribution for Both Universities  
Note: +/- signs from grades were removed and standardized to just a letter grade. NA, implies the 









Table 26: Student Final Grade 
 
  
Frequency Percent Valid Percent Cumulative Percent 
 A 17 40.5 40.5 40.5 
B 8 19.0 19.0 59.5 
C 8 19.0 19.0 78.6 
D 1 2.4 2.4 81.0 
F 1 2.4 2.4 83.3 
NA 5 11.9 11.9 95.2 
U 2 4.8 4.8 100.0 





The distribution above shows that the majority (41%) received a grade within an A‘s range and 







Table 27 below shows the cross-tabulation of student‘s final grades and this question 
associated with the chi square explanation from the first survey: 
In probability theory, a probability distribution is a function that describes the probability 
of a random variable taking certain values. A very common probability distribution in 
statistics is the normal distribution and it is very useful in the natural sciences and social 
sciences as a simple model for complex phenomena. Have you used probability 
distribution models such as the normal distribution to predict outcomes? 
i. Yes  
ii. No 
 
If you answered yes above , can you say what information from a normal distribution is 
needed if you needed to calculate the probability of , for example the allelic frequency of  


















Average Good Poor/None 
Student Final Grade A 2 2 13 17 
B 1 3 4 8 
C 0 3 5 8 
D 1 0 0 1 
F 1 0 0 1 
NA 2 0 3 5 
U 0 2 0 2 
Total 7 10 25 42 
 
However, when these grades were compared with the probability explanation ratings, it 
was observed that 77% of students receiving an A range grade and 50% of students receiving a B 
range grade gave a poor explanation (p < 0.05).  Please See Appendix A (pg 143) for more 
details. 











Results from the online surveys and interviews provided insight into what key elements 
of statistical content need to be added in order to have effective understanding of genetics 
concepts. 
The following points were identified as being important elements: 
 
More Time for Probability in Genetics Courses 
 
Currently, most genetics syllabi do not allocate a sufficient time to the 
statistical/mathematical aspect of genetics. In order for these concepts to be grasped, the first 
approach would be to dedicate more time to them during class. 
 
Statistics Class for Biology Students 
 
 Although it was reasoned that more class time needs to be allocated in order to promote 
better understanding of statistically related topics, there remains a problem of having to do this 
while bundling other topics into the schedule that have been conventionally considered to take 
precedence. This issue prompts the recommendation that basic relevant statistics/mathematics be 
made part of the core curriculum, while more detailed statistical/mathematical topics be 







Genetics Textbooks Lack of Explanation of Probability Content 
 
As a part of the statistics/mathematics core needed to be introduced in a foundational 
genetics class, close attention needs to be paid to the laws of probability and their applications. 
Most genetics text books do not carefully introduce these concepts, but rather just launch right 
into solving problems. Please see Appendix C for a detailed explanation on the laws of 
probability. 
 
Teaching Statistics as it Pertains to Genetics Subject Matter 
 
It must be reiterated that teaching statistics in relation to the subject matter is important. 
From the surveys done with students and the interviews administered to both students and 
professors, there is a consensus that a class that is particular to statistical genetics for biology 
students would be more effective than just having students default to a general statistics class. As 
pointed out in Time to attend to probability in genetics courses above, there should be sufficient 
class time dedicated to these concepts in an introductory genetics, or other relevant biology class 
which includes genetics. From this point, there should be a place in student‘s schedule which 
provides the opportunity to take the statistical genetics class. This was found to be important, as 
some students complained that there wasn‘t enough time in their schedule to fit in such a class. 
In addition, it was found that even though some (around a one third) students reported that they 
found statistics questions on their exams and homework problems were easy, they still had 




that although students are performing well (many A or B grades received), this grade is not 
reflective of their understanding of the application of statistics; most of these students could not 
adequately explain probability concepts administered in the online survey. This further reinforces 
the notion that, not only should more statistics be added to the curriculum, but it should also be 
taught within the context of genetics in order to effect understanding. 
 
Introducing Statistics Early in a Student‘s Career 
 
While it is inevitable that some students will go on to careers and higher education which 
will require less quantitative rigor, the fact still remains that those who do choose the quantitative 
fields will need a firm grasp of the statistical, mathematical and computational aspects. The 
earlier students are exposed to these concepts, the easier it will be for them to assimilate the 
material required at higher levels of education and transitioning to a career field that demands 
them. 
Computing in Genetics Courses 
 
Computing is growing into a major part of genetics analysis. As a result, computer 
programming as it applies to organizing and preparing genetics data should be included in the 
curriculum. The majority of students in the survey stated that they had no exposure to statistical 
software or computer programs; therefore, this is an obvious area that needs to be addressed. 
 
Developing Areas in Genetics 
 




i. Synthetic Biology— according to 
http://openwetware.org/index.php?title=Special:Cite&page=BioBuilding:_Synthetic_Bio
logy_for_Teachers&id=53855, over the last decade, teachers have introduced genetic 
engineering techniques to students. It is becoming commonplace for students in biology 
and AP Biology courses to conduct a standard set of experiments using gel 
electrophoresis
19
 and bacterial transformation techniques. Considering an undergraduate 
or graduate aspect, one focus of synthetic biologists is the deconstruction of biological 
systems into components that can be disentangled from each other, transcribed into 
predictable forms, standardized to promote interchangeability, and then reassembled into 
new functional systems. These reconfigured components are employed in the creation of 
devices, modules, and networks that perform novel functions. Some noteworthy 
examples include biofilms that take photographs, genetic oscillators that pulse GFP
20
 
(green fluorescent protein), and yeast cells that produce the anti-malarial drug, 
artemisinic acid. The few undergraduate courses in synthetic biology that are offered use 
this approach (Kuldell, 2007), giving students an active learning experience through 
designing and constructing genetic devices.  
Another subgroup of synthetic biologists does not necessarily seek to create novel 
circuitry, but rather seeks to design and fabricate entire genomes. Genome synthesis 
serves as a highly informative evolutionary short cut, allowing researchers to discover 
new insights into genome structure that would remain undetected with more targeted 
approaches (Holt 2008). By enabling important pathogens such as the 1918 influenza 
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 See Appendix C for further description 
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 The green fluorescent protein (GFP) is a protein composed of 238 amino acid residues that exhibits bright green 
fluorescence when exposed to ultraviolet blue light. Although many other marine organisms have similar green 




virus or human retroviruses to be resurrected, genome synthesis permits scientists to 
isolate and manipulate previously inaccessible genomes (Tumpey et al. 2005; Lee and 
Bieniasz, 2007). Genome manufacture further allows scientists to design and create 
minimal genomes both to define the sets of genes that are needed for life and, 
theoretically, to create simplified cells that generate more defined products for 
biotechnology applications (Holt, 2008). This unparalleled control over genome content 
and organization enables the discovery of cellular design principles and enables 
challenge and validation of models of genome structure (Chan et al. 2005; Endy 
2008).Genome design relies deeply on knowledge acquired through multiple disciplines, 
including molecular biology, bioinformatics, genomics, and systems biology, all of 
which are becoming a more pervasive part of undergraduate and early graduate biology 
education (Bednarski et al. 2005; Kumar 2005; Kerfeld and Simons 2007). As a result, 
the breadth and scale of genome synthesis projects invites the involvement of a large 
number of students, yet the parallel nature of the work does not require the same amount 
of individual mentoring as typical undergraduate independent research; this enables 
almost limitless opportunities for students to participate as collaborators and become part 
of the synthetic biology research community. 
ii. Direct Gene Synthesis – Unlike using natural genes, gene synthesis allows a good 
opportunity to optimize gene sequence for specific applications and is thus, presently an 
area of great importance within the biology community. The stand-alone software called 
Visual Gene Developer that has been recently developed (free of charge to its users), 
facilitates gene optimization. The software not only provides general functions for gene 




unique features such as programming capability, dedicated mRNA secondary structure 
prediction
21
, artificial neural network modeling
22
, network & multi-threaded computing, 
and user-accessible programming modules. The software gives access to the user to 
analyze and optimize a sequence via main menu functions or specialized module 
windows.  This program serves as a great tool for students to become familiar with the 
process of direct gene synthesis, as well as, hone their skills of programming, due to the 
programmability aspect with languages such as Java and Vbscript. Of course, the latter 
part of programming skills is assuming they have already had some exposure to 
programming. 
iii. Molecular Systems Biology — it was acknowledged that there should be a movement 
towards transforming biology from its origins as a descriptive science to a predictive 
science. This echoes the statement in the literature review chapter, whereby there needs 
to be a merger of the epistemological areas of mathematical, statistical, and 
computational sciences with that of genetics, and altogether the field of biology. Systems 
biology is the cross-disciplinary which come with many challenges; this includes 
considering biological systems at all levels of organization from sub-cellular to the cell, 
tissue, organ, and human behavior and control and functional mechanisms which are 
emergent properties of networks and not of their separate components. These biological 
networks exhibit self-organization with relatively independently functioning sub-systems 
that have network structures of their own, often comprised of modular units found in 
multiple locations. A number of questions of equal importance arise in this context. 
These include, what network interactions drive a specific system function? With prior 
                                                 
21






knowledge of a system‘s function, can a network of subcomponents be identified to 
exhibit the same behavior? In what way are self-organizing biological networks between 
organizational levels and between organisms similar? In what way are they different? 
The tools of modern biology and classical neuroscience are insufficient in seeking 
answers. The insights they provide into available data from molecular biology, genomic, 
need to be combined with mathematical models, computational tools, and engineering 
systems analysis to garner better understanding of evolution, physiology and human 
behavior. In this effort, close associations between network modeling and 
experimentation and their consistent iterative interaction are crucial to understanding the 
network structure. That is to say, the network structure and interactions that are 
characteristic of biological systems need to be interpreted using modeling, simulation, 
and system analysis.  
However, there are no routine methods for doing that, and the process is far from 
straightforward. For example, it may be experimentally unclear which bio-molecular 
variables to measure due to the fact that multiple feedback loops are present to control 
the mechanisms of molecular interactions. An approach to solving this problem was 
suggested by Robeva (2010) where the experimental and analytical challenges are 
segregated as follows: 
a. At the level of biology, a complex system can be theoretically broken down into 
simpler modules (i.e. sub-networks) that act as regulatory elements. Then, targeted experiments 
can be performed to explain the function of each sub-system and the between-module 
interactions. This modular approach is also mathematically appealing because, from a 




determined by the rest of the network elements but are otherwise largely independent from the 
links between them. The approach can be utilized to build synthetic bionetworks that exhibit 
desired predetermined properties. The work by Elowitz and Leibler (2000) of the construction of 
an artificial genetic regulatory network known as the repressilator, is a well-known example 
leading to an oscillating circuit. Developing methodologies for identifying the structure of 
complex networks in terms of their simpler functional components, together with identifying 
system responses predicated on the network topology, are of utmost importance and represent 
areas of active research. 
b. At the modeling level, converting biological network maps into dynamical models is 
crucial. Three major types of approaches are recommended (Robeva 2010), for generally 
classifying the dynamic modeling tools into three overlapping classes: (i) models for 
understanding system structure, functionality and network interactions; (ii) models simulating 
system evolution and dynamics, and (iii) models for controlling systems‘ design properties or 
real-time behavior. After the knowledge about a specific biosystem has evolved, as well as, the 
details about its elements, the second type of models give way to the computer simulation of 
system behavior. Simulation models are typically as comprehensive as possible, including as 
many system elements and interactions as possible in an attempt to approximate in silico
23
 the 
system dynamics observed in vivo
24
. Finally, a detailed understanding of system functionality 
would allow the construction of the third type models (and presumably devices) that are capable 
of controlling system properties by setting initial design conditions, or by real-time feedback 
control. 
                                                 
23
 An expression used to mean performed on computer or via computer simulation and is widely used in systems 
biology 
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Geometry of Phylogenetic Tree Construction – In biology, phylogenetics is the study of 
evolutionary relatedness among groups of organisms (e.g. species, populations), which is 
discovered through molecular sequencing data. A tool in assisting this discovery process is 
geometric tree construction. Today, online resources facilitate understanding the method behind 
constructing a phylogenetic tree from the search for sequences to the analysis of the tree. This is 
done by using various bioinformatic software (BLAST, CLUSTALw, SeaView and Phylo_win), 
mostly free of charge, and the online protein sequence source WWW-Query, when the sequences 
for many animals that have been already sequenced are available. Please see Appendix B, Figure 
B28:Phlogenetics Activity for a screen shot of an online resource 
(http://www.prabi.fr/article.php3?id_article=59) that takes the student through the process of tree 
construction. 
iv. Hidden Markov Models — A hidden Markov model (HMM) is a statistical approach 
which is widely used for modeling biological sequences. In its application, a sequence is 
modeled as an output of a discrete stochastic process, which moves through a series of 
states that are ‗hidden‘ from the observer. Each of these hidden states produces a symbol 
representing an elementary unit of the modeled data, for example, in case of a protein 
sequence – an amino acid. The parameters of a Hidden Markov Model can be estimated 
by learning from training data. There are efficient algorithms are available to infer the 
most likely paths of states for given sequence data, which often lead to biological 
predictions and interpretations. Due to the existence of many well-developed theories 
and algorithms, Hidden Markov Models have found wide applications in diverse areas of 




Today, HMMs are fundamental tools for modern genome data analysis and are used 
quite often for genome annotation by data sequencing centers (Pachter and Sturmfels, 
2007). HMMs can be presented concisely and conceptually in the form of graphs and 
figures prominently in biological applications of algebraic statistics, because HMMs can 
be reinterpreted geometrically.  
Phylogenetic Hidden Markov Models, or phylo-HMMs, are probabilistic models that not 
only take into consideration the way substitutions occur through evolutionary history at 
each site of a genome, but also the way this process changes from one site to the next. 
By compartmentalizing molecular evolution into two Markov processes—one that 
operates in the dimension of space (along a genome) and one that operates in the 
dimension of time (along the branches of a phylogenetic tree)—these models allow the 
capture of both sequence structure and sequence evolution aspects. Phylo-HMMs were 
introduced to solve the issue of identifying regions of interest in multiply aligned 
sequences, and to improve the goodness of fit of ordinary phylogenetic models. One can 
think of a phylo-HMM as a machine that probabilistically generates a multiple 
alignment, column by column, such that each column is defined by a phylogenetic 
model. As with the single-sequence HMMs ordinarily used in biological sequence 
analysis, this machine probabilistically proceeds from one state to another, and at each 
time step it ―emits‖ an observable object, which is drawn from the distribution associated 




Figure 7:  HHM and Phylo-HHM Example 
 
In the figure above, part A depicts a 3-state single-sequence HMM, with a 
multinomial distribution associated with each state (boxed tables). A new state is visited 
at each time step, according to the indicated transition probabilities (the numbers 
indicated on arcs), and a new character is emitted, according to the probability 
distribution for that state. The shaded boxes indicate the current state and a newly 
emitted character, which is appended to the sequence X. In this example, one state has an 
A+T rich distribution (s1), one has a G+C rich distribution (s2), and one favors purines
25
 
(s3). Part B represents an analogous phylo-HMM. In this case, the multinomial 
distributions are replaced by phylogenetic models, and at each time step a new column in 
a multiple alignment X is emitted. The phylogenetic models include parameters 
describing the overall shape and size of the tree, as well as the background distribution 
for characters and the pattern of substitution. For simplicity, the tree parameters are 
represented graphically, and only one auxiliary parameter is shown. The difference with 
phylo-HMMs, however, is that the distributions associated with states are no longer 
multinomial distributions over a set of characters (e.g., {A,C,G,T}), but are more 
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complex distributions defined by phylogenetic models. Phylogenetic models, as 
considered here, define a stochastic process of substitution that operates independently at 
each site in a genome. 
A student would, therefore, need a background in probability, distribution theory, 
conditional probability, graph theory (graphical models) and likelihood models in order 
to appreciate the capabilities of types of models. 
It is recommended that items i-iii be incorporated into the undergraduate curriculum, 
since they provide a good connection to the real world applications of genetics, while capturing 
the statistical/mathematical aspect of the subject. Hidden Markov models are part of a more 
advanced topic area, which may be more suitable to advanced level undergraduate classes or 
graduate level classes. However, at any level, it is clear that all of these topics require a grasp of 
statistics/mathematics, which is what this study suggests. 
In the following chapter, a summary of the purpose and results of this study will be given, 
















Summary, Conclusions and Recommendations 
Summary and Conclusions 
 
Genetics is vital to understanding biology; since there is a growing push towards the 
inclusion of mathematical, statistical and computational components, a thesis which 
encompasses the teaching and learning processes of these components is critical. With this 
background, the urgency for a study of this type was made more apparent by these explicit 
actors: 
 
1. The rapidly evolving field of genetics and growing in tandem with reliance of 
mathematics/statistics needed to make sense of findings 
2. The encouragement of national agencies (National Science Foundation, National Institute 
of Health, National Council of Mathematic Teachers) 
3. The need for educators to recognize that they need to update themselves accordingly as 
genetics move into a highly quantitative field 
4. The need for students to be accommodated by exposing them earlier to  genetics concepts 
which tie together with mathematics/statistic 
5. A growing political agenda put forward in the US Congress  
 
With these institutional bodies and trends set forth, the necessity for a study that encourages 





By means of an online survey at the beginning and end of the fall semester 2011, and 
interviews, this study focused on the following areas of interest: It probed into what biology 
students already know as it relates to genetics at the college level, and also what kind of exposure 
they had to statistics. It went further to investigate the issues that students have when working 
through problems that are mathematically/statistically based. Additionally, there was a review on 
the developing topics in genetics, which was done via: 
1. Input from professors of genetics and statistics from across the US and a section of the 
Southern Caribbean 
2. Textbooks and online genetics and science education journals, as well as other web 
resources. All of these resources were used to prepare a foundational set of tools for what 
type of statistics/mathematics should be added to the undergraduate curriculum. 
 
Results indicated that both students and professors agreed that it would be beneficial to have 
a class in statistical genetics that is geared towards biology students. The agreement for this 
became more apparent, where statistical questions relating to genetic process were asked and 
received poor answers. It was found that even though one third of the students reported that the 
homework and exams statistics questions were easy, they were unable to successfully explain the 
concepts of chi square testing and the probabilities associated with the normal distribution 
(including means, variances, Z scores etc.). The majority of students were unfamiliar with the 
statistical and programming software that are widely used today in genetic analysis and most 
have never taken a programming class. 
Results from the textbook analysis indicate that although there are available topics and 




conditional probability and Bayes theorem are either left out altogether, or not explained 
sufficiently well. Websites did, however, prove to provide a better source for statistical 
problems, their rationale, results and computations. Credit must be given certain sections of 
books outlined in chapter five, where there were very good explanations –most notably, 
Genetics: A Conceptual Approach (3rd Edition) by B.A. Pierce—which aptly linked the 
computations with the rationale for the topic discussed. Nonetheless, it was noted that even 
though some of these topics were outlined very well (regression analysis, binomial distribution 
etc.), they were left of specific syllabi (See Appendix E). Final grades gave some indication that 
although students are performing well (many A or B grades received), this grade is not reflective 
of their understanding of the application of statistics, since most of these students could not 
adequately explain probability concepts from the online survey. This may be indicative of the 
sparse inclusion of statistics/mathematics in the curriculum. 
 It was recognized that since genetics is so rapidly evolving, the internet is the best tool to 
receive the most current advances in the field, rather than relying on printed books that quickly 
become obsolete. There was an overall observation that there appears to be more books available 
to students of statistics and mathematics who want to apply their skills to genetics, than there are 
books for students of biology/genetics that want to apply their skills to statistics. 
The final results of this study coalesce to provide information for what aspects of statistics need 
to be added to the biology curriculum to effect learning genetics. Topics including synthetic 
biology, direct gene synthesis, molecular systems biology, geometry of phylogenetic tree 
construction and Hidden Markov Models are good topics that can be added, since they 
encompass both the statistical/mathematical/computational aspects, as well connecting students 






Recommendations for Future Research 
 
 
This study took into consideration students at the undergraduate, and to a lesser extent 
graduate levels. It only considered two classes in two different geographic regions and the 
textbooks and class materials did differ in certain aspects. Attempts were made to have a third 
class from the Eastern US area, but lengthy IRB process required by the institution did not fit 
feasibly into the timeline for this study. In future studies, efforts should be made to reconcile 
these discrepancies. 
  Taking these observations into consideration, it would be important to also pursue more 
closely, the same activities in this study with cohorts of students at the other ends of the 
spectrum; i.e. high school and graduate school.  It was noted from interviews with professors, 
that there does exists a lack of preparation amongst students at the graduate level when it comes 
to classes which rely on mathematical, statistical and computational techniques. As a result, it 
would make sense to probe more deeply into the issues that are encountered at these educational 
levels, and investigate methods for alleviating such issues. In addition, if a bigger population of 
students that ranged across the US, Canada and possibly the UK, is used, this may be able to give 
greater insight into how other variables such as location and type of institution (the rank of the 
institution/department) can affect findings. It was noted by A'Brook and Weyers (1995), 
however, that in their survey of statistics teaching in undergraduate biology degree programs in 
the UK, they found that statistics course work is, by and large, separated from biology course 




It would be interest, therefore, to start by testing; that is, dedicate more time in the schedule and 
syllabus to the basic probability and statistics topics included in Mendelian genetics, genetic 
hypothesis testing, quantitative traits and heritability that are in the introductory genetics classes. 
Setting aside some time for topics of conditional probability, including Bayes Theorem would be 
of special importance, since they are needed to allow students to transition to higher level 
computational topics. Then, test-teaching a course designed for biology students in statistics, can 
be the next logical step, building on the introductory probability topics presented in the general 
introductory class. Topics where bioinformatics/biostatistical tools are needed, such as the 
construction of phylogenetic trees, the genetics of diseases and pedigree analysis can be 
included. This testing stage is critical to a course development of this type.  
As students transition to higher level courses, they are able to apply what they have learnt 
previously. Even if students do forget, there is evidence that they will be more easily able to 
access the forgotten content than their counterparts, once it is revisited.  Berger et al. (1999) 
suggests that material that has been learned, and subsequently forgotten, can be reactivated with 
a minimal corrective intervention. The material recovered can then continue to be accessible to 
the student for years in the future. Metz (2008) confirms this point of view; from her study she 
found that using statistics in introductory biology may act as a corrective intervention, where 
memories which have been lost—in this case, the use of statistics in biology—are quickly 
recovered when a student re-encounters the material in the biology classroom. 
It would be more efficient to introduce different levels of statistical classes for biology 
student based on interest level, but surely a pathway should be created to allow the transition 
process to more quantitative parts of the field to be as smooth as possible. As it was observed, 




for upper undergraduate or graduate level students, but it crucial to optimize teaching methods 
and strategies at all levels. This, again, can only be done when the necessary syllabi are 
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Questionnaire  Administered at the Beginning of the Semester 
 
Name:____________________________________________ 
Your Age  _________________________________________ 
Sex_______________________________________________ 
Email Address  _____________________________________ 
Undergrad or Graduate  ______________________________ 
Year in School______________________________________ 
School ID:_________________________________________ (UWI,HUN,CC) 
 





2. If you answered (a) or (b) above, do you think you will be interested in statistical genetics if 




3. Would you be interested in taking statistics classes which is specialized for Biology ( or 
students in the sciences who are interested in genetics) that shows in detail how probability is 





4a. Have you studied Mendellian genetics? 
i. Yes  
ii. No 
 
4b. If so, can you explain briefly what it is? 
 
4c. Do you know what heredity is?  
i. Yes  
ii. No  
 





5a. Linkage analysis is the study aimed at establishing linkage between genes. Today linkage 
analysis serves as a way of gene-hunting and genetic testing. Linkage is the tendency for genes 
and other genetic markers to be inherited together because of their location near one another on 
the same chromosome. 
 
 Do you think probability can be applied to linkage? 
i. Yes  
ii. No 
 
5b. If you answered yes to the previous question, can you describe why you believe this can be 
done? 
 




6b. If you answered yes to the previous question, briefly explain what it is used for in statistics. 
 




8. If you answered yes above, how many?________________ 
 
9. Can you give the title/titles of the statistics classes you have taken? 
_______________________________________________________ 
 
10a. In probability theory, a probability distribution is a function that describes the probability of 
a random variable taking certain values. A very common probability distribution in statistics is 
the normal distribution and it is very useful in the natural sciences and social sciences as a simple 
model for complex phenomena. Have you used probability distribution models such as the 
normal distribution to predict outcomes? 
i. Yes  
ii. No 
 
10b. If you answered yes above, can you say what information from a normal distribution is 
needed if you needed to calculate the probability of , for example the allelic frequency of  ‗A‘ 
being greater than 0.4? 
 
10c. The Chi square distribution is yet another useful distribution that is frequently used in 
statistics. Are you familiar with the Chi square distribution and the Chi squared test? 






10d. Do you know how use the probabilities associated with the chi-square test. 
i. Yes  
ii. No 
 
10e. Give a brief description of how chi-square test can be used, for example, to test the 
association between having red hair and brown eyes. 
________________________________________ 
 




11b. If you answered yes above, please specify which the class/classes name/s below. 
__________________________________________________________ 
 








Questionnaire  Administered at the End of the Semester 
 
Name:____________________________________________ 
Your Age  _________________________________________ 
Sex_______________________________________________ 
Email Address  _____________________________________ 
Undergrad or Graduate  ______________________________ 
Year in School_____________________________________ 
School ID:________________________________________ (UWI,HUN,CC) 
 
 
1. Do you think it will be beneficial to have a separate class in statistics in genetics, specialized 




2. How difficult do you think were the questions on your exams and homework problems that 









3. Can you give a short description as to why the questions were easy, average, difficult or very 
difficult? You can give examples here. 
 




5. If you answered yes above, please list the computer programming languages you have taken 
classes for. 
 








8. Data which contain genetic information usually appear in text files that can be unstructured. 
Many times, the analyst would be required to extract useful information that is surrounded by 
other text that may not be necessary at that point in time. There are several computer programs 
and computing environments that can assist in solving this problem.  Please select those that you 








9. How else do you think these programs can be used for processing genetic information? 
 
10. Once you have captured the necessary information from a text file, or otherwise, the next 
step is usually to analyze your data and compute several different statistics. There are many 
different software programs that facilitate this. Please choose which of the following you are 











11. What kind of statistics/statistical tests do you think can be obtained from any of the above 
programs? 
 
12. Can you name any genetic process that can be measured using the statistics/statistical tests 










1. Can you name a few topics in genetics that have recently gained a lot of attention and has 
benefitted from the statistical analysis? 
2. a. At what point in a student‘s career do you think they should be exposed to these 
methods? 
b. Why do you think this would be the best point? 
  
3.  Do you think it is important to build a statistical genetics class which targets biology 
students/students in the life sciences? Why? 
4. In teaching genetics, can you specify what types of statistics is necessary for which 
topics? 
5. Given your syllabus, which components do you think can benefit from having more 
statistical aspects added to them? 
6. What types of hurdles do you encounter when you have to teach statistics to a group of 
students with little to no statistical background? 
7. Consider this question: 
 
 Suppose that the marker of interest is diallelic, that the frequency of the ‗A‘ allele is 0.01, there 
is no selection, that random mating attains, and that the following penetrance function applies: 




Pr(Affected | A/B) = 0.9 
Pr(Affected | B/B) = 0.1 
 
Assuming the population is in Hardy- Weinberg equilibrium, please answer the following 
questions: 
 
(a) What is the population prevalence (i.e. the probability that a random person is affected)? 
(b) What is the probability that a random person has genotype A/A or A/B ? 
(c) What is the conditional probability that an affected individual has genotype A/A or A/B ? 
 
6a. How difficult or easy do you think it would be to explain answering this question to a student 
with a limited or no statistical background? 
6b. What advantages do you believe a student with some statistical training would have over the 




1. Do you think that statistics is challenging? 
2. What exactly about it makes it challenging for you? 
3. Have you avoided taking statistics classes in the past because you thought it was too 
challenging? 
4. Would you feel more comfortable learning statistics as it relates to genetics in a class 
specialized for it, rather than learning statistics in a general statistics class? 
5. Have you ever used or heard of linear regression, analysis of variance (ANOVA) or 
analysis of covariance (ANCOVA) before? 
6. If yes to question 5, can you explain how these statistical methods were used? 
7. a. Do you know what Bayes theorem is? 
b. If yes, is there a way you can think about using it in any biological process? 
      8. Consider this question: 
 
 Suppose that the marker of interest is diallelic, that the frequency of the ‗A‘ allele is 0.01, there 
is no selection, that random mating attains, and that the following penetrance function applies: 
Pr(Affected | A/A) = 0.9 
Pr(Affected | A/B) = 0.9 
Pr(Affected | B/B) = 0.1 
 
Assuming the population is in Hardy- Weinberg equilibrium, please answer the following 
questions: 
 




(b) What is the probability that a random person has genotype A/A or A/B ? 
(c) What is the conditional probability that an affected individual has genotype A/A or A/B ? 
 
8a. Can you identify which parts of this question you are familiar with and which parts you 
aren‘t familiar with?  
8b. Would you be able to solve this problem right now? If not, what do you think you would you 









































Expanded Results Tables 
 
 
(Referenced to Table 10 in results) 
 
Table B1: Mendelian Genetics Explanation Rating by Having Studied Mendelian Genetic or 
Not 
   
Studied Mendelian Genetics 
Total 




Average Count 0 16 16 
% within Mendelian 
Genetics Explanation 
Rating 
.0% 100.0% 100.0% 
% within Studied 
Mendelian Genetics 
.0% 53.3% 38.1% 
Good Count 0 10 10 
% within Mendelian 
Genetics Explanation 
Rating 
.0% 100.0% 100.0% 
% within Studied 
Mendelian Genetics 
.0% 33.3% 23.8% 
Poor/None Count 12 4 16 
% within Mendelian 
Genetics Explanation 
Rating 
75.0% 25.0% 100.0% 
% within Studied 
Mendelian Genetics 
100.0% 13.3% 38.1% 
Total Count 12 30 42 
% within Mendelian 
Genetics Explanation 
Rating 
28.6% 71.4% 100.0% 
% within Studied 
Mendelian Genetics 












Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square 27.300
a
 2 .000 
Likelihood Ratio 32.260 2 .000 
N of Valid Cases 42   










 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b -.685 .072 -6.136 .000 
N of Valid Cases 42    
a. Not assuming the null hypothesis. 









(Referenced to Table 11 in results) 
 
Table B2: Linkage Answer Rating by Linkage Analysis Repsonse 
 
   
Linkage Analysis 
Total 
   
No Yes 
Linkage Rating Average Count 0 12 12 




% within Linkage 
Analysis 
.0% 34.3% 28.6% 
Good Count 0 14 14 
% within Linkage Rating .0% 100.0% 100.0% 
% within Linkage 
Analysis 
.0% 40.0% 33.3% 
Poor/None Count 7 9 16 
% within Linkage Rating 43.8% 56.3% 100.0% 
% within Linkage 
Analysis 
100.0% 25.7% 38.1% 
Total Count 7 35 42 
% within Linkage Rating 16.7% 83.3% 100.0% 
% within Linkage 
Analysis 









 2 .001 
Likelihood Ratio 15.917 2 .000 
N of Valid Cases 42   
a. 3 cells (50.0%) have expected count less than 5. The minimum 











 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b -.481 .082 -3.408 .001 
N of Valid Cases 42    
a. Not assuming the null hypothesis. 






(Referenced to Table 12  in results) 
 
Table B3: Punnete Square Explanation Rating by Punnete Square Response 
 
   
Punnete Square 
Total 




Average Count 0 8 8 
% within Punnete 
Square Explanation 
Rating 
.0% 100.0% 100.0% 
% within Punnete 
Square 
.0% 26.7% 19.0% 
Good Count 0 20 20 
% within Punnete 
Square Explanation 
Rating 
.0% 100.0% 100.0% 
% within Punnete 
Square 
.0% 66.7% 47.6% 
Poor/None Count 12 2 14 
% within Punnete 
Square Explanation 
Rating 
85.7% 14.3% 100.0% 
% within Punnete 
Square 
100.0% 6.7% 33.3% 
Total Count 12 30 42 
% within Punnete 
Square Explanation 
Rating 
28.6% 71.4% 100.0% 
% within Punnete 
Square 


















 2 .000 
Likelihood Ratio 38.771 2 .000 
N of Valid Cases 42   
a. 2 cells (33.3%) have expected count less than 5. The minimum 









 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b -.754 .067 -6.481 .000 
N of Valid Cases 42    
a. Not assuming the null hypothesis. 








(Referenced to Table 13 in results) 
 
Table B4: Probability Distribution Familiarity by Answer Rating 
 





   
No Yes 




Rating % within Probability  
Explanation Rating 
.0% 100.0% 100.0% 
% within Prob_a .0% 31.8% 16.7% 
Good Count 0 10 10 
% within Probability b 
Explanation Rating 
.0% 100.0% 100.0% 
% within Prob_a .0% 45.5% 23.8% 
Poor/None Count 20 5 25 
% within Probability b 
Explanation Rating 
80.0% 20.0% 100.0% 
% within Prob_a 100.0% 22.7% 59.5% 
Total Count 20 22 42 
% within Probability b 
Explanation Rating 
47.6% 52.4% 100.0% 










 2 .000 
Likelihood Ratio 33.109 2 .000 
N of Valid Cases 42   
a. 3 cells (50.0%) have expected count less than 5. The minimum 









 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b -.729 .070 -8.580 .000 
N of Valid Cases 42    
a. Not assuming the null hypothesis. 






(Referenced to Table 14 in results) 
 
Table B5: Chi Square Explanation by Chi Square Response 
 
   
Prob_d 
Total 
   
No Yes 
Chi Square Explanation 
Rating 
Average Count 0 4 4 
% within Chi Square 
Explanation Rating 
.0% 100.0% 100.0% 
% within Prob_d .0% 33.3% 9.5% 
Good Count 0 5 5 
% within Chi Square 
Explanation Rating 
.0% 100.0% 100.0% 
% within Prob_d .0% 41.7% 11.9% 
Poor/None Count 30 3 33 
% within Chi Square 
Explanation Rating 
90.9% 9.1% 100.0% 
% within Prob_d 100.0% 25.0% 78.6% 
Total Count 30 12 42 
% within Chi Square 
Explanation Rating 
71.4% 28.6% 100.0% 




   




 Approx. Sig. 
Ordinal by Ordinal Somers' d Symmetric -.798 .082 -4.508 .000 
Chi Square Explanation 
Rating Dependent 
-.750 .125 -4.508 .000 
Prob_d Dependent -.852 .051 -4.508 .000 





   




 Approx. Sig. 
Ordinal by Ordinal Somers' d Symmetric -.798 .082 -4.508 .000 
Chi Square Explanation 
Rating Dependent 
-.750 .125 -4.508 .000 
Prob_d Dependent -.852 .051 -4.508 .000 
a. Not assuming the null hypothesis. 










 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b -.799 .082 -4.508 .000 
N of Valid Cases 42    
a. Not assuming the null hypothesis. 
b. Using the asymptotic standard error assuming the null hypothesis. 
 
(Referenced to Table 15 in results) 
 
Table 13: Normal Probability Distribution Familiarity by Explanation Rating 
 






   
No Yes 
Probability b Explanation 
Rating 
Average Count 0 7 7 
% within Probability b 
Explanation Rating 
.0% 100.0% 100.0% 
% within Prob_a .0% 31.8% 16.7% 
Good Count 0 10 10 
% within Probability b 
Explanation Rating 




% within Prob_a .0% 45.5% 23.8% 
Poor/None Count 20 5 25 
% within Probability b 
Explanation Rating 
80.0% 20.0% 100.0% 
% within Prob_a 100.0% 22.7% 59.5% 
Total Count 20 22 42 
% within Probability b 
Explanation Rating 
47.6% 52.4% 100.0% 










 2 .000 
Likelihood Ratio 33.109 2 .000 
N of Valid Cases 42   
a. 3 cells (50.0%) have expected count less than 5. The minimum 









 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b -.729 .070 -8.580 .000 
N of Valid Cases 42    
a. Not assuming the null hypothesis. 
b. Using the asymptotic standard error assuming the null hypothesis. 
 
 
Table B7: Interest Type by Punnette Square Explanation Rating 
   
Interest Type 
Total 
   






Average Count 5 3 0 8 
% within Punnete 
Square Explanation 
Rating 
62.5% 37.5% .0% 100.0% 
% within Interest Type 22.7% 21.4% .0% 19.0% 
Good Count 13 4 3 20 
% within Punnete 
Square Explanation 
Rating 
65.0% 20.0% 15.0% 100.0% 
% within Interest Type 59.1% 28.6% 50.0% 47.6% 
Poor/None Count 4 7 3 14 
% within Punnete 
Square Explanation 
Rating 
28.6% 50.0% 21.4% 100.0% 
% within Interest Type 18.2% 50.0% 50.0% 33.3% 
Total Count 22 14 6 42 
% within Punnete 
Square Explanation 
Rating 
52.4% 33.3% 14.3% 100.0% 









 4 .184 
Likelihood Ratio 7.551 4 .109 
N of Valid Cases 42   
a. 6 cells (66.7%) have expected count less than 5. The minimum 









 Approx. Sig. 




N of Valid Cases 42    
a. Not assuming the null hypothesis. 
b. Using the asymptotic standard error assuming the null hypothesis. 
 
 









Table 27: Student Final Grade by Normal Probability Explanation 
Rating 
   
Probability b Explanation Rating 
Total 
   
Average Good Poor/None 
Student Final Grade A Count 2 2 13 17 
% within Student Final 
Grade 
11.8% 11.8% 76.5% 100.0% 
% within Probability b 
Explanation Rating 
28.6% 20.0% 52.0% 40.5% 
B Count 1 3 4 8 
% within Student Final 
Grade 
12.5% 37.5% 50.0% 100.0% 
% within Probability b 
Explanation Rating 
14.3% 30.0% 16.0% 19.0% 
C Count 0 3 5 8 
% within Student Final 
Grade 
.0% 37.5% 62.5% 100.0% 
% within Probability b 
Explanation Rating 
.0% 30.0% 20.0% 19.0% 
D Count 1 0 0 1 
% within Student Final 
Grade 




% within Probability b 
Explanation Rating 
14.3% .0% .0% 2.4% 
F Count 1 0 0 1 
% within Student Final 
Grade 
100.0% .0% .0% 100.0% 
% within Probability b 
Explanation Rating 
14.3% .0% .0% 2.4% 
NA Count 2 0 3 5 
% within Student Final 
Grade 
40.0% .0% 60.0% 100.0% 
% within Probability b 
Explanation Rating 
28.6% .0% 12.0% 11.9% 
U Count 0 2 0 2 
% within Student Final 
Grade 
.0% 100.0% .0% 100.0% 
% within Probability b 
Explanation Rating 
.0% 20.0% .0% 4.8% 
Total Count 7 10 25 42 
% within Student Final 
Grade 
16.7% 23.8% 59.5% 100.0% 
% within Probability b 
Explanation Rating 










 12 .019 
Likelihood Ratio 22.726 12 .030 
N of Valid Cases 42   
a. 20 cells (95.2%) have expected count less than 5. The minimum 












 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b -.265 .130 -2.000 .045 
N of Valid Cases 42    
a. Not assuming the null hypothesis. 




Table B9:  Chi Square Explanation by Chi Square Probability(Prob_d) Response 
 
   
Prob_d 
Total 
   
No Yes 
Chi Square Explanation 
Rating 
Average Count 0 4 4 
% within Chi Square 
Explanation Rating 
.0% 100.0% 100.0% 
% within Prob_d .0% 33.3% 9.5% 
Good Count 0 4 4 
% within Chi Square 
Explanation Rating 
.0% 100.0% 100.0% 
% within Prob_d .0% 33.3% 9.5% 
Poor/None Count 30 4 34 
% within Chi Square 
Explanation Rating 
88.2% 11.8% 100.0% 
% within Prob_d 100.0% 33.3% 81.0% 
Total Count 30 12 42 
% within Chi Square 
Explanation Rating 
71.4% 28.6% 100.0% 












 2 .000 
Likelihood Ratio 25.624 2 .000 
N of Valid Cases 42   
a. 4 cells (66.7%) have expected count less than 5. The minimum 










 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b -.745 .091 -3.981 .000 
N of Valid Cases 42    
a. Not assuming the null hypothesis. 
b. Using the asymptotic standard error assuming the null hypothesis. 
 
 
Table 28: Interest Type by Chi Square Explanation Rating 
  
 
   
Interest Type 
Total 
   
Interested Undecided Unintrested 
Chi Square Explanation 
Rating 
Average Count 3 1 0 4 
% within Chi Square 
Explanation Rating 
75.0% 25.0% .0% 100.0% 
% within Interest Type 13.6% 7.1% .0% 9.5% 
Good Count 2 2 1 5 
% within Chi Square 
Explanation Rating 
40.0% 40.0% 20.0% 100.0% 
% within Interest Type 9.1% 14.3% 16.7% 11.9% 
Poor/None Count 17 11 5 33 
% within Chi Square 
Explanation Rating 
51.5% 33.3% 15.2% 100.0% 




Total Count 22 14 6 42 
% within Chi Square 
Explanation Rating 
52.4% 33.3% 14.3% 100.0% 












 4 .845 
Likelihood Ratio 1.924 4 .750 
N of Valid Cases 42   
a. 7 cells (77.8%) have expected count less than 5. The minimum 









 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b .059 .137 .427 .669 
N of Valid Cases 42    
a. Not assuming the null hypothesis. 
b. Using the asymptotic standard error assuming the null hypothesis. 
 
 
Table B11: Interest Type by Normal Probability Distribution Familiarity 
                            
   
Interest Type 
Total 
   
Interested Undecided Unintrested 
Probability b Explanation 
Rating 
Average Count 3 4 0 7 
% within Probability b 
Explanation Rating 




% within Interest Type 13.6% 28.6% .0% 16.7% 
Good Count 6 2 2 10 
% within Probability b 
Explanation Rating 
60.0% 20.0% 20.0% 100.0% 
% within Interest Type 27.3% 14.3% 33.3% 23.8% 
Poor/None Count 13 8 4 25 
% within Probability b 
Explanation Rating 
52.0% 32.0% 16.0% 100.0% 
% within Interest Type 59.1% 57.1% 66.7% 59.5% 
Total Count 22 14 6 42 
% within Probability b 
Explanation Rating 
52.4% 33.3% 14.3% 100.0% 









 4 .517 
Likelihood Ratio 4.104 4 .392 
N of Valid Cases 42   
a. 6 cells (66.7%) have expected count less than 5. The minimum 








 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b .016 .130 .120 .904 
N of Valid Cases 42    
a. Not assuming the null hypothesis. 








Table B12: Interest Type By Statistics Class for Biology Students Cross-tabulation 
 
   
Statistics Class for Biology Students 
Total 
   
No Yes 
Interest Type Interested % within Interest Type 18.2% 81.8% 100.0% 
% within Statistics Class 
for Biology Students 
50.0% 52.9% 52.4% 
Undecided % within Interest Type 21.4% 78.6% 100.0% 
% within Statistics Class 
for Biology Students 
37.5% 32.4% 33.3% 
Unintrested % within Interest Type 16.7% 83.3% 100.0% 
% within Statistics Class 
for Biology Students 
12.5% 14.7% 14.3% 
Total % within Interest Type 19.0% 81.0% 100.0% 
% within Statistics Class 
for Biology Students 










 2 .959 
Likelihood Ratio .084 2 .959 
N of Valid Cases 42   
a. 4 cells (66.7%) have expected count less than 5. The minimum 









 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b -.011 .145 -.073 .942 
N of Valid Cases 42    










 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b -.011 .145 -.073 .942 
N of Valid Cases 42    
a. Not assuming the null hypothesis. 
b. Using the asymptotic standard error assuming the null hypothesis. 
 
 
Table B13: Statistics Difficulty with Linkage Analysis Rating 
 
   
Linkage Rating 
Total 
   
Average Good Poor/None 
Stat Diff Difficult % within Stat_Diff 12.5% 50.0% 37.5% 100.0% 
% within Linkage_Rating 8.3% 28.6% 18.8% 19.0% 
Average % within Stat_Diff 35.0% 25.0% 40.0% 100.0% 
% within Linkage_Rating 58.3% 35.7% 50.0% 47.6% 
Easy % within Stat_Diff 28.6% 35.7% 35.7% 100.0% 
% within Linkage_Rating 33.3% 35.7% 31.3% 33.3% 
Total % within Stat_Diff 28.6% 33.3% 38.1% 100.0% 





Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square 2.160
a
 4 .706 
Likelihood Ratio 2.285 4 .683 
N of Valid Cases 42   
a. 5 cells (55.6%) have expected count less than 5. The minimum 












 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b -.051 .125 -.407 .684 
N of Valid Cases 42    
a. Not assuming the null hypothesis. 
b. Using the asymptotic standard error assuming the null hypothesis. 
 
 
Table B14: Statistics Difficulty with Punnett Rating 
 
   
Punnete Square Explanation Rating 
Total 
   
Average Good Poor/None 
Stat_Diff Difficult % within Stat_Diff 12.5% 50.0% 37.5% 100.0% 
% within Punnete Square 
Explanation Rating 
12.5% 20.0% 21.4% 19.0% 
Average % within Stat_Diff 20.0% 50.0% 30.0% 100.0% 
% within Punnete Square 
Explanation Rating 
50.0% 50.0% 42.9% 47.6% 
Easy % within Stat_Diff 21.4% 42.9% 35.7% 100.0% 
% within Punnete Square 
Explanation Rating 
37.5% 30.0% 35.7% 33.3% 
Total % within Stat_Diff 19.0% 47.6% 33.3% 100.0% 
% within Punnete Square 
Explanation Rating 





Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square .463
a
 4 .977 
Likelihood Ratio .489 4 .975 






Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square .463
a
 4 .977 
Likelihood Ratio .489 4 .975 
N of Valid Cases 42   
a. 6 cells (66.7%) have expected count less than 5. The minimum 








 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b -.029 .140 -.206 .836 
N of Valid Cases 42    
a. Not assuming the null hypothesis. 




Table B15: Statistics Difficulty with Normal Probability Familiarity (Probability b) Explanation Rating 
 
   
Probability b Explanation Rating 
Total 
   
Average Good Poor/None 
Stat Diff Difficult % within Stat_Diff 12.5% 12.5% 75.0% 100.0% 
% within Probability b 
Explanation Rating 
14.3% 10.0% 24.0% 19.0% 
Average % within Stat_Diff 15.0% 30.0% 55.0% 100.0% 
% within Probability b 
Explanation Rating 
42.9% 60.0% 44.0% 47.6% 
Easy % within Stat_Diff 21.4% 21.4% 57.1% 100.0% 
% within Probability b 
Explanation Rating 
42.9% 30.0% 32.0% 33.3% 





   
Probability b Explanation Rating 
Total 
   
Average Good Poor/None 
Stat Diff Difficult % within Stat_Diff 12.5% 12.5% 75.0% 100.0% 
% within Probability b 
Explanation Rating 
14.3% 10.0% 24.0% 19.0% 
Average % within Stat_Diff 15.0% 30.0% 55.0% 100.0% 
% within Probability b 
Explanation Rating 
42.9% 60.0% 44.0% 47.6% 
Easy % within Stat_Diff 21.4% 21.4% 57.1% 100.0% 
% within Probability b 
Explanation Rating 
42.9% 30.0% 32.0% 33.3% 
Total % within Stat_Diff 16.7% 23.8% 59.5% 100.0% 
% within Probability b 
Explanation Rating 





Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square 1.496
a
 4 .827 
Likelihood Ratio 1.534 4 .821 
N of Valid Cases 42   
a. 7 cells (77.8%) have expected count less than 5. The minimum 










 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b -.099 .141 -.703 .482 
N of Valid Cases 42    











 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b -.099 .141 -.703 .482 
N of Valid Cases 42    
a. Not assuming the null hypothesis. 
b. Using the asymptotic standard error assuming the null hypothesis. 
 
Table B16: Statistics Difficulty with Chi Square Explanation Rating 
 
   
Chi Square Explanation Rating 
Total 
   
Average Good Poor/None 
Stat_Diff Difficult % within Stat_Diff 25.0%  75.0% 100.0% 
% within Chi Square 
Explanation Rating 
50.0%  18.2% 19.0% 
Average % within Stat_Diff 10.0% 15.0% 75.0% 100.0% 
% within Chi Square 
Explanation Rating 
50.0% 60.0% 45.5% 47.6% 
Easy % within Stat_Diff  14.3% 85.7% 100.0% 
% within Chi Square 
Explanation Rating 
 40.0% 36.4% 33.3% 
Total % within Stat_Diff 9.5% 11.9% 78.6% 100.0% 
% within Chi Square 
Explanation Rating 





Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square 4.666
a
 4 .323 
Likelihood Ratio 6.306 4 .177 






Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square 4.666
a
 4 .323 
Likelihood Ratio 6.306 4 .177 
N of Valid Cases 42   
a. 6 cells (66.7%) have expected count less than 5. The minimum 









 Approx. Sig. 
Ordinal by Ordinal Kendall's tau-b .134 .138 .943 .346 
N of Valid Cases 42    
a. Not assuming the null hypothesis. 




                                             Table B17: Perl 
 
  
Frequency Percent Valid Percent Cumulative Percent 
Valid No 40 95.2 95.2 95.2 
Yes 2 4.8 4.8 100.0 





                                              Table B18: UNIX 
 
  




Valid No 37 88.1 88.1 88.1 
Yes 5 11.9 11.9 100.0 
Total 42 100.0 100.0  
 
 
                                             Table B19: WINDOWS 
 
  
Frequency Percent Valid Percent Cumulative Percent 
Valid No 14 33.3 33.3 33.3 
Yes 28 66.7 66.7 100.0 
Total 42 100.0 100.0  
 
 
                                            Table B20: C 
 
  
Frequency Percent Valid Percent Cumulative Percent 
Valid No 39 92.9 92.9 92.9 
Yes 3 7.1 7.1 100.0 
Total 42 100.0 100.0  
 
 
                                             Table B21: C++ 
 
  
Frequency Percent Valid Percent Cumulative Percent 
Valid No 37 88.1 88.1 88.1 
Yes 5 11.9 11.9 100.0 







                                          Table B22: Merlin 
 
  
Frequency Percent Valid Percent Cumulative Percent 
Valid No 39 92.9 92.9 92.9 
Yes 3 7.1 7.1 100.0 
Total 42 100.0 100.0  
 
 
                                        Table B23: Pedstat 
 
  
Frequency Percent Valid Percent Cumulative Percent 
Valid No 41 97.6 97.6 97.6 
Yes 1 2.4 2.4 100.0 
Total 42 100.0 100.0  
 
                                                Table B24: Matlab 
 
  
Frequency Percent Valid Percent Cumulative Percent 
Valid No 20 47.6 47.6 47.6 
Yes 22 52.4 52.4 100.0 
Total 42 100.0 100.0  
 
 









                                        Table B25: SAS 
 
  
Frequency Percent Valid Percent Cumulative Percent 
Valid No 40 95.2 95.2 95.2 
Yes 2 4.8 4.8 100.0 
Total 42 100.0 100.0  
 
 
                                                   Table B26: R 
 
  
Frequency Percent Valid Percent Cumulative Percent 
Valid No 35 83.3 83.3 83.3 
Yes 7 16.7 16.7 100.0 
Total 42 100.0 100.0  
 
 
                                                    Table B27: SPSS 
 
  
Frequency Percent Valid Percent Cumulative Percent 
Valid No 35 83.3 83.3 83.3 
Yes 7 16.7 16.7 100.0 













Figure B28: Phylogenetics Activity 
 
 
Top of Form 
Example 1 : Ornithorhyncus anatinus 
Problem :  
 According to taxonomy, the duck-billed platypus 
(Ornithorhynchus anatinus) is a mammal, but signs could 
lead us to believe that this classification is wrong : 
amphibian, oviparous, duck-billed, etc. We will try to 
verify this classification using molecular data. 
Objectives :  
 Understand the method behind constructing a 
phylogenetic tree from the search for sequences to the 
analysis of the tree.  
 Get to grips with various bio-informatic software 
(BLAST, CLUSTALw, SeaView and Phylo_win).  
 Understand the FASTA format.  
 Understand the limitations of these methods. 
NB  : for more specific information on how to use the 
programs, please refer to the individual tutorials. 
STEP 1 : 
Obtain a duck-billed platypus protein sequence using 
WWW-Query on the PBIL website (http://pbil.univ-
lyon1.fr/search/qu...). 
On the search page, insert Ornithorhynchus anatinus as a Species or Taxon and Cytochrome B 
as a keyword. Verify settings are set on Search for sequences and Protein databank. Use the 
Uniprot/SwissProt database. 
 






Save the sequence. 
STEP 2 : 
Open BLASTp from the PBIL website by selecting the BLAST - protein + nucleic followed by 




We chose this version of BLASTp over the FASTA and the other PBIL BLASTp due to the large 
amount of search options available. 
Enter the sequence in FASTA format [1], and then set the advanced options to these settings in 
order to obtain a large number of varied results. 
 
Now, we will use the filter to select sequences of other taxa which will be compared with the 
Ornithorhynchus anatinus sequence. The purpose of this is to obtain sequences for various 
tetrapods and an outgroup [2] sequence which will allow us to root the tree. By picking only a 




construct a tree while not over-crowding it. 
 
In the filter input : 
 Taxon IS aves  
Select 3 sequences and copy their FASTA sequence after the Ornithorhynchus anatinus sequence 
in your text file. Do not hesitate to rename the sequences, if they are listed by their reference 
number in the phylogenetic tree, they will not be easily identified. 
Suggested sequences : 
Red bird of paradise (CYB_PARRB) Paradisaea rubra 
Jungle crow (Q85UF8_CORMC) Corvus macrorhynchos 
Gray Jay (P92708_PERCN) Perisoreus canadensis 
Then press back on your browser to return to the original search results. Do this for each of these 
filters selecting a couple sequences each time. 
 Taxon IS amphibia  
Suggested sequences : 
Salamander (Q644G6_9SALA) Gyrinophilus porphyriticus 
Axolotl (Q70ED6_AMBME) Ambystoma mexicanum 
Portugal painted Frog (Q5MQM1_9ANUR) Discoglossus galganoi 
 Taxon IS eutheria  
Suggested sequences : 
Northern Flying Squirrel (Q34661_GLASA) Glaucomys sabrinus 
Red Deer (Q94QC4_CEREL) Cervus elaphus 
Tasmanian Devil (CYB_SARHA) Sarcophilus harrisii 
Red kangaroo (CYB_MACRU) Macropus rufus 
Blue Whale (CYB_BALMU) Balaenoptera musculus 
 Taxon IS monotremata  
Suggested sequences : 
Long-Beaked Echidna (Q5ZN98_ZAGBR) Zaglossus bruijni 
 Taxon IS squamata  
Suggested sequences : 
Common Iguana (CYB_IGUIG) Iguana iguana 
Iberian Wall Lizard (Q85L30_PODHI) Podarcis hispanica 
 Taxon IS NOT tetrapoda  
Suggested sequences : 
Goldfish (CYB_CARAU) Carassius auratus 




After a certain amount of time, BLAST may discard the results, if that happens, simply restart the 
search. If you wish to skip this part and just download the sequences, click here.  
 
FASTA Sequences 
STEP 3 : 
Now we align the sequences. Open CLUSTALw, available on the PBIL website (http://npsa-
pbil.ibcp.fr/cgi-bin/np...). CLUSTALw is the most widely used multiple sequence alignment 
program. 
Insert the sequences, one after the other and adequately named using the FASTA format [1] into 
the input box. The options should not need to be modified since we are dealing with short 
sequences which apparently are not too divergent. 
Submit. 
Once the results have been calculated, save them by right-clicking on and 
selecting ―Save target as‖. Save the file as Ornithorhynchus.aln. 
CLUSTALw options do not usually need to be modified, if the alignment is very incorrect with 
the default options, chances are it won‘t manage either with modified options, but for more 
details do not hesitate to refer to the online help file. 
 
STEP 4 :  
Sometimes, if the automatic alignment has not been done properly, it is necessary to manually 
edit it. For this, we will use SeaView, available for download on the PBIL website : download 
seaview .  
Open the alignment file in SeaView (File -> Open Clustal) 
 
If the sequence seems well aligned, it‘s all good, if not, you should refer to the second part of the 
tutorial which explains how to manually correct minor errors in a sequence. 
Once you are finished, save the alignment under the MASE file format by doing File -> Save 
as... and typing in Ornithorhynchus.mase . The MASE format is recommended due to its more 
robust build and its ability to contain site and species selections as well as comments. 
STEP 5 :  
Now comes the more technical part, constructing the phylogenetic tree. To do this, obtain , 





Neighbor-Joining and Maximum Parsimony are two of the major methods of tree construction. 
Often, both methods return the same results, Neighbor-Joining being much quicker and showing 
distances. On the other hand, Maximum Parsimony may be the most accurate method when 
dealing with low divergence levels .  
Neighbor-Joining requires computation of distances between sequence pairs, and Phylo_win 
offers various kinds of distances through its DISTANCE menu. A first possibility is to use the 
Observed Divergence method, although this will not be looked into ; Obs. Div. is the quickest 
and simplest distance method but also the most inaccurate. It calculates the percentage of 
different residues between two sequences and uses that value to build the tree. Another distance 
between protein sequences is given by the Poisson correction that assumes that all amino acid 
replacements occur with equal probability. 
Bootstrapping consists of taking random portions of a sequence and comparing them to the other 
sequences repeatedly. This provides us with an evaluation of the robustness of each node. If the 
sequence is repeated between 500 to 1000 times we are able to gain a statistically accurate result. 
A bootstrap over 70 may be considered reliable, above 90 is good. 
To set up the options for the Neighbor-Joining method we will select from the DISTANCE menu 
the Poisson correction method. If we wish to construct the tree through Maximum Parsimony, 
this is not required. 
Verify all sequences have been selected by clicking Select All on the Species and Site selection 
boxes. 
Once the tree has been created, it will need cleaning up. First, the tree needs to be rooted. That is 
the purpose of the goldfish sequence. It is far enough from all the other sequences to be able to 
be used as a root . For that select new outgroup, and select the Carassius auratus branch. Once 










 For information on exporting and printing the tree, please refer to the second tutorial 
 You should obtain trees similar to these two. A bootstrap ≥ 90% indicates a branch with strong 
support from the data. Hence these trees clearly show that the Mammalia taxon is monophyletic. 
The Ornithorhyncus anatinus and the other mammals share the same common ancestor which no 
other taxon shares as well. The Ornithorhyncus anatinus is most probably a mammal. In 
contrast, the grouping of Monotremata with placental mammals, to the exclusion of marsupials is 
supported by a non-significant bootstrap value (50% with parsimony, 58% with NJ), showing 
that this grouping is not supported by the data. 
 
[1] FASTA format : 
The FASTA format is a) a sequence name introduced by ―>‖, the name must be kept under 10 
characters preferably as some programs will shorten it, b) the sequence. Multiple sequences may 




NB  : Protein and DNA cannot both be present in the same file, only one or the other. 


















An outgroup is a group of sequences which were selected to root the tree. An outgroup has 
always branched off from the common ancestor of all other analyzed sequences before them. 
This ensures that the root of the tree is on the branch between the outgroup and the other 
sequences. 
Here, the goldfish is not a tetrapoda, this implies that it branched off at a very early date before 
all other sequences. An outgroup must still remain genetically close to the analyzed sequences 
for maximum efficiency. 
Answer to Question Asked to Students and Professors 
 
 
7. According the HW-Principle: P(AA) = p
2
 , P(AB) = 2pq, P(BB) = q
2





, q = 1-p. 
 
a. P(AA) = 0.01
2




Since               
          
     
  
 





1. P(Aff | AA) * P(AA) = 0.9(0.01)
2
 = 0.00009 
 
 









3. P(Aff | BB) * P(BB) = 0.1* (0.99)
2
 = 0.09801 
 
Therefore, adding  1. + 2. + 3. Above  prevalence   
 
  0.00009 + 0.01782 + 0.09801= 0.11592 
 
 
7b.We know that P(AA) = p
2
 , P(AB) = 2pq. So p
2
 + 2pq = 0.0199 
 
 
7c. We want to find out P(Aff | AA U A|B) 
 
So 
                





  [       ]  [      ] 




      |                 |         




                            








This is known as the penetrance. Also note, that so long as the penetrance is greater than the 
prevalence (which is almost always the case for inherited traits), conditioning on being affected 































ANCOVA(Analysis of Covariance) 
 
Setup:  
1 Continuous Dependent Variable with normal distribution  
2 (or more) Categorical or Continuous Independent Variables with normal distribution 
  
  




The independent and dependent variable structures for Multiple Regression, 
factorial ANOVA, and ANCOVA tests are similar. ANCOVA is differentiated from the 
other two in that it is used when the researcher wants to neutralize the effect of a 
continuous independent variable in the experiment. The researcher may simply not be 
interested in the effect of a given independent variable when performing a study.  
  Another situation where ANCOVA should be applied is when an independent 
variable has a strong correlation with the dependent variable, but does not interact with 
other independent variables in predicting the dependent variable‘s value. ANCOVA is 
used to neutralize the effect of the more powerful, non-interacting variable. Without this 









An artificial neural network (ANN), usually called neural network (NN), is a 
mathematical model or computational model that is inspired by the structure and/or functional 
aspects of biological neural networks. A neural network consists of an interconnected group of 
artificial neurons, and it processes information using a connectionist approach to computation. In 
most cases an ANN is an adaptive system that changes its structure based on external or internal 
information that flows through the network during the learning phase. Modern neural networks 
are non-linear statistical data modeling tools. They are usually used to model complex 
relationships between inputs and outputs or to find patterns in data. 
 
 
Balanced Minimum Evolution (BME) Method 
 
This is a distance based method and weighted Least Square method (the principle of 
Least Squares is a general method for estimating unknown parameters values so that error is 
minimized). It finds a closest additive metric from the given non-additive distance matrix with 




A distance matrix for a tree T is a matrix D whose entry Dij stands for the mutation 







Distance Matrix: Tabular Form 
 
Distance matrix D for the example 
Definitions 
Def. A distance matrix D is a metric iff D satisfies: 
• Symmetric: Dij = Dji and Dii = 0. 
• Triangle Inequality: Dik + Djk ≥ Dij. 
Def. D is an additive metric iff there exists a tree T s.t. 
• Every edge has a positive weight and every leaf is labeled by a distinct 
species in the given set. 
• For every pair of i, j, Dij = the sum of the edge weights along the path 
from i to j. 
Also we call such T an additive tree. 
The BME is also a distance based method. 
This is a weighted LS method to find the closest tree metric such that the total branch lengths of 
the tree is the smallest. 
It is based on Pauplin‘s formula, , which estimates the total length of a tree, based on:  
 
[Pauplin 2000 J Mol Evol 51] 




(2) an estimated distance matrix D = (Dij). 
 
The BME is to find τ such that: 
 
 
(Obtained from Drs.Ruriko, Yoshida,K. Eickmeyer, P. Huggins, and L. Pachter lecture notes on 
the balanced minimum evolution polytopesat the Dept. of Statistics University of Kentucky) 
 
Bacterial Transformation Technique 
The purpose of this technique is to introduce a foreign plasmid into bacteria and to use 
that bacteria to amplify the plasmid in order to make large quantities of it. This is based on the 
natural function of a plasmid: to transfer genetic information vital to the survival of the bacteria. 
Bayes Theorem 
 
Theorem:  Let a random experiment have sample space S, which is partitioned completely by a 
sequence of events B1, B2, B3, …., where  ji BB , for all i  j.  Let A be any other event.  
Then  
                                                                   
   

















A plasmid is a small circular piece of DNA (about 2,000 to 10,000 base pairs) that 




often a gene that encodes a protein that will make the bacteria resistant to an antibiotic. Plasmids 
probably came about as a result of bacteria evolving in close proximity to other heterotrophs. 
Bacteria often grow in the same environment as molds and fungi and compete with them for food 
(complex organic material). As a result, molds and fungi have evolved to make toxins that kill 
bacteria (which we now use as antibiotics in medicine) in order to win in the competition for 
food. Bacteria, in turn, evolved to make proteins that inactivate the toxins. The bacteria share this 
vital information by passing it among themselves in the form of genes in plasmids. 
Plasmids were discovered in the late sixties, and it was quickly realized that they could be 
used to amplify a gene of interest. A plasmid containing resistance to an antibiotic (usually 
ampicillin) is used as a vector. The gene of interest is inserted into the vector plasmid and this 
newly constructed plasmid is then put into E. coli that are sensitive to ampicillin. The bacteria 
are then spread over a plate that contains ampicillin. The ampicillin provides a selective pressure 
because only bacteria that have acquired the plasmid can grow on the plate. Therefore, as long as 
you grow the bacteria in ampicillin, it will need the plasmid to survive and it will continually 
replicate it, along with your gene of interest that has been inserted to the plasmid. 
There are many different kinds of plasmids commercially available. All of them contain 
1) a selectable marker (i.e., a gene that encodes for antibiotic resistance), 2) an origin of 
replication (which is used by the DNA making machinery in the bacteria as the starting point to 
make a copy of the plasmid) and 3) a multiple cloning site. The multiple cloning site has many 
restriction enzyme sites (to be discussed in a later lab) and is used to insert the DNA of interest. 
The multiple cloning site is usually in the middle of a reporter gene like Lac Z. A commonly 




Figure C1: pBluescript plasmid 
 





  A centromere is a region of DNA typically found near the middle of a chromosome 
where two identical sister chromatids come closest in contact. 
 
                       Sister Chromatids 
  Sister chromatids (See Figure C2 for diagram) are two identical copies of a chromatid 
connected by a centromere. Compare sister chromatids to homologous chromosomes, which are 
the two different copies of the same chromosome that diploid organisms (like humans) inherit, 
one from each parent. In other words, sister chromatids contain the same genes and same alleles, 
and homologous chromosomes contain the same genes but two copies of alleles, each of which 





Figure C2: Sister Chromatids Diagram 
 
(Obtained from http://en.wikipedia.org/wiki/File:Chromosomes_during_mitosis.svg) 
 
Chi Square Test 
 
The chi-square test (Snedecor and Cochran, 1989) can be used to test if a sample of data 
came from a population with a specific distribution. 
The chi-square test is defined for the hypothesis:  
H0:  The data follow a specified distribution.  
Ha:  The data do not follow the specified distribution.  
Test 
Statistic:  
For the chi-square goodness-of-fit computation, the data are divided into k bins 
and the test statistic is defined as  
 
where  is the observed frequency for bin i and is the expected frequency for 





where F is the cumulative Distribution function for the distribution being tested, Yu 
is the upper limit for class i, Yl is the lower limit for class i, and N is the sample 
size.  
This test is sensitive to the choice of bins. There is no optimal choice for the bin 
width (since the optimal bin width depends on the distribution). Most reasonable 
choices should produce similar, but not identical, results. Dataplot uses 0.3*s, 
where s is the sample standard deviation, for the class width. The lower and upper 
bins are at the sample mean plus and minus 6.0*s, respectively. For the chi-square 
approximation to be valid, the expected frequency should be at least 5. This test is 
not valid for small samples, and if some of the counts are less than five, you may 






The test statistic follows, approximately, a chi-square distribution with (k - c) 
degrees of freedom where k is the number of non-empty cells and c = the number 
of estimated parameters (including location and scale parameters and shape 
parameters) for the distribution + 1. For example, for a 3-parameter Weibull 
distribution, c = 4.  
Therefore, the hypothesis that the data are from a population with the specified 





where is the chi-square percent point function with k - c degrees of 
freedom and a significance level of .  
 
CNV 
Copy-number variations (CNVs)—a form of structural variation—are alterations of the 
DNA of a genome that results in the cell having an abnormal number of copies of one or more 
sections of the DNA. CNVs correspond to relatively large regions of the genome that have been 
deleted (fewer than the normal number) or duplicated (more than the normal number) on certain 
chromosomes. For example, the chromosome that normally has sections in order as A-B-C-D 
might instead have sections A-B-C-C-D (a duplication of "C") or A-B-D (a deletion of "C"). 
 
DNA Methylation 
DNA methylation is the biological process by which a methyl group, which is an organic 
functional group with the formula CH3, is added to DNA nucleotide. DNA, or deoxyribonucleic 
acid, is an important nucleic acid that stores the genetic information for any given organism. It is 
made up of four different molecules known as nucleotides; these are referred to as adenine, 
cytosine, guanine, and thymine. Through DNA methylation, a methyl group can be attached to a 
carbon atom on cytosine or to a nitrogen atom on adenine. The addition of a methyl group to 
these nucleotides can serve many important biological purposes, such as suppressing potentially 
harmful viral genetic information that is present in the human genome. 
  The DNA in many different types of organisms can undergo DNA methylation, though it 
does not always necessarily serve the same function. In plants, for example, scientists believe 




fungi, DNA methylation is used to moderate and control the expression of certain genes based on 
the particular conditions affecting the fungus. Methylation in mammals similarly moderates and 
inhibits the expression of certain genes.  That is to say, methylation stably alters the gene 
expression pattern in cells such that cells can "remember where they have been" or decrease gene 
expression; for example, cells programmed to be pancreatic islets during embryonic development 
remain pancreatic islets throughout the life of the organism without continuing signals telling 
them that they need to remain islets. In addition, it is involved in the production of chromatin, a 
protein-DNA complex that makes up the structure of chromosomes. 
 
Epistatsis 
The term ‗epistatic‘ was first used in 1909 by Bateson (1) to describe a masking effect 
whereby a variant or allele at one locus (denoted at that time as an ‗allelomorphic pair‘) prevents 
the variant at another locus from manifesting its effect. This was seen as an extension of the 
concept of dominance for alleles within the same allelomorphic pair i.e. at a single locus. 
Suppose we have two loci, B and G, that influence a trait such as hair colour in mice. Locus B 
has two possible alleles, B or b, and locus G has two possible alleles, G or g. The possible 
phenotypic outcomes (white, black or grey hair) given genotype are as shown in the table at the 
end of this definition. We see that, regardless of genotype at locus B, individuals with any copies 
of the G allele have grey hair, i.e., at locus G, allele G is dominant to allele g, effectively 
masking any ‗effect‘ of allele g. We also see that if the genotype at locus G is g/g then an 
individual with any copies of the B allele has black hair, so that at locus B, allele B is dominant 




since individuals with any copies of the G allele have grey hair regardless of genotype at locus B, 
i.e. the effect at locus B is  
masked by that of locus G: locus G is said to be epistatic to locus B (or, more specifically, allele 
G at locus G is epistatic to allele B at locus B). 




g/g g/G G/G 
b/b White Grey Grey 
b/B Black Grey Grey 





An exon is a nucleic acid sequence that is represented in the mature form of an RNA 
molecule either after portions of a precursor RNA (introns) have been removed by cis-splicing or 
when two or more precursor RNA molecules have been ligated by trans-splicing. The mature 
RNA molecule can be a messenger RNA or a functional form of a non-coding RNA such as 
rRNA or tRNA. Depending on the context, exon can refer to the sequence in the DNA or its 
RNA transcript.  
In many genes, each of the exons contain part of the open reading frame (ORF) that 
codes for a specific portion of the complete protein. However, the term exon is often misused to 
refer only to coding sequences for the final protein. This is incorrect, since many noncoding 





Figure 8: Heterogeneous nuclear RNA (hnRNA) 
 
(Obtained from www.wikipedia.com) 
The preceding, Figure C3, is a diagram of a heterogeneous nuclear RNA (hnRNA), which 
is an unedited mRNA transcript, or pre-mRNAs. Exons can include both sequences that code for 
amino acids (red) and untranslated sequences (grey). Stretches of unused sequence called introns 
(blue) are removed, and the exons are joined together to form the final functional mRNA. The 
notation 5' and 3' refer to the direction of the DNA template in the chromosome and is used to 
distinguish between the two untranslated regions (grey). 
Some of the exons will be wholly or part of the 5' untranslated region (5' UTR) or the 3' 
untranslated region (3' UTR) of each transcript. The untranslated regions are important for 
efficient translation of the transcript and for controlling the rate of translation and half-life of the 
transcript. Furthermore, transcripts made from the same gene may not have the same exon 
structure, since parts of the mRNA could be removed by the process of alternative splicing. 
Some mRNA transcripts have exons with no ORFs and, thus, are sometimes referred to as non-
coding RNA. 
Exonization is the creation of a new exon, as result of mutations in intronic sequences. 
Polycistronic messages have multiple ORFs in one transcript and also have small regions of 







Gel electrophoresis is a method used in clinical chemistry to separate proteins by charge 
and or size (IEF agarose, essentially size independent) and in biochemistry and molecular 
biology to separate a mixed population of DNA and RNA fragments by length, to estimate the 
size of DNA and RNA fragments or to separate proteins by charge. 
 
Gene 
A gene is a functional physical unit of heredity that can be passed from parent to child. 




The term "genetic marker" is broader than a gene. A genetic marker is simply a segment 
of DNA with an identifiable physical location on a chromosome whose inheritance can be 
followed. A genetic marker can have a function and thus be a gene. Or a marker can be a section 
of DNA with no known function.  
Because DNA segments that lie near each other on a chromosome tend to be inherited 
together, markers are often used as tools for tracking the inheritance pattern of a gene that has 
not yet been identified but whose approximate location is known.  
 
Genotype (Internal Attribute) 
This is the "internally coded, inheritable information" carried by all living organisms. 




maintaining a living creature. These instructions are found within almost all cells (the "internal" 
part), they are written in a coded language (the genetic code), they are copied at the time of cell 
division or reproduction and are passed from one generation to the next ("inheritable"). These 
instructions are intimately involved with all aspects of the life of a cell or an organism. They 
control everything from the formation of protein macromolecules, to the regulation of 
metabolism and synthesis. 
 
Heritability 
Researchers are often specifically interested in estimating how much the characteristics 
of the offspring are dependent on the parent. This is referred to as heritability. Heritability is the 
ratio of the genetic variance over the phenotypic variance. Broad sense heritability includes all 
components of genetic variance: 
 
Narrow sense heritability includes only the additive genetic variance and it is this form of 
heritability that usually is of interest: 
 
  
 It is also referred to as resemblance between relatives. Because individual components of 
variance are not directly measurable, it is necessary to use comparative measurements of 





i.  By measuring a specific trait such as height in individual organisms from 
several populations, one could determine the range of height measurements 
for that species.  
ii. Individuals from different populations could then be grown in a common 
garden and measured at the same point of maturity as the original organisms. 
The common garden would eliminate the environmental variance experienced 
between the different populations.  
iii. Therefore, the difference between the phenotype variance of the wild 
populations and that of the common garden would give an estimate of the total 
genetic variance. 
 
Hardy-Weinberg Equilibrium  
One loci, two alleles at the frequency of p and q, will maintain those frequencies over in 
an infinitely large random mating population with no mutation, selection or gene flow. 
If p is the frequency of A alleles in the population, and q is the frequency of A' alleles (p + q = 
1), then the frequency of individuals in the next will be as follows: 
p
2
                   AA individuals 
q
2
                A'A' individuals 












Histone Modification  
Histones are highly alkaline proteins found in eukaryotic cell nuclei that package and 
order the DNA into structural units called nucleosomes. They are the chief protein components 
of chromatin, acting as spools around which DNA winds, and play a role in gene regulation. 
Five major families of histones exist: H1/H5, H2A, H2B, H3, and H4. Histones H2A, H2B, H3 
and H4 are known as the core histones, while histones H1 and H5 are known as the linker 
histones. See Figure C4 below: 
 
Figure C4: Histone Families 
 
(Obtained from www.wikipedia.com) 
Histone modifications are proposed to affect chromosome function through at least two 
distinct mechanisms.  The first mechanism suggests modifications may alter the electrostatic 
charge of the histone resulting in a structural change in histones or their binding to DNA. The 
second mechanism proposes that these modifications are binding sites for protein recognition 
modules, such as the bromodomains or chromodomains, that recognize acetylated lysines(amino 
acid) or methylated lysine, respectively (Acetylation describes a reaction that introduces an 




group). The existence of these modifications and recognition modules led to a well-established 
―histone code‖ hypothesis proposed by Strahl and Allis (2000). Overall, posttranslational 
modifications of histones create an epigenetic mechanism for the regulation of a variety of 
normal and disease-related processes. 
 
Intron 
An intron is any nucleotide sequence within a gene that is removed by RNA splicing 
(splicing is a modification of an RNA after transcription, in which introns are removed and exons 
are joined together) to generate the final mature RNA product of a gene. The term intron refers to 
both the DNA sequence within a gene, and the corresponding sequence in RNA transcripts. 
Sequences that are joined together in the final mature RNA after RNA splicing are exons. Introns 
are found in the genes of most organisms and many viruses, and can be located in a wide range 
of genes, including those that generate proteins, ribosomal RNA (rRNA), and transfer RNA 
(tRNA). When proteins are generated from intron-containing genes, RNA splicing takes place as 
part of the RNA processing pathway that follows transcription and precedes translation. 
Below, in Figure C5, a simple illustration shows exons and introns in pre-mRNA and the 
formation of mature mRNA by splicing. The UTRs are non-coding parts of exons at the ends of 
the mRNA. 
 







(Obtained from www.wikipedia.com) 
LD 
In population genetics, linkage disequilibrium is the non-random association of alleles at 
two or more loci, not necessarily on the same chromosome. It is also referred to as gametic phase 
disequilibrium, or simply gametic disequilibrium. In other words, linkage disequilibrium is the 
occurrence of some combinations of alleles or genetic markers in a population more often or less 
often than would be expected from a random formation of haplotypes from alleles based on their 
frequencies. It is not the same as linkage, which is the association of two or more loci on a 
chromosome with limited recombination between them. The amount of linkage disequilibrium 
depends on the difference between observed and expected (assuming random distributions) 
allelic frequencies. Populations where combinations of alleles or genotypes can be found in the 
expected proportions are said to be in linkage equilibrium. 
 
Linkage Analysis 
The human genome is very large and contains many thousands of genes. Therefore, 
finding the particular gene or genes responsible for any given human disease has always been a 
tricky task, quite literally like finding a needle in a haystack.  
Traditionally, the search for a disease gene begins with linkage analysis. In this approach, 
the aim is to find out the rough location of the gene relative to another DNA sequence called a 




Figure C6: Linkage Analysis: Recombination Diagram 
 
Principle of linkage analysis. The top diagram shows paternal (blue) and maternal (red) chromosomes aligned in a 
germ cell, a cell that gives rise to eggs or sperm. Three DNA sequences are shown, labelled A, B and C. The 
capital letters represent the paternal alleles and the lower case letters represent the maternal alleles. The middle 
panel shows the physical process of recombination, which involves crossing over of DNA strands between the 
paired chromosomes. The bottom panel shows what happens when the crossover is resolved. The maternal and 
paternal alleles are mixed (recombined) and these mixed chromosomes are passed to the sperms or eggs. If A is 
the disease gene and B and C are genetic markers, recombination is likely to occur much more frequently between 
A and C than it is between A and B. This allows the disease gene to be mapped relative to the markers B and C.  
(Obtained from http://genome.wellcome.ac.uk) 
The principle of linkage analysis is as follows. All human chromosomes come in pairs, 
one inherited from our mother and one from our father. Each pair of chromosomes contains the 
same genes in the same order, but the sequences are not identical. This means it should be easy 
to find out whether a particular sequence comes from our mother or father. These sequence 
variants are called maternal and paternal alleles.  
In the case of the disease gene, the alternative alleles will be the normal allele and the 
disease allele, and they can be distinguished by looking for occurrences of the disease in a family 




size or sequence) in the population. They are present in everyone and they can be typed (the 
allele can be identified) using techniques such as the polymerase chain reaction .  
This ability to determine the parental origin of a DNA sequence allows us to show 
whether recombination has taken place. Recombination occurs in germ cells – the cells that make 
eggs and sperm. In these cells, the maternal and paternal chromosomes pair up and exchange 
parts. After recombination, the chromosomes contain a mixture of maternal and paternal alleles. 
These mixed up chromosomes are placed in our eggs or sperm and passed to our children (see 
Figure C6). As recombination occurs more – or less at random, if there is a large distance 
between two DNA sequences on a chromosome, there is a good chance that recombination will 
occur between them and the maternal and paternal alleles will be mixed up (see A and C in the 
Figure C6). In contrast, if two DNA sequences are very close together, they will recombine only 
rarely. The maternal and paternal alleles will tend to stay together (see A and B in the Figure 
C6).  
Disease genes are mapped by measuring recombination against a panel of different 
markers spread over the entire genome. In most cases, recombination will occur frequently, 
indicating that the disease gene and marker are far apart. Some markers however, due to their 
proximity, will tend not to recombine with the disease gene and these are said to be linked to it. 
Ideally, close markers are identified that flank the disease gene and define a candidate region of 
the genome between 1 and 5 million bp in length. The gene responsible for the disease lies 








Locus (Loci, plural) 
A locus (plural loci) is the specific location of a gene or DNA sequence on a 
chromosome. A variant of the DNA sequence at a given locus is called an allele. The ordered list 
of loci known for a particular genome is called a genetic map. Gene mapping is the procession of 
determining the locus for a particular biological trait. 
Lod Score 
The statistical estimate of whether two loci are likely to lie near each other on a 
chromosome and are therefore likely to be inherited together is called a LOD score. A LOD 
score of 3 or more is generally taken to indicate that the two loci are linked and are close to one 
another. 
 
Mendel‘s Laws of Genetics 
Law of Segregation (The "First Law"). The Law of Segregation states that every 
individual possesses a pair of alleles (assuming diploidy) for any particular trait and that each 
parent passes a randomly selected copy (allele) of only one of these to its offspring. The 
offspring then receives its own pair of alleles for that trait. Whichever of the two alleles in the 
offspring is dominant determines how the offspring expresses that trait (e.g. the color of a plant, 
the color of an animal's fur, the color of a person's eyes). 
More precisely the law states that when any individual produces gametes, the copies of a 
gene separate so that each gamete receives only one copy (allele). A gamete will receive one 
allele or the other. The direct proof of this was later found following the observation of meiosis 




zoologist, Edouard Van Beneden in 1883. In meiosis, the paternal and maternal chromosomes 
get separated and the alleles with the traits of a character are segregated into two different 
gametes. 
OR 
The two coexisting alleles of an individual for each trait segregate (separate) during 
gamete formation so that each gamete gets only one of the two alleles. Alleles again unite at 
random fertilization of gametes. 
 
Law of Independent Assortment (The "Second Law")  
The Law of Independent Assortment, also known as "Inheritance Law" states that 
separate genes for separate traits are passed independently of one another from parents to 
offspring. That is, the biological selection of a particular gene in the gene pair for one trait to be 
passed to the offspring has nothing to do with the selection of the gene for any other trait. More 
precisely the law states that alleles of different genes assort independently of one another during 
gamete formation. While Mendel's experiments with mixing one trait always resulted in a 3:1 
ratio (Fig. C7 below) between dominant and recessive phenotypes, his experiments with mixing 
two traits (dihybrid cross) showed 9:3:3:1 ratios (Fig. C8 below). But the 9:3:3:1 table shows 
that each of the two genes is independently inherited with a 3:1 phenotypic ratio. Mendel 
concluded that different traits are inherited independently of each other, so that there is no 
relation, for example, between a cat's color and tail length. This is actually only true for genes 





Figure C7: Dominant and Recessive Phenotypes. 
 
 
 (1) Parental generation. (2) F1 generation. (3) F2 generation. Dominant (red) and recessive (white) phenotype look alike in the F1 
(first) generation and show a 3:1 ratio in the F2 (second) generation 
 
Figure 9: The Phenotypes of Two Independent Traits Show a 9:3:3:1 Ratio in the F2 generation 
 
 
 In this example, coat color is indicated by B (brown, dominant) or b (white) while tail length is indicated by S (short, dominant) 
or s (long). When parents are homozygous for each trait ('SSbb and ssBB), their children in the F1 generation are heterozygous at 
both loci and only show the dominant phenotypes. If the children mate with each other, in the F2 generation all combination of 
coat color and tail length occur: 9 are brown/short (purple boxes), 3 are white/short (pink boxes), 3 are brown/long (blue boxes) 
and 1 is white/long (green box 






A multinomial experiment is a statistical experiment that has the following properties: 
 -The experiment consists of n repeated trials.  
- Each trial has a discrete number of possible outcomes.  
- On any given trial, the probability that a particular outcome will occur is constant.  
- The trials are independent; that is, the outcome on one trial does not affect the outcome on 
other trials.  
Note: A binomial experiment is a special case of a multinomial experiment. Here is the 
main difference. With a binomial experiment, each trial can result in two - and only two - 
possible outcomes. With a multinomial experiment, each trial can have two or more possible 
outcomes. 
 A multinomial distribution is the probability distribution of the outcomes from a multinomial 
experiment. The multinomial formula defines the probability of any outcome from a multinomial 
experiment. 
Neighbor Joining 
Obtained from (http://en.wikipedia.org/wiki/Neighbor_joining) 
In bioinformatics, neighbor joining is a bottom-up clustering method for the creation of phenetic 
trees (phenograms), created by Naruya Saitou and Masatoshi Nei. Usually used for trees based 
on DNA or protein sequence data, the algorithm requires knowledge of the distance between 









Neighbor joining starts with a completely unresolved tree, whose topology corresponds to 
that of a star network, and iterates over the following steps until the tree is completely resolved 
and all branch lengths are known: 
1. Based on the current distance matrix calculate the matrix Q (defined below). 
2. Find the pair of taxa in Q with the lowest value. Create a node on the tree that joins these 
two taxa (i.e., join the closest neighbors, as the algorithm name implies). 
3. Calculate the distance of each of the taxa in the pair to this new node. 
4. Calculate the distance of all taxa outside of this pair to the new node. 
5. Start the algorithm again, considering the pair of joined neighbors as a single taxon and 
using the distances calculated in the previous step. 
 
 The Q-matrix 
Based on a distance matrix relating the r taxa, calculate Q as follows: 
 
where d(i,j) is the distance between taxa i and j. 




For each neighbor in the pair just joined, use the following formula to calculate the distance 
to the new node. (Taxa f and g are the paired taxa and u is the newly generated node.): 
 
and, by reflection: 
 
 
 Distance of the other taxa to the new node 
For each taxon not considered in the previous step, we calculate the distance to the new node as 
follows: 
 
 where u is the new node, k is the node for which we want to calculate the distance and f and g 
are the members of the pair just joined. 
Complexity 
Since neighbor joining on a set of r taxa takes requires r − 3 iterations, and since at each step 
one has to build and search matrices, the algorithm can be implemented so as to obtain a 










Phenotype (Physical Attribute) 
This is the "outward, physical manifestation" of the organism. These are the physical 
parts, the sum of the atoms, molecules, macromolecules, cells, structures, metabolism, energy 
utilization, tissues, organs, reflexes and behaviors; anything that is part of the observable 




  Cells with identical genetic information (DNA sequences) can behave very differently 
and their behavior is largely determined by which protein molecules that they produce. The 
activity of genes and proteins can be regulated by the binding of protein molecules or other, 
small molecules to specific target sites. The probability of finding a molecular binding target in 
its bound state is related non-linearly to the concentration of the binding molecule, by a law that 
can be derived from statistical mechanics. Regulatory interactions combine to make regulatory 
networks, which determine the behavior or developmental pathway adopted by a cell. 
 
RNA Secondary Structure 
RNA is usually single-stranded in its ―normal‖ state, and this strand folds into a 
functional shape by forming intra-molecular base pairs among some of its bases. The geometry 
of this base-pairing is known as the ―secondary structure‖ of the RNA. When RNA is folded, 
some bases are paired with other while others remain free, forming ―loops‖ in the molecule. 
Speaking qualitatively, bases that are bonded tend to stabilize the RNA (i.e., have negative free 




thermodynamics experiments, it has been possible to estimate the free energy of some of the 
common types of loops that arise. 
Because the secondary structure is related to the function of the RNA, we would like to be able 
to predict the secondary structure. Given an RNA sequence, the RNA Folding Problem is to 
predict the secondary structure that minimizes the total free energy of the folded RNA molecule. 
Single Value Decomposition 
Mathematical Explanation 
Let X denote an m x n matrix of real-valued data and rank  
The rank of a matrix is the number of linearly independent rows or columns.  
r, where without loss of generality m≥n, and therefore r ≤ n. In the case of microarray data, xij 
is the expression level of the i
th
 gene in the j
th
 assay. The elements of the i
th
 row of X form the 
n-dimensional vector gi, which we refer to as the transcriptional response of the i
th
 gene. 
Alternatively, the elements of the j
th
 column of X form the m-dimensional vector aj, which we 
refer to as the expression profile of the j
th
 assay. 
The equation for singular value decomposition of X is the following: 
  (5.1) 
where U is an m x n matrix, S is an n x n diagonal matrix, and V
T
 is also an n x n matrix. The 
columns of U are called the left singular vectors, {uk}, and form an orthonormal basis for the 
assay expression profiles, so that ui·uj = 1 for i = j, and ui·uj = 0 otherwise. The rows of V
T
 
contain the elements of the right singular vectors, {vk}, and form an orthonormal basis for the 




called the singular values. Thus, S = diag(s1,...,sn). Furthermore, sk > 0 for 1 ≤ k ≤ r, and si = 0 for 
(r+1) ≤ k ≤ n. By convention, the ordering of the singular vectors is determined by high-to-low 
sorting of singular values, with the highest singular value in the upper left index of the S matrix. 
Note that for a square, symmetric matrix X, singular value decomposition is equivalent to 
diagonalization, or solution of the eigenvalue problem. 
One important result of the SVD of X is that 
  (5.2) 
is the closest rank-l matrix to X. The term ―closest‖ means that X
(l)
 minimizes the sum of the 
squares of the difference of the elements of X and X
(l)





One way to calculate the SVD is to first calculate V
T
 and S by diagonalizing X
T
X: 
  (5.3) 
and then to calculate U as follows: 
    (5.4) 
where the (r+1),...,n columns of V for which sk = 0 are ignored in the matrix multiplication of 
Equation 5.4. Choices for the remaining n-r singular vectors in V or U may be calculated using 
the Gram-Schmidt orthogonalization process or some other extension method. In practice there 
are several methods for calculating the SVD that are of higher accuracy and speed. Section 4 lists 






SVD Analysis of Gene Expression Data 
A natural question for a biologist to ask is: ―What is the biological significance of the SVD?‖ 
There is, of course, no general answer to this question, as it depends on the specific application. 
We can, however, consider classes of experiments and provide them as a guide for individual 
cases. For this purpose we define two broad classes of applications under which most studies will 
fall: systems biology applications, and diagnostic applications (see below). In both cases, the n 
columns of the gene expression data matrix X correspond to assays, and the m rows correspond 
to the genes. The SVD of X produces two orthonormal bases, one defined by right singular 
vectors and the other by left singular vectors. Referring to the definitions in section 1.1, the right 
singular vectors span the space of the gene transcriptional responses {gi} and the left singular 
vectors span the space of the assay expression profiles {aj}. Following the convention of (Alter 
et al., 2000), we refer to the left singular vectors {uk} as eigenassays and to the right singular 
vectors {vk} as eigengenes  
This notation is similar to that used in (Alter et al., 2000), save that we use the term  
eigenassay instead of eigenarray.  
We sometimes refer to an eigengene or eigenassay generically as a singular vector, or, by 
analogy with PCA, as a component. Eigengenes, eigenassays and other definitions and 
nomenclature in this section are depicted in Figure C9 below. 
In systems biology applications, we generally wish to understand relations among genes. The 
signal of interest in this case is the gene transcriptional response gi. By Equation 5.1, the SVD 




  (5.7) 
which is a linear combination of the eigengenes {vk}. The i
th
 row of U, g'i (see Figure 5.1), 
contains the coordinates of the i
th
 gene in the coordinate system (basis) of the scaled eigengenes, 
skvk. If r < n, the transcriptional responses of the genes may be captured with fewer variables 
using g'i rather than gi. This property of the SVD is sometimes referred to as dimensionality 
reduction. In order to reconstruct the original data, however, we still need access to the 
eigengenes, which are n-dimensional vectors. Note that due to the presence of noise in the 
measurements, r = n in any real gene expression analysis application, though the last singular 
values in S may be very close to zero and thus irrelevant. 
In diagnostic applications, we may wish to classify tissue samples from individuals with and 
without a disease. The signal of interest in this case is the assay expression profile aj. By 
Equation 5.1, the SVD equation for aj is 
    (5.8) 
which is a linear combination of the eigenassays {uk}. The j
th
 column of V
T
, a'j (see Figure 5.1), 
contains the coordinates of the j
th
 assay in the coordinate system (basis) of the scaled 
eigenassays, skuk. By using the vector a'j, the expression profiles of the assays may be captured 
by r ≤ n variables, which is always fewer than the m variables in the vector aj. So, in contrast to 
gene transcriptional responses, SVD can generally reduce the number of variables used to 
represent the assay expression profiles. Similar to the case for genes, however, in order to 






Figure C9: Graphical Depiction of SVD of a matrix X 
  
Indeed, analysis of the spectrum formed by the singular values sk can lead to the 
determination that fewer than n components capture the essential features in the data. In the 
literature the number of components that results from such an analysis is sometimes associated 
with the number of underlying biological processes that give rise to the patterns in the data. It is 
then of interest to ascribe biological meaning to the significant eigenassays (in the case of 
diagnostic applications), or eigengenes (in the case of systems biology applications). Even 
though each component on its own may not necessarily be biologically meaningful, SVD can aid 
in the search for biologically meaningful signals 
 
SNP 
A single-nucleotide polymorphism (SNP, pronounced snip) is a DNA sequence variation 
occurring when a single nucleotide — A, T, C or G — in the genome (or other shared sequence) 
differs between members of a biological species or paired chromosomes in an individual. For 




contain a difference in a single nucleotide. In this case we say that there are two alleles: C and T. 
Almost all common SNPs have only two alleles. SNPs can occur in both coding and non-coding 
regions of genome. 
Within a population, SNPs can be assigned a minor allele frequency — the lowest allele 
frequency at a locus that is observed in a particular population. This is simply the lesser of the 
two allele frequencies for single-nucleotide polymorphisms. There are variations between human 
populations, so a SNP allele that is common in one geographical or ethnic group may be much 




A taxon (plural: taxa) is a group of (one or more) organisms, which a taxonomist 
adjudges to be a unit. Usually a taxon is given a name and a rank, although neither is a 
requirement. Defining what belongs or does not belong to such a taxonomic group is done by a 
taxonomist with the science of taxonomy. 
 
The Laws of Probability Explained 
 
Let a random experiment have sample space S.  Any assignment of probabilities to events 
must satisfy three basic laws of probability, called Kolmogorov‘s Axioms: 
1) For any event A, P(A) ≥ 0. 
2) P(S) = 1. 
3) If A and B are two mutually exclusive events (i.e., they cannot happen simultaneously), 





There are other laws in addition to these three, but Kolmogorov‘s Axioms are the foundation for 
probability theory.  
 
To achieve an understanding of the laws of probability, it helps to have a concrete example in 
mind.   
Consider a single roll of two dice, a red one and a green one.  The table below shows the 
set of outcomes in the sample space, S.  Each outcome is a pair of numbers--the number 
appearing on the red die and the number appearing on the green die.  The event that consists of 
the whole sample space is the event that some one of the outcomes occurs.  This event is certain 
to happen; if we roll the dice, the outcome cannot be something other than one of the 36 






1 (1, 1) (1,2) (1, 3) (1, 4) (1, 5) (1, 6) 
2 (2, 1) (2, 2) (2, 3) (2, 4) (2, 5) (2, 6) 
3 (3, 1) (3, 2) (3, 3) (3, 4) (3, 5) (3, 6) 
4 (4, 1) (4, 2) (4, 3) (4, 4) (4, 5) (4, 6) 
5 (5, 1) (5, 2) (5, 3) (5, 4) (5, 5) (5, 6) 
6 (6, 1) (6, 2) (6, 3) (6, 4) (6, 5) (6, 6) 
 1 2 3 4 5 6 
  Number on Red Die 
 
If the dice are fair, then each of the 36 possible outcomes is equally likely.  Also the 36 
possible outcomes are mutually exclusive--only one of the outcomes can happen on any roll of 
the dice.  Consequently, to find the probability of the event consisting of just one of the 
outcomes (any one), we simply divide the probability of the entire sample space by 36.  





Any event is a subset of the entire sample space.  For example let A be the event that the 
sum of the numbers on the dice is 7.  This event consists of 6 of the possible outcomes: 
 
A = {(1,6), (2,5), (3,4), (4,3), (5,2), (6,1)}. 
 
The event A that the sum of the numbers on the dice is 7 is the same as the event that the 
outcome of the roll is (1,6) OR (2,5) OR (3,4) OR (4,3) OR (5,2) OR (6,1), as circled in the table.  
By the sum law for mutually exclusive events, the probability that event A happens is 
P(A) = P(1,6) + P(2,5) + P(3,4) + P(4,3) + P(5,2) + P(6,1)  
        = 1/36 + 1/36 + 1/36 + 1/36 + 1/36 + 1/36 
        = 1/6. 
 
Now let the event B be the event that the number showing on the green die is 1.  This 
event may also be described as the event that the outcome of the roll of the dice is (1,1) OR (1,2) 
OR (1,3) OR (1,4) OR (1,5) OR (1,6), as circled in the table.  Again, by the sum law for the 
probability of mutually exclusive events, 
P(B) = P(1,1) + P(1,2) + P(1,3) + P(1,4) + P(1,5) + P(1,6) 
        = 1/36 + 1/36 + 1/36 + 1/36 + 1/36 + 1/36 
        = 1/6. 
 
Let the event C be the event that the number showing on the green die is 6.  This event 
may also be described as the event that the outcome of the roll of the dice is (6,1) OR (6,2) OR 
(6,3) OR (6,4) OR (6,5) OR (6,6), as circled in the table.  As before, by the sum law for the 
probability of mutually exclusive events, 
P(C) = P(6,1) + P(6,2) + P(6,3) + P(6,4) + P(6,5) + P(6,6) 
        = 1/36 + 1/36 + 1/36 + 1/36 + 1/36 + 1/36 




Let the event D be the event that the neither number appearing on the dice is greater than 
4.  This event may also be described as the event that the outcome of the roll of the dice is (1,1) 
OR (1,2) OR (1,3) OR (1,4) OR (2,1) OR (2,2) OR (2,3) OR (2,4) OR (3,1) OR (3,2) OR (3,3) 
OR (3,4) OR (4,1) OR (4,2) OR (4,3) OR (4,4), as shown in the table.  The probability of this 
event is 
P(D) = P(1,1) + P(1,2) + P(1,3) + P(1,4) + P(2,1) + P(2,2) + P(2,3) + P(2,4) + P(3,1) + 
P(3,2) + P(3,3)  
+ P(3,4) + P(4,1) + P(4,2) + P(4,3) + P(4,4) 
        = 16/36 
        = 4/9. 
 
The Sum Law for Mutually Exclusive Events: 
 
The events B and C are mutually exclusive--either the number appearing on the green die 
is 1 or the number appearing on the green die is 6.  The events cannot both happen on the same 
roll of the dice.  Therefore, by the sum law for the probability of mutually exclusive events, 
 
P(B or C) = P(B) + P(C) = 1/6 + 1/6 = 1/3. 
 
The Sum Law for Events That Are Not Mutually Exclusive: 
 
On the other hand the events A and B are not mutually exclusive--they have the outcome 
(1,6) in common.  This outcome constitutes the event that the number appearing on the green die 
is 1 and the number appearing on the red die is 6.  It is also the event called ―A and B‖, because 
it is the one outcome that appears both in the set of outcomes that make up the event A and in the 
set of outcomes that make up the event B.  Now let‘s compute the probability of the event ―A or 
B‖.  In terms of the outcomes in the sample space, the event ―A or B‖ is the event that the 
outcome of a roll of the dice is (1,6) OR (2,5) OR (3,4) OR (4,3) OR (5,2) OR (6,1) OR (1,1) OR 




because it is both in event A and in event B.  If we were to simply add the probabilities of the 
outcomes of A and the probabilities of the outcomes of B, we would be counting the outcome 
(1,6) twice, because it appears in both events.  Therefore, to remove the repetition, we add the 
probabilities of all of the outcomes, but then subtract the probability of the outcome (1,6): 
P(A or B) = 6/36 + 6/36 - 1/36 
    = P(A) + P(B) - P(A and B) 
    = 11/36.  
 
Conditional Probability and Independence: 
 
Now consider the event A|D.  This is the event that A happens, given that we know that 
D happens.  In other words, we are given the information that the outcome of the roll of the dice 
is one of the outcomes appearing in event D, and we are asked ―What is the probability that this 
outcome is in event A.  Since we are conditioning on event D, we may think of this as reducing 
our sample space of possible outcomes to just those 16 outcomes listed for event D.  Of those 
outcomes, 2 are also in event A.  These 2 outcomes make up the event ―A and D‖.  The 
probability of the event A|D is then the ratio of the number of outcomes that are in both A and D 
to the number of outcomes that are in D: 
P(A|D) = 2/16 = 1/8. 
This probability may be found from the table directly, as shown above, or it may be 



























            
Now two events are considered independent if the probability that one of them occurs is not 




because the probability of occurrence of A, P(A) = 1/6, is not equal to the probability of 
occurrence of A|D, P(A|D) = 1/4.  The fact that the outcome of the roll of the dice is in the event 
D has an effect on the probability that the outcome is in event A. 
Another example may be useful in trying to understand the concept of conditional 
probability.  Consider two tosses of a coin.  The sample space is shown below, using a tree 
diagram.  The outcome of the second toss is unaffected by the outcome of the first toss.  
Assuming that we have a fair coin, the probability of getting a Head on the first toss is P(H) = 
1/2 and the probability of getting a Tail on the first toss is P(T) = 1/2.  Also, on the second toss, 
the probability of getting a Head is P(H) = 1/2 and the probability of getting a Tail is P(T) = 1/2.  
The sample space for the two tosses is S = {HH, HT, TH, TT}.  Since the sample space contains 
all possible outcomes of the two coin tosses, P(S) = 1.  Also, since we have no reason to believe 
that one of the 4 outcomes is any more likely to occur than any other, then 
 
P(HH) = P(HT) = P(TH) = P(TT) = 1/4.  
 
Now let‘s consider the event that the outcome of the second toss is a Head, given that the 
outcome of the first toss is a Tail--H|T. 
Since the outcome of the second toss is independent of the outcome of the first toss, then P(H|T) 





























This is the same as P(H on the second toss).  Therefore the events ―T on the first toss‖ 
and ―H on the second toss‖ are independent. 
Consider two events A and B.  The definition of conditional probability says that 















If we multiply the equation (1) by P(B) on both sides, and multiply the equation (2) by 
P(A) on both sides, we get 
(3)       BAPBPBAP | , 
and 
(4)       BAPAPABP | . 
Two events, A and B, are said to be independent if 
   APBAP |  
and                            BPABP | . 
Substituting into either equation (3) or equation (4) gives 
     BPAPBAP  . 
Therefore:  two events are independent if the probability that both occur is equal to the 





Bayes‘ Theorem Example 
 
Sometimes we know certain conditional probabilities associated with a random 
experiment, but the probability of interest to us involves reversing the conditioning.  Bayes‘ 
Theorem may be used in this situation. 
Theorem:  Let a random experiment have sample space S, which is partitioned completely by a 
sequence of events B1, B2, B3, …., where  ji BB , for all i  j.  Let A be any other event.  
Then  
                                                                   
   















 Physicians routinely perform medical tests on their patients when they suspect various 
diseases.  However, few tests are 100% accurate.  Most can produce false-positive or false-
negative results.  (A false-positive result is one in which the patient does not have the disease, 
but the test shows positive; a false-negative result is one in which the patient has the disease, but 
the test produces a negative result.)  Many people misinterpret medical test results.  When the 
disease can be fatal, such misconceptions are themselves serious and need to be corrected.  
Moreover, incorrect medical tests often lead to additional costs to both the individual and to 
insurance companies.  To help control these costs, it is necessary to properly interpret the 
probabilities associated with the tests. 
 
 A particular test correctly identifies those with a certain rare serious disease with 
probability 0.94, and correctly diagnoses those without the disease with probability 0.98.  A 




about interpreting the probabilities.  He knows nothing about probability, but he feels that 
because the test is quite accurate, the probability that he does have the disease is quite high, 
likely near 0.95.  Before attempting to address your friend‘s concerns, you research the illness 
and discover that 0.04% of people have this disease.  Define the following events:  D = {has 
disease}, D
C
 = {does not have disease}, PT = {positive test result}, NT = {negative test result}. 
 
We are given P(D) = 0.0004, P(D
C
) = 0.9996 , P(PT|D) = 0.94, and P(NT|D
C
) = 0.98. 
 




   












PTDP     
                 0065.0  
Given that the test result is positive, there is a probability of 0.0065 that your friend actually has 
the disease. 
Example 2 for Bayes Theorem: Mammogram posterior probabilities 
Approximately 1% of women aged 40-50 have breast cancer. A woman with breast 
cancer has a 90% chance of a positive test from a mammogram, while a woman without has a 
10% chance of a false positive result. What is the probability a woman has breast cancer given 
that she just had a positive test?  
Translate into the language of probability, let B = "the woman has breast cancer" and A = "a 









This answer is somewhat surprising. Indeed, when ninety-five physicians were asked this 
question their average answer was 75%. The two statisticians who carried out this survey 
indicated that physicians were better able to see the answer when the data was presented in 
frequency format. 10 out of 1000 women have breast cancer. Of these 9 will have a positive 
mammogram. However, of the remaining 990 women without breast cancer 99 will have a 
positive test, and again we arrive at the answer 9/(9 + 99)=9/108.  
We now state the Bayes' Formula: 
First, we have a partition B_1,B_2,...,B_n of a probability space, namely, their disjoint 
union is the total space.  





To evaluate the probability, observe that by the multiplication rule,  
 
From this, we have the important Bayes' Formula: 
 
Understanding Bayes' formula can greatly enhance your ability to examine chance 
problems in real life. For example, doctors should know more about Bayes' formula to obtain an 
estimation of how reliable is a certain test. Also you'll be able to tell certain fallacies and point 
out how it really works.  
Law of Total Probability 
 
The law of total probability is
[1]
 the proposition that if is a 
finite or countably infinite partition of a sample space (in other words, a set of pairwise disjoint 
events whose union is the entire sample space) and each event is measurable, then for any 
event of the same probability space: 
 





where, for any for which  these terms are simply omitted from the summation, 
because is finite. 
The law of total probability can also be stated for conditional probabilities. Taking the as 







When working with a quantifiable phenotypic trait, the measurement taken for a specific 
individual will be its phenotypic value (P). This value can be broken down into two main 
components: that portion that is a result of the individuals genotype (G) and the amount portion 







These two main components can be subdivided further. 
 
  
Components of Genotypic Value 
 






Dominance Deviation and Multi-locus Interactions 
  
Because all genes do not always act additively, but may interact, it is important to include 
in the genetic value a measure of the amount of interaction. When looking at a single locus, 
interaction between alleles that results in phenotypic expression that is not purely additive is 
referred to as the Dominance deviation, (D). 
Interactions between genes at different loci that act on the same characteristic are referred to as 
Interaction or epistasis (I). 
 
Breeding Value 
The breeding value, (A), is a measure of how much an individual‘s genetic make-up 
contributes to the phenotypic value of the next generation. The breeding value is a calculation 
determined by the gene frequencies in a population for a given locus, and a measure called the 
average effect. 
When considering an allele, we would like to know how much that single allele, if found 
in an offspring, will change the trait measure of that individual away from the population mean. 
This is called the average effect. 
When looking at a single locus trait with two possible alleles for a population in Hardy-
Weinberg Equilibrium, the average effect is determined by looking at the range of the value for a 
specific trait between the two homozygotes for the different alleles and where the heterozygote 
trait characteristic falls between these two. It is also based on the frequencies of the two alleles in 





 Parts of Environmental Value 
Environmental effects include a variety of different factors including climatic factors 
such as temperature and rainfall patterns, nutritional factors such as soil nutrients or availability 
of food resources, and various other factors that cannot always be identified by the researcher. 
Also included in the environmental value are maternal effects or how the health of the maternal 
organism affects that of the offspring.  
  
Phenotypic Variation 
When analyzing the phenotypic values of a trait within a population, comparisons are 
made using variance and, as above, the phenotypic variance is divided between various 
components. 
   
  In addition, because the components of phenotypic variance are not always 
independent, there are additional terms of covariance to take into consideration. For 
example, interactions between the environmental variance and additive genetic variance 













































































Biology 2201: Principles of Genetics 
Course webpage: www.d.umn.edu/~alittle/genetics/   
  
Required 
1. Genetics: A conceptual approach (2nd edition, 2006) by B.A. Pierce (W.H. Freeman and 
Co). 
2. Solutions and problem-solving megamanual to accompany Genetics: A conceptual 
approach (2nd edition, 2005) by J.H. Choi et al (W.H. Freeman and Co). 
3. Personal Response Device (PRD) -Turning Technologies Radio Frequency Clicker 
(available at UMD Bookstore) 
4. Valid email address registered with UMD. 
  
Prerequisites: Biol 1012 and Math 1005 (College Algebra) 
  
Goals  
1. Develop critical thinking and problem-solving skills.  
2. Learn vocabulary and processes so that you are conversant in genetics topics and can 
communicate with colleagues.  
3. Be able to articulate connections between multiple levels of genetic organization: 
molecular mechanisms, the expression of DNA at the individual level, and the 






1. Connect the structure of DNA to its functions and the mechanisms by which it fulfills 
them. 
2. Describe the molecular process of gene expression from DNA to protein. 
3. Compare and contrast prokaryotic and eukaryotic gene expression. 
4. Analyze a genetic regulatory system to determine levels of gene expression. 
5. Give examples of how humans use natural processes and aspects of the molecular 
structure of DNA to develop new technologies. 
6. Describe the significance of meiosis. 
7. Understand how Mendel’s crosses give evidence of the process of meiosis. 
8. Predict the results of crosses using probability rules. 
9. Use numerical and phenotypic evidence to develop and support hypotheses about 
underlying mechanisms of inheritance. 
10. Construct linkage maps. 
11. Relate cytological phenomena to errors of meiosis. 
12. Use statistical tools to analyze quantitative genetic data. 
13. Use the Hardy-Weinberg equilibrium as a null model, and understand its value in 
describing the evolution of populations. 
  
Plan for the semester  
(Subject to change, which is why you should check your email and come to class) 
  
Chapter 10: DNA: The chemical nature of the gene 
Chapter 11: Chromosome structure 
Chapter 12: DNA replication (also Ch 18: PCR and Ch 19: DNA sequencing) 
Chapter 13: Transcription 
Chapter 14: RNA molecules and RNA processing 
Chapter 15: Translation 
Chapter 16: Regulation of gene expression 
Exam I: Monday, Feb 18: 6-8 pm 
  
Chapter 16: Regulation of gene expression 
Chapter 17: Gene mutations and DNA repair 
Chapter 18: Recombinant DNA technology 
Chapter 2: Chromosomes and cellular reproduction 
Chapter 3: Basic principles of heredity  
Chapter 4: Sex determination and sex-linked characteristics 
Chapter 6: Pedigree analysis and applications 
Exam II: Monday, Mar 31: 6-8 pm 
  
Chapter 5: Extensions and modifications of basic principles 
Chapter 7: Linkage, recombination, and eukaryotic gene mapping  




Exam III: Monday, Apr 28: 6-8 pm 
  
Chapter 22: Quantitative genetics 
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