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Abstract. We show that, for all reasonable functions T (n) = o(n log n), we can algorithmically verify
whether a given one-tape Turing machine runs in time at most T (n). This is a tight bound on the order of
growth for the function T because we prove that, for T (n) ≥ (n+1) and T (n) = Ω(n log n), there exists
no algorithm that would verify whether a given one-tape Turing machine runs in time at most T (n).
We give results also for the case of multi-tape Turing machines. We show that we can verify whether
a given multi-tape Turing machine runs in time at most T (n) iff T (n0) < n0 + 1 for some n0 ∈ N.
We prove a very general undecidability result stating that, for any class of functions F that contains
arbitrary large constants, we cannot verify whether a given Turing machine runs in time T (n) for some
T ∈ F . In particular, we cannot verify whether a Turing machine runs in constant, polynomial or
exponential time.
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1 Introduction
It is tempting to argue about a Turing machine’s time complexity. However, from the undecidability of
the Halting problem we know that we can not algorithmically tell even whether a given Turing machine
halts on a given input. Can we perhaps check whether it is of a specified time complexity? While the
answer is NO in most cases, there is an interesting case where the answer is YES: verifying a time bound
T (n) = Cn+D, C,D ∈ Z, for a given one-tape Turing machine.
The inspiration for most undecidability results in this paper was the answer of Emanuele Viola on
the forum Theoretical Computer Science Stack Exchange [5]. From his answer it is easy to see that,
for any k ∈ N, there is no algorithm that would decide whether a given Turing machine runs in time
O(nk). This holds even for k = 0, thus we cannot algorithmically verify whether a Turing machine runs
in constant time (see Theorems 3.4 and 4.2 for a general result on this topic). But what if the time bound
is explicitly given with a function T (n), i.e. can we verify whether a given Turing machine runs in time
at most T (n)?
The answer is not always negative in this case and it also depends on the model of the given Turing
machine. To further discuss this question, let us denote the problems of whether a [multi-tape, one-tape]
Turing machine1 runs in time at most T (n) with [HALTT (n), HALT
1
T (n)].
First, we observe that no matter what model we use, we can always check whether a Turing machine
runs in times like T (n) = n3 and T (n) = 5. In the first case, T (0) = 0 and thus there exist no Turing
machine that would run in time T (n); otherwise the machine would make 0 steps on the empty input,
but all machines make at least one step on each input. In the case T (n) = 5 we only need to verify the
running time of a Turing machine for inputs of length at most 5 to see whether it runs in time T (n), which
can easily be done (see Lemma 3.1 for details). Actually, we will see in Theorem 3.3 and Proposition 4.6
that if T (n0) < n0 + 1 for some n0 ∈ N, then the problems HALTT (n) and HALT1T (n) are decidable.
The case where T (n) ≥ n + 1, for all n ∈ N, is more interesting, especially in the one-tape
case. While for multi-tape machines the inequality T (n) ≥ n + 1 already suffices for undecidability
of HALTT (n) (see Theorem 3.3), we have to add the condition T (n) = Ω(n log n) to prove undecidabil-
ity of HALT1T (n) (see Theorem 4.5). But is this really necessary?
First notice that we can decide HALT1n+1, because the head of a one-tape Turing machine M that
runs in time (n + 1) can move to the left only in the last step (whenM goes to a halting state) or in the
first step (in this caseM has to halt in the next step sinceM makes at most 2 steps on inputs of length 1).
It seems plausible that by similar inference we could show that HALT1n+D is decidable for eachD ∈ N.
But what if we add a multiplicative constant, i.e. is HALT1Cn+D decidable for C,D ∈ N?
We show not only that this problem is decidable, but also that all problems HALT1T (n) are decidable
for tangible enough functions T (n) = o(n log n) (see Theorem 4.7). Thus we give a sharp bound on
how fast the function T (n) can increase so that HALT1T (n) is decidable.
We also show that every one-tape Turing machine M that runs in time T (n) = o(n log n) runs in
linear time (see Corollary 4.12). It is known [1, 8] that suchM accepts a regular language and as an up-
grade of this result we describe an algorithm that constructs an equivalent deterministic finite automaton
out ofM , if integers C,D such thatM runs in Cn+D are also given as inputs (see Theorem 4.16).
A main tool used in this paper for the analysis of one-tape Turing machines are crossing sequences.
They were first studied in1960s by Hartmanis [1], Hennie [2] and Trakhtenbrot [8]. In 1968 Hartmanis [1]
proved that any one-tape Turing machine which runs in time o(n log n) recognizes a regular language2.
To be more precise, he showed that a one-tape Turing machine which runs in time o(n log n) produces
only crossing sequences of bounded length and then he used Hennie’s [2] result which tells that such
Turing machines recognize only regular languages. Later in 1980s Kobayashi [3] gave another proof of
the same result but, in contrast to Hartmanis’ approach, his proof gives a way to compute an upper bound
on the length of crossing sequences. This constructiveness is essential in the proof of our Theorem 4.7
which states that the problem HALT1T (n) is decidable for nice functions T (n) = o(n log n).
1All Turing machines in this article are deterministic.
2Hartmanis acknowledges that Trakhtenbrot [8] came to the same result independently.
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Kobayashi’s result was actually a bit stronger than the one by Hartmanis, since Kobayashi showed
regularity of every language that is accepted in o(n log n) time by some (deterministic) one-tape Turing
machine, i.e. his o(n log n) bound concerns only the accepting computations. In 2009 Pighizzini [4] fur-
ther extended Kobayashi’s result by showing regularity of some languages accepted by nondeterministic
Turing machines.
The recent paper by Tadaki, Yamakami and Lin [7] summarizes results about one-tape linear-time
Turing machines of different types, from deterministic to quantum.
2 Preliminaries
Basic notation. Let N be the set of non-negative integers, let R+ be the set of positive real numbers
and let R+0 be the set of non-negative real numbers. For r ∈ R+0 , we use ⌊r⌋ to denote the integer part
of r and ⌈r⌉ to denote the smallest integer greater than or equal to r. For a function f : N → R+0 , we
define ⌊f⌋ : N → N, ⌊f⌋(n) = ⌊f(n)⌋.
All logarithms with no base written have base 2. We use ǫ for the empty word and |w| for the length
of word w. For words w1 and w2 let w1w2 denote their concatenation.
For functions f, g : N → R+0 , we say that [f(n) = O(g(n)), f(n) = Ω(g(n))] if there exist k > 0
and n0 ∈ N such that, for all n ≥ n0, it holds [f(n) ≤ k · g(n), f(n) ≥ k · g(n)]. We say that f(n) =
o(n log n) if lim
n→∞
f(n)
n logn = 0.
Let f : N → N be a function. If there exists a multi-tape Turing-machine M that halts on all inputs
and at the end of computation on any input w has f(w) written on the second tape, then we say that M
computes f and that f is computable. Since we will be using the Church-Turing thesis, we will say that
a function f is computable iff there exists an algorithm which tells us how to compute it.
For a function f : N → R+0 , we say that f computably converges to ∞ if, for each K ∈ N, we
can construct nK ∈ N (i.e. the function K 7→ nK is computable) such that, for all n ≥ nK , it holds
f(n) ≥ K .
Models used. We use two different kinds of deterministic Turing machines as a model of computation:
a multi-tape Turing machine and a one-tape Turing machine. A multi-tape Turing machine is an 8-tuple
M = (Q,Σ,Γ,L, δ, q0, qacc, qrej), where Q is a set of states, Σ 6= ∅ an input alphabet, Γ ⊇ Σ a tape
alphabet, L ∈ Γ\Σ a blank symbol, δ a transition function (defining also the number of tapes) and
q0, qacc, qrej ∈ Q pairwise distinct starting, accepting and rejecting states. The machine has a read-only
input tape and all of its tapes are both-way infinite3. There is no output tape included, so on input w there
are three possible outcomes of the computation:
• M stops in state qacc. We say thatM accepts the input w and writeM(w) = 1,
• M stops in state qrej. We say thatM rejects the input w and writeM(w) = 0,
• M does not halt. We say thatM runs forever and writeM(w) =∞.
A one-tape Turing machine is again an 8-tuple M = (Q,Σ,Γ,L, δ, q0, qacc, qrej), where the transi-
tion function δ deals only with one both-way infinite read-write tape, which is also the input tape. For
the simplicity we assume that at each step (i.e. iteration of transition function) the head moves (left or
right). Just like above, there are three possible results of the computation.
For a function T : N → R+0 , if a [one-tape, multi-tape] Turing machine M , for each n ∈ N, makes
at most T (n) steps on inputs of length n, then we say thatM runs in time T (n).
3The results in this paper do not depend on these two parameters.
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Finite automata. In the next proposition we state a known fact about finite automata that will be needed
in the proofs of Theorem 4.7 and Theorem 4.16. All the material for its proof can be found e.g. in [6,
Chapter 1].
Proposition 2.1. Let A and B be deterministic finite automata that recognize languages LA and LB .
Then there exists an algorithm, which given A and B, constructs deterministic finite automata C1, C2
and C3, such that
• C1 recognizes the language LA
⋃
LB ,
• C2 recognizes the language LALB and
• C3 recognizes the language L∗A.
Manageable functions. We say that a function f : N → R+0 is manageable4 if there exists an algo-
rithm, which given A0, A1 . . . Ak ∈ N\{0} and B0, B1 . . . Bk ∈ N, decides whether the inequality
f(A0 + x1A1 + x2A2 + · · ·+ xkAk) < B0 + x1B1 + x2B2 + · · ·+ xkBk
holds for some x1, x2 . . . xk ∈ N.
Note that there are only integers on the right-hand side of the inequality. Thus the following holds.
Proposition 2.2. A function f : N → R+0 is manageable iff its integer part ⌊f⌋ is manageable.
The next proposition gives some examples of manageable functions.
Proposition 2.3. Let f : N → N be a computable function. If
• f is linear (i.e. of the form Cn+D) or
• f(n)n computably converges to∞,
then f is manageable.
Proof. The case when f is linear is easy and is left for the reader, so suppose that f(n)n computably
converges to∞. The next algorithm proves manageability of f :
• Let A0, A1 . . . Ak ∈ N\{0} and B0, B1 . . . Bk ∈ N be given.
• Find C ∈ N such that, for all i = 0, 1 . . . k, it holds CAi ≥ Bi.
• Find nC such that f(n) ≥ Cn for all n ≥ nC . This can be done because f(n)n computably
converges to∞.
• For i = 1, 2 . . . k, let yi ∈ N be such that A0 + yiAi ≥ nC .
It follows that the inequality
f(A0 + x1A1 + x2A2 + · · · + xkAk) ≥ B0 + x1B1 + x2B2 + · · ·+ xkBk
holds for x1, x2 . . . xk ∈ N if there exists an index i such that xi ≥ yi.
Indeed, xi ≥ yi implies A0 + x1A1 + x2A2 + · · ·+ xkAk ≥ nC , which implies f(A0 + x1A1 +
x2A2 + · · · + xkAk) ≥ C(A0 + x1A1 + x2A2 + · · · + xkAk).
• Check if the inequality
f(A0 + x1A1 + x2A2 + · · · + xkAk) < B0 + x1B1 + x2B2 + · · ·+ xkBk
holds for some non-negative integers x1 < y1, x2 < y2 . . . xk < yk. 
4Manageable functions will appear in Theorem 4.7
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We just proved (using also Proposition 2.2) that n, 3n + 2, n
√
log n, n2, 2n are all manageable
functions. The next proposition tells us that integer part of a manageable functions cannot be too com-
plicated.
Proposition 2.4. An integer part ⌊f⌋ of a manageable function f : N → R+0 is a computable function.
Proof. For n ∈ N, the following algorithm computes ⌊f⌋(n):
• If n = 0 return ⌊f(0)⌋. Else, return the largest i for which f(n) ≥ i. 
Decidability. When talking about decidability, we will define problems as sets of inputs. We will not
give the actual encodings5 , thus we will have to tell what all possible inputs are. We will do this using
“⊆”, as can be seen in the definition of a variant of the famous halting problem:
HALT = {(M,w); a one-tape Turing machineM halts on input w}
⊆ {(M,w); w is an input of a one-tape Turing machineM}.
Wewill say that a multi-tape Turing machineM decides (or solves) problem L ⊆ L¯, ifM halts on all
inputs that represent elements of L¯ and accepts exactly those inputs that represent elements of L. We will
say that a problem is decidable, if there exists a multi-tape Turing machine that decides it and undecidable
otherwise. When proving decidability of some problem L ⊆ L¯, we will only describe an algorithm which
solves L ⊆ L¯, not giving the construction of a multi-tape Turing machine for this purpose. Thus we will
be using the Church-Turing thesis and will confound decidability with the existence of algorithm.
It is well known that the halting problem is undecidable. We can reduce it to (consequently undecid-
able) problem
HALT1ǫ = {one-tape Turing machines that halt on input ǫ}
⊆ {one-tape Turing machines},
which will prove very useful for later reductions.
Lemma 2.5. The problem HALT1ǫ is undecidable.
Proof. Suppose that HALT1ǫ is decidable. Then there exists a multi-tape Turing machineHǫ that decides
HALT1ǫ . Let H be an arbitrary one-tape Turing machine and h its input. We will describe an algorithm
to decide whether H halts on input h, thus contradicting the undecidability of HALT:
• Construct a one-tape Turing machine H˜ that on empty input first writes h on its tape and then
simulates H on h.
• Return Hǫ(H˜).
Thus HALT1ǫ is undecidable. 
Definitions of problems. Next we define the problems that will be in our interest in this article. For a
function T : N → R+0 , define the problems
HALTT (n) ={multi-tape Turing machines that run in time T (n)}
⊆{multi-tape Turing machines},
HALT1T (n) ={one-tape Turing machines that run in time T (n)}
⊆{one-tape Turing machines}.
5We assume that we have some canonical encoding of [one-tape, multi-tape] Turing machines and pairs of words.
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Note that there is no bigO notation in the above definition, which is handled next. For a class of functions
F ⊆ {T : N→ R+0 }, define
HALTF ={multi-tape Turing machines that run in time T (n) for some T ∈ F}
⊆{multi-tape Turing machines},
HALT1F ={one-tape Turing machines that run in time T (n) for some T ∈ F}
⊆{one-tape Turing machines}.
IfF is the class of polynomials, we writeF = P, thus HALT
P
is the set of all multi-tape polynomial-
time Turing machines. If F is the class of exponential functions, we write F = EXP, thus HALT
EXP
is the set of all multi-tape exponential-time Turing machines. For a function T : N → R+0 , if F = {f :
N → R+0 ; f(n) = O(T (n))}, we write F = O(T (n)), thus HALTO(T (n)) is the set of all multi-tape
Turing machines that run in O(T (n)) time.
Problems HALT1
P
, HALT1
EXP
and HALT1O(T (n)) are defined similarly for one-tape Turing machines.
In contrast to already defined problems, we are sometimes interested in problems L ⊆ L¯ where
L¯ = {[one-tape, multi-tape] Turing machines that always halt}.
This problems are motivated by a belief that “programmers know that their program will always termi-
nate”. The negative results6 in this paper do not address this problem directly, but with a slight modifi-
cation they could.
3 Multi-tape machines
We start with multi-tape Turing machines because the results here are simpler than in one-tape case and
the reader may get a better feeling of what is going on. This section includes the results about decidability
of problems HALTF and HALTT (n) for different F and T . We will see that all “basic” problems HALTF
are undecidable and we will prove a tight bound on the function T for which the problem HALTT (n) is
decidable.
Let us start with the positive result.
Lemma 3.1. Let T : N → R+0 be a function such that, for some n0 ∈ N, it holds T (n0) < n0+1. Then
the problem HALTT (n) is decidable.
Proof. Let n0 be such that T (n0) < n0+1 and letM be an arbitrary multi-tape Turing machine. Wewill
describe an algorithm to decide whetherM runs in time T (n), thus proving decidability of HALTT (n):
• First, check if the running time ofM on inputs of lengths n ≤ n0 is at most T (n). If not, return
0. Else, let Tw be the maximum number of stepsM makes on inputs of length n0 and suppose this
maximum is achieved on input w.
• If Tw ≤ T (n) for all n > n0, return 1. Else, return 0.
To prove finiteness and correctness of the algorithm, note that if M makes at most T (n0) steps for
all inputs of size n0, thenM never reads the (n0 + 1)-st bit of any input. In this caseM makes at most
Tw steps on inputs of size more than n0. Moreover, for each n ≥ n0, there exists an input of length n on
which M makes exactly Tw steps (all inputs that begin with w are such). There are only finitely many
possibilities for Tw because Tw ≤ T (n0), thus the last line of the algorithm can be done in constant
time. 
The next lemma is the heart of negative results. Its one-tape analog, Lemma 4.1, is much more
technical.
6i.e. those that show undecidability
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Lemma 3.2. Let T : N → R+0 be a function such that, for all n ∈ N, it holds T (n) ≥ n+1. Then there
exists an algorithm that takes as input a one-tape Turing machine H and returns returns a multi-tape
Turing machine H˜ such that
H(ǫ) =∞ iff H˜ runs in time (n+ 1) iff H˜ runs in time T (n) iff H˜ always halts.
Proof. GivenH , we can construct a multi-tape Turing machine H˜ that uses the input tape just for count-
ing steps. On input w, H˜ simulates (|w|+1) steps of (H on input ǫ), while itself making exactly (|w|+1)
steps before halting. If H halts in less than (|w| + 1) steps, H˜ starts an infinite loop. 
Theorem 3.3. The problem HALTT (n) is undecidable iff T (n) ≥ n+ 1 holds for all n ∈ N.
Proof. Lemma 3.1 proves the only if part. For the if part, let a function T : N → R+0 be such that
T (n) ≥ n+ 1 for all n ∈ N
Suppose that HALTT (n) is decidable. For an arbitrary one-tape Turing machineH , let H˜ be a multi-
tape Turing machine that runs in time T (n) iff H(ǫ) = ∞. By Lemma 3.2 we can construct it from
H . Since HALTT (n) is decidable, we can verify whether H˜ runs in time T (n) and thus we can verify
whether H halts on input ǫ. This is a contradiction because HALT1ǫ is undecidable after Lemma 2.5. 
In the beginning of this section we declared that all “basic” problems HALTF are undecidable. The
next theorem with its corollaries reveals what was meant with “basic”.
Theorem 3.4. Let F ⊆ {f : N → R+0 } be a class of functions that contains arbitrary large constants.
Then the problem HALTF is undecidable.
Proof. The proof is by contradiction, so let a multi-tape Turing machine HF decide HALTF for some
class F of functions that contains arbitrary large constants. Define the class F = {T ∈ F , T (n) ≥
n+ 1 for all n} and consider two separate cases:
1. If F is empty, then the following algorithm solves HALT1ǫ :
• Given a one-tape Turing machine H , construct a multi-tape Turing machine H˜ that on input
w
– simulates |w| steps of (H on input ǫ).
– If H halts in less than |w| steps, then H˜ also halts and does not make any additional
steps.
– Else, H˜ makes at least one additional arbitrary step and halts.
We do not need H˜ to efficiently simulate H , but it is necessary that H˜ runs in constant time
if H halts on ǫ.
• Return HF (H˜).
It is clear from the algorithm thatH halts on input ǫ iff H˜ runs in constant time iff H˜ runs in time
T˜ (n) for some T˜ (n) ∈ F . The last iff follows from F = ∅ (as seen in the proof of Lemma 3.1,
a Turing machine that runs in time T (n) such that T (n0) < n0 + 1 for some n0 ∈ N, runs in
constant time) and the fact that F contains arbitrary large constants. It follows that the above
algorithm decides HALT1ǫ , which is a contradiction.
2. If F is not empty, then we can (again) solve HALT1ǫ :
For an arbitrary one-tape Turing machine H , use Lemma 3.2 to construct a multi-tape Turing
machine H˜ which runs in time (n + 1) iff H˜ always halts iff H(ǫ) = ∞. Now
(
1−HF (H˜)
)
tells whether H halts on input ǫ.
Since HALT1ǫ is undecidable, we have a contradiction.
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To sum up, HALTF is undecidable. 
This theorem has some interesting corollaries.
Corollary 3.5. The problems HALT
P
, HALT
EXP
and HALTO(T (n)) for T (n) = Ω(1) are undecidable.
Proof. The classes P, EXP and O(T (n)) for T (n) = Ω(1) contain all constants. 
Corollary 3.6. The problem HALTO(1) is undecidable.
To rephrase the corollary, there is no algorithm that would tell us which multi-tape Turing machines
run in constant time and which do not. The catch is of course in bigO notation, which hides the constant.
4 One-tape machines
This section includes the results about decidability of problems HALT1F and HALT
1
T (n) for different
F and T . We will see that these results are more complex than their multi-tape analogs which arises
from the ability of multi-tape Turing machines to efficiently count steps while simulating another Turing
machine.
4.1 Negative results
Let us start with a technical lemma that will ease reductions of the problem HALT1ǫ to the problems
concerning time complexity. It’s multi-tape analog is Lemma 3.2.
Lemma 4.1. Let T : N → R+0 be a function such that T (n) = Ω(n log n) and, for all n ∈ N, it holds
T (n) ≥ n + 1. Then there exists an algorithm that takes as input a one-tape Turing machine H and
returns a one-tape Turing machine H˜ such that
H(ǫ) =∞ iff H˜ runs in time T (n) iff H˜ always halts.
Proof. Because T (n) = Ω(n log n), there exist constants C,n0 ∈ N such that 6 ≤ C ≤ n0 and, for all
n ≥ n0, it holds
T (n) ≥ 3n logC n+ 6n+ 1.
For an arbitrary one-tape Turing machineH with tape alphabet Γ and blank symbolL, let us describe
a new one-tape Turing machine H˜:
• H˜ has the same input alphabet and blank symbol asH , but its tape alphabet is Γ⋃Γ′⋃{0, 1,#},
where Γ′ = {a′; a ∈ Γ}. Without loss of generality we can assume that sets {0, 1,#}, Γ and Γ′
are pairwise disjoint.
• On input w of length n, H˜ first reads the input and if n < n0, accepts in (n+ 1) steps. If n ≥ n0,
then H˜ overwrites the input with
#1n−1#,
leaving the head above the last written one. This all can be done in (n+ 1) steps.
• H˜ will never again write or overwrite the symbol #, which will serve as the left and right border
for the head. From now on, the head will move exactly from the right # to the left # and vice
versa. Thus we can only count how many times the head will pass from one # to another and
multiply the result with n to get how many steps were done. A transition of the head form one #
to another will be called a (head) pass.
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• Form = ⌈logC n⌉, H˜ can transform its tape into
#LmL′L0n−3−m#
in the next (2m+ 2) head passes7.
This can be done if on each pass to the right H˜ turns (C − 1) successive ones into zeros, leaves
out the next symbol one, turns the next (C − 1) successive ones into zeros . . . until it comes to#.
Also when passing to the right, it adds another blank symbol after the last written blank symbol.
When passing to the left it changes nothing. When there are no more ones, it makes two additional
passes to insert L′L after blank symbols.
Until this point we did not need any information about H .
• The tape is now prepared for simulation ofH on input ǫ. The symbols from Γ tell us how the tape
of H looks like and the (only) symbol from Γ′ tells us the current head position inH .
• The simulation goes as follows: in each pass, H˜ turns (C−1) successive zeros into blank symbols,
leaves out the next symbol zero, turns next (C − 1) successive zeros into blank symbols . . . and
when the head comes to the “simulation part” of the tape, it simulates one step of H iff the head
of H would move in the same direction as the head of H˜ is currently moving. Thus H˜ simulates
at least one and at most two steps of H in two head passes.
• If H˜ runs out of zeros on its tape before the simulation of H has finished, it halts (e.g. goes in
qacc). Else, H˜ starts an infinite loop so that H˜(w) =∞.
• From 6 ≤ C ≤ n0 ≤ n it follows that n − 3 −m ≥ Cm−2, so H˜ needs at least (m − 1) head
passes to erase all zeros.
Thus if H˜ halts, this means that H does not complete its computation on input ǫ in ⌊m−12 ⌋ steps.
In this case H˜ makes at most m head passes from the beginning of the simulation until it halts
and thus makes at most T (n) steps altogether on input w.
If H˜ does not halt, this means that H halts on input ǫ.
Note that sincem = Ω(log n) 6= O(1) it holds
H(ǫ) =∞ iff H˜ runs in time T (n) iff H˜ always halts.
To sum up, we have described a desired one-tape Turingmachine H˜ and it is clear from the description
that there exists an algorithm that constructs it from H . 
The next theorem with its corollaries is an analog of Theorem 3.4 for multi-tape Machines.
Theorem 4.2. Let F ⊆ {f : N → R+0 } be a class of functions that contains arbitrary large constants.
Then the problem HALT1F is undecidable.
Proof. The proof is by contradiction, so let a multi-tape Turing machine HF decide HALT
1
F for some
class F of functions that contains arbitrary large constants. Define the class F = {T ∈ F , T (n) ≥
n+ 1 for all n} and consider two separate cases:
1. If for all functions T ∈ F , it holds T (n) 6= Ω(n log n), then the following algorithm solves
HALT1ǫ :
• Given a one-tape Turing machineH , construct a one-tape Turing machine H˜ that on input w
– simulates |w| steps of (H on input ǫ).
7Note that Cm−1 ≤ n− 1 < Cm.
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– If H halts in less than |w| steps, then H˜ also halts and does not make any additional
steps.
– Else, H˜ makes at least additional |w| log |w| arbitrary steps and halts.
This can easily be done, for example, by using the input portion of the tape only for counting
steps and the left portion of the tape for simulation of (H on input ǫ). We do not need H˜ to
efficiently simulate H , but it is necessary that H˜ runs in constant time if H halts on ǫ.
• Return HF (H˜).
It is clear from the algorithm thatH halts on input ǫ iff H˜ runs in constant time iff H˜ runs in time
T˜ (n) for some T˜ (n) 6= Ω(n log n).
Now ifHF (H˜) = 1, then there exists a function T ∈ F , such that H˜ runs in time T (n). If T ∈ F ,
then T (n) 6= Ω(n log n), thusH halts on input ǫ. If T 6∈ F , then by the definition of F there exists
n0 such that T (n0) < n0 + 1, which implies that H˜ never reads the (n0 + 1)-st bit of any input
(see the proof of Lemma 3.1). It follows that H˜ runs in constant time and consequentially H halts
on input ǫ.
IfHF(H˜) = 0, then H˜ does not run in constant time because F contains arbitrary large constants.
SoH does not halt on input ǫ.
It follows that the above algorithm decides HALT1ǫ , which is a contradiction.
2. If for some function T ∈ F holds T (n) = Ω(n log n), then we can (again) solve HALT1ǫ :
For an arbitrary one-tape Turing machine H , use Lemma 4.1 to construct a one-tape Turing ma-
chine H˜ which runs in time T (n) iff H˜ always halts iff H(ǫ) = ∞. Now
(
1−HF (H˜)
)
tells
whether H halts on input ǫ.
Since HALT1ǫ is undecidable, we have a contradiction.
To sum up, HALT1F is undecidable. 
Corollary 4.3. The problems HALT1
P
, HALT1
EXP
and HALT1O(T (n)) for T (n) = Ω(1) are undecidable.
Proof. The classes P, EXP and O(T (n)) for T (n) = Ω(1) contain all constants. 
Corollary 4.4. The problem HALT1O(1) is undecidable.
Now let us look at decidability of problems HALT1T (n), where T is an explicit function. While Theo-
rem 3.3 was enough for the multi-tape case, we need Theorem 4.5, Proposition 4.6 and Theorem 4.7 to
answer questions about decidability of HALT1T (n).
Theorem 4.5. Let T : N → R+0 be a function such that T (n) = Ω(n log n) and, for all n ∈ N, it holds
T (n) ≥ n+ 1. Then the problem HALT1T (n) is undecidable.
Proof. For an arbitrary one-tape Turing machine H , let H˜ be a one-tape Turing machine that runs in
time T (n) iff H(ǫ) =∞. By Lemma 4.1 we can construct it from H .
Now if the problem HALT1T (n) was decidable, we could decide whether H˜ runs in time T (n) and
thus also whether H halts on input ǫ. This is a contradiction since HALT1ǫ is undecidable. 
4.2 Positive results
The next proposition shows that the condition T (n) ≥ n+ 1 in Theorem 4.5 is inevitable. The proof is
just the same as in the multi-tape case (Lemma 3.1) an will be left out.
Proposition 4.6. Let T : N → R+0 be a function such that, for some n0 ∈ N, it holds T (n0) < n0 + 1.
Then the problem HALT1T (n) is decidable.
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Until this point we know that, for T (n) = Ω(n log n), we can solve HALT1T (n) iff, for some n0 ∈ N,
it holds T (n0) < n0 + 1. It remains to see that HALT
1
T (n) is decidable for all nice functions T (n) =
o(n log n).
Theorem 4.7. For any manageable function T : N → R+, for which the function n lognT (n) computably
converges to∞, the problem HALT1T (n) is decidable.
Some examples of manageable functions were given in Proposition 2.3. Note that Theorem 4.7 tells
us that we can algorithmically verify not only whether a one-tape Turing machine runs in time Cn+D
for constants C,D ∈ N, but also whether it runs in time like (n + 1)√log(n+ 2). The proof of this
theorem will be given after we introduce the notion of crossing sequences, which will be the main tool
in the proof.
Crossing sequences. For a one-tape Turing machineM , we can number the cells of its tape with inte-
gers so that the cell 0 is the one where M starts its computation. Using this numbering we can number
the boundaries between cells as shown on Figure 1. Whenever we say that an input is written on the tape,
we mean that its i-th bit is in cell (i− 1) and all other cells contain the blank symbol L.
boundaries: . . . −3 −2 −1 0 1 2 3 4 5 . . .
cells: . . . −3 −2 −1 0 1 2 3 4 5 . . .
Figure 1: Numbering of tape cells and boundaries of a one-tape Turing machine.
Let τ be the tape of M with some symbols written on it. We can cut the tape on finitely many
boundaries to get tape segments τ1, τ2 . . . τk so that τ = τ1τ2 · · · τk, where τ1 is left infinite, τk is right
infinite and the other segments are finite. We can also start with a tuple of segments τ˜1, τ˜2 . . . τ˜l and glue
them together to get a tape τ˜ = τ˜1τ˜2 · · · τ˜l. This can be done if τ˜1 is left infinite, τ˜l is right infinite, other
segments are finite and exactly one of the segments has a prescribed location for the cell 0 (where M
starts its computation). If we runM on τ˜ , we have three possible results of the computation:
• M stops in state qacc. We say thatM accepts the tape τ˜ and writeM(τ˜ ) = 1,
• M stops in state qrej. We say thatM rejects the tape τ˜ and writeM(τ˜ ) = 0,
• M does not halt. We say thatM runs forever and writeM(τ˜) =∞.
Suppose thatM crosses the i-th boundary of tape τ at steps t1, t2 . . . (this sequence can be finite or
infinite). IfM was in state qj after making the step tj , for all j, then we say thatM produces the crossing
sequence C = q1, q2 . . . on the i-th boundary of τ and we denote its length by |C| ∈ N
⋃{∞}. Note that
this sequence contains all the information the machine carries across the i-th boundary of the tape, thus
the next proposition proven by Hennie [2] is very intuitive.
Proposition 4.8. Let τ1τ2 and τ˜1τ˜2 be two tapes of a one-tape Turing machineM such thatM(τ1τ2) =
M(τ˜1τ˜2). Suppose that segments τ1 and τ2 are joined at boundary i > 0 and segments τ˜1 and τ˜2 are
joined at boundary j > 0. IfM on tape τ1τ2 on boundary i produces the same crossing sequence as on
tape τ˜1τ˜2 on boundary j, then
a) M(τ1τ2) =M(τ˜1τ˜2) =M(τ1τ˜2) =M(τ˜1τ2),
b) the crossing sequences generated on tapes τ1τ2 and τ1τ˜2 at corresponding boundaries of segment τ1
are identical,
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c) the crossing sequences generated on tapes τ1τ2 and τ˜1τ2 at corresponding boundaries of τ2 are
identical.
Note that conditions i > 0 and j > 0 cause the cell 0 to be in left segments, which makes it possible
to swap right segments. The same result also holds if we put i, j ≤ 0. The following corollary is now
trivial.
Corollary 4.9. Let τ1τ2τ3 be a tape of a one-tape Turing machine M . Suppose that segments τ1 and τ2
are joined at boundary i > 0 and segments τ2 and τ3 are joined at boundary j. If M on tape τ1τ2τ3
produces the same crossing sequences on boundaries i and j, then M(τ1τ2τ3) = M(τ1(τ2)
nτ3) for all
n ∈ N.
Note that condition i > 0 could be replaced by j ≤ 0. In other words, if the same crossing sequence
appears on both ends of some tape segment that does not contain cell 0, then we can remove this segment
or add extra copies of it next to each other without affecting the result of the computation.
The next lemma, implicit in Kobayashi [3], is not that intuitive.
Lemma 4.10. Let T : N → R+ be a function such that T (n) = o(n log n) and let
g(n) =
{
n logn
T (n) ; n ≥ 2
1 ; n = 0, 1.
Then, for any integer q ≥ 2, there exists a constant c such that any one-tape Turing machine with q states
that runs in time T (n), on each input produces only crossing sequences of lengths bounded by c. What
is more, c can be any constant satisfying c ≥ max{T (0), T (1)} and the following inequality:
3
qn(log q)/g(n)
1/2 − 1
q − 1 ≤ n− 3−
n
g(n)1/2
+ c
g(n)1/2
log n
(1)
for all n ≥ 2.
Note that since lim
n→∞
g(n) = ∞, then, for any q ≥ 2, there exists a constant c ≥ max{T (0), T (1)}
such that Inequality (1) holds for all n ≥ 2. Now let us prove the lemma.
Proof. LetM be a one-tape Turingmachine with q states that runs in timeT (n). Let c ≥ max{T (0), T (1)}
be such that Inequality (1) holds for all n ≥ 2 and suppose thatM produces a crossing sequence of length
more than c on some input. Let w be the shortest such input and let n0 = |w|. Note that n0 ≥ 2 since
c ≥ max{T (0), T (1)}. Suppose w was given toM .
Let h be the number of boundaries from {1, 2 . . . n0 − 1} on which crossing sequences of lengths
less than (log n0)/g(n0)
1/2 were produced. Then we have
n0 log n0
g(n0)
= T (n0) > c+ (n0 − 2− h) log n0
g(n0)1/2
and hence
h > n0 − 2− n0
g(n0)1/2
+ c
g(n0)
1/2
log n0
≥ 3qn
(log q)/g(n0)1/2
0 − 1
q − 1 + 1
= 3
q(logn0)/g(n0)
1/2+1 − 1
q − 1 + 1.
Moreover, a simple counting shows that there are at most (q(log n0)/g(n0)
1/2+1 − 1)/(q − 1) distinct
crossing sequences of lengths less than (log n0)/g(n0)
1/2.
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Hence, by the pigeonhole principle, there exist at least four boundaries in {1, 2 . . . n0− 1} on which
the same crossing sequence s was produced. Now if a crossing sequence of length more than c was
produced on some boundary i ∈ Z, we can find two boundaries in {1, 2 . . . n0 − 1} on which s was
produced, such that i does not lie between them. If we cut away the subword of w between those two
boundaries, we get an input for M of length less than n0 on whichM produces a crossing sequence of
length more than c. This contradicts the selection of w and completes the proof of the lemma. 
This lemma has some interesting consequences.
Corollary 4.11. If a one-tape Turing machine M runs in time T (n) = o(n log n), then there exists a
constant D, such thatM on each input w visits at most |w|+D cells.
Proof. After Lemma 4.10, the length of crossing sequences produced by M is bounded by a constant
and thus M produces only constantly many crossing sequences. If K is this constant, let us prove that
M visits at mostK cells to the right of the input.
Suppose that this is not true for some inputw. If we runM onw, then there are at least two boundaries
with index greater than or equal to |w|, say i and j, that produce the same non-empty crossing sequence.
At the beginning of the computation we only have blank symbols between those two boundaries, thus all
boundaries i+ k|j − i| for k ∈ N produce the same crossing sequence. This is a contradiction withM
running in finite time, thusM visits at mostK cells to the right of the input.
The same way we can show that M visits at most K cells to the left of the input, which completes
the proof. 
The next corollary gives us even more feeling about the o(n log n) bound on running time for a
one-tape Turing machine.
Corollary 4.12. If a one-tape Turing machine runs in time o(n log n), then it runs in linear time.
Proof. LetM be a one-tape Turing machine that runs in time o(n log n). The main observation is thatM
on each input w halts exactly after
∑ |C| steps, where the sum is over all crossing sequences C produced
on boundaries of the tape. From Lemma 4.10 it follows that each addend is bounded by a constant and
from Corollary 4.11 it follows that there are at most |w|+D of them for some constant D. 
The following lemma makes an introduction to the proof of Theorem 4.7.
Lemma 4.13. Let T : N → R+ be a function for which ⌊T ⌋ is computable and the function
g(n) =
{
n logn
T (n) ; n ≥ 2
1 ; n = 0, 1
computably converges to∞. Then given q ∈ N, we can compute a constant upper bound of the length of
the crossing sequences produced by any q-state one-tape Turing machine that runs in time T (n).
Proof. After Lemma 4.10, we only need to construct a constant c ≥ max{T (0), T (1)} which satisfies
Inequality (1) for the given q and all n ≥ 2. The construction of c can go as follows:
• Use computable convergence of g to find N ∈ N such that for all n ≥ N holds g(n) ≥ 4(log q)2.
Increase N if necessary so that, for all n ≥ N , it also holds √n ≤ 112n and g(n) ≥ 16.
It is easy to see that Inequality (1) holds for all n ≥ N independently of the value of c ≥ 0.
• Use computability of ⌊T ⌋ to find such c ∈ N that the Inequality (1) holds for 2 ≤ n < N .
Note that g(n) ≥ 1⌊T (n)⌋+1 for n ≥ 2.
• Increase c to get c ≥ max{T (0), T (1)}. 
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Proof of Theorem 4.7. Let T : N → R+ be a manageable function for which the function n lognT (n)
computably converges to ∞. Because T is manageable, ⌊T ⌋ is computable after Proposition 2.4. The
following algorithm verifies whether a one-tape Turing machineM with q states runs in time T (n), thus
solving HALT1T (n).
(i) Use Lemma 4.13 to construct an upper bound c ∈ N on the length of the crossing sequences
produced by any one-tape Turing machine with q states that runs in time T (n).
(ii) Compute
K =
qc+1 − 1
q − 1 ,
which is an upper bound on the number of distinct crossing sequences produced by any one-tape
Turing machine with q states that runs in time T (n).
Now the idea is as follows. If M runs in time T (n), then we can (cleverly) split each input into
parts of lengths at most K , on which M produces pairwise distinct crossing sequences. Then we
only have to worry about how many stepsM makes on each of those parts.
(iii) Define sets X = ∅ and S = ∅.
The following steps are defined in such a way that, ifM runs in time T (n), then
• at the end of Step (iv) the set X will contain all inputs x for which M produces pairwise
distinct crossing sequences on boundaries {i; 0 < i ≤ |x|} and
• at the end of Step (vi) the set S will contain all crossing sequences produced by M on all
inputs w on boundaries {i; 0 < i ≤ |w|}.
• Note that the cardinality of S and the length of each x ∈ X will be bounded by K .
(iv) For each input w of length |w| ≤ K , simulateM on w and
• ifM makes more than T (|w|) steps, return 0. Else,
• add all crossing sequences produced on boundaries {i; 0 < i ≤ |w|} to S and
• if these crossing sequences are pairwise distinct, add w to X and
• define Tw as the number of stepsM makes on input w.
(v) For each crossing sequence s ∈ S, define the set Ys = ∅.
We say that a word y is compatible with s, if there exists an input w such that w = w1yw2 andM
produces s on boundaries |w1| > 0 and |w1|+ |y|. Additionally, if the crossing sequences produced
on boundaries {i; |w1| < i ≤ |w1|+|y|} are pairwise distinct, we say that y is primitive compatible
with s. Note that the definition does not depend on the choice of words w1 and w2.
IfM runs in time T (n), then the set Ys will at the end of Step (vi) contain all non-empty words that
are primitive compatible with s.
(vi) For each crossing sequence s ∈ S and each word y of length 0 < |y| ≤ K , if y is primitive
compatible with s, put y in Ys. For such a y, if w1yw2 is some input that induces the compatibility
of y with s, put all crossing sequences thatM produces on input w1yw2 on boundaries {i; |w1| <
i < |w1|+ |y|} in S.
We can realize this step with a simple simulation ofM on word y, by which we pretend that on the
left and right of y are some words that collaborate in the production of crossing sequence s on both
ends of y:
• If s is the empty sequence, then y is primitive compatible with s iff y is a one-symbol word.
Else, let s = q1, q2 . . . qk.
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• Suppose the input y is written onM ’s tape whileM is in state q1 and has its head above cell
0.
• SimulateM until it leaves the portion of the tape where y was written.
– If a crossing sequence of length greater than c is produced,M does not run in time T (n),
thus return 0.
– IfM halted before its head crossed boundaries 0 or |y|, then y is not compatible with s.
– IfM ’s head crossed boundary 0 in a state 6= q2 or boundary |y| in a state 6= q1, then y is
not compatible with s.
• IfM ’s head crossed boundary 0 in state q2, put its head back on cell 0, change its state to q3
and continue with simulation. If there is no state q3 (i.e. k = 2), then y is not compatible with
s.
• IfM ’s head crossed boundary |y| in state q1, then
– if k > 1, changeM ’s state to q2, put its head on cell (|y|−1) and continue with simulation.
– if k = 1, stop the simulation and if crossing sequences produced on boundaries 0 < i <
|y| are pairwise distinct and none is equal to s, then y is primitive compatible with s,
otherwise y is not primitive compatible with s.
• Continue with the simulation as just described until it is found whether y is primitive compat-
ible with s or not. If it is, add the crossing sequences produced on boundaries {i; 0 < i < |y|}
during simulation to S.
For y ∈ Ys, define Ts,y = |s| +
∑ |C| where the sum is over all crossing sequences C produced
on boundaries {1, 2 . . . |y| − 1} in the above simulation. It follows that Ts,y is the timeM spends
on part y of any input that induces compatibility of y with s.
Note that S can acquire new elements during this simulation, thus we have to construct Ys for those
elements too. Since S contains only crossing sequences of length at most c, the procedure is finite.
(vii) Check whether all non-empty words can be constructed in the following way:
• Start with some word w ∈ X.
• Repeat the next line finitely many times (possibly 0):
– SupposeM on input w produces a crossing sequence s on some boundary i, 0 < i ≤ |w|.
Insert some word from Ys into w on the place where s was produced.
A possible implementation of this step is given later in Lemma 4.15. If there exists some non-empty
word that cannot be constructed this way, return 0.
It is important to see that, ifM runs in time T (n), then each non-empty word w can be constructed
this way. This is because suchM can generate at most K different crossing sequences on input w
and, if w 6∈ X, then at least two crossing sequences produced on boundaries {1, 2 . . . |w|} must
be the same. Hence, we can find and cut out a section of w that is primitive compatible with some
crossing sequence produced on both of section’s ends. If we continue with cutting such sections
out, we are left with a word x ∈ X at the end and thus each section that was cut out belongs to some
Ys. So we can find all “parts” of w in sets Ys and X and we can construct w as described above.
(viii) If the number of stepsM makes on inputsX and parts Ys is appropriate forM to run in time T (n),
then return 1, else return 0.
This step can be implemented in the following way:
• For each x ∈ X and for all choices of subsets Y˜s ⊆ Ys, for which we can construct some word
as in Step (vii) by starting with x and inserting only words from sets Y˜s on appropriate places
such that each word from each Y˜s is used exactly once,
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– use manageability of T to check whether the inequality
Tx +
∑
s∈S
∑
y∈Y˜s
Ts,y · ks,y ≤ T

|x|+∑
s∈S
∑
y∈Y˜s
|y| · ks,y


holds for all ks,y ∈ N\{0}. If it does not, return 0.
• Return 1.
Note that in the argument of T on the right-hand side of the inequality, we have the length of some
word constructed as in Step (vii) by starting with x and inserting ks,y words y ∈ Ys on appropriate
places. On the left-hand side we have the number of steps thatM makes on such an input. Step (vii)
tells that all non-empty inputs are considered this way and the condition before the inequality tells
that it is possible to use only and all parts from sets Y˜s at once.
The comments inside the algorithm show its finiteness and correctness. The only thing missing is
the implementation of Step (vii), which is described next.
Suppose X, S and Ys are as at the end of Step (vi). For each S˜ ⊆ S and s ∈ S˜, define the language
Ls,S˜ = {words compatible with s on whichM produces only crossing sequences from S˜
on the simulation described in Step (vi)}.
In the next few results we use some well known facts about regular expressions, regular languages
and finite automata. All the material needed can be found e.g. in [6, Chapter 1]. Also, the Proposition 2.1
will prove useful.
Lemma 4.14. There exists an algorithm which can be used as a subroutine in Step (vii) that, given S˜ ⊆ S
and s ∈ S˜, it constructs a deterministic finite automaton that recognizes Ls,S˜ .
Proof. We will prove this by induction on the size of S˜. If S˜ = {s}, then
Ls,S˜ =
{ {y1, y2 . . . yk}∗ ; Ys contains one-symbol words y1, y2 . . . yk;
∅ ; Ys contains no one-symbol word,
and the lemma holds. If S˜ has more than one element, then
Ls,S˜ =


⋃
y1y2···yk∈Ys
s1,s2...sk−1∈S˜
{
y1Ls1,S¯y2Ls2,S¯ · · ·Lsk−1,S¯yk
}


∗
where
• y1, y2 . . . yk are symbols of some word from Ys,
• s1, s2 . . . sk−1 are crossing sequences generated between y1, y2 . . . yk on the simulation described
in Step (vi), and
• S¯ = S˜\{s}.
By the induction hypothesis we can construct deterministic finite automata that recognize languages
Lsi,S¯ . After Proposition 2.1 we can construct a deterministic finite automaton that recognizes Ls,S˜ . 
The next lemma finishes the proof of Theorem 4.7.
Lemma 4.15. We can implement Step (vii).
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Proof. It is easy to see that we only need to give an algorithm which verifies whether all words are in
the set
L =
⋃
x1x2···xk∈X
{x1Ls1,Sx2Ls2,S · · · xkLsk,S}
⋃
{ǫ},
where x1, x2 . . . xk are symbols of some word fromX and s1, s2 . . . sk are crossing sequences generated
on boundaries {1, 2 . . . k} on simulation ofM on input x1x2 · · · xk.
We can use Lemma 4.14 to construct a deterministic finite automaton F that recognizes the language
L. It follows thatL contains all words iff all reachable states ofF are accepting, which can algorithmically
be verified. 
The next theorem is an improvement over the result of Hartmanis [1] which states that one-tape Turing
machines that run in o(n log n) time accept only regular languages. Note that, because of Corollary 4.12,
one-tape Turing machines that run in o(n log n) time, run in linear time.
Theorem 4.16. There exists an algorithm that takes integers C,D ∈ N and a one-tape Turing machine
M as inputs and ifM runs in time Cn+D, returns an equivalent deterministic finite automaton.
Proof. Let integers C,D ∈ N and a one-tape Turing machineM with q states be given. The case when
C = 0 is easy and is left for the reader. If D = 0, then M does not run in time Cn + D because this
would imply thatM makes no step on empty input. So we can suppose C,D > 0.
Because of the simplicity of the function T (n) = Cn +D, we can still use the manageability of T
and the computable convergence to∞ of n lognT (n) , although C and D are given as parameters. Hence, we
can verify whether M runs in time T (n) with the above algorithm. If the answer is yes, let X and S be
the sets constructed after Step (vi). Let XA
⋃
XR be a partition of X on inputs that are accepted byM
and on inputs that are rejected byM . ThenM accepts the language
L =
⋃
x1x2···xk∈XA
{x1Ls1,Sx2Ls2,S · · · xkLsk,S}
⋃
E,
where
• x1, x2 . . . xk are symbols of some word from XA,
• s1, s2 . . . sk are crossing sequences generated on boundaries {1, 2 . . . k} on simulation of M on
input x1x2 · · · xk, and
• ifM accepts ǫ, then E = {ǫ}, else E = ∅.
We can use Lemma 4.14 to construct a deterministic finite automaton that recognizes the language L.
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