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Abstract
We prove that the operator G, the closure of the first-order differential operator −d/dt + D(t) on
L2(R,X), is Fredholm if and only if the not well-posed equation u′(t) = D(t)u(t), t ∈ R, has exponential
dichotomies on R+ and R− and the ranges of the dichotomy projections form a Fredholm pair; moreover,
the index of this pair is equal to the Fredholm index of G. Here X is a Hilbert space, D(t) = A+B(t), A is
the generator of a bi-semigroup, B(·) is a bounded piecewise strongly continuous operator-valued function.
Also, we prove some perturbations results and consider various examples of not well-posed problems.
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1. Introduction
The Dichotomy Theorem goes back to the classical finite-dimensional work in [7,8,31,32]
and [35]. In an appropriate setting, this theorem relates the Fredholm property and Fredholm
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of an infinite-dimensional differential equation on the line,
u′(t) = D(t)u(t)+ f (t), t ∈ R, (1.1)
and exponential dichotomies on the semilines R+ and R− of the equation
u′(t) = D(t)u(t). (1.2)
For the long history and recent advances on this topic we refer to [16,21,22,36,37]. In particular,
there is an important connection of the Dichotomy Theorem and the celebrated Atiyah–Patodi–
Singer “Index = Spectral Flow” Theorem, see [3,34].
The main purpose of this paper is to continue both the work of B. Sandstede and A. Scheel
in [37], and the work in [21,22], proving the Dichotomy Theorem for the infinite-dimensional
equation (1.2), for which the initial value problem is well-posed on one half of the space for for-
ward time and for another half for backward time. Specifically, we assume that D(t) = A+B(t),
t ∈ R, the operator A is the generator of a stable bi-semigroup, and B(·) is a bounded piecewise
strongly continuous function on R with values in the set B(X) of bounded operators on a Hilbert
space X.
We recall that A is called the generator of a (uniformly exponentially) stable bi-semigroup
provided A = A1 ⊕ (−A2) in the direct sum decomposition X = X1 ⊕X2, where Ai is the
generator of a uniformly exponentially stable strongly continuous semigroup {Ti(t)}t0 on Xi ,
i = 1,2, see e.g. [8]. Thus, Eq. (1.2) is not well-posed in the sense that it does not generate an
evolution family neither in forward nor in backward time on the entire space. Originated in the
pioneering work on elliptic problems on cylindrical domains, see [19,26,27,33,37], this not well-
posed setting arises from several sources; here we mention the study of modulated waves that
can emerge from traveling waves via Hopf bifurcations (see [33] and [37]), the Morse theory (see
[1,2,34]) and the theory of PDE Hamiltonian systems (see [36]).
If Eq. (1.2) is well-posed then one can interpret solutions of the corresponding inhomoge-
neous equation (1.1) with f ∈ L2(R,X) in the mild sense. This leads to the definition, via the
mild solutions, of an operator, G, which is the closure of −L. Also, the operator −G can be char-
acterized as the generator of the evolution semigroup defined by means of the evolution family
associated with (1.2), see [10]. The Dichotomy Theorem then is proved either for the operator
G in place of L, see [4–6,21,22] or, under some additional regularity (parabolicity) assumptions,
directly for L, see [15,16]. Unlike the well-posed setting for which the Dichotomy Theorem is
well understood, much less is known when (1.2) is not well-posed. We mention here a fundamen-
tal contribution in [33,37], where the Dichotomy Theorem is proved for some important specific
choices of A and the operator-valued function B . In particular, the C0-semigroups {Tj (t)}t0 are
assumed in [33,37] to be analytic.
The first new issue related to the not well-posed setting of the current paper is a proper under-
standing of the notion of solutions of the inhomogeneous equation (1.1). Indeed, in the setting
of the current paper neither of the objects mentioned in the previous paragraph exists: we do
not have an evolution family, thus the evolution semigroup, thus G. To bypass these difficul-
ties, in this paper we interpret solutions of the not well-posed inhomogeneous equation using the
frequency-domain approach. Applying, formally, the Fourier transform F in (1.1), and using that
iR ⊆ ρ(A) due to the exponential stability of the bi-semigroup, we obtain the equation
(Fu)(ξ)−R(2πiξ,A)F(B(·)u(·))(ξ) = R(2πiξ,A)(Ff )(ξ), ξ ∈ R, (1.3)
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for Eq. (1.2) with B = 0 by
V(t) = T1(t)P1 for t  0 and V(t) = −T2(−t)P2 for t  0, (1.4)
where Pi are the projections given by the decomposition X = X1 ⊕X2, Xi = imPi , i = 1,2,
we note that FV(·)x = R(2πi·,A)x for each x ∈ X. Thus, using convolutions, (1.3) can be
alternatively written as
u− V ∗ (B(·)u(·))= V ∗ f. (1.5)
However, it turns out that the frequency domain formulation (1.3) is more convenient than (1.5),
and will be used in what follows. Eq. (1.3) gives rise to the operator G (such that Gu = f if and
only if (1.3) holds), used in the formulation of the Dichotomy Theorem 1.2 below. As shown
in Proposition 2.1, under certain additional regularity assumptions on the operator A, one has
G = −L. Throughout this paper we will assume the following backward–forward uniqueness
property.
Hypothesis 1.1. If a function u that belongs either to kerG or to kerG∗ is equal to zero at a
point t ∈ R, then u is identically zero.
This assumption is widely accepted in the related work, see, e.g. [17,22,37]. However, to
verify this hypothesis for each particular class of PDEs is a separate and rather challenging
problem, cf. [37, Remark 2.5], requiring completely different methods. Therefore, this issue is
not addressed in this paper. We also mention that the Fredholm property of G does not imply that
Hypothesis 1.1 holds even in the well-posed setting as shown by means of [21, Example 7.2].
To formulate our principal result, we recall that a pair (Y,Z) of subspaces of X is called
Fredholm provided that α(Y,Z) := dim(Y ∩ Z) < ∞, the sum Y +Z is closed and β(Y,Z) :=
codim(Y +Z) < ∞; the Fredholm index of the pair of subspaces is defined as ind(Y,Z) =
α(Y,Z)− β(Y,Z).
Theorem 1.2 (Dichotomy Theorem). Assume Hypothesis 1.1. Then the operator G is Fredholm
on L2(R,X) if and only if the following two conditions hold:
(i) Eq. (1.2) has an exponential dichotomy on R+ with dichotomy projections {P+(t)}t0 and
an exponential dichotomy on R− with dichotomy projections {P−(t)}t0.
(ii) The pair of subspaces (imP+(0),kerP−(0)) is Fredholm.
Moreover, if G is Fredholm, then dim kerG = α(imP+(0),kerP−(0)), codim imG =
β(imP+(0),kerP−(0)) and the Fredholm index of G is computed as
indG = ind(imP+(0),kerP−(0)). (1.6)
The main novelty of this result as compared to [5,16,21,22] is the not well-posedness of
Eqs. (1.1)–(1.2). Also, in our general not well-posed setting, we prove the Dichotomy Theorem
without assuming any asymptotic properties of the operator-valued function D(·) or the compact-
ness of the embedding of dom(A) in X, cf. [3,34], and without assuming that the C0-semigroups
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show the existence of the exponential dichotomies on R+ and R− provided G is Fredholm. Here,
we remark the following differences between the well- and not well-posed settings. The first ma-
jor difficulty is to identify the subspaces where the forward and backward solutions of (1.2)
exist provided the operator G is Fredholm. The assumption of backward–forward uniqueness
in Hypothesis 1.1 is used in the proof of the semiflow properties of the solutions. Second, our
definition of the exponential dichotomy is quite different from the one used in the well-posed
setting, see, e.g. [10,13,24]. Indeed, we do not assume that the solutions on unstable fibers have
continuations in forward time nor we assume that the respective propagators acting between the
unstable fibers are invertible (these assumptions are not natural even when B = 0). Thus, the di-
chotomy definition is close to the one in [37] although we make adjustments to account for our
non-analytic setting. Third, the lack of the evolution families does not allow us to use the discrete
time systems as in [18] and [15,21,22]. However, there are some similarities in the proof of the
Dichotomy Theorem for the well- and not well-posed cases. Indeed, in both cases, we proceed
by “removing” first the kernel and the co-kernel of the Fredholm operator G, cf. [22]. As soon
as this is done, cf. [21], we use the so-called input–output method going back to [13] and [24],
cf. also [29,30]. The essence of this approach is to consider a solution u of (1.2) on, say, [τ,∞)
and a suitable real-valued function ϕ so that the formula G(ϕu) = ϕ′u holds, see Proposition 3.4.
Next, we note that for well-posed equations (1.2) a classical way to treat the dichotomy on R−
is to reduce it to the dichotomy of the adjoint equation on R+, cf. [13]. In the present setting we
do not need to use the adjoint operators and the change of variables t = −s in (1.2) alone does
the job by reducing the study of Eq. (1.2) for t  0 to the study of equation x′(t) = D
(t)x(t),
t  0, where D
(t) = −A−B(−t). The key point here is that the operator −A satisfies the same
properties as A.
Finally, we address in this paper the natural question if the Fredholm property of the oper-
ator G is preserved under a small compact perturbation of the coefficients in Eq. (1.2), gen-
eralizing corresponding results from [22,33,34]. More precisely, we prove in Section 7 that
if we add compact operators K(t) in Eq. (1.2) that satisfy one of the asymptotic conditions
lim|t |→∞ ‖K(t)‖ = 0 or ‖K(·)‖ ∈ L2(R), then the Fredholm property and the Fredholm index
of the operator G are preserved. This result can be used to prove the existence of exponential
dichotomy for the perturbation of a dichotomic system and to prove the existence of a bi-family
associated with a not well-posed equation, see, e.g. Example 8.9.
We emphasize that our proof of the index formula does not require differentiability of D(·).
When Eq. (1.2) is well-posed, an index formula of type (1.6) has been given in [22, Theo-
rems 1.1, 1.2] and [21, Theorem ED]. This formula has its counterparts in the Morse theory,
cf. [1,2,37,38] and the literature therein and, in fact, is related to the Atiyah–Patodi–Singer
“Index = Spectral Flow” Theorem, see [3,34]. For a more general than (1.6) index formula see
Section 5.
The paper is organized as follows. In Section 2 we give the precise setting of the problem and
prove some preliminary results. In Section 3 we prove that the Fredholm property of G implies
the existence of the exponential dichotomy for Eq. (1.2) on R+. In Section 4 we reduce the study
of the dichotomy on R− to that on R+, concluding that the Fredholm property of G implies the
dichotomy on R−. In Section 5 we show that if G is Fredholm then condition (ii) holds, and prove
the index formula (1.6). In Section 6 we show sufficiency of conditions (i), (ii) in the Dichotomy
Theorem for G to be Fredholm. In Section 7 we give the perturbation results. In Section 8 we
discuss examples just to illustrate the main setting of our paper.
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Notations. R+ = {t ∈ R: t  0}, R− = {t ∈ R: t  0}, t, s, τ, ξ are real numbers and c is a
generic positive constant. We denote by χE the characteristic function of E. S(R) denotes the
set of all complex-valued Schwartz functions on R, C∞0 (R) stands for the set of all smooth
complex-valued functions with compact support. X is a Hilbert space with scalar product 〈·,·〉.
The set of bounded linear operators from a Banach space X to a Banach space Y is denoted by
B(X,Y ) and B(X) := B(X,X). K(X) is the set of compact operators on X. For an operator T
on a Hilbert space X we use T ∗, dom(T ), gr(T ), kerT , imT , σ(T ), ρ(T ), σF (T ) and T |Y to
denote the adjoint, domain, graph, kernel, range, spectrum, resolvent set, Fredholm spectrum and
the restriction of T on a subspace Y of X. We denote by R(λ,T ) = (λ− T )−1 the resolvent op-
erator for λ ∈ ρ(T ). Bor(R) is the σ -algebra of all Borel measurable subsets of R, δt is the Dirac
measure concentrated at t ∈ R.M(R,X) is the set of all X-valued Borel measures with bounded
total variation ‖μ‖ which is the supremum over all∑∞n=0 ‖μ(En)‖, where (En)n0 is a sequence
of disjoint Borel sets with ⋃∞n=0 En = R. If ν is a complex-valued Borel measure, x ∈ X, then
we denote by ν ⊗ x the X-valued measure defined by (ν ⊗ x)(E) = ν(E)x for E ∈ Bor(R).
Lp(R,X), p ∈ [1,∞], Cb(R,X) and C0(R,X) are the usual spaces of p-Bochner integrable
functions f : R → X with the norm ‖ ·‖p , the space of all bounded continuous functions, and the
space of all continuous functions with limt→±∞ f (t) = 0. C0([τ,∞),X) and C0((−∞, τ ],X)
are the spaces of continuous functions with limt→∞ f (t) = 0 and limt→−∞ f (t) = 0, respec-
tively. Hs(R,X), s  0, is the usual Sobolev space of X-valued functions. The Fourier transform
F is defined by (Fμ)(ξ) = ∫
R
e−2πiξ t dμ(t) for μ ∈M(R,X). For a function S :R → B(X)
satisfying S(·)x ∈ L∞(R,X) for all x ∈ X, we define the operator of multiplication by S,
MS :L2(R,X) → L2(R,X), by (MSf )(t) = S(t)f (t). For a function u defined on a proper
subset of R we keep the same notation u to denote its extension to R by 0.
Setting. Let A be a linear operator on X such that A = A1 ⊕ (−A2) in the direct sum de-
composition X = X1 ⊕X2, where A1 and A2 are the generators of uniformly exponentially
stable strongly continuous semigroups {Ti(t)}t0 on Xi , i = 1,2. Define R :R → B(X) by
R(ξ) = R(2πiξ,A). Let G :R2 → B(X) be the Green function for (1.2) with B = 0 defined
by
G(t, τ ) = T1(t − τ)P1 for t  τ and G(t, τ ) = −T2(τ − t)P2 for t  τ. (2.1)
Note that G(t, τ ) = V(t − τ) for all t, τ ∈ R, where V is defined in (1.4). Also, because the
semigroups {Ti(t)}t0 are uniformly exponentially stable, we have
G(·, τ )x ∈ Lp(R,X) and
∥∥G(·, τ )x∥∥
p
 c‖x‖ (2.2)
for each p ∈ [1,∞], τ ∈ R and x ∈ X. Since R(λ,Aj )x =
∫∞
0 e
−λtTj (t)x dt for all x ∈ Xj ,
j = 1,2, and λ ∈ C with Reλ 0, we calculate:
F(G(·, τ )x)(ξ) = e−2πiξτR(ξ)x (2.3)
for all ξ, τ ∈ R and x ∈ X, and hence R(·)x ∈ L2(R,X) ∩C0(R,X) by the Riemann–Lebesgue
Lemma, and, similarly, R(·)∗x ∈ L2(R,X) ∩ C0(R,X) for each x ∈ X. By the Closed Graph
Theorem, ‖R(·)x‖2  c‖x‖ and ‖R(·)∗x‖2  c‖x‖.
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B :R → B(X) be bounded and piecewise strongly continuous, and define D(t) = A+B(t).
We define the operators L and G on L2(R,X) as follows: Let dom(L) be the set of all
u ∈ H 1(R,X) such that u(t) ∈ dom(A) for almost all t ∈ R and Au(·) ∈ L2(R,X), and define
L by (Lu)(t) = −u′(t) + D(t)u(t). Let dom(G) be the set of all u ∈ L2(R,X) such that there
exists f ∈ L2(R,X) for which the relation (F − MRFMB)u = MRFf holds. Note that this f
is unique by the injectivity of MR , and define G by Gu = f . Here and below MR is the operator
of multiplication by R(·).
Proposition 2.1. If {Ti(t)}t0, i = 1,2, are analytic then G = −L.
Proof. First, assume u ∈ dom(L). From the definition of the operator L, we have (Fu′)(ξ) =
2πiξ(Fu)(ξ) and, using that A is closed, we obtain (Fu)(ξ) ∈ dom(A) and A(Fu)(ξ) =
(FAu)(ξ) for almost all ξ ∈ R. It follows that (FLu)(ξ) = −2πiξ(Fu)(ξ) + A(Fu)(ξ) +
(FMBu)(ξ) for almost all ξ ∈ R, which yields MRFLu = −Fu + MRFMBu, proving
u ∈ dom(G) and Gu = −Lu. Second, it remains to show dom(G) ⊆ dom(L). The analyticity
of the stable semigroups {Ti(t)}t0 implies ‖R(ξ)‖  c(1 + 2π |ξ |)−1 for all ξ ∈ R. Let u ∈
dom(G) and f = Gu. From the definition of the operator G we have Fu = MRF(MBu+ f ),
and so, for all ξ ∈ R∥∥ξ(Fu)(ξ)∥∥= |ξ |∥∥(MRF(MBu+ f ))(ξ)∥∥
 c
(
1 + 2π |ξ |)−1|ξ |∥∥(F(MBu+ f ))(ξ)∥∥ c∥∥(F(MBu+ f ))(ξ)∥∥.
Hence, the function ξ → ξ(Fu)(ξ) belongs to L2(R,X), and so u ∈ H 1(R,X). Thus,
(F(u′ −MBu− f ))(ξ) = 2πiξ(Fu)(ξ) − (2πiξ − A)(Fu)(ξ) = A(Fu)(ξ) for almost all
ξ ∈ R, proving AFu ∈ L2(R,X). It follows that u(ξ) ∈ dom(A) for almost all ξ ∈ R and
Au(·) ∈ L2(R,X), proving u ∈ dom(L). 
If the semigroups {Ti(t)}t0, i = 1,2, are not analytic, the operator L may not be closed even
when one of the projections Pi is zero. Since in the first part of the proof of Proposition 2.1 the
analyticity assumption on the C0-semigroups {Ti(t)}t0 is not used, G is always an extension
of −L. We stress that in what follows the semigroups {Ti(t)}t0, i = 1,2, are not assumed to be
analytic and recall that MR is the operator of multiplication by R(·).
Proposition 2.2. (i) dom(G∗) = {v ∈ L2(R,X): there exists g ∈ L2(R,X) such that
(F −MR∗FMB∗)v = MR∗Fg} and G∗v = g.
(ii) domG ⊆ C0(R,X).
(iii) domG∗ ⊆ C0(R,X).
Proof. (i) First, we claim that imMR is a dense subspace of L2(R,X) (recall R(ξ) =
R(2πiξ,A)). Indeed, let J ⊂ R be bounded and measurable, x ∈ domA and define f (ξ) =
χJ (ξ)(ξx −Ax), ξ ∈ R. Obviously, f is Bochner measurable and ‖f (ξ)‖  χJ (ξ) supξ∈J |ξ | ·
‖x‖+‖Ax‖ for all ξ ∈ R. It follows that f ∈ L2(R,X) and, moreover, MRf = χJ ⊗x ∈ imMR ,
proving the claim.
From the definition of the operator G we have G + MB = F∗M−1R F , where M−1R is the
algebraic inverse of the injective operator MR . Since F is a unitary operator on L2(R,X) and
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F∗(M−1R )∗F =F∗M−1R∗ F , yielding (i).
(ii) First, we will prove that if u ∈ domG then u is continuous on R. If g = MBu + f ∈
L2(R,X), then Fu = MRFg. By (1.4), u = V ∗ g, which implies
∥∥u(t)− u(τ)∥∥= ∥∥∥∥∫
R
V(s)(g(t − s)− g(τ − s))ds∥∥∥∥

∫
R
Ne−ν|s|
∥∥g(t − s)− g(τ − s)∥∥ds
 c
(∫
R
∥∥g(t − s)− g(τ − s)∥∥2 ds)1/2  c∥∥g(t − τ + ·)− g∥∥2
for all t, τ ∈ R, since the C0-semigroups {Ti(t)}t0, i = 1,2, are uniformly exponentially stable.
The continuity of u follows from the strong continuity of the right translation group on L2(R,X)
and the above estimate. Also,
∥∥u(t)∥∥= ∥∥(V ∗ g)(t)∥∥= ∥∥∥∥∫
R
V(t − s)g(s) ds
∥∥∥∥N ∫
R
e−ν|t−s|
∥∥g(s)∥∥ds
= N
∫
R
e−ν/2|t−s|
(
e−ν/2|t−s|
∥∥g(s)∥∥)ds
N
(∫
R
e−ν|t−s| ds
)1/2(∫
R
e−ν|t−s|
∥∥g(s)∥∥2 ds)1/2
= N(2/ν)1/2
(∫
R
e−ν|t−s|p(s) ds
)1/2
,
where p = ‖g(·)‖2 ∈ L1(R). By a standard convolution argument for real-valued functions we
obtain limt→±∞ ‖u(t)‖ = 0, proving u ∈ C0(R,X).
The proof of (iii) is similar. 
Definition 2.3. (i) We say that a function u, continuous on a compact interval [a, b], is a mild
solution of Eq. (1.2) on [a, b] if
(Fu)(ξ)− (MRFMBu)(ξ) = R(ξ)
(
e−2πiξau(a)− e−2πiξbu(b)) for all ξ ∈ R. (2.4)
Here F is the Fourier transform and MR,MB are the operators of multiplication by R(·) and
B(·), respectively.
(ii) We say that u is a mild solution of Eq. (1.2) on J ⊆ R if u|[a,b] is a mild solution of
Eq. (1.2) on [a, b] for any subinterval [a, b] ⊆ J .
(iii) We say that u is an L2 ∩C0-solution of (1.2) on J = [a,∞), or J = (−∞, b], or J = R
if u is a mild solution on J and, in addition, u ∈ L2(J,X)∩C0(J,X).
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u(t) = T1(t − a)P1u(a)+ T2(b − t)P2u(b)+
t∫
a
T1(t − s)P1B(s)u(s) ds
−
b∫
t
T2(s − t)P2B(s)u(s) ds for all t ∈ [a, b]. (2.5)
Proof. Let u be a continuous function on [a, b], and extend it to R by letting u(t) = 0 for
t /∈ [a, b]. By (1.4), Eq. (2.5) is equivalent to
u = V ∗ (δa ⊗ u(a)− δb ⊗ u(b))+ V ∗ (MBu). (2.6)
Using the Fourier transform and (2.3), we see that (2.6) is equivalent to (2.4). 
Integrating by parts, it is easy to verify that strong (or classical) solutions of Eq. (1.2) are also
mild solutions. For brevity (and recalling that the classical solutions might not exist at all), in
what follows we omit the adjective “mild” referring to solutions of Eq. (1.2). Since, in general, Pi ,
i = 1,2, and B(s) do not commute (see examples in [37]), Eq. (2.5) is much harder to handle
than its equivalent frequency domain reformulation given in Definition 2.3. We refer to Section 8
for many concrete examples of not well-posed equations satisfying our setting.
LetP = {P(t)}t∈J ⊆ B(X) be a family of projections on an interval J ⊆ R. For t, τ ∈ J , given
two families of operators, Us(t, τ ) ∈ B(imP(τ), imP(t)), t  τ , and Uu(t, τ ) ∈ B(kerP(τ),
kerP(t)), t  τ , we say that U = (Us,Uu) is a bi-family adjusted to the projection family P , if
for all t, s, τ ∈ J the following holds:
(i) Us(t, τ ) = Us(t, s)Us(s, τ ) provided t  s  τ ;
(ii) Uu(t, τ ) = Uu(t, s)Uu(s, τ ) provided t  s  τ ;
(iii) Us(t, t)x = x for all x ∈ imP(t) and Uu(t, t)x = x for all x ∈ kerP(t).
A bi-family U = (Us,Uu), adjusted to a projection family P = {P(t)}t∈J , is called a bi-family
associated with Eq. (1.2) if the following assertions hold:
(i) (Existence) Us(·, τ )x is a solution of Eq. (1.2) on J ∩ [τ,∞) for each x ∈ imP(τ), and
Uu(·, τ )x is a solution of Eq. (1.2) on J ∩ (−∞, τ ] for each x ∈ kerP(τ).
(ii) (Uniqueness) If u is a solution of Eq. (1.2) on [a, b] ⊆ J , then
u(t) = Us(t, a)P (a)u(a)+Uu(t, b)
(
I − P(b))u(b) for all t ∈ [a, b].
Definition 2.5. We say that Eq. (1.2) has an exponential dichotomy on an interval J ⊆ R, if there
exist a bi-family U = (Us,Uu), associated with Eq. (1.2) and adjusted to a bounded strongly
continuous on J projection family P = {P(t)}t∈J , and positive constants N,ν such that for all
t, τ ∈ J the following estimates hold:∥∥Us(t, τ )∥∥Ne−ν(t−τ) for t  τ and ∥∥Uu(t, τ )∥∥Neν(t−τ) for t  τ. (2.7)
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standard definition used for evolution families (see, for example, [10,18] and the literature cited
therein). Indeed, if X2 = {0} and A2 = 0, and if the evolution family {Φ(t, τ )}tτ associated
with Eq. (1.2), has an exponential dichotomy in the sense of [10, Definition 2.6], then Eq. (1.2)
has an exponential dichotomy in the sense of Definition 2.5, setting Us(t, τ ) = Φ(t, τ )|Xs(τ) and
Uu(t, τ ) = (Φ(τ, t)|Xu(t))−1. However, in Definition 2.5, in contrast to the standard definition of
exponential dichotomy, see, e.g. [18], we do not assume that the propagator Uu(t, τ ) is invertible
on the unstable fibers. Moreover, vectors from the stable fibers can be propagated only in forward
time, meanwhile vectors from the unstable fibers can be propagated only in backward time.
Proposition 2.6. Let μ ∈ M(R,X), u ∈ L2(R,X), ϕ ∈ S(R), and suppose that Fu −
MRFMBu = MRFμ. Then, for all ξ ∈ R, we have(F(ϕu)−MRFMB(ϕu)−MRF(ϕ′u))(ξ) = R(ξ)∫
R
e−2πiξ tϕ(t) dμ(t).
Proof. The proof follows by a direct but long computation (we denote û =Fu and use properties
of the Fourier transform and convolutions):(
ϕ̂u−MRM̂B(ϕu)−MRϕ̂′u
)
(ξ)
= ϕ̂ ∗ û(ξ)−R(ξ)(ϕ̂ ∗ M̂Bu)(ξ)+ ϕ̂′ ∗ û(ξ)
=
∫
R
ϕ̂(ξ − α)̂u(α)dα −R(ξ)
(∫
R
2πi(ξ − α)ϕ̂(ξ − α)̂u(α)dα +ψ(ξ)
)
=
∫
R
ϕ̂(ξ − α)(I − 2πi(ξ − α)R(ξ))̂u(α)dα −R(ξ)ψ(ξ),
where we define ψ(ξ) := ∫
R
ϕ̂(ξ − α)M̂Bu(α)dα. Thus, the last expression is equal to∫
R
ϕ̂(ξ − α)(R(α)− 2πi(ξ − α)R(ξ)R(α))(M̂Bu(α)+ μ̂(α))dα −R(ξ)ψ(ξ)
= R(ξ)
∫
R
ϕ̂(ξ − α)(M̂Bu(α)+ μ̂(α))dα −R(ξ)ψ(ξ) (by the resolvent identity)
= R(ξ)
∫
R
ϕ̂(ξ − α)μ̂(α)dα = R(ξ)
∫
R
∫
R
e−2πiαt ϕ̂(ξ − α)dα dμ(t).
Changing variables and using the Fourier transform inversion formula, the last expression is
equal to
R(ξ)
∫
R
∫
R
e−2πi(ξ−β)t ϕ̂(β) dβ dμ(t) = R(ξ)
∫
R
e−2πiξ t
∫
R
e2πiβt ϕ̂(β) dβ dμ(t)
= R(ξ)
∫
e−2πiξ tϕ(t) dμ(t). 
R
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MRFMBu = MRFμ, then for all ξ ∈ R one has(F(χ(a,b)u)−MRFMB(χ(a,b)u))(ξ)
= R(ξ)
( ∫
(a,b)
e−2πiξ t dμ(t)+ e−2πiξau(a)− e−2πiξbu(b)
)
. (2.8)
(ii) If μ ∈M(R,X), u ∈ L2(R,X), u|[a,∞) is continuous on [a,∞), limt→∞ u(t) = 0, and
Fu−MRFMBu = MRFμ, then, for almost all ξ ∈ R,(F(χ(a,∞)u)−MRFMB(χ(a,∞)u))(ξ)
= R(ξ)
( ∫
(a,∞)
e−2πiξ t dμ(t)+ e−2πiξau(a)
)
. (2.9)
(iii) If μ ∈M(R,X), u ∈ L2(R,X), u|(−∞,b] is continuous on (−∞, b], limt→−∞ u(t) = 0
and Fu−MRFMBu = MRFμ, then, for almost all ξ ∈ R,(F(χ(−∞,b]u)−MRFMB(χ(−∞,b]u))(ξ)
= R(ξ)
( ∫
(−∞,b)
e−2πiξ t dμ(t)− e−2πiξbu(b)
)
. (2.10)
(iv) A function u ∈ L2([a,∞))∩C0([a,∞)) is an L2 ∩C0-solution of Eq. (1.2) on [a,∞) if
and only if
(Fu)(ξ)− (MRFMBu)(ξ) = e−2πiξaR(ξ)u(a) for all ξ ∈ R. (2.11)
(v) A function u ∈ L2((−∞, b]) ∩ C0((−∞, b]) is an L2 ∩ C0-solution of Eq. (1.2) on
(−∞, b] if and only if
(Fu)(ξ)− (MRFMBu)(ξ) = −e−2πiξbR(ξ)u(b) for all ξ ∈ R. (2.12)
Proof. (i) Let (ϕn)n1 be a sequence of functions in C∞0 (R) with the following properties:
0  ϕn  1, ‖ϕ′n‖∞  nc, ϕn(t) = 1 for any t ∈ [a + 1/n, b − 1/n] and ϕn(t) = 0 for any
t /∈ (a, b). Then for each n 1 and each ξ ∈ R the following estimate holds:∥∥F(ϕ′nu)(ξ)− e−2πiξau(a)+ e−2πiξbu(b)∥∥
=
∥∥∥∥∥
a+1/n∫
a
ϕ′n(t)
(
e−2πiξ tu(t)− e−2πiξau(a))dt + b∫
b−1/n
ϕ′n(t)
(
e−2πiξ tu(t)− e−2πiξbu(b))dt∥∥∥∥∥
 nc
a+1/n∫
a
∥∥e−2πiξ tu(t)− e−2πiξau(a)∥∥dt + nc b∫ ∥∥e−2πiξ tu(t)− e−2πiξbu(b)∥∥dt.
b−1/n
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u ∈ L2(R,X), ϕn → χ(a,b) pointwise as n → ∞, and 0  ϕn  1, the Lebesgue’s dom-
inated convergence theorem yields ϕnu → χ(a,b)u in L2(R,X), which implies F(ϕnu) −
MRFMB(ϕnu) → F(χ(a,b)u) − MRFMB(χ(a,b)u) in L2(R,X) as n → ∞. Since ϕn → χ(a,b)
pointwise as n → ∞ and 0  ϕn  1, from Lebesgue’s dominated convergence theorem it also
follows that
∫
R
e−2πiξ tϕn dμ(t) →
∫
(a,b)
e−2πiξ t dμ(t) as n → ∞. Applying Proposition 2.6
with μ, u and (ϕn)n1 respectively, we have(F(χ(a,b)u)−MRFMB(χ(a,b)u))(ξ)
= R(ξ)
( ∫
(a,b)
e−2πiξ t dμ(t)+ e−2πiξau(a)− e−2πiξbu(b)
)
for almost all ξ ∈ R. Since χ(a,b)u ∈ L1(R,X), both sides of the above equality are continuous
functions of ξ ∈ R, and so they are equal everywhere, proving (i).
(ii) Since u ∈ L2(R,X) we obtain χ(a,n)u → χ(a,∞)u in L2(R,X) as n → ∞, which im-
plies (F − MRFMB)(χ(a,n)u) → (F − MRFMB)χ(a,∞)u in L2(R,X) as n → ∞. From (i),
Lebesgue’s dominated convergence theorem, and since μ ∈M(R,X), we infer (F−MRFMB) ·
(χ(a,n)u)(ξ) → R(ξ)(
∫
(a,∞) e
−2πiξ t dμ(t) + e−2πiξau(a)) as n → ∞, for each ξ ∈ R, which
proves (ii).
The proof of (iii) is similar.
(iv) Let u ∈ L2([a,∞)) ∩ C0([a,∞)). First, assume that u is a solution of Eq. (1.2) in the
sense of Definition 2.3(ii). It follows that u|[a,n] is a solution of Eq. (1.2) on [a,n] for each n ∈ N
with n a. Passing to the limit as n → ∞, (2.11) follows shortly. Second, assume that (2.11)
holds. It follows that Fu − MRFMBu = MRFμa , where μa = δa ⊗ u(a). By (i) we conclude
that u|[c,d] is a solution of Eq. (1.2) on [c, d] for each interval [c, d] ⊆ [a,∞).
The proof of (v) is similar. 
Remark 2.8. In the left-hand side of formulas (2.8)–(2.10) in Proposition 2.7, the open interval
(a, b) can be replaced by an interval closed from one or two sides, say, by [a, b) in (i), the interval
(a,∞) can be replaced by [a,∞) in (ii), and the interval (−∞, b) can be replaced by (−∞, b]
in (iii).
Proposition 2.9. (i) Let S :R → B(X) be a strongly continuous function such that S∗(·)x ∈
L2(R,X) for each x ∈ X. If u,g ∈ L2(R,X) satisfy (Fu)(ξ) = S(ξ)(Fg)(ξ), ξ ∈ R, and u is
continuous on R, then:〈
(MSFg)(·), x
〉 ∈ L1(R,C) and 〈u(t), x〉= ∫
R
e2πiξ t
〈
MSFg(ξ), x
〉
dξ for all t ∈ R.
(ii) If u is a solution of (1.2) on [a, b] and h ∈ kerG∗, then 〈u(a),h(a)〉 = 〈u(b),h(b)〉.
Proof. (i) follows from F(〈u(·), x〉) = 〈(Fu)(·), x〉 = 〈Fg,S∗(·)x〉 ∈ L1(R,C).
(ii) From (i) for S(ξ) = R(ξ)∗, u = h and g = MB∗h we obtain〈
x,h(s)
〉= ∫ e−2πiξs 〈x, (MR∗FMB∗h)(ξ)〉dξ for all x ∈ X and s ∈ R.
R
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〈
u(a),h(a)
〉− 〈u(b),h(b)〉= ∫
R
〈
e−2πiξau(a)− e−2πiξbu(b), (MR∗FMB∗h)(ξ)
〉
dξ
=
∫
R
〈
R(ξ)
(
e−2πiξau(a)− e−2πiξbu(b)), (FMB∗h)(ξ)〉dξ
=
∫
R
〈
(Fu−MRFMBu)(ξ), (FMB∗h)(ξ)
〉
dξ
(
using (2.4))
= 〈Fu−MRFMBu,FMB∗h〉L2
= 〈Fu,FMB∗h〉L2 − 〈FMBu,MR∗FMB∗h〉L2
= 〈u,MB∗h〉L2 − 〈FMBu,Fh〉L2 (because h ∈ kerG∗)
= 〈MBu,h〉L2 − 〈MBu,h〉L2 = 0. 
The following subspaces of X turn out to be an important tool in the study of dichotomy. They
are obtained as “traces” of kerG and kerG∗, cf. Proposition 2.2:
Xs =
{
u(s): u ∈ kerG}, Xs,∗ = {v(s): v ∈ kerG∗}, s ∈ R. (2.13)
We note that Xs and Xs,∗ are finite-dimensional as soon as G is Fredholm. In this case, we define
the operator G0 as follows: dom(G0) = {u ∈ dom(G): u(0) ∈ X⊥0 }, G0u = Gu.
Proposition 2.10. Assume that G is Fredholm. Then:
(i) ‖u‖∞  c(‖u‖2 + ‖Gu‖2) for all u ∈ dom(G).
(ii) G0 is a closed injective linear operator.
(iii) imG0 = imG.
(iv) ‖G0u‖2  cmax(‖u‖2,‖u‖∞) := ‖u‖2,∞ for all u ∈ dom(G0).
Proof. (i) Let u ∈ dom(G) and f = Gu ∈ L2(R,X). From the definition of the operator G and
from Proposition 2.9(i) for S(ξ) = R(ξ), we have
∣∣〈u(t), x〉∣∣= ∣∣∣∣ ∫
R
e2πiξ t
〈
MRF(MBu+ f )(ξ), x
〉
dξ
∣∣∣∣
=
∣∣∣∣ ∫
R
e2πiξ t
〈F(MBu+ f )(ξ),R(ξ)∗x〉dξ ∣∣∣∣

∥∥R(·)∗x∥∥2∥∥F(MBu+ f )∥∥2
 c‖x‖‖MBu+ f ‖2  c‖x‖
(‖u‖2 + ‖Gu‖2)
for all t ∈ R and x ∈ X, proving (i).
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G0un → f in L2(R,X) as n → ∞. Since G is closed (as a consequence of the fact that MR , F
and MB are bounded on L2(R,X)), we obtain that u ∈ dom(G) and Gu = f . From (i) we infer
that the following estimate holds: ‖un(0)−u(0)‖ ‖un −u‖∞  c(‖un −u‖2 +‖G0un −f ‖2)
for all n 1, which shows that u ∈ dom(G0) and G0u = f . Also, if u ∈ kerG0 then u(0) ∈
X0 ∩X⊥0 = {0}, and so, by Hypothesis 1.1, u = 0.
(iii) Let f = Gu ∈ imG for some u ∈ dom(G). Since u(0) ∈ X = X0 ⊕X⊥0 , there is g ∈ kerG
such that u(0)− g(0) ∈ X⊥0 , which gives u− g ∈ dom(G0) and G0(u− g) = G(u− g) = Gu−
Gg = Gu = f , proving imG ⊆ imG0.
The proof of (iv) follows from (i)–(iii) since G is Fredholm. 
Remark 2.11. The conclusions of Propositions 2.6, 2.7, 2.9(ii), 2.10, Remark 2.8 remain true if
we replace B by B∗, R(·) by R(·)∗ and G by G∗.
Let us define bounded linear operators T (t, τ ) :Xτ → Xt and T∗(t, τ ) :Xτ,∗ → Xt,∗, t, τ ∈ R,
by the relations
T (t, τ )g(τ ) = g(t), g ∈ kerG, and T∗(t, τ )h(τ) = h(t), h ∈ kerG∗. (2.14)
It follows from Hypothesis 1.1 that these operators are well defined and invertible.
Proposition 2.12. Assume that G is Fredholm. Then:
(i) The functions t → T (t, τ ) :R → B(Xτ ,X) and t → T∗(t, τ ) :R → B(Xτ,∗,X) are continu-
ous on R for each τ ∈ R.
(ii) The functions t → (T (t, τ )∗)−1 :R → B(Xτ ,X) and t → (T∗(t, τ )∗)−1 :R → B(Xτ,∗,X)
are continuous on R for each τ ∈ R.
Proof. T (·, τ ) is strongly continuous on R since kerG ⊆ C0(R,X), cf. Proposition 2.2. Since
G is Fredholm, dim(kerG) < ∞, and so Xτ is finite-dimensional. Hence, T (·, τ ) is norm con-
tinuous, and similarly for T∗(·, τ ), proving (i). Assertion (ii) follows by the continuity of taking
inverses and adjoints. 
3. The dichotomy on the positive semiline
Throughout this section we assume that the operator G is Fredholm. In order to prove the
existence of the stable fibers X+s (τ ) and unstable fibers X+u (τ ) on R+, we proceed as follows.
First, we construct the stable fibers X+s (τ ) ⊆ X⊥τ,∗ and forward solutions of Eq. (1.2) correspond-
ing to these fibers. Second, we treat the part Yu(τ) of the unstable fibers that is contained in the
subspaces X⊥τ,∗, τ ∈ R, and the corresponding backward solutions of Eq. (1.2). A crucial point of
this section is the decomposition of X⊥τ,∗ given in Theorem 3.6. To complete the construction of
the unstable fibers X+u (τ ), we need the existence and uniqueness result given in Proposition 3.7.
We define X+s (τ ), τ  0, as the subspace of all x ∈ X such that there exists an L2 ∩ C0-
solution u of Eq. (1.2) on [τ,∞) satisfying u(τ) = x. By Hypothesis 1.1, the solution u with
this property is unique; it will be denoted by U+s (·, τ )x. As always, we extend the function
t → U+(t, τ )x from [τ,∞) to R by letting U+(t, τ )x = 0 for t < τ .s s
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X+s (τ ) → X is a linear operator; (ii) U+s (t, τ )X+s (τ ) ⊆ X+s (t) for all t  τ  0; (iii) U+s (t, s) ·
U+s (s, τ ) = U+s (t, τ ) for all t  s  τ  0; (iv) U+s (τ, τ )x = x for all τ  0 and x ∈ X+s (τ ).
Proposition 3.2. (i) ‖g‖∞  c‖g(0)‖ for all g ∈ kerG.
(ii) There exist positive N,ν such that ‖U+s (t, τ )‖Ne−ν(t−τ) for all t  τ  0.
(iii) The linear subspace X+s (τ ) is closed for each τ  0.
Proof. (i) We recall that X0 and kerG are finite-dimensional since G is Fredholm. Recall-
ing (2.13), define the linear operator T0 : X0 → kerG by T0x = gx , where gx ∈ kerG is the
unique (by Hypothesis 1.1) function with the property gx(0) = x. From Proposition 2.10(i) we
obtain ‖gx‖∞  c(‖gx‖2 + ‖Ggx‖2) = c‖T0x‖2  c‖x‖.
(ii) Let τ  0 and x ∈ X+s (τ ). From the definition of U+s (·, τ )x, Proposition 2.7(iv) and (2.3)
we infer (F −MRFMB)U+s (·, τ )x =FG(·, τ )x or, equivalently,
(F −MRFMB)
(
U+s (·, τ )x − G(·, τ )x
)= MRFMBG(·, τ )x.
Hence, U+s (·, τ )x − G(·, τ )x ∈ dom(G) and G(U+s (·, τ )x − G(·, τ )x) = MBG(·, τ )x. Let P⊥0
be the orthogonal projection of X onto X0, and fix z(·; τ, x) ∈ kerG be such that z(0; τ, x) =
P⊥0 (G(0, τ )x − U+s (0, τ )x). Then U+s (·, τ )x − G(·, τ )x + z(·; τ, x) ∈ domG0, and so, using
Proposition 2.10(iv), we obtain
∥∥U+s (·, τ )x − G(·, τ )x + z(·; τ, x)∥∥∞  c∥∥G0(U+s (·, τ )x − G(·, τ )x + z(·; τ, x))∥∥2
= c∥∥G(U+s (·, τ )x − G(·, τ )x)∥∥2 = c∥∥MBG(·, τ )x∥∥2
 c
∥∥G(·, τ )x∥∥2  c‖x‖.
Moreover, from (i), (2.2) and since U+s (0, τ )x = 0 for τ > 0 and U+s (0,0)x = x,∥∥z(·; τ, x)∥∥∞  c∥∥z(0; τ, x)∥∥= c∥∥P⊥0 (G(0, τ )x −U+s (0, τ )x)∥∥
 c
∥∥G(0, τ )x −U+s (0, τ )x∥∥ c‖x‖.
This shows ‖U+s (t, τ )‖ c for all t  τ  0. The required exponential estimate is then obtained
similarly to [13, Section III.6.1] as follows. Let t1  τ + 1. Choose a function ϕ ∈ C∞0 (R) such
that 0  ϕ  1, ‖ϕ′‖∞  c, ϕ(t) = 0 for t /∈ (τ, t1 + 1) and ϕ(t) = 1 for t ∈ [τ + 1, t1]. From
Proposition 2.6 for μ = δτ ⊗ x and u = ϕU+s (·, τ )x it follows that ϕU+s (·, τ )x ∈ dom(G0) and
G0(ϕU+s (·, τ )x) = ϕ′U+s (·, τ )x. Proposition 2.10(iv) applied to u = ϕU+s (·, τ )x yields:
t1∫
τ+1
∥∥U+s (t, τ )x∥∥2 dt  ∥∥ϕU+s (·, τ )x∥∥22  c∥∥ϕ′U+s (·, τ )x∥∥22
= c
τ+1∫ ∣∣ϕ′(t)∣∣2∥∥U+s (t, τ )x∥∥2 dt + c
t1+1∫ ∣∣ϕ′(t)∣∣2∥∥U+s (t, τ )x∥∥2dt  c‖x‖2.τ t1
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we obtain
∞∫
τ
∥∥U+s (t, τ )x∥∥2 dt  c‖x‖2 for all x ∈ X+s (τ ) and all τ  0.
Using standard arguments similarly to [13, Section III.6.1], (ii) follows.
(iii) Let τ  0, (xn)n1 ⊆ X+s (τ ), un = U+s (·, τ )xn and x ∈ X be such that xn → x. Using the
estimate in (ii), we have
sup
tτ
∥∥un(t)− um(t)∥∥ sup
tτ
Ne−ν(t−τ)‖xn − xm‖ = N‖xn − xm‖ for all n,m 1.
Thus, there exists u ∈ C0([τ,∞),X) such that un → u as n → ∞ in C0([τ,∞),X). Letting
n → ∞ in ‖un(t)‖  Ne−ν(t−τ)‖xn‖ yields ‖u(t)‖  Ne−ν(t−τ)‖x‖ for all t  τ . Applying
Lebesgue’s dominated convergence theorem to (un)n1, one has (Fun)(ξ) → (Fu)(ξ) and
(FMBun)(ξ) → (FMBu)(ξ) as n → ∞, yielding (Fu − MRFMBu)(ξ) = e−2πiξτR(ξ)x for
all ξ ∈ R. By Proposition 2.7(iv), u is an L2 ∩C0-solution of (1.2) on [τ,∞) and thus x ∈ X+s (τ )
by the definition of the latter space. 
We denote by Yu(τ), τ  0, the subspace of all x ∈ X such that there exists an L2 ∩ C0-
solution v of Eq. (1.2) on (−∞, τ ] satisfying v(τ) = x and v(0) ∈ X⊥0 . By Hypothesis 1.1, this
solution v is unique; it will be denoted by Vu(·, τ )x.
Remark 3.3. From Hypothesis 1.1 and Definition 2.3 we conclude: (i) Vu(t, τ ) :Yu(τ) → X is a
linear operator; (ii) Vu(t, τ )Yu(τ ) ⊆ Yu(t) for all τ  t  0; (iii) Vu(t, s)Vu(s, τ ) = Vu(t, τ ) for
all τ  s  t  0; (iv) Vu(τ, τ )x = x for all τ  0 and all x ∈ Yu(τ).
Proposition 3.4. (i) There exist positive N,ν such that ‖Vu(t, τ )‖Neν(t−τ) for all τ  t  0.
(ii) The subspace Yu(τ) is closed for each τ  0.
Proof. (i) Let τ  0 and x ∈ Yu(τ). From the definition of Vu(·, τ )x, Proposition 2.7(v)
and (2.3) we have (F−MRFMB)Vu(·, τ )x = −FG(·, τ )x, which is equivalent toF(Vu(·, τ )x+
G(·, τ )x) − MRFMB(Vu(·, τ )x + G(·, τ )x) = −MRFMBG(·, τ )x. This yields Vu(·, τ )x +
G(·, τ )x ∈ dom(G) and G(Vu(·, τ )x + G(·, τ )x) = −MBG(·, τ )x. Recall that P⊥0 is the or-
thogonal projection onto X0, cf. the proof of Proposition 3.2(ii). Let z˜(·; τ, x) ∈ kerG be
a function with the property z˜(0; τ, x) = −P⊥0 G(0, τ )x. From the definition of Yu(τ) we
have Vu(0, τ )x ∈ Yu(0) ⊆ X⊥0 , which implies Vu(0, τ )x + G(0, τ )x + z˜(0; τ, x) ∈ X⊥0 . This
yields Vu(·, τ )x + G(·, τ )x + z˜(·; τ, x) ∈ dom(G0) and G0(Vu(·, τ )x + G(·, τ )x + z˜(·; τ, x)) =
−MBG(·, τ )x. From Proposition 2.10(iv) we derive∥∥Vu(·, τ )x + G(·, τ )x + z˜(·; τ, x)∥∥∞  c∥∥G0(Vu(·, τ )x + G(·, τ )x + z˜(·; τ, x))∥∥2
= c∥∥MBG(·, τ )x∥∥2  c∥∥G(·, τ )x∥∥2  c‖x‖.
From (2.2) and Proposition 3.2(i) we have∥∥z˜(·; τ, x)∥∥∞  c∥∥z˜(0; τ, x)∥∥= c∥∥P⊥0 G(0, τ )x∥∥ c∥∥G(·, τ )x∥∥∞  c‖x‖.
Hence, ‖Vu(t, τ )‖ c, for all τ  t  0.
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t ∈ [t1, τ − 1] and ϕ(t) = 0 for t ∈ (−∞, t1 − 1] ∪ [τ,∞). The function ϕVu(·, τ )x is continuous
on R and has compact support, and so ϕVu(·, τ )x ∈ L2(R,X) ∩C0(R,X) and ϕ(0)Vu(0, τ )x ∈
Yu(0) ⊆ X⊥0 . From Proposition 2.6 it follows that ϕVu(·, τ )x ∈ dom(G0) and G0(ϕVu(·, τ )x) =
ϕ′Vu(·, τ )x. Using Proposition 2.10(iv), we infer
τ−1∫
t1
∥∥Vu(t, τ )x∥∥2 dt  ∥∥ϕVu(·, τ )x∥∥22  c∥∥ϕ′Vu(·, τ )x∥∥22
 c
( t1∫
t1−1
∥∥Vu(t, τ )x∥∥2 dt + τ∫
τ−1
∥∥Vu(t, τ )x∥∥2 dt) c‖x‖2.
Since Vu(·, τ )x ∈ L2((−∞, τ ],X) and ‖Vu(t, τ )‖ c, for all 0 t  τ , passing to the limit as
t1 → −∞, we obtain
τ∫
−∞
∥∥Vu(t, τ )x∥∥2 dt  c‖x‖2 for all x ∈ Yu(τ) and all τ  0.
Using an argument similar to [13, Section III.6.1], the estimate in (i) follows.
(ii) Let τ  0, (xn)n1 ⊆ Yu(τ), assume xn → x as n → ∞, and denote vn := Vu(·, τ )xn.
Since ‖vn(t) − vm(t)‖  Neν(t−τ)‖xn − xm‖, m,n  1, t  τ by (i), we have vn → v in
C0((−∞, τ ],X) as n → ∞ for some v ∈ C0((−∞, τ ],X). From (i), we have ‖vn(t)‖ 
Neν(t−τ)‖xn‖ for all n 1 and all t  τ , and thus ‖v(t)‖  Neν(t−τ)‖x‖ for all t  τ .
Lebesgue’s dominated convergence theorem applied to the sequences (vn)n1 and (MBvn)n1
yields (Fvn)(ξ) → (Fv)(ξ) and (FMBvn)(ξ) → (FMBv)(ξ) as n → ∞ for each ξ ∈ R.
Using the definition of the subspace Yu(τ) and Proposition 2.7(v), we obtain (Fv)(ξ) −
(MRFMBv)(ξ) = −e−2πiξτR(ξ)x for all ξ ∈ R. Also, we have v(τ) = x, and so, from Proposi-
tion 2.7(v), it follows that x ∈ Yu(τ), proving (ii). 
Proposition 3.5. (i) Xτ ⊆ X+s (τ ) ⊆ X⊥τ,∗ for all τ  0.
(ii) Yu(τ) ⊆ X⊥τ,∗ for all τ  0.
Proof. Let x ∈ Xτ and g ∈ kerG with g(τ) = x. Since, cf. Proposition 2.2, g ∈ L2(R,X) ∩
C0(R,X), we have that v = g|[τ,∞) is an L2 ∩ C0-solution of Eq. (1.2) on [τ,∞), and so x ∈
X+s (τ ), by the definition of X+s (τ ).
Let x ∈ X+s (τ ) and h ∈ kerG∗. Then Fh = MR∗FMB∗h, and thus, using Propositions 2.2(i)
and 2.9(i) with S(ξ) = R(ξ)∗, we obtain
〈
h(τ), x
〉= ∫
R
e2πiξτ
〈
(MR∗FMB∗h)(ξ), x
〉
dξ =
∫
R
〈
(FMB∗h)(ξ), e−2πiξτR(ξ)x
〉
dξ
= 〈FMB∗h,FU+s (·, τ )x −MRFMBU+s (·, τ )x〉L2
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= 〈h,MBU+s (·, τ )x〉L2 − 〈Fh,FMBU+s (·, τ )x〉L2 = 0,
proving x ∈ X⊥τ,∗. The proof of (ii) is similar. 
Our next result gives a splitting of the subspace X⊥τ,∗ of finite codimension that is crucial for
the construction of unstable fibers.
Theorem 3.6. If G is Fredholm, then X⊥τ,∗ = X+s (τ )⊕ Yu(τ) for all τ  0.
Proof. First, we claim X+s (τ ) ∩ Yu(τ) = {0}. Take x ∈ X+s (τ ) ∩ Yu(τ) and define g :R → X
by g(t) = U+s (t, τ )x for t > τ and g(t) = Vu(t, τ )x for t  τ . From Proposition 2.7(iv), (v)
we obtain Fg − MRFMBg = 0, which implies g ∈ kerG. This yields g(0) ∈ X0. From the
definition of Yu(τ), we have g(0) = Vu(0, τ )x ∈ X⊥0 , which implies g(0) = 0, and thus, g = 0
by Hypothesis 1.1. Hence, x = 0, proving the claim. By Proposition 3.5, to finish the proof of
the theorem, it suffices to show X⊥τ,∗ ⊆ X+s (τ )+ Yu(τ). Let x ∈ X⊥τ,∗ and consider the following
equation for u:
(Fu−MRFMBu)(ξ) = e−2πiξτR(ξ)x a.e. ξ ∈ R. (3.1)
Since (FG(·, τ )x)(ξ) = e−2πiξτR(ξ)x for all ξ ∈ R, Eq. (3.1) is equivalent to F(u−G(·, τ )x)−
MRFMB(u − G(·, τ )x) = MRFMBG(·, τ )x, which can be written as G(u − G(·, τ )x) =
MBG(·, τ )x. Since G is Fredholm, in order to prove that Eq. (3.1) has a solution, it is enough to
show MBG(·, τ )x ∈ (kerG∗)⊥. Indeed, if h ∈ kerG∗, from Proposition 2.9(i) with S(ξ) = R(ξ)∗,
it follows that〈
MBG(·, τ )x,h
〉
L2
= 〈G(·, τ )x,MB∗h〉L2 = 〈FG(·, τ )x,FMB∗h〉L2
=
∫
R
〈
e−2πiξτR(ξ)x, (FMB∗h)(ξ)
〉
dξ
=
∫
R
e−2πiξτ
〈
x, (MR∗FMB∗h)(ξ)
〉
dξ = 〈x,h(τ)〉= 0.
Furthermore, from Proposition 2.10(iii), it follows that we can choose a solution u of (3.1) of
the form u = G(·, τ )x + u(·; τ, x), where u(·; τ, x) ∈ domG0. Let x1 = P1x + u(τ ; τ, x) and
x2 = P2x − u(τ ; τ, x). From Proposition 2.2(ii) it follows that u(·; τ, x) ∈ L2(R,X)∩C0(R,X)
which implies u|[τ,∞) ∈ L2([τ,∞),X) ∩ C0([τ,∞),X). We infer that Eq. (3.1) is equivalent
to Fu − MRFMBu = MRFμ, where μ = δτ ⊗ x. From Proposition 2.7(iv) it follows that
(Fu|[τ,∞)(ξ) − (MRFMBu|[τ,∞))(ξ) = e−2πiξτR(ξ)x1 for almost all ξ ∈ R, which implies
u|[τ,∞) is an L2 ∩C0-solution of Eq. (1.2) on [τ,∞) with u(τ) = x1, proving x1 ∈ X+s (τ ). Define
v : (−∞, τ ] → X by v(t) = −u(t) for t < τ and v(τ) = x2. Notice that v ∈ L2((−∞, τ ],X) ∩
C0((−∞, τ ],X). Moreover, from Proposition 2.7(v) and Remark 2.8 we have
(Fv)(ξ)− (MRFMBv)(ξ) = −R(ξ)
( ∫
(−∞,τ )
e−2πiξ t dμ(t)− e−2πiξτ (−x2)
)
= −e−2πiξτR(ξ)x2 for all ξ ∈ R,
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of Eq. (1.2) on [0, τ ], and so, by (2.4), (Fv1)(ξ)− (MRFMBv1)(ξ) = R(ξ)(v(0)− e−2πiξτ x2)
for all ξ ∈ R. Next, we will prove v(0) ∈ X⊥0,∗. If h ∈ kerG∗ then from Proposition 2.9(i) with
S(ξ) = R(ξ)∗ we obtain
〈
h(0), v(0)
〉= ∫
R
〈
(MR∗FMB∗h)(ξ), v(0)
〉
dξ =
∫
R
〈
(FMB∗h)(ξ),R(ξ)v(0)
〉
dξ
=
∫
R
〈
(FMB∗h)(ξ), e−2πiξτR(ξ)x2
〉
dξ
+
∫
R
〈
(FMB∗h)(ξ), (Fv1)(ξ)− (MRFMBv1)(ξ)
〉
dξ
(
using (2.4))
=
∫
R
e2πiξτ
〈
(FMB∗h)(ξ),R(ξ)x2
〉
dξ + 〈FMB∗h,Fv1〉L2
− 〈FMB∗h,MRFMBv1〉L2
=
∫
R
e2πiξτ
〈
(MR∗FMB∗h)(ξ), x2
〉
dξ + 〈MB∗h,v1〉L2
− 〈MR∗FMB∗h,FMBv1〉L2
= 〈h(τ), x2〉+ 〈h,MBv1〉L2 − 〈Fh,FMBv1〉L2 (because h ∈ kerG∗)
= 〈h(τ), x2〉= 〈h(τ), x〉− 〈h(τ), x1〉= 0,
since x ∈ X⊥τ,∗ and x1 ∈ X+s (τ ) ⊆ X⊥τ,∗. Hence, v(0) ∈ X⊥0,∗.
Case 1. Suppose τ = 0. From Proposition 3.5(i) we have X0 ⊆ X⊥0,∗, and so X⊥0,∗ = X0 ⊕
(X⊥0,∗ ∩ X⊥0 ). Let z ∈ kerG be such that v(0) − z(0) ∈ X⊥0,∗ ∩ X⊥0 . Notice that v − χ(−∞,0]z
is an L2 ∩ C0-solution of Eq. (1.2) on (−∞,0]. Hence, x2 − z(0) = v(0) − z(0) ∈ Yu(0).
From Proposition 3.5(i) we have z(0) ∈ X0 ⊆ X+s (0), which yields x1 + z(0) ∈ X+s (0). Since
x = x1 + x2 = (x1 + z(0))+ (x2 − z(0)), we have X⊥0,∗ = X+s (0)⊕ Yu(0).
Case 2. Suppose τ > 0. By Case 1 there exist y1 ∈ X+s (0) and y2 ∈ Yu(0) such that v(0) =
y1 + y2. Let v2 : (−∞, τ ] → X be defined by v2(t) = Vu(t, τ )y2 for t < 0 and v2(t) = v(t) −
U+s (t,0)y1 for t ∈ [0, τ ]; it is an L2 ∩ C0-solution of Eq. (1.2) on (−∞, τ ]. Moreover, v2(τ ) =
v(τ) − U+s (τ,0)y1 = x2 − U+s (τ,0)y1 and v2(0) = y2 ∈ Yu(0). Hence, x2 − U+s (τ,0)y1 ∈
Yu(τ) and x1 + U+s (τ,0)y1 ∈ X+s (τ ), and thus x = x1 + x2 = (x1 + U+s (τ,0)y1) + (x2 −
U+s (τ,0)y1). 
For x ∈ X0,∗ and τ  0 we set y := y(τ) = (T∗(τ,0)∗)−1x, where T∗ is defined in (2.14). To
construct the unstable fibers X+(τ ), we prove first the following fact.u
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(i) (Fu)(ξ)− (MRFMBu)(ξ) = R(ξ)(x − e−2πiξτ y) for all ξ ∈ R;
(ii) u is continuous on R \ {0, τ };
(iii) there exist one-sided limits u(0± 0) and u(τ ± 0) so that u(0+ 0) = u(0), u(τ − 0) = u(τ),
u(0)− u(0 − 0) = x, u(τ + 0)− u(τ) = −y, u(0 − 0) ∈ Yu(0) and u(τ + 0) ∈ X+s (τ ).
Proof. Existence. Fix x ∈ X0,∗ and τ  0. For all h ∈ kerG∗ from the definition of T∗(τ,0)
in (2.14) it follows that 〈x,h(0)〉 = 〈y,h(τ)〉; also, Proposition 2.9(i) yields〈
MB
(G(·,0)x − G(·, τ )y), h〉= 〈G(·,0)x − G(·, τ )y,MB∗h〉
= 〈F(G(·,0)x − G(·, τ )y),FMB∗h〉= ∫
R
〈
R(ξ)
(
x − e−2πiξτ y), (FMB∗h)(ξ)〉dξ
=
∫
R
〈
x − e−2πiξτ y, (MR∗FMB∗h)(ξ)
〉
dξ = 〈x,h(0)〉− 〈y,h(τ)〉= 0.
Since G is Fredholm, by the orthogonality to kerG∗ we have MB(G(·,0)x −G(·, τ )y) ∈ imG =
imG0. Let v = G(·,0)x − G(·, τ )y + G−10 MB(G(·,0)x − G(·, τ )y). Then, v ∈ L2(R,X), v is
continuous on R \ {0, τ } and, moreover, the limits v(0 ± 0) and v(τ ± 0) do exist. Also, no-
tice that v(0 + 0) = v(0). Changing the value of v at τ , we can assume without loss of
generality v(τ − 0) = v(τ). Further, from the definition of v, we have v(0) − v(0 − 0) = x,
v(τ + 0) − v(τ) = −y and (Fv)(ξ) − (MRFMBv)(ξ) = R(ξ)(x − e−2πiξτ y) for all ξ ∈ R.
From Proposition 2.7(v) we obtain F(χ(−∞,0]v)(ξ)−MRFMB(χ(−∞,0]v)(ξ) = −R(ξ)v(0−0)
for all ξ ∈ R. Using the same argument as in the proof of Proposition 3.5(i), one can con-
clude v(0 − 0) ∈ X⊥0,∗. From Theorem 3.6 it follows that there exist x1 ∈ X+s (0) and x2 ∈ Yu(0)
such that v(0 − 0) = x1 + x2. Define g :R → X by g(t) = U+s (t,0)x1 for t  0 and g(t) =
v(t) − Vu(t,0)x2 for t < 0. A simple computation shows g ∈ kerG, and thus, x1 ∈ X0. Then,
u = v − g satisfies the same equation as v, there exist one-sided limits, u(0 ± 0) and u(τ ± 0)
so that, u(0 + 0) = u(0), u(τ − 0) = u(τ), u(0)− u(0 − 0) = x and u(τ + 0)− u(τ) = −y and,
moreover, u(0 − 0) ∈ Yu(0). Proposition 2.7(iv) yields u(τ + 0) ∈ X+s (τ ), proving the existence
of u satisfying (i)–(iii).
Uniqueness. Assume that two functions u1 and u2 satisfy conditions (i)–(iii) and let u0 =
u1 − u2. Then u0 ∈ kerG ⊆ C0(R,X) and so u0(0) = (x+u1(0−0))−(x+u2(0−0)) = u1(0−
0) − u2(0 − 0) ∈ Yu(0). It follows that u0(0) ∈ X0 ∩ Yu(0) = {0}, and so, from Hypothesis 1.1,
we obtain u0 = 0, proving the uniqueness. 
Let h1, . . . , hd∗ ∈ kerG∗ such that 〈hi(0), hj (0)〉 = δij for all i, j = 1, . . . , d∗, where δij is
the Kronecker delta and d∗ = dim kerG∗. Let u1(·; τ), . . . , ud∗(·; τ) ∈ L2(R,X) be the functions
satisfying properties (i)–(iii) in Proposition 3.7 for x = hi(0) ∈ X0,∗ and τ > 0. Also, we define
ui(·;0) := χ{0}hi(0), i = 1, . . . , d∗. From Proposition 2.7(i) it follows that ui(·; τ)|[0,τ ] is a solu-
tion of Eq. (1.2) on [0, τ ] for i = 1, . . . , d∗. Since ui(0; τ)−hi(0) = ui(0−0; τ) ∈ Yu(0) ⊆ X⊥0,∗,
we have 〈ui(0; τ), hj (0)〉 = 〈hi(0), hj (0)〉 = δij for all i, j = 1, . . . , d∗. From Proposition 2.9(ii)
it follows that 〈
ui(t; τ), hj (t)
〉= δij for all i, j = 1, . . . , d∗, t ∈ [0, τ ]. (3.2)
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by H(t, τ ). We now define the unstable fibers by the formula
X+u (τ ) = Yu(τ)⊕H(τ, τ ), τ  0. (3.3)
Let P+(t) be the projection onto X+s (t) parallel to X+u (t) and Q+(t) = I − P+(t), t  0.
Remark 3.8. Eq. (3.2), Proposition 3.4(ii) and Theorem 3.6 yield: (i) X = X⊥τ,∗ ⊕ H(τ, τ )
for all τ  0; (ii) the projection P∗(τ ) onto X⊥τ,∗ parallel to H(τ, τ ), is given by P∗(τ )x =
x −∑d∗i=1 〈x,hi(τ )〉ui(τ ; τ); (iii) the subspace X+u (τ ) is a closed subspace of X for all τ  0;
(iv) X = X+s (τ )⊕X+u (τ ) for all τ  0.
We define the linear operator Wu(t, τ ) : H(τ, τ ) → H(t, τ ) by Wu(t, τ )ui(τ ; τ) = ui(t; τ),
i = 1, . . . , d∗, and recall the definition of Vu(t, τ ) in Remark 3.3.
Proposition 3.9. (i) X+u (t) = Yu(t)⊕H(t, τ ) for all τ  t  0.
(ii) If U+u (t, τ ) : X+u (τ ) → X+u (t) is defined by U+u (t, τ ) = Vu(t, τ ) ⊕ Wu(t, τ ) in the direct
sum decomposition in (i), then U+u (t, s)U+u (s, τ ) = U+u (t, τ ) for all τ  s  t  0.
(iii) U+u (τ, τ )x = x for all τ  0 and x ∈ X+u (τ ).
Proof. (i) From (3.2) we have Yu(s)∩H(s, τ ) = {0} for τ  s  0. Moreover, by Remark 3.8(i),
it is enough to prove ui(s; τ)− ui(s; s) ∈ Yu(s) for all i = 1, . . . , d∗. Let u˜i (·; s, τ ) = ui(·; τ)−
ui(·; s) for i = 1, . . . , d∗. From Propositions 2.7(v) and 3.7, we obtain that u˜i (·; s, τ )|(−∞,s] is an
L2 ∩C0-solution of Eq. (1.2) on (−∞, s] with u˜i (0; s, τ ) = ui(0; τ)− ui(0; s) = ui(0 − 0; τ)−
ui(0 − 0; s) ∈ Yu(0), proving (i).
(ii) Since u˜i (·; s, τ ) is an L2 ∩ C0-solution of Eq. (1.2) on (−∞, s], from the definition
of Vu(t, s) we conclude Vu(t, s)u˜i (s; s, τ ) = u˜i (t; s, τ ) for all i = 1, . . . , d∗. Fix x ∈ X+u (τ ).
Using the definition of X+u (τ ) in (3.3), we find y ∈ Yu(τ) and a1, . . . , ad∗ ∈ C such that
x = y +∑d∗i=1 aiui(τ ; τ), and so
U+u (s, τ )x = Vu(s, τ )y +
d∗∑
i=1
aiWu(s, τ )ui(τ ; τ) = Vu(s, τ )y +
d∗∑
i=1
aiui(s; τ)
=
[
Vu(s, τ )y +
d∗∑
i=1
aiu˜i(s; s, τ )
]
+
[
d∗∑
i=1
aiui(s; s)
]
.
Note that the first expression in [ · ] belongs to Yu(s) while the second belongs to H(s, s). From
this representation and from Remark 3.3(ii), we obtain
U+u (t, s)U+u (s, τ )x = Vu(t, s)
(
Vu(s, τ )y +
d∗∑
i=1
aiu˜i(s; s, τ )
)
+
d∗∑
i=1
aiWu(t, s)ui(s; s)
= Vu(t, s)Vu(s, τ )y +
d∗∑
aiVu(t, s)u˜i (s; s, τ )+
d∗∑
aiui(t; s)
i=1 i=1
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d∗∑
i=1
ai u˜i(t; s, τ )+
d∗∑
i=1
aiui(t; s)
= Vu(t, τ )y +
d∗∑
i=1
aiui(t; τ) = U+u (t, τ )x.
(iii) This follows from the definition of Wu and Remark 3.3(iv). 
Next, we will prove the exponential estimate for U+u . The proof given below is similar to the
proof of [21, Theorem 5.5]. We recall that if X = Z1 ⊕ Z2 is a direct sum decomposition, then
we can identify Z∗1 = Z⊥2 .
Proposition 3.10. There exist positive N,ν so that ‖U+u (t, τ )‖Neν(t−τ), τ  t  0.
Proof. Claim 1. ‖T∗(τ, t)‖Ne−ν(τ−t) for all τ  t  0.
From Proposition 3.5(i) we have g(t) ∈ Xt ⊆ X+s (t) and U+u (τ, t)g(t) = g(τ) for all g ∈ kerG
and τ  t  0 and thus, from Proposition 3.2(i), it follows that ‖g(τ)‖  Ne−ν(τ−t)‖g(t)‖ for
all τ  t  0. By Remark 2.11, we can apply this argument for G∗ instead of G, and thus obtain
N,ν > 0 such that ‖h(τ)‖  Ne−ν(τ−t)‖h(t)‖ for all τ  t  0 and h ∈ kerG∗, proving the
claim.
Claim 2. ‖U+u (t, τ )‖Neν(t−τ) for all τ  t  0.
Let τ  0 and t ∈ [0, τ ]. From Proposition 3.9(i) we have X+u (t) = Yu(t) ⊕ H(t, τ ) and
X+u (τ ) = Yu(τ) ⊕ H(τ, τ ), which yields Xt,∗ ⊆ H(t, τ )∗ and Xτ,∗ ⊆ H(τ, τ )∗. Since X =
X+s (t) ⊕ X+u (t) = X⊥t,∗ ⊕ H(t, τ ) (from Remark 3.8 and Proposition 3.9(i)) and X = X⊥τ,∗ ⊕
H(τ, τ ) (from Remark 3.8), we have dimH(t, τ )∗ = dimXt,∗ = dimH(τ, τ )∗ = dimXτ,∗ = d∗,
and so H(t, τ )∗ = Xt,∗ and H(τ, τ )∗ = Xτ,∗. From the definition of Wu(t, τ ) and Proposi-
tion 2.9(ii) we have 〈Wu(t, τ )x,h(t)〉 = 〈x,h(τ)〉 for all x ∈ H(τ, τ ) and all h ∈ kerG∗, which
implies Wu(t, τ )∗ = T∗(τ, t). By Claim 1, we have ‖Wu(t, τ )‖ = ‖T∗(τ, t)‖  Neν(t−τ). Since
U+u (t, τ ) = Vu(t, τ ) ⊕ Wu(t, τ ) as an operator from Yu(τ) ⊕ H(τ, τ ) to Yu(t) ⊕ H(t, τ ), using
Proposition 3.4(i), we infer ‖U+u (t, τ )‖Neν(t−τ). 
Proposition 3.11. U+ = (U+s ,U+u ) is a bi-family associated with Eq. (1.2).
Proof. From Proposition 3.2 and Remark 3.8(iii) it follows that P+(t) is a bounded projection.
From Remark 3.1 and Propositions 3.2, 3.9, 3.10 we have that U+ = (U+s ,U+u ) is a bi-family.
From the definition of U+s (t, τ ) for t  τ  0 and the definition of U+u (t, τ ) for t  τ  0, we
have that U+s (·, τ )x is an L2 ∩C0-solution of Eq. (1.2) on [τ,∞) for all τ  0 and all x ∈ X+s (τ ).
Similarly, Uu(·, τ )x is a solution of Eq. (1.2) on [0, τ ] for all τ  0 and x ∈ Xu(τ).
Let u be a solution of Eq. (1.2) on [a, b]. Let v : [0, b] → X be defined by v(t) =
U+u (t, a)Q+(a)u(a) for t ∈ [0, a] and v(t) = u(t) − U+s (t, a)P+(a)u(a). From Definition 2.3
it follows that v is a solution of Eq. (1.2) on [0, b]. Let w :R+ → X be defined by w(t) =
v(t) − U+u (t, b)Q+(b)v(b) for t ∈ [0, b] and w(t) = U+s (t, b)P+(b)v(b) for t > b. Then w
is an L2 ∩ C0-solution of Eq. (1.2) on R+. From the definition of X+s (0) it follows that
w(0) ∈ X+s (0) and w(t) = U+s (t,0)w(0). Moreover, one has w(0) = U+u (0, a)Q+(a)u(a) −
U+u (0, b)Q+(b)v(b) ∈ X+u (0), which implies w = 0. Since Q+(b)u(b) = Q+(b)v(b), we ob-
tain v(t) = U+u (t, b)Q+(b)u(b) for all t ∈ [a, b], and thus, u(t) = U+s (t, a)P+(a)u(a) +
U+(t, b)Q+(b)u(b) for all t ∈ [a, b]. u
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Proof. Taking into account Proposition 3.11 and the fact that the estimates (2.7) follow from
Propositions 3.2(ii) and 3.10, to complete the proof of the theorem it suffices to prove that the
projection-valued function P+(·) is strongly continuous and bounded on R+. Recall the defini-
tion of P∗(·) in Remark 3.8.
Step 1. We prove that P∗(·) is strongly continuous on R+. Let τ  0, yi(τ ) = (T∗(τ,0)∗)−1 ·
hi(0), vi(·; τ) = G−10 (MBG(·,0)hi(0) − MBG(·, τ )yi(τ )) and let v˜i (·; τ) : R → X be de-
fined by v˜i (t; τ) = vi(t; τ) + G(t,0)hi(0) − G(t, τ )yi(τ ) for t = τ and v˜i (τ ; τ) = vi(τ ; τ) +
T1(τ )P1hi(0) + P2yi(τ ). From the definition of the functions ui(·; τ) we have fi(·; τ) =
ui(·; τ)− v˜i (·; τ) ∈ kerG ⊆ C0(R,X). Using the fact that fi(·; τ) is continuous on R, we obtain
fi(0; τ) = ui(0−0; τ)− v˜i (0−0; τ). Recall that P⊥0 is the orthogonal projection onto X0. Since
fi(0; τ) ∈ X0 and ui(0 − 0; τ) ∈ Yu(0) ⊆ X⊥0 , it follows that
fi(0; τ) = −P⊥0 v˜i (0 − 0; τ) = −P⊥0
(
vi(0; τ)− P2hi(0)+ T2(τ )P2yi(τ )
)
. (3.4)
Let (tn)n1 ⊆ R and assume tn → τ as n → ∞. We will prove vi(·; tn) → vi(·; τ) as n → ∞,
uniformly on R. From Proposition 2.10(iv) we have, for all n 1,∥∥vi(·; tn)− vi(·; τ)∥∥∞  c∥∥G0(vi(·; tn)− vi(·; τ))∥∥2
= ∥∥MB(G(·, τ )yi(τ )− G(·, tn)yi(tn))∥∥2
 c
∥∥G(·, τ )yi(τ )− G(·, tn)yi(tn)∥∥2.
From Proposition 2.12 it follows that yi is continuous on R, and thus, locally bounded. The
definition of the function G yields G(t, tn)yi(tn) → G(t, τ )yi(τ ) as n → ∞ for almost all t ∈ R
and that there exist constants C,α > 0 such that ‖G(t, tn)yi(tn)‖  Ce−α|t | for all n 1 and
all t ∈ R. From Lebesgue’s dominated convergence theorem, it follows that ‖G(·, tn)yi(tn) −
G(·, τ )yi(τ )‖2 → 0 as n → ∞, which proves vi(·; tn) → vi(·; τ) as n → ∞, uniformly on R.
Since vi(·; τ) ∈ domG0 ⊆ C0(R,X) we obtain
vi(tn; tn) → vi(τ ; τ) as n → ∞. (3.5)
From (3.4), the continuity of yi , the strong continuity of the semigroup {T2(t)}t0 and the uni-
form convergence of the sequence (vi(·; tn))n1 on R, we have fi(0; tn) → fi(0; τ) as n → ∞.
Moreover, Proposition 2.12 yields
fi(tn; tn) = T (tn,0)fi(0; tn) → T (τ,0)fi(0; τ) = fi(τ ; τ) as n → ∞. (3.6)
From (3.5), (3.6) and since ui(tn; tn) = v˜i (tn; tn) + fi(tn; tn) = vi(tn; tn) + fi(tn; tn) + T1(tn) ·
P1hi(0) + P2yi(tn) for all n 1, we obtain that ui(tn; tn) → ui(τ ; τ) as n → ∞. From Re-
mark 3.8(ii) it follows that P∗(tn)x → P∗(τ )x as n → ∞ for each x ∈ X, which proves that
P∗(·) is strongly continuous on R+.
Step 2. We prove that P+(·) is strongly continuous on R+. Notice that P+(t) and P∗(t) −
P+(t) are the projections onto X+s (t) and Yu(t), respectively, associated to the splitting
X⊥ = X+(t) ⊕ Yu(t). Define u :R → X by u(t) = U+(t, τ )P+(τ )x for t  τ and u(t) =t,∗ s s
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tion 2.7 we have (F − MRFMB)u = FG(·, τ )P∗(τ )x, which implies G(u − G(·, τ )P∗(τ )x) =
MBG(·, τ )P∗(τ )x. It follows that u = G(·, τ )P∗(τ )x +w(·; τ, x)+ z¯(·; τ, x) where w(·; τ, x) =
G−10 (MBG(·, τ )P∗(τ )x) and z¯(·; τ, x) ∈ kerG such that z¯(0; τ, x) = P⊥0 (u(0)−G(0, τ )P∗(τ )x).
Passing to the limit as t → τ + 0,
P+(τ )x = P1P∗(τ )x +w(τ ; τ, x)+ z¯(τ ; τ, x). (3.7)
Let (tn)n1 ⊆ R and assume tn → τ as n → ∞. By Proposition 2.10(iii),∥∥w(·; tn, x)−w(·; τ, x)∥∥∞  c∥∥G0(w(·; tn, x)−w(·; τ, x))∥∥2
 c
∥∥MB(G(·, tn)P∗(tn)x − G(·, τ )P∗(τ )x)∥∥2
 c
∥∥G(·, tn)P∗(tn)x − G(·, τ )P∗(τ )x∥∥2.
From the definition of G and since P∗(·) is strongly continuous on R+, and hence, locally
bounded on R+, we have G(·, tn)P∗(tn)x → G(·, τ )P∗(τ )x as n → ∞ almost everywhere and
there exist constants C,α > 0 such that ‖G(t, tn)P∗(tn)x‖  Ce−α|t | for all n 1 and t ∈ R.
From Lebesgue’s dominated convergence theorem it follows that w(·; tn, x) → w(·; τ, x) as
n → ∞, uniformly on R. Since w(·; τ, x) ∈ domG is continuous, we obtain
w(tn; tn, x) → w(τ ; τ, x) as n → ∞. (3.8)
Since w(·; τ, x), z¯(·; τ, x) ∈ dom(G) ⊆ C0(R,X), we have z¯(τ ; τ, x) = T (τ,0)z(0; τ, x) =
T (τ,0)P⊥0 (u(0)−G(0, τ )P∗(τ )x) = T (τ,0)P⊥0 (u(0−0)−G(0−0, τ )P∗(τ )x). Moreover, since
u(0 − 0) ∈ Yu(0) ⊆ X⊥0 , we infer z¯(τ ; τ, x) = −T (τ,0)P⊥0 G(0 − 0, τ )P∗(τ )x = T (τ,0)P⊥0 ·
T2(τ )P2P∗(τ )x. From Step 1, Proposition 2.12 and since {T2(t)}t0 is a C0-semigroup we ob-
tain
z¯(tn; tn, x) → z¯(τ ; τ, x) as n → ∞. (3.9)
From Step 1, (3.7), (3.8) and (3.9) it follows that P+(tn)x → P+(τ )x as n → ∞.
Step 3. We prove that P+(·) is bounded on R+. Let τ  0 and x ∈ X. Define u :R+ → X
by u(t) = U+s (t, τ )P+(τ )x for t > τ and u(t) = −U+u (t, τ )Q+(τ )x for t ∈ [0, τ ]. From the
definitions of U+s and U+u and Proposition 2.7(iv), (v) we have (Fu)(ξ) − (MRFMBu)(ξ) =
R(ξ)(e−2πiξτ x − y) for all ξ ∈ R, where y = U+u (0, τ )Q+(τ )x. From the definition of G we
have
(F −MRFMB)
(
u− G(·, τ )x + G(·,0)y)= MRFMB(G(·, τ )x − G(·,0)y),
which is equivalent to G(u − G(·, τ )x + G(·,0)y) = MB(G(·, τ )x − G(·,0)y). Let h ∈ kerG
be such that h(0) = P⊥0 (u(0) − G(0, τ )x + G(0,0)y). Then u − G(·, τ )x + G(·,0)y − h ∈
domG0 and G0(u−G(·, τ )x +G(·,0)y −h) = MB(G(·, τ )x −G(·,0)y). Hence, u = G(·, τ )x −
G(·,0)y + h + G−10 (MB(G(·, τ )x − G(·,0)y)). Since h(0) = P⊥0 (u(0) − G(0, τ )x + G(0,0)y)
from (2.2) and Proposition 3.2(i) we have ‖h‖∞  c‖h(0)‖  c‖u(0)‖ + c‖x‖ + c‖y‖ =
c‖x‖ + c‖y‖. Thus, since P+(τ )x = u(τ + 0), from (2.2) and Propositions 2.10(iv) and 3.10
we obtain the following estimate:
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+ ∥∥G−10 (MB(G(·, τ )x − G(·,0)y))∥∥∞
 c
(‖x‖ + ‖y‖ + ∥∥MB(G(·, τ )x − G(·,0)y)∥∥2)
 c
(‖x‖ + ‖y‖ + ∥∥G(·, τ )x∥∥2 + ∥∥G(·,0)y∥∥2)
 c
(‖x‖ + ‖y‖) c(‖x‖ +Ne−ντ∥∥Q+(τ )x∥∥)
 c
(‖x‖ +Ne−ντ (‖x‖ + ∥∥P+(τ )x∥∥)).
Let a > 0 be such that Nce−ντ  1/2 for all τ  a. From the above estimate for all τ  a, we
have ‖P+(τ )x‖  c‖x‖ + 1/2‖x‖ + 1/2‖P+(τ )x‖, yielding ‖P+(τ )‖  c. By Step 2, P+(·) is
bounded on [0, a], and therefore on R+. 
4. The dichotomy on the negative semiline
Throughout this section we will assume that G is Fredholm. Let A
 = −A and let
B
,R
 :R → B(X) be defined by B
(t) := −B(−t) and R
(ξ) := R(2πiξ,A
) = −R(−ξ).
Since A is the generator of a bi-semigroup and B is bounded and piecewise strongly continuous,
we have that A
 is the generator of a bi-semigroup and B
 is bounded and piecewise strongly con-
tinuous. Moreover, R
(·)x,R
(·)∗x ∈ L2(R,X)∩C0(R,X) for all x ∈ X and thus, by the Closed
Graph Theorem, we have ‖R
(·)x‖2  c‖x‖ and ‖R
(·)∗x‖2  c‖x‖ for all x ∈ X. Consider the
equation
x′(t) = D
(t)x(t), t ∈ R, where D
(t) = A
 +B
(t). (4.1)
We will define an operator G
 associated to Eq. (4.1), as follows. Let dom(G
) be the set of all
u ∈ L2(R,X) such that there exists f ∈ L2(R,X) for which the relation Fu − MR
FMB
u =
MR
Ff holds and define G
u = f . We define the solutions of Eq. (4.1) on, say, [a, b] or
(−∞, a] similarly to Definition 2.3, by replacing A by A
, B by B
 and R by R
. Finally,
let Λ ∈ B(L2(R,X)) be the reflection operator defined by (Λf )(t) = f (−t), t ∈ R.
Proposition 4.1. Let b > a  0, u ∈ L2(R,X) and v = Λu = u(−·). Then:
(i) G
 = −ΛGΛ.
(ii) u is a solution of Eq. (1.2) on [−b,−a] if and only if v is a solution of Eq. (4.1) on [a, b].
(iii) u is an L2 ∩ C0-solution of Eq. (1.2) on (−∞,−a] if and only if v is an L2 ∩ C0-solution
of Eq. (4.1) on [a,∞).
Proof. (i) Let u ∈ dom(G), f = Gu and g = −Λf . From the definition of the functions B
 and
v we have Fv(ξ) = Fu(−ξ) and FMB
v(ξ) = −F(B(−·)u(−·))(ξ) = −FMBu(−ξ) for all
ξ ∈ R. Since u ∈ dom(G), it follows that
(F −MR
FMB
)v(ξ) =Fu(−ξ)−
(−R(−ξ))(−FMBu(−ξ))
= (Fu−MRFMBu)(−ξ) = R(−ξ)Ff (−ξ)
= −R
(ξ)Ff (−ξ) = MR
Fg(ξ)
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) and G
v = g = −ΛGu. Hence, Λdom(G) ⊆ dom(G
)
and G
Λu = −ΛGu for all u ∈ dom(G). Using a similar argument, one can prove Λdom(G
) ⊆
dom(G). Since Λ is invertible and Λ−1 = Λ, we have dom(G
) ⊆ Λdom(G), proving G
Λ =
−ΛG; and (ii) and (iii) are similar. 
Theorem 4.2. If G is Fredholm, then (1.2) has an exponential dichotomy on R−.
Proof. From Proposition 4.1(i) and since G is Fredholm, we have that G
 = −ΛGΛ is Fred-
holm. Applying Theorem 3.12 for Eq. (4.1) (replacing A by A
, B by B
 and R by R
), we
obtain that Eq. (4.1) has an exponential dichotomy on R+. From the proof of Theorem 3.12 it
follows that we can choose the projection family {P+,
(t)}t0 such that imP+,
(τ ), τ  0, is the
set of all x ∈ X such that there exists an L2 ∩ C0-solution u of Eq. (4.1) on [τ,∞) satisfying
u(τ) = x. Let U+,
 = (U+s,
,U+u,
) be a bi-family adjusted to the bounded, strongly continuous
projection family {P+,
(t)}t0, satisfying Definition 2.5 for Eq. (4.1) and J = R+. Let P−(t) =
I − P+,
(−t) for t  0. We infer that {P−(t)}t0 is a bounded, strongly continuous projection
family. Let U−s (t, τ ) = U+u,
(−t,−τ) ∈ B(imP−(τ ), imP−(t)) for τ  t  0 and let U−u (t, τ ) =
U+s,
(−t,−τ) ∈ B(kerP−(τ ),kerP−(t)) for t  τ  0. Since U+,
 = (U+s,
,U+u,
) is a bi-family
adjusted to the projection family {P+,
(t)}t0, it follows that U− = (U−s ,U−u ) is a bi-family ad-
justed to the projection family {P−(t)}t0. From Proposition 4.1(ii) it follows that U−s (·, τ )x =
U+u,
(−·,−τ)x is a solution of Eq. (1.2) on [τ,0] for all τ  0 and all x ∈ imP−(τ ). Similarly,
from Proposition 4.1(iii) it follows that U−u (·, τ )x = U+s,
(−·,−τ)x is an L2 ∩ C0-solution of
Eq. (1.2) on (−∞, τ ] for all τ  0 and all x ∈ kerP−(τ ). Moreover, if u is a solution of Eq. (1.2)
on [a, b] ⊆ R−, by Proposition 4.1(ii), v = u(−·) is a solution of Eq. (4.1) on [−b,−a]. It follows
that v(t) = Us,
(t,−b)P+,
(−b)v(−b)+Uu,
(t,−a)(I −P+,
(−a))v(−a) for all t ∈ [−b,−a],
or equivalently, u(t) = U−s (t, a)P−(a)u(a)+U−u (t, b)(I − P−(b))u(b) for all t ∈ [a, b], which
proves that U− is a bi-family associated with Eq. (1.2). Also, we have the estimates∥∥U−s (t, τ )∥∥= ∥∥U+u,
(−t,−τ)∥∥Neν(−t+τ) = Ne−ν(t−τ) for all τ  t  0,∥∥U−u (t, τ )∥∥= ∥∥U+s,
(−t,−τ)∥∥Ne−ν(−t+τ) = Neν(t−τ) for all t  τ  0,
proving that Eq. (1.2) has an exponential dichotomy on R−. 
5. The index formula
Throughout this section we assume that G is Fredholm. Let {P+(t)}t0 and {P−(t)}t0 be
the dichotomy projections defined in Theorems 3.12 and 4.2.
Proposition 5.1. Assume that G is Fredholm. Then the pair (imP+(0),kerP−(0)) is Fred-
holm, dim kerG = α(imP+(0),kerP−(0)), codim imG = β(imP+(0),kerP−(0)) and indG =
ind(imP+(0),kerP−(0)).
Proof. First, we claim that kerP−(0) = Yu(0) ⊕ X0. As in the definition of the subspace
X+s (0) = imP+(0), cf. Remark 3.1, and since P−(t) = I − P+,
(−t) for all t  0, we have
that kerP−(0) = imP+,
 is the space of all x ∈ X such that there exists an L2 ∩ C0-solution
v of Eq. (4.1) on [0,∞) with v(0) = x. From Proposition 4.1(iii) it follows that kerP−(0) is
the set of all x ∈ X such that there exists an L2 ∩ C0-solution u of Eq. (1.2) on (−∞,0] with
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X0 ∩ Yu(0) = {0}. Thus, to prove the claim it is enough to show that kerP−(0) ⊆ Yu(0) + X0.
Let x ∈ kerP−(0). As in Proposition 3.5(i), one can prove x ∈ X⊥0,∗. From Theorem 3.6 we have
that there exist y ∈ Yu(0) and z ∈ X+s (0) = imP+(0) such that x = y + z. Let u be the L2 ∩C0-
solution of Eq. (1.2) on (−∞,0] for which u(0) = x (the uniqueness of this solution follows
from Hypothesis 1.1). Then u − Vu(·,0)y is an L2 ∩ C0-solution of Eq. (1.2) on (−∞,0], and
u(0)−Vu(0,0)y = x−y = z ∈ imP+(0). Hence, z ∈ X0, which proves x = y+z ∈ Yu(0)+X0.
By the definition of imP+(0), kerP−(0) and X0 we have imP+(0)∩ kerP−(0) = X0. More-
over, using Proposition 3.5(i) and Theorem 3.6, we have imP+(0) + kerP−(0) = X+s (0) +
Yu(0) + X0 = X+s (0) + Yu(0) = X⊥0,∗. It follows that dim(imP+(0) ∩ kerP−(0)) = dimX0 =
dim ker(G) < ∞ and codim(imP+(0) + kerP−(0)) = codimX⊥0,∗ = dimX0,∗ = dim ker(G∗).
Thus, the pair (imP+(0),kerP−(0)) is Fredholm and the required formulas for the defect num-
bers and the index hold. 
The following index formula was proved in [21,22] for the case of well-posed equations: If the
operator G is Fredholm then the node operator (acting from kerP−(a) to kerP+(b) and defined
by N(b,a) = Q+(b)U(b, a)|kerP−(a)) is Fredholm and, moreover, indG = indN(b,a). For not
well-posed equations we cannot define the operator N(b,a) due to the lack of the evolution
family {U(t, τ )}tτ . To bypass this difficulty we replace below the node operator in the latter
index formula by a certain subspace Za,b ⊆ X ×X. This subspace resembles the graph of the
node operator, but can be defined when Eq. (1.2) is not well-posed. One can use this subspace
because the Fredholm property of an operator can be described by means of its graph as follows.
Remark 5.2. Consider direct sum decompositions X = Y1 ⊕Z1 = Y2 ⊕Z2 of a Banach space X,
and an operator T ∈ B(Z1,Z2). We view the graph gr(T ) = {(z, T z): z ∈ Z1} as a subspace of
X ×X. The operator T is Fredholm if and only if the pair of subspaces (gr(T ),X × Y2) of X ×X
is Fredholm, and moreover, dim kerT = α(gr(T ),X × Y2), codim imT = β(gr(T ),X × Y2) and
indT = ind(gr(T ),X × Y2). Indeed, this follows from the formulas gr(T )∩ (X × Y2) = kerT ×
{0} and gr(T )+ (X × Y2) = X × (imT ⊕ Y2).
Assuming that the operator G is Fredholm, let {P±(t)}t∈R± be the dichotomy projections on
R± obtained in Theorems 3.12 and 4.2. Given a  0 b, let us define the subspace Za,b as the
set of all pairs (x,Q+(b)y) ∈ kerP−(a) × kerP+(b) such that there exists a solution u of (1.2)
on [a, b] satisfying u(a) = x and u(b) = y. In general, Za,b might not be the graph of a linear
operator, as shown in Example 8.10. Recall (2.13).
Proposition 5.3. If G is Fredholm, then the pair (Za,b,X × imP+(b)) is a Fredholm pair of
subspaces of X ×X and dim kerG = dim(Za,b ∩ (X× imP+(b))), codim imG = codim(Za,b +
(X × imP+(b))) and indG = ind(Za,b,X × imP+(b)).
Proof. Claim 1. Za,b ∩ (X × imP+(b)) = Xa × {0}.
Assume (x, y) ∈ Za,b ∩ (X × imP+(b)). Then y ∈ imP+(b) ∩ kerP+(b) = {0} and there
exists a solution u of Eq. (1.2) on [a, b] such that u(a) = x ∈ kerP−(a) and Q+(b)u(b) =
y = 0. Since, u(b) ∈ imP+(b), by the definition of the projections P−(a) and P+(b), there exists
g ∈ kerG such that u = g|[a,b], which implies x = u(a) = g(a) ∈ Xa , proving Za,b ∩ (X ×
imP+(b)) ⊆ Xa × {0}. Conversely, Xa × {0} ⊆ X × imP+(b). Since Xb ⊆ imP+(b), one has
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the claim. From Hypothesis 1.1 we know that Xa and kerG are isomorphic, and thus
dim
(Za,b ∩ (X × imP+(b)))= dim(Xa × {0})= dimXa = dim kerG< ∞, (5.1)
proving the first formula for the defect numbers in the proposition.
Claim 2. Za,b + (X × imP+(b)) = X ×X⊥b,∗.
From Proposition 3.5 it follows that X × imP+(b) ⊆ X × X⊥b∗. If (x, y) ∈ Za,b , then there
exists a solution u of Eq. (1.2) on [a, b] such that u(a) = x ∈ kerP−(a) and y = Q+(b)u(b).
Since x ∈ kerP−(a) it follows that there exists an L2 ∩ C0-solution v of Eq. (1.2) on (−∞, b]
such that u = v|[a,b]. Using the same argument as in the proof of Proposition 3.5 one can show
v(b) ∈ X⊥b,∗. From Theorem 3.6 we have X⊥b,∗ = imP+(b) ⊕ Yu(b) and thus x1 ∈ imP+(b) and
y1 ∈ Yu(b) such that v(b) = x1 + y1. Let w :R → X be defined by w(t) = U+s (t, b)x1 for t  b
and w(t) = v(t) − Vu(t, b)y1 for t < b. A direct computation shows (F − MRFMB)w = 0,
which yields w ∈ kerG. Since Yu(b) ⊆ imP+(b) and Xb ⊆ imP+(b), we infer
y = Q+(b)u(b) = Q+(b)v(b) = Q+(b)
(
y1 +w(b)
)= y1 ∈ Yu(b) ⊆ X⊥b,∗,
which proves Za,b ⊆ X ×X⊥b∗. It follows that Za,b + (X × imP+(b)) ⊆ X ×X⊥b,∗. Conversely,
let (x, y) ∈ X × X⊥b,∗. From Theorem 3.6 we have y ∈ X⊥b,∗ = imP+(b) ⊕ Yu(b), and thus,
there exist x2 ∈ imP+(b) and y2 ∈ Yu(b) such that y = x2 + y2. Since Yu(b) ⊆ kerP+(b), we
have Q+(b)y2 = y2, which implies (Vu(a, b)y2, y2) = (Vu(a, b)y2,Q+(b)Vu(b, b)y2) ∈ Za,b .
We infer (x, y) = (Vu(a, b)y2, y2)+ (x −Vu(a, b)y2, x2) ∈Za,b + (X × imP+(b)), proving the
claim. From Hypothesis 1.1 we know that Xb,∗ and kerG∗ are isomorphic. Thus, Za,b + (X ×
imP+(b)) is a closed subspace of X ×X and, finishing the proof:
codim
(Za,b + (X × imP+(b)))= codim(X ×X⊥b,∗)= codimX⊥b,∗ = dim kerG∗ < ∞. 
6. Sufficiency in the Dichotomy Theorem
Throughout this section we assume that Eq. (1.2) has exponential dichotomies on R±, cf.
Definition 2.5. We denote by U± = (U±s ,U±u ) the bi-families adjusted to the projection families
{P+(t)}t0 and {P−(t)}t0, for J = R+ and J = R−, respectively. Also, we assume that the pair
(imP+(0),kerP−(0)) of subspaces of X is Fredholm. To show that G is Fredholm we need two
technical results.
Proposition 6.1. (i) The function U+s (τ, ·)P+(·)x is right continuous on [0, τ ] for each τ  0
and x ∈ X, and the function U−s (τ, ·)P−(·)x is right continuous on (−∞, τ ] for each τ  0 and
x ∈ X.
(ii) The function U+u (τ, ·)P+(·)x is left continuous on [τ,∞) for each τ  0 and x ∈ X, and
the function U−u (τ, ·)P−(·)x is left continuous on [τ,0] for each τ  0 and x ∈ X.
Proof. To show (i) let τ  0, x ∈ X and (sn)n∈N ⊆ [0, τ ] such that sn → s, sn  s for all n ∈ N.
Then
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= ∥∥U+s (τ, sn)P+(sn)x −U+s (τ, sn)U+s (sn, s)P+(s)x∥∥
= ∥∥U+s (τ, sn)(P+(sn)x −U+s (sn, s)P+(s)x)∥∥
N
∥∥P+(sn)x −U+s (sn, s)P+(s)x∥∥
for all n ∈ N. P+(·) is strongly continuous, and U+s (·, s)P+(s)x is an L2 ∩ C0-solution of
Eq. (1.2) on [s,∞), we obtain that U+s (τ, ·)P+(·)x is right continuous on [0, τ ] for each τ  0
and x ∈ X. Similarly, U−s (τ, ·)P−(·)x is right continuous on (−∞, τ ] for each τ  0 and x ∈ X,
and the proof of (ii) is analogous. 
Our plan is to show the existence of a finite rank operator K such that, for a given f ∈
L2(R,X) and u ∈ dom(G), we have Gu = f −Kf . Let f ∈ L2(R,X) and define Z+f :R2 → X
by Z+f (t, s) = U+s (t, s)P+(s)f (s) if t  s  0, by Z+f (t, s) = −U+u (t, s)Q+(s)f (s) if 0 
t < s and by Z+f (t, s) = 0 if t < 0 or s < 0. Also, define Z−f :R2 → X by Z−f (t, s) =
U−s (t, s)P−(s)f (s) if s  t  0, by Z−f (t, s) = −Uu(t, s)Q−(s)f (s) if t < s  0 and by
Z−f (t, s) = 0 if t > 0 or s > 0. By a direct verification, it follows that(
(F −MRFMB)Z+f (·, s)
)
(ξ) = R(ξ)(e−2πiξsf (s)+Z+f (0, s)), ξ ∈ R, s  0, (6.1)(
(F −MRFMB)Z−f (·, s)
)
(ξ) = R(ξ)(e−2πiξsf (s)−Z−f (0, s)), ξ ∈ R, s  0. (6.2)
By Proposition 6.1 and estimates (2.7), we have ‖Z±f (t, s)‖  Ne−ν|t−s|‖f (s)‖ for all
t, s ∈ R. We define u±f :R → X by
u±f (t) =
∫
R
Z±f (t, s) ds. (6.3)
From the continuity in the first variable of the evolution operators U±s,u, estimates (2.7), and since
u+f (t) =
t∫
0
U+s (t, s)P+(s)f (s) ds −
∞∫
t
U+u (t, s)Q+(s)f (s) ds for all t  0,
u−f (t) =
t∫
−∞
U−s (t, s)P−(s)f (s) ds −
0∫
t
U−u (t, s)Q−(s)f (s) ds for all t  0,
we have that u+f is continuous on (0,∞) and u−f is continuous on (−∞,0). Moreover, since
u+f (t) = 0 for all t < 0 and u−f (t) = 0 for all t > 0 and ‖Z±f (t, s)‖  Ne−ν|t−s|‖f (s)‖ for all
t, s ∈ R, we obtain, for all t ∈ R,
∥∥u±f (t)∥∥ ∫ Ne−ν|t−s|∥∥f (s)∥∥ds  c(∫ e−ν|t−s|∥∥f (s)∥∥2 ds)1/2,
R R
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u±f ∈ L2(R,X),
∥∥u±f ∥∥2  c‖f ‖2 and limt→±∞u±f (t) = 0. (6.4)
Proposition 6.2. Let f ∈ L2(R,X), f+ = χ[0,∞)f , f− = χ(−∞,0]f , and define
x+f =
∞∫
0
U+u (0, s)Q+(s)f (s) ds, x−f =
0∫
−∞
U−s (0, s)P−(s)f (s) ds.
Then:
(i) ((F −MRFMB)u+f )(ξ) = R(ξ)(Ff+(ξ)− x+f ) for almost all ξ ∈ R.
(ii) ((F −MRFMB)u−f )(ξ) = R(ξ)(Ff−(ξ)− x−f ) for almost all ξ ∈ R.
Proof. (i) Step 1. Suppose that f ∈ L1(R,X)∩L2(R,X). From (6.1) and Proposition 2.7(i) we
have (
(F −MRFMB)
(
χ(−n,n)Z+f (·, s)
))
(ξ)
= R(ξ)(e−2πiξsf (s)+Z+f (0, s)+ e2πinξZ+f (−n, s)− e−2πinξZ+f (n, s))
= R(ξ)(e−2πiξsf (s)+Z+f (0, s)− e−2πinξZ+f (n, s))
for all ξ ∈ R, all s  0 and all n ∈ N. Repeatedly using the definition of the Fourier transform, it
follows that(
(F −MRFMB)
(
χ(−n,n)u+f
))
(ξ)
=
n∫
−n
(
e−2πiξ t
(
I −R(ξ)B(t)) ∞∫
0
Z+f (t, s) ds
)
dt
(
using (6.3))
=
∞∫
0
n∫
−n
e−2πiξ t
(
Z+f (t, s)−R(ξ)B(t)Z+f (t, s)
)
dt ds (using Fubini’s Theorem)
=
∞∫
0
(
(F −MRFMB)
(
χ(−n,n)Z+f (·, s)
))
(ξ) ds
=
∞∫
0
R(ξ)
(
e−2πiξsf (s)+Z+f (0, s)− e−2πinξZ+f (n, s)
)
ds
(
using (6.1) and (2.8))
= R(ξ)(Ff+(ξ)− x+f − e−2πinξu+f (n))
for all ξ ∈ R and n ∈ N. Since χ(−n,n)u+f → u+f in L2(R,X) and u+f (n) → 0 as n → ∞, we
obtain (F − MRFMB)(χ(−n,n)u+) → (F − MRFMB)u+ as n → ∞ in L2(R,X) and ((F −f f
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for Step 1.
Step 2. Suppose that f ∈ L2(R,X). Let {fn} ⊆ L1(R,X) ∩ L2(R,X) such that fn → f as
n → ∞ in L2(R,X). By (6.4) it follows that u+fn → u+f as n → ∞ in L2(R,X). Similarly,
by (2.7), we have that x+fn → x+f as n → ∞. From Step 1 and since (fn)+ → f+ as n → ∞
in L2(R,X) we obtain ((F −MRFMB)(χ(−n,n)u+f ))(ξ) → R(ξ)(Ff+(ξ)− x+f ) as n → ∞ for
each ξ ∈ R, which proves (i).
The proof of (ii) is similar. 
Proposition 6.3. If Eq. (1.2) has an exponential dichotomy on R± and the pair (imP+(0),
kerP−(0)) is Fredholm, then the operator G is Fredholm.
Proof. Let u ∈ kerG. By Proposition 2.7(i) u is a solution of Eq. (1.2) on [0, a] for a > 0. By De-
finition 2.5 for J = R+, it follows that u(t) = U+s (t,0)P+(0)u(0)+U+u (t, a)Q+(a)u(a) for all
t ∈ [0, a], where Q+(t) = I −P+(t) for t  0, which implies Q+(t)u(t) = U+u (t, a)Q+(a)u(a)
for all a > 0 and all t ∈ [0, a]. Hence, ‖Q+(0)u(0)‖ = ‖U+u (0, a)Q+(a)u(a)‖ 
Ne−νa‖Q+(a)‖‖u(a)‖  cNe−νa‖u(a)‖ for all a > 0. Passing to the limit as a → ∞, one
has Q+(0)u(0) = 0, which proves u(0) ∈ imP+(0). From Proposition 4.1(i) we have v =
u(−·) ∈ kerG
. Applying the above argument to Eq. (4.1), one has P−(0)u(0) = 0, proving
u(0) ∈ kerP−(0). Hence, {u(0): u ∈ kerG} ⊆ imP+(0)∩ kerP−(0), which implies that the sub-
space {u(0): u ∈ kerG} is finite-dimensional. Using Hypothesis 1.1, we conclude that kerG and
{u(0): u ∈ kerG} are isomorphic, and so dim kerG< ∞.
Since (imP+(0),kerP−(0)) is a Fredholm pair, there exist closed subspaces Y+ and Y−
and finite-dimensional subspaces Y0 and Y∗ such that imP+(0) ∩ kerP−(0) = Y0, imP+(0) =
Y0 ⊕ Y+, kerP−(0) = Y0 ⊕ Y− and X = Y0 ⊕ Y+ ⊕ Y− ⊕ Y∗. Denote by PY0 , PY+ , PY− and
PY∗ projectors associated with the latter splitting. Using notation (6.3) and Proposition 6.2
we let uf = u+f + u−f ∈ L2(R,X) and xf = x+f + x−f . From Proposition 6.2 we have (F −
MRFMB)uf = MRFf − R(·)xf . Define vf :R → X by vf (t) = U+s (t,0)(PY0xf + PY+xf )
for t  0 and vf (t) = −U−u (t,0)PY−xf for t < 0. From (2.7) we have vf ∈ L2(R,X) and
(F −MRFMB)vf = R(·)(xf −PY∗xf ). It follows that (F −MRFMB)(uf + vf ) = MRFf −
R(·)PY∗xf . Recall notation (1.4) and that FV(·)x = R(·)x for all x ∈ X. Using this fact, we
obtain
(F −MRFMB)
(
uf + vf + V(·)PY∗xf
)
= MRFf −R(·)PY∗xf + (F −MRFMB)V(·)PY∗xf
= MRFf −MRFMBV(·)PY∗xf = MRF(f −Kf ),
where Kf = MBV(·)PY∗xf . Since Y∗ is finite-dimensional the operator K is of finite rank. Also,
we have uf + vf + V(·)PY∗xf ∈ dom(G) and G(uf + vf + V(·)PY∗xf ) = f − Kf for all
f ∈ L2(R,X). Hence, im(I − K) ⊆ im(G). Since K has finite rank, I −K is Fredholm, and
thus, imG is closed and codim imG< ∞. 
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In this section we will discuss some perturbation results. For this, we will need a reformulation
of the Fredholm property of G in terms of some spectral conditions involving V , see (1.4), and
the operator-valued function B(·). First, we recall the following fact.
Remark 7.1. If Y is a dense subspace of a Hilbert space X and E,F :Y → X are two closed op-
erators, and 0 ∈ ρ(F ), then E is Fredholm if and only if EF−1 is Fredholm. Moreover, indE =
ind(EF−1). Indeed, this follows from equalities ker(EF−1) = F(kerE) and im(EF−1) = imE.
We introduce the operator Gunp =F∗M−1R F . Since MR is a bounded injective operator with
dense range, Gunp is closed, densely defined and invertible with G−1unp =F∗MRF .
Proposition 7.2. The operator G is Fredholm if and only if 1 /∈ σF (V ∗MB). Moreover, indG =
ind(I − V ∗MB).
Proof. Since V(·)x = F∗R(·)x for each x ∈ X, we infer that F∗MRFMB = V ∗ MB . By the
definition of G, if u ∈ dom(G) then
(I − V ∗MB)u = (I −F∗MRFMB)u =F∗(F −MRFMB)u
=F∗MRFGu = G−1unpGu.
It follows that G−1unpG is closable and G−1unpG = (G∗(G∗unp)−1)∗, which implies I − V ∗ MB =
(G∗(G∗unp)−1)∗. In the course of proof of Proposition 2.2 we proved G∗ = G∗unp − MB∗ , which
implies dom(G∗) = dom(G∗unp). Using Remark 7.1, it follows that G, equivalently, G∗ is Fred-
holm if and only if G∗(G∗unp)−1 is Fredholm if and only if (G∗(G∗unp)−1)∗ = I − V ∗MB is Fred-
holm if and only if 1 /∈ σF (V ∗ MB). Moreover, ind(G) = − ind(G∗) = − ind(G∗(G∗unp)−1) =
ind(G∗(G∗unp)−1)∗ = ind(I − V ∗MB). 
Next, we will discuss compact perturbations of the following special class. Let K :R →K(X)
be a strongly continuous and bounded function. Denote DK(t) = A + B(t) + K(t), t ∈ R, and
consider the equation
u′(t) = DK(t)u(t), t ∈ R. (7.1)
Also, define the operator GK as follows: Let dom(GK) be the set of all u ∈ L2(R,X) such
that the relation (F − MRFMB+K)u = MRFf holds for some f ∈ L2(R,X) (which is unique
by the injectivity of MR), and define GK by GKu = f . We remark that GK = G−MK . The
following result is an analog of [22, Proposition 7.6]. Combined with the Dichotomy Theorem,
it gives sufficient conditions under which the exponential dichotomy on R± for Eq. (1.2) persists
for Eq. (7.1).
Proposition 7.3. Assume that lim|t |→∞ ‖K(t)‖ = 0. Then the operator G is Fredholm if and only
if the operator GK is Fredholm; moreover, ind(G) = ind(GK).
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it suffices to show that V ∗ MK is a compact operator. To this aim, for every n ∈ N we
choose ϕn ∈ C∞0 (R) such that 0  ϕn  1, ϕn(t) = 0 for t /∈ [−n− 1, n+ 1] and ϕn(t) = 1
for t ∈ [−n,n], and let Kn :R → K(X) be defined by Kn(t) = ϕn(t)K(t). By the assump-
tion lim|t |→∞ ‖K(t)‖ = 0, γn := supτ∈R ‖Kn(τ)−K(τ)‖ → 0 as n → ∞. This implies that
V ∗MKn → V ∗MK as n → ∞ in the operator norm, because∥∥((V ∗MKn − V ∗MK)f )(t)∥∥
=
∥∥∥∥∫
R
V(t − s)(Kn(s)−K(s))f (s) ds∥∥∥∥ ∫
R
Ne−ν|t−s|
(∥∥Kn(s)−K(s)∥∥)∥∥f (s)∥∥ds
Nγn
∫
R
e−ν|t−s|
∥∥f (s)∥∥ds  cγn(∫
R
e−ν|t−s|
∥∥f (s)∥∥2 ds)1/2
for all n ∈ N, t ∈ R and all f ∈ L2(R,X) yields
∥∥(V ∗MKn − V ∗MK)f ∥∥2  cγn(∫
R
∫
R
e−ν|t−s|
∥∥f (s)∥∥2 ds dt)1/2 = cγn‖f ‖2.
Let Ln :R2 →K(X) be the operator-valued function defined by Ln(t, s) = V(t − s)Kn(t). Ln is
strongly continuous on R2 \ {(t, t): t ∈ R}, and so, strongly measurable for all n ∈ N. More-
over ‖Ln(t, s)‖  Ne−ν|t−s|‖Kn(s)‖  Nce−ν|t−s|ϕn(s) for all t, s ∈ R and all n ∈ N, which
proves that
∫
R2 ‖Ln(t, s)‖2 dt ds < ∞ for each n ∈ N. From [9, Proposition 2.1], it follows thatV ∗ MKn ∈ K(L2(R,X)), since (V ∗ MKnf )(t) =
∫
R
Ln(t, s)f (s) ds for all n ∈ N, t ∈ R and
all f ∈ L2(R,X). Since V ∗ MKn → V ∗ MK as n → ∞ in the operator norm, we have
V ∗MK ∈K(L2(R,X)), as required. 
Next, we will show that the last perturbation result holds if we replace the condition
lim|t |→∞ ‖K(t)‖ = 0 in Proposition 7.3 by the condition ‖K(·)‖ ∈ L2(R).
Proposition 7.4. Assume that ‖K(·)‖ ∈ L2(R). Then the operator G is Fredholm if and only if
the operator GK is Fredholm; moreover, ind(G) = ind(GK).
Proof. The proof is similar to the proof of Proposition 7.3, but this time we will prove V ∗MK ∈
K(L2(R,X)) directly, using [9, Proposition 2.1]. Indeed, (V ∗MKf )(t) =
∫
R
L(t, s)f (s) ds for
all t ∈ R and f ∈ L2(R,X), where L : R2 →K(X) is defined by L(t, s) = V(t − s)K(s). Since
L is strongly measurable, ‖L(t, s)‖Ne−ν|t−s|‖K(s)‖ for all t, s ∈ R, and ∫
R
‖K(t)‖2 dt < ∞,
one has
∫
R2 ‖L(t, s)‖2 dt ds < ∞, and thus [9, Proposition 2.1] gives the desired conclusion. 
In the special case when B = 0, we denote the operator GK by G0K . Notice that G0K = Gunp −
MK and recall that Gunp is invertible. Propositions 7.3 and 7.4 in this special case yield the
following result.
Proposition 7.5. If the perturbation K :R → X satisfies either one of the conditions ‖K(·)‖ ∈
L2(R) or lim|t |→∞ ‖K(t)‖ = 0, then G0 is Fredholm with ind(G0 ) = 0.K K
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of bi-families associated with a not well-posed equation. The Dichotomy Theorem and Proposi-
tion 7.5 imply the following fact.
Proposition 7.6. Assume that A is a generator of a bi-semigroup and B(·) is a bounded piecewise
strongly continuous operator-valued function on R.
(i) If 1 /∈ σ(V ∗ MB) then G is invertible and, therefore, there exists an exponentially di-
chotomic bi-family U = (Us,Uu), adjusted to a projection family {P(t)}t∈R, associated with
Eq. (1.2) on R.
(ii) If B(t) ∈ K(X) for each t ∈ R and either lim|t |→∞ ‖B(t)‖ = 0 or ‖B(·)‖ ∈ L2(R), then
G is Fredholm, and, therefore, there exist bi-families U± = (U±s ,U±u ) adjusted to projection
families {P±(t)}t∈R± , associated with Eq. (1.2) on R±.
8. Examples and special cases
In this section we present several concrete examples of not well-posed differential equations
that fit our setting. We start with a special case of the generator of a stable bi-semigroup, probably,
well known.
Proposition 8.1. Let X0 be a Hilbert space, A0 : dom(A0) ⊆ X0 → X0 be a closed densely
defined linear operator, and assume that σ(A0) = {λn: n ∈ N} is a discrete set that does not
intersect R−, and, moreover, that there exists an orthonormal basis {en: n ∈ N} in X0 consisting
of eigenvectors of A0. If X = dom(|A0|1/2)×X0 then the operator A : dom(A) ⊆ X → X defined
by dom(A) = dom(A0)×dom(|A0|1/2) and A =
[ 0 I
A0 0
]
is the generator of a stable bi-semigroup.
Moreover, if A1/20 is defined via A1/20 en = λ1/2n en with dom(A1/20 ) = dom(|A0|1/2), then A˜ =
ΨAΨ−1, where
A˜ =
[−A1/20 0
0 A1/20
]
, Ψ = 2−1/2
[
A
1/2
0 −I
A
1/2
0 I
]
, Ψ−1 = 2−1/2
[
A
−1/2
0 A
−1/2
0
−I I
]
,
such that Ψ : dom(|A0|1/2)×X0 → X0 ×X0 is bounded and boundedly invertible.
Proof. The choice of the space X and the domain of A above, corresponds to the fact that the
operator Ψ is bounded and boundedly invertible. A simple computation shows that A˜ = ΨAΨ−1,
proving the proposition. 
8.1. Analytic bi-semigroups
In this subsection we are concerned with the situation when A is the generator of an analytic
bi-semigroup. The following two examples are taken from [37, Sections 2, 3].
Example 8.2. Let f :Rn → Rn be a smooth nonlinearity, D0 be an (n× n) diagonal matrix with
positive entries, c ∈ R, and consider the following system of reaction–diffusion equations:
∂tu = D0∂2u+ c∂ξu+ f (u), t, ξ ∈ R. (8.1)ξ
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q(ξ, t) = q(ξ, t + T ) for all ξ, t ∈ R and some T > 0 (see [37] and the literature therein for
information on this topic). The linearized equation about q is
∂tu = D0∂2ξ u+ c∂ξu+ a(ξ, t)u, t, ξ ∈ R, (8.2)
and we assume a(ξ, t) = fu(q(ξ, t)) bounded and smooth. If Φ is the monodromy operator,
acting on L2(R,Cn), associated with Eq. (8.2), and λ = eαT , then the eigenvalue problem Φv =
λv can be transformed, see [37, Section 2.2], to a differential equation of the form V ′ = D(ξ)V ,
ξ ∈ R, on X = H 1/2(R/TZ,Cn)×L2(R/TZ,Cn), where D(ξ) can be written as D(ξ) = A+
B(ξ) with dom(A) = H 1(R/TZ,Cn)×H 1/2(R/TZ,Cn), and denoting the (n× n) unit matrix
by In×n,
A =
[
0 In×n
D−10 (∂t + In×n) 0
]
, B(ξ) =
[
0 0
D−10 (α − In×n − a(ξ, ·)) −cD−10
]
.
Clearly, A satisfies conditions in Proposition 8.1, and so A is the generator of a uniformly expo-
nentially stable analytic bi-semigroup; B(·) is bounded and strongly continuous.
Example 8.3. Let f :Rn → Rn be a smooth nonlinearity, Ω be a bounded domain in Rm with
smooth boundary, η denote the Laplacian on L2(Ω) with dom(η) = H 2(Ω)∩H 10 (Ω), c ∈ R,
and consider the equation
∂tu = ∂2ξ u+ηu+ c∂ξu+ f (u), t, ξ ∈ R, η ∈ Ω. (8.3)
Let q :R ×Ω → Rn be a traveling wave for (8.3), i.e., q = q(ξ, η) is a solution of the following
elliptic problem on the cylinder R ×Ω :
∂2ξ q +ηq + c∂ξ q + f (q) = 0, ξ ∈ R, η ∈ Ω. (8.4)
The linearization of (8.3) about the traveling wave q is given by
∂tu = Lu, where Lu = ∂2ξ u+ηu+ c∂ξu+ fu
(
q(ξ, ·))u, t, ξ ∈ R, η ∈ Ω.
The eigenvalue problem Lv = λv can be written as the differential equation of the form V ′ =
D(ξ)V , ξ ∈ R, on X = H 10 (Ω,Cn) × L2(Ω,Cn), where, cf. [37, Section 3], D(ξ) = A + B(ξ)
with dom(A) = H 2(Ω,Cn)×H 10 (Ω,Cn),
A =
[
0 In×n
−η + In×n 0
]
, B(ξ) =
[
0 0
λ+ fu(q(ξ, ·))− In×n −cIn×n
]
.
The operator A is the generator of a uniformly exponentially stable analytic bi-semigroup by
Proposition 8.1; B(·) is bounded and strongly continuous.
Example 8.4. Let f :Rn → Rn be a smooth nonlinearity, Tm = Rm/2πZm be the torus, and
consider Eq. (8.3) with c = 0 from the previous example where η is the Laplacian with periodic
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q = q(ξ, η, t). Linearizing Eq. (8.3) along q , we obtain the equation
∂tu = ∂2ξ u+ηu+ a(ξ, η, t)u t, ξ ∈ R, η ∈ Ω, (8.5)
where a(t, ξ, η) = fu(q(t, ξ, η)). If Φ is the monodromy operator, acting on L2(R × Tm,Cn),
associated with Eq. (8.5) (for the definition of the monodromy operator see for example [37,
Section 2]), and λ = e2πα , then the eigenvalue problem Φv = λv can be written as the differential
equation V ′ = D(ξ)V , ξ ∈ R, on X = H 1/2([0,2π] × Tm,Cn)× L2([0,2π] × Tm,Cn), where
D(ξ) = A+B(ξ) with dom(A) = H 1([0,2π] × Tm,Cn)×H 1/2([0,2π] × Tm,Cn), and
A =
[
0 In×n
∂t −η + In×n 0
]
and B(ξ) =
[
0 0
a(·, ξ, ·)− α − In×n 0
]
.
Then A satisfies conditions in Proposition 8.1, which proves that A is the generator of a uniformly
exponentially stable bi-semigroup. Moreover, the semigroups {Tj (t)}t0 are analytic which fol-
lows from the fact that σ(A0) = {|k|2 + 1 − il: k ∈ Zm, l ∈ Z}. The function B(·) is bounded
and strongly continuous.
Example 8.5. Let A = [ 1 −d/dx
d/dx −1
]
be the Dirac operator on L2(R) × L2(R), see [23, Chap-
ters 8, 9]. It turns out that A is the generator of a (uniformly exponentially stable) bi-semigroup
but it is not the generator of a strongly continuous semigroup. Indeed, passing to the Fourier
transform, A is unitary equivalent to the operator
[ 1 −Mg
Mg −1
]
, where Mg is the operator of mul-
tiplication by the function g(ξ) = 2πiξ on L2(R) with the maximal domain. Diagonalizing the
matrix, one can see that A is similar to the operator
[Mh 0
0 −Mh
]
, where h(ξ) = −√1 + 4π2ξ2. It
follows that σ(A) = (−∞,−1] ∪ [1,∞), and so A is not a generator of a C0-semigroup. Since
Mh is the generator of the uniformly exponentially stable C0-semigroup {T (t)}t0 on L2(R)
given by (T (t)f )(ξ) = e−t
√
1+4π2ξ2f (ξ), t  0, ξ ∈ R, it follows that A is the generator of a
stable bi-semigroup.
Example 8.6. Consider the following Swift–Hohenberg equation (important in the study of cel-
lular flows and optical parametric oscillators, see, e.g. [11,12]):
∂tu = au−
(
1 + ∂2ξ
)2
u− u3, (8.6)
where a is a real parameter. Using notations v = (1 + ∂2ξ )u and W = (u, v)T , we can write
Eq. (8.6) as the following gradient equation, cf. [20]:
T ∂tW = D∂2ξ W +Q∇F(W), where
T =
[
1 0
0 0
]
, D =
[
0 −1
1 0
]
, Q =
[
1 0
0 −1
]
,
F (u, v) = au2/2 − u4/4 − uv + v2/2. (8.7)
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of the equation D∂2ξ W +Q∇F(W) = 0. Linearizing Eq. (8.7) about q , we obtain the equation
T ∂tW = D∂2ξ W +Q∇2F
(
q(ξ)
)
W. (8.8)
Since the matrix T is not invertible but the matrix D is, it is natural to treat (8.8) as an evolution
equation in the ξ -variable. Indeed, with the substitution Z = ∂ξW and V (ξ) = (W(·, ξ),Z(·, ξ))
we can write (8.8) as V ′ = D(ξ)V , ξ ∈ R, on X = H 1/2(R) × H 1/4(R) × H 1/2(R) × L2(R),
where D(ξ) = A0 +B0(ξ) with dom(A0) = H 1(R)×H 1/2(R)×H 1/2(R)×H 1/4(R), and
A0 =
⎡⎢⎣
0 0 I 0
0 0 0 I
0 I 0 0
∂t + 1 0 0 0
⎤⎥⎦ , B0(ξ) = [ 0 I2
DQ∇2F(q(ξ))−DT 0
]
, I2 =
[
I 0
0 I
]
.
For α > 0 we introduce the notation
Yα :=
{
f : R → C: f is measurable and
∫
R
(
1 + 4π2|ξ |2)α∣∣f (ξ)∣∣2 dξ < ∞}.
Let us denote by Mg the operator of multiplication by g(ξ) = 1 + 2πiξ acting from Y1/2
to L2(R) with dom(Mg) = Y1, and by Mhk the operator of multiplication by hk(ξ) = (1 +
4π2ξ2)1/8exp(kπi/2+i/4 arctan (2πξ)), k = 0,1,2,3, acting on L2(R) with dom(Mhk ) = Y1/4.
Define the operators A1 on Y1/2 ×Y1/4 ×Y1/2 ×L2(R) with dom(A1) = Y1 ×Y1/2 ×Y1/2 ×Y1/4
and A2 on L2(R)×L2(R)×L2(R)×L2(R) with dom(A2) = Y1/4 × Y1/4 × Y1/4 × Y1/4 by
A1 =
⎡⎢⎣
0 0 I 0
0 0 0 I
0 I 0 0
Mg 0 0 0
⎤⎥⎦ and A2 =
⎡⎢⎢⎣
Mh0 0 0 0
0 Mh1 0 0
0 0 Mh2 0
0 0 0 Mh3
⎤⎥⎥⎦ .
Taking the Fourier transform, we see that A0 is unitary equivalent to A1. Diagonalizing, we
infer that the operators A1 and A2 are similar. Notice that Reh0(ξ) 1 and Reh2(ξ)−1 for
all ξ ∈ R, which proves that −Mh0 and Mh2 are generators of uniformly exponentially stable
C0-semigroups on L2(R). Since supξ1 Reh1(ξ) < 0 and infξ−1 Reh1(ξ) > 0, it follows that
Mh1 can be represented as the sum of the generator of a stable bi-semigroup and a bounded
linear operator on L2(R), and similarly for Mh3 . Hence, A0 is a sum of the generator A of a
stable analytic bi-semigroup, and a bounded operator C0 on X. Thus, D(ξ) = A + B(ξ), where
B(ξ) = C0 +B0(ξ) gives a bounded strongly continuous function on R.
The spatial dynamics is also used in [14] to study the Swift–Hohenberg equation with ∂2ξ
from (8.6) replaced by the two-dimensional Laplacian. Unlike the operator A0, the resulting
operator in [14] has a forth-order derivative, and so the choice of the space X is different.
8.2. Non-analytic bi-semigroups
In this subsection we will give examples of Eq. (1.2) where the C0-semigroups {Tj (t)},
j = 1,2, are not analytic.
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turbed wave equation with dumping,
∂2t u = ∂2ηu+ γ ∂ηu+ b(t, η)u, t ∈ R, η ∈ [0,2π], (8.9)
subject to the periodic in η boundary conditions; here γ = 0. Let X0 = L2([0,2π]) and consider
the operator A0 = ∂2η + γ ∂η + 1 on X0 with the maximal domain H 2per([0,2π]). If X and A are
defined as in Proposition 8.1 and B :R → B(X) is defined by B(t) = [ 0 0
b(t,·)−1 0
]
, then Eq. (8.9)
can be written in the form V ′ = D(t)V , t ∈ R, on X = H 2per([0,2π]) × L2([0,2π]), where
D(t) = A+B(t) with dom(A) = H 2per([0,2π]) × H 1per([0,2π]). Define ek : [0,2π] → C by
ek(η) = eikη, k ∈ Z. Then {ek: k ∈ Z} is an orthonormal basis in X0 and A0ek = (1−k2 +γ ki)ek
for k ∈ Z. Notice that Proposition 8.1 applies, and thus it follows that A is the generator of a uni-
formly stable bi-semigroup. Moreover, σ(A) = {±(1 − k2 + γ ki)1/2: k ∈ Z}, which implies that
the C0-semigroups {Tj (t)}t0, j = 1,2, are not analytic. It is straightforward to see that B(·) is
strongly continuous and bounded.
Example 8.8. Consider the KdV equation
∂tu = 6u∂ξu− ∂3ξ u, t, ξ ∈ R, (8.10)
and let u0(t, ξ) = 2(cosh (ξ − 4t))−2 denote its one-soliton solution. The linearization of
Eq. (8.10) about u0 is given by
∂tu = 6u0∂ξu+ 6u∂ξu0 − ∂3ξ u, t, ξ ∈ R. (8.11)
Let b :R2 → R be a bounded and smooth function, and consider the perturbed linearized KdV
equation
∂tu = 6u0∂ξu+ 6u∂ξu0 − ∂3ξ u+ b(t, ξ)u, t, ξ ∈ R. (8.12)
To bypass the difficulties in handling the first term in the RHS of both (8.11) and (8.12), we
reduce (8.12) to a first-order system of PDEs by treating ξ as the evolution variable. Using the
substitution v = ∂ξu and w = ∂2ξ u, one can see that Eq. (8.12) is equivalent to
∂ξu = v, ∂ξ v = w, ∂ξw = 6u0v + 6(∂ξu0)u+ b(t, ξ)u− ∂tu. (8.13)
Denoting h(ξ) = (u(·, ξ), v(·, ξ),w(·, ξ))T , system (8.13) can be written as h′ = D(ξ)h, ξ ∈ R,
on X = H 2/3(R) × H 1/3(R) × L2(R), where D(ξ) = A + B(ξ) with dom(A) = H 1(R) ×
H 2/3(R)×H 1/3(R), a natural choice in view of Proposition 8.1, and
A =
[ 0 1 0
0 0 1
−∂t + 1 0 0
]
and B(ξ) =
[ 0 0 0
0 0 0
6(∂ξu0)(·, ξ)+ b(·, ξ) 6u0(·, ξ) 0
]
.
Since b, u0 and ∂ξu0 are bounded and continuous functions on R, we have that B(·) is bounded
and strongly continuous on X. Next, we claim that A can be represented as the sum of the
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linear operator.
Let Mg be the operator of multiplication by g(ξ) = 1 − 2πiξ from Y2/3 to L2(R) with
dom(Mg) = Y1 and Mhk are the operators of multiplication by hk(ξ) = (1 + 4π2ξ2)1/6 ·
exp(2kπi/3 − i/3 arctan (2πξ)), k = 0,1,2, on L2(R) with dom(Mhk ) = Y1/3, where the space
Yα , α > 0, was defined in Example 8.6. Define the operators A1 on Y2/3 × Y1/3 × L2(R) with
dom(A1) = Y1 ×Y2/3 ×Y1/3 and A2 on L2(R)×L2(R)×L2(R) with domain Y1/3 ×Y1/3 ×Y1/3
by
A1 =
[ 0 1 0
0 0 1
Mg 0 0
]
and A2 =
⎡⎣Mh0 0 00 Mh1 0
0 0 Mh2
⎤⎦ .
Taking the Fourier transform, A is unitary equivalent to A1. Diagonalizing, A1 is similar to A2.
Since Reh0(ξ)  1 and Rehk(ξ)  0 for all ξ ∈ R and k = 1,2, it follows that Mh1−1, Mh2−1
and −Mh0 are generators of stable C0-semigroups. Hence, A2 can be represented as the sum
of the generator of a uniformly exponentially stable bi-semigroup which is not analytic, since
limξ→∞ arg(h2(ξ)) = π/2, and a bounded linear operator.
Example 8.9. Consider the functional equation with backward/forward delay,
v′(t) =
m∑
j=−m
Aj (t)v(t + j), t ∈ R, (8.14)
where the matrix-valued functions Aj :R → Cn×n, −m  j  m, are assumed bounded and
continuous. Functional equations of this type arise, e.g., as semi-dicretizations of partial dif-
ferential equations, see, for instance, [17,25,28]. Denoting u(t) = (v(t + ·), v(t)), Eq. (8.14)
can be written as the differential equation u′(t) = D(t)u(t), t ∈ R, on X = H 1(R,Cn) × Cn,
where D(t) :D→ X, D = {(v, z) ∈ H 2(R,Cn)× Cn: v(0) = z} and D(t)(v, z) = (v′,A0(t)z+∑
1|j |mAj (t)v(j)). Given any matrices A˜j ∈ Cn×n, −m  j  m, we define a constant
coefficient operator A :D → X by A(v, z) = (v′, A˜0z + ∑1|j |m A˜j v(j)). However, even
for m = n = 1, A˜−1 = A˜1 = I and A˜0 = 0, the spectrum of A contains eigenvalues whose
real part is arbitrarily large and arbitrarily small, and thus, A is not the generator of a C0-
semigroup. Choose A˜j ∈ Cn × Cn, −m  j  m, such that A is the generator of a stable
non-analytic bi-semigroup, and let B :R → B(X) be defined by B(t)(v, z) = (0, (A0(t)−A˜0)z+∑
1|j |m (Aj (t)− A˜j )v(j)). Note that D(t) = A+B(t), t ∈ R, B(·) is strongly continuous
and bounded and B(t) has rank 1 for each t ∈ R. Specifically, assuming Hypothesis 1.1 (as
in [17]) and that A˜j = limt→±∞ Aj(t), or
∫
R
‖Aj(t)− A˜j‖2 dt < ∞, one can apply Proposi-
tion 7.6(ii) to prove the exponential dichotomy on R+ and R− of Eq. (1.2).
8.3. An example for Section 5
In the following example (based on [34]), the subspace Z−1,1 from Proposition 5.3 is not the
graph of a linear operator from kerP−(−1) to kerP+(1). The operator A is not the generator of
a C0-semigroup, but −A is the generator of an analytic C0-semigroup.
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H 2([0,1]) ∩ H 10 ([0,1]), where b is a smooth function such that b(t) = b− for all t −1 and
b(t) = b+ for all t  1 and c is a real constant. Notice that we can write D(t) = A+B(t), where
A = −d2/dξ2 + 1 and B(t) :L2([0,1]) → L2([0,1]), (B(t)f )(ξ) = (−b(t)− c− 1)f (ξ). Since
the C0-semigroup generated by −A is analytic and b is a smooth function, the mild solutions
of Eq. (1.2) are also classical solutions. Moreover, from Proposition 2.1, we have G = −L,
and since it was proved in [34] that L is a Fredholm operator, we obtain that G is a Fred-
holm operator. We can choose the projection family {P−(t)}t0 such that x ∈ kerP−(−1) if
and only if there exists a solution u of Eq. (1.2) on (−∞,−1] satisfying u(−1) = x. De-
noting uk(t) = 〈w(t), ek〉L2 and ak = 〈x, ek〉L2 , where ek(ξ) = e2πiξ for k ∈ Z, the equa-
tion u′(t) = D(t)u(t), t −1, with the final condition u(−1) = x is equivalent to the system
u′k(t) = (4k2π2 − c + b−)uk(t), t −1, with the final condition uk(−1) = ak , k ∈ Z. It follows
that kerP−(−1) = {x ∈ L2([0,1]): 〈x, ek〉L2 = 0 for all k ∈ J0}, where J0 = {k ∈ Z: 4k2π2 −
c − b−  0}. Similarly, we can choose the projection family {P+(t)}t0 such that kerP+(1) =
kerP−(−1) and that a pair (x1, x2) ∈ Z−1,1 if and only if (x1, x2) ∈ kerP−(−1) × kerP+(1)
such that 〈x2, ek〉L2 = 〈x1, ek〉L2e2(4k2π2−c−b∗) for all k ∈ Z, where b∗ =
∫ 1
−1 b(s) ds. It follows
that the projection of Z−1,1 on the first component is the set of all x ∈ L2([0,1]) such that
〈x, ek〉L2 = 0 for all k ∈ J0 and
∑
k∈Z e16k
2π2 |〈x, ek〉L2 | < ∞, which proves that Z−1,1 is not the
graph of a linear operator from kerP−(−1) to kerP+(1).
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