Abstract-The Lagrangian formulation of variable-rate vector quantization is known to yield useful necessary conditions for quantizer optimality and generalized Lloyd algorithms for quantizer design. In this correspondence, the Lagrangian formulation is demonstrated to provide a convenient framework for analyzing the empirical design of variable-rate vector quantizers. In particular, the consistency of empirical design based on minimizing the Lagrangian performance over a stationary and ergodic training sequence is shown for sources with finite second moment. The finite sample performance is also studied for independent training data and sources with bounded support.
I. INTRODUCTION
In empirical quantizer design we are presented with a finite sample of vector-valued data generated by an unknown source, and the goal is to construct a vector quantizer of given dimension and rate yielding best performance on future data generated by the same source. In this sense, empirical design is a process of learning from examples where the effectiveness of learning is measured by applying the designed quantizer to future data.
In fixed-rate quantization, where the rate of the quantizer is determined by the number of its codevectors, empirical design has been studied in detail. Pollard [1] showed that the design based on minimizing the empirical quantization error over a stationary and ergodic training sequence is consistent, i.e., the distortion of the designed quantizer converges to the optimum distortion as the length of the sequence increases without bound. In practice, one has only a finite amount of training data, so it is of interest to quantify how quantizer performance improves as the size of the training data increases. The finite sample performance (rate of convergence) for empirically optimal quantizers trained on independent data was studied in [2] , and the convergence rate derived there was shown to be optimal in the minimax sense in [3] . Further results on empirical design of fixed-rate quantizers and related statistical clustering problems are given in [4] - [8] .
Our goal is to study the empirical design of variable-rate quantizers where the quantizer rate is measured by the average length of a variable-length lossless code used to encode the quantizer output. To avoid some of the considerable difficulties inherent in the traditional formulation of optimality for variable-rate quantization (see, e.g., [9] ), we use the Lagrangian formulation of Chou et al. [10] . The Lagrangian formulation matches the generalized Lloyd algorithm [10] that is used in practice to design variable-rate quantizers, and it has recently been used to rigorously prove and generalize Zador's classic result for the asymptotic behavior of optimal entropy-constrained quantizers [11] . More importantly, the Lagrangian formulation yields an optimality condition (the generalized nearest neighbor condition) which proves essential in our development. The Lagrangian formulation allows us to adapt techniques from the theory of empirical processes and statistical learning that have previously been used to analyze empirical fixed-rate quantizer design.
This correspondence is organized as follows. In Section II, the basic definitions of variable-rate quantization are introduced in both the traditional and the Lagrangian settings. In Section III, we prove the consistency of Lagrangian design for stationary and ergodic training data for sources with finite second moment. In Section IV, the finite sample performance is studied for independent training data drawn from a source with bounded support. After establishing a key property of optimal quantizers for sources with bounded support, we show that the (Lagrangian) distortion of the empirically optimal variable-rate vector quantizer converges to that of the truly optimal variable-rate vector quantizer at a rate O(n 01=2 ), where n is the size of the training data. This result matches the convergence rate results developed for fixed-rate empirical design [2] , [3] .
In variable-rate quantization, one can alternatively define the rate of a quantizer by the entropy of the quantizer output [10] , [12] . Although our rate definition uses the average code length, the difference between the two approaches is not significant, and the entropy-constrained counterparts of our results are easily seen to hold. Section V discusses the connection with entropy-constrained quantization.
II. PRELIMINARIES
A variable-rate vector quantizer q is described by an encoder : d ! I, where I is a countable index set, a decoder : I ! d , and an index coder : I ! f0; 1g 3 , where f0; 1g 3 denotes the collection of all finite-length binary strings. is assumed to be a prefix-free binary code. If I is finite with N elements, without loss of generality we always take I = f1; . . . ; Ng; otherwise, I is taken to be the set of all positive integers. Thus, q maps any point x 2 d into one of the codevectors in the codebook f(i); i 2 Ig, via the rule q(x) = ((x)). Letting Si = fx: (x) = ig denote the quantization cells and y i = (i) the codepoints of q for i 2 I, we have q(x) = yi; [9] , as opposed to the fixed-rate case [14] . Therefore, we use the Lagrangian formulation of optimal distortion-rate tradeoff for variable-rate quantization that was first introduced by Chou et al. [10] . For a variable-rate quantizer q (; ;`), and for > 0, define the Lagrangian distortion by 1 (; q) 1 =D(; q)+r(; q)= kX 0 q(X)k 2 + `((X)) and the optimal Lagrangian performance by
where the infimum is taken over all variable-rate quantizers. Unlike the traditional formulation, the Lagrangian formulation yields Lloyd optimality conditions for variable-rate vector quantizers [10] . Namely, in the Lagrangian formulation, a necessary condition for optimality is that each of the three components of the quantizer be optimal for the other two. In particular, for a given decoder and length function`, for almost all x an optimal encoder must satisfy
(ties are broken arbitrarily). Since`satisfies Kraft's inequality, the above minimum is easily seen to be achieved by some index i even if I is not finite. An satisfying (1) for all x 2 d is called a generalized nearest neighbor encoder.
We also need the following auxiliary result from [15] showing the existence of quantizers that minimize the Lagrangian distortion. 1 Theorem 1 [15] : For any with finite second moment and > 0 there is a variable-rate quantizer q 3 with a generalized nearest neighbor encoder such that
It is well known that for a given rate R, 3 R () is achievable by a quantizer q minimizing 1 (; q) for some > 0 if and only if optimal variable-rate quantizers cannot be obtained by the Lagrangian method. However, this is not a serious limitation in practical applications since any rate and distortion pair (R; 3 R ()) on the convex hull can be achieved by "time sharing" between two quantizers that achieve the convex hull, i.e., two quantizers that can be obtained by Lagrangian minimization.
III. CONSISTENCY OF LAGRANGIAN EMPIRICAL DESIGN
We are interested in the performance of quantizers designed using a finite training sequence. Let X n 1 = X1; ...; Xn be a stationary and ergodic sequence of d -valued random vectors with marginal distribution . We assume that X n 1 and X are independent. Let n denote the empirical distribution of X n 1 , i.e., n places weight 1=n at each point X k , k = 1; ...; n. Fix > 0 and define an empirically optimal variable-rate quantizer q 3 n to be one that minimizes the empirical Lagrangian distortion 1 ( n ; q 3 n ) = inf q 1 ( n ; q) = 1 3 ( n ) 1 More precisely, the result in [15] is for entropy-constrained quantizers, but a slight modification of the proof yields Theorem 1.
i.e.,
We will always assume (as we may by Theorem 1) that the encoder 3 n of q 3 n is a generalized nearest neighbor encoder.
The performance of an empirically optimal variable-rate quantizer q 3 n = ( 3 n ; 3 n ;`3 n ) is measured by its Lagrangian test distortion, given by 1 (; q 3 n ) 1 = kX 0 3 n ( 3 n (X))k 2 + `3 n ( 3 n (X)) X n 1 j :
The quantity 1 (; q 3 n ) is the Lagrangian distortion of q 3 n in quantizing independent (future) test data. 1 (; q 3 n ) is a random variable since q 3 n depends on the training sequence X n 1 , and it is easy to see that 1 (; q 3 n ) 1 3 ().
The following theorem shows that the design-based empirical Lagrangian distortion minimization is consistent in the sense that as n ! 
Note that a minimizing admissible`always exists [17] , and that L < 1 by the Shannon-Fano bound [13] .
For > 0, with finite second moment, and 2 D define (; ) 1 = (; ) 2 + L
1=2 :
To interpret (; ), suppose X and Y achieve (; ), and let` be an admissible code length achieving L. Then Y can be viewed as the output of a variable-rate "random quantizer" that, to each
x, assigns the reproduction vector x i and a binary codeword of length (i) with probability fY = xijX = xg. The quantity (; ) 2 is the Lagrangian distortion of this random quantizer. In this interpretation, the next lemma states that deterministic quantizers always outperform random quantizers in the Lagrangian sense. Proof: Suppose q (; ;`) is a variable-rate quantizer such that 1 (; q) < 1. Let q denote the distribution of the discrete random variable q(X) and note that q 2 D. Since X and q(X) q 1 (; q) = kX 0 q(X)k To show the reverse inequality, assume X and Y achieve (; ), where 2 D is concentrated on a countable set of points fy i ; i 2 Ig. Define the variable-rate quantizer q with index set I to have
and encoder that is optimized for and` , i.e., As a consequence of the previous lemma, we obtain the following stability result for the optimal Lagrangian performance. 
Proof of Theorem 2:
Recall that n is the empirical distribution of the first n samples of a stationary and ergodic sequence with marginal distribution . It is not hard to show (see, e.g., [1] ) that ergodicity implies lim n!1 (; n ) = 0 a.s.
(3)
To make use of this fact, we write 1 (; q and hence (3) implies that the second difference on the right-hand side of (4) converges to zero almost surely (a.s.).
To bound the first difference on the right-hand side of (4), recall that by assumption, the encoder of q Since limn!1 (; n) = 0 a.s. and 1 3 (; q 3 n ) 1 3 (n), the first difference in (4) converges to zero a.s. as n ! 1, completing the proof of the theorem.
IV. FINITE SAMPLE PERFORMANCE
Our goal is to establish a connection between the performance of the empirically designed variable-rate quantizer and the number of training samples used in the design. We assume that the training sequence X n 1 = X 1 ; ...; X n consists of independent copies of X.
In addition, we also assume that the source distribution is an element of P(T), the set of probability distributions on d supported on B T = fx: kxk T g, the closed ball of radius T > 0 centered at the origin.
The finite sample performance (rate of convergence) has been extensively studied for the empirical design problem in fixed-rate quantization [2] , [7] , [3] , [18] . The techniques developed there will turn out to be easily adaptable to the variable-rate case once we have established a result (Lemma 3) concerning optimal variable-rate quantizers for sources with bounded support. A key to the subsequent development, this result shows that for sources with a given bounded support, variable-rate quantizers that are optimal in the Lagrangian sense cannot have too many codevectors or very large codeword lengths. The proof uses an idea of Chou and Betts [19] . The strength of the Lagrangian approach is evident here; no such general result is known for variable-rate quantizers that minimize the distortion for a given rate constraint.
For T > 0 and positive integers N and L, let Q N; L (T) denote the collection of all variable-rate quantizers q (; ;`) with index set
ii) is a generalized nearest neighbor encoder; iii)`(i) L for all i 2 I, and I is finite with cardinality jIj N. 1 (; q) (6) where N = b2 5T = c and L = b5T 2 =c. Thus, there exists q 3 n 2 QN;L(T), and for this q 3 n we have 1 (; q 3 n ) 0 1 3 () 2 sup q2Q (T) j 1 ( n ; q) 0 1 (; q)j: (7) Proof: The second statement is an easy consequence of the first one. Let q 3 denote a variable-rate quantizer achieving the minimum Lagrangian distortion 1 3 (). Since 1 (n; q 3 n ) 1 (n; q 3 ), we have the basic inequality 1 (; q 3 n ) 0 1 3 () 1 (; q 3 n ) 0 1 (n; q 3 n ) +1 (n; q 3 ) 0 1 (; q 3 ):
Since ; n 2 P(T), by (6) there exist q 3 ; q 3 n 2 Q N; L (T), and we obtain (7).
To prove (6), suppose q (; ;`) with index set I achieves 1 3 (). It is easy to see that any codevector of q outside B T can be replaced by its projection to the surface of BT without increasing the Lagrangian distortion, so we can assume that k(i)k T for all i 2 I.
Next recall that is a generalized nearest neighbor encoder. Also, we can assume that for each Si = fx: (x) = ig, i 2 I, we have S i \ B T 6 = ;; otherwise, since 2 P(T), we can discard i from I without affecting the performance. Let i 0 2 I be an index with minimum codeword length, i.e.,
Since is a generalized nearest neighbor encoder, for any i 2 I and x 2 S i kx 0 (i)k 2 + `(i) kx 0 (i 0 )k 2 + `(i 0 ): Since k(i 0 )k T , we have kx 0 (i 0 )k 2 4T 2 for all x 2 B T , and since Si \BT is nonempty, the previous inequality implies that for all i 2 I`( i) 4T 2 +`(i 0 ): (8) Now let q 1 denote the quantizer with a single codepoint y = 0 and rate r(; q1) = 0 (formally, the single binary codeword of q1 is the empty string of length zero). Then since 2 P(T) 1 (; q 1 ) = D(; q 1 ) + r(; q 1 ) T 2 :
On the other hand 1 (; q) r(; q) `(i 0 ) which, together with (9) and the fact that 1 (; q) 1 (; q 1 )(since q minimizes the Lagrangian distortion for ), implies that
Hence, by (8), we have for all i 2 Ì (i) 5T 2 :
and hence jIj 2 5T = . Setting N = b2 5T = c and L = b5T 2 =c, we obtain q 2 Q N; L (T), which completes the proof.
In view of Lemma 3, one can now use established techniques of empirical processes and statistical learning theory to bound the Lagrangian performance of an empirically optimal variable-rate quantizer for a finite amount of training data. In the following theorem, we assume (as we may by Lemma 3) that q 3 n 2 Q N; L (T).
Theorem 3:
There is a constant C, depending only on d, , and T , such that for all n 1 and 2 P(T) 1 (; q 3 n ) 0 1 3 () C p n :
The proof is an application of the technique that was used in [2] to prove a similar result for fixed-rate quantizers. The technique is based on Vapnik-Chervonenkis theory and, due to Lemma 3, is readily adaptable to our case. For the sake of completeness, we give a detailed proof.
Proof:
In what follows we will use notions and results of Vapnik-Chervonenkis theory given, for example, in [20] - [22] .
By bound (7) of Lemma 3, it suffices to give an appropriate upper bound on the expected value of 
V. CONNECTION WITH ENTROPY-CONSTRAINED QUANTIZATION
In variable-rate quantization, one can alternatively define the rate of a quantizer by the entropy of the quantizer output [10] , [12] . This definition often simplifies matters since it does not tie the rate to a particular variable-length lossless code. The entropy-constrained rate of the vector quantizer with index set I, encoder , and decoder is H(q(X)) = 0 i2I f(X) = ig log 2 f(X) = ig:
Our formulation of variable-rate quantization needs only a slight modification to accommodate this rate definition. If we remove the restriction that the code-length function`has to take integer values, and only require that`(i) 0 for all i 2 I and i2I 2 0`(i) 1, then the expected code length of a quantizer q (; ;`) r(; q) = i2I`( i) f(X) = ig is uniquely minimized by the length functioǹ (i) = 0 log 2 f(X) = ig; i2 I:
With these optimal (noninteger) code lengths, the quantizer rate becomes r(; q) = H(q(X)), the entropy of the quantizer output.
It is a simple matter to check that the proofs of the results in Sections III and IV carry over without change if the restriction that`is integer valued is removed, leading to analogous results for entropy-constrained quantization. In particular, the entropy-constrained counterparts of Theorems 2 and 3 show the consistency and bound the finite sample performance, respectively, of the empirical Lagrangian design of entropy-constrained vector quantizers. 
Since D is the collection of all closed balls in d , we have V (D) = d+ 1 by a result of Dudley [23] . Next, we use a well-known consequence of 
