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In this paper I will introduce and evaluate incremental techniques for
probabilistic relational rule learning on basis of the Prada library for
planning with noisy probabilistic rules. I will discuss the characteristics
of probabilistic relational rule learning and the motivation of the incre-
mental approach. Then I will introduce some techniques to develop an on-
line learning algorithm from the existing batch algorithm used in Prada.
Among the implementation I will appraise the advantages and disadvan-
tages of the incremental approach using empirical experiments.Contents
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The world changes constantly. More and more processes become automated by
robots and computer systems. For example, manufacturing machines or cars,
controlling the tra￿c or doing transactions at the stock market, are domains
where computers do the work and human beings just supervise the process. As
the automation proceeds, the requirements for the software controlling the au-
tomation rise. The more complex an automated process is, the more work has to
be put into an algorithm that deals with the processing and all kinds of possible
errors that can occur during the process. For complex tasks these algorithms can
become very complicated or even not existent. Particularly agents (autonomous
operating programs) that are designed for human like behavior in the real world
are destined to become not manageable by human made algorithms alone. For
those complex problems machine learning was introduced.
Machine learning is a branch of arti￿cial intelligence which uses sets of ex-
ample data as a basis, to deduce new knowledge. Taking the example data into
consideration, the program improves its solution for the task by learning from
the examples. This means that the software developers do not have to design
a complex algorithm, but an adequate learning model instead. By feeding a
su￿cient amount of data, the program is able to learn a proper solution even
for complex tasks. Some domains that use machine learning are spam ￿ltering,
where the decision whether a mail is spam or not is made based on reference
spam mails, speech recognition or handwriting recognition.
A special approach in machine learning is called reinforcement learning. Re-
inforcement learning uses a scoring function to calculate the value of a certain
state. The scoring function is the metric the software developer applies to the
situation of the task. If the current situation is close to the situation the devel-
oper hopes to achieve, the scoring function returns a high value. On the other
hand, if the current situation is far away from the desired situation, the scoring
function returns a low value. For example, a scoring function for a spam ￿lter
should return high values if all spam mails are in the spam folder.
As the agent tries to maximize the value of the situation, it will explore possible
interactions with the world and observe the results of the scoring function. Thus
the agent is able to learn the most bene￿cial action for each given state. All the
developers have to do, is to create a suitable scoring function. As the approach
by learning from experiences and utilizing a goal oriented scoring function is
able to adapt to unforeseen circumstances, it is considered an auspicious ap-
proach for creating intelligent agents that operate in complex domains.
While naive reinforcement learning succeeds in learning to solve particular tasks
in complex domains, it fails to learn anything about the domain speci￿c dynam-
ics and thus is unable to generalize over the learned solutions. As an improve-
ment to that circumstance relational rule learning was introduced.
1The idea behind relational rule learning is to let the agent learn, how its
actions in￿uence the state of the system it is operating in, rather than how to
solve a certain task. This kind of approach enables the agent to learn a model of
the complex domain and the e￿ects of certain actions. The agent is then able to
achieve concrete goals by utilizing this learned model and planning algorithms
for relational rules.
As a result, the agents behave more robustly in a wider range of situations, since
the process is divided between learning the rules of a domain and planning ahead
using those rules.
1.1 Types of Algorithms
There are two di￿erent types of algorithms in machine learning. The ￿rst is
’batch learning’ and the second is ’online learning’. Batch learning means, that
the learning algorithm takes all information present to learn a solution from all
at once. This has the advantage that the algorithm has all information it needs
which makes the learning process relatively easy. Online learning takes the
pieces of information after each other into consideration and uses the next piece
of information to adapt or verify the knowledge learned so far. While batch
algorithms are e￿cient and easy to maintain, there are certain limitations to
their use. As all regarded information must be available for the algorithm to
work, it becomes impractical for agents, that need continued learning, in order
to react to unexpected situations. For continuous learning the set of needed
experiences increases linear to the proceeding time which results in an unbound
need of memory and computing time. Due to the nature of batch algorithms
every time step all previous learned information is disregarded and rebuild from
the experiences they originated from. This makes batch algorithms very slow for
continuous learning agents as every time step an increased amount of experiences
must be processed. Furthermore are batch algorithms unfavorable for saving
and restoring progress of learning agents. Since the batch algorithm depends on
the presence of experiences, all experiences must be saved in order to preserve
the current state of the agent. As mentioned above this can be an arbitrary
amount of experiences which makes arbitrary amount of time and memory space
for saving and restoring an agent state. Additionally it is possible that the
restored state of the agent di￿ers from the saved state if the learning algorithm
is not deterministic. Due to those limitations online learning is favorable for
continuous learning agents, as only the most recent experience is needed to
improve the agent and the past experiences keep relevant due to the already
learned knowledge, which does not get discarded.
21.2 Motivation
The problem of any computer system operating in the real world, is the complex-
ity and the non-deterministic behavior of real world objects. Robots that have
to accomplish a simple task like ￿bring the cup from the table in the kitchen￿
are confronted with a series of not trivial sub tasks. This includes, planning the
necessary steps to ’bring’ an object, identifying the correct object and locating
the object based on the given instruction. Learning is an inevitable part for
those robots as the world around them changes and becomes even more com-
plex.
With relational rule learning the robot is able to learn properties of objects in
the real world and plan its actions according to those rules. But for complex
domains like the real world it is impossible to learn the properties of all objects
beforehand. Not just because of the enormous amount of information for every
possible object, but also because the development of the real world. Therefore
an online learning approach is mandatory for any robot acting in complex worlds
as the knowledge base must be extended on the ￿y.
Since relational rule learning is a very recent development most algorithms
are batch algorithms and there was not much research for online algorithms. As
relational rule learning was introduced especially for computer systems, acting
in complex domains. Looking into incremental techniques for relational rule
learning is therefore a interesting and scienti￿c relevant topic.
1.3 Structure of Thesis
First the related work is introduced. Next the theoretical background is il-
lustrated, which is fundamental to understand the problem at hand and the
solutions presented in this thesis. This includes the functionality of the batch
learning algorithm this thesis is build upon and the software and code used to
develop and evaluate the improvements proposed in this thesis. Afterwards two
incremental changes, which were made in the learning algorithm, are presented.
First is the incremental rule searching, where the previous learned rules are
taken into consideration and not discarded. The second change is the reduction
of the experience set to a linearly independent subset. Later those two changes
are evaluated, regarding the runtime and the viability of the changes. At last
the results and limitations of this thesis are discussed and completed with a
￿nal conclusion.
32 Related Work
2.1 Yails, an incremental learning program
In 1992 Luis Torgo introduced Yails (Yet Another Incremental Learning Sys-
tem), a program that is able to learn rules from data, utilizing an incremental
approach. The data that the algorithm operates on are certain attributes than
can be speci￿ed by the user and the rules learned are simple dependencies
between those attributes. This system learns rules based on supervised classi￿-
cation, meaning the example data must be labeled before it can be learned. The
method of Torgo uses new pieces of information to incrementally adapt the rules
so that after the iteration step all data can be explained by at least one rule. To
achieve this goal the rules are specialized, generalized or newly created. With
those three operations, new rules sets are produced, until the rule set explains
the data ’good enough’. This approach is typical for rule learning and can be
found in similar fashion in other rule learning algorithms as well. What exactly
good enough means, is controlled by the user. Algorithm 1 shows the idea of
how Yails works as introduced by Luis Torgo.
Algorithm 1 Incremental algorithm utilized in Yails
FOR each example DO
FOR each rule in the theory DO
IF the example satis￿es the rule THEN
IF corroborates it THEN
everything is Ok with the rule!
IF contradicts it THEN
try to specialize the rule
IF there is a "better" specialization THEN
start the search procedure from this new point on the search space
IF the example doesn’t satisfy the rule but they belong to the same concept
THEN
try to generalize the rule
IF there is a "better" generalization THEN
start the search procedure from this new point on the search space
Calculate the completeness of the modi￿ed theory
IF it is less than demanded by the user THEN
Invent new rules until it reaches the desired value
While this system learns incrementally it does not use reinforcement learn-
ing, but supervised learning. This means that all presented data to the algo-
rithm must be labeled beforehand. This method is impossible to apply to a
autonomous robot, as there is no one to label the data. Furthermore are the
learned rules mere dependencies between the attributes of the example data and
nothing about the domain from which those data come from.
This algorithm can be considered an ancient predecessor of modern rule learning
4algorithms. Still certain aspects of this incemental rule learning can be found
in a similar manner in more elaborated reinforcement relational rule learning
systems like Prada. This Algorithm shows rudimentary the approach for some
of the incremental improvements presented in this thesis.
3 Background
The theoretical background for this thesis was introduced in 2007 by Pasula et.
al. They developed a method to learn probabilistic relational rules of a complex,
physical simulated world. This work in￿uenced Lang et. al. which resulted in
Armani (Autonomous Robot MANIpulation), a simulator for a complex phys-
ical world with relational state representation, and Prada, a model-based rela-
tional reinforcement learning library utilizing the learning algorithm of Pasula
et. al.
In this section I summarize ￿rst some of the crucial theoretical background in-
formation of the learning algorithm used in Prada and as introduced in detail
by Pasula et al. (2007). Afterwards I will introduce the simulator Armani and
the library Prada which where utilized to achieve the evaluation results for
this thesis.
3.1 Learning Symbolic Models of Stochastic Domains
Pasula et al. (2007) developed a method to learn world models in complex do-
mains by utilizing relational rules with probabilistic outcomes. Although the
outcome of a certain action can result in various di￿erent states the probabilis-
tic relational rules still apply. This approach using symbolic representation of
the world and learning the world model had the focus on physical real world
behavior. With this technique it is possible to learn the behavior of a three-
dimensional blocks world with a robotic gripper which can grab and drop el-
ements (like a cube) in this world. Figure 1 shows the blocks world with the
grabber.
5Figure 1: A blocks world with a grabber as introduced by Pasula et al. (2007)
As the grabber operates in this world some side e￿ects might occur. A
dropped cube might bounce o￿ the object it was supposed to be set on and
land on another object or a stack of cubes might crumble. All this unexpected
behavior is still within the capabilities of the learning algorithm. The algorithm
takes the relations of the objects into consideration and constructs relational
rules from them. The relation of two cubes could be that one cube stands on
the other. The action to take the upper cube will then change the relation as
the upper block is not on top of the other but instead is hold by the grabber.
For the various side e￿ects that can occur a list of possible outcomes is created.
Each outcome is provided with a probability that this outcome will occur give
the previous state and the performed action.
The domain in which the learning algorithm operates is a number of well
de￿ned relations between any number of entities. Entities and relations can be
considered as something concrete like objects and their relational position or
as something more abstract like human beings and their family relations, but
since the original learning algorithm as well as Prada were introduced with a
simulated physical blocks world as reference domain, I will continue to use a
blocks world as an example reference for this thesis.
3.1.1 Data Representation
As machine learning requires example data to learn from, we have to de￿ne how
this data looks like and which information it must contain.
For our physical blocks world, where a robot manipulates the positions of ob-
jects, we are interested in how the robots actions in￿uence the objects. Therefore
our data consists of an initial state, the action performed by the robot and the
outcoming state, that resulted from the robots action. With this triple we are
6able to describe the results of the actions of the robot, as it is the change of the
states before and after the action was performed. This triple is a single piece
of information but, since the robot will perform more than one action, we have
not only one triple but a list of triples. This is the necessary information for
the algorithm to learn the behavior of the blocks world, according to the robots
actions.
3.1.2 State Representation
The blocks world consists of a table, a robotic grabber and a number of cubes
standing on top of the table or other cubes. Each object has an unique identi￿er
to distinguish the objects. To display what kind of object we are talking about,
a symbolic predicate is used. As the grabber is an abstract entity and not an
object in the world we have two predicates for de￿ning objects. table and block.
The following example shows how a table and three blocks are de￿ned.
table (21) block (22) block (23) block (24)
Besides the de￿nition of the objects it is possible to assign certain relations
between objects. When we want to say that a cube is on top of the table we
use the predicate on to display the relation between the cube and the table.
on(22 ,21)
As the robotic grabber is a transcendent object in this representation it cannot
be de￿ned. However his states need to be de￿ned. The grabber has two states.
Either it has grabbed an object or the grabber is empty. To display that the
grabber has an object grabbed we use the inhand predicate.
inhand (23)
If the grabber is empty we use the inhand-nil predicate.
With these three methods we are able to describe the state of a blocks world.
For example the expression
table (21) block (22) block (23) block (24) on(22 ,21) on(23 ,22)
on(24 ,21) inhand nil
would represent a state where two blocks (#22 and #24) are on the table (#21),
block #23 is on top of block #22 and the grabber is empty.
These predicates are not ￿xed and can be extended and changed by the
developers to their needs. This means that new types of objects, like spheres
or boxes can be added and new relations can be assigned, like open or closed
for boxes. With this extensibility arbitrary scenarios can be constructed in any
context that can be represented in this way.
This representation of the world state creates a domain in which the learning
algorithm operates. The experiences for the learn algorithm consists of the
7world state, an action the agent makes and the resulting world state. As these
experiences are not bound to the blocks world any complex world dynamic can
be learned by this method as long as it can be represented by the symbolic
predicates.
3.1.3 Rule Representation
As the learning algorithm does not learn a solution for a concrete problem but
the rules which apply in the domain it operates in, these abstract rules must
be represented as well in an abstract way. These rules are used to plan the
agents actions within this world and must therefore contain information about
the actions of the agent and the results of those actions. Depending on the
state of the world actions can have di￿erent results. Opening a closed box will
result in a open box where opening an open box will do nothing. Thus every
rule consists of a initial state for which this rule must hold. Next is an action
that the agent can perform while the previous mentioned state holds. Since
the learning algorithm is designed to apply to complex world dynamics where
the outcomes are not deterministic and various outcomes are possible, we do
not save an outcome but rather a list of possible outcomes along with their
probability of occurrence.
The initial state is represented as mentioned above in a list of symbolic pred-
icates with little di￿erences. Since rules apply to any object of the same type,
entities are not represented with object identi￿ers but with variables instead.
Likewise are all predicates that are irrelevant to the current rule omitted. A
cube on the table will become:
on(Y,X) ( table (X) block (Y) will be omitted since this
information is not relevant to the rule )
The action is represented in a similar fashion. A predicate is used to identify
the task and objects are given as parameters if eligible. Thus the action to pick
up the block is represented as:
grab(Y)
An outcoming state is represented by the literals that change. It is a literal list
like the initial state representation that is added to the initial state. If a literal
has to be removed it is pre￿xed with a minus. Since there are arbitrary possible
outcomes in a stochastic domain, we need a way to condense all states that are
possible but unlikely to happen. All possible outcomes that are not explicitly
mentioned, because they have not been observed so far, are covered by a default
noise rule. As such a possible outcome list for the grabbing example could look
like:
0.79  inhand nil  on(Y,X) inhand(Y)
80.21 <noise>
3.1.4 Learning with search operators
Learning the rules of a domain from experiences made is not a trivial task. Rules
are supposed to explain the behavior of a world in a general way. Similar e￿ects
should be explained with the same general rule and not with two speci￿c rules.
Nevertheless all observed behavior must be explained and cannot be ignored.
As a solution for this problem Pasula et al. introduced search operators
that operate in the domain of the probabilistic relational rules mentioned in the
previous section. Every search operator has the task to manipulate the rules
in a speci￿c fashion. For example: one search operator creates a new simple
rule from an experience given, another search operator removes literals from the
rules and a third search operator might add literals.
For learning rules the operator is feed with the entire set of experiences and
the current rule set. In return the search operator produces a set of new rule
sets, each one a modi￿ed version from the original. This process is usually a
probabilistic or approximate and not deterministic.
Figure 2: Search Operator functionality
From this list of new rule sets the best rule set must be found.
For the evaluation of the rule sets a scoring function is needed. The scoring
function takes a rule set and the complete list of experiences and delivers a real
number representing the value of the rule set. The value is computed by looking
at how well the rule set explains the given experiences and how scarce the rule
9set is. Rule sets with the less literals and the better coverage of the experiences
get the higher values.
With this scoring function the new created rule sets can be evaluated and com-
pared regarding their viability. From those new rule sets the one with the highest
score is selected and compared with the original rule set. If the old rule set has
a higher score than the selected new one, the search operator did not improve
our rules and the resulting rule sets are discarded. Otherwise, if the selected
rule set has the higher score, the search operator did in fact improve our rules
and the new selected rule set replaces the old one.
Figure 3: Search procedure of the search operators
Either way, after the comparing process ￿nished the procedure will be re-
peated with the next search operator, which will again create modi￿ed rule sets
from the list of experiences and the previous found best rule set. This cycle
is continued until the search operator manipulations do not result in a better
rule set or a certain amount of steps were taken. This procedure creates a kind
of ’rule tree’ where the children of each node are the modi￿ed versions of their
parent and only the best rule set in each depth has children. The root of this
tree is always the empty rule set. The pseudo code of the algorithm as it is
implemented in Prada is shown in Algorithm 2.
10Algorithm 2 Pseudocode: Learning algorithm as implemented in Prada
LearnRules(R,E)
Input:
A set of rules R
A list of experiences E
Computation:
clear(R)
set bestscore to score(R)
repeat 1000 times
choose next search operator op
create a set of new rule sets new_rule sets using op
for each rule set rs in new_rule sets
if score(rs) greater than bestscore
set bestscore to score(rs)
set R to rs
Output:
A set of rules R
3.2 Prada
Lang et al. (2010) took the work of Pasula et. al. as a basis and extended
it with a planning algorithm for noisy probabilistic rules, which led to Prada
(a C++library for model-based relational reinforcement learning in stochastic
domains). While many changes where made with the planning algorithm the li-
brary still uses the algorithm of Pasula et al. for learning probabilistic relational
rules.
While the changes, I will introduce during this thesis, base on the learning
algorithm of Pasula et al. I will use the implementation of Prada as the basis
for the changes to test and evaluate them. Still, every introduced method still
applies to the original algorithm.
3.3 Armani
As a more sophisticated world simulator for relational physics worlds was build
by Tobias Lang. The Autonomous Robot MANIpulation simulator Ar-
mani uses an simulated robot instead of an simple grabber. This robot stands
in front of a table on which the objects stand that are manipulated by this
robot. The objects have been extended by spheres and boxes. The boxes can
be opened, closed and object can be stored inside.
11Figure 4: More complex simulated world as presented in Armani
(source: http://userpage.fu-berlin.de/tlang/explore/index.html(18.02.2013))
This simulator is used to produce the samples, used in the evaluation of the
changes introduced in this thesis. The exact setting of the simulated world while
creating the examples will be introduced in the evaluation.
4 Incremental relational rule learning
The learning algorithm described by Pasula et al. (2007) uses various search
operators in the symbolic state domain to learn the rules of the world model.
These search operators modify the preceding rule set resulting in various dif-
ferent new rule sets from which the most viable will be used as the new rule
set. This procedure will be repeated until no better rule set can be found. The
implementation in Prada uses exactly this method. Since the use of a batch
algorithm is not very favorable for continuing learning agents I changed this
batch version to an online version, allowing incremental learning, which reduces
the e￿ort needed to obtain results.
For the conversion to an online algorithm two changes are needed. First, the
learned rules must not be discarded when the next experience is presented to the
learning algorithm. The second change is the removal of the past experiences.
Since the algorithm internally uses all experiences to create and evaluate new
rules the past experiences cannot be removed, but reduced instead.
124.1 Incremental rule searching
The basic idea for retaining the already learned knowledge can be found within
the original learning algorithm itself. Since the algorithm uses a iterative loop
to optimize the outcome, we can use the most recent rule set as a basis for the
next learning process. Instead of creating a new rule tree every time the learn
algorithm is started, the leaf of the current rule set is de￿ned as the root node
for the next learn procedure.
Figure 5: Serialization of the rule search
The advantage of retaining the old rule set is that we already have a favorable
rule set for the past experiences, which means that all previous experiences are
already optimally covered and only one experience di￿ers in the equation. The
drawback with it is the fact, that the resulting rule set is biased towards the old
rule set, even if the old rule set does not explain the world model accurately.
Since the rule tree can only be traversed downwards, any solution that can be
found in parent or neighboring nodes is not accessible anymore, even if the rule
set would get an higher score with the new experience. While this bias makes
the algorithm a little bit more rigid, the nature of the rule set creation leads to
the assumption that this incremental algorithm will create as good results as
the batch algorithm, given a su￿cient amount of experiences.
The resulting algorithm does not di￿er that much from the original. The
only change is the removal of the deletion of the already learned rules. This
little change creates a working incremental algorithm out of the original batch
13and I will show in the evaluation that this change will have a signi￿cant impact
on the runtime.
Algorithm 3 Pseudocode: Incremental learning algorithm
LearnRules(R,E)
Input:
A set of rules R
A list of experiences E
Computation:
set bestscore to score(R)
repeat 1000 times
choose next search operator op
create a set of new rule sets new_rule sets using op
for each rule set rs in new_rule sets
if score(rs) greater than bestscore
set bestscore to score(rs)
set R to rs
Output:
A set of rules R
4.2 Reduction of experiences
The learning algorithm of Pasula et. al. (2007) requires a set of experiences to
build the relational rules from those experiences. There are two sections in the
algorithm where the complete set of experiences are needed. First the search
operators need the experiences as a basis for their modi￿cation e￿orts. As such
the removal of past experiences could result in a corrupted basis for the rule
generation process. The second section where the rules have an important role
is in the scoring function. As the viability of a rule set is also determined by
how well they explain the experiences given to the scoring function, the removal
of past experiences could result in a falsi￿ed score. Therefore it is impossible
to remove the past experiences and operate with only the latest rule set and
experience.
While it is impossible to remove all past experiences, it is achievable to
reduce the experience set to a list of experiences that is limited by an upper
boundary. If the new experience is compared to the past experiences and only
added to the list if this speci￿c experience was not made before, we get an set
of unique experiences. Assuming that there are only a ￿nite number of objects
and relations in the world the number of unique experiences is also ￿nite and
therefore has an upper boundary. As the learning algorithm does not cope with
unknown objects and relations every object and every relation must be known
beforehand. That means that the number of object and relations is limited and
our assumption for the upper boundary holds for this learning algorithm.
Since experiences are only discarded if the same experience has been made
before, no world behavior observation is lost. The result is a minimal list of ex-
14periences containing all the observed world behavior. If the information of how
many times a certain experience has been observed is relevant, it can be counted
in an extra variable. This value can then, for example, be given as weights for
the experiences to the algorithm. The bene￿ts of the reduced experience set is,
besides the smaller memory usage, the reduction of the domain for the search
operators and the scoring function and therefore a reduction of computing time.
On a closer look at the states and their representation the experience reduc-
tion can be further optimized. Figure 6 shows the example of two states. These
states are di￿erent as the object have other relations. Nevertheless, abstracted
from the concrete objects, these two states can be regarded as equivalent.
Figure 6: Two di￿erent but equivalent states
As the relational rule representation substitutes object identi￿ers with vari-
ables the following state representation:
block (A) block (B) block (C) block (D) table (T) on(A, T)
on(B, A) on(C, T) clear (B) clear (C) inhand(D)
can represent either state. Therefore both states are indistinguishable for the
relational rules and the learning algorithm. Hence we can not only discard
exact identical experiences, but event those that become indistinguishable for
the algorithm.
Experiences consist of an initial state, an action taken in this state and a
post state as a result of the action. Two experiences are abstract equivalent if
the actions are the same, the action parameter have the same relations in the
pre states are equivalent as well as the post states.
To ￿nd this abstract matches a function is needed to analyze and determine
matches for experiences. As the experience consists of di￿erent components,
15all components must match. The easiest match to make is whether the action
performed is the same. Since the action literal is stored in the experience a close
look is enough. Still, even if the action is the same, it could be performed on
a di￿erent object. To identify, if the action parameters are equivalent, we need
a way to compare objects. As the learning algorithm only takes the relations
of objects into consideration, two objects can be considered equivalent, if they
have the same relations. In fact, as the concrete objects do not matter, objects
can be de￿ned as the sum of their relations and states as the set of those relation
lists.
The transformation to this representation looks at all literals in the state and
adds the relation to the list of the parameters. As not only the literal symbol of
the relation is important but also the position, the relation contains the literal
and the position of the object to which list the relation is added. A special case
are literals that have no parameter. Those literals are stored in an extra list.
Algorithm 4 ToAbstractState Pseudo code. This is the algorithm to transform
the representation a relational state to a list of relations
ToAbstractState(S)
Input:
A relational state S
Computation:
Create a map M from integer to a list of string an integer pairs
for each literal l in S
if number of arguments for l equals 0
add pair of symbol of l and 0 to M for object 0
else
for each argument a in l
add pair of symbol of l and index of a to M for object a
Output:
A map from object ids to relations M
The result is a map where the object ids are merely identi￿ers to lists of
relations. Comparing two objects now is just a task of comparing these relations.
Two objects are equivalent if they have the same relations and are at the same
position as the argument for that relation.
16Algorithm 5 CompareObjects Pseudo code. This algorithm compares two
object relations for equivalence
CompareObjects(O1, O2)
Input:
An object in abstract state form O 1
An object in abstract state form O 2
Computation:
A boolean variable b
if number of relations is O1 does not equal the number of relations in O 2
set b to false and terminate algorithm
else
for each relation r1 in O1
for each relation r2 in O2
if r1 equals r2
continue with next relation in O 1
if r2 is last relation in O2
set b to false and terminate algorithm
set b to true
Output:
boolean value b
Using this algorithm we are now able to determine whether two objects are
equivalent. This will be utilized for checking if the parameters of the action
taken in an experience are equivalent, as well as by the algorithm for comparing
two states. As states are nothing more than lists of objects, all we need to do
for comparing two states is to ￿nd adequate substitutions for every object. If
we can ￿nd a bijective mapping for each object, we can consider the two states
equivalent.
Finally we can create the algorithm to compare experiences. As an experi-
ence consists of two states and an action, we need to compare the actions and
the states.
17Algorithm 6 CompareStates Pseudo code. This algorithm compares two states
for equivalence
CompareStates(S1, S2)
Input:
An abstract state S1
An abstract state S2
Computation:
A boolean variable b
if number of lists in S1 does not equal number of list in S2
set b to false and terminate
else
for each abstract object o1 in S1
for each abstract object o2 in S2
if CompareObjects(o1, o2) returns true
continue with next abstract object in S 1
if o2 is last object in S2
set b to false and terminate
set b to true
Output:
A boolean value b
Algorithm 7 CompareExperiences Pseudo code. This is the ￿nal algorithm to
compare two experiences for logical equality
CompareExperiences(E1, E2)
Input:
An experience E1
An experience E2
Computation:
A boolean variable b
if action a1 of experience E1 does not equal action a2 of experience E2
set b to false and terminate
if number of arguments for a1 does not equal number of arguments for a2
set b to false and terminate
for each argument arg1 in a1 and argument arg2 in a2
get abstract object pre1 from arg1 in E1.pre and abstract object pre2 from
arg2 in E2.pre
if CompareObjects(pre1, pre2) return false
set b false and terminate
get abstract object post1 from arg1 in E1.post and abstract object post2
from arg2 in E2.post
if CompareObjects(post1, post2) return false
set b false and terminate
if CompareStates(E1.pre, E2.pre) return false
set b false and terminate
if CompareStates(E1.post, E2.post) return false
set b false and terminate
set b true;
Output:
A boolean value b
18With this algorithms we can not only remove identical experiences but even
the logical equivalent ones. This reduces the experience set even further with-
out loss of observed behavior. Since the equivalent states are discarded, this
enhancement operates best with in a world with a lot of similar objects, as the
number of equivalent states rises and a lot of experiences can be discarded.
5 Evaluation
For the evaluation there are two interesting aspects that will be compared.
First is the runtime since the introduced incremental improvements were made
for the purpose of runtime enhancement. The second aspect is the viability of
the resulting rules. We have to look at whether the improved versions reach the
same results in less time or if the faster running algorithms need so much more
input to reach the same results that the learning in itself is slowed down.
While there are two di￿erent improvements, there are six di￿erent settings that
have to be compared. First we will look at the incremental rule searching and
compare it to the original batch algorithm. Then we do the same with the
experience reduction. For the experience reduction we will ￿rst consider the
removal of equal states. Then we will compare this method with the removal
of abstract equivalent states. Finally we use both techniques together once
with normal state reduction and once with abstract state reduction. These will
be compared to the results of the original batch and the both single improved
versions from before.
The example data for the evaluation were created with the simulation tool
Armani. The test environment consisted of four blocks and three boxes. Ini-
tially, the boxes and three of the blocks are standing on a table and one block is
inside a box. There are four possible actions for the robot, grab, puton, open and
close. With these actions the robot could move the cubes, open and close the
boxes, put cubes on closed boxes or other cubes or into opened boxes. In total
there are twenty relations that describe a state and which create the experience
domain for the algorithm.
table 1 primitive binary
block 1 primitive binary
ball 1 primitive binary
box 1 primitive binary
on 2 primitive binary
contains 2 primitive binary
closed 1 primitive binary
inhand 1 primitive binary
upright 1 primitive binary
out 1 primitive binary
19size 1 primitive integers
clear 1 conjunction binary <   All Y  on(Y X)
inhandNil 0 conjunction binary <   All X  inhand(X)
above 2 transclosure binary <   + on
aboveNotable 2 conjunction binary <   above(X Y)  table (Y)
height 1 count integers <   Num Y aboveNotable (X Y)
sum_height 0 sum integers <   Sum height
onBox 1 conjunction binary <   Ex Y on(X Y) box(Y)
f i l l e d 1 conjunction binary <   Ex Y box(X) contains (X Y)
inClosedBox 1 conjunction binary <   Ex Y closed (Y) contains (Y X)
A test run consists of hundred state transitions, where the action performed was
chosen randomly.
Unfortunately, due to a memory leak within Prada, tests with more state
transitions resulted in a memory allocation error and could not be computed.
Therefore no long term running examples could be tested and one hundred state
transitions were chosen as the maximum for this evaluation.
Figure 7: Simulator environment for data generation
All following results were computed on a Intel ﬁ Core￿ i5 CPU with 2.40
GHz and 4.00 GB RAM running Windows 7 x64. Since the learning algorithm
is not deterministic the presented values are average results of ￿fty test cases.
205.1 Incremental rule searching
For the incremental approach we estimate a shorter runtime than for the batch
algorithm because we do not have to compute everything from the beginning.
While we could assume that the needed time for every time step is nearly con-
stant, Figure 8 shows that the runtime is still growing.
Figure 8: Runtime for batch and incremental learning
The still growing runtime can be explained by the raising e￿ort to create
and evaluate the new rule sets. As the number of experiences grow, the number
of possible rule sets, created by the search operators grows as well. Since the
score of the incremental search algorithm converges faster we get an improved
runtime compared to the batch algorithm. Also noticeable is that the standard
deviation of the incremental rule search is smaller than the standard deviation of
the batch algorithm. Regarding the scores of the rules a trend can be observed
as well. Figure 9 shows the comparison of the scores.
Figure 9: Scores for batch and incremental learning
Noticeably even the original batch algorithm gets worse scores with growing
numbers of experiences. This is due to the fact, that as the number of experi-
ences grow, the number of rules and literals in those rules grow as well. Since
the scoring function penalizes the number of needed literals, this explains the
21descent of the scores. As we can only observe one hundred time steps we can
not tell whether or not the scores will converge against some lower bound but
due to the fact that at some point the rules are learned and can not be improved
any further, it is not a long shot to assume, that they eventually will converge.
The scores of the incremental algorithm can be divided into two di￿erent
parts. In the ￿rst part, the incremental algorithm is as good as the batch
algorithm as the values do not di￿er from each other that much. From some
point onward the incremental algorithm scores worse than the batch algorithm.
This can be explained by the nature of the incremental algorithm. Every time
step the old rule set is taken as the basis for the rule search. If the old rule set
does not contain any rule for the newly made experience, the search will take
more attempts to ￿nd an appropriate rule set on basis of the old rule set. This
also explains the smoothness of the curve, as the results are not solely based on
a single, not deterministic computation.
5.2 Experience reduction
With the reduction of the experience set we trade the time we need search for
appropriate rule sets for the time to compare and integrate the new experience.
As ￿gure 10 shows, the amount of time saved by the reduction of the experience
set is greater than the cost of the comparison.
Figure 10: Runtime for batch algorithm with and without reduced experience
set
Unlike the incremental search algorithm, the experience reduction comes
without a loss in the scores. Figure 11 shows the scores for the normal batch
and the batch with the normal reduced experience set algorithms.
22Figure 11: Scores for batch algorithm with and without reduced experience set
5.3 Abstract experience reduction
As introduced in chapter 4.2 the experience reduction can be extended by the
removal of all abstract equivalent states. The comparison between the abstract
states might take more time than comparing two actual states, but the number
of states that are removed is higher. Figure 11 shows that the time consumed by
the simple experience reduction algorithm and the abstract experience reduction
algorithm is quite similar for the ￿rst hundred time steps. Still a small tendency
that the abstract experience reduction algorithm works faster can be inferred.
Because the number of removed states depends on the number of relations and
objects in the domain as related to the number of experiences made, this small
tendency is not signi￿cant.
Figure 12: Runtime of experience reduced and abstract experience reduced
algorithms
Looking at the scores, again no di￿erence can be seen. It seems that both
reduction algorithms produce equivalent results.
23Figure 13: Scores of experience reduced and abstract experience reduced algo-
rithms
5.4 Incremental rule searching with reduced experiences
Now it is especially interesting how both improvements work together. As ex-
pected shows Figure 14, that the combination of the experience reduction and
the incremental rule search enhances the runtime even more. Noticeably the re-
duced incremental algorithm has a low standard deviation just like the normal
incremental algorithm.
Figure 14: Runtime of batch, incremental, reduced batch and reduced incre-
mental algorithms
As for the scores we get interesting results. Instead of worse results or
similar results to the incremental algorithm, the scores are at least better than
the results of the incremental algorithm. This is unexpected since it di￿ers from
the trend we have observed so far, that faster algorithms produce worse results.
24Figure 15: Scores of batch, incremental, reduced batch and reduced incremental
algorithms
5.5 Incremental rule search with abstract reduced expe-
riences
Comparing the runtime of the normal experience reduced incremental algorithm
and the abstract reduced incremental algorithm con￿rms our observation from
the normal and the abstract experience reduced batch algorithms. The abstract
reduction of the experience runs faster than the normal reduction.
Figure 16: Runtime of reduced incremental and abstract reduced incremental
algorithms
Unlike the batch versions of the experience reduced algorithms, the incre-
mental versions show a di￿erence in the scores. For ongoing learning steps the
abstract reduction causes a loss of scores compared to the normal reduction.
25Figure 17: Scores of reduced incremental and abstract reduced incremental
algorithms
6 Discussion
6.1 Evaluation Results
Comparing all algorithms, the superiority of the incremental approach, regard-
ing the runtime enhancement, becomes evident. In Figure 18 the average run-
times of all algorithms for hundred time steps can be seen. The batch algorithms
all have similar runtime and so do the incremental ones. This strict separation
between the types of algorithms proves that the incremental rule search improves
the runtime enormously. Additionally, it becomes obvious that the experience
set reduction enhances the runtime even more, where the abstract reduction is
more e￿cient than the normal reduction.
Whether or not the incremental algorithms will eventually reach the scores of the
batch algorithm again, can only be show in a long term test, which is currently
impossible due to errors in Prada.
Figure 18: Runtime of all algorithms
Looking at the scores reveals an other interesting trend. As can be seen in
Figure 19 the acceleration of the incremental approach is bought by the scores of
26the resulting rules. Still the reduction of the experiences signi￿cantly improves
the scores for the incremental algorithms, while it does nothing much with the
scores of the batch algorithms.
Figure 19: Scores of all algorithms
The evaluation shows that the suggested improvements indeed enhance the
runtime of the learning algorithm but often on the cost of the scores of the rules.
While the incremental rule search operation learns much faster than the batch
algorithm, it produces worse results. On the other hand is the reduction of the
experiences which improves the runtime just a little bit but does not lower the
scores.
The most auspicious approach, seems to be the normal experienced reduced
incremental rule search algorithm. While it bene￿ts from the runtime accelera-
tion of the incremental algorithms, it gets the best scores from all incremental
algorithms tested.
6.2 Limitations
Due to memory leaks in the implementation of Prada the number of time
steps that can be computed was limited. Therefore no long term evaluation of
the learning algorithm could be performed and the evaluation is only consid-
ering the initial stage and possible asymptotic behavior of the runtimes or the
scores can neither be con￿rmed nor denied. This is especially harmful for the
assumption that the incremental algorithms deliver as good results as the batch
algorithms. As for now, no scienti￿c statement can be made about whether the
scores of incremental algorithms will eventually catch up with the ones of the
batch algorithms or not.
While the performance of the learning algorithm is tightly connected to the
complexity of the observed domain, no evaluation was made concerning the
complexity of the domain. This aspect was purposely omitted as the e￿ort for
the complexity analysis is too high for the time window of a bachelor thesis.
276.3 Future Work
For a conclusive answer, whether or not the scores of the incremental search
operation converge against the same value as the the batch learned scores, a more
sophisticated long term evaluation is needed. Once the memory leak in Prada
is resolved an analysis of the asymptotic behavior can validate or disprove the
quality of the incremental rule search approach.
From there on a closer look at the scoring function could improve the scor-
ing of the incremental algorithms. If the scoring function would be adapted to
consider the incremental technique better results could be achieved in less time.
A more sophisticated scoring function could be able to counteract the rigid-
ness of the incremental algorithms by taking the new experience into special
consideration.
6.4 Conclusion
This thesis shows that although the learning algorithm introduced by Pasula
et. al (2007) is designed as a batch algorithm, it can be modi￿ed to work as
an online learning algorithm instead. For this, two incremental methods were
presented to reduce the expense of the algorithm and improve the runtime. The
￿rst approach is the incremental of the rule search performed by the learning
algorithm, which keeps the previous learned rule set as a basis for the next time
step of learning. The second approach takes advantage of the fact that certain
experiences can be observed multiple times or at least in a similar manner. As
those experiences can be discarded as duplicates, the experience set given to the
learn algorithm can be reduced and thereby the learning process accelerated.
The evaluation showed that both approaches improved the runtime but also
reduced the score of the learned rules. Therefore the use of the incremental
techniques must be considered very carefully and depending on the application.
Nevertheless the use of incremental methods is auspicious and can even be
optimized.
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