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Abstract—Orbit codes are a family of codes employable
for communications on a random linear network coding
channel. The paper focuses on the classification of these
codes. We start by classifying the conjugacy classes of
cyclic subgroups of the general linear group. As a result,
we are able to focus the study of cyclic orbit codes to a
restricted family of them.
INTRODUCTION
The interest on constructions of codes for random
linear network coding arises with the paper [1]. This
paper introduces the notion of code as subset of P(V),
that is the set of all subspaces of a vector space.
This set is equipped with a metric, suitable for the
model of communication introduced, called subspace
distance, defined as follows: for every U1,U2 ∈ P(V),
d(U1,U2) = dim(U1) + dim(U2) − dim(U1 ∩ U2). The
set of all subspaces of dimension k is called the Grass-
mannian and denoted by GFq(k, n).
Some effort has been done in the direction of con-
structing codes for random linear network coding in the
last few years. Some results can be found in [1], [2], [3],
[4], [5], [6].
Orbit codes are a certain class of constant dimension
codes [6]:
Definition 1: Let U ∈ GFq(k, n) and S < GLn(Fq).
Then
C = {UA | A ∈ S}
is called orbit code. An orbit code is called cyclic if there
exists a subgroup defining it that is cyclic. Moreover it is
called completely reducible if there exists a generating
group that is completely reducible.
In [6] the authors show that orbit codes satisfy prop-
erties that are similar to the ones of linear codes for
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classical coding theory. Moreover, some already known
constructions, such as the ones contained in [1] and [2],
are actually orbit codes.
This paper focuses on the classification of orbit codes.
In order to do so, we are going to give a classification
of the conjugacy classes of subgroups of GLn(Fq).
The paper is structured as follows. The first section is
dedicated to the classification of subgroups of GLn(Fq).
More in detail, we are able to characterize the properties
of a unique representative for the conjugacy classes of
cyclic subgroups of GLn(Fq). The result is contained
in Theorem 7. With some examples we also show that
the classification as it is cannot be extended to arbitrary
subgroups. In the second section we apply these results
to cyclic orbit codes. The main result is that we can
focus on the study of cyclic orbit codes defined by a
cyclic group generated by a matrix in rational canonical
form. Moreover we study the construction of codes in
this case and relate them to completely reducible cyclic
orbit codes. At last we give some conclusions.
I. CHARACTERIZATION OF CYCLIC SUBGROUPS OF
GLn(Fq)
In this section we investigate the cyclic subgroups of
GLn(Fq). The goal is to characterize them in a way
that is suitable for the construction of orbit codes. More
specifically we are interested in answering the question
about when two cyclic groups are conjugate to each
other.
Consider GLn(Fq) and the following equivalence re-
lation on it: Given A,B ∈ GLn(Fq) then
A ∼c B ⇐⇒ ∃L ∈ GLn(Fq) : A = L
−1BL.
A natural choice of representatives of the classes of
GLn(Fq)/ ∼c is given by the rational canonical form
of an endomorphism of Fnq .
The following theorem states the existence and
uniqueness of a rational canonical form.
Theorem 2 ([7]): Let A ∈ GLn(Fq). Then there ex-
ists a matrix L ∈ GLn(Fq) such that
L−1AL = diag(Mps11
1
, . . . ,M
p
s1r1
1
,
. . . ,Mpsm1m , . . . ,Mpsmrm1 ) (1)
is a block diagonal matrix where pi ∈ Fq[x] are irre-
ducible polynomials, sij ∈ N are such that si1 ≥ · · · ≥
siri , χA =
∏
i,j p
sij
i and µA =
∏
i p
s1i
i represent re-
spectively the characteristic and the minimal polynomials
of A and M
p
sij
i
denotes the companion matrix of the
polynomial psij . Moreover, the matrix (1) is unique for
any choice of A ∈ GLn(Fq).
Definition 3: Let A ∈ GLn(Fq). The matrix (1) is
called rational canonical form of A and the polynomials
p11
1
, . . . , p
s1r1
1
, . . . , pm1m , . . . , p
smrm
m ∈ Fq[x] are its ele-
mentary divisors.
The following lemma motivates why rational canoni-
cal forms represent a good choice of representatives for
the classes of GLn(Fq)/ ∼c.
Lemma 4: Let A,B ∈ GLn(Fq). Then the following
statements are equivalent:
1) A ∼c B, and
2) A and B have the same rational canonical form.
This lemma is well-known and is a direct consequence
of the uniqueness of the rational canonical form.
Now we want to extend the previous characterization
to subgroups of GLn(Fq).
Consider the set of all subgroups of GLn(Fq)
G := {S | S < GLn(Fq)}
and the following equivalence relation on it. Given
S1,S2 ∈ G then
S1 ∼c S2 ⇐⇒ ∃L ∈ GLn(Fq) : S1 = L
−1
S2L.
The following theorem extends the arguments of
Lemma 4 to the case of cyclic subgroups.
Theorem 5: Let A,B ∈ GLn(Fq) and SA =
〈A〉,SB = 〈B〉 < GLn(Fq) be the two cyclic groups
generated by them. Then, SA ∼c SB if and only of
there exists an i ∈ N with gcd(i, |SB |) = 1 such that
A ∼c B
i
.
Proof:
⇒ Since SA ∼c SB, it follows that there exists
an L ∈ GLn(Fq) such that SA = L−1SBL
meaning that the two groups have the same
order. Moreover, it follows that the group ho-
momorphism
ϕ : SA → GLn(Fq)
Ai 7→ LAiL−1
is an isomorphism if restricted to the image of
ϕ. As a consequence the generator A of SA is
mapped to a generator of LSAL−1 = SB , i.e.,
an element of {Bi | gcd(i, |SB |) = 1}. Then,
there exists an i ∈ N with gcd(i, |SB |) = 1
such that LAL−1 = Bi, which implies that
A ∼c B
i
.
⇐ From the hypothesis we know that 〈Bi〉 = SB
and that there exists L ∈ GLn(Fq) such that
A = L−1BiL. The statement follows as a
consequence.
In order to characterize unique representatives for the
classes of cyclic groups contained in G/ ∼c we need
the following lemma.
Lemma 6: Let A ∈ GLn(Fq), psA,1A,1 , . . . , p
sA,m
A,m ∈
Fq[x] its elementary divisors and SA < GLn(Fq) the
cyclic group generated by A. Then, for every i ∈ N with
gcd(i, |SA|) = 1, the elementary divisors of Ai are ex-
actly m many. If we denote them by psAi,1Ai,1 , . . . , p
sAi,m
Ai,m ∈
Fq[x], then, up to a reordering, the order of pA,j is the
same of pAi,j and sA,j = sAi,j for j = 1, . . . ,m.
Proof: First we proof the case where the elementary
divisor is unique. At the end of the proof we will give
the main remark that implies the generalized statement.
Let psAA ∈ Fq[x] be the elementary divisor of a matrix
A ∈ GLn(Fq) and k := n/sA. Let Fqk := Fq[x]/(pA)
be the splitting field of the polynomial pA and µ ∈ Fqk
a primitive element of it. There exists a j ∈ N such
that pA =
∏k−1
u=0(x − µ
jqu). Since psAA is the unique
elementary divisor of the matrix A, it corresponds also
to the characteristic and the minimal polynomial of A.
As a consequence we obtain that the Jordan normal form
of A over Fqk is
JA = diag
(
JsaA,µj , . . . , J
sa
A,µjq
k−1
)
where Jsa
A,µjq
u ∈ GLsA(Fqk) is a unique Jordan block
with diagonal entries µjqu for u = 0, . . . , k − 1.
By the Jordan normal form of A it follows that for
every i ∈ N the characteristic polynomial of Ai is pAi =
(
∏k−1
u=0 µ
ijqu)sA . Let us now focus on the i’s such that
gcd(i, |SA|) = 1. A
i is then is a generator of SA, i.e.,
pAi ∈ Fq[x] is a monic irreducible polynomial which
order is the same of pA.
In order to conclude that psAAi is the elementary divisor
of Ai we consider its rational canonical form. Assume
that the elementary divisors of Ai were more than one.
Without loss of generality we can consider them to be
two, i.e., psA,1Ai and p
sA,2
Ai . This means that its rational
canonical form is RCF(Ai) = diag(M
p
sA,1
Ai
,M
p
sA,2
Ai
)
where we use the operator RCF as an abbreviation for
rational canonical form. It follows that
MpsAA = RCF(A) = RCF((A
i)j) = RCF((RCF(Ai))j)
where ij ≡ 1 (mod |SA|). This leads to a contradiction
since the right hand side of the previous equation is
a block diagonal matrix with at least two blocks. We
conclude that psAAi is the elementary divisor of Ai.
The only difference in the case where m > 1
consists in the choice of the splitting field. Given
p
sA,1
A,1 , . . . , p
sA,m
A,m ∈ Fq[x] the elementary divisors of
A and pA,l1 , . . . pA,lr with l1, . . . lr ∈ {1, . . . ,m} the
maximal choice of pairwise coprime polynomials from
the elementary divisors, the splitting field on which the
proof is based is Fq[x]/(
∏r
t=1 pA,lt).
We are now ready to characterize cyclic subgroups of
GLn(Fq) via the equivalence relation ∼c based only on
their elementary divisors.
Theorem 7: Let A,B ∈ GLn(Fq) and SA,SB ∈ G
the cyclic subgroups generated by them. Then, SA ∼c
SB if and only if the following conditions hold:
1) A and B have the same number of elementary
divisors, and
2) if psA,1A,1 , . . . , psA,mA,m ∈ Fq[x] and psB,1B,1 , . . . , psB,mB,m ∈
Fq[x] are the elementary divisors of respectively
A and B, then, up to a reordering argument, the
orders of pA,j and pB,j are the same and sA,j =
sB,j for j = 1, . . . ,m.
Proof:
⇒ By Theorem 5, Condition 1 is equivalent to the
existence of a power i ∈ N with gcd(i, |SA|) =
1 such that A ∼c Bi, i.e., they have the same el-
ementary divisors. The statement follows with
Lemma 6.
⇐ Let pB,l1 , . . . pB,lr ∈ Fq[x] with l1, . . . lr ∈
{1, . . . ,m} be the maximal choice of pairwise
coprime polynomials from the elementary di-
visors of B, F the splitting field of
∏r
t=1 pB,lt
and µ ∈ F a primitive element of it. Consider
the notation kj := deg pB,lj for j = 1, . . . , r.
Then, there exist iB,1, . . . , iB,r ∈ N such that
pB,lj =
∏kj−1
u=0 (x − µ
iB,jq
u
) for j = 1, . . . , r.
The same holds for the matrix A, i.e., there
exist iA,1, . . . , iA,r ∈ N such that pA,lj =∏kj−1
u=0 (x − µ
iA,jq
u
) for j = 1, . . . , r. By the
condition on the orders, there exists a unique
i ∈ N such that iA,j ≡ i·iB,j (mod ord(pB,lj ))
for j = 1, . . . , r. It follows that the elementary
divisors of Bi and the ones of A are the same,
i.e., A ∼c Bi.
The theorem states that we can uniquely represent the
classes of cyclic subgroups in G/ ∼c by considering
the cyclic subgroups generated by a rational canonical
form based on the choice of a sequence of polynomials
of the type ps1
1
, . . . , psmm ∈ Fq[x] where the polynomials
p1, . . . , pm are irreducible and
∑m
j=1 sj · deg(pj) = n.
Moreover, what matters in the choice of the polynomials
pj’s is only their degrees and orders.
Trivially, the following holds for the cardinality of a
cyclic group.
Corollary 8: Let SA = 〈A〉 < GLn(Fq). Then the
order of SA is the least common multiple of the order
of the elementary divisors ps1
1
, . . . , psmm ∈ Fq[x] of the
matrix A.
To conclude the section we are going to give an exam-
ple explaining why a straight forward generalization of
Theorem 7 to any subgroup of GLn(Fq) does not work.
Example 9:
1) Consider the following matrix over F2:
A =


0 1 0
0 0 1
1 1 0

 .
Although the elementary divisor of A and the one
of its transpose At is the same, the groups SA =
〈A〉 = 〈A,A〉 and GL3(F2) = 〈A,At〉 are not
conjugate.
2) Let F4 = F2[x]/(x2+x+1) and µ ∈ F4 a primitive
element. Consider the following matrices over F4:
A =


0 1 0
0 0 1
1 1 0

 , B1 =


0 1 0
0 0 1
1 0 1

 ,
and B2 =


µ+ 1 1 µ
µ µ µ+ 1
0 1 0

 .
Although B1 ∼c B2, i.e., they have the
same unique elementary divisor, it holds that
|〈A,B1〉| 6= |〈A,B2〉|, meaning that the two
II. CONJUGATES GROUPS AND CYCLIC ORBIT CODES
We now apply the results from the previous section to
the characterization of cyclic codes.
Let us first recall the following theorem.
Theorem 10: [8] Let A,B ∈ GLn(Fq) such that A ∼c
B, i.e., there exists an L ∈ GLn(Fq) such that B =
L−1AL, and U ∈ GFq(k, n). Then the cyclic orbit codes
CA := {UA
i | i ∈ N} and CB := {(UL)Bi | i ∈ N}
have the same cardinality as well as the same minimum
distance.
We call orbit codes satisfying the thesis of the previous
theorem conjugate orbit codes.
Theorem 7 translates as follows in the language of
orbit codes.
Corollary 11: Every cyclic orbit code is conjugate to
a cyclic orbit code defined by a cyclic group generated
by a matrix in rational canonical form.
This theorem gives us the opportunity to consider only
cyclic orbit codes out of matrices in rational canonical
form for the study of codes with good parameters.
We are now interested in studying these orbits codes.
Proposition 12: Let Uj := rowsp(Uj) ∈ GFq (k, nj)
for j = 1, . . . ,m and U := rowsp(U1, . . . , Um). Con-
sider the following orbit codes
Cj := {UjM
i
p
sj
j
| i ∈ N} for j = 1, . . . ,m, and
C := {U(diag(Mps1
1
, . . . ,Mpsmm ))
i | i ∈ N}.
where pj ∈ Fq[x] are irreducible polynomials and
sj deg(pj) = nj for j = 1, . . . ,m. Then, |C| =
lcm(|C1|, . . . , |Cm|). Moreover, if gcd(|Cj1 |, |Cj2 |) = 1
for j1 6= j2, then
dmin(C) = min
j∈{1,...,m}
dmin(Cj).
Proof: The cardinality of C is a direct consequence
of the fact that
diag(Mps1
1
, . . . ,Mpsmm )
i = diag(M ips1
1
, . . . ,M ipsmm )
and of the minimality of the least common multiple.
Let us, without loss of generality, assume that the code
C1 is a code satisfying the minimum distance. Let g1 ∈ N
be such that d(rowsp(U1), rowsp(U1)Mg1ps1
1
) = dmin(C1).
Since the cardinalities of the codes Cj are pairwise co-
prime, it follows that there exists g ∈ N such that g ≡ g1
(mod |C1|) and g ≡ 0 (mod |Cj |) for j = 2, . . . ,m. We
obtain that
dmin(C) ≤ d(U ,Udiag(Mps1
1
, . . . ,Mpsmm )
g) =
= d(U ,Udiag(Mg1
p
s1
1
, I, . . . , I)) =
= d(U1,U1M
g1
p
s1
1
) = dmin(C1)
The equality follows from the fact that since all orbit
codes are constant of dimension k, then the minimality
of the minimum distance of C1 leads to
dim(U1 ∩ U1M
g1
p
s1
1
) ≥ dim(Uj ∩ UjM
t
p
sj
j
)
for any t ∈ N. As a consequence
d(U ,Udiag(Mg1
p
s1
1
, I, . . . , I)) ≤ d(U ,Udiag(M tps1
1
, . . . ,M tpsmm ))
for any t ∈ N.
A drawback in this kind of construction is that k ≤ nj
for j = 1, . . . ,m. It is possible to overcome this
constraint by using the construction illustrated in the
following proposition.
Proposition 13: Let Uj := rowsp(Uj) ∈ GFq(kj , nj)
for j = 1, . . . ,m and
U := rowsp




U1 0 . . . 0
0 U2 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . Um



 ∈ GFq(k, n)
. Consider the following orbit codes
Cj := {UjM
i
p
sj
j
| i ∈ N} for j = 1, . . . ,m, and
C := {U(diag(Mps1
1
, . . . ,Mpsmm ))
i | i ∈ N}.
where pj ∈ Fq[x] are irreducible polynomials and
sj deg(pj) = nj for j = 1, . . . ,m. Then |C| =
lcm(|C1|, . . . , |Cm|). Moreover, if gcd(|Cj1 |, |Cj2 |) = 1
for j1 6= j2, then
dmin(C) = 2k − 2
m∑
j=1
max
i∈N
dim(Uj ∩ UjM
i
p
sj
j
).
Proof: The cardinality of the code is clear.
Let g1, . . . , gm ∈ N be powers such that dim(Uj ∩
UjM
gj
p
sj
j
) is maximal for j = 1, . . . ,m. Since the car-
dinalities of the codes are pairwise coprime, it follows
that there exists a g ∈ N such that g ≡ gj (mod |Cj|)
for any j = 1, . . . ,m. Then,
dmin(C) ≤ d(U ,Udiag(Mps1
1
, . . . ,Mpsmm )
g) =
= d(U ,Udiag(Mg1
p
s1
1
, . . . ,Mgm
p
sm
m
)) =
= 2k − 2
m∑
j=1
dim(Uj ,UjM
gj
p
sj
j
)
The equality follows from the maximality of the dimen-
sion of the intersections.
Since the blocks of the rational canonical form of
generators of completely reducible cyclic groups are
irreducible, one can use the theory of irreducible cyclic
orbit codes [8] to compute the minimum distances of the
block component codes and hence the minimum distance
of the whole code.
Corollary 14: The minimum distance of a given com-
pletely reducible cyclic orbit code can be computed by
the field representation of the non-zero vectors contained
in the starting point of the orbit.
CONCLUSIONS
Thank to the characterization of conjugacy classes of
cyclic subgroups of GLn(Fq), we were able to conclude
that every cyclic orbit code is conjugated to a cyclic
orbit code defined by the cyclic group generated by a
matrix in rational canonical form. The research of orbit
codes with good parameters can be then restricted to this
subclass of cyclic orbit codes.
The following step in this research direction is rep-
resented by a complete classification of orbit codes. In
order to do it we have to find a characterization of the
conjugacy classes of subgroups of GLn(Fq) that possibly
coincides with the one presented in section I if restricted
to cyclic subgroups of GLn(Fq).
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