W e present a new approach to pricing American-style derivatives that is applicable to any Markovian setting (i.e., not limited to geometric Brownian motion) for which European call-option prices are readily available. By approximating the value function with an appropriately chosen interpolation function, the pricing of an American-style derivative with arbitrary payoff function is converted to the pricing of a portfolio of European call options, leading to analytical expressions for those cases where analytical European call prices are available (e.g., the Merton jump-diffusion process). Furthermore, in many settings, the approach yields upper and lower analytical bounds that provably converge to the true option price. We provide computational results to illustrate the convergence and accuracy of the resulting estimators.
Introduction
The pricing of American-style derivatives remains one of the more challenging problems in derivatives finance. We define American-style derivatives, sometimes termed Bermudan derivatives, to be derivative contracts with early-exercise opportunities at a finite number of exercise dates prior to expiration (as opposed to continuously exercisable for a "pure" American derivative). The major difficulty in pricing such derivatives with "early-exercise" features lies in the determination of optimal early-exercise policies. Conversely, the pricing of European derivativesspecifically, European options-is a comparatively less difficult task. In particular, European call and put options can be priced analytically under numerous price processes beyond geometric Brownian motion; otherwise, they generally can be determined without too much difficulty via a numerical method such as numerical inversion or simulation. In this paper, we reduce the complexity of the pricing of an American-style derivative to that of pricing European call options. Specifically, by approximating the value functions with appropriately chosen linear segments in a dynamic programming recursion, we are able to price an American-style derivative by pricing a portfolio of European call options at varying strike prices, yielding analytical pricing formulas for underlying asset price processes with analytical European call-option prices.
We consider American-style derivatives written on a single underlying asset that follows a Markovian price process. One general approach to the pricing of such derivatives is to cast the problem in the framework of a stochastic dynamic programming problem and employ a backwards induction algorithm. However, due to the "curse of dimensionality," solving the dynamic programming equations directly can become prohibitively complex. Specifically, at any early-exercise date, the payoff from immediate exercise must be compared to the holding value, defined as the discounted conditional expectation of the payoff from keeping the derivative alive. Computing this conditional expectation generally requires the determination of the next-stage value function over its entire asset space domain.
Our approach to approximating this conditional expectation essentially follows from the ideas of numerical quadrature. We first compute the nextstage value function at a finite number of chosen "interpolating" points in the asset space domain, and then approximate this value function with a piecewise linear function over these points. Unlike the true value function, this approximate function can be easily determined over the entire asset space domain, and the computing of its conditional expectation is straightforward. An approximate holding value, defined as the discounted conditional expectation of the approximate next-stage value function, is then used in the dynamic programming equations. Although approximating the value function with a piecewise polynomial of higher order, e.g., a cubic spline, may result in a better fit, the resulting approximate holding value function will lack the structure that our method exploits.
We consider two methods for constructing the piecewise linear approximation of the value function. The first and simplest approach, which we refer to as the secant interpolation, consists of simply connecting the interpolating points with secant lines. The second approach, the tangent interpolation, involves the piecing together of adjacent tangent lines at the interpolating points. The key insight to either interpolation technique is that the resultant interpolation function can be expressed as a finite sum of European call-option payoffs; hence, the holding value at the previous early-exercise date can be approximated arbitrarily closely by a finite sum of European calloption prices. Thus, the far larger arsenal of numerical procedures (and approximations) that have been developed for pricing European call options can be directly applied to American-style derivatives via our methods. For a broad class of problem settings, the algorithm utilizing the secant interpolation results in an upper bound on the true derivative price, the algorithm with the tangent interpolation results in a lower bound, and both methods converge (as the number of interpolating points is increased) to the true price. Examples of such problem settings include Americanstyle put and call options written on an underlying asset following a wide range of stochastic processes, including geometric Brownian motion and the Merton (1976) jump-diffusion model. Numerical experiments in §3 illustrate the convergence of the two algorithms for these examples.
The proposed approach can handle pure-jump and jump-diffusion processes, which can sometimes be problematic for the most popular pricing methods, such as partial differentiation equation (PDE) methods, binomial trees, and other lattice methods. To put our work in context, we begin by reviewing some of the (non-simulation-based) literature on pricing American options. Carr et al. (1992) decompose the value of an American put option in two ways: into the corresponding European put price plus the early-exercise premium, and also into its intrinsic value and time value. Their focus, however, is not so much on actual implementation of numerical procedures. In a closely related work, Kim (1990) provides an analytical valuation formula for American put-and-call options written on a continuous dividend-paying asset. However, only under certain special cases can the formulas be solved explicitly; otherwise, numerical techniques must be used. Ju (1998) approximates the early-exercise boundary with a multipiece exponential function, similar to the approach of Omberg (1987) . Broadie and Detemple (1996) develop lower and upper bounds on the prices of standard American call and put options via the use of capped options. Amin (1993) develops an extension of the binomial method to handle the inclusion of jumps, making it applicable to jump-diffusion models. Similarly, Zhang (1997) also develops extensions for the PDE finite-difference method to jump-diffusion models, using variational inequalities in the pricing of equity options. Das (1997) develops analogous finite-difference methods for pricing bond options when the interest rate process follows a jump-diffusion model. Huang et al. (1996) approximate the early-exercise boundary using Richardson extrapolation, and use this to express the price of an American option as the price of the corresponding European option plus the early-exercise premium. Their development, however, is more problem dependent, in that each price process requires a separate analysis of the corresponding integrals used in approximating the boundary, and the method was developed for pure American options.
Another general way of extending beyond geometric Brownian motion is through Monte Carlo simulation. A number of Monte Carlo-based algorithms for pricing American-style derivatives have been proposed in the last decade. Many of these algorithms also cast the problem in a stochastic dynamic programming framework and attempt to approximate the holding values, i.e., the conditional expectations (see Tilley 1993 , Tsitsiklis and Van Roy 2001 , Longstaff and Schwartz 2001 , Carriere 1996 . Thus, these algorithms are perhaps the closest in spirit to our approach. Another simulation-based approach approximates optimal early-exercise policies directly rather than the dynamic programming equations (see Grant et al. 1996, Fu and Hu 1995) . Finally, Broadie and Glasserman (1997a, b) develop algorithms that use simulated paths and backwards recursion to obtain upper and lower bounds.
To summarize our work and put it in the context of the just-cited literature, our approach has two major contributions: (i) It provides a new and interesting way of relating an American-style derivative to corresponding European call options; and (ii) it leads to computational algorithms that may offer computational savings over existing numerical approaches in the case of a relatively small number of finite exercise opportunities, providing bounds in many cases. In particular, it is significantly more computationally efficient than simulation-based approaches in the setting where analytical European call prices are available. In comparing with PDE and lattice-based methods, we note that both of these require specification of a discretization in both the time axis and state spaces, which is not required in our method. As a result, settings that require fine discretization of the asset price process (especially in the time dimension) are likely to be computationally burdensome for either the PDE or lattice-based methods, whereas this is not the case for our algorithms, which depend instead on the number and placement of the interpolating points (this can be thought of as analogous to a discretization in the state space, as well). Thus, we conjecture that for up to five exercise dates, our method would be superior to lattice/PDE methods. This is consistent with numerical comparisons to the algorithm of Amin (1993) for a Merton jumpdiffusion put-option example, where the computation time for the lattice increases dramatically as a function of the discretization fineness. For the "pure" (continuously exercisable) American case, we use Richardson extrapolation on the prices obtained from our interpolation algorithms, and numerical results indicate that this is also competitive in terms of computation time and pricing accuracy. Similar conclusions hold in numerical comparisons with the method of Huang et al. (1996) on American put options, i.e., our method is more effective in the Bermudan setting, but is still a viable alternative for pricing the American.
The rest of the paper is organized as follows. In §2, we present the backwards recursion algorithm with the secant or tangent interpolation of the value function. Also, we establish criteria for the analytical upper and lower bounds, discuss convergence with respect to the number of interpolating points, and consider the optimal selection of the interpolating points. In §3, we apply our algorithms to Americanstyle call and put options and provide numerical results. In §4, we offer some conclusions and discuss future applications of our methods. The appendix includes proofs of all propositions.
Backwards Recursion Algorithms
Let S t denote the price at time t of an asset whose price dynamics follow a time-homogeneous, Markov process (time homogeneity can be relaxed) governed by
where is a vector of parameters including the riskfree interest rate r and the continuous dividend rate , and Z is some random vector independent of S t and (independence can be relaxed in many cases, but is required for the accompanying upper-and lowerbound results). At time t, with S t = S, we define V E t S x as the price of a European call option written on this asset with strike price x and time to maturity :
where Q denotes the appropriate risk-neutral (martingale) measure and a − b + ≡ max a − b 0 . As we assume time homogeneity in the price process, the European call prices are also time homogeneous; thus, we henceforth drop the time indexing in (1) and write V E S x . Next, given the asset price at time t 0 = 0, S 0 , the price of an American-style derivative with expiration date T written on the asset can be expressed as the solution to the following optimal stopping-time problem:
where L t · represents the payoff at time t (we assume the payoff is only a function of the current asset price), and the supremum is over all stopping times ∈ t 0 T . Henceforth, for ease of notation, we drop the superscript Q on the expectation, but maintain that all subsequent expectations are taken with respect to this measure. We restrict early-exercise opportunities to discrete points t i i = 1 N − 1 , 0 = t 0 < t 1 < · · · < t N = T , where t N is the final exercise date, and, to simplify notation, assume a fixed timespan between exercise dates = t 1 − t 0 . Further, without loss of generality, we assume that the form of the payoff function is independent of the exercise date, in which case we can drop the subscript on L t · . Finally, we abuse notation slightly by writing S i for S t i , i = 0 N . We let V i S represent the value of the "live" derivative at date t i as a function of the underlying asset price S. At the expiration date t N , V N S = L S . At previous dates, we can express V i S as the maximum of the derivative's holding value and exercise value:
where the holding value, H i S , is the present value of the expected one-period-ahead derivative value:
As we have assumed that the derivative cannot be exercised at t 0 , the derivative price (2) can be expressed as V 0 S 0 = H 0 S 0 = e −r E V 1 S 1 S 0 . Ideally, backwards recursion could be done on (3) and (4) to obtain the derivative price V 0 S 0 . However, prior to the expiration date, it is generally impossible to obtain the value function V i S over the entire asset space domain, yet this is necessary to calculate the holding value at the previous exercise date. An alternative approach that we adopt is to replace the current value function at each early-exercise date with a suitably chosen approximating value function that can be determined over the entire asset space, and then calculate the holding value at the previous exercise date as the discounted expectation of this approximating value function. The details of this general approach are as follows. At exercise date t N −1 ,
is the value of a corresponding European option of length , with starting asset price at 
construct a function V i that approximates V i , and define
The derivative price estimate is then V 0 S 0 = H 0 S 0 (if exercising is allowed at t 0 , V 0 S 0 is given by (6)). We have assumed that the t N −1 holding value (5) can be computed without difficulty; otherwise, if determining the expectation of an approximate value function V N to L · is easier than finding the price of a European derivative with payoff L · , the value function approximation could begin at expiration date t N . Henceforth, we assume the approximation begins at t N −1 and, for notational convenience, let
Careful construction of the approximating functions can result in upper or lower bounds:
Therefore, constructing V i as a lower (upper) bound to V i at all early-exercise dates results in lower (upper) bounds on the true value functions; in particular, V 0 S 0 will be a lower (upper) bound on the true derivative price V 0 S 0 . Further, the following proposition, which states that errors in the approximation of V i with V i only contribute linearly to the overall approximation error, will be used in later sections to establish convergence.
Left unspecified up to this point is the selection of the approximating value function V i . In our approach, V i is a linear interpolation of the current value function V i at a selected finite number of interpolating points in the asset space. This piecewise linear interpolation function can be conveniently expressed as a summation of European call-option payoffs; thus the approximate holding value (7), as an expectation of this interpolation function, can be represented as a portfolio of European call options. Hence, the valuation of an American-style derivative is essentially reduced to the pricing of European call options. We consider two types of linear interpolation functions: The secant interpolation function interpolates with secant lines and the tangent interpolation function interpolates with tangent lines. In §2.1, we describe the Secant Algorithm, which utilizes the secant interpolation function in the above general approach, and, with Proposition 1, show that under certain conditions, the Secant Algorithm results in upper bounds on the true derivative price. In §2.2, we provide similar details for the Tangent Algorithm, which incorporates tangent interpolation, and show that under certain conditions the Tangent Algorithm results in lower bounds.
Secant Algorithm
; for cases where this is not true, for example, if V i · = 0 for some fixed interval of the domain space, the construction, while similar, would need to be updated on a case-by-case basis. We first choose n i + 1 interpolating points 0 = 
Notes. where, for j = 1 n i ,
is the slope of the secant line from 
We can then prove the following simple result.
Proposition 3. By (7), the approximate holding-value function can then be expressed as
, defined in (1), is the value of a European call option with initial price at t i−1 equal to S and maturing at t i with strike price x i j . Thus, (11) expresses the approximate holding value, H i−1 , as a portfolio of European call-option values of length with varying strike prices x i j
can be evaluated either in a closed-form expression, as when the process follows geometric Brownian motion, or via simulation or another numerical method. The following summarizes the backwards recursion procedure.
Step 0. Let i = N − 1.
Step 1 (5), and, for i < N − 1, H i is given by (11).
Step 2. Let m i 0 = 0, and, for j = 1 will result in a price estimate V 0 S 0 that is an analytical upper bound on the true derivative price. To be more precise, as indicated graphically in Figure 1 , By Proposition 2, convergence of the secant algorithm with the number of interpolating points requires being able to arbitrarily bound V i S − V i S at each early-exercise date. Consider date t i and assume x = b is the chosen rightmost interpolating point; i.e., for n i + 1 interpolating points, b = x i n i . The quantity V i S − V i S can be arbitrarily bounded for S ≤ b by simply adding interpolating points in 0 b ; however, bounding V i S − V i S for S > b directly depends on the choice of the limiting slope. For the American putand-call options considered in §3, this tail error can be bounded and convergence follows.
Tangent Algorithm
The secant interpolation function only requires the evaluation of the current value function at a finite number of interpolating points. The tangent interpolation function is somewhat more difficult in that constructing tangent lines at these interpolating points also requires the first derivative of the current value function. However, for many processes, the structure of the approximate value function that develops throughout the algorithm allows for a relatively easy calculation of its first derivative.
The details of the tangent interpolation closely parallel those for the secant interpolation provided in §2.1. At date t i , i = N − 1 1, we again assume the current value function, V i · , to be continuous on 0 , and we first choose n i + 1 interpolating points 
Notes. Without loss of generality, we assume that adjacent tangent lines do indeed intersect; in the rare instance where we have parallel, nonintersecting adjacent tangent lines, we could adjust the chosen interpolating points. Similarly, we can assume that for 
The following result parallels Proposition 3.
Proposition 5. Thus, analogous to the secant algorithm, the approximate holding value can be expressed as
by (7), where V E S x is given by (1).
We now consider the calculation of the tangent line slopes. For i = N − 1 1, by (6),
at all points of differentiability of V i . Generally, the only points of nondifferentiability of V i will be when H i S = L S ; thus, for most cases, we would only select interpolating points for V i · where the holding and exercising values do not equal. Assuming L S / S is easily calculated, we consider H i S / S. First, at t N −1 , for a smooth price process where the dominated convergence theorem could be applied, we have by (5),
Next, at t i , i = N − 2 1, by (13),
Thus, the determination of the tangent line slopes over the entire recursion only requires H N −1 S / S and V E S x / S. In general, for a smooth price process where European call-option values can be determined analytically, H N −1 S / S and V E S x / S can also be determined analytically, or at least easily approximated by a finite difference estimate.
Finally, if computing H N −1 S / S is more difficult than computing V E S x / S, it may be beneficial to begin the tangent interpolation, i.e., the value function approximation, at the expiration date t N , rather than at t N −1 . In this case, H N −1 S / S can be computed via (16). We again provide a step-by-step summary of the backwards recursion algorithm.
Step 1 Step 3 Step 5. i = i −1. If i > 0, return to Step 1. Otherwise, return V 0 S 0 = H 0 S 0 via (13).
Analogous to the secant algorithm where convexity of the approximate value function may lead to upper bounds, convexity may lead to lower bounds for the tangent algorithm. Specifically, if for i = 1 N − 1, V i is convex over its entire domain, then V i S ≤ V i S for S ≤ x i n i (see Figure 2 ) and, if slope m i n i +1 is chosen such that V i S ≤ V i S for S > x i n i , we will have that V i ≤ V i , which, with Proposition 1, implies lower bounds on the true value functions. In particular, V 0 S 0 will be a lower bound on the true derivative price. Proposition 6 parallels Proposition 4 and provides conditions for which V i is convex under the tangent algorithm. In particular, by Propositions 4 and 6, if h Z · is linear and L · is convex and monotone, a careful choice of the limiting slopes at each early-exercise date will result in upper and lower bounds on the true derivative price via the secant and tangent algorithms, respectively. Convergence of the tangent algorithm with the number of interpolating points can be established via Proposition 6 using a similar argument as for the secant algorithm, again depending on the choice of the limiting slopes.
The accuracy of the secant or tangent algorithm is clearly dependent on the selection of the interpolating points. If possible, the interpolating points should be chosen so as to minimize the error in replacing the current value function V i with the interpolation function V i . In this regard, more interpolating points should be concentrated on the areas of the state space where V i is most convex or concave. One simple heuristic where the interpolating points are chosen iteratively is as follows: Given a current set of points and the corresponding secant or tangent lines, additional interpolating points are inserted into those areas where the absolute difference between the slopes of adjacent secant or tangent lines is large, as these areas should correspond to areas of higher convexity or concavity. Further discussion of the selection of interpolating points can be found in Laprise (2002) , which includes alternative heuristics for iteratively selecting the interpolating points, discusses the possible accumulation of errors as a result of poorly chosen interpolating points, and, for the secant interpolation algorithm, shows that using the same set of interpolating points at each early-exercise date may result in a reduction of overall computational time.
American-Style Call and Put Options
We illustrate the numerical properties of the algorithms by pricing two common American-style derivatives: (dividend-paying) call and put options. By following a specific approach to the selection of interpolating points and limiting slopes, we prove that for a wide range of underlying stochastic processes, the secant and tangent interpolation algorithms result in analytical upper and lower bounds, respectively, and argue that both algorithms converge to the true option price with the number of interpolating points. We also prove that for each option, optimal early-exercise policies are threshold policies and the algorithms provide analytical bounds on the true thresholds. Included in this class of stochastic processes are geometric Brownian motion and the Merton (1976) jump diffusion, which we consider as examples in § §3.3 and 3.4, respectively. The put-and-call options are assumed to be written on an underlying asset that possibly pays continous dividends at a rate of ≥ 0. For the call option, we assume > 0; otherwise, as is well known, the optimal exercise policy is to never early exercise and the American-style option is essentially a European option. For the propositions in this section, we consider stochastic processes that satisfy the following assumptions:
Assumptions.
Assumption 3. For the call option, h Z · is convex; for the put option, h Z · is linear.
We note that h Z · linear will also satisfy Assumption 3 for the call option. Assumption 1 is a mild condition equivalent to nonnegative and nonpositive deltas for the European call and put options, respectively. Further, for a multiplicative process, i.e., S t+ t = S t X t t+ t where X t t+ t >0 is a random variable independent of all S u u ≤ t , Assumptions 2 and 3 are trivially satisfied. The stock price models we consider are multiplicative.
The results in this section implicitly assume that exact European call values and European call delta values are available, whereas only the call values are needed for the secant algorithm. However, we note that only the claims in this section, e.g., the upper and lower bounds, are dependent upon these exact values and the satisfaction of the above assumptions; the specific procedures detailed are applicable for a wide range of underlying stock price models.
Call Option
In this case, L S = S − K + , and we assume > 0. The holding value at the latest early-exercise date is simply the value of a European call option:
Thus, in applying the secant or tangent algorithm to the American call option, the European call option is the only option that needs pricing. For the tangent algorithm, because H N −1 S = V E S K , the discussion in §2.2 implies that the determination of the tangent line slopes only requires the delta of the European call option, V E S x / S. We now show that the optimal exercise policy at t N −1 is a threshold policy. 
For both algorithms, we take advantage of linearity in the value functions and choose interpolating points accordingly. For ease of notation, we assume a fixed number of interpolating points at each early-exercise date and omit the subscript on n i .
Secant Algorithm. We apply the secant algorithm via the general summary provided in §2.1 with some added specifications. As , H N −2 and V N −2 can be determined via (11) and (6), respectively. Moreover, H N −2 also invokes a threshold policy for the approximate value function at t N −2 ; i.e.,
for some finites * N −2 > K. Proceeding recursively, at t i , given that V i admits a threshold policy with thresholds 
n . Hence, by Proposition 2 and the argument in §2.1, the secant algorithm converges with the number of interpolating points. Next, Proposition 8 states that the true optimal early-exercise policies are threshold policies and the approximate thresholds provide upper bounds on the true thresholds.
Tangent Algorithm. We also include some added specifications in the application of the tanget algorithm. At t N −1 , we again take advantage of the lin- = 0 to ensure lower bounds. Then, as for the secant algorithm, H N −2 , given by (13), invokes a threshold policy for V N −2 , and proceeding recursively, constructing the tangent interpolation function as above at each early-exercise date results in threshold policies throughout. Further, the approximate value functions and thresholds provide lower bounds on the true value functions and thresholds, respectively. 
As previously argued for the secant algorithm, Proposition 9 implies the convergence of the tangent algorithm with the number of interpolating points.
Put Option
In this case, L S = K − S + . The holding value at t N −1 is the value of a European put option, and by put-call parity, we have:
Therefore, as is the case for the American call option, the European call option is the only option that needs pricing when applying the secant or tangent algorithm to the American put pricing problem. Further, (19) implies that the only requirement for determining the tangent line slopes is V E S x / S. As for the call option, the optimal early-exercise policy at t N −1 is a threshold policy. In particular, for S ≥ K, H N −1 S > L S = 0, and, by (19) and Assumption 2, H N −1 0 = Ke −r ≤ K = L 0 . Further, by (19) and Assumption 1, H N −1 S / S ≥ −1. Therefore, there exists an s *
Thus, the option should only be exercised if S ≤ s * N −1 ; in particular, s * N −1 is positive unless r = 0. In applying our algorithms, we again take advantage of linearity in the value functions. ≥ 0, the last term in the summation of (11) is zero, and, as x
Comparing (19) and (21), we note that the European call option component of the holding value at t N −1 consists of one call option, while the respective component for the approximate holding value at t N −2 consists of a portfolio of call options. Next, it can be shown that H N −2 invokes a threshold policy in the approximate value function at t N −2 , i.e., 
where, for i < N − 1, H i can be written in the following form:
We next consider convergence with the number of interpolating points. For i = 1 N − 2, by Proposition 10, lim S→ V i S = 0. Thus, as previously argued for i = N − 1, for arbitrary tolerance , we can choose x i n large enough such that V i x i n < ; in which case, given that m
So, for sufficiently large x i n and enough interpolating points, V i S − V i S can be arbitrarily bounded which implies convergence.
Next, Proposition 11 states that the true optimal early-exercise policies are threshold policies and the approximate thresholds provide lower bounds on the true thresholds. 
Thus, we have a similar form for the approximate holding value at t N −2 using the tangent interpolation as when using the secant interpolation (21). Recursively constructing V i in this same manner, we find that the approximate holding values admit threshold policies, the approximate value functions provide lower bounds on the true value functions, and the approximate thresholds provide upper bounds on the true thresholds. 
where H i can be written in the following form: In the next two sections, we price call and put options via the procedures detailed in § §3.1 and 3.2 on assets following geometric Brownian motion (3.3) and Merton jump diffusion (3.4).
Geometric Brownian Motion
We assume the underlying stock price process follows geometric Brownian motion: dS t = S t r − dt + dW t , where W t is a standard Brownian motion process and is the volatility. This leads to the multiplicative lognormal price process:
where Z ∼ N 0 1 and = r . The European call-option price is given by the Black-Scholes formula:
and · is the standard normal cumulative distribution function. Thus, the European call-option delta is given by
where a is given in (24). By (25), Assumption 1 is satisfied, and as the price process (23) is multiplicative, Assumptions 2 and 3 are satisfied. Hence, Propositions 7-12 apply; in particular, the secant and tangent algorithms provide analytical upper and lower bounds, respectively, on the American-style call and put option prices. Table 1 shows the results of applying the algorithms to a three-year call option, exercisable every 0.5 years, with strike price K = 100, = 0 2, r = 0 05, and = 0 04. For each choice of n (# interpolating points), Table 1 displays option price estimates for a range of starting asset prices, the corresponding threshold estimates (threshold values are independent of the starting prices, and the t 5 = 2 5 threshold is omitted, as it is obtained independently), and CPU times (in seconds). The final row, labeled "Eur," displays the corresponding European call prices, i.e., no early-exercise opportunities, given by (24) with = 3 0. Table 1 Bermudan Call Option on Asset Under Geometric Brownian Motion
Option price Thresholds
Alg type n S 0 = 60 S 0 = 90 S 0 = 100 S 0 = 110 S 0 = 140 t 1 = 0 5 t 2 = 1 0 t 3 = 1 5 t 4 = 2 0 CPU Notes. K = 100, t i = 0 5 1 0 1 5 2 0 2 5 3 0 yrs, n: number of interpolating points, "Eur": European price.
Our results show that the upper and lower bounds via the secant and tangent algorithms, respectively, tighten quickly with the number of interpolating points. For example, with just 100 interpolating points, the upper and lower bounds are within a penny of the true price. The convergence is even faster for the threshold values. To get an idea of the relative computational burden with respect to other methods, we also estimated the prices using a binomial lattice on the same computational platform. The results indicate comparable price accuracycomputation trade-offs. For example, in the S 0 = 100 case, a discretization of daily increments led to a lattice price of $13.552 taking 0.36 CPU seconds, falling somewhere between the n = 50 and n = 100 results of the tangent algorithm in terms of both accuracy and computation. A thrice finer discretization yields a more accurate price of $13.554 taking 3.95 CPU seconds, corresponding roughly to the n = 200 tangent algorithm. Also, other numerical experiments reported in Laprise (2002) indicate only linear growth in the computation time of our algorithm with the number of exercise dates.
Analogous to Table 1, Table 2 shows the results of applying the secant and tangent algorithms to a put option with the same parameters as for the call, except for the dividend rate set to zero. The row labeled "Eur" displays the corresponding European put prices given by (19) and (24) with = 3 0. Again, the bounds on the option price tighten quickly with the number of interpolating points; see also Figure 3 illustrating the convergence for the S 0 = 100 case. The in-the-money prices are the most accurate; e.g., for S 0 = 60, only 10 interpolating points are needed for the upper and lower bounds to bracket the true price to within a penny, whereas over 200 points are required for comparable accuracy for S 0 = 140. The threshold bounds for the put option are even tighter than for the call (Table 1) . Table 2 Bermudan Put Option on Asset Under Geometric Brownian Motion
Alg type n S 0 = 60 S 0 = 90 S 0 = 100 S 0 = 110 S 0 = 140 t 1 = 0 5 t 2 = 1 0 t 3 = 1 5 t 4 = 2 0 CPU Notes. K = 100, t i = 0 5 1 0 1 5 2 0 2 5 3 0 yrs, "pure Am": estimated pure American price, n: number of interpolating points for Tan/Sec and number of intervals for pure Am, "Eur": European price.
The "pure Am" entries indicate a price estimate for the continuously exercisable American put using the method of Huang et al. (1996) , where # intervals indicates the number of intervals used in approximating the early-exercise boundary. The results indicate that the computational burden is comparable, so in the Bermudan case, the precision (including bounds) of our method makes it very highly recommended, but if the pure American price is the goal, then the choice is not so clear, as applying our method would require Richardson extrapolation. Computational comparisons with pricing via a binomial lattice were similar to those of the previous example; however, in terms of practical implementation, our algorithms have two important advantages. First, lattice methods generally do not provide any information on the level of precision of their estimates, while the secant and tangent algorithms provide bounds. Second, our algorithms can provide price estimates for any starting asset price in one pass of the algorithm; i.e., each row in Tables 1 and 2 is computed from a single recursion, whereas a lattice method would require computation over a different lattice for each starting price.
Merton Jump Diffusion
The jump-diffusion model from Merton (1976) can be written as follows:
where Z j ∼ N 0 1 i.i.d., N t ∼ Poisson t , the jump sizes are i.i.d. lognormally distributed: LN − 2 /2 2 , and r, , and retain their definitions from the geometric Brownian motion process (23); here = r . Merton (1976) derives the following closed-form solution for the price of a European call option written on an asset following (26):
where V E n S x is the modified Black-Scholes formula (24) with 2 replaced by 2 n = 2 + n 2 / . Thus, V E S x is a weighted sum of Black-Scholes prices. Further, by (27), the European call delta is given by Notes. S 0 = 100, K = 100, T = 0 5, r = 0 1, = 0 2828, = 2, = 0 2, N = number of exercise dates, "Sim": simulation method, standard error in parentheses, European price N = 1 : $8.393.
where a n is given by the expression for a in (24) with 2 replaced by 2 n = 2 + n 2 / . Given (28) and the multiplicity of the price process (26), the three assumptions are satisfied and Propositions 7-12 apply; in particular, the secant and tangent algorithms will provide upper and lower bounds, respectively, on the true option prices. Table 3 shows the results of applying our algorithms to a six-month T = 0 5 put option written on the jump-diffusion model without dividends = 0 , r = 0 1, = 0 2828, = 2, = 0 2 using 100 interpolating points per early-exercise date for each algorithm and enough terms in the summations (27) and (28) to bound the truncation errors to less than 10 −4 and 10 −6 , respectively. For comparison, shown in the row labeled "Sim" (standard errors in parentheses), are (biased low) prices obtained via a simulation method in Grant et al. (1996) , indicating that for this example, simulation-based methods require significantly more computation for a comparable level of numerical precision.
The algorithms can also be used to price pure (continuously exercisable) American options by using Richardson extrapolation. Denoting P i as the price of the option with i exercise opportunities at jT /i j = 1 i (P 1 would correspond to the European option), the three-point Richardson extrapolation is given by P 3 + 3 5 P 3 − P 2 − 0 5 P 2 − P 1 , and the four-point Richardson extrapolation is given by P 4 + 29/3 P 4 − P 3 − 23/6 P 3 − P 2 + 1/6 P 2 − P 1 . Table 4   Table 4 Estimating ("Pure") American Put Option Price Under Merton Jump Diffusion Notes. S 0 = 100, K = 100, T = 0 5, r = 0 1, = 0 2828, = 2, = 0 2, n: number of time steps in Amin lattice or # points in Richardson extrapolation for Tan/Sec alg.
shows the results for the previous jump-diffusion example, comparing with the lattice method of Amin (1993) . The algorithms are quite competitive in terms of accuracy/computation trade-offs. The upper and lower bounds also provide a guideline for determining an appropriate number of interpolation points, whereas determining when the number of discretization time steps is sufficiently large in applying lattice methods is often arbitrary.
Conclusions
We presented a new approach to pricing Americanstyle derivatives through approximating the value function with linear interpolation functions, which converts the pricing of an American-style derivative to that of pricing a portfolio of European call options (of varying strikes and maturities), and in many cases obtain tight analytical upper and lower bounds for the true price. Implementation is quite modular, in that the same code can be used for essentially any asset price model, simply by substituting the new European option price function where it is called by the interpolation model. To illustrate the approach, we applied our algorithms to American call and put options written on underlying assets following geometric Brownian motion and jump-diffusion processes. Relative to the existing approaches of Amin (1993) and Huang et al. (1996) , our methods demonstrate that they are particularly effective in the American-style setting for which they are designed, but also offer a viable alternative for continuously exercisable options when used with Richardson extrapolation. Our methods can also easily handle pure jump processes (Laprise 2002) . Laprise (2002) also describes application to American-Asian options, where the path-dependent payoff depends on the current average of the stock price over a specified duration (cf., Ben Ameur et al. 2002, Wu and Fu 2003) . However, extensions to derivatives on more than one underlying random process, e.g., multiple assets or stochastic volatility, is an open research problem.
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Proof. We prove (a); the proof of (b) is nearly identical. For 0 ≤ ≤ 1 and any x, y, z, g h z x + 1 − g h z y ≥ g h z x + 1 − h z y ≥ g h z x + 1 − y where the first inequality follows from the convexity of g and the second inequality follows from either h z · convex and g · nondecreasing, or h z · concave and g · nonincreasing. Combining the result with the linearity of the expectation operator gives (a).
Proof of Proposition 1. We prove the ≤ case (the ≥ case is identical) by induction. 
