Abstract: The authors present a new numerical method for the Chebyshev approximation of minimum phase FIR digital filters. This method is based on solving a least squares (LS) problem iteratively. At each iteration, the desired response is transformed so as to have an equiripple magnitude error. This method makes it possible to design minimum phase FIR filters whose magnitude error is quasi-equiripple. Using this method, a quasi-equiripple solution is obtained very quickly. Since the proposed methods do not require any time-consuming optimisation procedure, they require less computational complexity than conventional methods. Finally, some examples to illustrate the advantage of the proposed methods are shown.
Introduction
Since a perfect linear phase can be realised with finite impulse response (FIR) filters, they are used in many fields [1] . Efficient and optimal designs of these filters can be obtained by using an algorithm proposed by Parks and McClellan [2J. However, linear-phase FIR filters have much redundancy, and therefore high orders of filters are required to implement narrow transition bands, which result in large group delays. Several methods have been proposed to decrease the order and the group delay. They can be divided into two major classes. One includes the methods that try to achieve the linear phase only in the passband [3, 4] . These methods are based on approximating the complex desired response, which includes both the magnitude and the phase response. In particular, the complex Chebyshev approximation, which minimises the Chebyshev norm of the absolute value of the complex en-or, is important and has been widely researched. In the second class, the phase is taken to be arbitrary and the focus is completely on smaller orders, thus resulting in minimum phase FIR filters [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . These filters are often used for applications in which low delay is critical. They can be implemented by considerably smaller filter length and lower group delay as compared to the linear phase FIR filters that meet the same magnitude specification.
Herrmann and Schuessler [5] propose a nonrecursive design method of minimum phase FIR filters based on the Remez algorithm. They first design an optimal linear phase FIR filter for a power spectrum that is a squared ideal piecewise constant magnitude response. Then, the obtained transfer function is factored by polynomial factorisation to obtain the minimum phase FIR filters. Although the designed filter using this technique [5] and some other [14] used deconvolution of complex cepstrums. Pei and Jaw [15] suggested an improved design using the fast Hartley transform. Venkata and Evans [16] proposed a new design technique based on the Hilbert transform. This method is very effective in terms of complexity and accuracy. However, these methods cannot directly control weight functions. It may be hard to design filters with complicated weight functions.
In this paper, we present a new method for the design of minimum phase FIR digital filters based on transforming the desired response with updating magnitude response to approximate. At first, a magnitude response approximating the desired magnitude response is obtained by solving the least squares (LS) problem. Then the response is improved iteratively by using the updated desired response based on the error in the response obtained in the previous iteration. The phase response is obtained by using the Hilbert transform, and this is taking care that none of the poles falls outside the unit circle. The method cannot only be used to design low-high-pass filters but can also be used for bandpass/stop filters, with different ripple sizes in each band. A solution is obtained regardless of the number of local points because of the use of the LS method. Moreover, it can directly control the weight functions. The method does not need any optimisation procedure, and also the inverse of the matrix needed in the LS method is calculated only once. As a result, the amount of computation in each iteration is very small, and this makes the design computationally efficient. 2 Least squares method
where a(n), n = 0, 1, ... , N -1, are filter coefficients. By defining the following matrices:
The proposed algorithm iteratively solves the weighted least squares problem to approximate both the magnitude and the phase response. First, we review the general least squares method for FIR digital filters in the complex domain. The frequency response of the FIR digital filter is expressed hy
Update of desired response
The basic idea of the proposed method is to solve the LS problem iteratively to approximate the updated desired response in such a way that the error between the designed and desired magnitude response is quasi-equiripple.
Updating scheme of magnitude response
First, we design the FIR filter using the LS method and find the local minimum and maximum points of the error between the desired and designed magnitude response. The magnitude error Em (OJ) is deri ved by
where t denotes transpose, the frequency response is rewritten by
The cost function is formulated as (4) where m is the number of iterations and D o (OJ) is the desired magnitude response specified at the beginning of the algorithm. W( w) is the weight function that controls the magnitude of the ripples, while W(OJ) in Section 2 only specifies the transition bands.
Second, we find local maximum and local minimum values of the magnitude error IEm(w)!, as shown in Fig. 1 
We select them as candidates of the peak values at the next iteration. Letting the peak values where L is the number of sampling points, and
the mean of ;ji is chosen as a candidate of the maximum values at the next iteration,
Since the cost function E is a quadratic form with respect to A, IlliniIllisation of this cost function is achieved by solving 
Clearly, wi and oi appear alternately on the frequency axis.
Assuming that wT < w) < wT+!, the error response at the interval wT < W < wT+! is defined as follows:
From (23) and (24), the updated phase response can be written by 
8(w) = arg{Hin(w) ·IHou,(w)!e jO '} (25)
Note that we need a polynomial factorisation to obtain Hin(w) and Hout(w). We use the method in [16] for it. In the conventional methods [9-12], the numerical error directly affects filters' magnitude response, since a final filter is determined by the factorisation. In our cases, on the other hand, since the factorisation is used only for updating phase response, the error does not affect designed filters very much.
Finally, the updated magnitude response is Rm(w) = Do(w) + Em(w) (20) 
Initial desired response
To solve the LS problem at first iteration, we need to specify the phase response. As the Hilbert transform theoretically At the boundaries of the area on which filters are approximated, such as passband and stopband edges, the points Wi are considered as maximum points (in the case of right edges) if is satisfied, and as minimum points if
IEm(wJ! < IEI
is satisfied. The procedure of the transformation of the magnitude error function is shown in Fig. 2. 
Updating scheme of phase response
Next, we explain the scheme of updating the phase response. As our goal is to design the minimum phase FIR filters with equiripple magnitude response, phase response or group delay response is not specified. The only requirement is that all zeros are inside and/or on the unit circle. Once the filter is designed by the above LS method at the previous iteration, some zeros may be located outside the unit circle. The transfer function H(z) can be written as
H(z) = Hin(Z)Hout(Z) whereHin(z)=IIn(z-bneje;,), bn'Sl

Hout(Z)-IIn(Z-bnciO;,), 6 n >1 (23)
If the designed filter has some zeros outside the unit circle, that is, HOUI(z) of 0, the minimal phase characteristic that matches its masnitude response is constructed. It is known that there is one-to-one correspondence between the log magnitude and the phase response of the minimum phase filters and the minimum phase can be derived from the log magnitude response by using the Hilbert transform, and vice versa. In our framework, we convert the maximum phase response arg{Hout(ejW)} to the minimum phase that corresponds to the log magnitude log IH out (e JW ) I using the Hilbert transform, does not exist on the unit circle, the phase response cannot be derived by (24) in the case that the filter has a stopband. However. adding E ensures that the Hilbert transfonn of the filter exists. To derive the initial desired phase response, we shift the desired stopband by E. We also need to specify the transition band. We linearly interpolate the band between the passband edge and the stopband edge (see Fig. 3 ) and then transfonn the log magnitude to the phase response. 
8'(w) = -jDFf[s(i) . IDFT[log [Hout(w)IJJ
Design algorithm
The algorithm iteratively wIves the LS problem (10). Since Q and Wdo not change during the iteration, the inverse matrix «(Q . w.Qt) -1 in (l0) needs to be calculated only once.
Using the updating scheme of Sections 3.1 and 3.2, the design algorithm is stated as follows:
Step 1. Using the specified magnitude response, the initial frequency response is obtained by the scheme of Section 3.3.
Step 2. Solve (10).
Step 3. Calculate the magnitude error by 
Em(cJ))~IH(w)I-IDo(w)]
max IEm(w)1 then terminate. Otherwise. ga ta step 4.
Step 4. Update the magnitude error by (20).
Step 5. Update the phase response by (25).
Step 6. Update the desired response by (26).
Step 7. Increment m, and then go to step 2. The filter length is N = 32.
The algorithm was tenninated in rv I s after SO iterations.
The weighted error (12) is 0.01978. Figures 7 and 8 show the magnitude response. Figure 9 illustrates zero plots of the obtained filter. 
Conclusion
In this paper, we have presented an algorithm for the Chebyshev approximation of minimum phase FIR digital filters. The algorithm is based on solving an LS solution iteratively. At each iteration, the desired response is transfonned so as to have equiripple error. Since the proposed methods do not require any optimisation procedure, they require a significantly smaller amount of computation than conventional methods. While the conventional methods hardly design the bandpass filters with more than two different magnitude ripples in stopbands, the proposed algorithm handles it. .. ..
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error in the polynomial factorisation. The filter designed by [16] has passband ripple 0.00280 and stopband ripple 0.00568. It also takes < 1 s to complete the design.
However, this method can hardly control the weight hetween passhand and stopband errors. One needs to repeatedly design the filter with changing weight functions. Our method is superior to the method of [16] in the sense of design flexibility.
