Abstract. For each integer n ≥ 1 we consider the unique polynomials P, Q ∈ Q[x] of smallest degree n that are solutions of the equation P (x)x n+1 + Q(x)(x + 1) n+1 = 1. We derive numerous properties of these polynomials and their derivatives, including explicit expansions, differential equations, recurrence relations, generating functions, resultants, discriminants, and irreducibility results. We also consider some related polynomials and their properties.
Introduction
It is a well-known fact that the Chebyshev polynomials of the first and second kind, T n (x) and U n (x), can be defined as solutions of the polynomial Pell equation
in the ring Z[x]; see [1] , or [2] for more general polynomial rings. In this paper we consider the following variant of equation (1.1). Since Q[x] is a Euclidean domain, we know that for given coprime polynomials f, g ∈ Q[x] there are polynomials P, Q ∈ Q[x] with P (x)f (x) + Q(x)g(x) = 1. To make this more specific, we choose f and g to be the simplest pair of coprime polynomials of the same degree, namely x n+1 and (x + 1) n+1 , where n ≥ 0 is an integer. In other words, we consider the equation (1.2) P (x)x n+1 + Q(x)(x + 1) n+1 = 1.
If we make the assumption that deg P ≤ n, deg Q ≤ n, then we have a unique solution P (x) = P n (x), Q(x) = Q n (x) of (1.2), and we have (1.3) P n (x)x n+1 + Q n (x)(x + 1) n+1 = 1 for integers n ≥ 0. It is the purpose of this paper to study properties of the polynomial sequences P n (x), Q n (x). We will see that these polynomials have integer coefficients, are similar to each other, and in spite of some fundamental differences they show some similarities with the Chebyshev polynomials in equation (1.1) . Moreover, these polynomials appeared in an interesting context of constructing consecutive integers divisible by high powers of their largest prime factors [8, Theorem 4] .
The first polynomials P n (x), Q n (x), for 0 ≤ n ≤ 4, are shown in Table 1 . Table 1 : P n (x) and Q n (x) for 0 ≤ n ≤ 4.
This paper is structured as follows. We begin in Section 2 by deriving some basic properties of the polynomials P n (x) and Q n (x), including differential equations, recurrence relations, and generating functions. In Sections 3 and 4 we consider variants of the original questions concerning the identities (1.2) and (1.3); this will involve the Chebyshev polynomials already mentioned in connection with (1.1). In Sections 5 and 6 we study resultants and discriminants involving the polynomials Q n (x) and their derivatives. We then introduce, in Section 7, a sequence of polynomials related to the sequence Q n (x) and study their properties. Section 8 is devoted to some irreducibility results, and we conclude this paper with a few further remarks and conjectures in Section 9.
Basic Properties
Throughout the remainder of this paper, P n (x) and Q n (x) will denote the solutions of the equation (1.3).
Proposition 2.1. For any integer n ≥ 0 we have deg P n = deg Q n , and (2.1) P n (x) = (−1) n+1 Q n (−1 − x), Q n (x) = (−1) n+1 P n (−1 − x).
Proof. The definition (1.3) implies that the degrees of P n and Q n must be the same. Now replace x by −1 − x in (1.3); then we get P n (−1 − x)(−1) n+1 (x + 1) n+1 + Q n (−1 − x)(−1) n+1 x n+1 = 1. Now the uniqueness of the solutions of (1.3) implies the two identities in (2.1).
As a consequence of (1.3) and (2.1) we immediately get a few special values.
Corollary 2.2. For any integer n ≥ 0 we have (2.2) P n (−1) = (−1) n+1 , P n (− Proof. By substituting x = −1 in (1.3) we immediately get the first identity, and similarly, x = 0 gives the fourth identity. Next, if we set x = − 1 2 in (1.3), we get (−1) n+1 P n (− Also, either one of the equations in (2.1), with x = − 1 2 , gives (−1) n+1 P n (− 1 2 ) = Q n (− 1 2 ). By combining these last two identities we immediately get the third equation in (2.2) , and then also the second one.
Another special value will be obtained later in this section. An important consequence of Proposition 2.1 is the fact that it suffices to consider only one of P n and Q n . For the remainder of this paper we will therefore concentrate on the polynomial sequence Q n , and begin by deriving an explicit expression. Before proving this representation, we not that the polynomials Q n (x) have an interesting combinatorial interpretation: The ith coefficient of Q n (−x) counts the numbers of lattice paths from (0, 0) to (n, i) using only the steps (1, 0) and (0, 1); see [11, A046899] .
Given the simple form of the representation (2.3), it is not surprising that the polynomials Q n (−x) have been considered before. Using (2.3) as definition, Gould [7] derived some basic properties, including the third identity in (2.2) and two more properties relevant to this paper; those will be mentioned later in this section.
Proof of Proposition 2.3. We differentiate both sides of the identity (1.3)), and after some easy manipulation we get x n (xP ′ n (x) + (n + 1)P n (x)) = −(x + 1) n ((x + 1)Q ′ n (x) + (n + 1)Q n (x)) .
Since x n and (x + 1) n are coprime, this last identity implies that x n divides the expression (x + 1)Q ′ n (x) + (n + 1)Q n (x). Consequently, since deg Q n ≤ n, we have
for some constant c n . Now we write
and equate coefficients of x i on both sides of (2.4). First we have by Corollary 2.2 that q 0,n = Q n (0) = 1, and for i = 0, 1, . . . , n − 1 we have iq i,n + (i + 1)q i+1,n + (n + 1)q i,n = 0, or equivalently
By iterating this, we immediately get, for i = 0, 1, . . . , n,
This, with (2.5), completes the proof.
By combining the identities (2.3) and (2.1), we can also obtain an explicit expression for P n (x).
Corollary 2.4. For any integer n ≥ 0 we have deg P n = n, and
Proof. Combining the first identity in (2.1) with (2.3), we get
where we have used the fact that i j = 0 for j > i, and then changed the order of summation. Finally we note that the inner sum in the last expansion is known to have the evaluation 2n+1 n+j+1 2n n n j ; for instance, after an easy reformulation of the sum one could use identity (1.48) in [6] . This proves (2.6).
Remark 2.5. The identity (2.6) immediately gives the special values (2.7)
On the other hand, there do not seem to exist explicit formulas for P n (1) and Q n (1). However, the two sequences of their absolute values, namely (1, 5, 31, 209, 1471, 10625, . . .) and (1, 1, 4, 13, 46, 166, . . .), have some interesting combinatorial interpretations; see the entries A178792 and A026641, respectively, in [11] . Also, it follows from (1.3) that P n (1) + 2 n+1 Q n (1) = 1.
We now return to the identity (2.4) and note that c n = (2n+1)q n,n = (−1)
The following generalization of this identity will be useful later. As usual, Q
n (x) will denote the kth derivative of Q n (x). Proposition 2.6. For integers k and n with 1 ≤ k ≤ n + 1 we have
Proof. We proceed by induction on k. For k = 1, the identity (2.9) reduces to (2.8). Now we suppose that (2.9) holds for some k ≥ 1, and differentiate both sides with respect to x. Simplifying the resulting identity, we get (2.10)
which is the same as (2.9) with k replaced by k + 1. This completes the proof by induction.
As a first application of Proposition 2.6 we set x = −1 in (2.10), which gives the following special values. Corollary 2.7. For integers 0 ≤ k ≤ n we have
We note that for k = 0 this last identity is consistent with the right-hand side of (2.7). As another application of Proposition 2.6 we obtain a homogeneous differential equation satisfied by the polynomials Q n (x).
Proposition 2.8. For n ≥ 0 we have
We use (2.9) with k = 2 and multiply both sides by x, obtaining (2.13)
Then we use (2.9) again, this time with k = 1, and multiply both sides by n, which gives
By subtracting this last identity from (2.13), we immediately get (2.12).
Next we present a second-order linear recurrence relation satisfied by the sequence of polynomials Q (k) n (x). Proposition 2.9. Let k ≥ 0 be an integer, and set
Then the polynomials Q (k)
k+n (x) satisfy the recurrence relation (2.14)
with initial conditions
In the special case k = 0 the expressions u 0,n , v 0,n , w 0,n have the common factor (2x + 1)n(n − 1), and we obtain the following much simpler recurrence relation.
for n ≥ 2, with initial conditions Q 0 (x) = 1 and Q 1 (x) = −2x + 1.
Proof of Proposition 2.9. By differentiating the explicit formula (2.3), we obtain
which immediately gives the initial conditions. A straightforward but tedious computation, using (2.16), then shows that the recurrence relation (2.14) is satisfied. We leave the details to the reader.
Remark 2.11. While the above proof would be sufficient, a few words about the discovery of the recurrence relations are perhaps in order. The relation (2.15) was first guessed with the Maple package EKHAD written by D. Zeilberger, which can be obtained through the online supplement to the book [12] . In particular, the procedure findrec, applied to the explicit formula (2.3), gives the second degree difference operator
where N is the forward unit shift operator, i.e., N (f n ) = f n+1 . Replacing N i by Q n+i (x) and then shifting n to n − 2 gives the recurrence relation (2.15). The correctness of Zeilberger's algorithm gives an alternative proof that the recurrence is satisfied for all n.
Given this nice result, we suspected that similar relations should hold also for the kth derivative of the polynomials Q n+k (x). We checked that for each fixed small k we have a formula similar to (2.15) , and then guessed the general form (2.14) from the particular cases.
At this point it should also be mentioned that Gould [7] derived a first-order inhomogeneous recurrence relation for Q n (−x); in our notation it can be written as
This identity was then used in [7] to obtain the following generating function. For the sake of completeness we give a different proof, based on Corollary 2.10.
Proposition 2.12. The ordinary generating function for the polynomials Q n (x) is given by
Proof. We denote the expression on the right of (2.17) by Q(x, t), and let Q ′ (x, t) be the derivative with respect to t. Then we easily obtain the identities
We now use these identities and apply standard methods to transform the recurrence relation (2.14), with n replaced by n + 2, into the differential equation
Using standard methods for solving first-degree linear differential equations, we get the general solution
The initial condition Q ′ (x, 0) = 1 leads to c 1 = 1 2 (2x + 1), and we get the desired solution
Finally, we obtain (2.17) by multiplying numerator and denominator of this last equation by √ 1 + 4xt.
A Pell-type polynomial equation
In this section and the next we will, more generally, consider the equation
for integers n ≥ 0 and unknown polynomials Y, Z ∈ Q[x]. We began this paper from the point of view of fixed polynomials Y (x) = x and Z(x) = x + 1; with the conditions deg P n ≤ n, deg Q n ≤ n this had led us to the unique polynomial sequences P n , Q n in Sections 1 and 2. We now ask the following "inverse question": Given our polynomials P n , Q n , what can we say about polynomial solutions Y, Z of (3.1)? Are there solutions other than Y (x) = x, Z(x) = x + 1?
The case n = 0 is of no interest since
) satisfying (3.1). Hence we assume n ≥ 1.
It turns out that the case n = 1 is of particular interest, and is very different from the case n ≥ 2. This section will be devoted to this special case; that is, since P 1 (x) = 2x + 3 and Q 1 (x) = 1 − 2x, we consider the equation
Proposition 3.1. The equation (3.2) has infinitely many solutions which, for n ≥ 0, are given by
, where U n (y) are the Chebyshev polynomials of the second kind. Furthermore, for n ≥ 1 we have the recurrence relations 
we then get the equation
We now use the following known results from the theory of Pell equations; see, e.g., [10, p. 354] . Suppose that (x, y) = (r 0 , s 0 ) is a solution of the Pell-type equation
where d, N ∈ Z, and d > 1 is not a perfect square. Furthermore, suppose that (x, y) = (x n , y n ), n − 1, 2, 3, . . ., are the solutions of the Pell equation
Then the pairs (r n , s n ), defined by
are also solutions of (3.6). We note that the equation (3.6) may or may not have solutions, while (3.7) always has infinitely many solutions that can all be given, for instance by way of recurrence relations. By expanding the right-hand side of (3.8) and equating rational and irrational terms, we immediately get
Comparing (3.5) with (3.6) and noting that Y (x) = x and Z(x) = x+1 is a solution of (3.2), we have
Furthermore, comparing (3.5) (having 1 instead of 2x + 3 on the right) with (1.1), we see that
2 ), n = 1, 2, . . . This holds also for n = 0 since T 0 (y) = 1 and, by convention, U −1 (y) = 0. Finally, with r n = (2x + 3)Y (x) and s n = 2Z(x), the identities (3.9), (3.10), (3.11) yield
The initial conditions following (3.4) can be computed from (3.12), using T 0 (y) = U 0 (y) = 1 and T 1 (y) = y. Furthermore, the well-known recurrence relation for the Chebyshev polynomials, namely T n+1 (x) = 2xT n (x) − T n−1 (x) leads to
2 ), with the same relation also for the sequence U n (x + 1 2 ). This means that the polynomial sequences Y n (x) and Z n (x) in (3.12) satisfy this relation as well.
Finally, using the same argument as in the previous paragraph, we see that the right-hand sides of the expressions in (3.3) satisfy (3.4) as well. Using the fact that U 1 (y) = 2y and U 2 (y) = 4y
2 − 1, we can easily verify that the terms on the right in (3.3) also satisfy the initial conditions following (3.4) . This proves the identities in (3.3) , and the proof of the the proposition is complete. Table 2 : Y n (x) and Z n (x) for 0 ≤ n ≤ 4.
We can now use Proposition 3.1 to show that the polynomials Y n and Z n are "almost in Z[x]", in the following sense.
if n ≡ 2, 4 (mod 6),
Proof. We first note that Y n and Z n satisfy all three statements for n = 0 and n = 1. Next, the coefficient 2x + 1 in the recurrence relations (3.4) guarantees that by induction on n we have that all coefficients of all Y n , Z n , with the possible exception of the constant coefficients, are integers.
Finally, it is clear from (3.4) that the constant coefficients of Y n satisfy the recurrence relation Y n+1 (0) = Y n (0) − Y n−1 (0), and similarly for the sequence Z n . Part (c) then follows from a simple induction, and the remaining statements in (a) and (b) also follow.
We observe in Table 2 that both Y 3 (x) and Z 3 (x) are reducible. Further computations show that this seems to be the case for all Y 3n (x) and Z 3n (x), a fact confirmed by the following result. Proposition 3.3. For all integers n ≥ 1, the polynomials Y 3n (x) and Z 3n (x) are reducible. Specifically, if we set y := x + 1 2 for simplicity, we have
Proof. In view of (3.3), the first identity in (3.13) is equivalent to (3.14)
We now use the well-known identity
(see, e.g., [15] ), and set j = 2n + 1, k = 0 and note that U 0 (y) = 1. With this, the right-hand side of (3.14) becomes
where in the second equation above we have used (3.15) two more times. This proves (3.14)
For the second part of (3.13), we replace y by −y in (3.14) and use the symmetry property U n (−y) = (−1) n U n (y). Then we get
Multiplying both sides by (−1) n+1 , we get
which is equivalent to the desired identity.
By iterating the factorizations on the right of (3.13), we obtain the following easy consequence.
Corollary 3.4. For all integers n ≥ 1 and k ≥ 1, the polynomials Y 3 k n (x) and Z 3 k n (x) have at least k + 1 nonconstant factors.
The equation (3.1) in general
In this section we return to the question posed at the beginning of Section 3. The following result deals with the general case. As before, P n and Q n denote the polynomials studied in Sections 1 and 2, and given by the explicit formulas (2.3) and (2.6).
Proposition 4.1. Let n ≥ 1 be an integer, and consider the Diophantine equation
, where ζ and ξ are arbitrary (n + 1)th roots of unity.
Proof. Differentiating both sides of (4.1), we get
The polynomials Y and Z must be coprime, so this implies
Since deg P n = deg Q n = n, we clearly have
and similarly with P n and Y replaced by Q n and Z, respectively. Hence
This last inequality holds only in the following cases:
(1) n = 1. The case (1) was covered by Proposition 3.1, and leads to part (a) of this proposition. We therefore continue with deg Y = deg Z = 0 and set Y = a and Z = b with a, b ∈ C. Then (4.1) becomes
We write the expressions (2.6) and (2.3) more explicitly as
Using this and equating coefficients of x n+1 and of x n in (4.3) we get, respectively,
This system of equations has the unique solution a = b = 0, which contradicts (4.3). Hence there are no solutions in case (2) .
To deal with case (3), we set Y (x) = ax + c and Z(x) = bx + d. Then (4.1) becomes
where n ≥ 2. First we equate coefficients of x 2n+1 in (4.5), using (4.4). This gives
Similarly, equating coefficients of x 2n in (4.5), we get
We now multiply both sides of this last identity by b, use (4.6), and divide everything by (n + 1)a n . This gives
Next we show that c = 0. To do so, we set x = 0 in (4.1) and use the value of P ( 0) given in Remark 2.5, along with the fact that Q n (0) = 1 (see Corollary 2.2). Then we have
First, with n = 2 nd n = 5, this gives
Substituting d 3 = 1 + 10c 3 into the second identity above, we obtain 11 6 + 100 c 6 + 20c 3 = 0, which means that either c = 0, or (4.9) 11 6 + 100 c 3 = −20.
Second, with n = 3 and n = 7 in (4.8), we find in the same way that
which again means that either c = 0, or rc 4 = s for certain integers r, s > 0. But the arguments of the four possible solutions in c ∈ C are different from those in (4.9). Therefore we have c = 0, and consequently b = d by (4.7). This, with (4.6), finally gives part (b) of the result.
To conclude this section, we consider a question related to the original problem concerning the equation (1.2). If instead of the polynomials x and x + 1 we consider an arbitrary fixed pair of coprime polynomials Y, Z ∈ Z [x] , what can we say about possible solutions of the equation
We know that the existence of solutions is not guaranteed since Z[x] is not a Euclidean domain. However, we have the following result.
be coprime polynomials and suppose that there
Then for each integer n ≥ 1 there are polynomials p n , q n ∈ Z[x] such that (4.10) holds.
Proof. We proceed by induction on n. The induction beginning is given by the hypothesis (4.11), which corresponds to n = 0. We now assume that for some n ≥ 0 there are polynomials p n , q n ∈ Z[x] such that (4.10) holds, and multiply the equation with (4.11). Then we get
where for greater ease of notation we have suppressed the variable x. Multiplying the identity (4.10) by Y n and by Z n , we get respectively
and this gives
Substituting this into (4.12) and showing the variable x again, we get
where
Since all polynomials on the right-hand sides of (4.13) and (4.14) have integer coefficients, then so do p n+1 and q n+1 . This proves our result by induction.
Remark 4.3. The two identities (4.13) and (4.14) allow us to construct sequences of polynomials p n , q n ∈ Z[x], given an initial pair p 0 , q 0 satisfying (4.11). However, this construction is not optimal in the sense that the degrees of p n , q n are substantially larger than n deg Z and n deg Y , respectively.
To compare this situation with the polynomials P n , Q n defined in (1.3), we set p 0 (x) = −1, q 0 (x) = 1, Y (x) = x, and Z(x) = x + 1. Then (4.11) is satisfied, and from (4.13), (4.14) we get p 1 (x) = 2x + 3 = P 1 (x) and q 1 (x) = −2x + 1 = Q 1 (x); see also Table 1 . However, we further obtain
and the degrees of the next pairs of polynomials are 11, 26, 57, 120, . . ., which is sequence A000295 in [11] . It can be shown by induction that for n ≥ 0 we have
As is mentioned in [11] , these are specific Eulerian numbers, with numerous other interesting properties. 
We were unable to solve this equation. However, we can show that (4.15) has infinitely many solutions. Indeed, if m ≥ 2 and
r are solutions of (4.15), where ζ, ξ are arbitrary mth roots of unity. Here we have that n > m, and this is no coincidence. Indeed, let us assume m ≥ 3 and differentiate (4.15) with respect to x. Then we see that the polynomials Y, Z satisfy the conditions
As a consequence we get the inequalities
If n ≤ m − 2 then Y, Z are constant polynomials, and so for n ≥ 2 there are no solutions. If n = m−1, then the equation (4.15) reduces to (3.1), which was already solved. Thus, n ≥ m remains to be considered. The case m = 2 leads to polynomial Pell equation
, and for n ≥ 3 we believe that the only solutions of this equation are of the form
n (x) One of the most important invariants of a polynomial is its discriminant. Since we already noted certain similarities between our polynomials P n (x), Q n (x) and the Chebyshev polynomials, we mention the fairly recent papers [3, 5, 16, 17, 18] which have dealt with discriminants of Chebyshev-like polynomials.
We begin with recalling the definition of the discriminant. Given a polynomial
with a m = 0, the discriminant of f is usually defined by
where f ′ is the derivative of f and R(f, f ′ ) is the resultant of f and f ′ which, among other equivalent definitions, can be given by
Here θ i ∈ C is the ith root of f (x). It follows from (5.1) and (5.2) that Disc(f ) = 0 if and only if f has multiple roots, which is a key property of the discriminant. An alternative definition of the resultant involves a determinant (the Sylvester determinant) whose entries consist only of the coefficients of the two polynomials involved. This implies that R(f, f
The following is the main result of this section. As in Section 2, we let Q n (x) = Q n (x).
Theorem 5.1. For all integers n > k ≥ 0 we have
n (x)) = (−1)
where ε := (n − k)(n − k − 1)/2. In particular, for n ≥ 1,
n (x). Then we obtain from (2.10),
With (2.3) we see that the leading coefficient of
and thus by (5.2) we have
where we have used (5.5) in the second equation. The leading coefficient (5.6) means that we can write
First we set x = 0 in (5.8) and use the identity Q 
Next, with x = −1 in (5.8) and using the identity (2.11), we get (5.10)
Combining (5.9) and (5.10) with (5.7), we obtain
This, with (5.1) and the coefficient (5.6), gives us
with ε as defined in the statement of the theorem. This last identity immediately implies (5.2), and by setting k = 0 we get (5.4).
We briefly turn our attention to the companion polynomial of Q n (x), namely P n (x), and prove the following result.
Corollary 5.2. For all integers n > k ≥ 0 we have
where a, b, c are constants. We apply these identities to
n (−x − 1), which follows from (2.1). Hence we have a = −1 and c = ±1, and since both exponents are even, we immediately get (5.11).
Remark 5.3. Since we have used the Chebyshev polynomials of both kinds earlier in this paper, it is worth mentioning their discriminants:
see, e.g., [18] .
Knowledge of the discriminant of a polynomial is often important for determining the polynomial's Galois group. In particular, it is known that if the discriminant is the square of a nonzero integer, then the Galois group is a subgroup of the alternating group A n ; see, e.g., [4, p. ??] . It is therefore of interest to find square discriminants. 
is a square. However, the prime number theorem implies that for a fixed k and for n sufficiently large, there is always a prime among the members of the sequence n + k + 2, n + k + 3, . . . , 2n − 1; this means that (5.13) cannot be a square for these k and n, which proves part (b).
(c) If n − k ≡ 0 (mod 4), then n − k − 2 is even, and according to (5.3) we consider
where the equality is easily seen by writing the binomial coefficients on the left in terms of factorials. This now implies that D k,n is a square if and only if (n + k + 1)(2n + 1) is s square. If we set n = 4m + k, where m is a positive integer, we can write (4m + 2k + 1)(8m + 2k + 1) = Y 2 for some integer Y ≥ 1. We can write this in the equivalent form (5.14)
where X = 16m + 6k + 3. The equation (5.14) is a Pell-type equation, and using standard methods for solving such equations (see, e.g., [10, Sect. 7.8]), we find that X = X j , where X 1 = 3(2k + 1), X 2 = 17(2k + 1), and X j = 6X j−1 − X j−2 for j ≥ 3. From the theory of linear recurrence relations we get the Binet-type formula (5.15)
We require X j ≡ 6k + 3 (mod 16) , and an easy calculation shows that this holds if and only if j is odd. The corresponding n that makes D k,n square is then
which proves part (c).
(d) For k = 0, together with (5.15), this last identity gives (5.12). To complete the proof, we first note that in the case k = 0 the theory of Pell equations tells us that all solutions of (5.14) are given by (5.15). Returning to part (b) in the case k = 0, we see that by (5.4) we have D 0,1 = 1. Finally, considering again (5.13), there is a prime in the sequence n + 2, n + 3, . . . , 2n − 1; this follows by Bertrand's Postulate (itself a consequence of the Prime Number Theorem) and the fact that in this case n + 1 and 2n cannot be prime. The proof is now complete. can be made more explicit by using the following result of Nagura [9] : For x ≥ 25 there is always a prime p with x < p < Setting x = n + k + 1, an easy calculation shows that whenever n > 3 2 (k + 1), at least one of the integers n+k+2, . . . , 2n−1 is a prime. This implies that D k,n is not a square when n ≡ k + 1 (mod 4) and n > 3 2 (k + 1). The small cases corresponding to x < 25 can be eliminated by direct computation. In fact, using the above limit, we verified computationally that D k,n is not a square for any 0 ≤ k ≤ 5000 and n ≡ k + 1 (mod 4). The constant 3/2 in the above bound could be lowered by using later improvements of Nagura's result, however at the cost of a higher bound than Nagura's x ≥ 25.
Resultants involving Q (k)
n+k (x) In the previous section we determined the discriminants, that is, resultants of a polynomial and its derivative, We will now see that the resultant of two consecutive polynomials in our sequence Q n (x) has a particularly easy form.
Theorem 6.1. For any integer n ≥ 1 we have
This result is a consequence of the following theorem. For greater ease of notation, we set
n−1+k (x)). Theorem 6.2. Let k ≥ 0 be a fixed integer. Then we have
For k = 0, the identity (6.2) reduces to
where we have used Corollary 2.2 for the second equation. We have thus shown that Theorem 6.1 follows from Theorem 6.2. Before proving Theorem 6.2, we summarize some useful properties of the resultant. See [3, Sect. 4] for these and more, including references. Suppose we have the two polynomials
Assuming the variable x, and that the resultant is taken with respect to x, the following properties hold: (6.6) where p and q are arbitrary polynomials in x. Next, if a is a constant and g is a polynomial then, unless a = g = 0, we have 
with polynomials q, r and ν := deg r, then
Proof of Theorem 6.2. We fix k ≥ 0, and to simplify notation we set
n+k (x) and ∆ n := ∆ k,n . Our first goal is to find a recurrence relation between ∆ n and ∆ n−1 , using the recurrence relation (2.14). For greater ease of notation, we set u n (x) := u k,n (x), v n (x) := v k,n (x), and w n (x) := w k,n (x), and suppress the variable x when there is no danger of confusion.
We apply (6.7) and (6.8) with
and note that µ = n + 2, ν = n. With the explicit expansion (2.16) we get
Then the identity (6.8) applies to (2.14) gives us (6.10) R(Q n−1 , u n Q n ) = r n R(Q n−1 , w n Q n−2 ). Now with (6.6) we get (6.12) and the identities (6.8) and (6.4) yield, along with the identities in Proposition 2.9,
where (6.13)
Using Corollary 2.7 to evaluate Q n−1 (−1), we then get (6.14)
Similarly, we get
where (6.16)
Using (2.16) to evaluate Q n−1 (0), we get
Next we multiply both sides of (6.14) by ∆ n and combine it with (6.11) and (6.10), obtaining
Similarly, multiplying both sides of (6.17) by ∆ n−1 and using (6.12), we get
Finally, combining (6.19) and (6.20), we get the desired recurrence relation
where we have used (2.16). By (6.7), this last resultant evaluates to
This completes the first part of the proof. For the second part of the proof we iterate (6.21) and combine it with (6.22), obtaining
We first deal with the second product in (6.23). Comparing (6.13) with (6.16), we see that α n = β n−1 for all n ≥ 2. Hence (6.24)
Since β 1 = −(2k + 1)/2(k + 1), we easily find with (2.16) that (6.25)
Next, the terms in Proposition 2.9 can be shown to evaluate as
and so the recurrence relation (2.14) gives
This, with (6.24) and (6.25), gives
, and with the straightforward evaluation
Next we deal with the first product in (6.23). We denote it by Π n , and by combining (6.9), (6.15) and (6.18) we get
To evaluate this product, we first consider
Similarly we obtain
and with some more effort,
Substituting (6.28)-(6.31) into (6.27) and simplifying, we get
.
It is clear that the product on the right of (6.32) can be written as a product and quotient of factorials, and after working out the details, we get
Finally, substituting (6.33) and (6.26) into (6.23) and simplifying, we obtain (6.4). The proof is now complete.
As an immediate consequence of Theorem 6.2 we obtain the following result.
Corollary 6.4. For any integers k ≥ 0 and n ≥ 1 we have (−1)
Proof. From the explicit expansion (2.16) we see that (−1)
k+n−1 (x) > 0 whenever x < 0. This, together with (6.2), implies the statement.
Our next result, which is rather surprising, but is easy to prove, is similar in nature to Theorem 6.1.
Theorem 6.5. For any n ≥ 0 we have
Proof. We rewrite the defining equation (1.3) as
and apply Lemma 6.3 with f (x) = P n (x)x n+1 , g(x) = Q n (x), and r(x) = 1. Since
n , µ = 2n + 1 and ν = 0, we get with (6.8),
Now, by (6.7) we have R(Q n , 1) = 1, and with (6.6), (6.5) and (6.4) we get
This, together with (6.16), gives
, and (6.6) finally yields the desired identity (6.15).
Returning to the occasional comparisons we made between the polynomials P n (x), Q n (x) and the Chebyshev polynomials of both kinds, we recall the wellknown 2 × 2 Hankel determinant expressions
valid for all integers n ≥ 1; see, e.g., [15, p. 40] . This immediately gives rise to the question of what can be said about analogous expressions for the polynomials Q n (x). For reasons of simplicity we consider Q n (−x) instead; the first few 2 × 2 Hankel determinant expressions, factored over Q, are listed in Table 3 .
The above table strongly suggest that Q n (−x) 2 − Q n−1 (−x)Q n+1 (−x) is always divisible by c n x n (1 − 2x), where c n ∈ Z is a constant depending on n, and the co-factor has degree n − 1 and has positive coefficients. Moreover, it also seems that the sequence of coefficients of the co-factor forms a unimodal sequence. In this section we will show that these properties are true in general. We start with the following.
Proposition 7.1. For integers n ≥ 1 we define
Then the sequence of polynomials V n (x) satisfies the following recurrence relation: V 1 (x) = 2, V 2 (x) = 2x + 3, and for n ≥ 3 we have
Proof. The recurrence relation was guessed with the help of EKHAD (see Remark 2.11), which showed that the recurrence holds for all n ≤ 25. The proof of correctness for all n is a straightforward but tedious induction using the recurrence relation satisfied by the polynomials Q n (−x). We omit the details.
For integers n ≥ 1 we now set
Then the sequences of the first few coefficients are readily identified as a 0,n = n + 1, a 1,n = (n − 1)n, a 2,n = 1 2 (n − 2)(n − 1)(n + 1), a 3,n = 1 6 (n − 3)(n − 2)(n + 1)(n + 2), which are consistent with the entries in Table 3 . These are special cases of the following closed expression for the polynomials V n (x).
Theorem 7.2. For integers n ≥ 1 we have
Proof. Following along the lines of the expressions for a 0,n , . . . , a 3,n above, it is easy to obtain experimentally a few more cases and then conjecture the form of the coefficients on the right-hand side of (7.4). It can now be verified in a tedious but straightforward way that the right-hand side of (7.4) satisfies the recurrence relation (7.2). Since (7.4) also clearly gives V 1 (x) = 2 and V 2 (x) = 2x + 3, this proves the theorem.
Using Theorem 7.2, we can easily obtain some properties of the polynomials V n (x). The first one is as follows. Proof. Positivity of the coefficients is clear from (7.4) . Now, using the notation of (7.3), we rewrite the coefficients as
The fraction on the right of (7.5) is an integer except when k | n. But in this case we have k | (n − k), so that in either case a k,n is an integer.
Remark 7.4. In the above proof of Corollary 7.3 we actually showed a bit more, namely that a k,n /(n + 1 − k) is an integer for all n ≥ 1 and 0 ≤ k ≤ n − 1.
As another easy consequence of Theorem 7.2 and Proposition 7.1 we get some special values of V n (x).
Corollary 7.5. For all integers n ≥ 1 we have
where C n is the nth Catalan number.
Proof. The first identity follows immediately from (7.4). For the second and third identities we substitute x = 1 2 and x = 1 into (7.2), getting the recurrence relations nV n (
respectively. The two identities are then obtained by easy inductions.
Next we prove the second observation we made following 
We now state and prove the following result.
Theorem 7.6. For every integer n ≥ 1, the polynomial V n (x) is unimodal. More precisely, with the notation (7.3) we have a 0,n < a 1,n < . . . < a n−3,n < a n−2,n > a n−1,n .
Proof. Recall that V 1 (x) = 2 and V 2 (x) = 3 + 2x. While for n = 1 there is nothing to prove, the statement is clearly true for n = 2. In what follows we therefore assume that n ≥ 3. First, using (7.3) and (7.4), we get a n−2,n a n−1,n =
where the second equation is easy to verify. Next, for each k with 1 ≤ k ≤ n − 2, we consider
It remains to show that this quotient is greater than 1, which is equivalent to
. After an easy manipulation we see that this, in turn, is equivalent to k(n + 1) < n 2 − n. But this is true for all 1 ≤ k ≤ n − 2 since the "worst case" k = n − 2 leads to the inequality (n − 2)(n + 1) < n 2 − n, which is clearly true. Thus we have a k−1,n < a k,n for all 1 ≤ k ≤ n − 2 and n ≥ 3, which completes the proof.
In analogy to Section 2, we can also obtain a generating function for the sequence of polynomials V n (x).
be the ordinary generating function for the sequence (V n (x)) n . Then
Proof. We use the same approach as in the proof of Proposition 2.12. Indeed, differentiating both sides of (7.3) with respect to t, manipulating the resulting series as we did in the proof of Proposition 2.12 and using the recurrence relation (7.2), we get the differential equation
Using standard method of solving linear differential equations of degree 1 we easily get the general solution
The initial condition V(x, 0) = 0 leads to c 1 = 1 2 (1 − 2x), which finally gives the desired solution (7.4).
We note that there are certain similarities between the generating functions (2.17) and (7.7). In fact, they are related through an identity involving partial derivatives. It can be verified through direct computation. Lemma 7.8. Let R(x, t) := Q(−x, t). Then
Remark 7.9. The identity (7.8), along with the explicit formula (2.3) for Q n (x), can be used to give an alternative proof of the explicit formula (7.4) for the polynomial V n (x). We leave the details to the interested reader.
To conclude this section, we return to the original expression of the title, which we denote by Table 4 . The polynomials W n (x), n = 1, . . . , 6.
The following properties of the polynomials W n (x) are an immediate consequence of (7.1) and Theorem 7.2. Corollary 7.10. For all integers n ≥ 1 and 0 ≤ j ≤ n − 1 we have w j,n = 0, and
n is the nth Catalan number. To motivate the last result of this section, we consider the entry for n = 4 in This is actually no surprise since by (7.1) we have W n ( 1 2 ) = 0 for all n ≥ 1 and thus, by (7.9) we have
This identity is a special case of the following result.
Proposition 7.11. For integers n ≥ 1 and 0 ≤ i ≤ n − 1 we have
Before proving this identity we note that in the two extreme cases we get (7.11) when i = 0, and the right-most equation in (7.10) when i = n − 1.
Proof of Proposition 7.11. We first prove the identity
where the left equation comes from (7.9). To do so, we denote the right-most term of (7.13) by R n (x) and manipulate the double sum as follows:
where we have combined the first and third sum from the second-last line. The second sum in the last line then vanishes since W n ( 1 2 ) = 0 for all n ≥ 0, and the proof of (7.13) is complete. Now we rewrite (7.1), with (7.9), as
Finally, using (7.4) and equating coefficients of x i , 0 ≤ i ≤ n − 1, we get (7.12).
Some irreducibility results
In this brief section we prove some irreducibility results for the main objects of study in this paper, namely the polynomials Q n (x) and their derivatives, and the polynomials V n (x). Theorem 8.1. Let n ≥ 1 and 0 ≤ k ≤ n − 1 be integers. Then the polynomial Q (k) n (x) is irreducible over Q when n + k + 1 is a prime, or when 2n + 1 is a prime.
Proof. To prove the first statement, we show that Q For the second statement, we assume that p := 2n + 1 is prime, and show that Q (k) n (−x − 1) is p-Eisenstein, which would imply irreducibility of Q (k) n (x). For this purpose we combine (2.1) with (2.6), and upon taking the kth derivative we get
We know that this polynomial has integer coefficients, and we see that for each index i with k ≤ i ≤ n − 1 the corresponding coefficient is divisible by the prime p = 2n + 1, but not by p 2 . For i = n, however, we have cancellation, and thus the leading coefficient is not divisible by p. Hence Q Proof. We set again p := 2n + 1 and show that V n (x + 1) is p-Eisenstein. To do so, we use (7.4) and a binomial expansion, followed by changing the order of summation: (n − k − j)(n − k − j + 1)
where the last line results from a straightforward manipulation of the binomial coefficients in the previous line. The inner sum in this last line can be evaluated by various means, including the function sum in Maple which, after some manipulations, gives V n (x + 1) = n−1 j=0 2 n + j n + j n 2n + 1 n + j + 2 x j .
As in the proof of the previous theorem we observe that the coefficients of V n (x + 1) are integers, and that for 0 ≤ j ≤ n − 2 they are all divisible by p = 2n + 1, but not by p 2 , and that the coefficient of x n−1 is not divisible by p. Hence V n (x + 1) is p-Eisenstein, as claimed.
Further remarks and conjectures
In this final section we collect some further remarks and conjectures related to the objects studied in this paper.
1. In Section 5 we already mentioned the fact that a polynomial in Z[x] with a square discriminant has its Galois group contained in the alternating group A n . Can anything more be said about the Galois group of Q n ? Computations support the following conjecture, where we set D 0,n = Disc(Q n ), as in Corollary 5.4.
Conjecture 9.1. For integers n ≥ 2 we have Gal(Q n ) = A n if D 0,n is a square; S n if D 0,n is not a square.
2. In Section 8 we proved some partial irreducibility results. However, computations indicate that much fore is true. n (x) and V n (x) are irreducible over Q.
3.
It is clear that Proposition 4.2 is in fact true in greater generality. More precisely, if R is a commutative ring with 0 = 1 and p 0 , q 0 , Y, Z ∈ R satisfy the identity p 0 Y + q 0 Z = 1, then there are p n , q n ∈ R such that p n Y n+1 + q n Z n+1 = 1. Indeed, the proof of this more general statement is exactly the same as that of Proposition 4.2.
This gives rise to the question of whether such a result is also true in a noncommutative setting. We don't know the answer and formulate the following open Question 9.3. Let R be a non-commutative ring and suppose that p 0 , q 0 , Y, Z satisfy the equation p 0 Y + q 0 Z = 1, where Y, Z are not nilpotent elements. Given a fixed positive integer n, do there exist p n , q n ∈ R such that p n Y n+1 + q n Z n+1 = 1?
If Y, Z are allowed to be nilpotent elements in R, it is easy to show that in general we cannot expect a positive answer. Indeed, let R = M 2,2 be the ring of 2 × 2 matrices with integer coefficients and consider the identity p 0 Y + q 0 Z = I, where However, we have Y 2 = Z 2 = 0 and thus, for each n ≥ 1 and any p, q ∈ R we have pY n+1 + qZ n+1 = I.
