This paper explores the importance of the terms of trade to explain output fluctuations in Colombia, a developing country where almost 60% of the exports correspond to four commodities: oil (32%), coal 
Introduction
A better understanding of the economic activity in the short run is a challenging and important task. It is demanding in the sense that a quantitative description of the short run is inevitably evaluated by its a ability to say something coherent about a near future that can soon test our theory even if the forecasting is not the main objective. On the other hand, even though the welfare of a society is mostly discussed in macroeconomics in a long-run context, it is well known that the discussion cannot be unlinked from the economic conditions in the short run. For instance, the accumulation of capital through investment, main source of the dynamics of the capitalist system, is commanded by firm owners and managers who make decisions according to the current and the expected profitability. In fact, current changes in the prices of inputs and final products will affect the level of investment and the current allocation and use of the productive resources, labor among them. These changes surely impact households welfare.
Similarly, regarding the effects on consumption and the associated savings, the economic theory usually assumes that a more volatile consumption decreases the utility of the individuals. Depending therefore on the degree in which people can smooth their consumption after a shock over their income, different outcomes might be observed on their welfare and the financial resources available for the accumulation of productive factors like physical and human capital.
Other different channels that connect shocks, stability and welfare can be related to: responses of the economic policy authorities, whose objectives may be to guarantee stability and to limit the uncertainty faced by the economic agents; international trade scenario changes and its effects on the domestic productive sectors; financial fragility or even natural disasters.
In such a complex system, developing countries are usually more exposed and sensitive to the effects of the macroeconomic ups and downs. The welfare implications of these fluctuations are deeper in developing economies than in developed countries where, for example, social safety nets have already been created to mitigate the impacts on the poorest population and where the levels of wealth permit individuals to face less traumatically adverse shocks of income. The higher level of unemployment and poverty make people in developing countries less capable to smooth their consumption when positive shocks appear and the more variable tax base may constrain the ability of the public sector to implement long run projects necessary to remove the obstacles that hinder the development of these economies. Similarly, the use of policy tools to guarantee the stability of the economic performance will always depend on the degree of knowledge about the output fluctuations, its determinants and its implications. The understanding of the short run output fluctuations in developing countries is thus especially relevant.
In order to explain this short run variability in a particular developing country, Colombia, I agree in this paper with most of the literature on development macroeconomics that the theoretical framework of a small open economy is the starting point. As it will be shown in section 2, this setup frequently assumes, following the dependent economy model with its variation for three goods (exportable, importable and nontradable), that the small economy faces an infinitely elastic demand for its goods and an infinitely elastic supply of imported goods. Hence, the prices of exports (P x ) and imported goods (P I ) are determined in the international markets where the domestic economy has a negligible market power. Likewise, one important feature of this framework is that the external shocks on those prices, usually captured through changes in the terms of trade (
are an important source of the output fluctuations in the domestic economy.
The dependent economy with three goods 1 may be preferred to the well known Mundell-Fleming model for an open small economy in which the terms of trade, when variable, are endogenous. The endogeneity in the Mundell-Fleming model occurs because there exists some degree of market power in the exportable good. The price of the exportable good may be altered by the internal conditions despite the fact that the economy, regarding the importable goods, is small and a price taker. This assumption does not seem plausible for several developing countries, including Colombia, whose exports are concentrated in few commodities and whose prices cannot be affected by the domestic markets. On the other hand, other dependent economy models, but with two goods only 2 : traded and nontraded, have their own limitation. They do not permit us to evaluate the terms of trade as a source of the macroeconomic fluctuations. In this case, both exportable and importable goods are aggregated in a composite good (traded good). The variability of the terms of trade is thus not defined and cannot be the origin of macroeconomic fluctuations.
The last motivation of this paper is to make a contribution to the current debate about the eventual negative effects on output of the boom in the prices of commodities that Colombia is experiencing lately. We will see that it is not necessarily true that a boom-appreciation-recession mechanism is operating in Colombia. Our comments will be limited to the short run though.
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Section 3 presents a time series analysis that aims to examine in a rigorous way the effect on aggregate output of the shocks on terms of trade (TOT) perceived by the Colombian economy.
The effect is apriori unclear. The statistical analysis will have into account not only the contemporaneous effect but also the possibility of some persistence. Likewise, the study of the relationships between GDP and TOT must be controlled by relevant variables that may affect the short run performance of the output. This work will also permit us thus to make some insights about the effects of the interest rate and the nominal exchange rate as main channels of transmission of the monetary policy. Concluding remarks are presented in section 4.
Related Literature
The role of the terms of trade has been discussed in development and open macroeconomics issues in different ways for long time. Adam Smith in his book IV of the Wealth of Nations [Smith, 1776] recalls for instance how the relative price between exports and imports is essential for the mercantilist strategy to achieve a higher level of wealth:
"Though the encouragement of exportation, and the discouragement of importation, are the two great engines by which the mercantile system proposes to enrich every country, yet with regard to some particular commodities, it seems to follow an opposite plan:
to discourage exportation and to encourage importation. Its ultimate object, however, it pretends, is always the same, to enrich the country by an advantageous balance of trade. It discourages the exportation of the materials of manufacture, and of the instruments of trade, in order to give our own workmen an advantage, and to enable them to undersell those of other nations in all foreign markets; and by restraining, in this manner, the exportation of a few commodities, of no great price, it proposes to occasion a much greater and more valuable exportation of others. It encourages the importation of the materials of manufacture, in order that our own people may be enabled to work them up more cheaply, and thereby prevent a greater and more valuable importation of the manufactured commodities" (p.424)
In the same way, the address by John Maynard Keynes [Keynes, 1923] about the decline of the relative price between the manufactured goods produced in the "Old World" and the raw materials offered by the "New World" after 1900 is another example of how the terms of trade has been associated directly to indicators of prosperity and welfare in a context of competition in international markets. In this sense, the terms of trade work as a ratio of real interchange of goods among the two groups of countries.
"If for example, the wheat grown in Great Britain per head were at the present stage in our economic development to show a considerable increase, it might well indicate a serious deterioration in our prosperity; for it might mean that as a result of hostile tariffs or other causes we were no longer able to obtain food on favourable terms in exchange for our manufactured exports and were being driven, as a last resort, to grow and increased quantity of food for ourselves" (p.480)
From the developing countries perspective, the hypothesis of uneven development between industrialized and non-industrialized economies [Prebisch, 1950] ; [Singer, 1950] also considers the terms of trade as a key element. In this case, the terms of trade reflect the world technical changes and the demand conditions faced by the countries regarding their degree of specialization and the type of product in which they are specialized. The hypothesis claims that economies specialized on the export of food and raw materials will face adverse terms of trade and will benefit less from trade than the industrialized ones. First, because the technical innovation in manufactured goods is not translated in a reduction of price. Producers of these goods have a market power that permit them to appropriate in form of profits the advantages of the technical change. Second, the demand for food and raw materials is income inelastic while the demand for manufactures is elastic. 4 According to this mechanism, higher levels of world income will favor the demand for the goods produced in countries already industrialized.
The effects of the technical change on prices reminds us about another interesting aspect: a country that experience a deterioration of the terms of trade as it develops may end up with a lower real income after growth [Meier, 1968] . This claim is known as "immiserizing growth" [Bhagwati, 1958] . Gerald Meier explains it succinctly in his book:
"For example, an increase in factor supply or technical progress would raise real income by the amount of the change in output at constant prices, but if the factor accumulation or "factor saving" is so export biased that the terms of trade worsen, the negative income effect of the actual deterioration in the terms of trade may then be greater than the positive effect of the expansion in output" (p.51).
The role of the terms of trade on the economic performance, independently of the short or long run analysis, is variable. It depends on the structure of the domestic markets, the reaction by the economic policy authorities to changes in this relative price, the degree of openness, the degree of specialization, the exchange rate regime and other international market conditions that each country faces. As an example of the multiple conditions that determine a particular result, let s take the model with three goods for a developing economy presented by [Agénor and Montiel, 2008 ]. An improvement in the terms of trade, say, because of a boom in commodity prices, may result in an appreciation in the real exchange rate that increases the real wages for the sectors that produces importable goods. The aggregate output can fall due to this mechanism (Dutch Disease).
This outcome occurs because the benefits for the booming sector are more than offset by the loss of competitiveness in the sector that produces importable goods. This argument extended, also to other exportable sectors, is precisely one of the most used in the current debate in Colombia about the perverse effects of the terms of trade boom. The result however depends theoretically, among others, on critical assumptions about the labor markets and the degree of price flexibility (the market clearing conditions). The most common assumption in this case is that the non-traded sector clears thanks to the variation of prices rather than by an adjustment in output. Furthermore, if these effects are displayed in the long or short run depends also on the speed of adjustment of the markets involved.
Although twenty years ago economists who studied the output fluctuations in developing countries found that most of literature was about developed countries, nowadays, there is a good number of works that study the short run economic performance of small, developing economies. Several of these papers have made a particular emphasis in the effects of the terms of trade. [Mendoza, 1995] , for instance, is probably the most influential paper about the relationship between the terms For quarterly data from 1994 to 2009, I found a correlation that goes from 0.15 to 0.45 depending on the variable used for the calculations: the value added, the real GDP, the cyclical component of the GDP or different definitions of the terms of trade. These definitions will be presented in section 3.
Although the numbers suggest that the terms of trade are procyclical, a further analysis is clearly necessary to estimate how the terms of trade may explain the variability of the GDP. [Mendoza, 1995] "GDP at import prices also booms, reflecting mainly the direct positive impact of TOT on the purchasing power of exports"
More crucial assumptions are present in [Mendoza, 1995] . One of them is that the nontraded market clears through a classical mechanism. This means that the adjustment is driven by prices rather than by a change in output in this sector. Hence, the real exchange rate appreciates due to the price increase of the nontraded goods. Even though this is an standard result from the three-goods model, Mendoza recalls that different parameters could yield to a different result: "A high labor elasticity combined with a low elasticity of substitution between traded and nontraded goods would strengthen the labor supply response in the nontraded sector and weaken the real appreciation" (p.131). Likewise, some offsetting effects are avoided because the variability of the consumption for the importable goods is less than the GDP s and investment s variability (the permanent income hypothesis holds).
After the short run impact, the adjustment mechanisms start to work to drive the economy to the long run equilibrium that is by assumption equal to the initial equilibrium. The adjustment of the real exchange rate toward its long run equilibrium reduces the short run interest rate differential so the foreign capital that came to the domestic economy during the investment boom goes out.
The investment displays a small recession before reaching the initial state and "The GDP boom weakens reflecting the declining purchasing power of exports and the adjustment of K 10 back to the initial level..." (p.131).
Although Mendoza s framework presents a plausible scenario for the positive correlation between terms of trade and GDP in the short run, different theoretical assumptions could tell a 7 terms of trade 8 developing country 9 capital is an imported good 10 capital different story. Indeed, empirically, in his own sample, some countries displayed a negative correlation: Egypt (-0.455), Philippines (-0.285), Algeria (-0.234), Zaire (-0.107) and Tunisia (-0.309).
These cases are however not covered by the general equilibrium model in his paper. [Kose, 2002] In particular, relative price shocks I employ are up to five times more volatile than productivity shocks. In Mendoza's model, terms of trade shocks are three times more volatile than productivity shocks." (p.318) [Kose and Riezman, 1999] developed a general equilibrium model for a small open African economy, also to be calibrated. The model has two sectors: exportable primary goods and nontraded goods.
The selection of a two goods model instead of a three goods model responds to the authors interest of focusing on the prices changes of the main export and import items instead of terms of trade disturbances. Their result is that world prices shocks can explain around 45% of the output fluctuations, basically because both the primary good and the nontraded sectors use imported capital goods as factors of production and therefore a decline in the international prices of imports lead to the expansion of the aggregate output.
Likewise, relying on the imported inputs as factors of production, and following a different strategy from [Mendoza, 1995] , [Hoffmaister et al., 1998 ] studied the macroeconomic fluctuations On the other hand, in the non CFA franc countries domestic supply shocks seem to be the most important in the determination of the output fluctuations. Although the relation is still positive, the variation of output explained by the terms of trade shock, despite larger terms of trade shocks, is only 0.1% in the first year and 0.4% after ten years.
[ Izquierdo et al., 2007] , with quarterly data, observe the positive effects of the terms of trade over the GDP in Latin America. Their results show that a positive terms of trade shock of one standard deviation generates a quarterly variation in the GDP growth rate, of the seven countries included in their sample, equal to 0.21% in the second quarter after the shock. "This evidence contrasts with the (simulation-based) evidence in [Mendoza, 1995] that suggests that terms of trade shocks are a much larger source of output movements in countries where the export base is concentrated in a few commodities, and points in the direction that domestic factors may be more important to understand macroeconomic fluctuations in small open economies" (p.233).
Similarly, [Ahmed, 2003] who studied the economic fluctuations of six Latin American economies:
Argentina, Brazil, Chile, Colombia, Mexico and Venezuela concludes:
"A one standard deviation positive shock to the terms of trade, an improvement of about 12%, increases domestic output with the effect peaking after 1 year about a 1%
rise; the level of output remains elevated in the long run, but only the 1 year lagged 12 p.13 effect is statistically significant. Even though these effects on output are of economically significant magnitude, the variance decompositions in table 1 show that the terms of trade shock explain less than 8% (statistically insignificant) of domestic output growth fluctuations at 1 to 6 year horizon" (p.193) [Broda, 2004] also affirms that his evidence contrasts [Mendoza, 1995] . Broda finds that the contribution of the terms of trade shocks accounts for less than 10% of actual real GDP volatility in countries with flexible exchange regime (working with a sample of 75 developing countries with annual data from 1973 to 1996).
In the same direction, [Raddatz, 2007] challenges the emphasis given in the literature to external shocks although he recognizes that the structure of some developing economies dependent on primary commodities may suggest that approach. Through a VAR model with annual data for 40 low-income countries and a variance decompositions analysis, Raddatz finds that exogenous external shocks, including the commodity prices, explain a small fraction of the total variance of the real per capita GDP in low income countries.
"The general picture that emerges is that although external shocks have an economically meaningful effect on real activity, especially when compared with the average economic performance of low-income countries, they account for only a small fraction of the volatility of these countries real GDP. To the extent that these shocks cover the most important external contingencies faced by the low-income countries, our results suggest that the economic instability experienced by these countries is largely the result of internal factor" (p.185)
Out of the literature that treats the terms of trade as the center of attention, this relative price have also been used as a control variable in explaining the relationship between the short run fluctuations of the GDP and other variables in Latin American countries. Some examples are [Barro, 1979] , [Edwards, 1983] and [Edwards, 1986] . The former which studied the effects of the monetary policy on output in Mexico, Colombia and Brazil, includes the terms of trade in the equation for Mexico "A measure of Mexican terms of trade (TT) which should have a positive effect on output" (p.185). His results confirmed the expectation of a positive effect. Likewise, [Edwards, 1983] includes the terms of trade in five cases: Brazil, Chile, Colombia, Mexico and Peru. The estimate of the parameter that relates terms of trade and output is only significant in the equation
for Chile and Mexico though.
Focusing on testing the hypothesis that the devaluation of the nominal exchange rate may have contractionary effects in the short run, [Edwards, 1986] also uses the terms of trade as a control variable. Different from [Barro, 1979] , Edwards claims that "the terms of trade coefficient cannot be determined apriori" (p.503). After the estimation by fixed-effect with a panel data that includes India, Sri Lanka, Malaysia, Philippines, Thailand, Greece, Israel, South Africa, Yugoslavia, Brazil, El Salvador, and Colombia for the period 1965-1980, Edwards concludes that:
"...changes in the terms of trade have no perceptive effect on real output in developing countries" (p.506).
As far as I know works that present a negative effect of the variations in the terms of trade on the short run output fluctuations are related to the effects on the real exchange rate and the nominal exchange rate. Nevertheless, it is not clear a prior that for example an appreciation of the nominal or the real exchange rates is going to decline the aggregate output unambiguously. First, as we have seen in the literature review, the nontraded goods production could increase with a small effect on the real exchange rate. In this case the increase in the absorption due to the boom that expands the real income (a demand side effect) is adjusted by a change of output rather than by change of prices. Second, an eventual appreciation of the nominal exchange rate, given a larger supply of foreign currency, could have expansionary effects on output like a nominal devaluation may have contractionary effects.
[ Krugman and Taylor, 1978] is perhaps the most influential theoretical paper about the contractionary effects of devaluation.
13 It is important to summarize his main implications. First, total output rises or falls "depending on whether trade is initially in surplus or deficit" (p.449).
A devaluation of the nominal exchange rate in this case when imports exceed exports result in a reduction of the real income. This occurs basically because the devaluation raises not only the export prices but also the prices of imports 14 that entry with fixed coefficients into the domestic production. Second, the authors permit in their model a Kaleckian mechanism. "Devaluation redistributes income from wages to profits and rent" (p.449). The increase in the price of the imported inputs is automatically translated into the price of the home goods which reduces the real wages. Because the marginal propensity to consume is higher for workers than for capitalists, the redistribution from wages to profits reduces the aggregate demand and the home output.
Third, "if there are ad valorem taxes on exports or imports, higher traded goods prices will redistribute income to government" (p.450) affecting the profitability of the private sector and the home output.
15 Including a monetary approach, in which the quantity theory holds, [Krugman and Taylor, 1978] also find that when the economic authorities follow a strategy of a constant monetary aggregate, "Devaluation by raising prices, increases the demand for nominal money at any given level of output and employment. The impact effect is contractionary, either more or less so than when the interest rates are held constant" (p.453). The effect on output occurs due the short run deflation, as a classical negative feedback, that adjust the positive shock on prices.
Empirically, [Razmi, 2007] 16 finds, for a sample of 43 countries (24 of them developing countries) and with annual data for the period 1983-2003, evidence that supports the pass through from the nominal exchange rate into the import prices especially for developing countries for which the exchange rate pass-through elasticities are higher in average than for industrial economies. Razmi also reports a negative correlation (-0.25) between the exchange rate pass-through elasticity and the GDP per capita. This number is presented by the author as a support of the contractionary effects of the nominal devaluation.
In the particular case of Colombia, included in his sample, Razmi estimates the effect of a variation in the nominal exchange rate on the import prices that is around 0.45 which is significant at the 5% level. Similarly, [Rowland, 2004] , with a monthly time series analysis (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) , reports a pass through coefficient of 0.48 from the nominal exchange rate to the import prices after three months and 0.8 after one year.
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In general, features of the Colombian economy seem to support the role of the terms of trade in the three goods model. Total exports represent around 1/6 of the total Colombian gross domestic product (GDP) and annual data for 2009 show that at least 57% of total Colombian exports correspond to commodities whose prices are determined in international markets with a negligible Colombian market power (petroleum and derivatives 32%, coal 17%, coffee 5% and nickel 2%).
Simultaneously, around 80% of the imports are intermediate and capital goods. These shares suggest a high exposition to changes in the external environment that may affect the Gross Domestic Product (GDP).
The positive correlation between the terms of trade and GDP in Colombia, its special characteristics and the previous literature lead us to think of other channels in which the terms of trade may be relevant to understand this country s economic performance in the short run. Take a commodity price boom as an example. Once the commodities prices arise, extra profits will be generated for the firms linked directly or indirectly to the production of those commodities, fostering the expansion of consumption and output in other sectors. 18 In addition to this, the economy, with a higher level of wealth, allows their agents to get more easily financial credit 19 which is also available thanks to the greater availability of foreign currency that relaxes the monetary constraints. This process boosts credit, investment, consumption and also profits for the financial system that nowadays accounts for around 18% of the total Colombian value added (the most important sector). This is clearly plausible in Colombia where the Central Bank has an inflation targeting policy with a flexible exchange rate regime and where there has not been an active policy to fight the nominal appreciation during the commodities prices boom despite the large accumulation of international reserves.
In the same way, another reason for the procyclical terms of trade comes from the public sector.
Around 60% of the total volume of exported oil is exported by Ecopetrol (National Enterprise of Petroleum). Some of the revenues obtained by this institution make part of the revenues of the Non-financial Public Sector and it is also reasonable to expect that a commodity price boom that increases the profits of the firms and stimulate the economy through other channels will also expand the tax revenues. The result is not necessarily a fiscal surplus. For instance, [Kaminsky, 2010] finds evidence about a procyclical fiscal policy in middle income countries when terms of trade shocks occur.
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17 As an opposite example, [Reinhart and Reinhart, 1991] in a simulation-based model for a Neo-Keynesian structure finds that a devaluation is expansionary in the short run for Colombia 18 In the Colombian case we would expect a higher effect on the output in other sectors than in the sectors related to the four most important commodities. To illustrate this, the value added in mining is negatively correlated to the variation in the terms of trade despite oil, coal and nickel represent 51% of total exports.
19 [Tenjo et al., 2007] describes, for example, a financial accelerator mechanism in Colombia 20 see also i.e. [Tornell and Lane, 1999] and [Frankel, 2010] for institutional aspects that can explain this procyclical aspect in developing countries and [Medina, 2010] for Latin America.
Regarding the international trade, after the United States and the European Community, Venezuela and Ecuador are the most important markets of the Colombian exports. These two countries are oil exporters are net buyers of Colombian manufactures. This means that a commodity price boom that increases also the wealth of these commercial partners may increase the demand for Colombian products. On the other hand, Colombian data exhibits that the current account moves in a different direction to the terms of trade. This means that a boom in the terms of trade is accompanied by an increase of imports and a reduction of exports.
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In summary, the background contains several cases of positive, negative and null effects of the terms of trade. They motivate the following empirical question: to establish the magnitude of the net effect of the terms of trade on GDP variations in the short-run for the Colombian economy.
Empirical Strategy
This section aims to offer a parsimonious and robust time series model for Colombia for the period 1994-2009 to describe its output fluctuations using quarterly data, to estimate the partial effect of the terms of trade on GDP variations and to test the significance of that estimate.
Our period of analysis was selected for several reasons. First, the easy availability of the data without substantial methodological changes in the national accounts and the balance of payments.
Second, our analysis excludes one of the most important structural break points in the Colombian economic policy: the trade liberalization in the early nineties. Regarding the statistical procedure, this paper follows the Box-Jenkins technique for a univariate model. The type of model that is estimated is usually known in the literature as ARMAX, a model for stationary series with three components: first, the autoregressive part (AR), second, the moving average part (MA) and third, the set of other explanatory variables (X). The general model is thus:
where y represents the dependent variable, a stationary series of the GDP, t time, µ the error, X the set of explanatory variables (also stationary) that includes the terms of trade. and α, λ, θ 21 i.e [Obstfeld, 1982] , [Svensson and Razin, 1983] and [Kent and Cashin, 2003 ]for a discussion about the effects of the terms of trade on the current account 22 A further work might also examine if our findings for 1994-2009 can be extended to former periods. Before the nineties, the exportable structure was different and coffee was the main engine of the Colombian economy.
23 the figure correspond to the ratio unit value total exports/ unit value total imports. An index calculated with the prices of the four most important commodities that Colombia export: petroleum, coal, coffee and nickel will also be used.
24 probably related to the terms of trade There are several reasons that justify the specification in equation 3.1 (See i.e [Montenegro, 2002] ). First, stationary series reduce the possibility of spurious correlations due to similar trends between the dependent and a explanatory variable. Second, the Wold Decomposition shows that any stationary process can be approached through the combination of both the autoregressive and the moving average models. Third, the combination of both models contributes to the parsimony of the model, once the autocorrelation of the errors that would affect our significance tests are taken into account 25 and fourth, the use of an ARMA model permits us to control for any possible persistence of the output fluctuations following the work by [Campbell and Mankiw, 1987] . 26 Once the X variables are included, it is possible to interpret not only the contemporaneous effects on GDP but also to estimate the total effects of the explanatory variables in time.
Besides the ARMA specification and our key variable, the terms of trade (TOT), other control variable might be considered in X . From the aggregate demand side 27 : fiscal policy variables 28 and monetary variables 29 . Empirically, the first one, the public expenditure, is already included in the definition of GDP. However, a robustness test that includes the public expenditure will be presented. The second, the set of monetary variables (policy instruments among them) are connected through two main final channels to the GDP: the interest rates and the nominal exchange rate. The interest rate is a key variable in the determination of the investment, component that corresponds to 1/4 of the Colombian output. Although the consumption share is higher, around 2/3 of the GDP, we can observe that the correlation between the variability of the value added and the variability of the investment is the highest in relation to other demand components (table 1. See column 1). Furthermore, investment is the most volatile component of the aggregate demand 25 The use of Least Squares when serial autocorrelation exists impedes the inference because the covariance matrix for the estimators given by the estimation is wrong.
26 See also [Nelson and Plosser, 1982] and [Blanchard and Quah, 1989] for the discussion about the persistence of the output fluctuations.
27 [Shapiro and Watson, 1988] Regarding the nominal exchange rate, its inclusion will permit us not only to control for the effect of the terms of trade but also to examine if the short run effects of a depreciation (or an appreciation) of the exchange rate is contractionary (or expansionary).
The specification will leave aside the technological shocks 30 , which are an important element in the real business cycle literature. There are some reasons that justify this decision: first, it is unlikely the existence of technological shocks with enough variance that can explain variations of GDP quarter to quarter even with common theoretical amplifiers; 31 second, proxies of technical change, like total factor productivity are not usually reliable and third, despite a clear identification is impossible, it might be said that our ARMA is already controlling for the new information (innovations), including non-observable shocks that changes the output.
As another supply side shock, the climate phenomenon El Niño was considered in our analysis.
I revised the multivariate ENSO (El Niño/Southern Oscillation Phenomenon) index 32 that is positive when the warm phase (El Niño) occurs. I examined directly the index and several dummy variables related to it (for example, if the quarter was in the warm phase or not; if the quarter was in a warm phase with an index that was one standard deviation higher than the average or not; if the absolute value of the index was relatively high to its average or not and some more).
Although, for some of these dummies, the expected negative correlation was found in the case of the value added in agriculture, the evidence is not satisfactory to offer a clear explanation about the aggregate output. There is not a systematic relation between El Niño and the GDP for the 30 Unless we think in the terms of trade as a technological shock as we saw in some of the literature in section 2 31 see i.e. Mankiw [1989] for a formal criticism over the real business cycle theory or Holland and Scott [1998] as an empirical defense for the technical changes to explain the business cycle in the United Kingdom.
32 http://www.esrl.noaa.gov/psd/enso/enso.mei_index.html Other set of dummies might be suggested by the literature, especially from cross-country and panel data works: moments of electoral decisions and changes of government, financial crisis in related countries or capital account shocks were also explored as an exercise, however, the interpretation of some dummies in our time series analysis can be misleading. Selecting specific quarters (in which the dummy would be equal to 1) when an election period can be relevant to explain output fluctuations lacks of a solid theoretical background. For example, the effects on investment of an electoral process could start one year before, sixth months before or just right the day in which the winner is announced. If there is no theory that supports the specification of this dummy, the estimate cannot be interpreted correctly. This aspect was also true for our comments on the climate changes.
Likewise, I am conscious about the omission of the expectations of the economic agents and also the management of these expectations as an instrument of the economic policy (i.e in monetary policy). This paper will not have them into account and of course this is a limitation of our work despite the difficulty to have a reliable proxy for that variable. Again, although some changes in expectations were approached by a dummy variable built from the short-run capital account, it is not clear either that a dummy is a good proxy of the expectations that may affect the aggregate outcome of the economy. In some extent, shocks to the capital account are going to be captured by the interest rates and the exchange rates.
Finally, the next step for our empirical strategy is to test our simple model. Even though in a further research we can explore if particular events may explain what the model cannot 33 , the main purpose of the study is not to obtain a forecasting model but to evaluate the role of the terms of trade. The exclusion of the dummies is only crucial depending on the degree in which we expect that they can undermine the importance of these terms of trade. Then, some different robustness checks will be performed.
Variables of the Model and Data Description Gross domestic product (GDP)
The dependent variable is the first difference of the logarithm of the GDP (DLGDP) for Colombia (approximately quarterly growth of the GDP) ( figure 3 ). This transformation responds to both reasons: the economic meaning of the variable in terms of the output fluctuations and the stationarity requirement in the technique Box-Jenkins. According to different tests, we reject the null hypothesis that claims that this series have a unit root (The Dickey-Fuller tests for this and other variables are reported in the appendix 1). The weak stationarity of DLGDP is thus assumed.
The cyclical component of the GDP was also estimated through the Hodrick-Prescott filter (GDPCYCLE) as a proxy of the business cycle. This series is also stationary. Figure 5 shows the simple correlation. Figure 6 shows the co-movement between the two cyclical components, obtained through the Hodrick-Prescott filter.
Our analysis is assuming from the dependent economy framework that the terms of trade are exogenous and that they can cause the output fluctuations and not the other way around. This is a very plausible assumption given the Colombian economic structure s features described in the background section. In the same way, a Granger causality test was performed. The test suggests that we cannot reject the null hypothesis that the GDP variations do not cause the variations of (table 2) .
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In addition to our terms of trade definitions, I work with four more related variables: a Laspeyre index 35 for the prices of oil, coal, coffee and nickel (PXCL), the oil prices (OILPR) 36 , the unit value of imports (PIIFS) and the unit value of exports (PXIFS). 37 Given that the notation DL means the first difference of the logarithm, the transformed variables are called DLPXCL, DLOILPR DLPIIFS and DLPXIFS respectively (figure 7). Similarly to the dependent variable, DLTOTIFS, DLTOTCL, DLPXCL and DLOILPR are stationary (see appendix for some unit root tests).
Using different definitions from DLTOTIFS permits us to evaluate if the variation in the relative price of these four commodities are significantly correlated to the output fluctuations, to narrow the set of possible theoretical mechanisms in the relationship terms of trade and GDP and to study the separate effect from the price of exports and the price of importable goods.
Lending Interest Rate (LIR) and Nominal Exchange Rate (NER)
Two control variables in the right hand side of our regression are included. The first one is DLIR (the first difference of the lending interest rate). The lending rate was obtained from the Colombian Central Bank and corresponds to a weighted average of effective rates for all the banking system including all the types of credit (i.e. for investment and credit cards It is important to notice that the explanatory variables could be correlated among them. For instance, changes in the structure of interest rates along with some degree of capital mobility may create pressure on the exchange rate. The same can be said for the relationship between terms of trade and interest rates or between the terms of trade and the exchange rate. In addition to that, we have to be careful with the fact that the causation might be running in the other direction, for example, from GDP to the monetary variables. Regarding a possible multicollinearity, Figure   8 shows that only a negative correlation between the terms of trade and the depreciation of the nominal exchange rate is described by the Colombian data. Different specifications should let us avoid eventual shortcomings in our interpretation.
Model Specification and Results
The specification of the ARMA component of the model was based on the correlogram for the dependent variable. Both the autocorrelation and the partial correlation functions start falling after the third lag suggesting a specification around the ARMA(3,3). After observing different combinations, I decided the ARMA(2,4) without including the first lag for the autoregressive component and without the first and second lags for the moving average. The number of lags seem to be reasonable to interpret the effects on the dependent variable. Given our quarterly data, the second and fourth lags refer to one semester and one year lag respectively. Our basic ARMA model corresponds to:
where µ are the errors.
As Regression 2 includes the first difference of the logarithm of the terms of trade for the four most important Colombian commodities (DLTOTCL):
The estimate is significantly positive at 1% level. The magnitude of estimate for the contemporaneous effect means that 1% increase in the growth of the terms of trade increases in 0.018% the quarterly growth of the GDP (holding other variables constant). This magnitude is important.
One standard deviation in DLTOTCL equal to 13.56%, will change the quarterly growth of the GDP in 0.25%. This change is around 20% of one standard deviation in the quarterly growth of the GDP. Once the persistence effect is calculated, the same standard deviation of DTOTLC is associated to a change in the quarterly GDP growth for around 0.37% 39 (30% of one standard deviation in the quarterly growth of the GDP). Therefore, we might say, according to our model that around 1/3 of the variability of the GDP quarterly growth is driven by the terms of trade for the four most important Colombian exportable commodities.
This effect is completely robust when the definition of the terms of trade is extended to include the unit value of all the Colombian exports (DLTOTIFS). In this case (regression 3) the estimate is higher (0.049) but the standard deviation of DLTOTIFS is lower (5.4%). The regressor is still explaining around 1/3 of the variation in the GDP growth.
Regression 4 adds to the ARMA model the first difference of the lending nominal interest rate (DLIR) lagged two quarters 40 :
39 To get the total effect given the persistence, I used the estimate for the autoregressive component. The total effect will be equal to 0.018 * (1 + 0.32 + 032 2 + 0.32 3 ...) 0.018 1−0.32 = 0.027. Then 13.56 * 0.027 = 0.37 40 other lags and the contemporaneous form were not significant and excluded
The estimate is statistically significant at 1% level and negative as theory would suggest, especially if it captures the effect on investment. The magnitude of the estimate (for the contemporaneous effect) is however smaller than the magnitude for the terms of trade: -0.000908. This means that one standard deviation in DLIR (2.9%) would decrease the quarterly growth rate of the GDP in -0.0026% (almost 100 times less than the effect of one standard deviation of the terms of trade). Regressions 8 and 9 include both variables the terms of trade and the lending interest rate:
Both estimates are significant at 5% level (and less), with the expected signs and similar estimates in comparison to the specifications in which the variables were included separately.
Furthermore, the R squared increased from 0.33 and 0.38 to 0.48 improving the ability of the model to explain the quarterly GDP variations. It is clear that the use of all the time series information in our complete ARMAX model increases the percentage of variation that is explained by the model. 41 In addition, the F-test rejects the null hypothesis that all our estimates are equal to zero, showing that the explained sum of squares are relatively higher than the residual sum of squares.
The inclusion of the depreciation of the nominal exchange rate, first difference of the logarithm of the nominal exchange rate (Col. pesos per US dollar) lagged one quarter (DLNER), was well received in regressions 5 and 7 but not in 6 when the other two variables (terms of trade and the lending interest rate) were there. Regressions 8 and 9 do not include DLNER in order to get a parsimonious model with all the effects significant ( figure 9 shows the actual, fitted and residuals of regression 8). However, the significant negative sign for the nominal devaluation when the variable is included separately (or without the interest rate) supports the theories associated to the contractionary effects of devaluations that were commented in section 2 (an appreciation may increase the output in the short run).
In general, when the specification is getting more complicated with the inclusion of more variables, having into account the ARMA components and the lagged forms of the explanatory variables, relationships become less tractable and the significance of the estimates can be affected. This may occur due to some degree of multicollinearity between the lagged terms and the autoregressive component which could inflate the variance of the estimate and reduce its significance. In summary, the estimate of the the impact of terms of trade on the output fluctuations is positive, significant, very important in magnitude and robust to the inclusion of other important variables (see figure 10 for some partial correlation plots for DLTOTCL and DLTOTIFS in relation to DLGDP).
42
41 Regressions 10 and 11 show that the signs and magnitudes of our estimates are robust if the ARMA structure were removed. 42 The set of other independent variables is composed by DLIR(-2) and DLGDP lagged two and three periods ), divided in its two components, displays the expected signs and significance. This robustness check shows that is not only one component of the terms of trade which is determining the output in the short run, it is both: the price of exports and the price of imports. This is a quite important result that supports, accordingly to the three-goods model for a developing country, that the purchasing power of exports (in terms of imported inputs) may be the channel in which terms of trade and output are connected.
As another check of robustness and in line with the literature of business cycles, econometric results (3) (table 6) suggest that the background presented in this paper is also relevant to explain the cyclical component of the quarterly GDP through the cyclical components of the variables related to the terms of trade.
44
43 United States is the destination for approximately 40% of the total Colombian exports and 70% of the Colombian exported oil.
44 All the cyclical components were obtained by the filter Hodrick-Prescott. Their stationarity was also tested. Econometric Results (4) (table 6) shows that even when the growth of the consumption, growth of the public expenditure or the growth of the exports are included, the estimates for the terms of trade and the lending interest rate are robust. Regressions 24 and 26 give us however more information.
First, in regression 24, the estimate of the public expenditure effect is not significant at the 5%
level. This suggests that the correlation between the terms of trade and the public expenditure may be creating some variance inflation that affects the significance. Second, in regression 26, that includes the investment, the estimate of terms of trade effect on GDP stops being significant (for the first time). Similarly, something is occurring due to the correlation between terms of trade and investment. Regressions 28 and 29 show that the variables used to explain the performance of the short run GDP are still correlated to the public expenditure and the investment. These tests of robustness hence permitted us not only to ratify the significant role of the terms of trade but also to suggest in a more detailed level that the effects on aggregate output may be occurring because of the positive effects of the terms of trade on investment and public expenditure. As mentioned in the beginning of this section, investment is the component of aggregate demand whose changes are the most correlated to the changes in the GDP.
Concluding remarks
Although it is sometimes claimed that the positive correlation between the terms of trade and the aggregate output can be established apriori, a vast literature describes the complexity in the relationship of these two variables. First, not only a positive but also a negative correlation has been found in some developing countries. Second, the usual theoretical framework used to describe open small economies permits outcomes in which the relationship can be negative or null. Everything depends on the plausibility of the assumptions made for a particular economy and the way in which the domestic markets adjust after external shocks. The idea of an ambiguous effect has been lately part of a debate in Colombia about the perverse effects of the terms of trade and the well known Dutch Disease. This outcome that is commonly associated to the long run might also act in the short run depending on how fast possible contractionary effects of a commodity price boom can be transmitted.
The estimate of the impact of the terms of trade on the GDP is, however, not only significantly positive but also very important in magnitude. Around 1/3 of the variation of the quarterly GDP growth could be explained by one standard deviation in the growth of the terms of trade (holding other variables constant). The results are robust to different decompositions of the terms of trade and the inclusion of two control variables: the nominal lending interest rate and the depreciation of nominal exchange rate. The positive effect of the terms of trade is much higher (100 times) than the significant negative effect (in absolute value) of one standard deviation in the change of the lending interest rate.
In addition, the depreciation of the nominal exchange rate seems to have a negative effect on output in the short run. This preliminary result could be supporting the theory of contractionary effects of a depreciation. This might be important when analyzing potential policies to control, for example, the appreciation of the nominal exchange rate that Colombia is experiencing. Likewise, long-run analysis that suggest devaluation as a convenient tool for growth, if applied to Colombia, could need to take into account the short run dynamic that would describe an initial cost in the terms of output.
In summary, robust evidence that supports the hypothesis that the terms of trade have a very important role in the determination of the short-run variations of the Colombian GDP in the period 1994-2009 is found. Different models and tests for stationary series along with the particularities of the Colombian economy suggest that the terms of trade are exogenous and a source of the output fluctuations as described in the three-goods model for a dependent economy. The evidence also indicates that investment may be the most important demand component that drives the aggregate outcome. At least in the short run, the evidence does not indicate that the negative effects of the terms of trade (Dutch Disease), if they exist, can offset the positive effects on aggregate output.
Appendix 1: unit root tests

