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a b s t r a c t
Grooming traffic in optical networks can be formulated as partitioning the edges of a graph
into subgraphs each having at most a specified number c of edges; a typical objective is
to minimize the sum over all subgraphs of the vertices of nonzero degree (the drop cost).
In practice, however, one may be constrained so that each vertex has nonzero degree in a
limited number of different subgraphs of the partition. This is the load on the vertex, and
the load of the grooming is the largest load at any vertex. Theminimum load of a grooming
for an n-vertexm-edge graph is determined here for all n,m, and c ∈ {2, 3, 4}. Indeed it is
shown that in these cases drop cost and load can be minimized simultaneously.
© 2011 Elsevier B.V. All rights reserved.
1. Graph decomposition and grooming
A unidirectional SONET ring connects n nodes in a circular fashion. Naming the nodes 0, . . . , n − 1, a connection is
provided from node i to node i+ 1 mod n for 0 ≤ i < n. Each connection supports a number of independent wavelengths
on which communications can be carried, and each wavelength can be multiplexed to carry a number of traffic streams. In
addition, each wavelength has a capacity, and the traffic streams assigned to a specific wavelength on any one connection
cannot exceed the capacity of thewavelength. Traffic requirements specify a set of traffic streams; each traffic stream consists
of a source node, a destinationnode, and a required capacity. The assignment of a stream from i to jwith capacity requirement
p to a particular wavelength λ consumes p of the available capacity on each of the links {(k, k+ 1) : i ≤ k < j}when i < j,
or on each of the links {(k mod n, k+ 1 mod n) : j ≤ k < n+ i} when i > j. Traffic grooming is the process of choosing an
assignment for each traffic stream such that for every connection on every wavelength, there is sufficient capacity to carry
the union of the traffic assigned [19]. A natural objective is to minimize the number of wavelengths required in a grooming.
It is by no means the only one. When a traffic stream from i to j is assigned to a wavelength λ, although the traffic traverses
intermediate nodes on the ring, it may optically bypass these nodes. However, at nodes i and j, a conversion is needed to
add or drop traffic; an add–drop multiplexer (ADM) is needed. Equipping nodes with ADMs incurs a substantial hardware
cost, often called the drop cost. By grooming traffic streams with overlapping source and destination nodes onto the same
wavelength, drop cost can be reduced. The minimization of drop cost has been a topic of much study [5–7,16,19,20]. Wang
and Gu [21] remark that prior work has assumed that every node is capable of housing as many ADMs as needed, yet there
are physical limitations on the number of ADMs that can be housed and the number of ports that can be active at a node.
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Henceminimizing themaximum number of ADMs at a node is also of concern. Indeedwhen this minimum number exceeds
the limitations on a node, one is instead concerned with maximizing the throughput of the traffic streams that are assigned.
This leads to many competing objectives for the utility of a traffic grooming.
The complexity of finding good traffic groomings has led to numerous general techniques (see [17], for example). This
complexity has led to a focus on simplifiedmodels of traffic requirements.Uniform traffic requirements specify that all traffic
streamswith nonzero traffic requirement have the same traffic requirement. Symmetric traffic requirements specify that the
traffic requirement from node i to node j is the same as that from node j to node i. All-to-all traffic requirements arise when
for every two distinct nodes i and j, the traffic requirement from i to j is nonzero. The case of all-to-all uniform traffic (which
is necessarily symmetric as well) has been extensively studied [18,20]. When traffic requirements are symmetric, the traffic
stream from node i to node j and that from node j to node i form a complete circuit of the ring, a primitive ring.
We make the objectives for grooming in symmetric uniform SONET ring networks precise by adopting a graph-theoretic
formulation that is explicitly developed in [5,12]. First, it suffices to consider only groomings that assign both traffic streams
of a primitive ring to the same wavelength, or leave both unassigned (see [21] for a proof). Therefore rather than mapping
traffic streams to wavelengths, we map primitive rings to wavelengths. The key observation is that the primitive ring
{(i, j), (j, i)} can be represented as an unordered pair {i, j}. This enables us to interpret groomings as decompositions
of undirected graphs. In such a decomposition, a subgraph specifies a set of primitive rings to be assigned to the same
wavelength.
Let G = (V , E) be a finite simple graph. A subgraph of G is a graph (V ′, E ′) with the property that E ′ ⊆ E and e ⊆ V ′ for
every e ∈ E ′. The subgraph is spanning if V = V ′; henceforth we consider only spanning subgraphs. Subgraphs G1 = (V , E1)
and G2 = (V , E2) are disjoint if E1 ∩ E2 = ∅. When subgraphs {Gi = (V , Ei) : 1 ≤ i ≤ s} are pairwise disjoint,
G = {G1, . . . ,Gs} is a (subgraph) packing. When in addition,si=1 Ei = E,G = {G1, . . . ,Gs} is a (subgraph) decomposition.
We introduce six fundamental parameters of decompositions as used in traffic grooming in optical networks.
1. The node count nc(G) of decomposition G is the number of vertices in G.
2. The throughput tp(G) of decomposition G is the number of edges in G.
3. The grooming ratio gr(G) of decomposition G is maxsi=1 |Ei|. A decomposition G of G = (V , E) into subgraphs {G1, . . . ,Gs}
is a c-grooming if gr(G) ≤ c.
4. The wavelength cost wc(G) is the number s of subgraphs in the decomposition.
5. The drop cost dc(G) of a graph G is the number of vertices of nonzero degree in G. The drop cost dc(G) of a graph
decomposition G = {G1, . . . ,Gs} is∑si=1 dc(Gi).
6. The load ℓd(G, v) on vertex v in decomposition G is the number of subgraphs in which v has nonzero degree. The load
ℓd(G) of decomposition G is maxv∈V ℓd(G, v).
In optical networking, tp(G) determines the number of pairs between which traffic can be routed, and hence larger
throughput is desired. On the other hand, gr(G) determines the fraction of a wavelength available (in the worst case) for
communication between two nodes; alternatively it specifies a maximum for the number of such communications that are
groomed onto a single wavelength. To maximize capacity, one wants to minimize the grooming ratio. Once the number of
nodes n, the throughput m, and the grooming ratio c are selected, it is important to minimize each of wc(G), dc(G), and
ℓd(G), over all c-groomings of graphs on n vertices andm edges. Each determines an amount of hardware needed to employ
the grooming for wavelength assignment, and their minimization arises in reducing hardware costs.
Typically, the node count n, throughput m, and grooming ratio c are specified as input, and we wish to choose a
decomposition G with nc(G) = n, tp(G) ≥ m, and gr(G) ≤ c that minimizes one (or more) of wc(G), dc(G), and ℓd(G).
Let wc(c, n,m), dc(c, n,m), and ℓd(c, n,m) be the minima. The minimum wc(c, n,m) is easily determined in general; it ism
c

; to see this, choose any n-vertex,m-edge graph and partition its edge set into
m
c

classes each having at most c edges.
Minimizing drop cost ofG is a muchmore challenging problem. A lower bound is obtained by first determining the graph
Mc with at most c edges for which the ratio of the number of vertices of nonzero degree inMc to the number of edges inMc
is minimized; call this minimum ρc . Then dc(c, n,m) ≥ ρcm. The calculation of ρc is straightforward: Choose the smallest ν
for which

ν
2
 ≥ c , and compute ρc = min ρc−1, νc . (Hence ρ1 = 2, ρ2 = 32 , ρ3 = 1, ρ4 = 1, ρ5 = 45 , ρ6 = 23 , ρ7 = 23 , and
so on.)We derive a lower bound of
√
2√
c on ρc in general. Suppose to the contrary that ρc <
√
2√
c . Then theremust exist a simple
graphwith c ′ ≤ c edges and less than c′
√
2√
c vertices. On this number of vertices atmost
c′
√
2√
c

c′
√
2√
c − 1

/2 = (c′)2c − c
′√
2c
< c ′
edges can arise, so the graph does not exist. This bound is not precise: for example, ρ7 = 23 >
√
2√
7
.
In general, the simple lower bound on drop cost obtained by using ρc is not sufficient. Minimum drop cost has been
determined in the case whenm =  n2  for small values of c as follows:
1. ([20], for example) dc

2, n,
 n
2
 =  32  n2 .
2. [2] dc

3, n,
 n
2
 =

 n
2

if n ≡ 1, 3(mod 6) n
2

+ 2 if n ≡ 5(mod 6) n
2

+
 n
4

if n ≡ 0, 2, 4, 6, 10(mod 12) n
2

+
 n
4

+ 1 if n ≡ 8(mod 12).
538 C.J. Colbourn et al. / Discrete Mathematics 312 (2012) 536–544
3. [5,18] dc

4, n,
 n
2
 =  n2  if n ≠ 2.
4. [4] dc

5, n,
 n
2
 = 4 ·  15  n2 +

0 if n ≡ 0, 1(mod 5) and n ≠ 5
1 if n = 5
2 if n ≡ 2, 4(mod 5) and n ≠ 7
3 if n = 7
3 if n ≡ 3(mod 5) and n ≠ 8
4 if n = 8.
In addition, substantial results are known for c = 6 [3], c = 7 [9], and c = 8 [10]. The extension to two-period grooming is
examined in [12,13].
Minimizing load in this setting has not been studied. A simple lower bound is obtained as follows. For any decomposition
G = {G1, . . . ,Gs} of (V , E), we have dc(G) = ∑v∈V ℓd(G, v). Hence ℓd(c, n,m) ≥  dc(c,n,m)n . It may happen that load is
minimized while drop cost is not, because load limits the maximum while drop cost limits the total. On the other hand,
minimum drop cost does not ensure minimum load. Therefore we introduce a further property. A c-grooming G is balanced
if, for every two vertices v andw, |ℓd(G, v)−ℓd(G, w)| ≤ 1. Thenwhen dc(G) = dc(c, n,m) and G is balanced, it also holds
that ℓd(G) = ℓd(c, n,m).
Often one is interested in minimizing wavelength cost, drop cost, and load simultaneously. This is not always possible.
Consider, for example, the case with n = 13,m = 78, and c = 7. Then wc(7, 13, 78) =  787  = 12. Because
ρ7 = 23 , dc(7, 13, 78) ≥ 52 and ℓd(7, 13, 78) ≥ 5213 = 4. There is a decomposition G of K13 into 13 graphs each isomorphic
to K4 such that dc(G) = 52 and ℓd(G) = 4. Hence dc(7, 13, 78) = 52 and ℓd(7, 13, 78) = 4, but the decomposition G has
wc(G) = 13. Suppose that we restrict to a decomposition G′ into 12 subgraphs. Then at least six of these subgraphs must
have seven edges and hence involve at least five vertices each. It follows that dc(G′) ≥ 57 · 42 + 23 · 36 = 54, and hence
dc(G′) > dc(7, 13, 78). Moreover, since ℓd(G′) ≥

dc(G′)
13

≥ 5, we find that ℓd(G′) > ℓd(7, 13, 78). It follows that, in
general, when one requires the number of wavelengths to be minimum, one cannot simultaneously require either load or
drop cost to be minimum.
In this paper we are primarily concerned with determining ℓd(c, n,m) and dc(c, n,m) for ‘small’ values of c. When
possible, the decompositions realizing the minimum load also have the lowest drop cost and lowest wavelength cost. In
some cases, it can be more convenient to determine tp(c, n, ℓ), the maximum throughput of a c-grooming G of an n-vertex
graph having ℓd(G) ≤ ℓ.
2. The load for grooming ratio c = 2
Lemma 2.1 ([15,22]). Let G be a connected graph. Then the edges of G can be partitioned into copies of P3 when the number of
edges is even, and into a single edge together with copies of P3 when the number of edges is odd.
Theorem 2.2. For n ≥ 2 and 0 ≤ m ≤  n2  , ℓd(2, n,m) =  3m2n . Moreover, there is a 2-grooming Gwith nc(G) = n, tp(G) =
m, ℓd(G) = ℓd(2, n,m), dc(G) = dc(2, n,m), andwc(G) = wc(2, n,m).
Proof. Provided that the decomposition G produced contains at most one subgraph containing a single edge, with all
others containing two edges, the wavelength cost is minimum. If, in addition, every two-edge subgraph is a path on three
vertices, the drop cost is minimum. Hence we concentrate on 2-groomings in which every subgraph except possibly one
is a path P3. It remains to establish the first statement. The necessity is immediate, because dc(2, n,m) ≥
 3m
2

and
ℓd(c, n,m) ≥

dc(c,n,m)
n

.
We must establish sufficiency. To do this, we produce a balanced 2-grooming G with dc(G) = dc(2, n,m) =  3m2 . In
each case we take the vertex set to be Zn = {0, . . . , n − 1}. Write n = 4t + 4, n = 4t + 1, n = 4t + 2, n = 4t + 3,
with t an integer. Write
 3m
2
 = 3sn + α with 0 ≤ s ≤ t an integer and α as small as possible. For s ≥ 1, choose pairs
{{ai0, ai1} : i = 1, . . . , s} of positive integers with | ∪si=1{ai0, ai1}| = 2s; 2aij < n for 1 ≤ i ≤ s and j ∈ {0, 1}; ensure that∪si=1{ai0, ai1} does not contain 1 when n ≡ 0, 3(mod 4). When s < t , also ensure that {1, 2} ∩ ∪si=1{ai0, ai1} = ∅ and that
when n ≡ 0(mod 4), t + 1 ∉ ∪si=1{ai0, ai1}. Form a setP of P3s: {[j+ ai0, j, j+ ai1] : 0 ≤ j < n, 1 ≤ i ≤ s}, arithmetic being
done modulo n. The set P incurs a drop cost of 3sn; it is balanced with a load of 3s at each vertex. We must complete the
decomposition.
First we treat the case when s < t . Then α < 3n and m′ = m − 2sn < 2n edges remain to be added. Let
Gj = [j+ 1, j, j+ 2] for 0 ≤ j < n, with arithmetic modulo n. Order these subgraphs as (H0, . . . ,Hn−1)where Hi = G3i mod n
when n ≡ 1, 2(mod 3); when n ≡ 0(mod 3) set Hi = G3i,Hi+n/3 = G3i+1, and Hi+2n/3 = G3i+2 for 0 ≤ i < n3 . Then include
the first

m′
2

of the graphs (H0, . . . ,Hn−1). If m′ is odd, add a subgraph containing a single edge from Hm′
2
 that balances
the load, if necessary. Taking the union of the subgraphs in any prefix of (H0, . . . ,Hn−1), the subgraphs form a balanced
decomposition, and the result follows.
It remains to treat cases with s = t . Whenm′ edges remain, α =

3m′
2

. When n ≡ 1(mod 4), no edges remain. We treat
the remaining three cases in turn.
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Fig. 1. Adding four edges on twelve vertices.
Fig. 2. Adding two edges on eight vertices.
Case 1: n ≡ 3(mod 4): Then m′ ≤ n edges remain, and the unused edges have the form {{i, i + 1} : 0 ≤ i < n}. These
form a single cycle of length n. When m′ ≤ 2n3 , include the P3s [3i, 3i + 1, 3i + 2] for 0 ≤ i <

m′
2

, and when
m′ is odd, add the edge

3

m′
2

, 3

m′
2

+ 1

as a subgraph. In this case, each vertex has its load increased by
at most 1. When m′ > 2n3 , first form the
 n
3

P3s [3i, 3i + 1, 3i + 2] for 0 ≤ i <
 n
3

. When n ≢ 0(mod 3),
adjoin the path [n− 2, n− 1, 0]. These  n3 P3s are balanced, with every vertex having load 1 or 2. Nowm′′ edges
remain where: m′′ = m′ − 2n3 when n ≡ 0(mod 3);m′′ = m′ − 2n+43 when n ≡ 1(mod 3); and m′′ = m′ − 2n+23
when n ≡ 2(mod 3). Hence m′′ ≤  n3. For 0 ≤ i < m′′2 , replace the P3[6i + 3, 6i + 4, 6i + 5] by two P3s
[6i + 2, 6i + 3, 6i + 4] and [6i + 4, 6i + 5, 6i + 6]. (The loads of 6i + 2, 6i + 4, and 6i + 6 increase from 1 to 2;
other loads remain unchanged.) Finally ifm′′ is odd, choose any unused edge to add as a subgraph.
Case 2: n ≡ 0(mod 4): Then m′ ≤ 3n2 edges remain, and the unused edges have the form {{i, i + 1} : 0 ≤ i <
n} ∪ {{i, i + n/2} : 0 ≤ i < n/2}. When m′ ≤ n, proceed exactly as in Case 1. When m′ >  4n3 , let G be a graph
with all n edges in {{i, i+ 1} : 0 ≤ i < n} together with anym′ − n edges in {{i, i+ n/2} : 0 ≤ i < n/2}. Partition
G using Lemma 2.1. When n < m′ ≤  4n3 , letm′′ = m′ − n, and form the n2P3s [2i, 2i+ 1, 2i+ 2] : 0 ≤ i < n2.
Every vertex with odd label has load 1 in this set of subgraphs, and every vertex with even label has load 2.
Write m′ − n = 4s′ + α′ with 0 ≤ α′ < 4. For 0 ≤ i < s, consider the edges induced on vertices
{6i + 0, . . . , 6i + 6} ∪ {6i + n/2 + 0, . . . , 6i + n/2 + 6}; these are shown in Fig. 1 using labels 0, . . . , 6 and
0ˆ, . . . , 6ˆ. The six paths from the initial P3s are shown in the before picture. Replacing them by the eight paths in
the after picture increases the number of edges by 4, leaving the load at each vertex at most 2.
Now if α′ > 0 and s′ <
 n
12

, repeat the same replacement with i = s′, but delete any one edge in a P3 when
α′ = 3; delete any P3 when α′ = 2; and delete any P3 and any one edge in another P3 when α′ = 1, to obtain
exactlym′ edges without increasing the load. It remains only to treat cases when n = 12z + 4 andm′ = 16z + 5,
and when n = 12z + 8 and m′ ∈ {16z + 9, 16z + 10}. For the first, handle 16z + 4 edges as above, and add
edge
 n
2 − 1, n− 1

as a subgraph. For the second, apply the exchange in Fig. 2 to obtain 16z + 10 edges, taking
i to represent 6z + i and iˆ to represent 6z + 4 + 6z + i = (n/2) + 6z + i, for 0 ≤ i ≤ 4. To treat the case with
m′ = 16z + 9, delete one edge from any P3.
Case 3: n ≡ 2(mod 4): Then m′ ≤ n2 edges remain, and the unused edges have the form {{i, i + n/2} : 0 ≤ i < n/2}.
Without loss of generality, suppose that a10 = 1 and a11 = 2, so [j + 1, j, j + 2] is in P for 0 ≤ j < n. For
0 ≤ i <

m′
2

, replace [2i+ 1, 2i, 2i+ 2] by [2i, 2i+ 1, 2i+ 1+ n/2] and [2i+ 2, 2i, 2i+ n/2]. Each increases the
loads of vertices 2i, 2i+ n/2 and 2i+ 1+ n/2 by 1 and leaves other loads unchanged. Finally whenm′ is odd, add
a subgraph containing any single unused edge.
In each case, the 2-grooming produced has minimum drop cost and is balanced, and hence realizes the minimum load, 3m
2n

. 
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3. The load for grooming ratio c = 3
Evidently in a 3-grooming, the drop cost is lowest when ‘most’ of the subgraphs in the grooming are triangles. Hence we
employ well-studied combinatorial designs that partition ‘most’ of the edges of the complete graph. LetX be a finite set of
v elements, and let G = {G1,G2, . . . ,Gs} be a partition ofX into subsets called groups. LetB be a collection of subsets ofX
called blocks, and setK = {|B| : B ∈ B}, the set of block sizes. If (X,B) has the property that every pair of elements appears
either in exactly one block or in exactly one group it is a group divisible design, and is denoted byK-GDD. The type of the
GDD is zt11 z
t2
2 z
t3
3 · · · ztss when the number of groups of size zi is ti. We consider only the case whenK = {3}, first recalling
two well known results.
Theorem 3.1 ([11]). Let g, t, and u be nonnegative integers. There exists a {3}-GDD of type g tu1 if and only if the following
conditions are all satisfied:
(i) if g > 0, then t ≥ 3, or t = 2 and u = g, or t = 1 and u = 0, or t = 0;
(ii) u ≤ g(t − 1) or gt = 0;
(iii) g(t − 1)+ u ≡ 0 mod 2 or gt = 0;
(iv) gt ≡ 0 mod 2 or u = 0;
(v) 12g
2t(t − 1)+ gtu ≡ 0 mod 3.
Lemma 3.2 ([8]). A {3}-GDD on v elements with group sizes g1 ≥ g2 ≥ · · · ≥ gs exists only if:
1.

v
2
 ≡∑si=1  gi2  mod 3;
2. v ≡ gi mod 2 for all i = 1, . . . , s;
3. g1 ≤∑si=3 gi;
4. v0(v − v0) ≤ 2

v0
2
+  v−v02 −∑si=1  gi2 , whenever v0 =∑si=1 αigi and αi ∈ {0, 1}, i = 1, . . . , s;
5. 2g2g3 ≥ g1

g2 + g3 −∑si=4 gi; and
6. if g1 =∑si=3 gi, 2g3g4 ≥ (g1 − g2) g3 + g4 −∑si=5 gi.
These conditions are sufficient when v ≤ 60.
We use these to establish a general result about the existence of {3}-GDDs of even order in which all group sizes are 2,
4, or 6.
Theorem 3.3. There is a {3}-GDD of type 6r4s2t if and only if r + s+ t ≠ 2, (s mod 3, t mod 3) ∈ {(0, 0), (0, 1), (1, 0)}, r +
s+ t = 3 exactly when {r, s, t} = {3, 0, 0}, and (r, s, t) ≠ (1, 0, 3).
Proof. Necessity follows from Lemma 3.2. For sufficiency, first note that whenever there is a {3}-GDD of type 6r+14s2t−3,
placing a {3}-GDD of type 23 on one hole of size 6 yields a {3}-GDD of type 6r4s2t . When the necessary conditions for the
latter are met, those for type 6r+14s2t−3 are met except when t ∈ {0, 1}, or when r = s = 1 and t = 3. A {3}-GDD of type
614123 exists by Lemma 3.2, so we suppose henceforth that t ∈ {0, 1}. When r = 0, the {3}-GDD of type 4s2t exists by
Theorem 3.1, so we suppose that r ≥ 1.
When r = 1, a {3}-GDD of type 614s exists for all s ≡ 0, 1(mod 3), s ≠ 1, by Theorem 3.1. To obtain a {3}-GDD of type
614s21 for all s ≡ 0(mod 3), s > 0, solutions when s ∈ {3, 6} are given by Lemma 3.2. When s ≥ 9, Theorem 3.1 gives a
{3}-GDD of type 4s−3201; filling the hole with the solution for s = 3 gives a solution. This treats all cases with r = 1.
When r = 2, {3}-GDD of types 6243 and 624321 exist by Lemma 3.2. Using {3}-GDD of type 4s−3241 when s ≥ 10 and
type 4s−3261 when s ≥ 12, both Theorem 3.1 and filling the hole provide the required GDDs. A {3}-GDD of type 624s exists
when s ∈ {4, 6, 7, 9} by Lemma 3.2. A {3}-GDD of type 624s21 exists when s ∈ {6, 9} by Lemma 3.2. This treats all cases with
r = 2. Henceforth r ≥ 3.
If 6(r − 1) ≥ 4s + 2t then a {3}-GDD of type 6r(4s + 2t)1 exists by Theorem 3.1. Fill the large hole using a {3}-GDD of
type 4s2t from Theorem 3.1 to produce a {3}-GDD of type 6r4s2t . This treats all cases with 6r − 6 ≥ 4s+ 2t .
If 4(s − 1) ≥ 6r + 2t then a {3}-GDD of type 4s(6r + 2t)1 exists by Theorem 3.1. A {3}-GDD of type 6r2t exists by
Theorem 3.1, so fill the large hole to produce a {3}-GDD of type 6r4s2t . This treats all cases with 4s− 4 ≥ 6r + 2t .
It remains to treat cases with r ≥ 3 and 6r − 6− 2t < 4s < 6r + 2t + 4. When t = 0, we have 3r − 3 < 2s < 3r + 2;
when t = 1, we have 3r − 4 < 2s < 3r + 3. First suppose that t = 0. When r is even, say r = 2ρ, because s ≡ 0, 1(mod 3)
the only case to treat is type 62ρ43ρ with ρ ≥ 2.When r is odd, say r = 2ρ+1, the only case to treat is type 62ρ+143ρ+1 with
ρ ≥ 1. Now suppose that t = 1. When r is even, say r = 2ρ, because s ≡ 0(mod 3) the only case to treat is type 62ρ43ρ21
with ρ ≥ 2. When r is odd, say r = 2ρ + 1, the only case to treat is type 62ρ+143ρ21 with ρ ≥ 1.
When the type is 62ρ43ρ2t and ρ ≥ 3, fill the holes of a {3}-GDD of type 24ρ2t from Theorem 3.1 using a {3}-GDD of type
6243. Cases when ρ = 2 are treated using Lemma 3.2. When the type is 62ρ+143ρx1 with x ∈ {2, 4}, and ρ ≥ 3, fill the holes
of size 18 of a {3}-GDD of type 18ρ(6ρ+ 6+ x)1 from Theorem 3.1 using a {3}-GDD of type 6143 and fill the large hole using
a {3}-GDD of type 6ρ+1x1, both from Theorem 3.1. Cases when ρ = 2 are treated using a {3}-GDD of type 183x1; fill two
holes using a {3}-GDD of type 6143 and one using a {3}-GDD of type 63. Cases when ρ = 1 are treated using Lemma 3.2. 
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Theorem 3.4. Let mn =

n(n− 2)
2
if n ≡ 0, 2(mod 6) n
2

if n ≡ 1, 3(mod 6)
n(n− 2)
2
− 1 if n ≡ 4(mod 6) n
2

− 4 if n ≡ 5(mod 6)
.
For n ≥ 2 and 0 ≤ m ≤  n2 , write µ = min(m,mn) and ρ = m − µ. Let µ = µ when µ ≡ 0(mod 3), and µ = µ + 1
when µ ≢ 0(mod 3). Then
dc(3, n,m) = µ+ ρ +

ρ
2

if n ≡ 0, 2(mod 6) and ρ ≡ 0, 1, 3, 5(mod 6)ρ
2

+ 1 if n ≡ 0, 2(mod 6) and ρ ≡ 2, 4(mod 6)
ρ − 1
2

if n ≡ 4(mod 6) and ρ ≡ 0, 2, 3, 4(mod 6)
ρ − 1
2

+ 1 if n ≡ 4(mod 6) and ρ ≡ 1, 5(mod 6)ρ
3

if n ≡ 1(mod 2).
In each case, ℓd(3, n,m) =

dc(3,n,m)
n

. Moreover, there is a 3-grooming G with nc(G) = n, tp(G) = m, ℓd(G) =
ℓd(3, n,m), dc(G) = dc(3, n,m), andwc(G) = wc(3, n,m).
Proof. First we establish lower bounds on dc(3, n,m). Let G be a 3-grooming on m edges; without loss of generality, all
subgraphs are connected in the decomposition. Then dc(G) ism+γ , where γ is the number of subgraphs not isomorphic to
a triangle. When m ≢ 0(mod 3), γ ≥ 1. The maximum number of edge-disjoint triangles on n points arises in a maximum
partial triple system [14]; this has mn3 triples and coversmn edges. Hence γ ≥ ρ3 because at least ρ edges are not in triangles.
Together, these establish the lower bound when n is odd, and when n is even andm ≤ mn.
Let n be even and m > mn. Let γ = s3 + p4 + p3 + p2, where s3 is the number of subgraphs isomorphic to K1,3, and
pi is the number of subgraphs isomorphic to the path Pi for 2 ≤ i ≤ 4. When n ≡ 0, 2(mod 6), the union of all graphs
of the decomposition forms an n-vertex graph having at least 2ρ vertices of odd degree. Because triangles contribute even
amounts to the degree, we obtain the inequality 4s3 + 2p4 + 2p3 + 2p2 ≥ 2ρ. However, whenever s3 + p4 + p3 > 0, we
are unable to include the maximum number of triangles in the decomposition. Indeed denoting by (d1, . . . , dn) the vertex
degrees of the graph formed by the union of the triangles, we find that the number of triangles cannot exceed
∑n
i=1 di
6

.
But
∑n
i=1 di + 2s3 + 4p4 + 2p3 ≤ n(n − 2), which bounds the number of triangles from above, forcing more edges to be
in subgraphs other than triangles. This leads to a second inequality: 3s3 + 3p4 + 2p3 + p2 ≥ ρ + 3

2s3+4p4+2p2
6

. The
first inequality yields γ ≥  ρ2 . When ρ is even, equality holds only when s3 = ρ2 and p4 = p3 = p2 = 0. Then when
ρ ≡ 2, 4(mod 6), the second inequality is violated, and we require that γ ≥  ρ2 + 1.
By similar arguments, the case when n ≡ 4(mod 6) yields the inequalities 4s3 + 2p4 + 2p3 + 2p2 ≥ 2ρ − 2 and
3s3 + 3p4 + 2p3 + p2 ≥ ρ + 3

2s3+4p4+2p2−2
6

. Hence we obtain γ ≥

ρ−1
2

, and γ ≥

ρ−1
2

+ 1 when ρ ≡ 1, 5(mod 6).
Now we establish sufficiency. First suppose that m ≤ mn. Choose any t =
m
3

of the triples of a maximum partial
triple system. Andersen et al. [1] establish that whenever a partial triple system on t triples and n points exists, there is
one in which every two points appear in numbers of triples that differ by at most 1 (i.e. the decomposition is balanced).
To obtain the desired result, delete one edge from any triple when m ≡ 2(mod 3), or two edges from a single triple when
m ≡ 1(mod 3). To complete the cases when n ≡ 5(mod 6) and m > mn, the edges left uncovered by a maximum partial
triple system form a 4-cycle, say {{0, 1}, {1, 2}, {2, 3}, {0, 3}}. When y ∈ {1, 2, 3}, add a single graph containing the first y
edges of the 4-cycle. When y = 4, add two graphs {{0, 1}, {1, 2}, {2, 3}} and {{0, 3}}.
It remains to treat the cases when n is even andm > mn. When n ≤ 8, it is easy to establish that
1. dc(3, 2, 1) = 2, ℓd(3, 2, 1) = 1, and wc(3, 2, 1) = 1;
2. dc(3, 4, 3+ ρ) = 3+ ρ + 1, ℓd(3, 4, 3+ ρ) = 2, and wc(3, 4, 3+ ρ) = 2 when 1 ≤ ρ ≤ 3;
3. ℓd(3, 6, 12 + ρ) = 3, and wc(3, 6, 12 + ρ) = 5 when 1 ≤ ρ ≤ 3; dc(3, 6, 12 + 1) = 12 + 1 + 1, and
dc(3, 6, 12+ ρ) = 12+ ρ + 2 for 2 ≤ ρ ≤ 3; and
4. ℓd(3, 8, 24+ρ) = 4 andwc(3, 4, 3+ρ) = 8+⌈ρ/3⌉when 1 ≤ ρ ≤ 4; dc(3, 8, 24+1) = 24+ρ+1, dc(3, 8, 24+ρ) =
24+ ρ + 2 when 2 ≤ ρ ≤ 3; and dc(3, 8, 24+ 4) = 24+ 4+ 3.
For the solutions on six points, use a {3}-GDD of type 23 and include the edge of one group as a subgraph when ρ = 1.
When ρ ∈ {2, 3}, delete a triple from the GDD and partition the 3+ ρ of the six edges, three from the triple and three lying
on the groups, into two connected subgraphs. For the solutions on eight points, a {3}-GDD of type 24 treats the cases when
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ρ ∈ {1, 2} by including one or two edges as subgraphs of the grooming. For ρ ∈ {3, 4}, instead form a {3}-GDD of type 17
on seven of the points. The remaining edges form a star K1,7. When m3 = 3, form two disjoint K1,3s, and when ρ = 4 also
include the last edge as a subgraph.
Next we treat cases when n ≡ 0, 2(mod 6) and n ≥ 12. Write ρ = 6s + α for −2 ≤ α ≤ 3. When −2 ≤ α ≤ 1
and 2ρ < n when α = −2, form a {3}-GDD of type 43s2(n−12s)/2 by Theorem 3.3; when α ∈ {2, 3}, form a {3}-GDD of
type 6143s2(n−12s−6)/2 by Theorem 3.3. In the case where 2ρ = n, α = −2, and s ≥ 2, form a {3}-GDD of type 8143s−3 by
Theorem 3.1. When n ≡ 4(mod 6) and n ≥ 10, write ρ = 3+ 6s+ α for−2 ≤ α ≤ 3. When−2 ≤ α ≤ 1, form a {3}-GDD
of type 43s+12(n−12s−4)/2 by Theorem 3.3; when α ∈ {2, 3}, form a {3}-GDD of type 6143s+12(n−12s−10)/2 by Theorem 3.3. We
proceed in the same manner in each case. We process groups of size 4, then the group of size 6 or 8 if present, and finally
the groups of size 2. Let m′ be the edges that remain to be placed. Initially m′ = ρ. As long as groups of size 4 remain, on
the next group place an optimal solution with min(3 + m′, 6) edges. Then set m′ = max(m′ − 3, 0). Proceed in the same
manner to handle the groups of sizes 6, 8, and finally 2. It is tedious but straightforward to verify that in each case the drop
cost, wavelength, and load are minimized. 
4. The load for grooming ratio c = 4
A 4-grooming G with nc(G) = n, tp(G) = m, dc(G) = dc(4, n,m), ℓd(G) = ℓd(4, n,m), and wc(G) = wc(4, n,m) is
denoted byMG(n,m). When, in addition, dc(G) = m, it is denoted by OG(n,m).
Theorem 4.1. For 0 ≤ m ≤  n2 ,
dc(4, n,m) =
m+ 1 if m ∈ {1, 2, 5}
m+ 1 if (n,m) ∈ {(4, 6), (5, 9)}
m otherwise
and ℓd(4, n,m) = mn  except when m = n = 5. Moreover, for n ≥ 0 and 0 ≤ m ≤  n2 , a 4-grooming G exists that is an
MG(n,m).
Proof. That dc(4, n,m) ≥ m follows from the fact that ρ4 = 1. For dc(4, n,m) = m, theremust be a partition of an n-vertex,
m-edge graph into triangles, 4-cycles, and kites, which cannot occur whenm ∈ {1, 2, 5}. Moreover, when n = 4, there is no
way to place two edge-disjoint triangles, and when n = 5, there is no way to place three edge-disjoint triangles, and hence
no such partition can exist.
Now we treat sufficiency. All cases with n ≤ 5 or with dc(4, n,m) = m + 1 are straightforward, so we treat the cases
with n > 5, in particular when dc(4, n,m) = m, in the remainder. The drop cost is minimized provided that the subgraphs
in the grooming are all triangles, 4-cycles, and kites. If, in addition, the number of triangles does not exceed 3, then the
wavelength cost is also minimized. Each of the decompositions produced is therefore a partition into 4-cycles, kites, and
triangles, having at most three triangles. If such a decomposition is balanced, it is an OG(n,m).
The primary observation is a simple induction. Suppose that anOG(n,m)H exists. Then ℓd(H) = ℓ = mn  , dc(H) = m,
and wc(H) = m4 . Suppose that ℓ ≤  n2. Writem = n(ℓ− 1)+ β with 1 ≤ β ≤ n. Let the n vertices be {z1, . . . , zn}with
ℓd(H, zi) ≤ ℓd(H, zi+1) for 1 ≤ i < n. Add two vertices∞1 and∞2, and add the 4-cycles (∞1, z2i−1,∞2, z2i) for 1 ≤ i ≤ ℓ.
The result is a 4-grooming G on n+ 2 points withm+ 4ℓ edges, drop costm+ 4ℓ, and wavelength cost m4 + ℓ = m+4ℓ4 .
The two new vertices have load ℓ. The original n vertices now have loads ℓ − 1 and ℓ if 2ℓ < n − β; ℓ if 2ℓ = n − β; or ℓ
and ℓ+ 1 if 2ℓ > n− β . In each case,H is balanced and hence is an OG(n+ 2,m+ 4ℓ).
Firstwe dispose of some easy cases. Ifm ≤ n,m ∉ {1, 2, 5}, writem = 4r+3swith s ≤ 3 and form a set of vertex-disjoint
cycles containing r 4-cycles and s 3-cycles (triangles). This produces the required 4-grooming, and so henceforthwe suppose
thatm > n. Now we treat cases whenm ≤  n2 − 1 when n is even, andm ≤  n2 − 3 when n is odd. To apply the induction
to form an OG(n,m), write m = nℓ + α with 0 ≤ α < n; necessarily ℓ ≥ 1. Because m <  n2  , ℓ = mn  < n−12 . Hence
2ℓ ≤ n − 2 when n is even and 2ℓ ≤ n − 3 when n is odd. Two inductive constructions might apply. When α ≤ n − 3, an
OG(n−2,m−4ℓ) yields the required grooming; when α ≥ 2 and ℓ+1 ≤ n−22 , an OG(n−2,m−4ℓ−4) yields the required
grooming. To apply the first, we require that 0 ≤ m−4ℓ ≤

n−2
2

,m−4ℓ ∉ {1, 2, 5}, and (n−2,m−4ℓ) ∉ {(4, 6), (5, 9)}.
Because m − 4ℓ = (n − 4)ℓ + α and n ≥ 5,m − 4ℓ ≥ 0. When n is odd, because m − 4ℓ = (n − 4)ℓ + α and
ℓ ≤ n−32 ,m− 4ℓ ≤ (n−3)(n−4)2 + α =

n−2
2

+ (α − (n− 3)). Either α ≤ n− 3 or ℓ ≤ n−52 whenm ≤
 n
2
− 3. When n is
even, if ℓ < n−22 , then m − 4ℓ ≤ (n−4)(n−4)2 + α = n
2−8n+16
2 + α. Because α ≤ n − 2,m − 4ℓ ≤

n−2
2

− n−62 . When n is
even and ℓ = n−22 , α ≤ n2 −1. Hencem−4ℓ ≤ (n−4)(n−2)2 + n−22 =

n−2
2

. Similar constraints can be derived for the second
inductive construction to apply: 0 ≤ m−4ℓ−4 ≤

n−2
2

,m−4ℓ−4 ∉ {1, 2, 5}, and (n−2,m−4ℓ−4) ∉ {(4, 6), (5, 9)}.
Nowm = nℓ+α, and hencem− 4ℓ− 4 = (n− 4)ℓ+α− 4. Because α ≥ 2,m− 4ℓ− 4 ≥ 0 except when (n,m) = (5, 7).
That m − 4ℓ − 4 ≤

n−2
2

follows as before. Hence in order to apply the constructions, we must only ensure that the
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Fig. 3. Decomposition for six vertices.
Fig. 4. Decomposition for seven vertices and 21 edges.
Fig. 5. Decomposition for seven vertices and 20 edges.
Fig. 6. OG(8, 28).
required OG(n − 2,m − 4ℓ) or OG(n − 2,m − 4ℓ − 4) exists. A tedious case analysis demonstrates that the cases with
m ≤  n2  − 1 when n is even, and m ≤  n2  − 3 when n is odd, to which the inductive methods cannot be applied are
(n,m) ∈ {(5, 6), (6, 9), (6, 10), (6, 13), (6, 14), (7, 9), (7, 13), (7, 17)}.
We treat caseswith 5 ≤ n ≤ 7 next. AnOG(5, 6) contains two edge-disjoint triangles on five points. To formanOG(5, 10),
form two triangles and one 4-cycle, all edge-disjoint. AnOG(6, 9) contains three disjoint triangles, and anOG(6, 10) contains
two disjoint triangles and a 4-cycle. For the remaining caseswith n = 6, use the decomposition in Fig. 3 forOG(6, 15); delete
one or two pendant edges from kites to yield OG(6, 14) and OG(6, 13).
Fig. 4 gives an OG(7, 21), from which the deletion of any 4-cycle gives an OG(7, 17).
Fig. 5 gives an OG(7, 20). Delete a pendant edge to form OG(7, 19). Delete subgraph #4 and pendant edges in subgraphs
#1,#2, and #3 to form OG(7, 13). Further delete subgraph #5 to form OG(7, 9). Now we have treated all cases with n ≤ 7,
all cases with n even andm ≤  n2 − 1, and all cases with n odd andm ≤  n2 − 3.
First we treat cases when n ≥ 8 is even with m =  n2 . If n ≥ 12 and n ≡ 2, 4, 6(mod 8), adding six points to an
OG

n− 6,

n−6
2

and placing an OG(6, 15) on them, and then adding 3 n−62 4-cycles that partition the edges between the
new and the old points produces an OG

n,
 n
2

. Hence we require suitable groomings when n ≡ 0(mod 8) and when
n = 10. (The latter is required because dc(4, 4, 6) > 6.) The OG(8, 28) is shown in Fig. 6.
544 C.J. Colbourn et al. / Discrete Mathematics 312 (2012) 536–544
If n ≥ 14 and an OG

n− 8,

n−8
2

exists, adding eight points and placing an OG(8, 28) on them, and then adding 4 n−82
4-cycles that partition the edges between the new and the old points produces an OG

n,
 n
2

. Only the case when n = 10
remains. An OG(10, 45) is provided next:
{0,2}, {0,6}, {2,6}, {6,7} {0,3}, {0,7}, {3,7}, {7,9} {0,4}, {0,8}, {4,8}, {7,8}
{0,5}, {0,9}, {5,9}, {6,9} {1,4}, {1,6}, {4,6}, {6,8} {1,5}, {1,7}, {5,7}, {0,1}
{1,3}, {1,8}, {3,8}, {2,3} {1,2}, {1,9}, {2,9}, {8,9} {3,5}, {3,6}, {5,6}, {4,5}
{2,4}, {2,7}, {4,7} {2,5}, {2,8}, {5,8} {3,4}, {3,9}, {4,9}
This completes all cases with n even.
Now we treat the cases when n ≥ 9 is odd and m ∈  n2 − 2,  n2 − 1,  n2 . We begin by applying a small variation
of the first inductive construction. Suppose that an OG

n− 2,  n2 − γ  exists and γ ∈ {0, 1, 2, 3}. Name its vertices
z1, . . . , zn−2. Then form a 4-grooming on n points by first adding 4-cycles (∞1, z2i−1,∞2, z2i) for 1 ≤ i ≤ n−32 . Adding
a triangle {{zn−2,∞1}, {zn−2,∞2}, {∞1,∞2}} yields an OG

n,
 n
2
− γ  unless  n2  − γ ≡ 0(mod 4); in the latter case,
the 4-grooming fails to minimize the number of wavelengths, although it minimizes both drop cost and load. To produce
an OG(9, 36), form the 4-cycles {(i, i + 8, i + 1, i + 4) : 0 ≤ i < 9}, arithmetic modulo 9. In the remaining cases, write
n−1
2 = 4x+ ywith 0 ≤ y < 4. Form a complete multipartite graph (V , E) on 4x+ y vertices with classes C1, . . . , Cx, C ′ with|Ci| = 4 for 1 ≤ i ≤ x and |C ′| = y. We form the 4-grooming on vertex set (V ×{0, 1})∪ {∞}. For every edge {a, b} ∈ E, we
include the 4-cycle (a0, b0, a1, b1). Then for each 1 ≤ i ≤ x, on vertices (Ci × {0, 1}) ∪ {∞} place an OG(9, 36). Finally on
(C ′ × {0, 1}) ∪ {∞} place an OG

2y+ 1,

2y+1
2

− γ

, noting that γ = 0 when y = 0; γ = 3 when y = 1; γ = 2 when
y = 2; and γ = 1 when y = 3. 
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