We discuss a model for the Milky Way obtained by fitting the observed terminal velocities with the radial acceleration relation. The resulting stellar surface density profile departs from a smooth exponential disk, having bumps and wiggles that correspond to massive spiral arms. These features are used to estimate the term for the logarithmic density gradient in the Jeans equation, which turn out to have exactly the right location and amplitude to reconcile the apparent discrepancy between the stellar rotation curve and that of the interstellar gas. This model also predicts a gradually declining rotation curve outside the solar circle with slope −1.7 km s −1 kpc −1 , as subsequently observed.
INTRODUCTION
The study of Galactic structure has a long history. Considerable recent progress has been fueled by large surveys like Gaia (Gaia Collaboration et al. 2016), RAVE (Steinmetz et al. 2006) , APOGEE (Majewski et al. 2017) , and many others (see Bland-Hawthorn & Gerhard 2016) . Further information can be obtained by applying to the Milky Way knowledge gained from studies of external galaxies.
Ideally, we would like to have a detailed map of the Galaxy in six dimensional phase space. Short of such an ideal, it is convenient to describe the bulk properties of the Galaxy in simpler terms. The surface brightness profiles of spiral galaxies are often approximated as exponential disks. This is a form of data compression, reducing all the complexities of the image of a galaxy containing ∼ 10 11 stars to just two parameters: a central surface brightness and a scale length (e.g., Freeman 1970) . The exponential disk provides a useful shorthand for the basic parameters of rotationally supported disk galaxies, and for discussing the range of physical properties over which they exist (e.g., Bothun et al. 1997; Schombert 2006; Wright et al. 2017) . The extent to which this approximation is valid and sufficient depends on the application.
The exponential disk is often a sufficient approximation in photometric applications. This is less true for dynamics. There exists an analytic solution for the rotation curve of a razor thin exponential disk (Freeman 1970; Binney & Tremaine 1987 ) that is frequently utilized for convenience. However, deviations from a pure exponential that are modest in photometric terms become more pronounced in dynamics: the exponential disk it is a rather poor approximation to the circular velocity curve of the gravitational potential of a real stellar disk (Sellwood 1999) . The bumps and wiggles matter (Sancisi 2004) . The purpose of this paper is to move beyond the exponential disk approximation to a numerically defined radial mass profile that includes bumps and wiggles.
Rotationally supported disk galaxies obey tight scaling relations like the baryonic Tully-Fisher relation (McGaugh et al. 2000; Verheijen 2001 ), the central density relation , and the Radial Acceleration Relation (RAR: McGaugh et al. 2016; Lelli et al. 2017; Li et al. 2018) . The RAR is a correlation between the radial acceleration predicted by the observed distribution of stars and gas and that which is observed. The RAR provides an example of the importance of properly treating the bumps and wiggles through numerical solution of the Poisson equation, as the scatter in this relation increases when the exponential disk approximation is misapplied (Di Paolo et al. 2019) .
The Milky Way is a typical spiral galaxy, so presumably obeys the same relations as the other disk galaxies in the local universe. Here we take a first step to move beyond the oversimplification of a smooth exponential stellar disk by applying these scaling relations to the Milky Way. Specifically, we apply the RAR to precise measurements of the terminal velocities to infer the stellar mass profile of the Galaxy. This is as close as we can come to treating our own Galaxy in the same manner as we do external spiral galaxies.
An important advantage of this procedure is that it requires only empirically established knowledge. In particular, the theoretical basis of the RAR is irrelevant. Whether it is caused by MOND (Milgrom 1983 , 2016a , or is natural in ΛCDM (Keller & Wadsley 2017; Ludlow et al. 2017; Navarro et al. 2017 ), or not (McGaugh 2015 Milgrom 2016b; Famaey et al. 2018; Tian & Ko 2019) , or maybe sort of (Di Cintio & Lelli 2016; Desmond 2017) , is neither here nor there for the purposes of this paper. All that matters here is that there exists a relation between the observed and baryon-predicted accelerations in external spiral galaxies that has been calibrated empirically Lelli et al. 2017; Tian & Ko 2017) without reference to or dependence on any particular theory hypothesized to explain the missing mass problem. The critical if obvious assumption is that the Milky Way adheres to the same relation that has been established for other galaxies.
In section 2 we discuss the Galactic data that we employ. In section 3 we describe the method by which the pattern of bumps and wiggles in the stellar mass distribution is inferred from the terminal velocities with the help of the RAR. In section 4 we provide a numerical model for the Milky Way with updated Galactic constants. In section 5 we test this model with the slope it predicts beyond the solar circle, and investigate its impact on the structure of the stellar rotation curve. Brief conclusions are offered in section 6.
GALAXY DATA
There is a large and rapidly growing list of constraints on Galactic structure (Bland-Hawthorn & Gerhard 2016). Here we take a parsimonious approach, comparing the rotation curve inferred from the terminal velocities observed in the interstellar gas to that derived from stellar data. The overall agreement between stars and gas is good by conventional astronomical standards, differing by 5 -15 km s −1 . Statistically, this modest difference is highly significant, as the formal uncertainties are only 1 -2 km s −1 .
Geometric considerations make terminal velocities precise tracers of Galactic rotation interior to the solar circle (Binney & Merrifield 1998) . The Milky Way is dynamically cold, with gas and young stars exhibiting velocity dispersions of order ∼ 10 km s −1 (Zbinden & Saha 2019) . This is a tiny fraction of the local rotation speed (∼ 230 km s −1 ): such orbits are very nearly circular. We make the traditional assumption that the terminal velocities are a good proxy for circular motion. Doing so allows us to build a first order model for deviations of the stellar mass profile from a smooth exponential disk. There may of course be flows along the spiral arms; constructing a hydrodynamic model of those is beyond the scope of this work, which is intended as a first approximation for the mass in spiral arms. This a necessary step toward such models, which will presumably further perturb the pattern of density perturbations derived here. Since the local velocity field is cold, I expect these additional perturbations to be small. We utilize the terminal velocities observed in both the 21 cm line of atomic hydrogen and the CO lines of molecular gas. Data for the atomic gas come from McClure-Griffiths & Dickey (2007) for the fourth quadrant and McClure-Griffiths & Dickey (2016) for the first quadrant. These are in excellent agreement with CO observations of molecular gas (Clemens 1985; Luna et al. 2006 ) over the same range of Galactic longitude.
In order to map the terminal velocities into a rotation curve, it is necessary to specify an absolute scale: our distance from the Galactic center, R 0 , and the circular speed of the Local Standard of Rest (LSR), Θ 0 (e.g., McMillan & Binney 2010 ). Here we adopt the recent result of the Gravity Collaboration et al. (2018) obtained from observing the periapsis passage of a star around the Galaxy's central supermassive black hole. This provides the remarkably accurate measurement R 0 = 8.122 ± 0.031 kpc. In order to specify Θ 0 , we note that the proper motion of the radio source associated with the central black hole, Sgr A * (6.379 mas yr −1 : Reid & Brunthaler 2004) , specifies a transverse speed of 245.58 ± 1.32 km s −1 for the sun for the adopted value of R 0 . The peculiar motion of the sun in the azimuthal direction with respect to the LSR accounts for a small part of the transverse speed; adopting V = 12.24 ± 0.47 km s −1 (Schönrich et al. 2010 ) leads to a circular speed for the LSR of 233.34 ± 1.40 km s −1 .
Stellar data provide an independent probe of the Galactic potential. Recently, Eilers et al. (2019) combined information from Gaia (Gaia Collaboration et al. 2016 ) and APOGEE (Ma-jewski et al. 2017) to estimate the Galactic rotation curve from 5 to 25 kpc. They adopt the same value of R 0 but obtain a slightly lower Θ 0 = 229.0 ± 0.2 km s −1 . We will examine this point more closely in section 5.3; for now note that a simple shift in the solar motion does not suffice to reconcile the difference between the stellar and gas rotation curves. The allowed amplitude of such a shift is too small, and does nothing to reconcile the difference in shape between the nearly flat, featureless stellar rotation curve of Eilers et al. (2019) and the rich structure observed in the terminal velocities (Clemens 1985; Luna et al. 2006; McClure-Griffiths & Dickey 2007 .
METHOD: APPLICATION OF THE RAR
A strong empirical connection between the distribution of luminous and total mass in spiral galaxies has long been known (van Albada & Sancisi 1986) . Observed features in the azimuthally averaged luminosity profile -bumps and wiggles caused by features like spiral arms -leave a corresponding imprint on the rotation curve (Sancisi 2004) . That this connection is related to a ubiquitous acceleration scale in galaxies has also long been known (Sanders 1990 (Sanders , 1996 Sanders & Verheijen 1998; Mc-Gaugh 1999 . A simple function maps between the rotation curves of external galaxies and their azimuthally averaged surface density profiles. This is the empirical Radial Acceleration Relation (RAR: McGaugh et al. 2016) .
Quantitatively, the RAR is
where g obs = V 2 c /R is the centripetal acceleration observed in a rotation curve, g bar = (V 2 bul +V 2 disk +V 2 g )/R is the radial force generated by the gravitational potential of the baryons, and g † = 3700 km 2 s −2 kpc −1 is obtained from a fit to the data . The gravitational potential of the baryons is obtained Remarkably, the data for rotationally supported galaxies is consistent with a single, universal relation between baryonic and observed acceleration (Sanders & McGaugh 2002; Famaey & McGaugh 2012; Li et al. 2018) . In external galaxies, both the surface brightness profile (which leads to g bar ) and the rotation curve (which specifies g obs ) are measured. In the Milky Way, the terminal velocities specify g obs , but the baryon distribution is obscured by our location within the Galaxy. Here, we apply the RAR obtained from external galaxies to the g obs measured by the terminal velocities to infer g bar in the Milky Way, and the corresponding stellar mass distribution Σ * (R).
This method was first suggested by Mc-Gaugh (2008) and applied in detail by Mc-Gaugh (2016) . In a nutshell, an initial guess is made for the baryonic mass distribution. This must include all relevant components: bulgebar, stellar disk, and gas. We fix the mass models for the bulge-bar and gas to those adopted by McGaugh (2008) , scaling appropriately for the small difference in R 0 . Though no specific attempt has been made to fit motions in the region dominated by the bar, we will see that the triaxial bulge-bar model constructed by Mc-Gaugh (2008) is in excellent agreement with the constraints of Portail et al. (2017) . All detailed adjustments are made to the surface density profile of the stellar disk.
Starting from a smooth exponential disk, we adjust the amount of stellar mass in each ring to improve the fit. The mass distribution of the stellar disk is iteratively adjusted until a run of g bar is obtained that maps through the RAR to fit the run of g obs indicated by the terminal velocities. See Fig. 1 of (McGaugh 2016) for an illustration of the steps in the iteration. In this fashion, a good fit to the CO data of Luna et al. (2006) is obtained ( Fig. 1 and Table 1 ). The resulting baryonic mass profile is unique, but there is some limited freedom to partition mass between the various components so long as the overall baryonic surface density profile is maintained. Adopting a different bulge-bar model or gas profile would imply a trivial compensatory change to the profile of the stellar disk. Fig. 1 compares one of the models obtained in this fashion by McGaugh (2016) with a model from the literature. The specific model illustrated (Q4MB) was fit to the fourth quarter terminal velocities assuming a best-guess value for the bulge-bar mass. The comparison model is from Bovy & Rix (2013) . In contrast to the model Q4MB based on the radial force, the stellar mass model of Bovy & Rix (2013) was fit to the radial run of vertical forces. The rotation curve illustrated in Fig. 1 is obtained by applying the RAR to the mass distribution found by Bovy & Rix (2013, adopting their assumptions for bulge and gas).
The model of Bovy & Rix (2013) is typical of the field in that it assumes a smooth exponential disk and treats the scale length as a parameter to be determined. It does a reasonably good job of matching the rotation curve, especially considering that it was not fit to these data. Both the amplitude and shape are about right, and this level of consistency is typical of Galactic models. Indeed, it is about as well as one can hope to do with a mass model composed of a single exponential disk (see also Binney & Piffl 2015) . Formally, the fit to the terminal veloci- ties is terrible, with large χ 2 (Table 1 ). This is typical of exponential models for the Galactic disk that make no attempt to match the structure in the terminal velocity data. We can check the Q4MB model, which was constructed to fit the radial force, to see what it predicts for the vertical forces (see Fig. 14 
of
McGaugh 2016). The χ 2 obtained in this fashion is acceptable (Table 1) , if not as good as that of Bovy & Rix (2013) . This is to be expected, since there is no fitting to the vertical force K Z : this is just what the model predicts. However, as discussed by , the terminal velocities and the stellar data of Bovy & Rix (2013) do not sample exactly the same part of the Galaxy. The maximum excursion is exactly where each model fits the data informing the other least well, between Galactic longitudes 44 < < 55 • . We recalculate χ 2 excising this region and the results for both models improve (Table 1) . Though better, the smooth exponential model is still a poor description of the terminal velocities. In contrast, the model fit to the terminal velocities does a good job of predicting the vertical forces with no further adjustment. This provides some measure of encouragement that we have obtained a reasonable description of the Galactic stellar mass distribution that is a genuine improvement over a simple exponential disk.
Here we consider a numerical model for the stellar mass distribution of the Milky Way in which Σ * (R) varies as implied by the RAR and the observed terminal velocities. Our starting point is the Q4MB model of McGaugh (2016) described above. We make two minor modifications to the 2016 Q4MB model. The first is to update the Galactic size from R 0 = 8 to 8.122 kpc (Gravity Collaboration et al. 2018) . This results in a larger mass for the Galaxy, M * = 6.16 × 10 10 M
(2)
up from M * = 5.57 × 10 10 M for Q4MB. This modest change takes the model from being very close to the stellar mass estimate of McMillan (2017, 5.43 ± 0.57 × 10 10 M ) to being closer to that of Licquia & Newman (2015, 6 .08 ± 1.14 × 10 10 M ). The stellar mass estimate here depends systematically on the calibration of the RAR, the absolute scale of the Galaxy (R 0 , Θ 0 ), and its asymmetry. First and fourth quadrant models differ by ∼ 10% in stellar mass , which brings us to the second modification. The second modification is a choice. Rather than fit each quadrant separately as in Mc-Gaugh (2016) , here we split the difference between the first and fourth quadrant terminal velocity data. This provides an estimate of the equivalent azimuthally averaged mass distribution. The difference between quadrants is modest, of order 10 km s −1 , and has decreased with the recent first quadrant data of McClure-Griffiths & Dickey (2016) . This small difference is nevertheless real, and appears to result from the non-axisymmetry in the Milky Way stemming from the pitch angles of spiral arms as they transition from one quadrant to the next. Indeed, the bumps and wiggles inferred kinematically in each quadrant separately correspond well with known spiral arms (McGaugh 2016), consistent with known constraints on the mor-phology of the Milky Way (de Vaucouleurs & Pence 1978; Bland-Hawthorn & Gerhard 2016) . However, it is beyond the scope of this paper to construct a model that accounts for azimuthal as well as radial variations in the stellar surface density. The azimuthally averaged variation is already a considerable step beyond the exponential disk models typically considered in the literature (Fig. 1) , and should be a reasonably good approximation in the limit of tightly wound spiral arms: the typical pitch angles in the Milky Way are in the range 5 < ψ < 13 • (Hou et al. 2009; Vallée 2017; Wu et al. 2019) . Moreover, azimuthal averaging is the procedure that works in external galaxies (Sancisi 2004) , and is how the RAR was constructed.
The resulting mass model is given in Table 2 . The first column is the Galactocentric radius for R 0 = 8.122 kpc. The next three columns are the circular velocity of a test particle in the gravitational potential of each baryonic component: bulge, gas, and stellar disk. The fifth column is the total circular velocity. The corresponding stellar 1 and gaseous surface densities are provided in the last three columns. Note that Σ disk is the only quantity that has been adjusted to fit V c .
The model is fit to a rather small range of radii interior to the solar circle (3 < R < R 0 ), and only that portion clearly beyond the end of the bar (R > 6 kpc) is robust. This small range nevertheless provides enough of a handle for the RAR to place the Milky Way in the context of other spiral galaxies, and to make predictions outside of the fitted range. For example, the total velocity can be estimated beyond the solar circle by applying the RAR to the measured baryonic distribution. Extrapolation to R = 20 1 The bulge-bar model is triaxial (McGaugh 2008) so the major axis cut of the surface density profile given in Table 2 does not correspond directly to the circular velocity of the equivalent axisymmetric mass distribution as it does for the disk components. (2018), and has not been altered here. It makes two a priori predictions that can now be tested with data that have appeared since the initial publication of the model. First, extrapolation of the model makes a specific prediction for the outer slope of the rotation curve. Second, variations in the stellar density profile impact the term in the Jeans equation that depends on the derivative of the density gradient. This impact is distinctive as the derivative ∂ ln Σ * /∂ ln R can be large and change suddenly: what appears to be a subtle feature in the luminosity profile may nevertheless have an outsized impact on the circular velocity derived from the Jeans equation. The test here is whether the stellar rotation curve becomes consistent with the terminal velocities for the same pattern of bumps and wiggles in the stellar mass profile.
The Outer Slope of the Rotation Curve
Interior to the solar circle, the bumps and wiggles corresponding to spiral arms are pronounced, and the slope of the rotation curve varies abruptly (Minchev & Quillen 2007; Mc-Gaugh 2016) . Exterior to R 0 , there is considerably less information from which to infer the presence of bumps and wiggles, though there are some hints (Sofue et al. 2009 ). The average rate of decline of the outer rotation curve can be predicted. Over the range 9 < R < 19 kpc, the slope of the model is dV /dR = −1.7 ± 0.1 km s −1 kpc −1 . Further out, the model continues to decline, albeit more gradually: V (R = 100 kpc) ≈ 190 km s −1 , or perhaps a bit more (∼ 196 km s −1 ) if coronal gas (Miller & Bregman 2015) is included in the baryon budget. This is a large extrapolation. How far such an extrapolation can be made depends on the range of validity of the RAR and the effects of external objects like the LMC (Besla et al. 2010) .
One of the primary findings of Eilers et al. (2019) is that the rotation curve of the Milky Way is not perfectly flat, but declines slowly. This behavior is typical of bright galaxies (Persic & Salucci 1991; Noordermeer et al. 2007 ). Quantitatively, Eilers et al. (2019) measure a rate of decline of dV /dR = −1.7 ± 0.1 km s −1 kpc −1 . This is in reasonable agreement with the findings of Mróz et al. (2019) , who independently obtain dV /dR = −1.34 ± 0.21 km s −1 kpc −1 from Cepheids. These results are in good agreement with the predictions of the model considered here, which preceded these data and has not been fit to them in any Table 3 ). An exponential disk with a 3 kpc scale length (as employed by Eilers et al. 2019) is shown as the dotted line. The term for the logarithmic derivative obtained from the numerical model differs from that of the exponential approximation. The model (solid line) is sampled for use in the Jeans equation in the same radial bins used by Eilers et al. (2019) , with the uncertainty estimated from the range of variation within each bin (points with error bars). We also analyze the data in smaller bins (green circles; Table 4 ) as a test of the effects of resolution on the method.
way. The observed rate of decline in the Galactic rotation curve is a natural consequence of the RAR and the compact stellar mass distribution of the Milky Way.
The precise slope predicted by the model depends on the absolute scale of the Milky Way, with the exact value of R 0 being the largest source of systematic uncertainty. To illustrate this effect, the first quadrant model of Mc-Gaugh (2016, with R 0 = 8 kpc) has dV /dR = −1.2 km s −1 kpc −1 and the fourth quadrant model has dV /dR = −1.5 km s −1 kpc −1 over the corresponding radial range. These are obviously similar, but the relatively small change in R 0 from 8.0 to 8.122 kpc does have an effect on the extrapolated slope. Still greater changes to R 0 could lead to flat or even rising rotation curves, and it would become difficult to find a tenable solution for R 0 > 8.4 kpc.
The declining slope of the model is not perfectly linear, though it is reasonably well approximated as such over the range 9 < R < 19 kpc (Fig. 3) . Further out, the rotation speed continues to decline, albeit more gradu-ally. From R = 20 to 40 kpc, the model predicts an average rate of decline of −0.7 km s −1 kpc −1 , and from 40 to 100 kpc, the rate of decline slows to −0.1 km s −1 kpc −1 . This is a large extrapolation. How far such an extrapolation can be made depends on the range of validity of the RAR and the effects of external objects like the LMC (Besla et al. 2010 ) and M31. Even the effects of coronal gas (Miller & Bregman 2015) may become relevant: should these be included in the baryonic mass budget at R ≈ 100 kpc?
The Impact of Variations in the Density
Profile on the Circular Velocity Derived from the Jeans Equation
There is a modest but significant discrepancy between the rotation curve determined from stellar data by Eilers et al. (2019) and that indicated by the terminal velocity data over the range where the data overlap (5 < R < R 0 ). In order to derive the circular velocity curve from stellar data, it is necessary to account asymmetric drift: the population-dependent deviation of stellar motions from circular orbits (Binney & Merrifield 1998) . This depends on the density profile of the tracer population. The model considered here has a unique pattern of bumps and wiggles in its density profile that should leave a distinctive imprint on the predicted rotation curve. If this pattern is sufficiently close to correct, it should reconcile the differences between the stellar rotation curve and the terminal velocities from which the model was inferred. This would imply that the density variations are physical, with the corresponding gravitational effect.
Accounting for asymmetric drift is accomplished with the Jeans equations (Binney & Tremaine 1987) . Adopting the notation of Eilers et al. (2019, their equation 4) ,
(4) where the circular velocity of a test particle (V c ) depends on both the azimuthal (v φ ) and radial motions (v R ) averaged over many stars. It further depends on the logarithmic density gradient (∂ ln ν/∂ ln R) and the logarithmic gradient in the square of the radial velocities (∂ ln v 2 R /∂ ln R). For the latter, we adopt the exponential fit 2 of Eilers et al. (2019, their Fig. 1) . The logarithmic density gradient is provided by our model, which replaces the smooth exponential disk assumed by Eilers et al. (2019) .
We numerically compute the logarithmic density gradient from the model in Table 2 . Neglecting vertical flaring, the variation in the three dimensional density ν is restricted to that in the surface density profile, so ∂ ln ν/∂ ln R = ∂ ln Σ * /∂ ln R. The stellar profile and its logarithmic derivative are shown in Fig. 2 . We use this in place of a smooth exponential disk in equation 4 to derive the circular velocity.
The only difference between our analysis and that of Eilers et al. (2019) is the logarithmic density gradient. This is given in Table 3 along with the resulting rotation curve. This is a small but distinguishable adjustment to the rotation curve reported by Eilers et al. (2019) .
The logarithmic density gradient varies widely and sometimes abruptly in our numerical model. This contrasts with the smooth variation of an exponential disk, and is the sole cause of the differences reported here. Note that the absolute surface densities of the stellar disks in Fig. 1 are not much different, but the derivatives often are. These cause the bumps and wiggles to have an outsized impact on the application of the Jeans equation.
Radial bins are chosen to match those of Eilers et al. (2019) to facilitate direct comparison. We estimate the uncertainty in the logarithmic density gradient by the range of variation within each radial bin. This provides a rough idea of the extent to which the central value of the bin is representative of the stars within it. These uncertainties are propagated into those in the circular velocity. There is considerable uncertainty in these uncertainties when the gradient varies abruptly. Nevertheless, we do consider this an improvement over the usual practice or assuming the smooth and gradual variation of a purely exponential disk. The derivative is an inherently local quantity that can and apparently does vary substantially from point to point.
Indeed, over the range where they can be estimated, the uncertainty in the logarithmic density gradient is the dominant source of error, yet seems not to have been considered previously. With the strictly monotonic density variation of an exponential disk, the formal errors are all < 2 km s −1 . After including this source of variation, the errors are in the range 2 -9 km s −1 , often exceeding the contribution of all (Fig. 2) . potential systematic errors discussed by Eilers et al. (2019, see their Fig. 4 ). This necessarily follows when we drop the artificial assumption of a smooth exponential disk: variations in the scale length of the disk matter less than local variations in the derivative due to bumps and wiggles.
It is only possible to estimate variations in the density profile interior to the solar circle where detailed information is provided by the terminal velocities. Beyond the solar radius, we are obliged to assume a smoothly varying profile. Indeed, for R > 11 kpc, the baryonic profile of the model discussed here is well approximated by an exponential with a scale length of 4.2 kpc, which we adopt for simplicity. We lack any information with which to estimate the uncertainty in the logarithmic density gradient for R > 9 kpc, so these are not given in Table 3 . The uncertainties in the circular velocity are simply carried over from Eilers et al. (2019) in this range. These may be understated, as we cannot preclude the presence of bumps and wiggles exterior to the solar radius. Figure 3 shows our model, the terminal velocity data of McClure-Griffiths & Dickey (2007 , and the revised rotation curve in Table  3 . Also shown is the circular velocity curve for R < 2.2 kpc from Fig. 23 of Portail et al. (2017) with radii scaled to be consistent with the R 0 adopted here. The agreement between the model and the various data is excellent once variations in the density gradient are accounted for. Note that the model has only been fit to the terminal velocities from 3 < R < R 0 . The match to the rest of the data is a successful prediction of a model that predated the data.
Of particular interest is that the bumps and wiggles in the stellar surface density profile reconcile the rotation curve derived from the stellar data with that from the terminal velocities. The discrepancy between them largely vanishes. The model built to fit the terminal velocities correctly predicts the amount of radial motion experienced by the stars.
The shape of the density variations illustrated in Fig. 2 are imprinted on the rotation curve in Fig. 4 . To explore this further, we divide the data into finer bins in the region where the variation in the stellar surface density is greatest (Table 4 ). This allows us to sample some of the sharper features in Σ * (R), at the expense of incurring larger uncertainties. This follows in part because there are fewer stars per bin, but more importantly because there are sometimes large variations in the gradient within the higher resolution bins. Nevertheless, the same result follows: the stellar data become more consistent with the terminal velocities (Fig. 4 ). Further progress likely requires self-consistent hydrodynamical modeling in a non-axisymmetric disk.
The basic point here is that small scale variations in the logarithmic density gradient are . The blue line that splits the difference between these two is the model described in the text and seen in Fig. 3 . The red squares are the stellar rotation curve reported by Eilers et al. (2019) . The formal uncertainties on these data are less than the size as the squares, so the discrepancy from the terminal velocity data is highly significant. Black squares are these same data after consideration of variations in the logarithmic gradient term in the Jeans equation (Table 3 ). Green circles are more finely sampled bins of the same stellar data (Table 4) . Accounting for point-to-point variations in the density profile brings the stellar rotation curve into better agreement with the terminal velocity data. non-negligible. Indeed, they appear to have about the correct amplitude to reconcile stellar and interstellar data. A corollary is that a complete reconciliation (Camarillo et al. 2018) is unlikely without consideration of this effect.
The Solar Motion
In constructing our model, we had adopted a circular speed of the LSR of Θ 0 = 233.3 ± 1.4 km s −1 . This is in good agreement with the value Θ 0 = 233.6±2.8 km s −1 measured by Mróz et al. (2019) , but less so with the Θ 0 = 229.0 ± 0.2 km s −1 found by Eilers et al. (2019) . It is worth examining the role of the solar motion in this context.
The circular speed of the LSR found by Eilers et al. (2019) implies a solar motion of V = 16.6 km s −1 to be consistent with the proper motion of Sgr A * (Reid & Brunthaler 2004) . This seems a bit large compared to more commonly obtained values (∼ 12 km s −1 : Bland-Hawthorn & Gerhard 2016; Zbinden & Saha 2019). We make our own estimate using the data of Eilers et al. (2019) , fitting the amplitude of the solar motion with the pattern of bumps and wiggles fixed to that of our model. Giving equal weight to all the data of Eilers et al. (2019) , we obtain V ≈ 10.9 km s −1 .
(5) This is less than Eilers et al. (2019) find themselves, which occurs because of the adjustment in the structure of the rotation curve. It is even a bit less than the 12.24 km s −1 (Schönrich et al. 2010 ) that is built into our model. This implies a slightly higher Θ 0 = 234.7 km s −1 , so in principle we could iterate to match both. In practice, we are already there: the initial Θ 0 = 233.3 is indistinguishable from 234.7 km s −1 for any conceivable interpretation of the uncertainties, so there is no point in adjusting the model further. Even taken literally, this tiny difference more likely indicates a slight difference in the lo-cal pattern of bumps and wiggles than a change to the global Galactic constants. All that is needed is a slight change in the shape of the pattern near the sun (e.g., Sofue et al. 2009 ), which is not well constrained by the data discussed here. Such local features can certainly be relevant given the location of the sun just interior to the Orion spiral arm. By the same token, such features can be missed by assuming they do not exist, as is implicitly done when adopting an exponential disk model. We make no attempt to place a formal uncertainty on the solar motion as the result is model specific. It also depends on the range of the data sampled. The value in equation 5 gives the best overall agreement between the shape of model and that of the stellar rotation curve. However, this varies by several km s −1 if we restrict the data to radii interior or exterior to the sun, or longitudes in the direction of motion or away from it. This variation is not a random error, but a systematic uncertainty of ∼ 3 km s −1 . Indeed, the shape to which we are fitting is itself uncertain, depending on the pattern of bumps and wiggles within the solar radius and relying on an extrapolated density profile beyond it.
The small absolute amplitude of the differences in the various estimates of the solar motion and circular speed of the LSR likely render meaningless any further discussion, so we are content to have obtained values that are consistent with most previous efforts (Bland-Hawthorn & Gerhard 2016; Zbinden & Saha 2019) . For completeness, it seems worth noting that a closed orbit in a non-axisymmetric potential is an oval, not a circle (Binney & Merrifield 1998) . It is therefore conceivable that the tension seen between subsets of the data may be related to the subtle non-axisymmetry apparent in the terminal velocity data for different quadrants (McClure-Griffiths & Dickey 2007 . The Milky Way is a barred spiral galaxy, so we should not expect the closed orbit that the LSR notionally represents to be perfectly circular.
CONCLUSIONS
We have developed a model that describes the structure of the Galactic disk in detail beyond the simple approximation of a smooth exponential disk. This model has a pattern of bumps and wiggles that correspond to massive spiral arms. These kinematically inferred spiral arms correspond well with the locations of photometrically known spiral arms . That this should be the case is expected from experience with external galaxies (Sancisi 2004) .
Local variations in the radial density gradient due to spiral arms impact the rotation curve inferred with the Jeans equation. The derivative is inherently a local quantity: how it varies on small scales is more important than the mean gradient of the scale length averaged over the entire Galaxy. Accounting for local variations results in a model that fits the terminal velocity data in unprecedented detail, reconciles the apparent discrepancy between the terminal velocities and independent stellar data, and accurately predicts the slope of the outer rotation curve.
A salutary lesson is that we have reached a point where detailed numerical models for Galactic structure are necessary. The commonly used exponential approximation is simply not adequate when confronted with modern data. Moving beyond the exponential disk, as discussed here, is an obvious first step in modeling the in-plane dynamics of the Galaxy. Further steps would be to build fully nonaxisymmetric and non-stationary multidimensional models (e.g., Monari et al. 2016 Monari et al. , 2018 that account for azimuthal variations in stellar density and gas flows within spiral arms. I thank the referee for a thorough reading and stimulating exchange with a healthy perspec-tive. Partial support for this work was provided by NASA through grant number HST-GO-15507.005 from the Space Telescope Science Institute, which is operated by AURA, Inc., under NASA contract NAS 5-26555.
