Abstract-We have investigated the relationship between the oxygen nightglow and the atomic oxygen density in the lower thermosphere. This was done using data from two sounding rocket experiments conducted over White Sands Missile Range (32"N, 106"W). The first flight was launched on 2 November 1978 while the second was launched on 7 December 1981. Both flights contained resonance lamps to measure the atomic oxygen density. The peak density in both cases was near 1.9 x 10" cme3. In addition, the 1978 flight contained a photometer to measure the 5577 A green line while the 1981 flight contained photometers to measure the green line, the U.V. nightglow, and the 7620 8, (0,O) atmospheric band. We have used empirical models of these airglow features to compare with the 0 density measurements. In the case of the atmospheric band, excellent agreement is seen concerning the shape of the atomic oxygen profile, while some discrepancies were seen with the Her&erg band and the green line. In all cases, the absolute value of our peak 0 density appeared to be about 2.5 times lower, for a given airglow intensity, than previous measurements.
INTRODUCTION
Two of the fundamental problems in aeronomy are the measurement of atomic oxygen densities in the upper mesosphere and lower thermosphere and the relationship between atomic oxygen and the airglow in the 90-100 km region. The first paper of this series (Sharp, 1991 , this issue, hereafter Paper 1) discussed the difficulties associated with measuring atomic oxygen from sounding rockets and presented the results from a number of rocket experiments. Even once these difficulties are resolved, however, rocket measurements are inherently limited in that they can only provide a local, instantaneous measurement. Furthermore, due to the relative inaccessibility of the 100 km altitude region to both balloons and satellites, the only viable approach to obtaining 0 densities on a global scale is through the remote sensing of airglow. Unfortunately, many of the details concerning the production of the lower thermospheric airglow remain incompletely understood. For example, people have historically used measurements of the 5577 8, green line to deduce 0 densities since the green line is so bright and thus easy to measure (Donahue et al., 1973 ; Wasser and Donahue, 1979 ; Cogger et al., 1981) . Unfortunately, recent results suggest that an unidentified precursor is involved in the production of the green line (Bates, 1988b ; Thomas, 198 1) as well as the 7620 A (0,O) atmospheric band which has also been used as a monitor of atomic oxygen (Murtagh et al., 1990; McDade et al., 1986a) . This may complicate the extraction of [0] densities from measurements of these airglow features. Alternatively, while it is now thought that the O2 (A3Z,+-X3X;) Herzberg I emission is produced from direct three-body recombination, this emission is much weaker than the green line or the atmospheric band and is characterized by a vibrational distribution which is not yet completely explained (Siskind and Sharp, 1990; Stegman et al., 1989; McDade et al., 1982) .
Despite these uncertainties, there have been a number of advances made recently in our understanding of the oxygen airglow. A set of simultaneous oxygen density and oxygen airglow observations was performed as part of the ETON rocket campaign . Using these observations, a number of empirical airglow models have been developed (Murtagh et al., McDade et al., 1986a) . A distinguishing feature of these models is that, in the case of the green line and the atmospheric band, they allow intensities to be calculated without a knowledge of the identity of the precursor. Murtagh et al. (1990) have shown that these models can be used to predict the green line intensity in some cases where no atomic oxygen density measurement was available. What we will show in this paper is that these airglow models offer a means to relate an [0] measurement made in one set of circumstances to that measured at a different time.
In Paper 1, six rocket measurements of lower thermospheric atomic oxygen were presented. Two of these experiments occurred at midlatitudes after 627 sunset, and were accompanied by a measurement of at least one oxygen nightglow feature. In this paper, we will use the airglow profiles in conjunction with the empirical models mentioned above to derive oxygen atom profiles. These profiles will then be compared with the measurements of Paper 1. Our goals are (1) to assess the validity of the 0 profiles given in Paper 1, (2) to compare them, at least indirectly, against other similar measurements, and (3) to see how well the atomic oxygen profile can be inferred from airglow.
EXPERIMENTAL DATA
The data to be discussed in this paper are taken from two rocket experiments which are summarized in Table 1 . These rockets were both launched from WSMR about 1 h after sunset during quiet geomagnetic conditions and moderate-to-high solar activity levels. For purposes of clarity, for the rest of this paper, NASA flight 13.135 (the 1978 rocket) will be referred to as Flight 1 and NASA flight 4.339 (the 1981 rocket) will be referred to as Flight 2.
In addition to the [0] measurements presented in Paper 1, these rocket payloads contained a variety of other mesospheric and thermospheric experiments, some of which have been discussed in previous papers. Thus, Rusch and Sharp (1981) described a study of thermospheric odd nitrogen using data from Flight 1, while Sharp and Kita (1987) presented a measurement of atomic hydrogen from Flight 2. Here, we are most interested in the observations of the 5577 8, (O'S_ O'D) green line, O2 (A3xf--X3C;) Herzberg I bands, and the 7620 A (0,O) 0,(b'x,+-X3C;) atmospheric band. All three of these emissions are believed to result, either directly or indirectly, from the threebody recombination of atomic oxygen and thus can be used to compare with our [0] measurements. A summary of the specific experiments used in this paper is given in Table 2 .
As shown in the table, the green line was measured on both Flights 1 and 2, while Flight 2 also included measurements of the Herzberg nightglow and the (0,O) atmospheric band. Also indicated in the table is a measurement of the NOz continuum. This emission is believed to be due to the recombination of NO and 0 (McDade et al., 1986b) ; here, however, this photometer channel will be most useful as an indicator of possible background contamination. The rest of this section is divided into subsections which describe in greater detail our measurements of [0], the atmospheric band, the Herzberg I bands and the green line.
Atomic oxygen density measurements
The two atomic oxygen profiles which will be analyzed in this paper are shown in Fig. 1 . Panel (a) presents the Flight 1 data, while panel (b) shows the Flight 2 data. Data were typically obtained every 0.4 s, corresponding to an initial altitude resolution of 0.2-0.3 km; however, for convenience in performing calculations, the data were placed on a 1 km grid. Also shown are the predictions given by the MSIS-86 empirical model (Hedin, 1987) . The peak [0] and the total column 0 between 86 and 110 km for these four profiles are summarized in Table 3 . A comparison of our data with MSIS reveals many differences, some of which were discussed in Paper 1. Specifically, our data are about a factor of 2.5 lower in peak magnitude and 3-5 km lower in peak altitude than MSIS. Also the MSIS profiles predict about 16% less column 0 for Flight 1 than for Flight 2, while the measured 0 indicates about 5% more 0 for Flight 1 than Flight 2. While these differences are small, since the nightglow typically depends upon [O] ', it would be expected to respond noticeably to such small changes. For the rest of this paper, we will use the airglow measurements as a means of evaluating the different 0 profiles shown in Fig. 1 .
R atmospheric band measurements
The 7620 A (0,O) atmospheric band was measured on Flight 2 by a photometer which viewed the emission along the direction of the rocket trajectory. Only upleg data were obtained because of scattered moonlight on the downleg. The calibration of the photometer is given in Table 2 . One problem with this calibration was that a large decrease in sensitivity was noted after it was integrated onto the payload. The cause of this change is not clear but we believe it may be the result of a problem in the telemetry system of the payload. Although the photometer calibration was remeasured while it was on the payload, the decreased sensitivity made it more difficult to calibrate accurately. As a result, a relatively large systematic uncertainty (on the order of 50%) is associated with the absolute intensity of the 7620 A measurement. The transmission function of the filter was measured before the flight and convolved with a synthetic spectrum of the (0,O) atmospheric band provided to us by J. H. Yee (private communication, 1990) . The transmission of the filter was approx. 30% assuming a rotational temperature of 200 K.
The resulting 7620 8, column intensity profile is shown in Fig. 2a . The dotted line is the raw data, binned in l/2 km increments, while the solid line is the smooth fit. Smoothing the data is necessary because the calculation of volume emission rates involves differentiation of the column intensities and this process greatly amplifies any noise that is present. A number of filtering and differentiation techniques have been discussed Kita et al., 1989) ; however, all of them involve a degree of subjectivity, either in the amount of filtering that is applied, or in the assessment of the resultant errors. We used two techniques : the incremental straight line fitting approach of Thomas and Young (1981) and Fourier filtering. As shown by Murtagh et al. (1984) , the ftrst technique appears to more accurately reproduce the small-scale structure present in their test protiles ; however, we found Fourier filtering more useful for especially noisy profiles and more convenient in quantifying the errors associated with differentiating the zenith radiance profiles. The low pass filter used for the 7620 8, profile had a cut-off such that all frequencies higher than 6 km cycle-' were removed. Our error analysis is discussed in the appendix. Figure  2b shows the resulting 7620 A volume emission rate profile. 
Herzberg I meusurement
The U.V. nightglow was monitored on Flight 2 by a single channel photometer with a bandpass centered at 3158 A. Our model of the various nightglow emissions likely to be present in the photometer bandpass, using the synthetic spectrum code of Sharp and Siskind (1989) , indicates that the largest contribution to the observed signal comes from the O2 Herzberg I (4,4) band which has a band origin near 3141 A. The exact fraction, however, contains some uncertainty and thus merits some discussion. Using the Sharp and Siskind (1989) data as a guide, we find that approx. 68% of the observed signal comes from the (4,4) band, 15% comes from other Herzberg I bands such as the (2,3) and (3,4) bands, 15% comes from the Herzberg 11 (5,3) and (3,2) bands and the remainder from several weaker bands including the ~ham~rlain (8,O) band. On the other hand, Stegman and Murtagh (1991) suggest that there should be more Herzberg II emission, particularly from high u' levels (up to 1 l), than seen by Sharp and Siskind (1989) . In addition, there was a U.V. limb scanning spectrometer on Flight 2 which observed the nightglow from 3000 to 3400 A. Unfortunately, it appears that during the limb scanning phase of the experiment, the rocket was pointing below the airglow layer peak. As a result, we cannot quantify any possible altitude variation in the nightglow spectra from these data ; however, a preliminary analysis of these data using synthetic spectra does suggest a larger Herzberg II emission on Flight 2 than seen by Sharp and Siskind (1989) . In this case, we find the Herzberg I (4,4) band contribution to our photometer signal could be as low as 52% of the total, while the Herzberg II contribution would increase to 33%. This may then introduce a second uncertainty, namely the possibility that the Herzberg II has a different altitude protile than the Herzberg I which would confuse an analysis of the photometer intensity profile. As we will discuss, however, this second uncertainty would have little effect on our conclusions. Therefore as a compromise between the range of values discussed above, we multiplied the photometer intensity by a fixed value of 0.6 and assumed it represented the signal from the Herzberg I (4,4) band. The implications of this assumption will be considered in a later section. Figure 3a shows the resulting Herzberg I (4,4) profile derived in the above manner. This profile was obtained with the photometer viewing the zenith on the upleg portion of the flight. As was the case with the 7620 8, measurement on this flight, no data were obtained on the downleg. The figure shows the raw data (dotted curve) as well as the data after Fourier filtering (heavy solid curve). The filtering was of the same degree as with the 7620 8, profile. Also shown is our estimate of the background intensity. There is a small uncertainty in this estimate because the rocket began a limb scanning maneuver at 105 km and some residual Herzberg emission above this altitude is still possible. Our background estimate shown in the figure attempts to account for this. The difference between this background and the emission measured below 90 km yields an intensity estimate for the (4,4) band of 13.9k3.5 R. The estimated error includes a calibration error (1 So/), background subtraction (lo%), counting statistics for a 0.5 km data bin (10%) and our estimate of the error in evaluating the contribution of the (4,4) band to the total signal (15%). To convert to a total Herzberg system intensity, we need to make an assumption about the fraction of total emission contained in this single band. Using Degen's (1977) table, we find that 5% of the total emission is in the (4,4) band and the total system intensity becomes 278 + 70 R. A similar value results using our published vibrational populations (Sharp and Siskind, 1989) and Rates' (1989) A-values. Unlike our model of the photometer signal, this value does not depend upon an uncertain ratio of Herzberg I to Herzberg II and thus the error associated with the extrapolation to a total Herzberg system intensity is smaller than the uncertainties discussed above. The resulting volume emission rate profile is shown as the solid line in Fig. 3b . As with the 7620 A profile, the error bars are discussed in the appendix. In addition, we present, as the dotted line, the result of using the straight line fitting technique with 5 km segments. A comparison of the two profiles gives a more qualitative indication of the uncertainty in the result and also provides some evidence for structure (or a secondary m~imum) in the profile near 100 km.
R green line
The green line is one of the most commonly observed nightglow features since it is so bright and easily observed from the ground. We obtained a green line profile on the upleg portion of both Flights 1 and 2. For Flight 1, this emission was the only reliably measured oxygen emission. Figure 4 shows the volume emission rate profiles for both flights, calculated using Fourier filtering. Since the green line profiles contained less noise than either the Her&erg or atmospheric band profiles, the filtering required was less. The filter used contained a cut-off at 4.5 km. For Flight 1, the peak emission was 320 photons cm-3 s-' at 95 km, and for Flight 2, the peak emission was 150 photons cm-3 s-' at 96 km.
Note that while the green line of Flight 1 was twice as bright as on Flight 2, the measured 0 profiles showed little difference and the MSIS 0 profiles for this flight predicted the opposite trend. On the other hand, as Stegman and Murtagh (1988) and Murtagh et al. (1990) have recently shown, the green line intensity can vary from 30 to 400 R; thus, both of our profiles fall within the range of previous observations. The profile on Flight 2 peaks at the same altitude as the Herzberg profile and 1.5 km higher than the atmospheric band profile measured on the same flight ; again, this is similar to previous observations . Also, the fact that the peak altitude on Flight 1 is 1 km lower than on Flight 2 appears qualitatively consistent with the [0] measurements which showed a lower 0 layer on Flight 1. Finally, it is of interest to note that both green line profiles show a similar "bump" at 99101 km as did the He&erg profile on Flight 2. Table 4 summarizes the observed column intensities for both green line observations as well as the Herzberg and atmospheric band observations on Flight 2. 
ANALYSIS
In this section, we attempt to fit our measured airglow profiles using our measured [O] . Typically, in the past people have used such simultaneous [O]/airglow measurements to derive quenching rates and excitation efficiencies (e.g. McDade et al., 1986a ; Thomas, 1981; Thomas et al., 1979) . Since the derived kinetic parameters have tended to differ with each experiment, it makes intercomparisons between experiments difficult. Therefore, rather than simply repeating the earlier analyses, we wiil adopt previously derived airglow models (largely those from the ETON campaign) and test them against our data. Since these models have had some success in characterizing the airglow, we suggest that they can serve as a common basis for comparing different measurements of the atomic oxygen density. This section is thus divided into three subsections: the first summarizes the airglow models, while the second and third apply them to the two sets of rocket data (Flights 1 and 2) using our measured [0] .
Empirical airglow models
The models we use for the atmospheric band and the green line were first developed by McDade et al. (1986a) and have been recently used by Murtagh eb al. (1990) . As they discuss, it is possible to parameterize the volume emission rate of the atmospheric band in terms of the atomic oxygen density and the as yet unidentifi~ precursor of the O,(b'Z:). The expression they give is
where A, is the (0,O) band transition probability, A 2 is the inverse radiative lifetime of O,(b'Z,+), k, is the rate coefficient for three-body recombination of atomic oxygen, k2 are the rate coefficients for quen- 
where A, is the 0('S_'D) transition probability, A, is the inverse 0('S) radiative lifetime, k5 is the coefficient for quenching of 0('S) by 02, and C'O2 and C'O relate to the unidentified 0('S) precursor. Values for all these parameters were taken from Table  1 of Murtagh et al. (1990) . Values for the number densities of NZ, O2 and the temperat~e T were taken from the MSIS-86 empirical model. In this case, we get a cubic equation for the atomic oxygen density.
Finally, for the Herzberg bands, we assumed that the emission results from direct three-body recombination of 0, rather than through a precursor (e.g. Siskind and Sharp, 1990 ; Murtagh et al., 1986) . In the simplest case, where we assume that the vibrational distribution is invariant with altitude, the volume emission rate is expressed as where AH is the total O2 (A3C:) inverse lifetime, E is the fractional recombination yield of 0,(A3Xz), and kE is the electronic quenching rate coefficient. Here, it is assumed that the dominant quencher is O2 and for a given value of kE and E, it is straightforward to derive an 0 profile from a given measurement of P'&, . Unfortunately, as we have shown previously (Siskind and Sharp, 1990 ) the ~brational distribution does depend somewhat upon altitude and this complicates the situation. In this case, the emission in a given band can no longer be expressed as simply as in equation (3) ; rather, it must be calculated using a model which accounts for vibrational relaxation. We discussed several of these models in the above referenced paper and showed that the nightglow spectra could be best fit if the electronic quenching, k,, lay between 3 x 1Ol2 cm3 s-' (intermediate quenching-hereafter calIed Model A) and 1.5 x IO' ' cm3 s-' (high quenching-hereafter called Model B). These quenching values are both higher than the values given by Kenner and Ogryzlo 1980, 1983, 1984) . In both thesemodels, the emission rate is still linearly dependent upon the product of E and [O]' and thus a fit to a measured airglow profile can yield a value for this quantity. Furthermore, Model B is essentially the same as that derived by Murtagh et al. (1986) from ETON data with E = 0.04. We can thus use our Herzberg I measurement to independently check the derived 0 densities obtained from the atmospheric band and green line profile and compare our results with previous ones.
Analysis of Flight 2 data
Since Flight 2 contained the most comprehensive set of photometer measurements, we will discuss it first. The results from our 7620 8, measurement are shown in Fig. 5 . The figure presents three 0 profiles, one from MSIS, our direct measurement, and a derived 0 profile obtained from the solution of equation (1). The derived 0 profile was calculated using k; = 8 x lo-I4 cm3 s-' and respective values for Co2 and Co equalling 6.6 and 19 (see Murtagh et al., 1990). It also has been scaled downwards by a factor of 1.6 to best fit the measurement. This scaling factor may reflect a discrepancy in the absolute calibration between our [0] measurement and that used in the ETON analysis. As Murtagh et nl. (1990) point out, if the ETON 0 densities were in error by some constant factor CI, the 0 densities derived from their parameterization .would also be in error by CI. [This is strictly true only with no 0 quenching of O,(b'Z:) ; however for our [0] values, the effect of 0 quenching was less than 5% on the derived 0.1 With this in mind, it is nonetheless clear that there is an excellent agreement in the shapes of the two curves. Such agree- ment is encouraging, especially when one considers that the fit is sensitive to the ETON 0 measurement, the ETON 7620 A data (and model), our 7620 8, data and our 0 measurement. Furthermore, it is clear from the figure that the atomic oxygen profiles deduced from either direct measurement or from the 7620 A measurement agree much more closely with each other than either does with MSIS. Given the relatively large uncertainty in the absolute calibration of the 7620 A photometer, it is important to look at the [0] derived from the other two airglow profiles. Figure 6 shows the derived atomic oxygen profile using our green line measurement in equation (2) and compares it with our direct measurement and MSIS. The figure shows that, as with the 7620 A profile, the derived and measured 0 profiles agree with each other more closely than either does with MSIS. For example the MSIS 0 shows a peak at 98 km, while the two other curves both peak around 95-96 km. There are, however, some greater discrepancies between the shapes of the derived and measured 0 profiles than is seen in Fig. 5 . In particular, the derived curve shows about 30% less atomic oxygen between 91 and 94 km than the measurement. Also since the green line emission extends about 3 km higher than the 7620 A emission, we note a significant enhancement in the derived 0 profile at 101 km that is not seen in the measurement. Also, the derived [0] was scaled downwards by a factor of 2.3 to produce the best fit with the data. Thus both the atmospheric band data and the green line data suggest that for a given airglow intensity, our measured atomic oxygen density is less than that of ETON.
Finally, Fig. 7 shows the results of comparing our measured Herzberg profile with that calculated using the two quenching models described above. In this case, rather than presenting a derived [C?] density profile, we are showing the results of a more conventional "forward" calculation of the airglow intensity. The figure shows that both models do a fair job of reproducing the data ; however, there are a number of discrepancies which are similar to that seen in the green line analysis. First, the calculated emission significantly exceeds the observation from 91 to 94 km. Second, the calculated emission does not reproduce the secondary maximum at 101 km. This is analogous to what was shown in Fig. 6 , where the airglow suggests that more 0 should be present at 100-101 km and less 0 between 91 and 94 km than is actually observed. This will be discussed further in a later section. For now, we are more interested in the production efficiency, E, required to match the observed peak emission rates. For Model A, we require E = 0.05 while Model B, with its higher loss due to quenching, requires E = 0.23. This second value is almost 6 x greater than that used by Murtagh et al. (1986) for similar quenching coefficients. A likely explanation for this difference is that for a given Her&erg intensity, our [O] is lower than that reported by . Since e varies inversely as [0] *, a 6 x greater value of E is equivalent to an oxygen density which is lower by a factor of 2.4. This agrees well with the factor of 2.3 which we inferred from the green line data. It is greater than the 1.6 scaling derived from the atmospheric band ; however, given the calibration uncertainty associated with that measurement, we feel our absolute Her&erg band and green line intensities are more reliable. Also note that due to the quadratic relationship between E and [O], even a 20% error in our estimate of the Herzberg I (4,4) cont~bution to the photometer signal would only result in a 10% error in our estimate of this scaling factor. Thus we (2) in the text. The derived 0 has been divided by 3.1 in order to fit the absolute magnitude of the measured 0.
conclude that for a given level of airglow intensity, the atomic oxygen measurement on Flight 2 is lower than that of Greer et al. (1986) by about a factor of 2.4.
Analysis of Flight 1 data
As we have already mentioned, the only airglow profile obtained on Flight 1 was the 5577 8, green line. We have used our measured profile in conjunction with equation (2) to derive an [0] profile. The results are shown in Fig. 8 which compares [0] profiles from MSIS, the green line and from the resonance lamp experiment. The figure shows that the derived and measured profiles have similar shapes, particularly in their top side scale heights ; however, there is a discrepancy in the peak altitude. Thus the derived profile (which reflects the height of the airglow layer) peaks in the range 95-97 km, while the measured 0 shows a peak between 92 and 95 km. Compared with Flight 2, both the derived and measured profiles are at a lower altitude while the MSIS profiles predict little change. Below the peak of the measured 0, the inferred 0 is consistently lower in magnitude, a behavior which is qualitatively similar to that seen on Flight 2. We will argue below that the discrepancies seen on the two flights may both be related to rocket glow.
Concerning the absolute value of the derived 0 density peak shown in Fig. 8 , it was divided by 3.1 to match the peak atomic oxygen measured by the resonance lamp. This means that the ETON model, which we used, is normalized to an 0 density that is 3.1 x greater than what we measured. This is a greater scaling factor than was derived from the Flight 2 data and reflects the fact that the green line intensity measured on Flight 1 was about twice as bright as that observed on Flight 2, while the measured 0 showed only a small change. While this at first glance suggests some inconsistencies with our data, it actually falls within the calibration uncertainty of the 0 measurement. This is because for the values of 0 near 2 x 10' ' cm-3, the green intensity as given by equation (2) exhibits a nearly cubic dependence upon the 0 density. As a result, a 30% change in 0 can lead to a factor of 2 change in the green line emission. Thus, our two measurements can be made consistent if the measured 0 on Flight 1 were too low by 30% while that on Flight 2 were too high by a similar amount. Given the estimated uncertainty of 30% associated with an individual measurement of atomic oxygen (see Paper l), it is not unreasonable to suggest that two separate measurements could differ by 60%. In fact, this 60% disagreement, while certainly not insignificant, compares favorably with the factors of 2-10 discrepancies reported by Murtagh et al. (1990) and Dickinson et al. (1987) for similar sets of observations. It does, however, point out the importance of combining a given measurement of 0 with a simultaneous measurement of at least one airglow indicator.
DISCUSSION
In the previous section, we saw some differences between the 0 profile inferred from airglow with the 0 measured by the resonance lamp. For the two green line profiles and the Herzberg profile on Flight 2, the models generally indicate significantly less 0 than the data below the peak of the layer. An alternate (and equivalent) way of stating this is that the observed airglow cuts off more sharply than the model below the layer peak. This is particularly evident in our Herzberg profile (Fig. 7) . A discrepancy of this sort is difficult to explain because it necessitates a loss mechanism which increases at lower altitudes more rapidly than the rapid molecular quenching already included in the model. It is important to note here that the presence of significant Herzberg II in the U.V. photometer data would only make the discrepancy worse. This is because it is thought that the c'Z; state is quenched by 0 (e.g. which would lead to a Herzberg II layer several kilometers below the Her&erg I. If there is an unaccounted for Herzberg II emission in our data, the "missing" emission below 95 km becomes even more glaring. In addition, when one considers that the excitation mechanisms for the green line and the Herzberg bands are assumed to be different, it becomes more difficult to ascribe these discrepancies to simple model error. Finally, it might be argued that this suggests a problem with the 0 measurement ; however, at least on Flight 2, this is precluded by the fit ta the 0 derived from the 7620 A data (Fig. 5) . Therefore, one possibility that we will explore in this section is that these discrepancies may result from a transient rocket-induced glow. Support for the existence of rocket glow is seen in Fig. 9 which presents the observed zenith intensity (including the sky background) from the 5760 A photometer. Normally, one would expect to see the emission decrease from 95 to 100 km as the rocket passed through the NO1 continuum layer (McDade et al., 1986b; Witt et al., 1981) . Instead we see a noticeable increase in the signal, centered around 99 km. This is inconsistent with what one would expect in an airglow measurement but seems to coincide with the high altitude "bumps" seen in the He&erg band and green line profiles on the same Ilight. Given that the onboard magnetometers indicate no change (to within +O.l") in rocket attitude and thus no change in the background during this time frame, an induced glow becomes the most likely explanation. The intensity of the enhancement seen in the figure is 0.125 R A-' ; however, the actual contamination is most likely much greater than this. This is because a typical brightness for the NOz layer is of the order of 0.4 R A-' (McDade et al., 1986b ; Gadsen and Marovich, 1973) . In order for the NO2 emission to be completely obscured (as it is in Fig. 9 ), the rocket glow would have to be at least 0.5 R A-'.
The existence of a rocket glow phenomenon has been reported in the past. In some cases Lopez-Moreno et al., 1985) , the contamination is clearly evident due to an increase in the signal as the rocket passes through the airglow layer ; in others (McDade et al., 1987a,b) , the presence of contamination has been invoked to explain differences (1987a) discussed the effect that "hidden" contamination would have on a zenith intensity measurement. If the contamination is increasing with increasing rocket altitude, the measured zenith profile will decrease more slowly with height and the volume emission will be underestimated. Conversely, the inferred volume emission will be too large if the contamination is decreasing with increasing altitude. In order to quantitatively assess these effects, we have followed the approach used in the two McDade et al. papers. In those papers, they calculated the residual difference between their observed column intensity profiles and their models.
Two samples of such a calculation are shown in Fig. 10a and b for the two green line profiles. The data in the figure are the observed zenith intensity with an apogee background subtracted. The model is the result of using the measured [0] (scaled as discussed in the previous section) in equation (2) with a small additional normalization (of about 15%), so that the two curves agree below the layer. In this manner, we can highlight the differences in shape between the measurements and the models. It is apparent in both panels that the model profiles start decreasing at a lower altitude than do the data. The residual difference, or excess intensity, peaks at 93 km for Flight 1 and 95 km for Flight 2. The magnitude of this excess is about 50 R (or 17 R A-') for Flight 1 and about 10 R (or 1.7 R A-') for Flight 2.
The shapes and magnitudes of our derived residual intensity profiles are generally consistent with those reported previously. The deduced intensities are such that the weaker Herzberg band and green line measurements would be more sensitive to such contamination than the stronger 7620 A emission, in agreement with our observation. On the other hand, our estimate of 1.7 R A-' for Flight 2 is greater than the 0.5 R A-' we estimated from the 5760 8, profile. In fact, subtracting the 5760 8, intensity from the 5577A data made no significant difference in the derived green line volume emission rate profile. This suggests that if there is a contaminating emission, it may not be a smoothly varying continuum.
In light of the above uncertainties, this hypothesis must still be considered speculative ; however, given our lack of understanding about rocket-atmosphere interactions, it would be premature to rule out this possibility. It is interesting to note that Thomas (1981) also saw a discrepancy between his measured and modeled green line which is very similar to ours. In a subsequent analysis of the 1.27 hrn emission from the same rocket flight, McDade et al. (1987a) proposed the presence of a contaminating emission. It may be that Thomas' 5577 8, data were also affected.
CONCLUSIONS AND CONSEQUENCES
In this paper we have used sets of simultaneous [O] /airglow measurements to investigate the relationship between the airglow and the atomic oxygen at lower thermospheric altitudes. Of particular interest was whether our data were consistent with previous measurements. For this analysis we conclude the following :
(1) The shape and peak altitude of the atomic oxygen layer is well characterized by the measurement technique of Sharp (1991, Paper 1) . This is primarily based upon the agreement between the 0 derived from the atmospheric band profile on Flight 2 and that measured directly by the resonance lamp technique.
(2) For the two cases studied here, we found the 0 derived from the airglow was more consistent with measurement than it was with MSIS model predictions. The MSIS model predicted an 0 layer that was too high in altitude and that varied from Flight 1 to 2 in the opposite sense to both the airglow and the oxygen measurements. All this reinforces the point made most recently by Stegman and Murtagh (1988) ; namely, that it is pointless to discuss the variation of lower the~osphe~c atomic oxygen without some reference to an independent indicator such as airglow.
(3) By normalizing our measured atomic oxygen densities to a common reference airglow level, we find that the absolute magnitude of the 0 densities studied here is lower than that measured by Greer et al. (1986) during the ETON campaign. Using the ETONderived airglow models, the difference between our 0 densities and ETON's ranges from 2.3 to 3.1 (5) The 5577 8, green line and the Herzberg bands are only partially explained by the models used here. As we have suggested, this may be related to contamination of these data by a rocket-induced glow.
One obvious impli~tion of these conclusions, specifically the third one, is that the peak 0 density may be lower than previously assumed. This, in turn, would have numerous consequences on the chemistry and energetics of the mesopause region (e.g. Brasseur and Offerman, 1986; Garcia and Solomon, 1985 ; Allen et al., 1984) . Consideration of these effects is beyond the scope of this paper, but there is one important point which must be addressed here. If the [0] is a factor of 2.5 lower than that of , the processes which produce the observed airglow intensities must be correspondingly more efficient. For example, McDade et al. (1986a) state that O,(b'T;:) must be formed in oxygen recombination with a minimum efficiency of 13%. With 2.5 times less atomic oxygen, the required efficiency increases to over 80%. While this seems high, we should note that since the excitation mechanism involves an energy transfer with 02, efficiencies of over 100% are possible. Until the identity of the O2 precursor is established, it will be difficult to assess the validity of a given value for the production efficiency of O,(b'Z:).
In the case of the Herzberg bands, the situation is clouded by continuing uncertainties in the quenching rate coefficient for the OzA state. With the ETON quenching coefficient (1.5 x lo-' ' cm3 s for 02, using the higher Bates transition probabilities), our required efficiency is 23%. Recent theoretical estimates, as summarized by Bates (1988a) , suggest a value of 6% for the percentage of recombinations which yield A "C: . This may indicate a problem with a Henberg model that relies upon high quenching and low 0. With our intermediate O2 quenching value (3 x IO-" cm3 s-'), we only required a production efficiency of 5%. Of course, neither of these quenching models exactly fit either our photometer data here or our spectrometer data discussed previously (Siskind and Sharp, 1990 ), so we cannot make a definitive statement about which model we prefer. An additional uncertainty is also discussed by Bates (1988a Bates ( , 1989 . He argues that the laboratory measured recombination rate (Campbell and Gray, 1973) does not include the production of 02(?I& This is because in the laboratory, 02@Is) will the~ally redissociate and thus make no net contribution to the recombination. On the other, Bates points out that in the thermosphere, 02('11,) may be stable. Since it is thought that of the order of 50% of all recombinations enter into the 'I$ state, this means that the actual recombination could be up to twice what Campbell and Gray measured. Alternatively, if one uses the Campbell and Gray rate coefficient for thermospheric modelling, one would then have to double the production efficiency of a given state over theoretical values which include "II,. In consideration of all these uncertainties, we conclude that while our lower 0 measurements require significant increases in the airglow production efficiencies, it would be premature to rule out such possibilities.
FINAL REMARKS
The ultimate question of which absolute value of 0 is the correct one still remains ; however, it appears to be somewhat more constrained than previously. Our results suggest that there is an experimental discrepancy of about 2.5 between the technique used by Sharp (1991) and that used by Greer et al. (1986) , but we cannot at this point determine which of the two is more accurate. It is interesting to note, however, that this discrepancy is much less than the factor of l& 40 discrepancy discussed by Llewellyn (1988) , Sharp (1985) , and OfIerman et al. (1981) . One possibility is that the more recent measurements of 0 are more accurate than many of the measurements summarized by Offermann et al. (198 1) . It is also likely that, guided by our increased understanding of the O2 airglow, our knowledge of the natural variability inherent in lower thermospheric atomic oxygen is also continuing to improve.
ber of cyclic calculations. These consist of calculating the VER from the data using Fourier filtering techniques, integrating the profile, adding random noise and recalculating a new VER. After each cycle, the VER will, in general, be different from the previous one due to the randomness of the introduced noise. After 200 such cycles, a family of VERs is obtained. For each altitude one can then generate a histogram of points which reflect the distribution about some "best" value. Our error bars in Figs 2b, 3b and 4 are the one sigma deviations determined from these histograms. For example, in the Herzberg calculation we found that out of 200 calculations, about 70% of the derived peak emission values lay between 14 and 20, thus leading to an 18% error estimate for the peak value (see Fig. 3b ). A similar error was found for the 7620 8, emission. At 100 km, this increases to about 30%. Of course, our error estimates are directly related to the amount of random noise that is added. The noise level was taken from the counting statistics for a 0.5 km bin at the bottom of the airglow layer. For both the Her&erg and atmospheric band, this was 10% of the signal. For the two green line profiles, the statistics were somewhat better; for Flight 1, the noise in the integrated intensity was about 4% while for Flight 2, it was about 2%. The resulting errors in the recovered VER are thus proportionally smaller than for the Herzberg and atmospheric band profiles. In addition, our estimate for the peak altitude for each emission feature is believed to be accurate to within f 1 km.
These estimates are for random noise only ; an additional systematic uncertainty is introduced by the filtering of high frequencies that may be actually present in the data. This is seen in the work of Murtagh et al. (1984) when they compared the VER recovered using Fourier filtering with their initial profile. The effect is to "round off" sharp peaks in the VER. It is also seen in Fig. 3b where the VER obtained using Fourier filtering is compared against that obtained using the linear least-squares fitting technique. This is more difficult to quantify since it depends upon the degree of filtering used which is itself somewhat subjective. Since our conclusions do not depend upon the existence of small-scale structure in our VER profiles (with the possible exception of the "bump" at 99-101 km which is shown to be independent of the analysis technique in Fig. 3b) , the practical effect of this uncertainty is likely to be negligible.
