Optomechanics For Inertial Sensing by Hutchison, David
  
Optomechanics for Inertial Sensing 
 
 
A DISSERTATION 
PRESENTED TO THE FACULTY OF THE GRADUATE SCHOOL 
OF CORNELL UNIVERSITY 
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR THE DEGREE OF  
DOCTOR OF PHILOSOPHY 
 
 
BY  
DAVID NEIL HUTCHISON 
MAY 2014  
  
 
 
 
 
 
 
© 2014 DAVID NEIL HUTCHISON 
 
DAVID.N.HUTCH@GMAIL.COM 
 
 
 
  
    
 
Optomechanics for Inertial Sensing 
DAVID NEIL HUTCHISON, PH.D. DISSERTATION 
CORNELL UNIVERSITY 2014 
 
Abstract  
Inertial MEMS (accelerometers and gyroscopes) is a rapidly-growing billion dollar industry. At 
the heart of these devices is a displacement sensor. Since its commercialization in the 1980s, the core 
technology has not changed (viz., capacitive displacement readout of mass-on-springs), for almost all 
commercially-available inertial MEMS. However, recent developments in integrated optomechanics 
when combined with recent low-cost on-chip lasers and detectors may enable high-SNR on-chip 
displacement sensing. Such devices represent a new paradigm in on-chip inertial MEMS sensors, but 
have yet to be considered in detail in the literature.  
In this dissertation we quantitatively investigate several optomechanical displacement sensing 
schemes, both theoretically and experimentally, and discuss the merits of each approach. These 
schemes include: cavity deformation sensing, cavity evanescent field displacement sensing (both 
waveguide or nearby absorber moving), and two-cavity gap sensing.   
Beyond simply investigating different sensing schemes, we find that reinventing the traditional 
displacement-sensing element has the effect of reinventing the entire system. For example the driving 
circuitry may be simpler and/or lower-power than traditional inertial MEMS driving circuitry, the noise 
sources are fundamentally different and are limited by different mechanisms, the footprint and cost 
drivers may be completely reimagined, etc. 
    
 
Although we have not yet integrated the devices reported here with on-chip lasers and 
detectors, we show experimental results and modeling for our non-integrated devices, discuss the noise 
sources to be expected in an integrated device, and survey some on-chip laser/detector noise figures 
from the literature. Using such noise figures and the measured optomechanical sensitivities, we show 
that our measured devices when operated as accelerometers could easily achieve sub-   √   total 
noise, and thus potentially exceed typical electrostatic MEMS accelerometer performance. Though we 
have applied these findings primarily to accelerometers, these findings may also be applied to MEMS 
gyroscopes, or other sensors that involve displacement sensing, such as MEMS microphones, MEMS 
pressure sensors, and so forth.  
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Chapter 1  :  Introduction 
 
There was this huge world out there, independent of us human beings  
and standing before us like a great, eternal riddle,  
at least partly accessible to our inspection and thought.   
The contemplation of that world beckoned like a liberation.  
-- Albert Einstein 
 
1.1  :  Overview and objectives 
This primary purpose of this dissertation is to answer the question: How may displacement be 
sensed, on-chip, optically, and how do these approaches compare? To put this in context of some 
commercially important devices, in many places we specifically apply these findings to inertial sensors 
(accelerometers and gyroscopes), however micromechanical displacement sensors are a large part of 
many useful microelectromechanical (MEMS) systems. MEMS accelerometers and gyroscopes need to 
read out the position of the proof mass; pressure sensors may need to read out the deformation of a 
membrane or movement of another micromechanical element, mechanical mass sensors may need to 
read out the resonant frequency of a vibrating element before and after some molecule or particle has 
attached itself. So, in this dissertation we target inertial sensors but present a largely device-agnostic, 
theoretical and experimental analysis of some types of optomechanical displacement sensors that we 
hope will be useful for some of these applications. 
Many more possible reasons are given as the text unfolds – however at the outset we were 
originally motivated by several reasons: 
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(A) Despite the fact that capacitive displacement sensing is almost ubiquitous in MEMS today, the 
most sensitive displacement measurements in science are done using optical techniques, not 
capacitive gaps – just to give one example, consider the Laser Interferometer Gravitational wave 
Observatory (LIGO), which is searching for tiny changes in cavity length as a gravitational wave 
passes through the optical cavity.  We usually use capacitive plates in on-chip MEMS because 
historically these have been the tools available in the world of microfabrication, while on the 
length-scale of LIGO many techniques are available – but what if newer better tools became 
available on the micro-scale? 
(B) The recent development of microfabricated on-chip lasers, for example by University of 
California at Santa Barbara, and Intel Corporation [1]. Using silicon microfabrication techniques 
for such components enables massively scalable production and optical systems with 
unprecedented small form factors and low cost compared to traditional piecemeal-assembled 
optical systems.  
(C) On-chip detectors are now available in a variety of forms, e.g. [2]. 
(D) The recent birth of the field of optomechanics (OM)1, and with it a deeper understanding of the 
interaction between light and motion of physical objects (mirrors, waveguides, etc.) in a variety 
of configurations. 
(E) Optical sensors with their associated circuitry may have other advantages over traditional 
capacitive sensing. Some of these may include more “knobs” to play with to engineer a sensor 
for a particular purpose, new effects that may be harnessed such as optical forces, optical 
                                                          
1
 Note: We use the acronym “OM” to refer to either “optomechanics” or “optomechanical” based on 
context. 
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feedback, optical heating and cooling, higher immunity to electromagnetic interference or high-
temperature operation, etc. 
Thus we began our investigations into optomechanics for displacement sensing; this dissertation 
reports the results. 
1.2  :  Structure of this dissertation 
Here we introduce several different on-chip OM displacement sensing schemes, and investigate 
them analytically, computationally, and experimentally, then compare between approaches. 
Chapter 1 provides the reader with an overview and an introduction to displacement sensing, 
optics, and optomechanics. We also categorize and review past approaches to optomechanical 
displacement sensing. 
Chapter 2 describes some groundwork needed for the present work: first, it covers the 
important parameters for that will be referred to in subsequent chapters, and secondly it describes test 
setups that were built, that we refer to in following chapters. In this sense it functions partially as an 
appendix, however since the concepts presented here are integral and not tangential to the following 
chapters, we include this as a chapter rather than an appendix at the end.  
Chapters 3, 4, and 5 describe different types of optomechanical displacement sensors we 
invented or analyzed. This list of sensor types is not necessarily exhaustive. Each chapter will talk about 
the basic sensing principle and variants, analytical modeling, computational modeling, and experimental 
results.  
Chapter 6 includes conclusions and a comparison of the devices in Chapters 3-5, along with a 
comparison with acceleration noise of some commercial accelerometers. 
1.3  :  Example motivation case: Inertial MEMS 
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Though displacement sensing is important to most MEMS devices, to give motivation, now we 
will consider in more detail how on-chip displacement sensors might apply to inertial sensors 
specifically. Along the way, we will uncover some interesting motivations that may not be otherwise 
obvious – for example, arguments of simplified driving electronics, potentially lower power 
consumption, and footprint. 
1.3.1  :  Why inertial MEMS? 
One of the first commercial uses for MEMS was for car airbag deployment sensors in the 1980s. 
Today it is primarily driven by the consumer electronics market, and in particular by smartphones and 
tablet computers. In particular, inertial sensors commonly used in:  
 Smartphones, tablets, ultrabooks, gaming controllers, etc., to measure orientation, 
rotation, and vibration, for motion input or navigation. 
 Wearable electronic devices to measure motion or physical activity. 
 Laptop computers to park the hard disk head when free-fall is detected (if the laptop is 
dropped), to prevent damage to the hard disk when the laptop hits the ground. 
 Electronic stability control (ESC) for vehicles such as cars. When ESC detects the car is 
moving in a way not allowed by the tires in normal operation (i.e. the car is skidding instead 
of traveling in the direction the tires are pointing), ESC applies the brakes to individual 
wheels to help overcome skidding and “steer” the vehicle where the driver intends to go. 
Although the idea dates back to 1987, recently regulation in many countries has begun 
requiring all new cars to have ESC (for example, all 2012 vehicles under 10,000 lb. in the US 
must have ESC systems, each of which require accelerometers and gyroscopes) [3]. 
 Digital cameras to detect orientation and sometimes for image stabilization (correcting for 
the jitter of a user’s hand). 
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 Industry to measure vibrations or movement of critical machines, buildings, safety 
installations, and so forth.  
Inertial sensors comprise about a $1-2B growing market, as shown in Figure 1.1. 
 
 
Figure 1.1 
Total revenue from MEMS accelerometers and gyroscopes up to 2011 
(estimated) and beyond (projected – this data is from a 2011 industry report). 
Adapted from [4]. 
 
 
Cheaper, smaller, and lower power MEMS will always be attractive to the MEMS industry, and 
these are some of the technology drivers. However we may ask whether performance is a driver – do 
inertial sensors really need to be any better? One way it might be “better” may be to have low noise, or 
more correctly, higher SNR; other ways might be to have higher dynamic range or lower drift, for 
instance. So, for instance, do we need better SNR? In truth, if all we wanted was to have an 
accelerometer that could determine if a smartphone was being held in portrait or landscape mode, the 
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problem is already solved. However, to ask whether today’s sensors are good enough for today’s 
applications is not the important question, because better sensors beget new applications.  
For example, some very expensive defense-related (e.g. Northrop Grumman’s Hemispherical 
Resonator Gyro [5]) or experimental gyroscopes (e.g. [6]) may have orders-of-magnitude lower noise or 
drift which can enable “northfinding” and GPS-denied navigation (but, in some cases may be many 
orders of magnitude more expensive). Northfinding refers to measuring the Earth’s rotation vector 
directly so that (after a sufficient period of averaging while the device is stationary), north can be 
determined without the need for a MEMS compass (this is useful because a MEMS compass 
measurement is frustrated by stray magnetic fields or nearby metal). Navigation, on the other hand 
refers to tracking the sensor’s movement by integrating the gyroscope signal to find the heading, and 
double-integrating the accelerometer signal to track position. This is important because a user may want 
to use their smartphone to navigate inside of a shopping mall, for instance, where GPS signal does not 
penetrate. Today’s inertial MEMS alone are far too noisy to enable indoor navigation. It is true however 
that today’s accelerometers and gyroscopes when combined with other techniques such as WiFi-
triangulation, sensor fusion algorithms, Simultaneous Localization And Mapping (SLAM), etc., can have 
varying degrees of success with indoor navigation, but in each case (WiFi-triangulation, SLAM, etc.) 
there is some drawback (e.g. WiFi-triangulation may require additional hardware to be set up, and the 
arena calibrated; SLAM may require a clear camera view with a constant video stream, a lot of 
processing power, recognizable surroundings, etc.). In any case, simply having better sensor data in the 
first case is truly the best approach to solve the problem of indoor or GPS-denied navigation, and 
today’s inertial sensors are far from sufficient to solve this problem. 
1.3.2  :  What is an accelerometer? 
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An accelerometer is simply a mass  attached by springs   to a frame, as shown schematically 
in Figure 1.2 (a). Under a known acceleration   of the frame, the inertia of the so-called “proof mass” 
causes the springs to deform and the mass to be displaced according to          , where   is the 
displacement from equilibrium. Thus by measuring the displacement from equilibrium we calculate the 
acceleration. Of course this is true only below the resonant frequency; at the mechanical resonant 
frequency2   the mass is driven to larger amplitude by the same driving acceleration; above the 
resonant frequency the inertia of the mass cannot respond quickly enough and the amplitude is 
reduced, as in Figure 1.2 (b).  
 
 
Figure 1.2 
(a) An accelerometer is simply a mass on springs with a displacement readout. (b) 
The frequency response of an accelerometer. Such a device has some mechanical 
resonant frequency   and is operated as an accelerometer at frequencies 
below that. In this regime,     . Adapted from [7]. 
 
 
So, accelerometers are designed to sense accelerations below their resonant frequency. The 
displacement-sensing element is almost always a pair of electrodes separated by a gap, with the 
                                                          
2
 Note that in this dissertation we use subscript “m” to refer to mechanical quantities and “o” to refer to 
optical quantities. 
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position of the proof mass sensed by measuring capacitance across the electrodes. To increase the area 
of the capacitor these plates are usually in the form of interdigitated “comb fingers” as shown in Figure 
1.3. The “differential capacitance” comb finger configuration in Figure 1.3 (a) is best for sensitive 
measurements of displacement. Also pictured is a “fringing field” comb fingers in Figure 1.3 (b) for 
comparison – though these are more suited to electrostatic actuation rather than sensing, and allow for 
larger displacements. 
 
 
Figure 1.3 
(a) A differential capacitance       is formed when mass  moves vertically, 
since the    gap increases (decreases) and the    gap decreases (increases). (b) 
For comparison we show this “fringing field” comb finger arrangement. This can 
also sense changes in the gap, however it is less effective at this compared to (a) 
and is instead usually used to drive the mass  into vertical motion since large 
displacements can be attained. 
 
 
1.3.3  :  What is a gyroscope? 
MEMS gyroscopes exist in many forms and a discussion of the various current designs would 
take us beyond the scope of this dissertation. Instead we choose perhaps the simplest imaginable design 
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for purposes of discussion here. This will illuminate the basic operation and also show where the 
displacement sensors in this dissertation may be applied. 
Figure 1.4 (a) shows a basic accelerometer with four straight springs clamped at points P to the 
frame. The mass is shown moved upwards from equilibrium position for clarity. A simple gyroscope 
design is shown in Figure 1.4 (b) and (c), and may consist of an outer frame of mass  , with an inner 
mass   oriented perpendicularly to the first mass. The inner mass, viewed by itself, is simply an 
accelerometer. If the mass of   and   are driven (electrostatically or otherwise) in the  -direction, 
with no overall rotation, the inner mass   will not move relative to the outer mass  . However in the 
presence of an overall rotation in the  -direction, in the reference frame of the device, there is an 
acceleration of the inner mass of  
          Eq. 1-1 
which we may sense in a similar way to how linear acceleration was sensed in the accelerometer: by 
measuring the displacement of   relative to  .  
Thus we see that at the heart of both accelerometers and gyroscopes there is a displacement 
sensing element. In this thesis we are not reinventing the mass or springs (which are required by the 
laws of physics for mechanical-based inertial sensing), nor the drive mechanism used to drive the gyro 
mass at velocity  , but only investigating the displacement sensing element. 
 
 
 
Figure 1.4 
(a) A simple accelerometer with mass  and four straight springs clamped at 
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points P. The mass is shown displaced upwards from equilibrium. (b) A simple 
gyroscope with an outer mass   and an inner mass  . (c) In the presence of an 
overall rotation in the   direction, the Coriolis force causes the inner mass to 
move relative to the outer mass. 
 
1.3.4  :  Drive and sense circuitry 
At first glance it appears that comb fingers “do the trick” perfectly – other than that they might 
take up die space due to the need for many interdigitated fingers. However one of the most salient 
points, and actually perhaps one of the least obvious due to years of designing MEMS in the same way, 
concerns the “hidden side” of MEMS – the driving circuitry. A simplified circuit for measuring the 
capacitance of a MEMS capacitor plate is shown in Figure 1.5. A high-frequency carrier wave is used to 
probe the capacitance of the plates.  
 
 
Figure 1.5 
Schematic circuit diagram of typical driving circuitry for the differential comb 
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finger displacement sensor in Figure 1.3 (a). The differential capacitance 
(“Sensor”) is fed two complimentary 1 MHz square wave signals and given a DC 
bias, then the output signal demodulated to measure differential capacitance. 
(This also shows a feed-back loop to use it in force-balance mode, not necessary 
for the current discussion.) From [8]. 
 
In contrast, an on-chip light source (such as a hybrid III-V/silicon laser [1]) is driven simply by 
supplying current   , so all that is needed is a low-noise current source; the signal from on-chip 
photodiodes (such as [2]) is collected by measuring photocurrent   . This arrangement is shown in 
Figure 1.6.  
 
 
Figure 1.6 
General schematic showing an optomechanical sensing system. The laser is 
driven by a low-noise current source and produces CW light. The detector is 
reverse biased in photovoltaic mode and unbiased in photoconductive mode, and 
the photocurrent is measured – shown crudely here by measuring the current 
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through a resistor, however in practice the signal is fed into an amplifier. 
 
In Figure 1.6 we have indicated the laser light is continuous-wave (CW) and the optomechanical 
sensor amplitude modulates (AM) the light – other arrangements may be possible but this is what 
applies to the optomechanical sensors in this dissertation. Meanwhile the detector may be operated in 
photovoltaic mode (with no reverse bias, (a)), or in photoconductive mode (with reverse bias     , (b)), 
and the photocurrent measured by measuring voltage across a load   . Of course, an amplifier or 
transimpedance amplifier is usually used rather than a direct measurement of voltage across a load 
resistor, but this just illustrates the general principle. 
Comparing the driving circuitry required in Figure 1.5 and Figure 1.6, we see that not only is the 
circuitry much simpler (no high-frequency carrier wave input, it’s just a DC current source!), the 
achievable signal-to-noise ratio is limited by different mechanisms – by the photodetector noise and the 
noise in the simple optical-drive and optical-sense circuitry, for example. Photodetectors can be made to 
be extremely sensitive and low-noise – even to detecting single-photon levels if desired (e.g. [9]).  
We make one final remark about the two detector “modes” shown in Figure 1.6. 
Photoconductive (PC) mode is the operation mode of choice for most on-chip photodetectors – the 
benefits being higher bandwidth and a linear output with light intensity. In photovoltaic (PV) mode, we 
have much smaller bandwidth – the bandwidth is usually limited here by the junction capacitance, and 
for photodetectors of interest this practically limits the bandwidth to somewhere in the range of 100s of 
kHz [10]. However for many sensor applications of interest this is already plenty of bandwidth – for 
example, the mechanical bandwidth of accelerometers is typically a few kHz or tens of kHz; for 
gyroscopes it is often even smaller. Other sensors such as pressure sensors may have even smaller 
relevant bandwidths. More importantly, however, operating the same photodiode in photovoltaic mode 
typically results in lower noise and higher ultimate sensitivity [11]. (In photovoltaic mode, the noise can 
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be basically the thermal noise generated by a shunt resistance; in photoconductive mode, shot noise 
from the dark current is an additional source of noise.) The down-side of photovoltaic mode is that the 
output voltage is logarithmic rather than linear with light intensity, however this can be linearized later, 
and besides, it is more or less linear when        , where     is the open-terminal voltage of the 
photodiode. In any case, our point here is that, contrary to how the vast majority of on-chip 
photodetectors in the literature are operated – in the photoconductive mode – it may make sense for 
the detectors associated with future optomechanical sensors to operate in the photovoltaic mode for 
reduced noise and increased sensitivity to modulation of the light, because the bandwidth is sufficient 
for these applications. 
1.3.5  :  Turn-on time and power consumption 
The turn-on time of typical MEMS circuits involving electrostatic sensing is usually several 
milliseconds, often limited by the time needed to charge the capacitances needed for those circuits. In 
contrast, electrically-pumped lasers, photodiodes, current sources, and possibly even transimpedance 
amplifiers (which we may use to convert a photocurrent signal to an analog voltage), can have much 
faster turn-on times. Aside from the obvious benefit of faster off-to-on wait times, this may have the 
less obvious benefit of lower average power consumption: If a laser and detector can be turned on, 
stabilize, a measurement taken, and turn off again, all in a fraction of the time between inertial sensor 
measurements (typical data rates being around 100 Hz to 5 kHz), then the optical circuitry is off for most 
of the time and can have much lower average power consumption than the capacitive driving circuitry.  
To put this in specific terms we turn to results from the literature. We are not aware of any on-
chip laser turn-on times that have been reported, however laser diodes used in 10Gb/s optical networks 
have been made to be operated in such a “burst mode” as we are describing here, with 16 ns full turn-
on time including power stabilization time [12]. If we require data-rates of 1 kHz (a typical high-end data 
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rate for an accelerometer) from a sensor then this means the laser is on for only 16 millionths of the 
cycle. Thus even if the instantaneous power consumption of the laser is a large number like 100 mW, 
the average power consumption, which is the more important number, is 1.6 microwatts.  
Of course, the driving circuitry needed for such a current-pulse generator will consume some 
power, but at the very least we can say that the power consumed by the laser itself is negligible in this 
mode of operation – so the fact we are adding a laser requiring tens or hundreds of   of 
instantaneous electrical power should not be a big deal – and the total average power consumption is 
primarily due to the pulse generator circuit (which may consume similar power to the high-speed square 
wave generator in Figure 1.5). So at the very least the power consumption is approximately the same as 
present-day electrostatic MEMS. However due to the nature of the needed driving circuitry it is likely 
this can be designed to consume less power than traditional MEMS sensors. Driving circuitry for 
traditional MEMS accelerometers or gyroscopes, for instance, typically consumes several milliwatts 
(with turn-on times of typically tens of milliseconds, meaning that they often have to stay on constantly 
to be able to serve data at typical data rates – so that number is both the instantaneous power and the 
average power). 
1.3.6  :  Footprint 
Another less obvious advantage for going to optical transduction of accelerometers: footprint 
can be reduced for the same mass (or, mass increased for the same footprint). Footprint is a factor in 
cost, and large mass is important for lower thermal-mechanical noise.  
Most MEMS accelerometers today are made using a thick SOI (silicon-on-insulator) wafer with a 
thick (300-600   ) silicon handle wafer and a thinner (usually 10-100   ) silicon on top, separated by a 
sacrificial oxide layer. If the particular accelerometer is limited by thermal-mechanical noise, it would 
benefit from being etched through the whole wafer, using more mass, rather than just being made from 
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a thin layer on top of the wafer (and if it is not limited by thermal-mechanical noise then optics can help 
here too, as we shall see in more detail as this dissertation unfolds). However why is this not done? One 
reason is that the deep etching used to define the accelerometer’s proof mass also defines the comb 
finger sensors – and these must be defined with vertical sidewalls and small gaps, all the way down their 
height. Usually   to      comb gaps are desired and the best deep etch systems typically have reliable 
and repeatable aspect ratios of      , so a thick SOI wafer is micromachined instead of the entire 
wafer. A cross-section of a MEMS accelerometer is shown in Figure 1.7. 
 
 
Figure 1.7 
(a) A cross-section of the STMicroelectronics LIS331DLH found in the iPhone 4. 
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Image adapted from [13]. (b) A top view of the same accelerometer, with  -axis 
proof mass on top and   and   axis accelerometer on bottom. The four sets of 
comb fingers (under the small “X” and “Y”) consume about 60% of the footprint 
and need to be fabricated with such small and precise gaps that a through-wafer 
etch is not possible. (c) As discussed in the text, there are mass and/or footprint 
advantages when the comb finger geometry no longer sets the proof mass 
geometry.  
 
In Figure 1.7 (c) we show in the top row what happens when we stay with SOI wafers but just 
remove the comb finger area – either a smaller footprint or a 60% mass increase for the same footprint 
can be achieved. However as we discussed, if the comb fingers are removed then we have no need for 
precisely-defined high aspect ratio gaps and therefore if we use the entire wafer thickness, the bottom 
row shows we can gain a huge footprint and/or mass advantage. (The coarse dotted line indicates the 
LIS331DLH footprint; the finer dotted line traces the “Still using SOI / Constant footprint” square for 
comparison.) 
In saying that we have “no need” for precisely-defined high aspect ratio structures we have 
neglected the fact that the springs still need to be thin and tall in cross-section, preferably with vertical 
sidewalls. However this requirement is probably much less stringent because: (A) High aspect ratio fins 
are typically much easier to fabricate than deep narrow trenches due to etchant and etch product 
diffusion issues; (B) Even if the fins are not perfectly rectangular but rather slightly trapezoidal, they still 
act well as in-plane springs because their tall height suppresses undesirable out-of-plane cross-axis 
sensitivity. 
In this argument we have only assumed   or   accelerometers – commercial  -axis MEMS 
accelerometers often use the handle wafer as one of the electrodes and so it is necessary to have a 
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handle wafer for that particular design. However in this dissertation we also consider other  -axis 
(optomechanical) designs that don’t require the handle wafer, for example the racetrack resonator in 
Ch. 3. Also, this argument only partially applies to MEMS gyroscopes, which have electrostatic driving 
comb fingers in addition to electrostatic sense fingers – if we replace the sense fingers but keep the 
same drive scheme then we must still use SOI wafers. 
1.3.7  :  Inertial MEMS example conclusions 
We see from our short investigation that reinventing the displacement sensing element has the 
effect of reinventing the entire system and several unexpected benefits beyond simply lower-noise 
displacement sensing. Similar arguments may be made for other MEMS devices such as pressure 
sensors, MEMS microphones, absorption mass sensors, and so forth. 
1.4  :  Review of optomechanical displacement sensing 
Optomechanics is a relatively recent field involving the study of the interaction of light, and 
movement of physical objects in the path of the light. For example, movement of the mirrors of a free-
space Fabry-Perot cavity is a simple example of the class of problems covered by optomechanics. 
Optomechanics has two sides: (1) Using the optical field to sense the movement of some physical object 
in the optical field; (2) Using the optical field to interact with a physical object, effecting motion. These 
are often both present in a device, for example in optically-mediated regenerative mechanical 
oscillations of an optical cavity reported by Vahala et al.[14] or many other demonstrations (for 
example, [15]–[18]). To focus this dissertation we consider only (1).  
1.4.1  :  Categorization of optomechanical displacement sensors 
Over the last few years, a variety of ways to measure displacement on-chip have been reported. 
We first categorize these methods in Figure 1.8. Those that are discussed in this dissertation have the 
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relevant chapter listed in blue text beside the device type. In red text is listed a numbering scheme that 
is used in the literature review of Sec. 1.4.2.  
  
 
Figure 1.8 
Categorization of optomechanical sensor types. 
 
 
1.4.2  :  Review of optomechanical displacement sensors 
In Figure 1.8 we have listed the approaches to optomechanical displacement sensing. We will 
refer to these below as we review the approaches in the literature.  
1.4.2.1  :  i. Non-coherent 
 Occluding the beam: Perhaps the simplest way to get optical readout of a proof mass is to 
have that proof mass partially occlude a beam of light, so that displacements of the proof 
mass are transduced into optical amplitude changes. Guildmann et al. use this approach in 
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[19] where they align two optical fibers in grooves, end-to-end with a gap between, and 
have a shutter in the gap that is attached to a proof mass. In a similar approach, Malki et al. 
[20] instead has one input fiber at the center of a spherical mirror, with the shutter between 
the two. Movements of the shutter change the amount of back-reflected light. This sensor is 
however highly nonlinear and since the optical mode is a few microns wide in both cases, 
relatively large displacements are needed to be able to transduce the motion. 
 Misaligning the beam: Uttamchandani et al. [21] and Burcham et al. [22] both use the 
approach with two optical fibers aligned end-to-end, but one fiber is attached to a 
micromachined proof mass and moves out of plane, misaligning the fibers as it moves 
upwards or downwards. Due to symmetry however this cannot tell up from down – instead 
the fibers can be placed with some known initial offset so they are already misaligned by an 
amount to yield maximum transduction. Ollier et al. [23] have a similar in-plane version, but 
get around the symmetry problem by having one micromachined input waveguide on a 
cantilever, a gap, then a micromachined multimode interference device with two output 
waveguides. The differential signal from the two output fibers gives a linear acceleration 
signal. In 2009, Li et al. [24] demonstrated all-photonic transduction of nanocantilevers. 
These cantilevers were again microfabricated end-to-end as the ones in the previous bullet, 
and used as waveguides. As one waveguide-cantilever moved relative to the other 
waveguide-cantilever, the light transmitted between them changed. This device was not 
intended as an inertial sensor, but rather they allude (but do not demonstrate) that by 
differently functionalizing the cantilevers they may multiplex several molecular mass 
sensors on a single chip (i.e. molecules that adsorb to a functionalized cantilever would 
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change its resonant frequency). For their specific chosen geometry they report 40 fm/rtHz 
displacement sensitivity.  
 The advantages of non-coherent devices include low wavelength sensitivity (high spectral 
quality of the light source is not required – any light source such as an LED will do), and 
thermal insensitivity. 
1.4.2.2  :  ii. Interferometric: Sense motion in one arm of an interferometer 
 It may be noted that ring cavities also operate due to interference – however this 
“Interferometric” category refers to devices consisting of an optical interferometer. While 
this category could be divided in a way analogous to how we divided the “Single-cavity” 
category in Figure 1.6, the mechanical-based sensor experiments are few and such a division 
is not helpful so the division will not be made – all interferometric device types will be 
lumped together. Of course, many other non-mechanical sensors such as chemical sensors 
have been demonstrated but here we only consider ones where one arm is moved or 
stretched in some way. 
 Li et al. [25] describe an experiment with an on-chip Mach-Zehnder Interferometer (MZI) 
where the waveguide in one arm has a released section that moves relative to the nearby 
underlying oxide. The sensing scheme here is primarily not by the physical motion of the 
waveguide itself but by the change in cross-sectional effective index as the waveguide 
moves in proximity to the dielectric substrate. Here they also drive the motion via optical 
gradient force; however it is only the sensing we are focusing on here. For the particular 
device geometry in that paper, they report displacement sensitivity of       √  . It is 
worth mentioning here that in a separate paper they also made analogous clamped-
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clamped beams as a section of an optical racetrack resonator [26] with        and 
report       √  . 
 Hallynck et al. [27] made interferometers where one arm of the interferometer lies over a 
membrane with differential pressure above and below. The bulging of the membrane and 
hence stretching of that arm relative to the other arm is read as an optical amplitude change 
at the output. In the same papers the authors compare with some rings they made, and find 
comparable results. This comparison however is not fully general as they only tried one ring-
on-membrane geometry and one MZI-on-membrane geometry – intuitively one would 
expect that ring resonators can be made to have much greater transduction than MZI-based 
sensors. However on the other hand MZIs can show lower temperature dependence than 
optical ring resonators.  
1.4.2.3  :  iii. Two cavities: Sense cavity-cavity gap 
 Wiederhecker et al. [15], [18] fabricated two released ring cavities from silicon nitride, 
stacked one on top of the other with a small gap in between. Resonant light applied a force 
to the cavities which caused deformation of up to 60 nm (estimated), causing the 
resonances to shift 32 nm, twice the optical FSR, and simulate to find        
          for their gap size. (The quantity     measures the optical-to-mechanical 
coupling and is an important quantity we will treat in Ch. 2.) Another demonstration of this 
by Rosenberg et al. using silicon dioxide cavities showed 4.2 nm (43% of the FSR) and 
                   (simulated). These stacked-cavity devices are not sensitive to 
inertial forces (nor were they intended to be) – since both cavities are released an 
acceleration would cause both cavities to deform and the gap would not change, to first 
order. Instead, one application is for dynamic all-optical wavelength routing. 
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 Some work by the present author [28] and elaborated in this dissertation, involves two 
stacked rings with one fixed and one free, thus being sensitive to acceleration. We simulate 
                for our gaps. 
 Krause et al. [7] show a design using two nearby 1D photonic crystal cavities rather than 
rings. By having one cavity fixed to a frame and the other attached to a proof mass on 
springs, they make an accelerometer. They show results consistent with        
          . An earlier investigation of similar cavities by the same group showed 
                  and photoreceiver-noise-limited displacement sensitivity of 
       .  
1.4.2.4  :  iv. Single cavity: Sense cavity itself deforming 
 Wu et al.[29] make an optical ring resonator attached to the clamped point of a cantilever. 
Acceleration causes the cantilever to bend and the ring to stretch, changing the optical 
resonant frequency of the ring resonator. However this is not an integrated device (instead, 
an optical fiber and manually-created fiber ring is glued onto a micromachined cantilever) 
and the optical quality factor   of the ring (8,500) is orders of magnitude lower than can be 
easily achieved by integrated optics. A similar approach [30] using microfabrication of a 
polymer ring on polymer substrates used rings with        . 
It is worth noting here that a similar approach has been used with integrated optics as a 
pressure sensor – A few groups [27], [31], [32] have demonstrated a microfabricated optical 
ring resonator (and in a different configuration, one arm of a Mach-Zehnder Interferometer) 
on a membrane. When there is differential pressure on the two sides of the membrane, the 
membrane bulges, stretching the ring (or MZI) and changing its optical resonant frequency 
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(or the phase in one arm of the MZI). This is detected as amplitude modulation for fixed 
wavelength input. 
 A few groups have made on-chip free-space Fabry-Perot interferometers, with one fixed and 
one free mirror [33]–[35]. A laser shining down onto the cavity (which may have a 
photodetector fabricated beneath it), with the wavelength detuned on the side of the 
Fabry-Perot resonance, gives amplitude modulation as the free mirror moves. One 
disadvantage of this approach is that it is a complicated assembled stack of components and 
not all microfabricated and integrated on-chip. In the approach of Waters et al. (e.g. [33], 
[34]) there is an integrated detector, but none of the approaches have an integrated laser – 
instead they rely on packaging a laser on top. Integration means it would be cheaper to 
produce and the production process would likely be easier to control. An in-plane 
(waveguided) version of that has also been demonstrated by Zandi et al. [36] but with much 
poorer performance due to the difficulty of fabricating a high-finesse Fabry-Perot cavity in-
plane. (The out-of-plane version is easy to fabricate by using dielectric multilayer stacks.) 
 A non-integrated OM accelerometer was demonstrated by Cervantes et al.[37] comprised of 
two fibers in grooves aligned end-to-end. The ends of the fibers are coated or shaped to 
form mirrors, and one fiber is fixed while the other is attached to a proof mass. They report 
displacement sensitivities of        √  . 
 Another approach [38] used an optical cavity formed from a two-dimensional silicon 
photonic crystal, with a slot running through the cavity. As the silicon on either side of the 
slot moved, the cavity resonance was modified. Using a cavity with         
  they 
infer                  .  
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 There has been a significant amount of work (e.g. [39], [40]) in the optomechanics 
community with the so-called “membrane-in-the-middle” approach – where a membrane 
(often silicon nitride) is placed in the center of a free-space Fabry-Perot cavity and its 
motion transduced (and possibly mechanically acted upon by the optical field). Of course 
this is not integrated and it is difficult to make a small-form-factor sensor out of it, but it has 
been important in understanding optomechanical interactions. 
1.4.2.5  :  v. Single cavity: Sense cavity-waveguide gap 
 Mo et al. [41] discuss the theory behind a sensor based on a changing cavity-waveguide gap, 
but this approach has not been shown experimentally by any groups to the author’s 
knowledge.  
1.4.2.6  :  vi. Single cavity: Sense motion of a dielectric (but not the feeding 
waveguide) near cavity 
 Perhaps the first landmark paper in this category was by Anetsberger et al. [42] who took a 
high-quality factor melted oxide optical ring resonator on one chip, and brought a silicon 
nitride clamped-clamped beam on a second chip near to the resonator on the first chip. 
When the clamped-clamped beam was close enough to interact with the optical mode in 
the ring, the displacement of the clamped-clamped beam could be transduced. They used 
resonances with     
  and measured up to         √  . 
 The next step in the progression of this category of OM devices was to integrate the 
clamped-clamped beam onto the same chip as the resonator. This was done by Basarir et al. 
[43] with resonances of      , reported displacement sensitivities of       √  . 
However the feeding waveguide was not integrated on chip. 
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 Instead of a straight clamped-clamped beam as in the previous two bullet points, Srinivasan 
et al. [44]–[46] demonstrated an optical disk resonator that wraps partially around a thin 
dielectric beam. The advantage is that more of the mechanical element interacts with the 
optical field, and they use a      
  mode to measure displacement sensitivity of 
        √  , with simulated                    . These devices do not have an 
integrated waveguide. 
 An effort to integrate everything on chip and to separate the mechanics from the optics was 
a different approach by the same group at NIST [47], [48]. A silicon optical ring resonator 
was fabricated, and then a large “paddle” made from silicon nitride was fabricated on top, 
with some gap between. The paddle moved up and down (in fact, could be electrostatically 
actuated to move downwards) which changed the dielectric environment of the ring and 
hence the paddle’s motion can be transduced using      
  with displacement sensitivities 
of        √  . 
 The same group at Caltech that we discussed in Sec. 1.4.2.3 has also created an optical 
cavity side-by-side with a phononic cavity, where transduction occurs with small change in 
the gap between the two [49], [50]. In truth the optical mode is more of a so-called “slot 
waveguide” mode that is confined more to the slot between the two beams – therefore it is 
possible to call this a Sec. 1.4.2.6 device or a Sec. 1.4.2.3 device, since whether the cavity 
itself “deforms” or a dielectric moves near the cavity is a matter of perspective.  
1.4.2.7  :  vii. Single cavity: Sense motion of an optical absorber near cavity 
 The author is aware of no literature on this subject. This makes sense as it is not often that 
we want to bring an optically absorbing material near an optical cavity – since if we are 
going choose something to bring within reach of the cavity field we may intuitively choose a 
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dielectric instead. However the former scheme has other benefits and is treated and some 
experimental and theoretical results shown in Ch. 7. 
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Chapter 2  :  Test setups and description of relevant parameters 
 
I would rather understand one cause than be King of Persia. 
-- Democritus 
2.1  :  Introduction 
This chapter describes specific theory and experimental background necessary to understanding 
future chapters. These fall into two categories:  
Sec. 2.2 – Description and characterization of testing setups;  
Sec. 2.3 – Description of relevant parameters referred to in the text (such as the definition and a 
discussion of noise, etc.). 
2.2  :  Test setups 
2.2.1  :  Taper-coupled + tilt test setup 
A test setup was built to couple light into an optical resonator using a tapered optical fiber, and 
then allow for the device to be held at arbitrary tilt, to measure gravity at arbitrary angles. This setup is 
shown in Figure 2.1. 
28 
 
 
29 
 
 
 
 
Figure 2.1 
The static test setup. (a) Full view. (b) Zoom-in of taper pulling area. (c) Schematic 
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showing the taper pulling setup. (d)-(f) An optional attachment to the sample 
stage allows one to rotate the chip and thus measure the chip at any angle 
relative to gravity.  
 
Figure 2.1 (a)-(c) shows the setup. The whole experiment is enclosed in a Lucite (Perspex) box 
which we found necessary to prevent air currents from moving the delicate pulled fiber. A hinged stage 
(d)-(f) allows measurement of the chip at any arbitrary tilt, useful for gravimetric measurement. The 
hinge is measured using a protractor to an accuracy of about 1 and held in place with friction.  
The tapered fiber is pulled in the following manner. A 5cm section of SMF-28e+ optical fiber is 
stripped of its cladding and clamped between two motorized stages. A hydrogen torch is lit and slid 
under the fiber. The torch is on a quick-slide stage and an xyz micropositioner stage, so its position can 
be controlled accurately but then slid in and out quickly. Note that the height of this hydrogen torch is 
quite important and requires some optimization – we found a good location was for the fiber to be 
about 2mm above the tip of the barely-visible blue flame. Note also that while the torch is under the 
fiber, the upper microscope should be slid out of the way so the heat from the torch does not crack the 
lens.  
At the same instant the torch is slid in under the fiber, the steppers start pulling both ends of 
the fiber equally (controlled by a computer which sets the acceleration rate and pull rate). A pull rate of 
about 0.1 mm/s was found through trial and error to produce the best results. As the fiber is being 
pulled, the optical spectrum is monitored on a power meter. A typical successfully-pulled fiber signal is 
shown in Figure 2.2. 
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Figure 2.2 
A typical signal from an optical fiber as it is being pulled. A-F are discussed in the 
text. 
 
 
Some discussion of Figure 2.2 will highlight the relevant parts of the graph. In A, the fiber is 
being heated and pulled and is getting slightly narrower but not much is changing yet. At some point B, 
the heat reaching the doped center of the optical fiber is enough to cause the dopants to diffuse. This 
leads to fast oscillations in region C, as the fiber is still wide (somewhere between its starting diameter 
of        and its ending diameter of about     ) and the dopants diffuse throughout – effectively 
causing the mode to be no longer confined to its single-mode core area, but instead that section of the 
fiber becomes multimode. The oscillations in time seen here is due to these many higher-order modes 
interfering with one another as the fiber stretches and changes shape. Finally at D there is a marked 
decrease in these oscillations, indicating that although the dopants have diffused uniformly throughout 
the central portion of the fiber, now the fiber in this region is narrow enough to only support a single 
optical mode (actually, one each of each polarization, but we are only exciting one polarization with the 
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linearly-polarized laser). At this point the pulling and heat should be stopped. Here the pulling force and 
heat were continued for a few seconds (from D to E) to ensure the single mode condition had been 
reached. If it is pulled much further, the fiber will be too thin and will break. At E the pulling and heat 
were simultaneously stopped. Notice that between D and E, there are some oscillations, while in F there 
are no oscillations. This is because before E the hydrogen torch is still on and causes the fiber to shake 
slightly, so these oscillations go away as soon in F as soon as the torch is turned off. 
When coupling to an optical resonator, for critical coupling we desire the Q-contribution from 
the “loading” of the cavity due to the presence of the fiber, to equal the Q-contribution from the cavity 
itself. The total Q we measure is 
 
 
    
 
 
    
 
 
    
 Eq. 2-1 
where     is the measured (loaded) optical quality factor of the optical resonator,      is the Q-
contribution from external loading of the cavity,      is the intrinsic quality factor of the cavity. Since 
     depends on the waveguide-cavity gap and the effective index of both waveguide and cavity, we can 
tune this. The obvious way to tune it is to tune the gap – however since we are pulling a tapered fiber 
we can also tune the fiber’s diameter to result in an effective index to match the effective index of the 
cavity. By pulling for longer we result in a thinner tapered fiber which results in a lower     . In practice, 
however, while we had rough control over the final diameter (the largest single-mode (or nearly-single-
mode) ones we pulled were about 2um diameter while the smallest ones were 0.6 um diameter), since 
we didn’t have fine control over the diameter and since fibers would break during pulling especially for 
the narrower fibers, we would proceed by pulling a taper, testing it with a cavity, and if the extinction 
ratio of the cavity resonances (i.e. the depth of the dips in the optical spectrum) was not good enough 
for our purposes then we would try at a different point along the pulled fiber, which may have a 
different diameter, or pull a new tapered fiber. 
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To test optical cavities in this setup, we brought them close to the fiber taper using the sample 
stage shown in Figure 2.1, to couple light from the fiber into the cavity. The test setup is shown in Figure 
2.3.  
 
 
Figure 2.3 
Typical test setup for optical probing of devices (a “COMA” – Cavity-enhanced 
OptoMechanical Accelerometer from Ch. 5) is shown here).  
 
 
A tunable laser (New Focus Velocity 6324-P, fiber coupled) goes through a polarization 
controller (PC) and into a 90:10 splitter. The laser has fine-tuning capability which is enabled by a piezo 
attached to its internal grating, allowing for analog fine-tuning control of the wavelength. If we just 
observe an optical resonance on detector D1 while sweeping the laser wavelength back-and-forth in real 
time in this manner, we observe sweep-to-sweep variation in the laser wavelength of up to tens of 
picometers using this method, which is comparable to or much greater than the widths of the 
resonances reported in Ch. 4, so these dips appear to move around from sweep to sweep. Since in some 
cases we are interested in detecting very precise shifts in resonant wavelength, we employ a Fabry-
Perot (PR) cavity to provide a frequency reference. So, the laser light is split and the majority of the light 
probes the device and enters detector D1, while the minority of the light enters a Fabry-Perot (FP) 
cavity. This cavity is a commercially-available piezo-tunable cavity with FSR of either 1.5 GHz or 10 GHz 
(Thorlabs SA200-12B or SA210-12B respectively), though we did not use the piezo-tuning element of it 
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but just used it as a fixed cavity. The detector signals are sent to a spectrum analyzer (for measurements 
where the laser is positioned on the side of a resonant dip) or an oscilloscope (for optical sweep 
measurements). For the optical sweep measurements, the wavelength of the laser is varied by sending 
the laser piezo a symmetrical up-down ramp voltage which allows tunability of about       . Thus the 
optical response of the cavity can be monitored in real time on an oscilloscope that is synchronized to 
the sawtooth wave.  
Note that this sweep-to-sweep wavelength variation is not from the driving voltage, which was 
more stable than the observed shifts, so appears to be a fundamental non-repeatability in the laser 
piezo drive mechanism. In other words, the piezo did not start every sweep in the same position nor end 
every sweep in the same position, so the wavelength scale is shifted and stretched from sweep to 
sweep. Nonetheless, as just mentioned, the reference cavity in Figure 2.3 gives a fixed set of fringes 
which forms a known background, which we use to correct (during data post-processing) for the sweep-
to-sweep variation in the start and end wavelength. 
2.2.2  :  Vacuum test setup 
The vacuum test setup is shown in Figure 2.4.  
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Figure 2.4 
(a) View inside the chamber. The die is shown on the chuck, with a fiber array 
attached to the end of the micropositioning arm above it. (b) Wide view of the 
setup. Input and output optical feedthroughs send light into and out of the 
chamber.  
 
 
In Figure 2.4 (b) on the screen we see a ring resonator (“DUT”) with a U-shaped waveguide, and 
the edge of the fiber array obscuring the input and output grating couplers. This setup was used to 
characterize the mechanical response of the device in Ch. 6 under vacuum. 
2.2.3  :  Grating coupler + micromanipulator test setup 
To probe devices by stretching them with a micromanipulator, we built the setup in Figure 2.5. 
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Figure 2.5 
(a) Schematic showing the basic grating coupler setup. (b) Same setup also 
showing the optional micromanipulator needle and free-space laser position 
readout mechanism. 
 
 
In Figure 2.5 (a) we see the basic optical coupling setup. Laser light is sent through a polarization 
controller (PC) and focused onto an input grating coupler using a fiber with attached lens with 3mm 
working distance, and collected from the output fiber in the same way. The computer controls the 
stepper and piezo positioning, and through repeated tests we find our coupling repeatability (i.e. how 
different the coupling is from one test on a device to the next test, aligned “from scratch,” on the same 
device) to be around 1%. In Figure 2.5 (b) we have also indicated a micromanipulator needle that is 
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attached to a closed-loop piezo stage with electronic readout in microns. However we could not trust 
the position readout during our experiments for two reasons: (A) The piezo system is not necessarily 
correctly calibrated; (B) There is some flexibility in the micromanipulator system itself so even if the 
piezo readout was correct, deformation in the needle and needle arm may cause the displacement at 
the needle tip to be smaller. Due to this uncertainty, we use a free-space red laser to measure static 
deformation of the cantilevers we probed in Ch. 4. By shining the red laser onto the tip of the cantilever 
and collecting the laser spot on a screen (67 inches away from the chip), we can measure the 
displacement of the cantilever tip to within     , limited by the ratio of the laser spot size to how far 
it moves on the screen for displacements of interest – however this was sufficient precision considering 
the other uncertainties in the system.  
2.3  :  Relevant parameters  
2.3.1  :  Introduction 
In general the question we need to answer is, given some measured change in optical power    
(either static or rms), where did the signal come from? This process is depicted in Figure 2.6. We will 
consider each part of this diagram in the discussion below. 
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Figure 2.6 
The relationship between sources of signal and noise (right-most column), and 
the effective measured acceleration   . The expressions in black text are treated 
in the following sections. 
 
 
2.3.2  :   -to-  and  -to-  
Acceleration and displacement of a MEMS accelerometer proof mass are related by     , 
or  
   
 
 
    
    Eq. 2-2 
where   is the mechanical resonance frequency. Note then that observing the thermal-mechanical 
spectrum from an accelerometer not only tells us the thermal displacement noise (if it is above the 
other noise levels in the system, then it will show up as a noise floor in the measurement) but also the 
displacement-noise to acceleration-noise conversion factor (since the scale factor is simply the resonant 
frequency   we observe), so we may use Eq. 2-2 to convert from one to the other. 
This is really just a simplification of the mass-spring-damper transfer function [51] 
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 Eq. 2-3 
below the resonant frequency, where   is an applied linear or Coriolis acceleration.  
In the same way, for the gyroscope in Sec. 1.3.3 we find 
      
   
  
    Eq. 2-4 
where  ,   , and   are the mass, spring constant, and velocity of the sense mass and    is the 
component of the rotation vector perpendicular to both the drive motion and to the sense motion. 
2.3.3  :  -to-  transduction 
While other designs can be imagined, all the optomechanical sensors presented here have one 
detector at the output and have CW (continuous wave; fixed wavelength and power) input. The device  
therefore imparts an intensity modulation to the CW light, and we sense inertial forces by measuring a 
change in output optical power. Therefore we define a quantity            which is the change in 
optical power  , normalized to the nominal power   , for a given displacement  . In other words, this 
measures the normalized optical power change due to a change in position of the proof mass, and this 
allows us to compare between different transduction schemes.  
Note that we have used “nominal power” – by this we mean the power level at the detector 
around which the amplitude modulation happens. For instance, for a two-port ring resonator there is a 
dip in the output spectrum at a resonant wavelength. If we put some power      into the device with 
the laser set on the side (HWHM point) of the resonance, then our “nominal power” at the detector is 
         . It makes more sense to compare signal-induced power modulation to the nominal power 
at the detector rather than to the input power because this allows us to compare across different 
approaches. 
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The quantity 
       
  
  (or the more specific quantity for an accelerometer, 
       
  
) is not the same 
as “scale factor.” Scale factor is a quantity measuring the signal output in units of volts per meter of 
displacement (or volts per   for an accelerometer, or volts per degree-per-second for a gyroscope). In 
colloquial terms, when one talks about how sensitive to displacement something is, they are usually 
talking about getting a large signal out from a small displacement, which indeed is what both 
       
  
 and 
scale factor measure – however the distinction between the two is important. For an optomechanical 
sensor, scale factor would be the quantity 
       
  
       (or 
       
  
      ) times the optical power 
       times the responsivity of the detector        times the load resistance          times any 
chosen amplifier gain  . For an electrical displacement sensor it would be the final amplified voltage 
signal, per  or per  . In truth, scale factor alone is rather unimportant, because if all we wanted was 
more volts-per-gee from an accelerometer, we could just increase  . Therefore this number is only 
meaningful when compared with the noise. We choose to use 
       
  
 rather than scale factor since it 
doesn’t assume a specific detector, load resistance, or amplifier gain.  
2.3.4  :  Noise 
From Figure 2.6 we see that noise can come from three sources: Laser noise, device noise, and 
detector noise. In Ch. 6 we take the noise figures we find below, to investigate what noise level we may 
expect from a fully-integrated optomechanical system, and compare to state-of-the-art commercial 
MEMS accelerometers. 
2.3.4.1  :  Laser noise 
Laser noise may take the form of intensity noise (RIN) or frequency noise. Both are spectral 
quantities which we will call         and         respectively. For on-chip lasers such as would be 
needed in integrated optomechanical sensors, extremely low RIN is achievable – for example Tanaka et 
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al. [52] report a high output power, single wavelength silicon hybrid flip-chip laser with RIN around -130 
dB/Hz when it is fiber-coupled, but that number falls to around -150 dB/Hz for the non-fiber-coupled 
version for GHz frequencies, and appears to go down to -160 dB/Hz for the deep-sub-GHz frequency 
range of interest for optomechanical sensors – though this could be an artifact of electrical filters used, 
and it is unclear whether this is measurement-limited. The increase in RIN when the laser was fiber-
connectorized may be due to mode competition in that configuration, back-reflections, or other effects, 
but since in the devices presented here the light never needs to leave the chip this may be a promising 
result. Assuming the RIN numbers quoted are referenced to the carrier (dBc) and assuming for this 
experiment (as in their other experiments in this paper) they were using      CW output, we may 
take the three values quoted above to actually be -120 dBm/Hz, -140 dBm/Hz, -150 dBm/Hz 
respectively. Of course this is a spectral quantity but when we use this number in Ch. 6 to project the 
optomechanical SNR, for simplicity we can take it to be a constant for a frequency range of interest.  
Frequency noise (or equivalently, phase noise) of the laser gives the laser a finite linewidth, and 
manifests itself as amplitude noise on the detector only when transduced by a device, for example, 
when the laser wavelength is positioned on the steep side of a cavity resonance (so, this applies to the 
devices in Ch. 3 and Ch. 5 but not Ch. 4). If the frequency noise spectrum is      (measured in    √    
— that is, the frequency noise per root-   of bandwidth) then multiplying this spectral quantity by the 
slope of the cavity resonance in      gives the resulting amplitude noise spectrum (measured in 
   √   — milliwatts of optical power per √   of bandwidth, which may be converted to        – 
that is,     of optical power per    bandwidth, so after such multiplication this has the same units as 
    ).  
A review of the literature reveals that frequency noise often has     dependence at the low 
frequencies of interest to us and then becomes flat, but for purposes of having concrete numbers to use 
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later, we may read off the value at a frequency of      , a relevant frequency for inertial sensors 
(actually, even lower frequencies are often relevant but results in the literature don’t often take data at 
much lower frequencies). The author is not aware of any reported frequency noise measurements for 
on-chip lasers but for DBR or DFB fiber lasers a typical value may be taken to be         √   (e.g. 
[53]) or           √   (e.g. [54]).  
2.3.4.2  :  Device (thermal-mechanical) noise 
Thermal-mechanical noise is due to the mechanical energy stored in the device at finite 
temperature  . It too is a spectral quantity, the square root of the PSD being 
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√
 
(  
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 Eq. 2-5 
where    is the Boltzmann constant,   is temperature, and ,  , and   are the mass, mechanical 
quality factor, and mechanical resonant frequency respectively. Since we are often interested in the 
response below the resonant frequency (for example, accelerometers operate below their resonant 
frequency), the noise is a constant in this range: 
       √
    
     
                   Eq. 2-6 
It is also useful to express this in terms of acceleration noise, for when we apply this to 
accelerometers: 
       √
      
   
                  Eq. 2-7 
For example, the XY iPhone accelerometer shown in Figure 1.7 may have: 
 Mass of roughly 10 micrograms (based on its measured size from that microscope image, 
times an estimated fill factor of     since it’s full of release holes and comb fingers) 
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 Resonant frequency of 10 kHz (estimate based on 1kHz maximum data rate quoted in 
datasheet – the resonant frequency would need to be several times the maximum data rate, 
and usual consumer electronics accelerometer resonant frequencies may be around 10 kHz) 
This leads to a noise floor of        √   if the mechanical quality factor is 10,000, and 
        √   if the mechanical quality factor is 100. The datasheet lists the accelerometer noise as 
       √  , which is two or three orders of magnitude larger! It is immediately obvious that the noise 
is probably not thermal-mechanical-limited but rather in the driving circuitry. Even if we did make 
expensive, low-noise circuitry for an accelerometer and found we were thermal-mechanical noise 
limited, we simply increase the mass of the device until we are again electronic-noise limited. In other 
words, it’s a lot easier to reduce thermal-mechanical noise than it is to reduce electronic noise, 
therefore in practical accelerometers, thermal-mechanical noise is not a problem since it can always be 
designed to be equal to or better than the electronic noise. 
The optical power fluctuation we’d observe from this noise is 
       [
 
√  
]         (
       
  
     ) (   [
 
√  
]) Eq. 2-8 
where 
       
  
 was discussed in Sec. 2.3.3, and we have written out the units for clarity. 
2.3.4.3  :  Detector noise 
The noise-equivalent power (NEP) for a detector is also a spectral quantity, but is usually taken 
as a constant around the frequency range of interest. NEP is usually quoted on the datasheet for 
commercial detectors, but since we are ultimately interested in on-chip photodetectors we may like 
investigate by assuming some typical values from waveguide-coupled on-chip detectors the literature. 
For example DeRose et al. report a waveguide-based Ge photodiode at telecom wavelengths with 
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     √   [55]. In general we may assume a “good” detector to have        
    to 
       √  , approximately constant for all frequencies.  
We may use such NEP figures as-is, however we wish to raise what may be an important point. 
This noise figure and most figures for such on-chip photodiodes assume the photodiode is operating in 
photoconductive (PC) mode (i.e. reverse bias and measure photocurrent), as opposed to photovoltaic 
(PV) mode (zero applied bias). As discussed at the end of Sec. 1.3.4, it may be advantageous to operate 
an on-chip photodiode in PV mode instead to take advantage of higher SNR and since the bandwidth in 
PV mode is still more than sufficient for OM displacement sensors.  
Unfortunately we have been unable to find papers reporting waveguide-based photodetector 
operating at telecom wavelengths in PV mode. However some Schottky photodiode PV-mode detectors 
at shorter wavelengths have shown NEP figures of -142 dBm/Hz [56], and in general we expect better 
noise figures for PV mode compared to PC mode. 
2.3.5  :     
Central to most of the optomechanical literature today is the optomechanical coupling 
coefficient    . This measures how the resonant frequency shifts for a given displacement  , measured 
in       : 
     
   
  
 Eq. 2-9 
Of course, this only applies in transduction schemes where the resonant frequency shift is the 
thing being sensed, such as in Ch. 3 and Ch. 5 (but not in Ch. 4). This is, however, the most common 
transduction scheme in optomechanics literature so it is an important quantity in the literature. In this 
dissertation, however, since we are also considering other transduction schemes such as in Ch. 4, we 
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primarily use the more relevant and useful 
       
  
 as described in Sec. 2.3.3. (But when relevant this can 
be converted to     as we show later using Eq. 5-6.) 
  
46 
 
Chapter 3  :  Single-cavity mechanical deformation sensing 
 
We measure things.  We spend countless dull hours measuring the swing of a pendulum,  
the heat of an acid, the twitch of a muscle.  But only with these measurements in hand  
can we begin our dialogue with the Cosmos. -- Anonymous 
3.1  :  Introduction 
A two-port ring resonator is shown in Figure 3.1 (a). 
 
 
Figure 3.1 
(a) A two-port ring resonator. (b) On resonance there is a dip in the optical 
transmission spectrum. The HWHM is  and the transmitted power at the 
transduction point is   , which is at a frequency of       . 
 
 
When the following equation is true: 
          Eq. 3-1 
for integer , then the wavelength in the ring         fits an integer number of times around the ring 
circumference  , light is resonant in the ring, and we observe a dip in the output spectrum as shown in 
Figure 3.1 (b). This dip is due to losses in the ring, and also partially to the light coupled out of the ring 
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destructively interfering with the light remaining in the waveguide. Such a dip is Lorentzian in frequency 
(and nearly Lorentzian in the wavelength domain too, since      ). The equation for a Lorentzian is 
           
 
  (
    
 )
  Eq. 3-2 
where             is the depth of the dip.  
Upon deformation of a ring resonator, we expect the wavelength resonant frequency to shift by 
[29] 
 
   
  
 
  
 
 
     
    
 Eq. 3-3 
(This may be intuitively obvious, but we will derive this from first principles in Sec. 3.4.3, since 
for the device described there, some modification of this equation is necessary.) The first term on the 
right of Eq. 3-3 is the physical length-change (strain) effect and the second term on the right is the 
stress-optical effect (which changes the cross-sectional effective index around the ring). In Sec. 3.4 we 
revisit this for a particular device geometry we made and tested, and show that for the particular device 
described there, the former term dominates the latter.  
3.1.1  :  Physical length-change effects 
Now, we find from Eq. 3-3 for fixed     , when the circumference changes by   , the resonant 
wavelength    shifts by    , according to 
 
  
 
 
   
  
 
   
  
 Eq. 3-4 
Next we assume we are operating at a frequency halfway down the Lorentzian in Figure 3.1 (b), 
       . By differentiating Eq. 3-2 and evaluating at this point we find the slope to be 
 
  
  
|
   
  
 
  
  
       
 
 Eq. 3-5 
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We consider only the positive sign. Combining Eq. 3-4 and Eq. 3-5 we find the expected power 
modulation at    due to circumference change to be 
    
  
  
    
         
 
  
 
   Eq. 3-6 
Thus by knowing the properties of the Lorentzian and measuring the power modulation    we 
know how much the circumference is changing   , and thus what displacement sensitivity we have. 
Lastly we assume critical coupling, so         , and express this a different way which will be useful 
later: 
 
       
  
 
  
  
 
   
 
 Eq. 3-7 
To investigate further, we made some silica microtoroids and used the tapered fiber setup 
described in Ch. 2 to optically probe their thermal-mechanical motion, reported in Sec. 3.2 and 3.3. 
Secondly we made integrated silicon racetrack resonators on-chip and statically deformed them using a 
different test setup described in Ch. 2 to probe their response, as reported in Sec. 3.4. 
3.1.2  :  Photoelastic (stress-optical) effects 
Even non-birefringent materials such as those used here can exhibit birefringence when stress is 
applied – this phenomenon is known as the photoelastic effect. For example in Sec. 3.4 we consider a rib 
waveguide being stretched by an underlying cantilever. Since we are considering just one mode – TE 
mode in this case – we can just consider the stress tensor     to have an effect on the bulk index 
             at each point       in the waveguide, which leads to an effect on the effective index 
               . 
More generally, the linear stress-optical relation can be written as [57] 
                Eq. 3-8 
49 
 
where                is the bulk refractive index tensor,    is the bulk refractive index in absence of 
stress,     is the identity tensor,       is the stress-optical tensor, and     is the stress tensor. Assuming 
the nondiagonal parts of     are negligible, we may simplify this to  
 [
   
   
   
]   [
      
      
      
] [
  
  
  
] Eq. 3-9 
where we have also assumed only two independent parameters    and   , similar to [57]. We simplify 
this further in Sec. 3.4.3. 
It is difficult to exactly simulate photoelastic effects on the microtoroids described next in this 
chapter and we do not do so. However in Sec. 3.4 we revisit this to show that at least for the much 
easier-to-solve case for a racetrack resonator stretched by an underlying cantilever, the resonant 
frequency change is dominated by the physical length change, so the effect of photoelasticity is small. 
3.2  :  Microtoroids: Fabrication 
Our first testbed of choice was a silica microtoroid because it is a high-   ring resonator that we 
can fabricate in large numbers on a silicon chip. Although we tested several devices, for sake of clarity 
here, all results are from one device. The fabrication process and results are shown in Figure 3.2. 
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Figure 3.2 
(a) The fabrication process to make silica microtoroids, described in the text. (b) 
An SEM image of the microtoroid used in this work with diameter of        . (b) 
A different microtoroid in cross-section showing the rounded rim more clearly, 
with measurements showing the size of the microtoroid rim. 
 
 
To make the silica disk we start with a commercially-available 4” Si wafer with      of 
thermally-grown SiO2. We use photoresist to pattern and reactive ion etching to etch circular disks with 
radius       . We then use a XeF2 etch to undercut the disks so they sit on a pedestal about   -      
diameter. Lastly, we melt the disks to form microtoroids. To do this we put the chip in a laser cutting 
tool (Versalaser VLS3.50) at maximum power (    at wavelength of        ) and raster scan across 
the surface of the entire chip; this melts all microtoroids on the chip. However since the spot size of the 
Versalaser CO2 laser is slightly smaller than our starting silica disk diameter, in order to get uniform 
melting we intentionally defocus the laser by moving the sample stage away from the focus point by 
about     . This spreads the laser spot out, ensuring good uniformity. The melting process is mostly 
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self-limiting so that once it has melted to a size where the toroid overhangs the pedestal by about 
     , additional time under the melting laser appears to melt it slowly, if at all. This appears to be due 
to the laser-generated heat applied to the silica disk being in steady state with the outflow of heat 
through the silicon pedestal (silicon has a higher thermal conductivity than silica). The microtoroids can 
only be melted more by using significantly more laser power (which, since we are already using the full 
available power, can only be done by bringing the chip close to the focus of the laser spot). 
3.3  :  Microtoroids: Thermal-mechanical motion 
A typical optical resonance is shown in Figure 3.3 (a) and the mechanical spectrum observed on 
an electrical spectrum analyzer when biased at the point of greatest transduction is shown in (b).   
 
 Figure 3.3  
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(a) Optical spectrum and fit of a typical microtoroid optical resonance with 
       . (b) Mechanical spectrum obtained from biasing the laser on the side 
of the optical resonance and feeding the signal directly into an electrical 
spectrum analyzer. Letters A to L are referred to in Table 3.1. 
 
As shown in Figure 3.3 (b), a rich spectrum of mechanical modes is observed. There are no 
higher-frequency modes observed beyond the 70 MHz range shown in Figure 3.3, and the detector 
bandwidth is 125 MHz (New Focus 1811). The properties and mode-shapes of main observed 
mechanical modes are shown in Table 3.1.  
Mode 
name 
Measured 
freq. 
(MHz) 
   (from 
Lorentzian 
fit) 
Peak 
height 
(
  
  
, from 
Lor. fit) 
Mechanical mode (from FEM) Simulated 
freq. 
(MHz, 
from 
FEM) 
Sim. 
freq. 
 
Meas. 
freq. 
A 4.46 - - 
Flapping with 2 nodes 
 
4.11 92% 
B 4.55 330 -47 
Flapping with 0 nodes 
 
4.39 96% 
C 5.10 500 -66 
Flapping with 4 nodes 
 
4.85 95% 
D - - - Flapping with 6 nodes 8.32 - 
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E 14.74 480 -65 
Flapping with 8 nodes 
 
14.0 95% 
F 22.29 200 -68 
Flapping with 10 nodes 
 
21.3 96% 
G - - - 
Twisting 
 
22.2 - 
H 26.53 24 -64 
Breathing with 0 nodes 
 
26.7 100% 
I 42.62 1400 -68 
Breathing with 4 nodes 
 
43.4 102% 
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J 46.20 1400 -58 
Breathing with 8 nodes 
 
47.8 103% 
K 48.09 720 -51 
Different breathing with 0 
nodes 
 
51.1 106% 
L 59.08 1100 -64 
Different breathing with 4 
nodes 
 
58.7 99% 
 
 
Table 3.1 
The mechanical modes from Figure 3.3 (b), matched with COMSOL simulations.  
We describe the modes with rim motion primarily out-of-plane as “flapping” and 
primarily in-plane as “breathing.” The right-most column is the best-effort 
simulated frequencies based on SEM measurements of the geometry. 
 
 
A few features of Figure 3.3 and Table 3.1 are interesting to note. The modes where the 
circumference moves primarily radially (rather than out-of-plane) have generally large amplitude but 
smaller mechanical quality factor. Mode G is missing, but this is to be expected since such twisting 
motion results in very little radial motion. However, curiously Mode D is also missing from the measured 
spectrum while Modes E and F (which are similar to Mode D but which we may expect to have smaller 
amplitude) are present. Furthermore, the simulated mode eigenfrequencies are a few percent off. 
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While this is a good demonstration of optomechanical effects and displacement sensitivity, it 
inherently lacks rigor in many ways:  
I. Uncertainty in knowledge of exact geometry of this particular device: A best-effort 
simulation identifies the mechanical modes but the match is always a few percent off, even 
when varying the parameters slightly around the measured values to account for 
uncertainties in geometrical measurement. 
II. Geometrical simplifications: For practical reasons, we simulate an axisymmetric geometry 
while the actual device is not perfectly axisymmetric. This is due to the XeF2 etch not being 
perfectly axisymmetric (leading to a slightly squarish shape of the anchor, and the slightly 
squarish shape of the anchor also leads to a slightly squarish shape at the melted rim).  
III. Device-to-device geometrical variation: Although not evident here, far from being precisely 
(e.g. lithographically) defined, each device is very different in nominal dimensions. Also the 
rim is not always perfectly uniform, but can have slight bulges around its perimeter, which 
can vary from device to device due to a XeF2 etch that is inherently nonuniform across the 
die and the nature of the CO2 laser melting procedure.  
IV. The simulation only gives the mechanical mode-shapes and eigenfrequencies while the 
actual spectrum also includes peak height and peak width information. Peak width 
(mechanical damping) for such devices has been shown to be anchor-loss limited [58] and is 
inherently very difficult to simulate accurately, and matching the observed peak heights 
(getting the exact circumferential length change using FEM eigenmode analysis) is also 
difficult or impossible. This is because the eigenmode solver simply solves for the 
eigenmodes without regard for the amplitude of each. While we could make some 
amplitude analyses assuming equipartition of energy between the eigenmodes, it is still 
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difficult to measure the exact optical path around the deformed resonator in FEM, which is 
the circumference we are interested in.  
To summarize the last few points: In general we are looking for a subtle effect from a small 
length change on a curvy deformed path around a round (actually, not perfectly round) resonator, all of 
which make exact FEM circumferential length analysis difficult or impossible. It is therefore difficult to 
have a perfect knowledge of the system, and thus difficult to explain the measured data perfectly. 
3.4  :  Stretching a racetrack resonator 
3.4.1  :  Fabrication and simulation 
As just described, using thermal-mechanical motion in microtoroids to test for cavity length 
change has the disadvantage that we can’t always fully explain all data with fitted simulation data. Most 
people resort to hand-waving at this point, as the experiment qualitatively (or semi-quantitatively) 
matches what is expected, which may be good enough. However without the chance to exactly match 
theory to experiment, we are still limited in being able to test the underlying physics. It is worthwhile to 
probe a more well-controlled system. Secondly, we choose to probe the more well-controlled system 
described below because we can use it to make an optomechanical accelerometer or gyroscope. 
To this end we fabricated an integrated Si racetrack resonator in an SOI wafer and mechanically 
stretched the ring using a micromanipulator. Since the racetrack was microfabricated, we have an exact 
known geometry and waveguide cross-section. Since we are stretching the racetrack using a 
micromanipulator and measuring the exact deformation using a free-space laser reflected off the 
cantilever (described in Ch. 2), we have an exact known deformation. This allows us to experimentally 
probe a more controlled system. This device can be used as an accelerometer (though, we do not shake 
the device to demonstrate this, due to the difficulty of shaking the chip with precisely-aligned coupling 
optics) or perhaps even in a gyroscope or other MEMS sensors.  
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The fabrication process is shown in Figure 3.4 and the test setup is shown in Figure 2.5. 
 
 
Figure 3.4 
The fabrication process for the racetrack resonator on cantilever. (a) The device 
layer of an SOI wafer is etched to form a rib waveguide racetrack resonator (only 
half of which is depicted here – the full racetrack resonator is shown in Figure 
3.5). (b) The top silicon (grey), buried oxide (cyan), and underlying Si (grey) is 
etched to depth   . (c) The back side is etched to a depth         . 
 
 
We first etch the racetrack resonator, then etch a cantilever shape from the top side through 
the buried oxide and to an additional depth    into the handle wafer. Lastly we etch from the back side, 
and stop when         . The total spring thickness is then   . By stopping when our top and 
bottom etch holes meet each other, we ensure the handle-wafer-part of the spring has thickness of 
about    (perhaps a little less if there is overetching, but this is measured post-fabrication using the 
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calibrated z-scale on a microscope), therefore we have control over the spring thickness, and we can 
also easily see when the etch is done. 
To make a very soft spring we could etch all the way to the buried oxide in the final step. 
However we find that built-in stress in the oxide layer causes the spring area to ripple and crack if    is 
less than a few microns. For the experimental results presented here,         . 
The racetrack resonator is shown in Figure 3.5 (a), and its TE mode is shown in (b). We excite 
only the TE mode by using a single-mode waveguide, and by sending in light through grating couplers 
that selectively couple only TE light. 
 
 
Figure 3.5 
(a) Stitched microscope images showing the racetrack resonator. The rough cut 
around the top part of the cantilever trench was due to needing to manually 
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screen that part with UV-opaque material during lithography in order to protect 
the waveguide, but should not affect performance since the cantilever outline is 
still lithographically defined. (b) The same image with the ring resonator 
highlighted with a dotted white line for clarity. (c) FEM simulation showing the TE 
mode used here, and its effective index. 
 
The physical length change is easy to simulate and account for and is shown in the next section. 
After that we consider the photoelastic effect to see how it compares.  
3.4.2  :  Physical length-change revisited 
We simulated the cantilever with spring thickness varying from 20 to 5 microns (the actual 
thickness is 20 microns, measured by focusing the image of the aperture-stop of an optical microscope 
first on the wafer back side and then on the spring back side and measuring the difference on the 
calibrated microscope z-scale – knowing the wafer thickness the spring thickness can then be deduced), 
but is not perfectly uniform and it is difficult to get an exact measurement, and we’d like to use a 
thinner spring in the future so we simulate this case). The resonant wavelength shift due to physical 
length-change alone can then be calculated using Eq. 3-4. Simulation results are shown in Figure 3.6. 
 
 
Figure 3.6 
(a) FEM model showing the cantilever with 14um of vertical deformation at the 
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tip. P,Q, R, are discussed in the text. (b) For acceleration corresponding to a 
known deformation at the point the needle was contacting (“z height of needle 
probe”) and three spring thicknesses, we find these expected resonant frequency 
shifts. The thicker spring shows more ring-stretching for the same deformation as 
expected (it is thicker, so the top surface stretches more for the same 
deformation), but it must be remembered that it is more difficult to deform a 
thicker spring. The slope of each line is written beside the line. (c) The effect of 
acceleration on the resonant frequency. For transduction we desire to stay in the 
linear region of the Lorentzian dip, so a “20% of HWHM” line is shown for scale. 
 
In the FEM model postprocessing, to measure the physical length change of the deformed ring 
resonator, we integrate and double the length change from P to R in Figure 3.6 (a) (doubled since the 
waveguide runs along the spring twice). Of course most of the length change happens from P to Q, but 
we integrate all the way to R to capture any additional length change near Q (between Q and R) that 
wouldn’t be captured if we just integrated from P to Q.  
If the laser wavelength is set on the steep side of the transmission dip, then the normalized 
output power change per unit of acceleration is 
 
       
  
 
 
  
  
  
  
  
 Eq. 3-10 
where we know       from Figure 3.6. We find       by taking the derivative of a Lorentzian at the 
HWHM point for a critically-coupled ring with input power      and a HWHM of , to find 
  
  
 
    
  
, 
which for the power halfway down the dip of           and writing in terms of optical quality factor 
we get 
  
  
 
     
  
. Thus Eq. 3-12 becomes 
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) Eq. 3-11 
For example, from Figure 3.6 (c) for the       thick spring or the      thick spring respectively, 
we get 
  
  
 of         or            respectively. Using this in Eq. 3-12 gives  
 
       
  
                                  Eq. 3-12 
respectively. 
3.4.3  :  Photoelastic effect revisited 
In this section we first re-derive Eq. 3-3 for this device, and then show that the length-change 
effect dominates the photoelastic effect. 
Rewriting Eq. 3-1 to include both a “stretched” portion    of the ring circumference and a fixed 
portion    (and the effective indices in those two regions        and        respectively), and indicating 
the terms that depend on cantilever displacement   explicitly, we get 
                                 Eq. 3-13 
We take the  -derivative of Eq. 3-1 to get: 
  
   
  
       
   
  
 
       
  
   Eq. 3-14 
which leads to the dependency 
                             Eq. 3-15 
Dividing Eq. 3-12 by Eq. 3-1 gives 
 
   
  
 
         
     
 
         
     
 Eq. 3-16 
Now we note that the length change in the stretched portion of the spring is the total spring 
length change       , the effective index change in the stretched portion is exactly the effective 
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index change we called       before, and that         is small so            . Therefore Eq. 3-16 
simplifies to 
 
   
  
 
  
 
 
     
    
  
 
 Eq. 3-17 
This equation intuitively makes sense – the resonant frequency shift has a contribution from the 
total circumferential length change and another contribution from the photoelastic effect – but the 
latter only applies to the portion of the circumference that is being stretched (    ). We are now ready 
to compare the relative effects of the two terms on the right of Eq. 3-17 (so, we are comparing the 
magnitude of the physical-length change effect to the photoelastic effect). If the strain at the top surface 
of the cantilever is   
  
 
, which we assume for this ballpark calculation to be its constant average value 
over the “spring” part of the cantilever and zero elsewhere, and the stress is only in the vertical 
direction (the direction the cantilever is bending, which we will call the z direction), then       and so 
we are interested in    (using the notation from Sec. 3.1.2). Furthermore, since we are using TE mode, 
the electric field is primarily aligned parallel to the cantilever surface (which we will call  ). So we are 
primarily interested in    , the change in bulk index seen by the  -component of the electric field (the 
major component of the TE mode). This means we can simplify Eq. 3-9 to find the change in bulk index 
   of the waveguide as  
                    Eq. 3-18 
where   is Young’s modulus for the silicon spring. Lastly we note that if we simulate the optical 
eigenmode in the waveguide and slightly change the bulk index    by a small amount    , the mode 
shape doesn’t change much and so the solved effective index will also change by a linearly proportional 
amount      , that is to say: 
     
    
 
   
  
 for small    . Now we can compare the ratio of the two terms 
on the right of Eq. 3-17 to find 
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Eq. 3-19 
where we use   and   from [57] and the well-known bulk index of silicon at 1310nm, and    is twice 
the length of the cantilever spring since the waveguide runs over that spring twice. So for this device, 
Eq. 3-19 shows we may expect the photoelastic effect contribution to be about 100 times smaller than 
the physical length-change effect, and due to the minus sign we expect the two effects to act in 
opposition to each other – in other words, the measured      will be about 99% of its value calculated 
from physical length-change alone. Thus we see that this is a negligible effect. To write Eq. 3-17 in terms 
of  , the fractional resonant wavelength shift is 
 
   
  
 
  
 
      Eq. 3-20 
3.4.4  :  Experimental results 
We couple light into the ring and observe a resonances in the spectrum with optical quality 
factor of about 130,000. The spectrum is monitored as the micromanipulator stretches the ring. The 
results are shown in Figure 3.7.  
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Figure 3.7 
(a) Optical spectrum of racetrack resonator as the cantilever tip is deformed by a 
needle probe. (b) Center wavelength from (a) versus needle probe position. 
 
 
The slope extracted from Figure 3.7 (b) is          . To compare our theory to this observed 
slope, it is simplest to just simulate the physical length-change in COMSOL (i.e. not simulate the 
photoelastic effect since we showed it was small). 
From the simulations in Figure 3.6 we find that the slope for the       thick spring is         
of optical wavelength change per micrometer of tip displacement, which correlates reasonably well with 
the measured           from Figure 3.7. The discrepancy is probably mostly due to the uncertainty in 
the spring thickness, spring thickness uniformity, and the exact wavelength scale in Figure 3.7 (which we 
take from the laser’s specifications sheet but did not verify ourselves). 
We were unable to measure the thermal-mechanical noise of the device by using an electrical 
spectrum analyzer on the photodetector output, mostly due to the high in-coupling and out-coupling 
65 
 
losses (the grating couplers had insertion loss of about 13 dB each – if using an on-chip laser and 
detector, we would have much more signal available). However we expect this noise to be very small 
anyway – using Eq. 2-7 with the known cantilever geometry and assuming    of 100, 1,000, and 10,000 
respectively, we calculate thermal-mechanical noise of 206, 65, and 21    √   respectively, due to the 
relatively huge mass and soft spring. This is a small number, considering that the (primarily electrical) 
noise of typical commercial MEMS accelerometers may be        √  . 
Lastly we consider the other noise sources. Unfortunately we have not measured the laser RIN 
or frequency noise but we assume the same reasonable numbers as we chose in Sec. 2.3.4.3 (     
          ,            √   at 100 Hz) to get a ballpark understanding of the noise level. We find 
through FEM that the fundamental mechanical eigenfrequency for the 20, 10, and 5   -thick spring is 
6.3, 2.2, and 0.80     respectively. The optical quality factor was 130k,    at the detector was     , 
and the noise of the New Focus 1811 detector is             √   (from the datasheet). Using these 
numbers in Eq. 6-2 we get non-thermal-mechanical acceleration noise           √  . This rather 
large noise is dominated by the photodetector noise (good photodetectors may have noise floor of 
          √   as discussed in Sec. 2.3.4.3) and the fact that    is small due to the grating coupler 
losses. While there were a lot of assumptions go into this calculation it at least gives us a sense of the 
noise to expect, and can only get better with the orders-of-magnitude more power available from an 
integrated laser and the potentially much lower-noise detectors available when using a custom-
engineered on-chip detector. In light of this, it is not surprising we cannot detect the thermal-
mechanical noise (the thermal-mechanical background may be much smaller than the other noise 
sources, but even the thermal-mechanical resonant peak which is amplified by a factor of    above the 
background, may still be too small to detect above the other noise sources). 
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In the future, less massive and higher   devices can be made to be able to detect the thermal-
mechanical motion in air if desired. 
3.4.5  :  Future improvements 
The device presented here is not optimized. Considering our analytical model, we see that to 
increase its performance as an accelerometer by potentially several orders of magnitude in the future, 
we can consider the following: 
 Make the spring as long and thin (i.e. soft) as possible. The spring cannot be made too long 
or thin though, or it will turn out buckled or cracked after fabrication due to stress mismatch 
between its the SiO2 and Si parts, or it will break under large accelerations, or it will lower 
the mechanical resonant frequency too far for a fixed mass, so there is a tradeoff. 
 Make the mass as large as possible if this is to be used for an accelerometer or gyroscope. 
However, larger mass takes up more footprint which can increase air damping. 
 Make the ring circumference   as small as possible so that      is large. The ring still needs 
to be long enough to run back and forth over the spring, though. 
 Make the ring as high-   as possible by reducing waveguide loss (while remaining near 
critical coupling to take advantage of a steep transduction slope). 
 Operate slightly undercoupled for a steeper transduction slope. Through a ballpark 
calculation knowing the waveguide loss and coupler efficiency we believe we are operating 
in the slightly-overcoupled regime. In the future we can test this by making more rings 
(these rings were just some we didn’t design but that just were available for us to use). 
 There are ways to reduce the photoelastic cancellation effect too (e.g., use TM mode rather 
than TE mode. Then Eq. 3-18 becomes          and    is about ten times smaller than 
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   for this material system [57], or else use a different material with a smaller   ), but since 
this effect is small this does not help much for the geometries presented here. 
 Use a shorter wavelength to increase the effect, however it is convenient to operate at 
telecommunication wavelengths. 
3.5  :  Conclusions 
In conclusion we showed ultra-sensitive mechanical transduction using a high-   resonator, and 
more rigorous results using a lower-   stretched ring, and fit our results with models and simulations. 
For the second set of experiments the photoelastic effect was considered and it was found that physical 
length change is much larger effect for that device. The measured wavelength shift for a known 
displacement matches well with calculated shift from simulated length-change and calculated 
photoelastic effect.  
We also briefly described how the stretched ring can be used as an accelerometer if it can be 
integrated with an on-chip laser and detector and investigated its thermal-mechanical noise level. It 
could also be used as a gyroscope if it resides within an outer mechanical resonator, similar to Figure 
1.4, with the outer resonator driven in-plane at its resonant frequency   and with the cantilever 
resonant frequency also at   for maximum Coriolis acceleration transduction. However we have not 
yet demonstrated either application as we have not yet fabricated an on-chip laser attached to such a 
device. Without an on-chip laser we rely on precise x,y,z positioning at the input and output couplers, 
and even gluing on fibers attached to an off-chip laser and detector can be problematic as the fibers can 
bend and flex, resulting in undesired signal. So, this is preliminary work to investigate the device alone 
and in the future such a device with on-chip laser will be explored. 
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Chapter 4  :  Single-cavity evanescent-field optomechanical sensing 
 
Equations are more important to me, because politics is for the present,  
but an equation is something for eternity. 
-- Albert Einstein (when declining the office of president of Israel) 
4.1  :  Introduction and general approach 
In this chapter we consider experimentally and by simulation, two cases: 
Sec. 4.2.1 and 4.3 – An optical absorber moving in the evanescent field of a microsphere optical 
cavity.  
Sec. 4.2.2 and 4.4 – The waveguide itself moving, changing the coupling to a microtoroid optical 
cavity.  
A third case of single-cavity evanescent-field optomechanical sensing has been described in 
detail elsewhere [42]–[48]. This system, by Kippenberg et al., Basarir et al., and with two further 
embodiments by Srinivasan et al. involves a dielectric (but not the feeding waveguide) moving in the 
near field of a microdisk resonator. This dielectric is designed to not tap light out of the resonator, due 
to being too small to support significant optical modes, or a lower index, or both – instead it is designed 
to simply change the effective index around the ring, changing the path length and thus the resonant 
frequency. This is a very effective method, especially for high-   cavities, but has been considered in 
detail elsewhere so we do not consider it here (though it is closely related to the two-cavity device in Ch. 
6). 
Returning to the two cases we are considering, the goal is to seek understanding for how the 
cavity evanescent field can be used to sense a moving element (an optical absorber in the first case, and 
the waveguide itself in the second case) in these configurations. One can imagine an application, for 
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example, where the waveguide is attached to a proof mass and moves relative to the cavity when 
subject to acceleration. We seek to compare between these approaches and understand, when the laser 
is biased onto a point of the cavity resonance, what is the maximum signal transduction 
       
  
 we can 
hope to achieve in each case. Of course, the answer to that will be dependent on a variety of 
parameters such as the evanescent decay rate of a chosen optical mode, the optical quality factor, etc., 
but nonetheless we seek to draw some general conclusions from this analysis. 
4.2  :  Transduction regime 
Now, firstly it is important to note that this is not the “usual” way of single-cavity 
optomechanical displacement sensing – the “usual” way in the literature being either deformation of 
the cavity or sensing motion of a nearby dielectric that causes the resonant frequency to shift (as 
described briefly in the previous section). In both of these other approaches, the laser wavelength is set 
on the side of a resonance and we monitor how optical intensity changes as the resonant wavelength 
shifts. When the cavity linewidth is narrow, the transduction slope is steep and this can result in an 
extremely effective transduction tool. Why, then, should we consider the alternate approaches in this 
chapter when these other approaches are extremely sensitive and successful? First let’s consider the 
transduction schemes in more detail, then we will be in a position to offer justification for investigating 
them.  
The general spectral behavior when the waveguide-cavity gap changes is shown in Figure 4.1 (a), 
and the general behavior of an optical absorber moving in the evanescent field of a cavity is shown in 
(b).  
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Figure 4.1 
Simulated data showing schematically the transduction schemes considered here. 
(a) The general behavior when a waveguide is moved from large waveguide-
cavity gap    to small   ,            . (b) The general behavior when a 
critically-coupled resonator has its internal loss increased due to the gap    
between it and a nearby absorber changing from large    to small   , 
       . (c) In most ring resonator transduction schemes, we look for changes 
in resonant frequency. However in such schemes, a thermal drift from       is 
indistinguishable from the signal causing a resonant wavelength shift from 
      (except for the fact that thermal drift is a slow effect – but if we remove 
the slow thermal drift via feedback, we forfeit the ability to transduce slowly-
 
71 
 
varying signals). (d) In the two schemes in this chapter we are looking for a 
change in transmission on-resonance      . This is therefore distinguishable 
from a thermal drift       as shown here. 
 
4.2.1  :  Cavity-waveguide gap changing 
As can be seen in Figure 4.1 (a) (A), when the waveguide is far from the cavity, the cavity is 
undercoupled, has small extinction, exhibits approximately the intrinsic cavity linewidth. As the 
waveguide is brought closer (B), the resonant frequency doesn’t change (much) and for the most part 
the cavity resonant dip just becomes deeper until the transmission on-resonance becomes zero at the 
critical coupling point. Beyond that point we enter the overcoupled regime (C) – the extinction 
decreases, the linewidth increases, and the cavity resonance shifts to longer wavelengths. For this 
section we consider the regime between (A) and (B), with the laser wavelength set at the resonant 
frequency. We choose this regime for several reasons:  
(1) One motivation for investigating this sensing scheme, even though from the outset it was 
understood that it can have lower transduction efficiency in terms of 
       
  
, is described in 
Figure 4.1 (b) and (c). In (b) we see the most common scheme for ring resonator 
transduction: A ring resonator dip at    shifts to the longer wavelength    in response to 
some desired signal (acceleration, current injection, dielectric environment changing, stress 
and strain, etc). This results in a change in output intensity when a laser is biased at        
on the side of the dip. However, the same shift can also be seen when there is a change in 
temperature, so if you observe a slow change in output intensity at fixed wavelength it is 
impossible to say if this came from temperature change or from the parameter you are 
trying to transduce. If you are detecting changes much faster than temperature drift, you 
simply use a feedback loop to keep the laser biased on the side of the resonance. However 
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in doing this you inherently throw away the low-frequency signal along with the thermal 
drift. For certain applications, e.g. tactical-grade inertial sensors, it is important to capture 
all of the signal – even at low frequencies. On the other hand, the transduction regime we 
investigate here is shown in Figure 4.1 (c). Note that now there is a difference between 
thermal drift (which causes      ) and the signal (which causes      ). By dithering the 
wavelength around the optical resonant wavelength, these two effects can be 
differentiated. Dithering the wavelength of an on-chip laser will most likely involve 
fluctuation of the laser driving current, which can cause slight wavelength tuning by a Joule 
heating effect. However the device resonant frequency may instead be dithered if preferred 
(e.g. using the electro-optic effect to dither a ring resonator resonant frequency by injecting 
current). In doing so we may use feedback to keep the laser wavelength locked directly onto 
the cavity resonance or vice-versa, and the signal will be correctly transduced, even at very 
low frequencies. 
(2) Sensitivity to displacement (the largest optical output change for a small displacement) is 
not the only thing that matters. Other things may be important for practical sensors, such 
as: 
a. Using larger gaps rather than smaller gaps, for ease of and repeatability of 
fabrication. (The microtoroid example presented in this chapter has its nominal 
operating point at the rather large gap of about 700 nm – though this is partially due 
to the low-index materials used, nonetheless the principle is that while in 
frequency-shift transduction smaller gaps are always better, in the present regime 
the smallest gap is not necessarily the optimal gap.) 
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b. There can be large device-to-device variation for high-   ring resonators, changing 
the response of each device which needs to be measured and calibrated out in the 
driving circuitry. The scheme presented in this chapter, however, does not depend 
on linewidth so may be less sensitive to fabrication variations. 
c. Temperature stability as described in (1) above. Along with this is the associated 
power consumption of heaters, etc. 
(3) Since the slope of the cavity resonance is zero on resonance, laser frequency noise will not 
be imprinted on the signal, as it will be for side-of-resonance transduction schemes such as 
those in Ch. 3 and Ch. 5. This is of course assuming the amplitude of laser frequency noise is 
much smaller than the cavity linewidth, which it usually is. For example an on-chip laser 
such as that by Bowers et al. [59] has a linewidth of        which is rather large compared 
to state-of-the-art external cavity lasers, but still much smaller than a typical cavity 
linewidth (for example for           ,        , the linewidth is        ). So, laser 
noise may be confined to RIN only. 
(4) There is actually a slightly better transduction point for maximal output intensity change 
with movement of the waveguide, so brief discussion is needed to explain why we don’t use 
this other transduction point. The other possible transduction point is the regime between 
(B) and (C) (still referring to Figure 4.1 (a)), with the laser wavelength set at the resonant 
frequency. Then not only do we get a similar change in   per unit waveguide movement but 
the resonant frequency also shifts to the right, leading to a larger observed output intensity 
change. However this regime is difficult or impossible to attack either analytically or 
computationally due to the difficulty of modeling in a general manner exactly how much the 
presence of the waveguide loads the cavity. Furthermore the transduction is only slightly 
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better, not orders-of-magnitude better, than the transduction scheme we have chosen. So 
instead we choose the more tenable and only slightly worse regime investigated here. 
Furthermore, even if this other regime is slightly better for optomechanical transduction 
and even if we could model it, operating with the larger is preferable compared with the 
smaller gaps required for this other transduction point. It is easier to fabricate larger gaps 
and also if this is for an accelerometer or gyroscope it is safer to operate with larger gaps as 
a sudden impulse can cause the device to crash more easily for smaller gaps. 
(5) Lastly but importantly, this transduction scheme has not been been considered much in the 
literature to the author’s knowledge (any relevant papers the author has found were 
described in Sec. 1.4.2.5). Therefore it makes sense to investigate it further even if it ends 
up being less useful in the end. 
4.2.2  :  Absorber near cavity moving 
A second transduction regime considered in this chapter is shown in Figure 4.1 (b). We see that 
the extinction decreases as the cavity loss is increased, due to movement of an optical absorber near the 
cavity. The absorber, having both real and imaginary parts to its refractive index, may in fact also cause 
some wavelength shift as the cavity-absorber gap    changes, however we consider only high-   
resonators here such that   is small and the effect of any such cavity mode perturbation is small, so the 
resonant frequency doesn’t change much due to any real part of the absorber’s refractive index. For 
simplicity we consider the cavity to be critically-coupled in absence of the absorber.  
The reasons for exploring this optomechanical displacement sensing scheme are similar to (1)-
(5) listed in the previous section. 
4.2.3  :  General formalism 
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We begin by looking at a model for a generalized ring resonator and then proceed to specialize 
it for the cases considered here. We follow the formalism of Yariv [60] and expanded upon by Rabus [61] 
but add additional details needed to model optomechanical effects. 
A ring resonator cavity is depicted in Figure 4.2. 
 
 
Figure 4.2 
A generalized ring resonator.  
 
 
The equation relating the field amplitudes             is 
 [
  
  
]  [
  
     
] [
  
  
] Eq. 4-1 
Without loss of generality, the field amplitudes are normalized so that their squared magnitude 
corresponds to the modal power and so       . The coupler parameters     are symmetric because 
the network is reciprocal, so the coupling matrix is unitary and  
             Eq. 4-2 
The round trip in the ring is 
      
     Eq. 4-3 
Solving Eq. 4-1 and Eq. 4-3 we obtain 
    
    
         
 Eq. 4-4 
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 Eq. 4-5 
    
   
        
 Eq. 4-6 
Squaring these leads to the in-ring power and output power as 
     
  
           
                       
 Eq. 4-7 
       
  
                      
                       
 Eq. 4-8 
respectively, where   is the additional phase due to the coupling       
    and we have defined   to 
be the cavity transmission spectrum. On resonance  
                               Eq. 4-9 
and we obtain 
     
  
           
         
                  Eq. 4-10 
       
  
        
         
                  Eq. 4-11 
Note that a special case occurs when the coupling losses equal the in-ring losses, so that      . 
Then the power on-resonance becomes zero – this is known as critical coupling. 
4.3  :  Cavity-waveguide gap changing 
4.3.1  :  Experimental results 
For the results presented here, we used microtoroids fabricated as discussed in Ch. 4. While we 
have measured optical quality factors in excess of 20 million for such microtoroids, for this work we 
used a microtoroid with an intrinsic   of 3.1 million. The intrinsic   is identified by fitting a Lorentzian 
to the resonant dip when it is severely undercoupled.  
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The fundamental optical TE mode is identified experimentally as the one with evanescent field 
furthest out from the ring (measured in the radial direction) and therefore the first mode that we 
encounter as we bring the tapered fiber close to the microtoroid at its equator, sweeping across a 
wavelength range greater than the expected FSR. The dependence of extinction and cavity linewidth on 
taper-microtoroid gap is shown in Figure 4.3. This experiment is repeated three times as there is some 
uncertainty in the piezo’s position – the position being accurate to only about 100 nm. 
 
 
Figure 4.3 
(a) Optical transmission vs. taper-microtoroid gap. The plots are offset by 0.25 for 
clarity. The measured center wavelength is not accurate as described in the text. 
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(b), (c) : The extinction and HWHM extracted from Lorentzian fits to the data. The 
HWHM versus gap is fitted with the equation in the text. 
 
Note that when this experiment was performed we were not yet using the Fabry-Perot 
wavelength reference described in Ch. 2, so the center position of the dips in Figure 4.3 (a) is not 
accurate for the reasons described in that chapter. However we can expect the width and extinction 
ratio to be quite accurate. The fit parameters are described in subsequent sections, and show that the 
model captures the behavior we observe. 
A few notes about Figure 4.3 (b) are worthwhile. Region (i) corresponds to overcoupling, region 
(ii) to undercoupling. The model we will present is really only valid in region (ii). The model should be 
just as valid for severely undercoupled points indicated by (iii), but we don’t observe a good fit here – 
mostly due to the difficulty of measuring and fitting the Lorentzian linewidth for small extinctions 
(extinctions comparable to the amplitude of the large Fabry-Perot fringes observed as background 
ripples in Figure 4.3 (a)). Furthermore we note that the critical coupling point (where extinction goes to 
unity) is not observed here due to imperfect mode matching between the mode in the tapered fiber and 
in the microtoroid – this can be improved by fabricating the tapered fiber with diameter such that the 
index in the fiber matches the microtoroid mode.  
Before proceeding, while intrinsic linewidth and thus intrinsic    can be read directly off Figure 
4.3 (c), it will be important later to know how this relates to the round-trip transmission  . We first note 
that the quality factor depends on round-trip time     and round-trip loss     as 
    
   
   
   Eq. 4-12 
Thus  
     
  
  
      
        
    
 Eq. 4-13 
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For the intrinsic quality factor of about 3.1 million that Figure 4.3 (c) is approaching for large 
gap, with radius         (measured) and            (simulated, for fundamental TE mode for the 
measured microtoroid geometry), we get             . 
We now proceed to make a semi-phenomenological model to explain the observed behavior.  
4.3.2  :  Extinction model 
From Eq. 4-11 the transmission   on-resonance is given by  
   
        
         
 
       
        
 Eq. 4-14 
where we have defined the quantity    as shown. We seek the change in transmission as gap     
between cavity and waveguide changes, which by the chain rule is 
 
  
   
 
  
   
   
   
 Eq. 4-15 
The first differential on the right of Eq. 3-12 is just the derivative of Eq. 4-14: 
 
  
   
 
             
        
 Eq. 4-16 
The second differential on the right of Eq. 3-12 is reasoned the following way. We expect an 
exponential dependence on gap since the evanescent field decays exponentially. However this is only 
true when the presence of the waveguide does not perturb the cavity mode much – i.e. this is true for 
large gaps. However, proceeding with that assumption for now and noting the extreme-case 
dependence we’d expect between    and  , we can write down the dependence 
           
    
 
  
    Eq. 4-17 
This includes two phenomenological parameters.     encodes how quickly the evanescent field 
decays, and   
  encodes the coupling parameter    at zero gap. Taking the derivative of this gives 
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    Eq. 4-18 
Now we have the pieces for Eq. 4-15 and can find 
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 Eq. 4-19 
Now, we said there were two phenomenological parameters,     and   . It is however far more 
satisfying to fit a given dataset with just one parameter. We find, however,     can be extracted from 
the slope of Figure 4.3 (c) near zero – this is truly a one-parameter fit, and we write down the 
dependence in the next section. Then, with     in hand, we only have one parameter remaining to fit 
the extinction data in Figure 4.3 (b). So this is somewhat better than just fitting one dataset with two 
free parameters. 
So, in Figure 4.3 (b) we use that to plot Eq. 4-19 as a solid purple line. Note that we use the   
calculated from the text below Eq. 4-13. We fit our phenomenological parameter only to the points in 
region (ii), the undercoupled region, and note that as expected it does not describe the data well for the 
overcoupled case since the presence of the waveguide is perturbing the cavity mode for small gaps. 
Nonetheless, the qualitative behavior is correct, and we observe this slope to be largest at a gap of 
approximately          . (As described earlier in this chapter, a similar slope may be seen near 
      , but since our model doesn’t capture the overcoupled behavior well, and since it’s a similar slope 
but at an undesirable smaller gap, we choose to consider only the           operating point and 
disregard the        point.) The slope of the best-fit line is 
  
   
|
         
     
    
  
    
  
  
, where 
we have written it in terms of the      and    introduced earlier. Therefore 
 
       
  
            Eq. 4-20 
To get even better transduction in the future we may: 
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 Have better mode-matching between the cavity and waveguide so to achieve true critical 
coupling. 
 Have lower     – in other words, use a mode that spatially decays more quickly. However 
this comes at the cost of using a smaller gap than        as the transduction point. 
Lastly we note that changing   and   
  doesn’t affect the slope much, within reasonable values of 
  and   
 . 
4.3.3  :  Linewidth model 
We expect the linewidth  (half-width at half maximum) to have a contribution from the 
coupling term   and a contribution from the intrinsic loss. The former comes from the loaded linewidth 
due to the waveguide loading the cavity, and the latter is the intrinsic linewidth due to cavity losses. The 
former will obey the same exponential dependence as we expect for   (since the field decays 
exponentially too) and the latter will be a constant: 
        ( 
  
   
)       Eq. 4-21 
where            is the usual intrinsic linewidth and   is the linewidth at zero gap. We fit Figure 
4.3 (c) to Eq. 4-21 to obtain:        ,             ,            . 
Of course, if our transduction mechanism is as described in the introduction then it matters little 
if our linewidth changes. However it is mentioned because it is of use in extracting     by looking at the 
slope near zero gap, and it may be of use for further investigation of the optimal transduction points. 
4.4  :   Absorber near cavity moving 
4.4.1  :  Experimental results 
We fabricate spherical silica resonators by taking optical fiber (Corning SMF-28e+, 125 um 
diameter), cleaving it, and melting the cleaved end using the arc from a fiber fusion splicer for a few 
82 
 
seconds. This results in very smooth spheres at the cleaved tip with diameters from 200-250 um (larger 
spheres are made by applying the arc for longer). Microscope images of the sphere next to a tapered 
fiber are shown in Figure 4.4. 
 
 
Figure 4.4 
(a), (b) The silica sphere used in the experiments in this section. (c) Schematic 
showing how the polished steel plate is brought close to the sphere, with sphere-
plate gap   . 
 
 
This time the taper gap and polarization is optimized for maximum extinction and held fixed. A 
flat polished steel plate is then brought in from the other side as shown in Figure 4.4(c). This steel plate 
acts as an optical absorber, evident by the fact the resonant dip disappears completely when it is 
touching the sphere. There may be some backscattering from the plate, but we believe this is minimal 
since the curved sphere surface adiabatically approaches the plate due to the large radius of curvature, 
and so is not considered here. An additional proof that significant backscattering does not occur is that 
in the past when observing the spectrum from a microsphere with a particle attached (and therefore 
large back-reflections from that point), we have observed optical mode splitting due to degeneracy 
between clockwise and counter-clockwise modes – however we do not observe such split resonances 
for these experiments. 
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Unlike in the microtoroid which had relatively few optical modes, enabling us to choose the 
fundamental mode through the mechanism described in that section, for the sphere we have a 
complicated and dense array of modes and it is not so easy to identify which is which. The result is that 
for these experiments we don’t know which optical mode we are using, but at least the model can be 
tested and some quantitative results obtained at the end.  
The experimental data is shown in Figure 4.5. Note that again the resonant wavelength in Figure 
4.5 (a) appears to be moving around but, like in the microtoroid experiments described earlier, this is 
due to sweep-to-sweep variation in the laser piezo-based scan, and this experiment was done before we 
started using the Fabry-Perot reference cavity as explained in Ch. 2 to provide a wavelength reference. 
 
 Figure 4.5  
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(a) Optical spectrum for the silica sphere for different taper-sphere gaps. The 
resonant frequency appears to be moving around but this is an artifact as 
explained in the text. (b), (c) : The extinction and HWHM extracted from 
Lorentzian fits to the data. 
 
4.4.2  :  Extinction model 
Referring again to Eq. 4-14 (transmission on resonance), we seek the change in transmission as 
gap    changes, which by the chain rule is 
 
  
   
 
  
  
  
   
 Eq. 4-22 
The first differential on the right of Eq. 3-12 is just the derivative of Eq. 4-14: 
 
  
  
 
               
        
 Eq. 4-23 
The second differential on the right of Eq. 3-12 is reasoned the same way as for Sec. 4.3.2, and 
we have the dependence 
             
 
  
    Eq. 4-24 
which has the derivative 
 
  
   
 
    
   
  
 
  
    Eq. 4-25 
which when substituted into Eq. 4-15 gives 
 
  
   
 
               (  
             
 
  
   )
   (                
 
  
   )
  Eq. 4-26 
To find    we note that the fiber was moved to make the microsphere-fiber gap at the critical 
coupling point (actually, not perfectly critically coupled but as close as the index mismatch between the 
microsphere and fiber would allow), and we know at critical coupling that         , and we can find 
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  from Eq. 4-13. For the intrinsic quality factor of about 8 million that Figure 4.5 (c) is approaching for 
large gap, with radius          (measured) and           (simulated – it varies for different 
modes but for example, the twenty lowest-order optical modes have                 ) we get 
                    
  . 
Again we have two phenomenological fit parameters     and   , however unlike in Sec. 4.3.2 
we have a harder time extracting a reliable     from the slope of the linewidth measurements near zero 
gap, because the dip disappears near zero gap! So in this case we just simultaneously fit both 
parameters to the data in Figure 4.5 (b). From the best-fit line, the maximum slope is at 
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, which leads to 
 
       
  
            Eq. 4-27 
4.4.3  :  Linewidth model 
We expect the linewidth  (half-width at half maximum) to have a contribution from the cavity 
losses       and a contribution from the constant coupling term  . The former comes from intrinsic 
cavity losses and any additional loss due to a nearby absorber, and the latter comes from the loaded 
linewidth due to cavity losses and also due to the waveguide loading the cavity. The former will obey the 
same exponential dependence as   (and a constant part that can be lumped into the latter) and the 
latter will be a constant: 
        ( 
  
   
)       Eq. 4-28 
where            is the usual intrinsic linewidth and   is the linewidth at zero gap. We fit Figure 
4.5 (c) to Eq. 4-28 to obtain:          ,           ,            . 
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As for Sec. 4.3.3, the linewidth dependence does not matter much for this transduction scheme, 
but the linewidth model is only mentioned here because it may be of use for further investigation of the 
optimal transduction points in the future. 
4.5  :  Summary and comparison 
In summary, for the cavity-waveguide gap changing case, we have 
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 Eq. 4-29 
and we found a transduction figure of 
       
  
           , and discussed some ways to improve 
that further. Meanwhile for the absorber-moving-near-cavity case we have 
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  Eq. 4-30 
with a transduction figure of 
       
  
           .  
The similarity between these two transduction figures is not completely coincidental – due to 
the common origins of Eq. 4-29 and Eq. 4-30 and the common material system (though not the same 
geometry it has somewhat similar mode confinement; and while     are different between the two 
transduction schemes, there is not strong dependence on those parameters within the range of the 
experiments presented here), these can be expected to be at least a similar order of magnitude. Put 
another way, because the strongest parameter dependence is on the spatial decay of the mode (    or 
    respectively), and because we have a similar material system with similar mode confinement and 
therefore similar spatial decay rate, these numbers can be expected to be somewhat similar despite 
their different mechanisms. 
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These results will be considered further in Ch. 6. 
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Chapter 5  :  Cavity-gap-cavity optomechanical displacement sensing 
 
Equipped with his five senses, man explores the universe around him and calls the adventure Science. 
-- Edwin Powel Hubble 
5.1  :  Introduction 
In this chapter, we consider two-cavity devices, with one fixed and one free cavity. As the gap 
between the cavities changes, the optical resonant frequency changes, which is used to transduce the 
relative displacement of the two cavities.  
We first provide some mathematical formalism, then theoretically and experimentally consider 
a stacked-ring approach. Lastly we discuss an alternative approach using linear photonic crystal cavities 
and compare between the two approaches. 
5.2  :  Sensor operating principle 
When two identical cavities are brought into proximity, we observe hybridization of the optical 
modes – each mode splits into an “even” and an “odd” mode. Examples for stacked ring cavities are 
shown later, in Figure 5.2, however this applies to any optical cavity. These “supermodes” can be 
extremely sensitive to the gap between the two cavities. Considering a perturbative model, we imagine 
that as the cavities are far apart, the presence of one cavity perturbs the mode of the other cavity but 
little. As the cavities are moved closer together, the presence of a cavity perturbs the other more. Thus 
we expect the gap-sensing effect to get stronger as the cavities are brought closer. Since the evanescent 
fields decay exponentially, we expect this effect to get stronger exponentially. Beyond this, an analytical 
formalism in an experimentally-useful form is not possible since it depends on the spatial shape of the 
optical mode, but finite element modeling captures this effect well as we shall see. We will consider 
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these numerical models as we discuss two configurations in subsequent sections: stacked ring 
resonators, and side-by-side (or stacked) 1D photonic crystal cavities. One parameter we seek is 
       
  
 
which tells how much the optical power output changes with the gap, and therefore we proceed in each 
case to find each of the differentials on the right side of Eq. 5-1. 
 
       
  
 
 
  
  
   
   
  
 Eq. 5-1 
The stacked-ring geometry is shown in Figure 5.1. 
 
 
Figure 5.1 
(a) Perspective cartoon view of stacked-ring displacement sensor. The lower ring 
is attached to the substrate and the upper ring is released, attached by a central 
post. (b) Finite-element model of one optical eigenmode, showing H-field contour 
lines, showing the coupling between the rings. (c) Light is coupled into the ring via 
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a nearby waveguide and circulates in the ring. (d) Finite-element model showing 
only the top ring, in deformed (colored by displacement) and undeformed (black 
wireframe) state. 
 
There is not just one cavity mode, of course. We simulate and observe different mode families, 
each of which have a different optomechanical coupling (which can be extracted from simulation). Some 
of these modes for the geometries of interest are shown in Figure 5.2 (a). 
We may ask whether the two cavities need to be exactly identical, as it may have seemed from 
looking at Figure 5.1 (b). In fact since one ring is fixed onto a dielectric substrate and one ring is 
surrounded by air, they already do not have identical dielectric environments. A few finite element 
simulations are illuminating here. We find that in fact the rings do not need to be identical, and the 
tolerance to non-similarity becomes greater as the gap decreases and the rings become more strongly 
coupled. Contour plots showing the fundamental even and odd optical mode, for non-identical rings are 
shown in Figure 5.2 (b). In this plot, we made the top ring have a 200nm smaller radius than the bottom 
ring. Changing the dielectric environment is another way to break the symmetry between the rings, and 
yields the same results. In Figure 5.3 we see the plotted results from the simulations in Figure 5.2 (b). 
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Figure 5.2 
(a) Contour plots indicating various optical modes for the geometry of the device 
presented here. (b) Non-identical rings (in this case, the top ring radius is smaller 
by 200 nm). 
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Figure 5.3 
(a) The resonant optical frequency and (b) the optomechanical coupling 
coefficient for the identical and non-identical rings in Figure 5.2 (a) and (b) 
respectively.  
 
 
Somewhat surprisingly, given the different appearance of the contour lines in Figure 5.2 (a) and 
(b), the optomechanical coupling is similar. In particular we see from Figure 5.3 that for small gaps the 
optomechanical coupling is essentially identical between the two cases. This makes sense, because 
when the gap is small the two rings are very strongly coupled, and act more like a single (multimode) 
ring. For large gaps, however, the presence of one ring is more like a perturbation for the mode of the 
other ring, meaning the non-identicality of the rings is more important. 
5.3  :  Device fabrication 
The first set of devices were fabricated as shown in Figure 5.4. These were probed with a 
tapered fiber with a wavelength reference cavity in parallel as described in Ch. 2.  
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Figure 5.4 
The fabrication process for the first type of devices we made. Parts (a)-(d) are 
discussed in the text. 
 
 
In Figure 5.4, (a)-(c) shows the fabrication process. Details of these steps are as follows:  
(a) First we start with commercially-available 4” Si wafers with 4 um of wet-grown thermal 
oxide from University Wafer. We deposit 220nm of stoichiometric LPCVD Si3N4 at 775 C, 
200 mTorr, flowing 67 sccm of dichlorosilane and 200 sccm of ammonia, resulting in a 
deposition rate of about 3.7 nm/min. The device wafers were single-spaced with at least 3 
“baffle” wafers before and after the device wafers. We observed much greater uniformity 
using these baffle wafers, and typical uniformity for our process was 3% across the 4” wafer.  
Next we cool to room temperature and transfer to a different LPCVD furnace to deposit 
amorphous Si (“a-Si” in the legend) at 570 C, 200 mTorr, flowing 100 sccm of silane, to get 
180 nm of a-Si and a deposition rate of about 2.9 nm/min. Note that if we instead used 
temperatures above about 600 C there was a visible change to the resulting film – rather 
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than looking smooth and grey like a silicon wafer it looks almost transparent – we assume 
this is because depositions at higher temperatures results in polycrystallinity and different 
optical properties, however we didn’t do further characterization of this. 
Next the wafers were cooled again to room temperature as they were taken out of the 
furnace, and put back into the first furnace for another Si3N4 deposition with the same 
process parameters as we used for the first Si3N4 deposition.  
Note that since the upper nitride layer is deposited at 775 C, we observed it to cause 
crystallization of the underlying amorphous silicon layer – evident as visible roughening or 
“crystal-like” appearance of the amorphous silicon under the microscope after nitride has 
been deposited on top. This is probably not ideal as it presumably causes increased 
roughness of the nitride films, however since we still observed large enough optical quality 
factors we did not investigate this further. 
Next, 3 um of photoresist (“PR” in the legend of Figure 5.4) is spun. For this, first we spin 
HMDS adhesion promoter at 3000 rpm/s, 3000 rpm/s/s, 30 s, then spin SPR220-3 
photoresist at 3000 rpm/s, 3000 rpm/s/s, 60 s, bake at 115 C on a proximity hotplate for 
120 s, exposed to form the “cartwheel” or “spiderweb” shape shown in Figure 5.4 (d), then 
baked again with the same parameters, then manually developed in MIF-726 for 40 s.  
(b) The nitride-silicon-nitride films were etched down to the buried oxide using reactive ion 
etching in the following process: An Oxford 100 tool was used, and was first put through a 
10 min clean cycle with oxygen plasma. The wafer was etched for 8.5 min using 50 mTorr, 50 
sccm CHF3, 2 sccm O2, 200 W reactive ion etching.  
Next the photoresist was removed by immersion in 1165 and sonication for 2 hours, then a 
immersion in acetone for 60 s then isopropyl alcohol for 60s, then blown dry with nitrogen. 
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Note that we also tried using an oxygen asher to remove the photoresist but got mixed 
results – sometimes the photoresist would not be removable – so settled on the wet 
removal process just described. 
(c) For the final step we etched the a-Si using XeF2, to undercut and release the upper ring. 
Since this etch is highly density-dependent (thus, for example, devices near the edge of the 
wafer become released much faster than devices at the center of the wafer), cycles of the 
following recipe were performed until the desired devices were successfully released 
(observed in a microscope between each cycle). One cycle consisted of the following etch 
parameters, and usually 5-10 repeats were needed to release the devices. The recipe is: 10 
cycles, 2 s etch time per cycle, 1 mTorr XeF2,5 mTorr N2. 
(d) A microscope image of the device is shown in Figure 5.4 (d), also showing the tapered fiber 
used to couple light in. 
The device shown in Figure 5.4 has not only an outer ring and a central circle, but also a ring 
between the two. This ring is purely for structural purposes – while rings both with and without this 
additional ring successfully released, it was found that the ring was more likely to release and to be 
flatter (measured using optical profilometry) with the addition of this ring. 
The second iteration of devices had an integrated waveguide and therefore different process 
steps. We show a microscope image of one device later (Figure 5.6 (c)), but first we describe the process 
to fabricate the device with integrated waveguide in Figure 5.5. 
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Figure 5.5 
The fabrication process for stacked rings with an integrated waveguide. 
 
 
The fabrication process is similar except two-mask electron beam lithography is used (with 400 
nm of ma-N 2403 electron beam resist used in each step). We used proximity correction via 
LayoutBEAMER software – we found that without proximity correction, the gap between the waveguide 
and the rings was fused in all devices. This is partially due to the difficulty of electron-beam lithography 
on thick dielectric layers, but may also be partially due to the difficulty of patterning a waveguide near 
an extant feature (see Figure 5.5 (c), where the waveguide is to be patterned near the ring rim from 
Figure 5.5 (a)), but was at least solved well enough by using proximity correction in our case. 
The devices were all observed to curl upwards after release as shown in Figure 5.6.  
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Figure 5.6 
(a) The upper ring curls upwards after release as indicated. The red arrows in the 
third diagram indicate light from the optical profilometer reflecting off different 
facets, and is discussed further in the text. (b)-(c) This curl-up is evident under an 
optical microscope as colored fringes on the spokes. (d)-(e) After release we take 
an optical profilometer measurement to determine the new gap at the rim (which 
is much larger than the initial gap), however light can bounce from many 
different surfaces (indicated by red arrows in (a)), and if it bounces from a surface 
that is not the top surface, the optical profilometer measurement is frustrated. 
This is solved using the method described in the text (basically, just use reflections 
from the top facet). Since these images show reflections from all surfaces, and 
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since light reflected from any non-top-facet surface will have the depth 
miscalculated by the optical profilometer (because it assumes free-space 
propagation), the color bar is not very meaningful here. 
 
We note that many (>50%) of the largest rings (radius over about 100-200 microns) of the non-
integrated devices we made (Figure 5.6 (b)) were stuck down after release rather than curled up. In 
contrast, all of the smaller rings were curled up. Therefore when we progressed to making integrated 
devices (Figure 5.6 (c))) we chose smaller radii and all rings were successfully released. 
We also observed that silicon nitride thicknesses above about 350 microns often had cracks 
running through the film, which cracks may or may not always be obvious by inspection before release. 
After release, however, the cracks are obvious as the XeF2 penetrates these gaps and etches a-Si below 
it. (Films above about 400 nm had cracks and peeling that were obvious even before XeF2 release.) 
In Figure 5.6 (d)-(e) we see the curl-up of the upper ring represented by a color scale, as 
measured by optical profilometer. A few points are worthy of note however. First, the color bar is not 
accurate here because (A) the device is transparent, and sitting on a transparent substrate, and optical 
profilometers do not do a good job of capturing height data in such circumstances – because of 
reflections from different surfaces and also because the refractive indices of the transparent films must 
be taken into account (the optical profilometer assumes free-space propagation). Secondly, the space 
between the spokes in Figure 5.6 (e) is green indicating a higher height than the surrounding blue. We 
don’t fully understand the source of this but often observed it in smaller openings such as this – it may 
be due to slightly less etching in these areas due to etch proximity effects, thus making a different 
thickness there or rougher surface which registers as a different thickness. Since we can’t trust optical 
profilometry for such transparent film stacks, we extracted the gap by simply measuring the top-surface 
reflections from the COMA itself – from comparing the height from top-surface reflections at the center 
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(hub), and the top-surface reflections from the “rim”. Thus the optical profilometer laser light that yields 
this data never entered the film stack and so refractive index and multiple reflections do not need to be 
accounted for. It is obvious looking at the optical profilometer data which are the top surface reflections 
because these are always the highest points (and reflections from each of the other surfaces can be 
identified). The measurements give gaps of around 2-4 um. For the rings with optical and mechanical 
data presented here, this gap was measured to be 2.5 um. 
5.4  :  Further modeling 
5.4.1  :  Finding       
We simulate the optical mode to calculate how the optical resonant frequency will be affected 
by deformation of the upper ring. We model the optical mode of the stacked rings using finite element 
software to extract the optical eigenfrequencies   versus ring-ring gap   for the fundamental optical 
mode. The fundamental even optical mode is shown in a contour plot in Figure 5.1 (b), and further plots 
will be shown later. For this fundamental optical mode, the resonant frequency and its derivative, 
    
   
  
, is plotted in Figure 5.7. For the gap indicated by the dotted line, we find 
   
  
         , 
and clearly smaller gaps are desirable. 
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Figure 5.7 
Simulated optical eigenfrequency (blue diamonds) and optomechanical coupling 
strength     (red squares) [5] for stacked rings separated by different gaps. The 
green dashed line indicates the measured gap for the fabricated device. 
 
 
5.4.2  :  Finding        
To find        at the transduction point (essentially, the slope of on the side of the resonant 
dip) we first investigate the optical spectra. The optical resonances are Lorentzian and so are given by 
[62]  
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 Eq. 5-2 
where      is the input power, and      and       are the intrinsic optical quality factor and the 
coupling contribution, respectively. For our analytical model we will assume critical coupling and that 
our laser wavelength is set to the steepest point of the dip. For critical coupling,          , so the 
total optical quality factor   is  
 
 
  
 
 
    
 
 
     
 
      
  
 
      
  
 Eq. 5-3 
We choose as our transduction point a point halfway down the dip, one HWHM from the 
resonant frequency. The slope at this point is as follows, where we have also substituted the more 
relevant          : 
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   Eq. 5-4 
We pause here to mention that in the literature it is usually assumed that the point of maximum 
slope is halfway down the Lorentzian, as we have done. In fact it is at an offset of 
 
√ 
 times HWHM as can 
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be seen by differentiating the Lorentzian to find the point of steepest slope. In practical terms it matters 
little since 
 
√ 
 
 
 
, and the point of steepest slope is not necessarily optimal since we also want to 
maximize SNR by being further up the dip, thus having more signal while sacrificing some slope. In any 
case the HWHM point is a convenient and simple compromise. 
Rearranging the differentials we get 
 
  
  
 
  
   
  
  
  
 Eq. 5-5 
 
       
  
 
  
   
 
  
  
 
     
   
 Eq. 5-6 
We may also write this in terms of acceleration: 
 
       
  
 
  
   
 
  
  
  
  
 
     
   
  
  
  Eq. 5-7 
The only thing that remains to know in Eq. 5-7 is      , how much the gap at the rim of the ring 
changes per unit acceleration. To do this we simply simulate the upper ring deforming under its own 
weight using FEM (not shown) and find the gap change for this particular ring to be 
  
  
          . 
5.5  :  Experimental results 
5.5.1  :  Static measurements 
We took a device without an integrated waveguide (the device in Error! Reference source not 
ound. (b) with radius       ), and optically probed it by bringing the tapered optical fiber nearby with 
the chip face-up, and then with the chip face-down. To measure the chip face-down (and at any 
arbitrary angle) we constructed a sample-holding stage with a hinge that had 180 of motion so that 
when the hinge was closed, the chip was face-up, and when the hinge was fully open, the chip was face-
down, which we described in Ch. 2. The purpose was to measure gravity, since these two measurements 
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would have a differential acceleration of     for face-up vs. face-down, and some fraction of that for 
arbitrary tilts. Results are presented in Figure 5.8. 
 
 
Figure 5.8 
An example optical spectrum of the chip face-up (blue diamonds,      ), and 
face-down (red circles,      ). 
 
 
A shift of nearly half the linewidth is observed. 
We next wanted to test the repeatability of the measurement, for two reasons: (A) In Ch. 2 we 
previously described problems with the piezo wavelength scan of the laser not being the same each 
time, so wanted to know that the correction mechanism using the Fabry-Perot cavity in parallel that we 
described before is effective. (B) More importantly, we observed that since the resonant wavelength is 
dependent on cavity “loading” from presence of the tapered fiber, and since the fiber-cavity gap was set  
manually each time, we wanted to not only eliminate operator bias but also show that even if the exact 
same coupling point is not achieved each time, the results are still consistent for the undercoupled case 
(as we expect). Thus we show that we achieve consistent results each time we take a measurement. 
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It is necessary to comment briefly here on (B), though a full discussion and measurements were 
shown in Ch. 4. Varying the fiber-cavity gap from severely undercoupled to critically-coupled does not 
change the resonant wavelength much, since the fiber is not loading or changing the cavity much, since 
it is so far away and interacting weakly. However varying the fiber-cavity gap from critically-coupled to 
overcoupled changes the resonant wavelength a lot, since the presence of the nearby fiber changes the 
optical path length around the resonator. Therefore in order to ensure we have the exact same coupling 
each time (and therefore we are not confusing an accelerometry measurement with an effect due to 
fiber-cavity proximity), we choose for the next measurement to operate in the severely-undercoupled 
regime.  
To do this we position the chip face-up, and bring in the fiber until we are barely coupled to the 
device (the extinction ratio is intentionally only about 20% as can be seen in Figure 5.9), maximizing the 
extinction ratio at that large taper-cavity gap using a polarization controller. In other words, the fiber is 
far from the device but the polarization is matched to the mode we are interrogating. We then take an 
optical spectrum (along with the spectrum of our reference Fabry-Perot cavity described in Ch. 2). The 
device and taper are then separated and the device is repositioned on the stage in preparation for a chip 
face-down measurement and the fiber polarization is manually scrambled. We then bring together chip 
and fiber in fiber in chip-face-down configuration. Again we manually position the fiber to couple light to 
the device and vary the polarization, only aiming to get approximately the same extinction ratio as 
before (and again we choose the polarization that maximizes the extinction ratio). Therefore we have 
just taken a face-up measurement and then taken a face-down measurement from scratch. Note that 
due to the way the stage is configured, it is difficult to repeat this laborious process for face-up then 
face-down – it is much simpler to cycle through these steps if we choose something like 0 tilt and 65 
tilt – because then the stage can be easily manipulated into the next measurement. Therefore in Figure 
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5.9 we show six measurements performed in this fashion for those two angles. It can be seen that 
regardless of human error in getting the exact same extinction ratio or exact same coupling each time, 
there is a clear shift in the resonant wavelength even for the relatively small gravitational shift of     
(chip at 0) to                .  
 
 
Figure 5.9 
A measurement at 0 tilt, then 65 tilt, then 0, 65, 0, 65, shows that even with 
the “human” factor of having a slightly different coupling to the device each time 
(due to manual positioning of the tapered fiber), we observe a consistent shift in 
the resonant wavelength of the device as we change the orientation of the device 
relative to gravity. 
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Note that for this measurement we use only tens of nanowatts of power – we want to be sure 
we are barely changing the cavity, but also for Figure 5.8 we were using a power meter which tolerated 
large power inputs while for Figure 5.9 we were using a different detector with much lower thresholds. 
We are now in a position to evaluate our model in Eq. 5-6 and Eq. 3-12. In Figure 5.8 we find 
          and from the simulation shown in Figure 5.7,                , which leads to 
 
       
  
            Eq. 5-8 
 
       
  
          Eq. 5-9 
In an alternative approach, we find the shift from a Lorentzian fit to Figure 5.8 to be       for 
    of acceleration change, which leads to a back-calculated value of 
   
  
           , somewhat 
comparable to the simulated value in Figure 5.7 of         . The discrepancy is likely mostly due to an 
uncertainty of the exact geometry and the exact resonant frequency. 
This could be increased a lot further in the future – foremost by decreasing the gap between the 
rings as shown in Figure 5.7. For example, Rosenberg et al. [17] fabricated similar silicon dioxide cavities 
with 150 nm gap between them, resulting in                   .  
5.5.2  :  Dynamic measurements 
As described in Ch. 2, we cannot simply shake the chip to test our accelerometer because the 
light is precisely coupled to the chip – in one type of device this is coupled via a nearby tapered optical 
fiber, and in our integrated devices this light is coupled from a polished angled fiber array into grating 
couplers.  
However, the device is already moving around due to the thermal-mechanical motion of the 
device itself. We may detect this motion instead and use it to gain important information about the 
device. 
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The vacuum testing setup is described in Ch. 2. While we tested both types of devices (taper-
coupled and integrated) in the chamber we will report the results from the waveguide-integrated 
devices since then there is no uncertainty about whether the taper was touching the movable ring. 
After putting the device in the vacuum chamber, coupling light in through grating couplers with 
typical insertion loss of -12 to -15 dB per coupler (these are rather high loss – more work could go in to 
optimizing these), we pumped the chamber down and observed the optical and mechanical spectrum. A 
typical optical spectrum is shown in Figure 5.10. 
 
 
Figure 5.10 
A typical optical spectrum for stacked-rings, measured in vacuum. 
 
 
To take these measurements we used the maximum available input power (+10 dBm) – the 
grating coupler loss is evident from the figure, however we still got enough light to measure the 
mechanical signal. The mechanical signal from the device in Figure 5.10 is obtained by sitting on the side 
of one of the resonances (for the data shown here, the steepest slope at around 1516.5 was chosen) 
and is shown in Figure 5.11. 
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Figure 5.11 
Mechanical spectrum observed at different pressures. The two mechanical modes 
shown here were identified by COMSOL simulation (inset images) to be the “see-
saw mode” and “crown mode” of the upper ring moving.  
 
 
In the mechanical spectrum we see several features worthy of note.  
1) Motion is not detectable for pressures above about 0.4 mbar (0.3 Torr). This is due to air 
damping but also probably due to strong squeeze-film (Couette) damping between the 
rings, since they have 5 um wide rims and are spaced by only 2.5 um.  
2) One may at first wonder why we see the see-saw mode at all – one side moving upwards 
changes the effective index in half of the ring in one direction, while the other side moving 
downwards changes the effective index in the other half of the ring in the opposite 
108 
 
direction. However these two effects do not perfectly cancel out because the     
dependence is an exponential one, not linear.  
3) However we do observe that the crown mode has a much larger signal than the see-saw 
mode. This is to be expected because motion of the crown mode changes the effective 
index all the way around the ring simultaneously while effect of the see-saw mode motion 
partially cancels itself as just described. Higher-order out-of-plane modes will move less 
than the see-saw mode, and are subject to the same partial cancellation effect, so it is not 
surprising we do not observe any other modes other than the two shown here. 
4) The COMSOL simulation gives mechanical frequencies for the free ring that are smaller by 
about 5% – this is attributed to uncertainty in the thickness of the film and the fact that the 
mechanical eigenfrequencies for a curled-up ring are probably different than for the flat ring 
we simulated.  
5) The displacement noise density (calculated knowing the power modulation at the detector 
and assuming              from simulations based on a measurement of the gap) is at 
a level of about      √  . 
6) As the air- and Couette-damping decreases and the top ring moves more, the noise floor 
rises by about 2 dB. This is not just the tailing part of the mechanical Lorentzians, instead 
the noise floor even far from the mechanical resonances was observed to rise by about this 
amount. This indicates that at atmospheric pressure the thermal motion is air- and/or 
Couette-damped and so the observed noise floor is limited by the detector noise (it’s not 
the laser noise, for turning off the laser doesn’t change it; nor is it the spectrum analyzer 
noise, for the noise level when attached to the powered-up detector is higher than when 
not attached). On the other hand, at low enough pressures the device becomes more free to 
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move and we are limited by the thermal-mechanical noise floor of the device itself. To 
improve upon this noise floor we may either attach a large mass to the movable ring, or 
have a device with higher  , as discussed in Ch. 2’s noise discussion. An approach to get 
higher    in a similar device was demonstrated by Krause et al. [7] – by using silicon nitride 
optical cavities under high tension (ours are under no tension at all), they measure    over 
two orders of magnitude higher than that reported here. 
For the plot in Figure 5.11, we extract parameters of interest and plot them in Figure 5.12. The 
data suggest that air damping is still present – it is likely that even higher thermal-mechanical signal and 
   are achievable at lower pressure, however the vacuum chamber we were using was limited to a 
base pressure of about             . 
 
 Figure 5.12  
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(a) The peak thermal-mechanical signal versus pressure. (b)   (from a fitted 
Lorentzian) versus pressure. 
 
5.6  :  1D photonic crystal cavity version 
5.6.1  :  Device overview 
The approach for photonic crystal (PhC) cavities is analogous to that for stacked ring cavities, 
and the same approaches can be taken to design (via FEM modeling, extracting    ) and fabricate 
them, however they are more difficult to fabricate due to small feature sizes. An in-plane version and a 
stacked version are schematically shown in Figure 5.13. 
 
 
Figure 5.13 
Two configurations of coupled photonic crystal cavities. (a) Two stacked PhCs 
with a gap between – the lower one attached to the green substrate. (b) Two 
side-by-side PhCs with a gap between – the green substrate will be removed, one 
PhC is attached to a fixed frame (not shown), the other to a movable proof mass 
(not shown). The “T” indicates that the upper free PhC in (a), and both PhCs in 
(b), can be pulled in tension after release via built-in film stress, preserving the 
small gaps. 
 
 
The key advantage to the device in Figure 5.13 (a) over the stacked ring geometry investigated 
earlier is that the upper PhC can be pulled in tension   after release – thus maintaining the desired small 
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gap between the two photonic crystals. The key advantage to the device in Figure 5.13 (b) is that all 
devices are fabricated in one layer, allowing for lithographic control over the gap; and both devices can 
be pulled in tension   after release. Such tension was not possible with a ring geometry because the 
light must travel around the rim, so the rim (and hence the whole ring) cannot be pulled in tension. Thus 
we observed large curl-up and hence a large gap increase as the built-in film stress was released after 
release. An additional advantage of the approach in (b) is that the free PhC can be attached to an 
arbitrarily large proof mass for increased acceleration or Coriolis force transduction – however it may be 
difficult to attach a proof mass to the free ring in the stacked-ring device. 
So, we have observed that 1D photonic crystal cavities may be a promising way ahead, however 
most of the author’s work has previously been on rings. Krause et al. at Caltech [7] have reported an 
accelerometer based on the device geometry in Figure 5.13 (b). 
5.6.2  :  Reflection back into on-chip laser 
However with all the benefits of Figure 5.13 (b), there is one important difference which may be 
a problem for integrating these devices with on-chip lasers. Ring cavities in general, and the stacked-ring 
cavities we presented specifically, have no significant back-reflection when suitably designed, because 
the feeding waveguide can adiabatically approach and couple light into the ring. Photonic crystal 
cavities, however, have mirror symmetry – light bounces back and forth inside the cavity. Thus, the light 
that couples from the resonator back into the feeding waveguide (assuming this waveguide is side-
coupled) is equally likely to go forward or backwards. Back-reflections into the laser can cause mode-
hopping, increase laser noise, and frustrate sensitive measurements.  
In fiber or free-space we simply use an optical isolator or circulator. However, many optical 
circulators and isolators use ferrimagnetic materials and manual assembly, and to the author’s 
knowledge there are no good options for on-chip CMOS-compatible optical circulators or isolators. 
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Therefore when we move to the world of on-chip lasers and devices, the back-reflection must be 
measured and understood to consider, for a given on-chip laser, the effect on laser noise and mode 
hopping or competition. 
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Chapter 6  :  Comparison and Conclusions 
We shall not cease from exploration  
And the end of all our exploring  
Will be to arrive where we started  
And know the place for the first time 
Through the unknown, remembered gate  
When the last of earth left to discover 
Is that which was the beginning. 
-- T. S. Eliot, from "Four Quartets" 
6.1  :  Introduction 
In Ch. 1 we showed that reinventing the displacement sensing element of a MEMS sensor (e.g. 
accelerometer) has the effect of reinventing the entire system. We considered some of the ramifications 
of this with an accelerometer as a test case, and then surveyed optomechanical displacement sensors in 
the literature. 
Ch. 2 provided some supporting material and most particularly a review of noise sources that we 
will refer to in this chapter.  
Ch. 3-5 investigated four optomechanical displacement sensors theoretically and 
experimentally.  
In this chapter we consider further the noise sources described in Ch. 2, the signal 
       
  
 from 
the devices in Ch. 3-5, and with some assumptions based on results reported in the literature we show 
that optomechanical sensors are a promising route for high-SNR MEMS sensors. 
6.2  :  Noise 
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In this section we will: 
1) See what noise figures are reported for commercial MEMS accelerometers. 
2) Assume these noise figures are primarily electronic noise. 
 This is reasonable as we showed in Sec. 2.3.4.2, and because if they were thermal-
mechanical-noise-limited then this is easily remedied by, for example, increasing the 
mass. Although this may increase footprint, thickness, and/or cost, this can be made 
to be a marginal tradeoff. In summary, thermal-mechanical noise limits are easy to 
fix so there is little reason for accelerometers to ever be thermal-mechanical noise 
limited, and in practice commercial accelerometers are electronic-noise limited. 
3) Choose a noise figure around 100 times smaller than commercial MEMS accelerometers as 
our target for this analysis. 
4) Assume we instead use optical transduction, see what combination of reasonable laser 
noise, detector noise, transduction strengths, etc, meets this target noise figure. 
First we investigate acceleration noise figures for a random pick of eight common MEMS 
accelerometers (Figure 6.1). For the analysis in this section, we assume these numbers essentially 
represent the non-thermal-mechanical noise and we choose a target noise figure of      √  . 
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Figure 6.1 
Noise figures for eight common MEMS accelerometers, and the target level we 
are using for the analysis in this section. 
 
 
Now we have the difficult task of considering what the noise would be if this were to use optical 
transduction. This task is difficult because there are so many inputs as we will see below, however 
without actually having a fabricated device with on-chip laser and detector, we will do our best to draw 
conclusions that can guide future research.  
As discussed in Sec. 1.3.7, reinventing the transduction scheme has the effect of reinventing the 
whole system – the only constant is the thermal-mechanical noise, assuming the mass and spring system 
is unchanged, and all other noise sources are fundamentally different. Taking into account all of Sec. 
2.3.4, we can write down the relation between acceleration noise and the non-thermal-mechanical 
noise sources as 
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 √    
  (
  
  )    
      
 
(
       
  )  
 Eq. 6-1 
where we have added the non-thermal-mechanical noise sources in quadrature under the square root 
sign. This applies to resonant devices which transduce acceleration by looking for resonant wavelength 
shift such as in Ch. 3 and Ch. 5. For the devices in Ch. 4, we have  
    
  
 √    
      
 
(
       
  )  
 Eq. 6-2 
The inputs on the right side of Eq. 6-1 or Eq. 6-2 with their units for clarity are: 
      
   : Since we are not necessarily reinventing the mass or spring arrangement, we 
assume typical mechanical resonant frequencies of                . 
      [
  
√  
]: The linear laser RIN per root bandwidth.  
 
  
  
 [
  
  
]: The slope of the Lorentzian cavity resonance, if applicable, at the point of steepest 
slope. Taking the derivative of a Lorentzian we find this is 
  
  
 
    
  
 where   is the optical 
quality factor,    is described later, and we take the resonant frequency to be   
   
       
. 
     [
  
√  
]: The linear laser frequency noise per root bandwidth. 
     [
  
√  
]: The detector noise-equivalent power. 
 
       
  
     : The optomechanical sensitivity. 
      : The nominal optical power at the detector at the transduction wavelength. 
First, looking at the transduction schemes in Ch. 3 and Ch. 5 (Eq. 6-1), some combinations of the 
six variable inputs above are shown in Table 6.1. Guided by the numbers in Sec. 2.3.4.1, Sec. 2.3.4.2, and 
Sec. 2.3.4.3 we choose fixed                ,            √  , and             √   as 
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representative ballpark numbers – though the reader can calculate for any other combination of noise 
figures, and in reality these should be spectral quantities rather than constants. The right-most column 
in Table 6.1 shows that, given these assumptions, the typical needed optomechanical transduction 
figures 
       
  
 are on the order of           . 
 
    [
  
  
] 
              [
  
√  
]     [
  
√  
] 
       
  
      
A 
-130 1k 0.01 2e2 0.1 1.4e5 
-130 10k 0.01 2e2 0.1 1.4e5 
-130 100k 0.01 2e2 0.1 2.0e5 
B 
-130 1k 0.1 2e2 0.1 1.4e4 
-130 10k 0.1 2e2 0.1 2.0e4 
-130 100k 0.1 2e2 0.1 1.4e5 
C 
-130 1k 1 2e2 0.1 2.0e3 
-130 10K 1 2e2 0.1 1.4e4 
-130 100k 1 2e2 0.1 1.4e5 
 
 
Table 6.1 
Some combinations of inputs that achieve      √  , for the transduction 
schemes in Ch. 3 and Ch. 5. 
 
 
For the transduction schemes in Ch. 4 (Eq. 3-12), we have instead the following examples: 
 
     [
  
√  
] 
          [
  
√  
]     [
  
√  
] 
       
  
      
A -130 N/A 0.01 N/A 0.1 1.4e5 
B -130 N/A 0.1 N/A 0.1 1.4e4 
C -130 N/A 1 N/A 0.1 1.4e3 
 
 
Table 6.2 
Some combinations of inputs that achieve      √  , for the transduction 
schemes in Ch. 4. 
 
 
Next we proceed to summarize the 
       
  
 found in this dissertation for comparison with the 
numbers in Table 6.1 and Table 6.2. 
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6.3  :  
       
  
 comparison 
In Ch. 3 we considered stretching a single cavity, and found (Eq. 3-12) 
       
  
            or 
         , for the      - and     -thick spring respectively. We now seek a number, 
       
  
, that we 
can use to compare to the results in the other chapters. We could use the simulated or measured 
displacement at the tip of the cantilever, however this would be rather artificial as we are not 
fundamentally trying to transduce the displacement at the tip of the cantilever (imagine for example a 
device with identical acceleration sensitivity but longer cantilever resulting in larger displacement at the 
tip – thus displacement at the tip is rather meaningless), rather we are fundamentally transducing 
acceleration. We could use Eq. 3-7 which is ostensibly a measure of optical power change per 
displacement (in which case we get           for this device), but while this is a true number it 
can’t be directly compared to the other 
       
  
 quoted below for Ch. 4-5. Our best option is to use Eq. 
2-2 to convert to displacement sensitivity, so we use 
       
  
   
        
  
. While this results in “ ” that 
may not correspond to any physically meaningful displacement, at least when the 
       
  
 values for Ch. 
4-5 are converted to acceleration sensitivity 
       
  
, the comparison will be a meaningful one. So, with 
that caveat in mind, for the stretched-ring device in Ch. 3 using Eq. 2-2 and the simulated   in Ch. 3, 
we find 
       
  
 to be         or            respectively. 
In Ch. 4 we first considered changing the waveguide-cavity gap, and found (Eq. 4-20) 
       
  
 
          . Next in Ch. 4 we considered moving an optical absorber in the evanescent field of the 
cavity, and found (Eq. 4-29) 
       
  
           . 
In Ch. 5 we considered two stacked ring cavities, and found (Eq. 5-8) 
       
  
           . 
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Of course, all these discrete numbers only serve as one example of the achievable transduction 
levels. Each one depends on so many device- and experiment-specific factors that it is entirely possible 
for these numbers to be many orders of magnitude different for a device with different   , geometrical 
parameters, material parameters, excitation wavelength, etc. Therefore for each of these cases, we also 
considered a general model which pointed the way to understand and improve these numbers further.  
However, such sensitivity numbers are rather meaningless if not compared to noise figures. 
Looking back at Table 6.1 and Table 6.2, we can see that for reasonable optical noise numbers, to beat 
the SNR reported for commercial MEMS accelerometers by two orders of magnitude may require 
       
  
 
of only around        , significantly smaller than all the measured numbers above.  
Similar arguments may apply to gyroscopes or other MEMS devices. Of course, this is not the 
only thing that matters – cost and power consumption being two more salient parameters, and we 
considered a low-power operation mode in Sec. 1.3.5 that can potentially rival typical traditional MEMS 
inertial sensor power consumption (typically a few  ).  
6.4  :  Conclusions 
In this dissertation we showed several optomechanical transduction schemes, and compared 
them theoretically and experimentally. As described in Sec. 1.3.7, however, reinventing the transduction 
scheme of a MEMS displacement sensor has a greater impact than just the device itself – it inherently 
requires reinventing the entire system. For example, the driving circuitry is fundamentally different and 
the associated noise is limited by different mechanisms. A full noise analysis using on-chip lasers and 
detectors coupled to such optomechanical displacement sensing devices is necessary; however in the 
meantime in Sec. 6.1 and Sec. 6.2 we have assumed some typical values from the literature to show that 
the noise of such on-chip optical systems can be much lower than, say, the electronic noise for 
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commercially-available MEMS accelerometers (though the argument is more generally applicable than 
just to accelerometers).  
Considering this very rough noise analysis, we have shown that each transduction scheme in this 
dissertation may ultimately exceed commercial MEMS accelerometer SNR, paving the way to high-
sensitivity, low-noise MEMS sensors. All transduction schemes are not equal, though – in this 
dissertation we have discussed some of the desirable aspects unique to each one. 
Of course, much remains to be proven and there is a lot of further work to be done. We hope 
this dissertation has at least served to investigate some optomechanical displacement sensing 
transduction schemes, both quantitatively and qualitatively. By pointing out salient points that will be 
useful in future work we hope this dissertation can also point the way to future optomechanical sensors. 
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