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This paper  is an  investigation  into  the performance of GARCH‐based VaR models on 
the South African FTSE/JSE Top 40  Index. Specifically, this paper  investigates whether 
stability has  returned  to  the VaR measure  following  its poor performance during  the 
latest  global  financial  crisis  (2007). GARCH models  are used  in both  an  analytic  and 
historical approach for modeling 1%, 2.5% and 5% daily‐VaR for a three year backtest 
period  (2010‐2012).  Four  distributions  are  used:  the  normal,  generalised  error,  t‐
distribution and the skewed t‐distribution. A particular question asked by this paper, is 
whether  the data  from  the  latest  financial crisis  (2007) should be used  in estimating 
VaR in a post‐crisis market.  To investigate this, all models are re‐estimated using data 
that  has  the  financial  crisis  and/or  high  volatility  period  removed,  then  the  results 
across the two data sets are compared. The take away point from this research is that 
the  volatility‐clustering  mechanism  inherent  in  every  GARCH  model  is  capable  of 
producing  accurate  VaR  estimates  in  a  post‐downturn/lower‐volatility  market  even 
when the data on which the model was estimated contains financial downturn/volatile 




























  ( )VaR f t dtα −
−∞
= ∫   
 Where α is the significance level and  f  denotes the probability density function of the returns of the 
underlying asset/portfolio.  
VaR  however  has  come  under  growing  scrutiny,  especially  after  the  2007  financial  crisis3,  for  poor 
performance during times of market stress (Chen, 2013). A 2012 report by McKinsey may shed light on 
its poor performance: the report found that most banks4 favour historical VaR, attaching a figure of 75% 
to  this  finding  and,  more  crucially,  it  found  that  85%  of  these  make  use  of  the  equally‐weighted 
historical approach whilst only 15% use some form of return weighting.  






























The  research  conducted  in  this  paper  complements  the  work  done  by  the  above  two  authors  by 
investigating the post‐crisis performance of GARCH VaR models. Together, these three articles are able 
to cover the performance of GARCH VaR models pre‐crisis, crisis and post‐crisis for the FTSE/JSE. To add 










the  expected  loss  conditioned  on  the  VaR  limit  being  exceeded.7  Chen  (2013),  however,  raises  the 
concern that this new risk measure lacks the ability to be reliably backtested which was something that 
made VaR a popular measure.8 For this reason, it is not unrealistic to predict that VaR will still be used 
for  internal risk management even  if regulation has moved beyond this measure.   Continued research 
into the VaR measure is therefore still relevant.     






















































year  2012.  The VaR  calculations  are  based  on  the  log  return  of  the  closing  prices.  The  log  return  is 
defined as follows: 
1





⎛ ⎞= ⎜ ⎟⎝ ⎠  
Two  approaches  are  used  to  calculate  VaR:  historical  and  analytic.9  Both  approaches  are  used  to 
calculate the daily‐VaR at the 1%, 2.5% and 5% significance levels for a three‐year period from 2010 until 
the end of 2012.   























































Looking  at  the  returns  graph  (Figure  2)  one  can  see  that  2008  and  2009  bracket  a  time  of marked 
volatility. Given  the accepted  shortcomings of VaR during  this  time of market  stress, uncertainty and 
notable  increased volatility,  there  remains  the question as  to whether  to use  this data  in  forecasting 
future VaR  in an environment of relatively decreased volatility and uncertainty. To this end this paper 
will  re‐estimate  VaR  for  the  three‐year  period  2010  to  2012  using  both  the  analytic  and  historical 
methods  with  2008  and  2009  being  excluded  from  the  data.  Once  the  VaR  estimates  have  been 
obtained using both sets of data, a comparison of the results should yield an answer to this question.   
This question is ultimately asking whether the patterns emerging from the data of this volatility period ‐


















VaR,  the  estimate  of  the  volatility  of  these  daily  returns  is more  important  (Alexander,  2008).  This 
research  considers  seven  different  volatility  models  ‐  namely:  the  GARCH;  the  exponential  GARCH 
(EGARCH); the  integrated GARCH  (IGARCH); the GJR‐GARCH; fractionally  integrated GARCH  (FIGARCH); 
fractionally integrated exponential GARCH (FIEGARCH) and the exponentially weighted moving average 
(EWMA).  
Before  a  (conditional)  variance  equation  can  be  specified,  an  equation of  the mean  is  required.  The 
mean equation in this paper is specified as follows: 
     where   is a constantt tr c cε= +   
This simple mean equation11 is consistent with the one used in the VaR research done by McMillan et al. 
(2010) on the JSE.  
The volatility of the { }  t tε  process is what is modeled by the aforementioned volatility models. We next 
describe these models.  
A very  important feature  frequently noticed  in financial returns data and described by Mandelbrot  (p. 
26, 1963) is that "large changes tend to be followed by large changes, of either sign, and small changes 
tend to be followed by small chang s" ‐ this phenomenon is now known as volatility clustering.  
Engle  (1982)  and Bollerslev  (1986)  introduced  the ARCH  and GARCH models  respectively which both 
aimed to create a model which could mimic the empirically‐evidenced volatility clustering. The impetus 




11  Empirically,  for  this  data  &  sample  size  chosen,  it  was  a  struggle  to  find  consistently  significant  1st‐order 













All GARCH models describe an equation  for the time‐evolution of  { }2t tσ  which  is the conditional daily 
variance process (daily because the data at hand is daily). For demonstrative purposes, assume that the 
{ }t tε  process is normally distributed, then: 
  ( )21 0,  t t tI Nε σ− ∼   
Where  1tI −  represents the information set at time  1t − .12 
The first model is the GARCH(1,1) which takes the following form: 
  2 2 21 1t t tσ ω αε βσ− −= + +   
Where  ,    and  ω α β  are non‐negative parameters. The magnitude of the parameter α  measures how 




on the conditional volatility process  (the higher  the value, the  longer  it will  take  for the effect of that 
market shock to die out  in the conditional volatility process). For this reason, the   β parameter  is also 
known as the decay rate (Hull, 2012). 
The  second model  is  the  IGARCH(1,1) model. This model  is  a  restricted  version of  the  above GARCH 
model (where   and α β  are forced to sum to one) and takes the following form:      
  ( )2 2 21 11t t tσ ω β ε βσ− −= + − +   
This model has  the drawback  that  the  theoretical unconditional variance  is  infinite  (Alexander, 2008). 
Despite this drawback, this is still an attractive model:  
According to Enders (2010), in financial time series data, conditional volatility is persistent. Persistence is 
measured  by  the  magnitude  of  the  β parameter  as  well  as  the  by  the  sum  of  ( )α β+   which 
                                                            















closer the sum of  ( )α β+  is to one, the flatter the conditional volatility term structure becomes which 
implies greater persistence  in the conditional volatility process.14 Enders (2010) also notes that when a 
model is estimated using a long time series of stock returns, the sum of  and α β  is generally very close 
to one. Constraining   and α β   to  equal one  can  yield  a  very parsimonious model when dealing with 
financial data.  
The  above  two  GARCH  models  are  symmetric  whereas  the  following  two  models  are  asymmetric. 





  ( ) ( )2 21 1 1
1 1
ln lnt tt t
t t




⎛ ⎞= + + +⎜ ⎟⎝ ⎠   
This is the model introduced by Nelson (1991). The equation for the conditional volatility is in log‐linear 
form.  This has  the  advantage of  guaranteeing  that  the  implied  value of  2tσ  will  always be positive  ‐ 
which means the parameters  ,   ,    and ω α λ β  need not be constrained to be non‐negative. 
Another feature of this model is that instead of using the squared values of the { }t tε process, it uses the 
standardized values. What this means is that if  1tε −  is positive16 then its standardised effect on  ( )2ln tσ  






as  investors  flee  to  "risk off"  assets  (ie.  there  is  a  flight  to quality).  This  triggers  further  sell offs  (for  example 
through stop losses) which results in increased volatility 
















2 2 2 2
1 1 101 tt t t tεσ ω αε λ ε βσ−− − −<= + + +   
Where the  indicator function  { }01 1 if  0t tε ε< = <    and  0  otherwise. As with the EGARCH model, there  is 
asymmetry: when 1tε − is negative, the effect of  2 1tε −  on  2tσ   is  ( )α λ+ ; whilst when 1tε − is positive, the 
effect is just  .α   
The  four GARCH models  described  above  are  classified  as  short memory models.  The  following  two 
models are  long‐memory models meaning they have relatively high persistence but still allow volatility 
to  be  a mean‐reverting  process.  The  unique  feature  of  these  two models  is  that  they  introduce  the 
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where  L    represents the  lag operator and any function of   L  denotes a  lag operator polynomial.18 The 
term  ( )1 dL−   is  the  fractional  lag  operator  and when  0 1d< <   the  FIGARCH model  exhibits  a  slow 
hyperbolic rate of decay from shocks (Thupayagale, 2010).   
The  second  long‐memory  model  is  the  FIEGARCH  model  which  is  the  long‐memory  version  of  the 
EGARCH model.  The  FIEGARCH model was  introduced  by    Bollerslev  and Mikklelsen  (1996).  In  that 
paper, the general FIEGARCH(p,q) was defined as follows: 
 
( ) ( ) ( ) ( )[ ]
( ) ( )[ ]













L L L g
















The  FIEGARCH  model  therefore  mixes  the  long‐memory  feature  of  the  FIGARCH  model  with  the 
asymmetrical‐modeling abilities of the short‐memory EGARCH model.19 
The premise for fractionally integrated models is the finding that the squared returns of various financial 
data exhibit what  is classified as a  long memory  (McMillan et al.,2010). Being able to more accurately 
model this persistence is what these models offer over the short‐memory models.20   
Despite  the  practical  observations  and  theoretical  advantages  of  long‐memory  models  over  short‐







  ( )σ λ ε λσ λ− −= − +2 2 21 11   where   is a positive constantt t t   
As  Alexander  (2008)  explains,  the  EWMA model  is  based  on  an  i.i.d.23  returns model.  The  fact  that 
returns are assumed  independent means there  is no conditional variance – there  is  just a single  ‘true’ 
variance  that  is  constant  across  time.  Such  a  restrictive  model  ignores  the  concept  of  volatility 
clustering. However,  the  redeeming  feature of  the EWMA model  is  that  the estimate of  this constant 
























One can note that the EWMA model is a special case of the IGARCH model where  0ω =  and whereλ  is 
chosen as opposed to estimated through maximum likelihood.  
The GARCH models  analysed  in  this paper  are much  the  same  as  those  analysed by McMillan  et  al. 





likelihood, one must  first assume a distributional  form of the  { }t tε  process. Four distributions will be 
used for each volatility model. The first is the normal distribution: 
The normal distribution is the most ubiquitous statistical distribution and there is a wealth of statistical 
theory  surrounding  this  distribution  –  such  as  the  Central  Limit  Theorem25  and  constructs  such  as 
Brownian motion. The normal distribution has many “nice” properties and characteristics which make it 
a convenient and a simple distribution to use (Milwidsky and Mare, 2010).  One such property is that it is 
specified by just two parameters  ( )2 and μ σ . 























Both  these  distributions  can  accommodate  leptokurtosis.  The  GED  is  still  symmetric  but  has  higher 
kurtosis  (in fact, the normal distribution  is a special case of the GED27). The cost of this benefit  is that 
there  is  an  additional  parameter  (shape)  to  estimate.  In much  the  same  vein,  the  t‐distribution  has 
higher kurtosis than the normal distribution and should therefore theoretically better estimate VaR at 
high confidence levels.28 
A  particular  shortfall  of  both  the  GED  and  t‐distribution  is  the  inability  to  accommodate  skewness. 
Skewness  is often a  feature of asset  returns: negative  skewness  is often  seen  in equity  returns while 




































distribution has been assumed,31  the  %‐VaRα   (which  translates  to a  ( )1 %α−   level of confidence)  is 
calculated as follows: 
For a normal distribution, the formula is: 
  ( )1‐VaRt tc σ α−= + Φ   





  ( )1‐VaR ;  t tc σ α−= + F θ   
Where  1−F  denotes  the  inverse of  the generalised error cumulative distribution  function and  θ   is a 






























Where  ν   denotes  the  degrees  of  freedom,  1tν−   denotes  the  inverse  of  the  standard  t  cumulative 
distribution function and the rest of the parameters are as defined above. 
For the skewed t‐distribution, there is no neat formula ‐ the VaR estimate comes as a unique root of an 






data as we  require  the  tails of  the empirical distribution  to be adequately populated  if we are  to  try 





will  be  represented  in  the  empirical  distribution,  the  problem with  this  is  that  the  lower  tail  of  the 
empirical distribution would generally be populated with  recession/economic‐downturn data  ‐ as  the 
most volatile and negative  returns are most  likely  to  come  from a period when  the market was  in a 
recession or economic slowdown. The problem with this is that if one is in a post‐recession period, one 
would  derive  an  estimate  of  VaR  from  essentially  recession  data.  This  would  in  all  likelihood 
overestimate VaR.  
Put another way, if markets are emerging from a volatile period and entering a tranquil one, VaR would 
most  likely  be  overestimated.  Similarly,  VaR  would  be  underestimated  if  the  market  was  exiting  a 
tranquil  period  and  entering  a  volatile  one.  This  is  a  significant  drawback  of  the  equally‐weighted 





















Consider fitting a GARCH model to the set of empirical returns { } 1Tt tr =  where T  is the time at the end of 
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must be assumed.36  In doing so,  the  feature  that  the historical‐VaR method  is distribution‐less  is  lost, 
however, the use of a volatility‐adjustment has a clear upside.  
Despite augmentations like volatility‐adjustment, what is always implicit with the historical approach is 






















into  the excluded model  so  that  the effect of excluding  the  two  years of  crisis data  can be  isolated. 
McMillan et al. (2010) made use of a five‐year window in their research.  




real  world  –  the  Basel  Accord  requires  the  model  be  re‐estimated  only  every  sixty  trading  days 
(Thupagayale,  2010). A  rebuttal  to  this would  be  to  look  at  this  paper  as  an  academic  exercise  and 
acknowledge  that VaR  is being  tested under  the best  case  scenario where  the parameters estimates 







However, Monte Carlo does not offer much over the analytic approach  in this paper  for the  following 
reasons: 
• Data used is univariate 


















rule no  longer applies  to  scale VaR  from a 1‐day horizon  to whatever desired horizon. This  is 
because a GARCH model introduces dependence40 amongst the returns, whereas as the square‐
root of  time  rule  is predicated on  the  assumption  that  the  returns  are  i.i.d.41 However,  such 
complexities can be avoided by dealing with daily‐VaR only 




With VaR, one  is simply calculating a quantile of a distribution – whether  in  the case of analytic VaR, 
where one works directly with the assumed distribution of tomorrow’s return or in the case of historical 
VaR, where it is assumed that tomorrow’s return is adequately represented by the empirical distribution 
of past daily returns. What this means is that for the  %‐VaRα  (corresponding to the ‐quantileα ), there 
exists  a  probability  α   that  tomorrow’s  return  is  actually  less  than  the  corresponding VaR  estimate. 
When this happens,  it  is called a VaR failure.42 Extrapolating this to a set of  %‐VaRn α  estimates, one 
expects  nα   failures. This  line of  thought  leads  to  the unconditional  coverage  (UC)  test developed by 
Kupeic (1995).  
The UC test has as its null hypothesis that the  %‐VaRα  model is accurate in the sense that it produces a 
















Where, given a set of   n VaR estimates,  1n  is the observed number of failures;  0 1n n n= −  is the observed 
number  of  non‐failures;  exp  and   obsπ π denote  the  expected  and  observed  proportion  of  failures 


















A  feature  important  in backtesting, which  is not  covered by  the UC  test,  is whether VaR  failures are 
independent or whether  they come  in groups. According  to Alexander  (2008), clustering of  failures  is 
indicative  that  the  VaR  model  is  not  adequately  responsive  to  changes  in  market  conditions.  For 
example,  if  the market  leaving one  regime  and  entering  another,  leads  to  a  string of VaR  failures,  it 
suggests there is evidence that the model being used43 is not handling the changing market conditions.  
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Where  01n  is the number of times a non‐failure was followed by a failure;  11n  is the number of times a 
failure was  followed by a  failure  ( 00 10 and n n  are  similarly defined).  01π   is  the proportion of  failures 
given  that  the previous  return was  a non‐failure  and  11π   is  the proportion of  failures  given  that  the 
previous return was also a failure ‐ they are both, respectively, defined as follows: 
  01 1101 11
01 00 11 10
  and  
n n
n n n n
π π= =+ +   
The asymptotic distribution of  2ln IndLR−  is chi‐squared with one degree of freedom. The null hypothesis 
is that the VaR failures occur independently. 
The  Christofferen  independence  test  does  have  a  drawback  in  that  it  only  views  a  dependence 
relationship  as  existing  if  VaR  failures  occur  consecutively  ‐  that  is  to  say,  a  string  of  uninterrupted 
failures. This  is a problem as  failures may still be dependent even  if  there  is a non‐failure  in between 
them (Alexander, 2008). Alexander (2008) provides further insight into this problem: the Christofferesen 

















and  independence test statistics to form a  joint test of unconditional coverage and  independence. The 
reason  the  conditional  coverage  test  is omitted  from  this paper  is  that  it  is possible  that  the model 












been  produced:  two  for  analytic  and  two  for  historical, with  the  difference  between  the  two  tables 
being one has  the 2008  and 2009 data  excluded while  the other does not.  For  sakes of brevity,  the 
analytic and historical tables detailing the results when 2008 and 2009 have been excluded, are placed 




































EWMA   Normal  0.021  ´ 9 0.040  ´ 9 0.067  ´ 9 
(λ=0.94)  GED  0.016  9 9 0.039  ´ 9 0.067  ´ 9 
   t  0.016  9 9 0.039  ´ 9 0.068  ´ 9 
   Skewed‐t  0.015  9 9 0.033  9 9 0.065  9 9 
GARCH(1,1)  Normal  0.013  9 9 0.028  9 9 0.061  9 9 
   GED  0.012  9 9 0.027  9 9 0.061  9 9 
   t  0.012  9 9 0.027  9 9 0.065  9 9 
   Skewed‐t  0.011  9 9 0.025  9 9 0.056  9 9 
IGARCH(1,1)  Normal  0.012  9 9 0.028  9 9 0.064  9 9 
   GED  0.012  9 9 0.027  9 9 0.064  9 9 
   t  0.012  9 9 0.027  9 9 0.067  ´ 9 
   Skewed‐t  0.011  9 9 0.023  9 9 0.055  9 9 
EGARCH(1,1)  Normal  0.012  9 9 0.023  9 9 0.048  9 9 
   GED  0.011  9 9 0.023  9 9 0.049  9 9 
   t  0.011  9 9 0.023  9 9 0.049  9 9 
   Skewed‐t  0.007  9 9 0.021  9 9 0.039  9 9 
GJR‐GARCH(1,1)  Normal  0.013  9 9 0.025  9 9 0.051  9 9 
   GED  0.013  9 9 0.025  9 9 0.051  9 9 
   t  0.012  9 9 0.025  9 9 0.051  9 9 
   Skewed‐t  0.008  9 9 0.021  9 9 0.036  9 9 
FIGARCH(1,1)  Normal  0.013  9 9 0.031  9 9 0.061  9 9 
   GED  0.011  9 9 0.029  9 9 0.063  9 9 
   t  0.011  9 9 0.029  9 9 0.061  9 9 
   Skewed‐t  0.011  9 9 0.023  9 9 0.056  9 9 
FIEGARCH(1,1)  Normal  0.012  9 9 0.020  9 9 0.049  9 9 
   GED  0.013  9 9 0.028  9 9 0.057  9 9 
   t  0.012  9 9 0.029  9 9 0.059  9 9 
   Skewed‐t  0.011  9 9 0.023  9 9 0.049  9 9 






with all, bar one exception, passing  the  coverage and  independence  tests. The EWMA model  suffers 
with achieving an acceptable number of failures (three rejections of the UC test in the 97.5% and 95%‐
VaR each, with only a single rejection for the normal distribution in the 99%‐VaR category). 
There  is a rejection of  the coverage  test  for  the  t‐IGARCH model  for 5%‐VaR. However, one would be 














It  is  important  to bear  in mind  that  the  significance  level chosen  for  the coverage and  independence 
tests,  determines  which  models  fail  and  which  do  not.  The  tests  in  this  paper  make  use  of  a  5% 
significance level ‐ however the associated p‐values are reported in the appendix if the reader wishes to 








the  IGARCH  model  so  that  maximum  likelihood  can  also  be  used  to  get  the  conditional  volatility 
parameter estimates  (as opposed  to choosing ad hoc values as with  the EWMA model). However  the 
EWMA model with non‐normal distributions is still included in the tables in order to see whether it does 




































Equally‐Weighted   ‐  0.000  ´ ‐  0.009  ´ 9 0.031  ´ 9 
EWMA   Normal  0.011  9 9 0.028  9 9 0.051  9 9 
(λ=0.94)  GED  0.011  9 9 0.028  9 9 0.051  9 9 
   t  0.011  9 9 0.028  9 9 0.051  9 9 
   Skewed‐t  0.011  9 9 0.028  9 9 0.051  9 9 
GARCH(1,1)  Normal  0.008  9 9 0.024  9 9 0.048  9 9 
   GED  0.008  9 9 0.023  9 9 0.048  9 9 
   t  0.008  9 9 0.021  9 9 0.048  9 9 
   Skewed‐t  0.008  9 9 0.021  9 9 0.048  9 9 
IGARCH(1,1)  Normal  0.009  9 9 0.023  9 9 0.052  9 9 
   GED  0.009  9 9 0.021  9 9 0.052  9 9 
   t  0.009  9 9 0.021  9 9 0.051  9 9 
   Skewed‐t  0.009  9 9 0.024  9 9 0.052  9 9 
EGARCH(1,1)  Normal  0.007  9 9 0.023  9 9 0.053  9 9 
   GED  0.007  9 9 0.023  9 9 0.053  9 9 
   t  0.007  9 9 0.019  9 9 0.053  9 9 
   Skewed‐t  0.007  9 9 0.021  9 9 0.053  9 9 
GJR‐GARCH(1,1)  Normal  0.007  9 9 0.020  9 9 0.048  9 9 
   GED  0.007  9 9 0.020  9 9 0.048  9 9 
   t  0.007  9 9 0.019  9 9 0.049  9 9 
   Skewed‐t  0.007  9 9 0.020  9 9 0.049  9 9 
FIGARCH(1,1)  Normal  0.009  9 9 0.027  9 9 0.053  9 9 
   GED  0.009  9 9 0.028  9 9 0.053  9 9 
   t  0.009  9 9 0.027  9 9 0.051  9 9 
   Skewed‐t  0.009  9 9 0.027  9 9 0.052  9 9 
FIEGARCH(1,1)  Normal  0.009  9 9 0.027  9 9 0.056  9 9 
   GED  0.009  9 9 0.028  9 9 0.057  9 9 
   t  0.009  9 9 0.027  9 9 0.056  9 9 
   Skewed‐t  0.009  9 9 0.029  9 9 0.063  9 9 





The  standout  feature  of  the  historical  VaR  table  is  that  the  equally‐weighted  VaR model  failed  the 
coverage  tests  across  all  three  significance  levels  (with  zero observed  failures  for 1%‐VaR).  The poor 
results  for  this model  is  consistent  with  the  backlash  and  criticisms  leveled  at  VaR  after  the  latest 














The GARCH models performed well  across  all  confidence  levels  and  all distributions without  a  single 
failure of  the  coverage or  independence  tests. The  same  can be  said  for  the EWMA model, which  is 
surprising given its poor performance in analytic VaR. It seems the volatility weighting the EWMA model 
provides  is  sufficient  in  an  historical  context,  but  when  using  the  EWMA  volatility  estimate  with  a 
quantile of a chosen distribution ‐ as in the analytic context ‐ something does go awry (for this sample at 
least). 
The  historical  EWMA  model  also  has  the  feature  that  its  failure  rates  are  constant  across  the 
distributions  for  each  of  the  three  significance  levels  used  to  calculate  VaR.  It  seems,  despite what 
distributional choice is made for the EWMA model, that the results are very similar.  
A standout feature which is presented by both sets of VaR approaches, is that despite the documented 
limitations of the normal distribution,  it still performs well  in a GARCH setting.  Its failures rates across 
the three confidence levels for both analytic and historical VaR are very similar to the GED ‐ this despite 
the GED having parameter estimates which indicate leptokurtosis.49 What this means is that the normal 
distribution’s  tail‐modelling  abilities,  for  this  data  and  in  the VaR  context  at  least,  is  perhaps  not  as 
inferior as one may have a priori expected. 
This finding concerning the normal distribution  is consistent with the decision made by McMillan et al. 
(2010)  to  only  use  the  normal  distribution  in  their  analytic‐VaR  research  on  the  FTSE/JSE.  Their 




all  less  than  the expected  rate of 0.01. The  IGARCH, FIGARCH and FIEGARCH are  the  closest with an 
observed failure rate of 0.009 whilst the EGARCH and GJR‐GARCH have the  lowest rate of 0.007 each. 




















were no  failures  in  terms of  the coverage and  independence  tests  ‐ which suggests sufficiency of  the 














given  that  they pass  the coverage and  independence  tests. As  far as  the GARCH models are 
concerned, the results are much the same across both tables (no failures for either test). This 
perhaps suggests  that  the EWMA volatility model  is more sensitive  to  the data  it  is  fed  than 
GARCH volatility models 
 
• For  the  historical  table,  the  biggest  result  is  that  the  equally‐weighted  model  passes  the 
coverage and independence tests once 2008 and 2009 have been pulled from the data. This is 
quite a promising result for the posit that financial crisis and/or high volatility data should not 
be used  in a post‐crisis/post‐volatility market. However, there  is  little difference between the 
historical tables as far as the GARCH models are concerned:  the GARCH models across all the 















• Another  point  to  mention  is  that  all‐in‐all,  the  historical  VaR  table  with  2008  and  2009 
excluded  is  the only  table  to have no  rejections of  the null hypotheses of  the coverage and 
independence  tests  for  any  combination  of  volatility model  and  distribution  (and  this  also 
applies to the equally‐weighted method) 
What can also said by looking at all four tables is that the fractionally integrated GARCH models do not 




Looking  across  the  four  tables,  the  independence  test  did  not  fail  any  model.  The  fact  that  the 
independence test only sees consecutive VaR failures as a sign of dependence probably plays a part  in 
this. This obviously limits how much information this test can really provide.  




of data. The more  important measure  is whether  it  failed  the  coverage  test or not and  ‐ despite  the 
limitations of it ‐ the independence test.  





















α%  99%  97.5%  95% 
Analytic  skw‐t EGARCH  skw‐t EGARCH  skw‐t GJR‐GARCH 
      skw‐t GJR‐GARCH    
Analytic*  skw‐t EGARCH  skw‐t EGARCH  skw‐t EGARCH 
Historic  EGARCH  t EGARCH  GARCH 
   GJR‐GARCH  t GJR‐GARCH  Norm/GED GJR‐GARCH 
Historic*  Equally‐Weighted  Equally‐Weighted  Equally‐Weighted 
*Denotes when 2008 & 2009 was removed from the data 
 
Using  this  criteria,  the  skew‐t  distribution  used  in  a  short‐memory  asymmetric model,  produces  the 
most  preferable  results  for  analytic  VaR.  For  historical  VaR,  it  is  not  as  clear  cut:  when  using  the 
unaltered data set, short‐memory asymmetric models do dominate the results but no clear distribution 
emerges; for the altered data set, the equally‐weighted method is the preferred model according to this 






The overall  conclusion  is  that GARCH‐based VaR  is  superior  to  the  simpler EWMA model  for analytic 
VaR, however the same cannot be readily said for historical VaR. As far as GARCH models are concerned, 
there does not seem to be much in the way of results to separate the six GARCH models used. What this 
suggests  is  that  the volatility clustering mechanism  inherent  in every GARCH model yields a sufficient 
VaR model and  the  refinements and extensions proposed  to Bollerslev’s  initial  symmetric model may 
not  offer more  practically  despite  their  theoretical  advantages.  The  same  applies  to  the  fractionally 
integrated models, which also did not yield a clear empirical benefit. This result  is consistent with the 













A very  similar  sentiment applies  to  the normal distribution. Despite  its documented  shortfalls  in  tail‐
modeling;  in  this paper,  there was  scant evidence  against  selecting  it  to use  in a GARCH model. The 







research:51  their  results  indicated  the normal distribution actually outperformed  the  t‐ and  skewed  t‐
distribution.  
It  is  also  worth  remembering  at  this  point  that  Wilhelmsson’s  (2006)  conclusion  that  allowing  for 
leptokurtosis yields improved forecasting abilities for GARCH mod ls whilst allowing for skewness does 
not. The evidence provided by this paper only partially agrees with Wilhemsson’s finding in that allowing 






insufficient model  ‐  for  the 1%‐VaR  it had  an observed  failure  rate of  zero  and  the model  failed  the 
coverage  tests  across  the  three  VaR  significance  levels  (1%,  2.5%,  5%).  However,  once  the 
downturn/volatile data was removed, the results of the model were greatly improved so much so, that it 
passed  all  the  coverage  tests.  In  the  analytic  context,  the  performance  of  the  EWMA  model  also 
improved once the 2008 and 2009 was removed. 

















when  it was not. The volatility‐clustering mechanism  in every GARCH model  is seemingly sufficient  to 
capture different market regimes.  




Some  ideas  for  further  research would  be  to  investigate Markov‐switch  volatility models which  can 
accurately  handle  different  market  regimes;  one  could  also  answer  the  question  as  to  whether  to 
include  the  downturn/volatile  data  or  not,  by  using  a  larger  backtest  period.  This  would  give  the 
coverage and  independence tests more power. A  larger backtest period may also help separate which 
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Below  is a  sample of a VaR plot  (it happens  to be  for  the  skewed‐t  IGARCH model). The  grey points 














Below  are  four  likelihood  plots:  one  for  each  GARCH  model.  They  plot  the  likelihoods  of  each 
distribution for each of the 750 estimated models (three‐year backtest period with daily refitting). What 
is  clear  is  that  the  skewed  t‐distribution  achieves  the  highest  likelihood  value  for  each  of  the  750 
estimated models across the four GARCH models – this suggests that allowing for skewness has merit. 




















































































































































































































































































































































Guassian-Kernel Density of Log Returns




























































If a random variable X  is normally distributed with mean μ  and variance  2σ  then  X  has the following 
pdf: 










⎧ ⎫−⎪ ⎪= −⎨ ⎬⎪ ⎪⎩ ⎭
  
 
If  a  random  variable X  has  a  generalized  error distribution  (GED) with  ,  , μ θ δ   as  location,  scale  and 
shape parameters respectively, then  X  has the following pdf: 
  ( ) ( ) ( ){ }exp /2 1 /f x x δδ μ θθ δ= − −Γ   
 













+⎛ ⎞Γ⎜ ⎟ ⎛ ⎞⎝ ⎠= +⎜ ⎟⎛ ⎞ ⎝ ⎠Γ⎜ ⎟⎝ ⎠
  
 
If a random variable X  has a standardised generalised hyperbolic skewed t‐distribution with ν  degrees 
of freedom and skewness  γ , then  X  has the following pdf (see Dokov et al., 2007 for mode details): 
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To notice  that when  2δ =   the GED  reduces  to a normal distribution with mean  μ  and variance  2
2
θ , 










































































































  ( ) ( )σ ω α ε β σ= + +2 2 2t t tL L   
where  ( ) ( )α β and L L  are lag operator polynomials of order  and q p  respectively. The equation is then 
modified as folllows: 
 
( ) ( )
( )[ ] ( )
( ) ( )[ ] ( )[ ]( )
σ ω α ε β σ
β σ ω α ε
α β ε ω β ε σ
= + +
⇒ − = +













Now for the case of the IGARCH,  ( ) ( )[ ]α β− −1 L L  would have a unit root, which would yield the 
following representation: 
  ( )( ) ( )[ ]( )φ ε ω β ε σ− = + − −2 2 21 1t t tL L L   
Now the FIGARCH models extends the IGARCH model by replacing the term  ( )−1 L  with the fractional 
differencing operator  ( )−1 dL  yielding the following:  
  ( )( ) ( )[ ]( )φ ε ω β ε σ− = + − −2 2 21 1d t t tL L L   
This equation can then be manipulated to yield the equation seen in this paper: 
 
( )[ ] ( )[ ] ( )( ){ }
( )[ ] ( )
1 12 2
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UC  p‐val  Ind  p‐val 
Failure 
Rate 
UC  p‐val  Ind  p‐val 
Failure 
Rate 
UC  p‐val  Ind  p‐val 
EWMA   Normal  0.021  ´ 0.007  9 0.382  0.040  ´ 0.015  9 0.515  0.067  ´ 0.046  9 0.702 
(λ=0.94)  GED  0.016  9 0.129  9 0.505  0.039  ´ 0.026  9 0.436  0.067  ´ 0.046  9 0.702 
   t  0.016  9 0.129  9 0.528  0.039  ´ 0.026  9 0.436  0.068  ´ 0.032  9 0.794 
   Skewed‐t  0.015  9 0.230  9 0.566  0.033  9 0.164  9 0.566  0.065  9 0.065  9 0.566 
GARCH(1,1)  Normal  0.013  9 0.383  9 0.602  0.028  9 0.606  9 0.270  0.061  9 0.168  9 0.927 
   GED  0.012  9 0.594  9 0.638  0.027  9 0.772  9 0.294  0.061  9 0.168  9 0.927 
   t  0.012  9 0.594  9 0.638  0.027  9 0.772  9 0.294  0.065  9 0.065  9 0.646 
   Skewed‐t  0.011  9 0.560  9 0.677  0.025  9 0.953  9 0.320  0.056  9 0.459  9 0.667 
IGARCH(1,1)  Normal  0.012  9 0.594  9 0.638  0.028  9 0.606  9 0.270  0.064  9 0.091  9 0.990 
   GED  0.012  9 0.594  9 0.638  0.027  9 0.772  9 0.294  0.064  9 0.091  9 0.990 
   t  0.012  9 0.594  9 0.638  0.027  9 0.772  9 0.294  0.067  ´ 0.046  9 0.817 
   Skewed‐t  0.011  9 0.856  9 0.677  0.023  9 0.678  9 0.374  0.055  9 0.563  9 0.610 
EGARCH(1,1)  Normal  0.012  9 0.594  9 0.638  0.023  9 0.678  9 0.374  0.048  9 0.800  9 0.807 
   GED  0.011  9 0.856  9 0.677  0.023  9 0.678  9 0.374  0.049  9 0.933  9 0.896 
   t  0.011  9 0.856  9 0.677  0.023  9 0.678  9 0.374  0.049  9 0.933  9 0.896 
   Skewed‐t  0.007  9 0.329  9 0.793  0.021  9 0.510  9 0.402  0.039  9 0.139  9 0.126 
GJR‐GARCH(1,1)  Normal  0.013  9 0.383  9 0.602  0.025  9 0.953  9 0.320  0.051  9 0.933  9 0.960 
   GED  0.013  9 0.383  9 0.602  0.025  9 0.953  9 0.320  0.051  9 0.933  9 0.956 
   t  0.012  9 0.594  9 0.638  0.025  9 0.953  9 0.320  0.051  9 0.933  9 0.956 
   Skewed‐t  0.008  9 0.568  9 0.757  0.021  9 0.510  9 0.402  0.036  9 0.065  9 0.154 
FIGARCH(1,1)  Normal  0.013  9 0.383  9 0.602  0.031  9 0.337  9 0.187  0.061  9 0.168  9 0.482 
   GED  0.011  9 0.856  9 0.677  0.029  9 0.459  9 0.158  0.063  9 0.125  9 0.533 
   t  0.011  9 0.856  9 0.677  0.029  9 0.459  9 0.158  0.061  9 0.168  9 0.482 
   Skewed‐t  0.011  9 0.856  9 0.677  0.023  9 0.678  9 0.395  0.056  9 0.459  9 0.296 
FIEGARCH(1,1)  Normal  0.012  9 0.594  9 0.638  0.020  9 0.364  9 0.299  0.049  9 0.933  9 0.896 
   GED  0.013  9 0.383  9 0.602  0.028  9 0.606  9 0.131  0.057  9 0.367  9 0.127 
   t  0.012  9 0.594  9 0.638  0.029  9 0.459  9 0.158  0.059  9 0.289  9 0.150 
   Skewed‐t  0.011  9 0.856  9 0.677  0.023  9 0.678  9 0.395  0.049  9 0.933  9 0.137 

























UC  p‐val  Ind  p‐val 
Failure 
Rate 
UC  p‐val  Ind  p‐val 
Failure 
Rate 
UC  p‐val  Ind  p‐val 
EWMA  Normal  0.021  ´ 0.007  9 0.382  0.035  9 0.109  9 0.172  0.063  9 0.125  9 0.966 
   GED  0.015  9 0.230  9 0.566  0.035  9 0.109  9 0.172  0.063  9 0.125  9 0.966 
   t  0.015  9 0.230  9 0.566  0.035  9 0.109  9 0.172  0.064  9 0.091  9 0.990 
   Skewed‐t  0.013  9 0.383  9 0.602  0.029  9 0.459  9 0.248  0.061  9 0.168  9 0.584 
GARCH(1,1)  Normal  0.015  9 0.230  9 0.566  0.027  9 0.772  9 0.294  0.061  9 0.168  9 0.584 
   GED  0.012  9 0.594  9 0.638  0.027  9 0.772  9 0.294  0.063  9 0.125  9 0.533 
   t  0.012  9 0.594  9 0.638  0.027  9 0.772  9 0.294  0.064  9 0.091  9 0.990 
   Skewed‐t  0.009  9 0.853  9 0.715  0.024  9 0.860  9 0.346  0.055  9 0.563  9 0.860 
IGARCH(1,1)  Normal  0.012  9 0.594  9 0.638  0.028  9 0.606  9 0.270  0.060  9 0.223  9 0.634 
   GED  0.012  9 0.594  9 0.638  0.025  9 0.953  9 0.320  0.061  9 0.168  9 0.584 
   t  0.012  9 0.594  9 0.638  0.025  9 0.953  9 0.320  0.064  9 0.091  9 0.490 
   Skewed‐t  0.011  9 0.856  9 0.677  0.021  9 0.510  9 0.402  0.045  9 0.552  9 0.625 
EGARCH(1,1)  Normal  0.011  9 0.856  9 0.677  0.024  9 0.860  9 0.346  0.051  9 0.933  9 0.448 
   GED  0.009  9 0.853  9 0.715  0.025  9 0.953  9 0.320  0.052  9 0.803  9 0.499 
   t  0.009  9 0.853  9 0.715  0.025  9 0.953  9 0.320  0.053  9 0.678  9 0.553 
   Skewed‐t  0.007  9 0.329  9 0.793  0.016  9 0.091  9 0.536  0.040  9 0.194  9 0.835 
GJR‐GARCH(1,1)  Normal  0.011  9 0.856  9 0.677  0.024  9 0.953  9 0.320  0.051  9 0.803  9 0.990 
   GED  0.011  9 0.856  9 0.677  0.025  9 0.953  9 0.320  0.055  9 0.563  9 0.610 
   t  0.011  9 0.856  9 0.677  0.027  9 0.772  9 0.294  0.055  9 0.563  9 0.610 
   Skewed‐t  0.008  9 0.568  9 0.757  0.019  9 0.245  9 0.465  0.043  9 0.345  9 0.732 
FIGARCH(1,1)  Normal  0.012  9 0.594  9 0.638  0.028  9 0.606  9 0.614  0.059  9 0.289  9 0.382 
   GED  0.011  9 0.856  9 0.677  0.028  9 0.606  9 0.614  0.061  9 0.168  9 0.482 
   t  0.011  9 0.856  9 0.677  0.028  9 0.606  9 0.614  0.057  9 0.367  9 0.176 
   Skewed‐t  0.008  9 0.568  9 0.757  0.023  9 0.678  9 0.395  0.052  9 0.803  9 0.499 
FIEGARCH(1,1)  Normal  0.013  9 0.488  9 0.749  0.027  9 0.566  9 0.441  0.061  9 0.385  9 0.382 
   GED  0.009  9 0.815  9 0.677  0.029  9 0.677  9 0.614  0.061  9 0.385  9 0.223 
   t  0.012  9 0.606  9 0.244  0.025  9 0.903  9 0.745  0.052  9 0.855  9 0.176 
   Skewed‐t  0.008  9 0.568  9 0.880  0.021  9 0.592  9 0.403  0.053  9 0.803  9 0.412 


























UC  p‐val  Ind  p‐val 
Failure 
Rate 
UC  p‐val  Ind  p‐val 
Failure 
Rate 
UC  p‐val  Ind  p‐val 
Equally‐Weighted   ‐  0.000  ´ 0.000  ´ ‐  0.009  ´ 0.002  9 0.540  0.031  ´ 0.009  9 0.228 
EWMA   Normal  0.011  9 0.856  9 0.677  0.028  9 0.606  9 0.131  0.051  9 0.933  9 0.448 
(λ=0.94)  GED  0.011  9 0.856  9 0.677  0.028  9 0.606  9 0.131  0.051  9 0.933  9 0.448 
   t  0.011  9 0.856  9 0.677  0.028  9 0.606  9 0.131  0.051  9 0.933  9 0.448 
   Skewed‐t  0.011  9 0.856  9 0.677  0.028  9 0.606  9 0.131  0.051  9 0.933  9 0.448 
GARCH(1,1)  Normal  0.008  9 0.568  9 0.757  0.024  9 0.860  9 0.446  0.048  9 0.800  9 0.115 
   GED  0.008  9 0.568  9 0.757  0.023  9 0.678  9 0.395  0.048  9 0.800  9 0.115 
   t  0.008  9 0.568  9 0.757  0.021  9 0.510  9 0.345  0.048  9 0.800  9 0.115 
   Skewed‐t  0.008  9 0.568  9 0.757  0.021  9 0.510  9 0.345  0.048  9 0.800  9 0.115 
IGARCH(1,1)  Normal  0.009  9 0.853  9 0.715  0.023  9 0.678  9 0.368  0.052  9 0.803  9 0.191 
   GED  0.009  9 0.853  9 0.715  0.021  9 0.510  9 0.345  0.052  9 0.803  9 0.191 
   t  0.009  9 0.853  9 0.715  0.021  9 0.510  9 0.345  0.051  9 0.933  9 0.163 
   Skewed‐t  0.009  9 0.853  9 0.715  0.024  9 0.860  9 0.070  0.052  9 0.803  9 0.191 
EGARCH(1,1)  Normal  0.007  9 0.329  9 0.793  0.023  9 0.678  9 0.395  0.053  9 0.678  9 0.221 
   GED  0.007  9 0.329  9 0.793  0.023  9 0.678  9 0.395  0.053  9 0.678  9 0.223 
   t  0.007  9 0.320  9 0.793  0.019  9 0.245  9 0.465  0.053  9 0.678  9 0.223 
   Skewed‐t  0.007  9 0.329  9 0.793  0.021  9 0.510  9 0.402  0.053  9 0.678  9 0.223 
GJR‐GARCH(1,1)  Normal  0.007  9 0.329  9 0.793  0.020  9 0.364  9 0.299  0.048  9 0.800  9 0.353 
   GED  0.007  9 0.329  9 0.793  0.020  9 0.364  9 0.299  0.048  9 0.800  9 0.353 
   t  0.007  9 0.329  9 0.793  0.019  9 0.245  9 0.257  0.049  9 0.933  9 0.399 
   Skewed‐t  0.007  9 0.329  9 0.793  0.020  9 0.364  9 0.299  0.049  9 0.933  9 0.399 
FIGARCH(1,1)  Normal  0.009  9 0.853  9 0.715  0.027  9 0.772  9 0.108  0.053  9 0.678  9 0.223 
   GED  0.009  9 0.853  9 0.715  0.028  9 0.606  9 0.131  0.053  9 0.678  9 0.223 
   t  0.009  9 0.853  9 0.715  0.027  9 0.772  9 0.108  0.051  9 0.933  9 0.163 
   Skewed‐t  0.009  9 0.853  9 0.715  0.027  9 0.772  9 0.108  0.052  9 0.803  9 0.191 
FIEGARCH(1,1)  Normal  0.009  9 0.853  9 0.715  0.027  9 0.772  9 0.108  0.056  9 0.459  9 0.296 
   GED  0.009  9 0.853  9 0.677  0.028  9 0.606  9 0.131  0.057  9 0.367  9 0.338 
   t  0.009  9 0.853  9 0.715  0.027  9 0.772  9 0.557  0.056  9 0.459  9 0.296 
   Skewed‐t  0.009  9 0.853  9 0.506  0.029  9 0.459  9 0.158  0.063  9 0.125  9 0.553 

























UC  p‐val  Ind  p‐val 
Failure 
Rate 
UC  p‐val  Ind  p‐val 
Failure 
Rate 
UC  p‐val  Ind  p‐val 
Equally‐Weighted   ‐  0.005  9 0.159  9 0.825  0.019  9 0.245  9 0.465  0.044  9 0.442  9 0.234 
EWMA   Normal  0.008  9 0.568  9 0.757  0.021  9 0.510  9 0.402  0.047  9 0.672  9 0.772 
(λ=0.94)  GED  0.008  9 0.568  9 0.757  0.021  9 0.510  9 0.402  0.047  9 0.672  9 0.772 
   t  0.008  9 0.568  9 0.757  0.021  9 0.510  9 0.402  0.047  9 0.672  9 0.772 
   Skewed‐t  0.008  9 0.568  9 0.757  0.021  9 0.510  9 0.402  0.047  9 0.672  9 0.772 
GARCH(1,1)  Normal  0.007  9 0.329  9 0.793  0.021  9 0.510  9 0.345  0.049  9 0.933  9 0.399 
   GED  0.007  9 0.329  9 0.793  0.021  9 0.510  9 0.345  0.048  9 0.800  9 0.353 
   t  0.007  9 0.329  9 0.793  0.021  9 0.510  9 0.345  0.048  9 0.800  9 0.353 
   Skewed‐t  0.007  9 0.329  9 0.793  0.021  9 0.510  9 0.345  0.048  9 0.800  9 0.353 
IGARCH(1,1)  Normal  0.008  9 0.568  9 0.757  0.021  9 0.510  9 0.345  0.052  9 0.803  9 0.501 
   GED  0.008  9 0.568  9 0.757  0.021  9 0.510  9 0.345  0.052  9 0.803  9 0.499 
   t  0.007  9 0.329  9 0.793  0.021  9 0.510  9 0.345  0.053  9 0.678  9 0.553 
   Skewed‐t  0.007  9 0.329  9 0.793  0.021  9 0.510  9 0.345  0.052  9 0.803  9 0.499 
EGARCH(1,1)  Normal  0.007  9 0.329  9 0.793  0.021  9 0.510  9 0.402  0.053  9 0.678  9 0.223 
   GED  0.007  9 0.329  9 0.793  0.021  9 0.510  9 0.402  0.055  9 0.563  9 0.087 
   t  0.007  9 0.329  9 0.793  0.021  9 0.510  9 0.402  0.053  9 0.678  9 0.072 
   Skewed‐t  0.007  9 0.329  9 0.793  0.021  9 0.510  9 0.402  0.055  9 0.563  9 0.087 
GJR‐GARCH(1,1)  Normal  0.007  9 0.329  9 0.793  0.025  9 0.953  9 0.500  0.052  9 0.803  9 0.499 
   GED  0.007  9 0.320  9 0.793  0.023  9 0.678  9 0.374  0.052  9 0.803  9 0.499 
   t  0.007  9 0.329  9 0.793  0.021  9 0.510  9 0.402  0.051  9 0.933  9 0.448 
   Skewed‐t  0.007  9 0.329  9 0.793  0.021  9 0.510  9 0.402  0.051  9 0.933  9 0.448 
FIGARCH(1,1)  Normal  0.007  9 0.329  9 0.793  0.025  9 0.953  9 0.500  0.051  9 0.933  9 0.448 
   GED  0.007  9 0.320  9 0.793  0.023  9 0.678  9 0.395  0.051  9 0.933  9 0.448 
   t  0.007  9 0.329  9 0.793  0.023  9 0.678  9 0.395  0.051  9 0.933  9 0.448 
   Skewed‐t  0.007  9 0.329  9 0.793  0.023  9 0.678  9 0.395  0.051  9 0.933  9 0.448 
FIEGARCH(1,1)  Normal  0.008  9 0.568  9 0.677  0.025  9 0.953  9 0.402  0.055  9 0.563  9 0.383 
   GED  0.008  9 0.568  9 0.715  0.023  9 0.678  9 0.131  0.056  9 0.502  9 0.338 
   t  0.007  9 0.329  9 0.793  0.025  9 0.953  9 0.557  0.053  9 0.459  9 0.296 
   Skewed‐t  0.008  9 0.568  9 0.757  0.028  9 0.459  9 0.158  0.055  9 0.563  9 0.741 
Expected Failure Rate:  0.010              0.025              0.050             
Sample Size: 750              *All tests conducted at the 95% confidence level 
UC: Unconditional Coverage Test (H0:Correct Number of Failures)  9 : Fail to Reject H0 
Ind: Independence test (H0: VaR Failures are Independent)  ´ : Reject H0 
 
