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ABSTRACT 
FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS 
SCHOOL OF OCEAN AND EARTH SCIENCES 
Doctor of Philosophy 
SURFACE FORCING OF THE NORTH ATLANTIC: ACCURACY AND 
VARIABILITY 
by David Inglis Berry 
A new methodology to estimate the turbulent air – sea heat and moisture fluxes and 
their uncertainty is developed and assessed using Voluntary Observing Ship (VOS) 
observations. Whilst important drivers of the global oceanic and atmospheric circulation 
these fluxes remain poorly quantified, both in terms of mean value and uncertainty. The 
new methodology addresses both of these issues and is extensible to other data sources. 
  The individual observations are first bias and height adjusted to remove systematic 
errors and the impact of changing observing heights. They are then characterised in 
terms of random errors using a semi-variogram analysis and a range of variogram 
models. The data quality and sampling are then taken into account using optimal 
interpolation (OI) to grid the observations, producing daily mean fields and uncertainty 
estimates. These are then used to estimate the fluxes and flux uncertainty on both daily 
and monthly time scales. 
  Comparisons of the mean fields and fluxes to the original input data and to 
independent buoy observations show the fields not to be significantly biased. The 
adjustments applied before gridding and flux calculation are also shown to improve the 
agreement with the buoy observations. The uncertainty estimates are assessed using a 
series of cross validation experiments and 3-way error analyses to make alternative 
estimates of the uncertainty. These alternative estimates are shown to be of the same 
order of magnitude as the OI uncertainty estimates and generally to be within 10 – 20% 
of the OI estimate. Whilst all three estimates are similar there are some systematic 
differences. The OI uncertainty estimates tend to be lower (higher) than the alternative 
estimates in high (low) variability regions. 
 The representation of the variability in the new dataset is examined and shown to be 
improved compared to previous VOS based datasets. The adjustments are shown to 
have little impact on the temporal trends in temperature and humidity whilst reducing 
the wind speed and sensible and latent heat flux trends. These reduced trends are 
thought to be more realistic. The wind speed trend after adjustment is more similar to 
the trends reported in previous studies using reanalysis model output. However, there 
are still some differences in the trends, with the VOS based estimates larger, leading to 
uncertainty in trend estimates. The trends in the adjusted latent and sensible heat flux 
estimates are similar to those seen in other flux datasets but when compared to changes 
in the upper ocean heat content may still be too large. This may be due to the 
overestimate of the wind speed trend. Overall the uncertainty in the wind speed trend 
gives the largest uncertainty in the flux trends. 
  Finally, the advances made in developing the new methodology are summarised and 
the potential uses of the new dataset identified. Future work and improvements are then 
suggested. 
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1 Chapter 1 - Introduction 
1.1 Air – sea interaction and the surface fluxes 
The circulation of the oceans and atmosphere is influenced and driven by the 
interaction and fluxes across the air – sea interface. For example, at high latitudes the 
overlying atmosphere cools the ocean surface, leading to the sinking and formation of 
deep waters. This forms one of the driving mechanisms of the thermohaline circulation. 
Another example is the tropical atmospheric convection. At low latitudes the strong 
warming and evaporation from the ocean surface reduces the density of the overlying 
atmosphere, leading to the strong atmospheric convection typical of the tropics and the 
formation of the upward limb of the tropical Hadley Cells. Understanding the 
interactions at the air – sea interface is therefore key to understanding the atmospheric 
and oceanic circulations and the Earth’s climate system.  
The main physical interactions at the interface are the turbulent heat, moisture 
(evaporation and precipitation) and momentum fluxes between the ocean and 
atmosphere, the radiative warming of the ocean surface by solar (shortwave) radiation 
and the net cooling of the ocean surface by the thermal (longwave) radiation. The 
oceans also act as a source or sink for other climatically important quantities such as 
CO2 and other gases and aerosols (e.g. Huebert et al. 2004). Whilst the radiative and 
biogeochemical fluxes are important, this study is restricted to the conductive and 
convective heat transfer between the ocean and atmosphere and the evaporation from 
the ocean surface, i.e. the turbulent latent and sensible heat fluxes, over the Atlantic 
Basin (defined as 40S – 70N, 100W – 30E in this thesis) and their uncertainty. 
1.2 Observing and Estimating the Surface Fluxes 
Direct measurements of the heat, moisture and momentum fluxes are possible 
(e.g. Edson et al. 1991). However, accurate, high frequency measurements corrected for 
the platform motions and flow distortion are required. This has so far resulted in direct 
measurements only being made on air – sea interaction research cruises and dedicated 
moored buoys and platforms. In turn, this has limited the availability of direct 
measurements in space and time. As a result, global marine flux datasets have typically 
been constructed using bulk estimates of the mean meteorological parameters and 
parameterisations known as “bulk formulae”. These parameterisations have been 
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developed using co-incident measurements of the direct fluxes and mean meteorological 
variables (e.g. Fairall et al. 1996, 2003). 
The bulk formulae require estimates of the air temperature and humidity, sea 
surface temperature, wind speed and sea level pressure as input. Various sources exist 
for these parameters, including in situ measurements made by Voluntary Observing 
Ships (VOS), moored and drifting buoys, satellite retrievals and model output. Each 
source has its own advantages and disadvantages. The satellite estimates give improved 
spatial coverage compared to in situ measurements but cannot accurately recover all the 
variables required for flux calculation. Satellite estimates are also limited to the last 
three decades. The moored buoys can give more accurate measurements but are limited 
spatially. The drifting buoys improve spatial coverage in some regions, but only report a 
subset of the required parameters and only provide data globally for the last two 
decades. The atmospheric reanalysis model estimates give global coverage with a 
relatively high time resolution. However, the low spatial resolutions typical of the 
models may lead to problems in coastal and high variability regions. Errors in the model 
physics can also lead to biased flux estimates from the reanalyses. The VOS 
observations are known to contain significant biases, to be of variable quality and to 
have uneven sampling with the observations clustered over the major shipping lanes. 
However, the VOS observations have been well characterised in terms of random errors 
(e.g. Kent and Berry 2005), bias (e.g. Cardone et al. 1990; Kent et al. 1993b; Folland 
and Parker 1995; Kent and Kaplan 2006) and metadata on observing practices (e.g. 
Kent et al. 2007). Additionally, the VOS provide all the parameters required to estimate 
the fluxes and give a multi-decadal series of observations extending back over 50 years. 
There is a long history of estimating regional and global air – sea fluxes from 
the VOS data. Early examples include the atlases of Bunker (1976), Hsuing (1986) and 
Oberhuber (1988). Bunker (1976) estimated the fluxes for individual VOS observations 
over the North Atlantic and averaged these onto a monthly semi-regular grid dependant 
on the data density and natural variability. Hsiung (1986) and Oberhuber (1988) 
calculated monthly mean values for the bulk meteorological variables and used these to 
calculate the fluxes. More recently, da Silva et al. (1994) and Josey et al. (1999) 
estimated the fluxes for individual VOS reports and averaged the individual estimates 
onto a regular grid to give monthly mean and climatological values of the fluxes. Both 
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datasets used successive correction (e.g. da Silva et al. 1994) to smooth and fill gaps in 
the fields produced. 
In addition to the in situ based estimates, flux datasets have been generated 
using satellite and atmospheric reanalysis model data. Estimates are directly available 
from reanalysis models (Kalnay et al. 1996; Uppala et al. 2005; Onogi et al. 2007) on 
sub-daily timescales. Daily and monthly estimates have been produced using satellite 
measurements (Chou et al. 1995; Chou et al. 1997; Bakan et al. 2000; Kubota et al. 
2002; Bentamy et al. 2003; Chou et al. 2003). The majority of these datasets used data 
from reanalysis models to supplement the satellite data for variables, such as air 
temperature, that cannot be reliably retrieved by satellite measurements. The Woods 
Hole Objectively Analyzed air – sea Fluxes (OAFlux) (Yu et al. 2004a, 2004b; Yu and 
Weller 2007; Yu et al. 2008) dataset used a blend of data from multiple satellites and 
reanalysis models to estimate the bulk meteorological variables on a daily 1° grid. 
Fluxes were then calculated from these bulk estimates. 
Each of these datasets differed in the construction methods, bias and error 
estimation and bulk formulae used. As a result, there are differences between flux 
products, even in the case where the same input data are used. For example, da Silva et 
al. (1994) and Josey et al. (1999) both used VOS observations from the (International) 
Comprehensive Ocean Atmosphere Data Set (e.g. Worley et al. 2005) but applied 
different bias corrections, quality control and slightly different gridding procedures. In 
addition to the uncertainty that this introduces, the variable, and in the case of the VOS, 
often sparse sampling, observational errors and un-parameterised effects lead to an 
artificial imbalance in the net heat fluxes with the oceans gaining an unrealistic amount 
of heat. In order to reconcile the differences between the different datasets, to 
understand the closure problem and to understand the natural variability, realistic 
estimates of the uncertainties in the flux estimates are needed. None of the flux products 
or datasets currently available includes realistic uncertainty estimates. 
1.3 Research Aims and Layout of Thesis 
There are two aims to this thesis. The first aim is to develop a methodology for 
making a comprehensive error analysis and calculating the uncertainty in the fluxes 
routinely as an integral part of the dataset production. Estimates of the uncertainty due 
to the random, sampling, and bias uncertainties will be presented alongside the gridded 
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fields of the fluxes and meteorological variables for the first time. The second aim is to 
perform an assessment of the method developed, determining whether the uncertainty 
estimates produced are realistic and examining the impact of the improvements on the 
mean fluxes, their trends and variability. Initially the method development and analysis 
will be performed for the Atlantic Basin (40S – 70N, 100W – 30E). A longer-term goal 
is to then use the method developed to produce a new version of the SOC (now renamed 
NOC) climatology, including the wind stress and radiative fluxes. 
Chapters 2 and 3 review previous work on the surface fluxes. The bulk 
formulae, their derivation, and a number of commonly used parameterisations, are 
summarised in Chapter 2. Chapter 3 discusses different sources of the mean 
meteorological parameters and past flux datasets. Reviews of the gridding methods used 
in those datasets and of previous flux uncertainty estimates are also given. 
Chapter 4 describes the methodology developed in this research, including the 
rationale behind the choices made. The individual components and methods used are 
described together with a description of the data and quality control applied. This is 
followed by a description of the bias corrections developed and applied to the individual 
observations and the estimation of the uncertainty in those observations.  The gridding 
procedure, which takes into account the uncertainty in the individual observations, is 
then described. This is followed by the estimation of the fluxes, their uncertainty and 
monthly mean values. 
The results of the quality control, bias correction and uncertainty estimation are 
described in Chapter 5. The basic output from the gridding procedure, estimates of the 
basic variables, the fluxes and their uncertainty are examined. Chapter 6 compares the 
results of the gridding and flux estimation to other data sources and evaluates the 
uncertainty estimates based on the comparisons. The improvements made and the trends 
and variability in the new dataset are examined and evaluated in Chapter 7. A 
discussion and summary of the results and method developed is given in Chapter 8. 
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2 Surface Fluxes and the Bulk Formulae 
2.1 Introduction 
Direct measurements of the turbulent fluxes of heat and moisture over the 
oceans are both difficult and expensive to make. These measurements require 
continuous high frequency observations (e.g. Large and Pond 1981) together with 
detailed information on the motion of the observing platform (e.g. Edson et al. 1998) 
and the flow distortion over the platform (e.g. Yelland et al. 2002). Hence, direct flux 
measurements are only made on research vessels and towers or other stable platforms 
and, as a result, are limited in both time and space. In order to get large-scale estimates 
of the fluxes over the oceans we need to turn to other sources of data and indirect flux 
estimation methods. 
Based on direct measurements of the fluxes made during dedicated research 
cruises, together with observations of the bulk meteorological variables, many different 
parameterisations have been developed for the turbulent fluxes (e.g. Liu et al. 1979; 
Smith 1980, 1988; Clayson et al. 1996; Fairall et al. 2003). These parameterisations 
have been used to make global estimates of the heat fluxes over the oceans (see Chapter 
3). In this chapter the derivation of the bulk formulae is given (Section 2.2) followed by 
a review of commonly used parameterisations (Section 2.3). A discussion of the 
different bulk formulae and their application to the VOS data is given (Section 2.4). 
2.2 Derivation of the Bulk Formulae 
The boundary layer is defined as the bottom layer of the troposphere that is 
directly influenced by the surface forcing on time scales of an hour or less (e.g. Stull 
1988). This layer can vary from several hundred to several thousand metres in depth 
depending on the weather and atmospheric conditions. The bottom 10 % of this layer is 
usually referred to as the surface layer, within which the turbulent fluxes and stresses 
typically vary by less than 10 % of their magnitude. Studies of air – sea interaction are 
concerned with fluxes between this surface layer and the underlying ocean. 
The bulk formulae and flux parameterisations have been developed making the 
assumption that the horizontal fluxes in the surface layer are homogeneous, invariant 
with height and that the mean vertical wind speed is zero (e.g. Busch 1972). However, 
small-scale features in the surface layer such as vertical plumes and convergence lines 
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will influence the fluxes and result in a non-zero local vertical wind speed (e.g. Stull 
1988). On the scale of the boundary layer, atmospheric organization, such as horizontal 
roll vortices, will also act to moderate the fluxes and result in local non-zero mean 
vertical wind speeds. These small scale and boundary layer scale features have not been 
explicitly included in the parameterisations. They will, however, be included implicitly 
in parameterizations developed under a wide range of conditions. This implicit 
inclusion will act to increase the uncertainty in the parameterizations. 
Making the assumption of horizontally homogeneous fluxes, zero mean vertical 
wind speed and using Reynolds averaging allows the vertical fluxes of momentum (τ), 
sensible (H) and latent (E) heat to be written as (e.g. Busch 1972) 
€ 
τ = −ρ0 ′ u ′ w Eq. 2-1 a 
€ 
H = cpρ0 ′ θ ′ w Eq. 2-1 b 
€ 
E = Lvρ0 ′ q ′ w Eq. 2-1 c 
where ρ0 is the density of air (kg m-3), cp the specific heat capacity of air at constant 
pressure (J kg K-1), Lv the latent heat of vaporization (J kg-1) and u’, w’, θ’ and q’ the 
turbulent components of the horizontal wind speed (m s-1), vertical wind speed (m s-1), 
potential temperature (K) and specific humidity (g kg-1) respectively. The overbar 
indicates a time average. These fluxes are assumed constant with height in the surface 
layer (e.g. Busch 1972) and can be used to define vertically invariant scaling 
parameters: the friction velocity u*, the characteristic temperature T* and the 
characteristic humidity q*. 
€ 
u*2 = ′ u ′ w Eq. 2-2 a 
€ 
u*T* = ′ θ ′ w Eq. 2-2 b 
€ 
u*q* = ′ q ′ w Eq. 2-2 c 
These scaling parameters can then be related to dimensionless profiles of the wind 
speed, humidity and temperature (Stull 1988) 
€ 
kz
u*
∂u
∂z = φm  Eq. 2-3 a 
€ 
kz
T*
∂T
∂z = φt  Eq. 2-3 b 
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€ 
kz
q*
∂q
∂z = φq  Eq. 2-3 c 
where k is the von Karman constant, z the observation height, φm the dimensionless 
wind shear, φt and φq the dimensionless gradients for temperature and humidity 
respectively. From empirical estimates of the dimensionless profiles and measurements 
of the wind speed, air temperature and humidity at two different heights the fluxes can 
be estimated by integrating Eq. 2-3 between those two heights. Over the oceans the 
integration is usually done between a height just above the surface, z0 (known as the 
momentum roughness length), and the observation height, z. Analogous roughness 
lengths are also defined for heat (zot) and humidity (zoq). Estimates of the mean variables 
at the sea surface are then used to represent the values just above the surface. The 
integrals of Eq. 2-3 are given by (e.g. WGASF 2000) 
€ 
uz = u0 +
u*
k ln
z
z0
 
 
 
 
 
 −ψm
 
 
 
 
 
  Eq. 2-4 a 
€ 
Tz = T0 +
T*
k ln
zt
z0t
 
 
 
 
 
 −ψt
 
 
 
 
 
  Eq. 2-4 b 
€ 
qz = q0 +
q*
k ln
zq
z0q
 
 
  
 
 
  −ψq
 
 
  
 
 
  Eq. 2-4 c 
where u0, T0 and q0 are the wind speed, temperature and humidity at the air – sea 
interface.  Similarly, uz, Tz and qz are the wind speed, air temperature and humidity at 
heights z, zt and zq respectively. The ψ terms are commonly referred to as stability 
corrections and given by 
€ 
ψx =
1−φx
z dzz0
z
∫  Eq. 2-5 
where the subscript x refers to the momentum, humidity or temperature profile as 
appropriate. Rearranging Eq. 2-4 so the scaling parameters are on the LHS we have 
€ 
u* = k ln
z
z0
 
 
 
 
 
 −ψm
 
 
 
 
 
 
−1
uz − u0( ) Eq. 2-6 a 
€ 
T* = k ln
zt
z0t
 
 
 
 
 
 −ψ t
 
 
 
 
 
 
−1
Tz −T0( )  Eq. 2-6 b 
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€ 
q* = k ln
zq
z0q
 
 
  
 
 
  −ψq
 
 
  
 
 
  
−1
qz − q0( )  Eq. 2-6 c 
Substituting Eq. 2-6 into Eq. 2-1 gives the bulk formulae in terms of the mean 
meteorological variables and transfer coefficients 
€ 
τ = −ρ0CD uz − u0( )
2 Eq. 2-7 a 
€ 
H = cpρ0CH uz − u0( ) Tz −T0( ) Eq. 2-7 b 
€ 
E = Lvρ0CE uz − u0( ) qz − q0( ) Eq. 2-7 c 
where CD, CH and CE are the drag, heat and moisture transfer coefficients respectively 
and are given by 
€ 
CD = k 2 ln
zu
z0
 
 
 
 
 
 −ψm
 
 
 
 
 
 
−2
 Eq. 2-8 a 
€ 
CH = k 2 ln
zu
z0
 
 
 
 
 
 −ψm
 
 
 
 
 
 
−1
ln ztz0t
 
 
 
 
 
 −ψ t
 
 
 
 
 
 
−1
 Eq. 2-8 b 
€ 
CE = k 2 ln
zu
z0
 
 
 
 
 
 −ψm
 
 
 
 
 
 
−1
ln zqz0q
 
 
  
 
 
  −ψq
 
 
  
 
 
  
−1
 Eq. 2-8 c 
Under neutral conditions the stability corrections, ψx, are equal to zero and the neutral 
transfer coefficients at a reference height, usually chosen to be 10 metres, given by 
€ 
CD10n = k 2 ln
10
z0
 
 
 
 
 
 
 
 
 
 
 
 
−2
 Eq. 2-9 a 
€ 
CH10n = k 2 ln
10
z0
 
 
 
 
 
 
 
 
 
 
 
 
−1
ln 10z0t
 
 
 
 
 
 
 
 
 
 
 
 
−1
 Eq. 2-9 b 
€ 
CE10n = k 2 ln
10
z0
 
 
 
 
 
 
 
 
 
 
 
 
−1
ln 10z0q
 
 
  
 
 
  
 
 
  
 
 
  
−1
 Eq. 2-9 c 
Based on estimates of the neutral transfer coefficients equations Eq. 2-7 to Eq. 2-9 can 
be solved iteratively to give the fluxes and estimates of the mean wind speed, air 
temperature and humidity at a 10 m reference level.  The estimates of the wind speed 
(u10s), air temperature (T10s) and humidity (q10s) height corrected to 10 m are given by 
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€ 
u10s = uz −
u*
k ln
zu
10
 
 
 
 
 
 −ψm
zu
L
 
 
 
 
 
 +ψm
10
L
 
 
 
 
 
 
 
 
 
 
 
  Eq. 2-10 a 
€ 
T10s = Tz −
t*
k ln
zt
10
 
 
 
 
 
 −ψ t
zt
L
 
 
 
 
 
 +ψt
10
L
 
 
 
 
 
 
 
 
 
 
 
 
 
Eq. 2-10 b 
€ 
q10s = qz −
q*
k ln
zq
10
 
 
 
 
 
 −ψq
zq
L
 
 
 
 
 
 +ψq
10
L
 
 
 
 
 
 
 
 
 
 
 
 
 
Eq. 2-10 c 
2.3 Parameterisations 
2.3.1 Introduction 
Different parameterisations exist for the bulk formulae, varying in: the 
parameterisations used for dimensionless profiles (φm, φt and φq); how the values at the 
sea surface interface are estimated; and how the values of the roughness lengths or 
neutral transfer coefficients are estimated. Sources of the bulk formulae used in recent 
flux global products are given in Table 2-1. 
Table 2-1: Recent global flux datasets and bulk formulae used 
Flux dataset Observations Grid Bulk Formula 
UWM/COADS 
(da Silva et al. 
1994) 
In situ (VOS) 1° Monthly Large and Pond (1981, 1982) 
SOC (Josey et 
al. 1999) In situ (VOS) 1° Monthly Smith (1980, 1988) 
OAFlux (Yu 
and Weller 
2007) 
Satellite / Reanalysis 1° Daily COARE 3.0 (Fairall et al. 2003) 
HOAPS (Bakan 
et al. 2000) Satellite / Reanalysis 1° Daily Smith (1988) 
J-OFURU 
(Kubota et al. 
2002) 
Satellite / Reanalysis 1° Daily Large and Pond (1982) and Kondo (1975) 
GSSTF 2.0 
(Chou et al. 
2003) 
Satellite / Reanalysis 1 ° Daily Liu et al (1979) and Chou (1997; 2003) 
2.3.2 Transfer Coefficients 
The parameterisations listed in Table 2-1 use one of two different approaches, 
either estimating the neutral drag coefficient directly and using constant values for the 
neutral heat and moisture transfer coefficients or estimating the different roughness 
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lengths and using those to estimate the neutral transfer coefficients (Table 2-2 and Table 
2-3). The neutral drag coefficients of Large and Pond (1981, 1982) and Smith (1980) 
are a linear function of wind speed derived from data obtained in moderate to high wind 
speed conditions. These have been extrapolated for low wind speeds in the datasets 
listed in Table 2-1. The Smith (1988), COARE 3.0 (Fairall et al. 2003) and Chou (2003) 
parameterisations take into account the viscous shear under low wind speeds (i.e. 
smooth flow over the sea surface) and the roughness of the sea surface due to gravity 
waves under moderate to high wind speeds. Both Smith (1988) and Chou (2003) use a 
simple relationship between the roughness length and the wind stress (
€ 
u*2), gravity and a 
proportionality parameter, ac, to estimate the roughness length (Charnock 1955). This 
relationship is expanded in the COARE 3.0 algorithm to allow for a linear increase in 
the roughness, via a variable Charnock parameter, with increasing wind speed. The 
COARE 3.0 algorithm also provides parameterisations for the roughness based on either 
a wave age (Oost et al. 2002) or a wave steepness (Taylor and Yelland 2001) model. In 
all three parameterisations (Smith 1988; Chou et al. 2003; Fairall et al. 2003) the 
roughness length under smooth flow is proportional to the ratio of the viscosity of air to 
the friction velocity.  
Table 2-2: Drag coefficients (CD10n) or momentum roughness length (z0) used in the 
different bulk formulae. u10n is the 10 m neutral wind speed; ν  the kinematic 
viscosity of air; ac the Charnock parameter; g the acceleration due to gravity; Lp 
the wavelength associated with the dominant wave period; hs the significant wave 
height and Cp the phase speed of the dominant wave. 
Formula Drag coefficient or momentum roughness length 
Smith (1980) 
€ 
103CD10n = (0.61+ 0.063u10n )  
Large and Pond 
(1981) 
€ 
103CD10n =
1.2 4 ≤ u10n <11 ms−1
0.49 + 0.065u10n 11≤ u10n < 25 ms−1
 
 
 
 
Smith (1988), 
Chou (2003) 
€ 
z0 =
acu*2
g +
0.11ν
u*
, ac = 0.011  (Smith, 1988)ac = 0.0144 (Chou et al., 2003)
 
COARE 3.0 
(Fairall et al. 
2003) 
€ 
z0 =
acu*2
g +
0.11ν
u*
,
ac = 0.011
ac = 0.011+ 0.007 8( ) u10n −10( )
ac = 0.018
u10n <10
10 ≤ u10n <18
18 ≤ u10n
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Formula Drag coefficient or momentum roughness length 
COARE 3.0 
(using Taylor 
and Yelland 
(2001) wave 
height model) 
€ 
z0TY =1200hs
hs
Lp
 
 
  
 
 
  
4.5
+
0.11ν
u*
 
COARE 3.0 
(using Oost 
(2002) wage 
age model) 
€ 
z0Oo =
50
2π Lp
u*
Cp
 
 
  
 
 
  
4.5
+
0.11ν
u*
 
Constant values are used for the neutral heat and moisture transfer coefficients 
in the parameterisations of Large and Pond (1981, 1982) and Smith (1980, 1988). The 
COARE 3.0 algorithm (Fairall et al. 2003) and parameterisation used by Chou (2003) 
use surface renewal theory (e.g. Liu et al. 1979) to estimate the roughness lengths for 
heat and moisture.  
Table 2-3: As Table 2-2 but for heat and moisture transfer coefficients or 
roughness lengths. Rr is the roughness Reynolds number; a1, a2, b1 and b2 are 
constants given by Liu et al (1979). 
Formula Transfer coefficient or roughness length 
Smith (1988) 
€ 
103CH10n =1.0
103CE10n =1.2
 
Large and Pond (1982) 
€ 
103CH10n =
1.13 ζ < 0, unstable, 4 < u10n < 25 m s-1
0.66 ζ > 0, stable, 6 < u10n < 20 m s-1
103CE10n =1.15 ζ < 0, unstable, 4 < u10n <14 m s-1
 
COARE 3.0 
(Fairall et al. 2003) 
€ 
z0q = z0t =min 1.1×10−4 ,5.5 ×10−5Rr−0.6( )
Rr =
u*z0
ν
 
Chou (2003) 
€ 
z0t =
ν
u*
a1Rrb1( )
z0q =
ν
u*
a2Rrb2( )
 
2.3.3 Stability Correction 
The dimensionless profiles, required for the stability correction, are normally 
parameterised in terms of a dimensionless stability parameter, ζ, defined by 
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€ 
ζ =
z
L  Eq. 2-11 
€ 
L = − u*
3Tv
gk ′ w Tv′
 Eq. 2-12 
where L is the Monin-Obukhov length and Tv the virtual temperature of air. ζ is equal to 
the buoyancy production or consumption term from the turbulent kinetic energy (TKE) 
budget normalized by 
€ 
−u*3 kz  (e.g. Stull 1988). When ζ is negative there is a 
production of TKE due to buoyancy forcing and the atmosphere is said to be unstable. 
When ζ is positive there is a consumption of TKE, surface exchange is inhibited, and 
the surface layer said to be stable. 
The relationships between the dimensionless stability parameter and the 
dimensionless profiles have been determined empirically based on measurements of the 
flux profiles under a range of stability conditions. With the exception of the COARE 3.0 
algorithm, the different bulk formulae use versions of the dimensionless profiles 
recommended by Dyer (1974) and summarised by WGASF (2000) as 
€ 
φm = 1−α sζ( )−β s  
€ 
ζ < 0  Eq. 2-13 a 
€ 
φm = 1+ γ sζ( )  
€ 
ζ > 0  Eq. 2-13 b 
for the wind shear. αs, βs and γs are empirically determined coefficients. These are set to 
αs = 16, βs = 1/4, γs = 5 in the Smith (1980, 1988) and Large and Pond (1981) 
parameterisations. Following comparison with direct flux measurements made on Sable 
Island, Large and Pond (1982) update the parameterisation for stable conditions to γs = 
7. Chou et al. (2003) use the values given by Large and Pond (1982). 
The dimensionless temperature and humidity profiles have been similarly 
summarised by WGASF (2000) as 
€ 
φt = φq = φm
2  
€ 
ζ < 0  Eq. 2-14 a 
€ 
φt = φq = φm  
€ 
ζ > 0  Eq. 2-14 b 
When the profiles recommended by Dyer (1974) are used the stability corrections (ψx, 
Eq. 2-5) for unstable conditions are given by (e.g. Paulson 1970) 
€ 
ψm = 2ln
1+ φm−1
2
 
 
 
 
 
 + ln 1+ φm
−2
2
 
 
 
 
 
 − 2tan−1φm−1 +
π
2  Eq. 2-15 a 
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€ 
ψt =ψq = 2ln
1+ φt−1
2
 
 
 
 
 
  Eq. 2-15 b 
Under stable conditions the stability corrections are given by 
€ 
ψm =ψ t =ψq =1−φm  Eq. 2-15 c 
Under unstable conditions the COARE 3.0 algorithm uses the same 
dimensionless profiles recommend by Dyer (1974) but blended with a form that obeys 
the theoretical scaling limits in convective conditions with βs = 1/3  (Fairall et al. 1996). 
Under stable conditions the profiles recommended by Dyer (1974) have been replaced 
by those of Beljaars and Holtslag (1991) to better represent the flux profiles at extreme 
stability (Fairall et al. 2003). The stability correction used in the COARE 3.0 algorithm 
under unstable conditions is given by (Fairall et al. 1996) 
€ 
ψm =
1
1+ ζ 2ψmK +
ζ 2
1+ ζ 2ψmC  Eq. 2-16a 
where ψmK is the stability correction given by Eq. 2-15a and ψmC the stability correction 
under convective conditions given by (Fairall et al. 1996) 
€ 
ψmC =1.5ln
φmC
−2 + φmC
−1 +1
3
 
 
 
 
 
 − 3 tan−1 2φmC
−1 +1
3
 
 
 
 
 
 +
π
3
φmC = 1−αζ( )−1 3
 Eq. 2-16b 
Under stable conditions, COARE 3.0 uses the stability corrections of Beljaars and 
Holtslag (1991) 
€ 
ψm = − abhζ + bbh ζ −
cbh
dbh
 
 
 
 
 
 exp −dbhζ( ) +
bbhcbh
dbh
 
 
 
 
 
  Eq. 2-16c 
 
 Eq. 2-16d 
where abh = 1, bbh = 0.667, cbh=5 and dbh= 0.35.  
Whilst the COARE 3.0 algorithm uses different parameterisations for the 
dimensionless profiles and stability corrections the resulting differences in the stability 
corrections are small over the range of stabilities typical of the oceans (-1 < ζ < 0.5). 
Figure 2-1 shows a comparison of the stability corrections plotted against ζ for the 
range of stabilities typically found over the oceans. The close agreement at near neutral 
stabilities can be seen together with the divergence of the stability corrections as the 
magnitude of ζ increases. The extreme stabilities, where the different stability 
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corrections diverge, rarely occur over the oceans. The choice of stability correction is 
therefore expected to have little impact on the daily and monthly flux fields. Whilst the 
choice of stability correction may make little difference to the flux estimates there may 
still be large differences between flux estimates from different algorithms due to the 
choice of neutral transfer coefficients (Table 2-3). 
 
Figure 2-1: Momentum stability corrections (ψm) from the Smith (1980, 1988) 
parameterisation (black) and COARE 3.0 (Fairall et al. 2003) algorithm (red) as a 
function of stability (ζ). 
2.3.4 Non turbulent fluxes 
In addition to differences between the bulk formulae described above the 
COARE 3.0 algorithm also estimates non-turbulent components of the fluxes not 
included in the other parameterisations. The effects of precipitation and free convection 
under highly unstable conditions (ζ << -1.0) are included.  The free convection has been 
accounted for through the inclusion of a term that depends on ζ-1/3 in the stability 
correction (i.e. β = 1/3 in Eq. 2-13). The underestimation of the scalar wind speed 
calculated from vector means is also allowed for in terms of a gustiness parameter. This 
is given by (Fairall et al. 1996) 
€ 
wg = βconv
g
T
H
ρacp
+ 0.61T E
ρaLv
 
 
 
 
 
 zi
 
 
  
 
 
  
1/ 3
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Where ρa is the density of air; cp the specific heat capacity of air at constant 
pressure; Lv the latent heat of vaporisation; g the acceleration due to gravity; T the air 
temperature, zi the height of the boundary layer and βconv an empirical coefficient. Under 
stable conditions wg is set to zero. The wind speed used in the COARE 3.0 algorithm is 
then given by 
€ 
Scoare = u2 + wg2 . This term should not be required for scalar wind speed 
measurements. 
Precipitation acts to cool and freshen the sea surface, transferring heat, 
freshwater and momentum between the atmosphere and underlying ocean. Whilst the 
sensible heat flux due to precipitation will be small on long time scales the flux can be 
significant on hourly and sub-hourly time scales. For example, during the COARE 
experiment mean precipitation heat fluxes of 2.5 W m-2 were observed but with hourly 
fluxes of up to 75 W m-2 (Fairall et al. 1996). Under heavy tropical rainfall conditions, 
instantaneous precipitation heat fluxes up to 400 W m-2 have been reported with 
sustained values of over 100 W m-2 lasting an hour or longer (Flament and Sawyer 
1995). The COARE 3.0 algorithm includes the sensible heat flux due to precipitation 
using the parameterisation of Gosnell (1995), given by 
€ 
Hsr = −Rcpwαw 1− B0−1( )ΔT   
where R is the rain rate; cpw the specific heat capacity of liquid water; αw the Clausius-
Clapeyron wet bulb factor; B0 the bulk Bowen ratio; and ΔT the air – sea temperature 
difference. 
Sea spray also moderates and contributes to the fluxes between the oceans and 
atmosphere under high wind speeds (e.g. Andreas and De Cosmo 2002). This 
contribution is implicitly included in the COARE 3.0 parameterisation and other 
algorithms whose development included higher wind speeds. An earlier version of the 
COARE algorithm has also been modified by Andreas et al. (2002; 2008) to explicitly 
model the spray contribution, partitioning the fluxes into interfacial components and 
spray components. A comparison of the fluxes calculated using the modified COARE 
2.5b algorithm and direct fluxes measured from a fixed platform in the North Sea 
(Katsaros et al. 1994) showed better agreement than using the COARE 2.5b algorithm 
alone (Andreas and De Cosmo 2002). In the comparison the spray fluxes were shown to 
contribute up to 10 % of the total fluxes under high wind speed (u10 > 15 ms-1) and high 
flux conditions. However, it should be noted that the same data are used by Andreas et 
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al. (2002) to both tune the modified version of the COARE2.5b algorithm and to verify 
their modifications. As a result, the verification presented in Andreas et al. (2002) is not 
independent. 
2.4 Summary and Discussion 
In summary, there are a number of different bulk parameterizations that can be 
used to estimate the surface turbulent fluxes over the oceans. These range from 
relatively simple parameterizations, such as Smith (1980), that use either fixed or wind 
speed dependent transfer coefficients to more complicated algorithms based on surface 
renewal theory (Liu et al. 1979) and that explicitly model the underlying physics and 
the effects of precipitation and free convection (e.g. Fairall et al. 2003).  
Due to the explicit modeling of the underlying physics, the more complicated 
parameterizations may be expected to give better results. However, the implementation 
of the more complicated algorithms requires estimates of parameters such as the skin 
sea surface temperature or the boundary layer height. These are not routinely measured 
over the oceans, instead model estimates, such as those from the reanalysis models (see 
Chapter 3), or estimates based on the available parameters need to be used to estimate 
the fluxes globally. The impact of estimating the missing parameters on the fluxes and 
their uncertainty is uncertain and, as a result, the benefits gained from using the more 
complicated algorithms unclear.  
In contrast to the more complicated algorithms, the simpler algorithms use bulk 
meteorological parameters that are widely available over the oceans from numerous 
sources. These parameterizations also have the advantage of having been developed 
using bulk observations similar to those widely available and will, on average, include 
the effects of gustiness, rain and the cool skin implicitly and result in unbiased flux 
estimates. This implicit inclusion of these effects will however increase the uncertainty 
in the fluxes. 
Ideally, a comprehensive comparison of the different parameterizations, 
comparing the results to independent direct flux measurements, would be used to 
identify which parameterization to use. However, no recent independent comparisons 
have been performed. The most recent comparison (Brunke et al. 2003) found the 
COARE 3.0 algorithm to be the least problematic for estimating the surface fluxes over 
the oceans. However, a number of the datasets used in the comparison were also used in 
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the development of the COARE 3.0 algorithm, removing the independence of the 
comparison. Their conclusions therefore need to be treated with caution. 
Due to the uncertainty over the benefits gained by using one of the more 
complicated algorithms two of the simpler parameterizations will be used in this study. 
The parameterization of Smith (1980) is used for the drag coefficient and Smith (1988) 
used for the heat and moisture transfer coefficients. These choices have, in part, been 
guided by the use of the VOS observations in this study (see Chapter 4 for choice of 
data) and the history of the use of these parameterizations with VOS data (e.g. Josey et 
al. 1999). It should be noted that Smith (1988) also provides a parameterization for the 
wind stress. However, Drennan et al. (2005) concluded that this parameterisation may 
underestimate the roughness length under strongly forced conditions (u10 > 12 ms-1) and 
that the parameterisation of Smith (1980) is to be preferred for the drag coefficient. The 
implementation of the Smith (1980, 1988) will be discussed in Chapter 4. 
 18 
3 Chapter 3 – Data Sources and Surface Flux Data Sets 
3.1 Introduction 
Estimates of the air temperature, humidity, wind speed, sea level pressure and 
sea surface temperature are required over the oceans to calculate the fluxes using the 
bulk formulae. Estimates of the cloud cover are also used in the bias correction of air 
temperature observations (Chapter 4). Various sources exist for these parameters, 
including: in situ measurements such as buoy observations and those made by merchant 
ships as part of the World Meteorological Organisation (WMO) Voluntary Observing 
Ships (VOS) Scheme; retrievals from satellites; and atmospheric model output. An 
overview of the observational sources is given in Section 3.2. A description of the 
model sources is given in Section 3.3. Gridding methods used in previous surface flux 
and marine meteorological datasets are reviewed in Section 3.4 and the datasets 
themselves reviewed in Section 3.5. Uncertainty estimates in the observations and 
fluxes are reviewed in Section 3.6. A discussion and summary follow in Section 3.7. 
3.2 Observational Data Sources  
3.2.1 Air Temperature 
Air temperature observations are made on board merchant ships as part of the 
VOS Scheme (e.g. Worley et al. 2005). These observations are typically made every 3 
or 6 hours and tend to be clustered over the major shipping lanes. As an example, 
Figure 3-1 shows the average number of VOS air temperature observations per month 
for sample years over the past 4 decades over the Atlantic on a 1° grid (see Section 4.3 
for the data used). The clustering of the observations over the shipping lanes can clearly 
be seen with over 100 observations per month in the coastal regions of Europe, North 
America and West Africa. The mid-ocean shipping lanes typically have more than 10 
observations per month whilst the regions outside the shipping lanes typically have less 
than 5 observations per month. A decline in the number of VOS and VOS observations 
during the 1990’s can be seen in the bottom two panels. 
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Figure 3-1: Monthly mean number of VOS observations of air temperature from 
ICOADS (e.g. Worley et al. 2005) during 1975 (top left), 1985 (top right), 1995 
(bottom left) and 2005 (bottom right). 
 
Figure 3-2: Stacked area plot showing number of VOS air temperature 
observations per month between 40S – 70N and 100W – 30E for each of the main 
air temperature exposure observing methods.  
The air temperature observations from the VOS are typically made using 
mercury thermometers exposed in either marine screens or sling psychrometers (e.g. 
Kent et al. 2007). A small number of observations have also been made using 
unscreened thermometers or thermometers housed in aspirated Assman type 
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psychrometers. Figure 3-2 shows the number of air temperature observations made by 
the VOS in the Atlantic and the method of thermometer exposure. Slightly more 
observations are made using marine screens at the start of the period shown, however, 
by the end roughly equal numbers are made using sling psychrometers (slings) and 
marine screens (screens). 
The VOS observations contain random errors of around 1 °C  (Kent et al. 1999; 
Kent and Berry 2005) and can contain biases of up to 2 °C due to the solar heating of 
the instruments and ships superstructure (e.g. Glahn 1933; Folland 1971; Goerrs and 
Duchon 1980; Blanc 1986; Kent et al. 1993a). A bias correction was proposed to 
remove the warm bias due to the solar heating (Kent et al. 1993a) and used in the SOC 
climatology (Josey et al. 1999). The bias correction was given by 
€ 
ΔTcor = 2.3×10−3RSW −1.646 ×10−5RSWVrel  Eq. 3-1 
where ΔTcor is the bias correction (°C), RSW the incident solar radiation (W m-2) and Vrel 
the relative wind speed (m s-1). Whilst this bias correction removes the mean effect of 
the solar heating, the bias is overestimated in the mornings and underestimated in the 
afternoons due to the neglect of the heat storage by the ships superstructure. A new 
correction has therefore been developed as part of this research taking into account the 
heat storage terms and is described in Chapter 4. Other authors have used night-time 
only observations to avoid this heating bias (e.g. Rayner et al. 2003). However, the 
number of observations is approximately halved, increasing the uncertainty due to 
random and sampling errors. 
In addition to biases due to solar heating, spurious trends exist in the surface 
marine air temperature record due to the changing size of the VOS and the height above 
the sea surface at which the observations are made. The observing height has increased 
from around 6 m in the late 1800’s (Parker et al. 1995) to 16 m by 1973 and to over 24 
m by 2006 (Kent et al. 2007). Figure 3-3 shows how the average measurement height 
over the Atlantic has changed since 1970. If the changing height is not accounted for a 
downward change of 0.25°C would be introduced over the last 100 years (Rayner et al. 
2003). Over the past 30 years the change would be ~ 0.1 °C (or a trend of ~0.03 °C 
decade-1). The spurious component of the trend due to the changing platform heights 
can be removed using the bulk formulae (see Chapter 2) to reduce the observations to a 
standard reference height (usually 10 m). This has been done in both the first SOC 
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climatology (Josey et al. 1999) and in the HadNMAT (e.g. Rayner et al. 2003) series of 
datasets. 
 
Figure 3-3: Mean air temperature observation height over the region 40S – 70N 
and 100W – 30E from ICOADS and Pub. 47 (see Section 4.3). A 12 month running 
mean filter has been applied. 
In addition to the VOS observations, measurements of the air temperature are 
made on moored buoys and research vessels. The moored buoy network comprises of 
both operational and research moorings and has expanded from a few buoys in the Gulf 
of Mexico during the 1970’s to include the majority of the North American and 
European coastlines by the mid 1990’s (Figure 3-4).  Research moorings and smaller 
arrays have typically been deployed for periods ranging from several months to several 
years (e.g. Moyer and Weller 1997). The larger arrays, such as the Pilot Research 
Moored Array in the Tropical Atlantic (PIRATA) (Servain et al. 1998) and Tropical 
Atmosphere Ocean (TAO) (e.g. McPhaden et al. 1998) arrays are part of the Global 
Ocean Observing System and are planned as sustained deployments. The earliest 
observations from these arrays are from 1984. Contributions from the TAO and 
PIRATA arrays can be seen in the tropical Pacific and Atlantic respectively in the 
bottom two panels of Figure 3-4. The observations from the moored buoys have similar 
accuracy to the VOS observations and un-aspirated instruments similarly contain biases 
due to heating of the instruments by solar radiation (Anderson and Baumgartner 1998). 
Research vessel air temperature observations tend to be of higher quality with fewer 
biases and random errors and a higher reporting frequency (e.g. Smith et al. 2001). 
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Figure 3-4: Grid cells with air temperature observations at least once every 6 
hours from moored buoys during: 1975 (top left); 1985 (top right); 1995 (bottom 
left); and 2005 (bottom right). 
3.2.2 Humidity 
Humidity observations have been made routinely by the VOS since the early 
1950’s and are usually made using wet and dry bulb thermometers housed in marine 
screens or sling psychrometers (Kent et al. 2007). Figure 3-5 shows the proportion of 
VOS observations of humidity made using each method over the North Atlantic for the 
period 1970 – 2006. Observations with a known method are divided approximately 
equally between screens and sling psychrometers. A small number of observations are 
made using either unscreened thermometers or Assman type aspirated psychrometers. In 
addition to the paired wet and dry bulb thermometers, a small number of VOS use hair 
hygrometers and electric sensors (Kent et al. 2007). 
For the paired wet and dry bulb thermometer readings the vapour pressure is 
calculated using the psychrometric formula (e.g. List 1951) 
 
€ 
e = ′ e s − ap (1+ 0.00115Twet )pp Tdry −Twet( )( ) Eq. 3-2 
where es’ is the saturation vapour pressure at the wet bulb temperature (mb); ap the 
psychrometric coefficient; pp the pressure (mb); Twet the wet bulb temperature (°C) and 
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Tdry the dry bulb temperature (°C). The value of the psychrometric coefficient depends 
on the ventilation of the wet bulb thermometers with 0.66 x 10-3 or 0.791 x 10-3 typically 
used for whirling psychrometers and marine screens respectively (e.g. UK 
Meteorological Office 1964b, 1964a). The saturation vapour pressure (hPa) at a given 
temperature is given by (Henderson-Sellers 1984) 
€ 
es = 2.1718 ×108 exp
−4157
T − 33.91− 0.16
 
 
 
 
 
  Eq. 3-3 
where T is the temperature (K) at which the saturation vapour pressure is required. The 
factor 0.16 has been included in the denominator as Henderson-Sellers (1984) assume 
absolute zero to be 273.0 K (Taylor 1995) and by including this factor better agreement 
is found with the values given in the Smithsonian Tables (List 1951). If only the dew 
point temperature is reported by the VOS the vapour pressure can be calculated using 
Eq. 3-3 and the dew point temperature. The specific humidity can be calculated from 
the vapour pressure using (List 1951) 
 
€ 
q =1000 0.622epp − 0.378e
 
 
  
 
 
   
Eq. 3-4 
where q is the specific humidity (g Kg-1); pp the pressure (mb); and e the vapour 
pressure (mb).   
 
Figure 3-5: As Figure 3-2 but for humidity sensor exposure. 
As with the VOS air temperature measurements, measurements of the humidity 
are noisy and can contain systematic biases. Random errors have been estimated for 
both the dew point temperature measurements and specific humidity estimates, with 
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errors of around 1 °C and 1 g Kg-1 reported respectively (Gleckler and Weare 1997; 
Kent et al. 1999; Kent and Berry 2005). The observation height has also increased over 
the past 50 years and the observations need to be height adjusted to avoid spurious 
trends being introduced. This can be done using the bulk formulae (see Chapter 2, e.g. 
Josey et al. 1999). Despite the required data being available this has not been done in 
recent studies (e.g. Dai 2006; Willett et al. 2008).   
Biases have been reported in the humidity observations made using marine 
screens due to the inadequate ventilation of the wet bulb thermometers (Kent et al. 
1993b). This inadequate ventilation leads to an overestimate of the vapour pressure and 
causes the dew point temperature, relative and specific humidity estimates from marine 
screens to be biased high. This bias has been examined by previous authors (Kent et al. 
1993b) and a bias correction for the dew point temperatures proposed. The correction of 
Kent et al. (1993b) is given by 
€ 
Tdewcor =1.032Tdew − 0.839 Eq. 3-5 
where 
€ 
Tdewcor  and Tdew are the corrected and uncorrected dew point temperatures 
respectively in °C. A modified version of this correction has been used in the SOC 
climatology (Josey et al. 1999) 
€ 
Tdewcor =1.029Tdew −1.080 Eq. 3-6 
Again, with 
€ 
Tdewcor  and Tdew, the corrected and uncorrected dew point temperatures (°C). 
The reason for the change in Josey et al. (1999) is not given.  
Both corrections to the dew point temperature give corrections to the specific 
humidity that peak at low to moderate values before decreasing at higher specific 
humidity values (see Figure 3-6). These bias corrections are examined in further detail 
in Section 4 and a new bias correction proposed. 
In addition to biases due to the poor ventilation of the wet bulb thermometers in 
marine screens, a moist bias has been suggested for observations made before 1982 
(Willett et al. 2008). These authors found a shift in relative and specific humidity 
estimates over the oceans around 1982 without similar shifts in air temperature or sea 
surface temperature measurements. This shift was then tentatively attributed to a change 
in reporting practices around this time period with a significantly larger proportion of 
dew point temperature measurements made in whole degrees before 1982 compared to 
the period after. In this thesis similar changes are presented in both air temperature and 
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sea surface temperature estimates, suggesting the changes may be climatic rather than 
due to reporting practices. This is discussed in Chapter 7. 
 
Figure 3-6: Impact of bias corrections of Kent et al. (1993b) (solid) and Josey et al. 
(1999) (dashed) on specific humidity as a function of specific humidity. 
Humidity estimates are also available from research moorings, vessels and the 
tropical buoy arrays. The buoys usually report relative humidity whilst research vessels 
report either the relative humidity or paired wet and dry bulb temperatures. The 
accuracy of the relative humidity observations are in the range 2 – 4 % (e.g. Hosom et 
al. 1995; Moyer and Weller 1997; Servain et al. 1998). For a 2 % relative humidity 
accuracy, the specific humidity accuracy ranges from 0.05 g Kg-1 at an air temperature 
of -5 °C to 0.7 g Kg-1 at 35 °C (Table 3-1). Whilst the research vessel observations are 
more accurate they are limited in space and time. This reduces their usefulness for 
constructing global datasets.  
Estimates of the surface specific humidity are available from satellites 
measurements such as those made by the Special Sensor Microwave / Imager (SSM/I) 
sensors on board the Defense Meteorological Satellite Program (DMSP) series of 
satellites (e.g. Wentz 1997). RMS errors of order 1 – 2 g Kg-1 are usually quoted for the 
parameterisations used to estimate the surface (10 m) specific humidity from the SSM/I 
sensors (e.g. Chou et al. 1995; Schulz et al. 1997). However, this level of accuracy is 
only achievable under ideal conditions, and seasonally and regionally varying biases 
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have been reported when the satellite measurements are compared to in situ 
observations (Chou et al. 1995). Additionally, the estimates are only available in rain 
free conditions (e.g. Wentz 1997), leading to a potential fair weather bias. 
Table 3-1: Specific humidity accuracy as a function of temperature for a relative 
humidity of 80 % and an accuracy of 2 % (i.e. RH = 80 ± 2 %). A pressure of  1013 
hPa has been used. 
Air Temperature (°C) Accuracy (g Kg-1) 
-5.00 0.05 
0.00 0.08 
5.00 0.11 
10.00 0.15 
15.00 0.21 
20.00 0.29 
25.00 0.40 
30.00 0.53 
35.00 0.71 
3.2.3 Sea Surface Temperature 
Sea surface temperature measurements made on board the VOS over the past 40 
years have typically been made using insulated buckets to collect water samples or by 
measuring the temperature of the water in the engine room intake (ERI). A small but 
increasing number of measurements are also made using hull contact sensors (e.g. Kent 
et al. 2007). Figure 3-7 shows the proportion of observations made each month using 
the different methods over the Atlantic. Initially, a higher proportion of observations are 
made using bucket measurements. However, this proportion declines as more ships 
switch over to using the engine room intake or hull contact sensors. 
The VOS SST observations typically contain random errors of order 1°C (e.g. 
Gleckler and Weare 1997; Kent and Challenor 2006) and biases have been reported in 
both the bucket and the ERI measurements. When the ocean is warmer than the 
overlying atmosphere the buckets can be biased cold due to the heat loss from the water 
sample between collection and measurement of its temperature (e.g. Kent and Kaplan 
2006; Kent and Taylor 2006). Engine room intake measurements can be biased warm if 
the intake temperature is measured close to the engine (e.g. Kent and Kaplan 2006).  
Corrections have been proposed for both the insulated bucket measurements 
(Kent and Kaplan 2006) and engine intake measurements (Josey et al. 1999; Kent and 
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Kaplan 2006).  Corrections have also been proposed for measurements prior to World 
War 2 made using un-insulated buckets (Folland and Parker 1995). The ERI 
measurements used in the SOC climatology were reduced by 0.35 °C to correct for the 
warm bias where information on the observing practices existed. Where this 
information was missing a default correction of 0.2 °C was applied by Josey et al 
(1999) based on the proportion of ships with a known method and making ERI 
measurements (60%). Kent and Kaplan (2006) made new estimates of the bias for both 
measurement methods for night time observations. Bucket measurements were found to 
be biased cold by just over 10 % of the air – sea temperature difference. The ERI 
measurements were found, on average, to be biased warm by up to 0.2 °C in the 1970’s 
and 1980’s, decreasing to a cold bias of 0.1°C relative to the buckets in the 1990’s. This 
change in the relative bias in ERI measurements is likely to be due to an improvement 
in the location of the thermometers used and improved pipe insulation. Whilst different 
corrections have been suggested there are still large uncertainties in the magnitude of 
these biases and even the sign (Elizabeth Kent, pers. comm., also Berry and Kent 2010). 
 
Figure 3-7: As Figure 3-2 but for the SST measurement method 
Sea surface temperature measurements are also available from moored and 
drifting buoys, research vessels and satellites. As with the other variables, observations 
made as part of research cruises are typically of higher accuracy and precision than the 
operational sources and provide data on hourly or sub-hourly timescales (e.g. Smith et 
al. 2001). Similarly, the observations made as part of research moorings are more 
accurate than the operational sources and report on sub-hourly timescales. However the 
measurements from both the research and operational moorings, together with research 
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vessel data, are limited in spatial distribution. The research data are also of limited 
duration.  
 
Figure 3-8: As Figure 3-1 but for SST observations flagged as coming from drifting 
buoys during 1975 (top left), 1985 (top right), 1995 (bottom left) and 2005 (bottom 
right). 
The drifting buoy observations first appear in the surface record in the late 
1970’s and were originally limited in their spatial distribution. However, over the last 
10 – 15 years there has been a large increase in the number of drifting buoys deployed. 
As an example, Figure 3-8 shows the average number of drifting buoy SST observations 
per month from ICOADS (see Section 4.3) during the last 4 decades. The expanding 
drifting buoy network and increasing number of observations can be clearly seen. A 
comparison of drifting buoy observations made within an hour of each other and no 
more than 50 km apart (Emery et al. 2001) has shown the uncertainty in the drifting 
buoy measurements to be ~ 0.15°C when the spatial variability is taken into account. 
Similar uncertainty estimates have been made for the drifting buoy observations through 
a three way error analysis (O'Carroll et al. 2008). In this comparison the uncertainty in 
the buoy observations was estimated to be 0.2°C.  Drifting buoy observations have also 
been compared to nearby VOS observations (Emery et al. 2001) and a mean difference  
(drifting buoy – VOS) of -0.2 °C reported. This has been attributed to the VOS ERI 
measurements being biased high. 
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The satellite estimates of the sea surface temperature are based on infrared and 
microwave measurements using instruments such as the Advanced Very High 
Resolution Radiometer (AVHRR) (e.g. Scambos et al. 2000 (updated 2002)) and 
Advanced Microwave Scanning Radiometer – Earth Observing System (AMSR-E) (e.g. 
O'Carroll et al. 2008) respectively.  The recent satellite measurements can provide 
spatial resolutions as high as 1.25 km with twice daily measurements.  The infrared 
radiometers give the higher resolutions and tend to be more accurate than the 
microwave measurements. However, the estimates can be prevented or contaminated by 
the presence of clouds and can be adversely affected by aerosols (e.g. Reynolds 1993; 
Merchant et al. 2008). In contrast, the microwave sensors can provide SST estimates 
under cloudy, rain free conditions. In a recent comparison, RMS errors of 0.16 K, 0.42 
K and 0.23 K have been reported for the Advanced Along Track Scanning Radiometer 
(AATSR), AMSR-E and drifting buoys respectively in a 3-way comparison (O'Carroll 
et al. 2008). Infrared and microwave radiometers have routinely been flown on satellites 
since the late 1970’s and 1980’s (e.g. WGASF 2000) with the infrared sensors 
providing the longer time series. Whilst multi-decadal time series are now available 
from the satellite measurements, the different instruments can have different biases and 
need to be homogenized to create a climate quality dataset (e.g. Merchant et al. 2008). 
3.2.4 Wind speed 
Observations of the wind speed and direction over the oceans by the VOS are 
made by either visually estimating the wind speed and direction or by taking 
anemometer measurements (e.g. Kent et al. 2007), Figure 3-9. The visual wind speed 
estimates are based on the sea state and reported using the WMO1100 Beaufort 
Equivalent Scale (e.g. Thomas et al. 2008). The anemometers are usually either cup and 
vane or combined propeller vane anemometers. As with other VOS observations the 
wind speed estimates tend to be noisy with random errors of around 2 m s-1 (e.g. Kent 
and Berry 2005). The observations in the ambiguous category currently have an 
unknown method due to choices made when the data were originally digitised and may 
be recoverable from the original logbooks. 
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Figure 3-9: As Figure 3-2 but for the wind speed measurement method.  
The WMO1100 scale contains non-linear biases due to the statistics and small 
sample size used to develop the scale with an under-estimation of low wind speeds and 
an overestimation of high wind speeds (Isemer and Hasse 1991). These biases result in 
an underestimate of the climatological values and various corrections and alternative 
scales have been suggested (e.g. da Silva et al. 1994; Lindau 1995; Thomas et al. 2005). 
Based on comparisons of visual and anemometer wind speed estimates, Kent and Taylor 
(1997) found the scale of Lindau (1995) to be the most consistent with height adjusted 
monthly mean anemometer winds. A polynomial has been fitted through the mid-points 
of Lindau’s scale by Thomas et al. (2005) with the corrected wind speed given by  
€ 
UEL = 0.0161+1.1888UE − 0.0221UE2 + 0.0004UE2  Eq. 3-7 
where UEL is the Lindau adjusted wind speed and UE the visually estimated wind speed. 
The VOS anemometer measurements contain biases due to flow distortion by 
the ships superstructure (e.g. Moat et al. 2006a, 2006b) and a spurious upwards trend 
due to the changing measurement height (e.g. Thomas et al. 2008). The biases due to 
the flow distortion can be of either sign depending on the location of the anemometers 
and the relative wind direction (Moat et al. 2006b). Currently there is not enough 
information on the location of the anemometers on board the VOS to estimate the 
effects of flow distortion routinely. The spurious trend due to the increasing vessel size 
and measurement height (Figure 3-10) can be accounted for by adjusting the wind speed 
observations to a standard reference height. This can be done either using the bulk 
formulae (Chapter 2) with the atmospheric stability taken into account or using a 
logarithmic wind speed profile (e.g. Thomas et al. 2005). 
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Figure 3-10: As Figure 3-3 but for anemometer height. 
Wind speed measurements are also made on board research vessels and moored 
buoys. The measurements from research vessels contain smaller random errors than the 
VOS. However, they need to be height corrected and can also contain biases due to flow 
distortion. Similar to the VOS observations, the height corrections can be made using 
either the bulk formulae or a logarithmic wind speed profile. Additionally, the impact of 
flow distortion has been estimated for a number of research vessels allowing the effects 
of flow distortion to be taken into account (Yelland et al. 2002). The buoy observations 
have smaller random errors than the VOS observations, but also need to be height 
corrected and suffer from different biases. These include those due to wave induced 
motions and possible sheltering effects (e.g. Thomas et al. 2005) and instrument 
degradation on long deployments. 
Wind speed estimates are also available from passive (radiometer) and active  
(scatterometer) microwave sensors on board satellites. The earliest sensors (both passive 
and active) were flown on board Seasat in 1978 (e.g. Wentz et al. 1986).  Routine 
measurements have been available from the late 1980’s and early 1990s for radiometers 
and scatterometers respectively. Current scatterometer measurements have accuracies of 
around 1 ms-1, nominal spatial resolutions of 25 km and, at best, daily coverage of ~ 
92% of the global ice-free oceans (e.g. Ebuchi et al. 2002). The microwave radiometers 
have a similar accuracy on a 50 km resolution (Wentz 1997).  The earlier measurements 
will have lower accuracies and resolutions. 
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3.2.5 Sea level pressure 
Measurements of the sea level pressure are only available from in situ sources 
such as moored and drifting buoys, VOS and research vessels. The VOS usually use 
aneroid barometers to measure the pressure but with an increasing number of digital 
aneroid barometer measurements (e.g. Kent et al. 2007). A small number in the early 
1970’s also use mercury barometers (Kent et al. 2007). The random errors in the VOS 
observations have been estimated at around 2.2 hPa (Kent and Berry 2005). Whilst little 
information is available in the published literature on the accuracy and precision of the 
buoy and research vessel observations these are expected to be at least as accurate as the 
VOS observations. 
3.2.6 Cloud Cover 
Whilst cloud cover is not required to estimate the turbulent fluxes (see Chapter 
2) cloud cover is used in estimating the incident solar radiation for the air temperature 
correction (see Chapter 4). Estimates of the cloud cover are available from the VOS 
observations with the total fractional cloud cover reported together with the amount and 
types of low, middle and high clouds. Random errors of 2/8 have previously been 
reported in the VOS cloud cover observations (Gleckler and Weare 1997) based on the 
monthly variability of the cloud cover. 
3.3 Model Data Sources 
Estimates of the basic variables also exist based on the output of numerical 
weather prediction (NWP) models. Operational NWP models are typically updated 
every few months to take advantage of improved model physics and parameterisations 
and new data sources to improve the forecasts. As a result, the data from operational 
models contain inhomogeneities and are of limited use for climate studies (e.g. Kalnay 
et al. 1996). This has resulted in a number of projects using historical observations and 
atmospheric models with fixed model physics based on state of the art NWP models, to 
reanalyse the state of the global atmosphere over multiple decades. Examples include: 
the National Centers for Environmental Prediction (NCEP) / National Center for 
Atmospheric Research (NCAR) 40 year reanalysis project (NCEP1) (Kalnay et al. 
1996); the  NCEP – Department of Energy (DOE) Atmospheric Model Intercomparison 
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Project (AMIP-II) reanalysis 2 (R2, hereafter NCEP2) (Kanamitsu et al. 2002); the 
European Centre for Medium-Range Weather Forecasts (ECMWF) 40 year reanalysis 
(ERA40) (Uppala et al. 2005); and the Japanese 25 year Reanalysis Project (JRA-25) 
(Onogi et al. 2007). Using frozen models avoids the inhomogeneities due to changing 
models seen in the operational model output. The output usually includes all the basic 
variables (temperature, wind speed and humidity) at different pressure levels, including 
at a nominal 10 m above the surface for wind speed and 2 m for temperature and 
humidity. Estimates of the surface fluxes and surface temperature (SST over the oceans, 
soil temperature over the land) are also given in the output of the models.  
Whilst using frozen NWP models avoids the inhomogeneities due to changing 
model physics and parameterisations, they are constrained by the available 
observations. As a result, and due to the changing observing system, inhomogeneities 
are introduced (Stendel et al. 2000; Kistler et al. 2001; Simmons et al. 2004; Sterl 
2004). Good examples of such inhomogeneities are given in both Sterl (2004) for the 
oceans and Simmons et al. (2004) for the land. In the first study, a comparison of 
pressure fields from NCEP1 and ERA40 is given together with an examination of the 
correlation between the SST tendency and latent heat flux in ERA40. In both cases, the 
data coverage was found to be too low to constrain the models in the Southern 
Hemisphere before 1980, with large disagreements between the pressure fields. The 
correlation between the latent heat flux and SST tendency in the Southern Hemisphere 
was also reported to be too low. After 1980, an improved agreement between the 
pressure fields and a more realistic correlation between the latent heat flux and SST 
tendency were found due to the increased data coverage from satellite and drifting buoy 
observations constraining the model estimates. 
In the second study, Simmons et al. (2004) examine anomalies and trends in the 
surface temperature over land, finding disagreements between observations and the 
estimates from ERA40 before the 1970s. After an improvement in the observing 
network and an increase in data volumes and quality in the 1970s, they found better 
agreement between the observations and model output. The improvement found is 
likely to be due to the model being increasingly constrained by the data. Similar results 
are expected over the oceans. 
Due to these problems and a lack of quality indicators, such as uncertainty 
estimates, the mean meteorological parameters from reanalyses need to be used with 
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caution in climate studies and in estimating the fluxes over long timescales. If the 
inhomogeneities due to the changing observing system are not taken into account, the 
changes observed in the models may be either incorrectly attributed to, or too much or 
too little weight given to, changing climate and weather patterns. 
3.4 Previous Flux Datasets Construction Methods 
3.4.1 Arithmetic Mean 
The arithmetic mean has been used in the majority of flux datasets based on the 
in situ VOS observations and on the monthly satellite products. The arithmetic mean 
has the advantage of easily understood statistics. However, this method doesn’t take 
into account the spatial (or temporal) distribution of the observations or the quality of 
the data. As a result the uncertainties in the mean values will be underestimated and 
mean values may be biased in regions with a strong gradient or when large grid cells are 
used. This is due to the inhomogeneous sampling of the VOS and the clustering of the 
observations along the major shipping routes. When smaller grid cells are used with the 
VOS observations the fields are incomplete due to the sparseness of the data in some 
regions. A number of authors (da Silva et al. 1994; Josey et al. 1999) have generated 
globally complete fields for the ice-free oceans using the successive correction method 
(see section 3.4.3) to fill and smooth the fields based on the arithmetic mean. 
3.4.2 Sampling and Classical Fluxes 
Two different averaging strategies have been used to estimate the fluxes from 
the VOS observations.  The first, known as the classical method, calculates monthly 
mean values for the basic variables and then uses these to estimate the fluxes. The 
second, known as the sampling method, calculates the fluxes for the individual VOS 
observations and then averages these fluxes to give monthly mean values. Both methods 
have their advantages. The classical method is computationally efficient, requiring the 
iterative flux calculation to be performed only once for each month and grid cell, an 
important consideration for the developers of early flux datasets. However, biases are 
introduced in the flux fields due to the loss of the synoptic scale correlation between the 
basic variables (e.g. Josey et al. 1995). In contrast, the sampling method maintains the 
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correlations between the variables but at a cost of computational expense and loss of 
data where observations are not complete. 
3.4.3 Successive Correction 
Fields based on the VOS observations tend to be noisy and contain gaps due to 
the inhomogeneous sampling by the VOS. As a results, the fields in the UWM/COADS 
(da Silva et al. 1994) and SOC (Josey et al. 1999) flux climatologies have been filled 
and smoothed using successive correction. This method is described in full in da Silva 
et al. (1994) and a summary is given in this section. 
In successive correction the observations are first gridded onto a regular grid 
(raw data) and an initial first guess (first guess) generated (see below). Deviations 
between the raw data and the first guess are then calculated, i.e. 
€ 
Dijk = Rij − Fijk  
where D is the data deviation, R the raw data and F the first guess. The subscripts i and j 
refer to the grid box and the superscript k refers to the iteration. For each grid box (i, j) 
there are n grid boxes (is, js), and associated data deviations, within a set radius of 
influence and these data deviations are averaged to give an analysis increment using a 
weighted sum, i.e.  
€ 
Cijk = WsDis , js
k
s=1
n
∑ Ws
s=1
n
∑  
where C is the analysis increment and Ws a weighting function. Both da Silva et al. 
(1994) and Josey et al. (1999) use a Gaussian weighting function given by 
€ 
Ws = exp
−4rsc2
Rk
 
 
 
 
 
  
where rsc is the distance between the analysis grid box (i, j) and the sth grid box (is, js) 
and R the radius of influence. The first guess is then updated by adding on the analysis 
increment, i.e. 
€ 
Fijk+1 = Fijk + Cijk  
This new first guess is then smoothed to remove noise and the process repeated using a 
smaller radius of influence.  
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Similar implementations of successive correction are used in the UWM/COADS 
and SOC climatologies, with the same smoothing functions (described in da Silva et al. 
1994) used and 4 iterations of the successive correction performed. In the 
UWM/COADS climatology influence radii of 1541, 1221, 881 and 771 km are used, the 
successive correction performed on monthly mean anomalies and the initial first guess 
set to zero. The SOC climatology used slightly different radii of 1541, 1221, 771 and 
331 km, with the lower limits changed to better define frontal features such as those 
found in the Gulf Stream (Josey et al. 1998). Additionally, the successive correction in 
the SOC climatology was performed on monthly mean fields (rather than anomalies) 
and the initial first guess set to the zonal average. 
Whilst the successive correction method produces globally complete fields 
problems have been reported with the method (Kent et al. 2000; Sterl 2001). In the first 
of these two studies, Kent et al. (2000) found successive correction to adversely affect 
the variability of the gridded fields in the SOC climatology. In low variability but well 
sampled regions, successive correction was found to artificially increase the variability 
due to the inclusion of noise from adjacent, poorly sampled regions. In high variability 
regions, the variability was found to be smoothed and artificially reduced. The true 
resolution of the dataset, i.e. the resolution at which grid cells are effectively 
independent of each other, was also examined in this study and the true resolution found 
to be typically around 3° rather than the 1° grid used to grid the data. In data sparse 
regions, the resolution was found to be significantly lower. 
In the second study, Sterl (2001) compared the impact of two different gap 
filling algorithms, successive correction and reduced space optimal interpolation (RSOI, 
e.g. Kaplan et al. 1998), on the variability of SST and SLP anomalies through 
comparison with output from the NCEP1 reanalysis model. The RSOI based estimates, 
Kaplan et al. (1998) and Kaplan et al. (2000) for SST and SLP respectively, were found 
to agree better with the model output in poorly sampled regions compared to successive 
correction based estimates from da Silva (1994). Additionally, the geophysical 
consistency between the latent heat flux and SST tendency was found to be poor in the 
Southern Hemisphere in the successive correction based dataset. It should be noted that 
no similar analysis was made for RSOI fluxes due to only SST and SLP estimates being 
available. Based on these results, Sterl (2001) concluded successive correction was 
inadequate to fill gaps between the VOS observations. 
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3.4.4 Objective Analysis 
Objective analysis combines measurements or estimates of a variable from 
different sources to give a field that is optimal in terms of a minimised cost function. 
The cost function gives a measure of the lack of fit of the analysed value to the data 
according to a set of prescribed conditions that can be dynamically or statistically 
motivated (e.g. Legler et al. 1989). For example, Yu et al. (2004a) used objective 
analysis to estimate gridded fields of the basic variables required to calculate the fluxes 
from the output of several reanalysis and operational models together with satellite data. 
The cost function used by Yu et al. (2004) minimised the weighted sum of the squared 
differences between the analysed value and the different estimates. Similarly, Legler et 
al. (1989) used objective analysis to combine monthly wind stress estimates over the 
Indian ocean from VOS observations with climatological estimates. Legler et al. (1989) 
used a cost function that minimised the squared differences between the analysed values 
and the two estimates  (observed and climatological) as well as two kinematic 
constraints. The kinematic constraints compared the divergence and curl of the analysed 
wind stress fields with the climatological values. 
3.4.5 Optimal Interpolation 
Optimal interpolation (OI) has previously been used to generate gridded fields 
of the sea surface temperature (e.g. Reynolds 1988; Reynolds and Smith 1994; Kaplan 
et al. 1998; Smith et al. 1998; Rayner et al. 2003; Reynolds et al. 2007), sea level 
pressure (Kaplan et al. 2000) and to assimilate observations into numerical models (e.g. 
Lorenc 1981). The method estimates unknown or unobserved values of a field based on 
a weighted sum of observations at nearby locations. i.e.  
€ 
Ak = wikBi
i=1
n
∑  Eq. 3-8 
where Ak is the unknown value at location k; Bi is the ith observation and wik the weight 
applied to observation i in the interpolation for point k. The weights (wik) are determined 
in order to minimize the expected error variance in the estimated value (Ak). This is 
given by a function of the distribution of the observations, the error characteristics of 
the observations and the spatial correlation structure of the field. The minimized 
expected error variance then gives an estimate the uncertainty in the interpolated values.  
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Whilst various OI schemes exist, such as the RSOI used by Kaplan et al. (1997), 
only the scheme developed by Lorenc (1981) is reviewed in this chapter and used in this 
thesis. A good description of the OI method and its various implementations can be 
found in Cressie (1993). The deviation of the interpolated, observed and first guess 
values from the “true” value can be expressed as  
€ 
a = A −T   
€ 
b = B −T  Eq. 3-9 
€ 
p = P −T   
where T is the true value of the field; A, B and P the interpolated, observed and 
predicted (first guess) values respectively. a, b and p are then the deviations of the 
interpolated, observed and predicted values from the true value. As noted by Lorenc 
(1981), the value T is not necessarily the actual true value since we do not wish to 
analyze features below a certain scale. The deviations will be due to a combination of 
true small-scale variability and measurement errors (random and systematic) in the 
observations. Over a large number of realisations we have an associated set of error 
terms (E) and normalised error terms (ε)  
€ 
E a = a2 1/ 2  
€ 
E b = b2 1/ 2   
€ 
E p = p2 1/ 2  Eq. 3-10 
€ 
εa =
E a
E p  
 
€ 
εb =
E b
E p  
 
The angular brackets denote an ensemble mean value. 
Expressing the interpolated values and observations as a deviation from the first 
guess and normalising by the error terms in Eq. 3-10 the interpolation, Eq. 3-8, can be 
expressed as 
€ 
Ak − Pk
Ekp
= wik
Bi − Pi( )
Eipi=1
N
∑  Eq. 3-11 
The subscripts i (and j used later) refer to individual observations whilst the subscript k 
refers to location. Ak gives the OI analysis value at point k; Pk is a first guess value for 
point k; wik the optimal weight for observation i used in the analysis at point k; Bi the ith 
 39 
observation; Pi the first guess value at the location of the ith observation; and 
€ 
E p  the 
uncertainty or error in the predicted values. It should be noted that an observation can 
contribute to the analysis value at several different locations. 
Rearranging and making a number of substitutions we have 
€ 
αkεk
a = π k + wik
i=1
N
∑ β iεib −π i( ) Eq. 3-12 
where 
€ 
α =
a
E a  
 
€ 
β =
b
E b  Eq. 3-13 
€ 
π =
p
E p  
 
Squaring Eq. 3-12 and taking ensemble means gives 
€ 
εk
a( )
2
=1+ 2 wik εib π kβ i − π kπ i( )
i=1
N
∑
+ wikw jk
π iπ j + εi
bε j
b β iβ j
−εi
b βiπ j −ε j
b π iβ j
 
 
 
 
 
 
 
 j=1
N
∑
i=1
N
∑
 Eq. 3-14 
This then gives the expected error variance in the interpolated field. In matrix notation 
Eq. 3-14 becomes 
€ 
εk
a( )
2
=1− 2wkThk + wkTMwk  Eq. 3-15 
where 
€ 
wk = wik[ ]
hk = π kπ i −εib π kβ i[ ]
M = π iπ j + εibε jb β iβ j −εib β iπ j −ε jb π iβ j[ ]
 
 
Eq. 3-16 
 
The <πiπj> terms are the correlation between the first guess errors and <βiβj> 
correlations between the observation errors. The <βiπj> terms give the correlation 
between the errors in our first guess field and the errors in our observations. Minimizing 
Eq. 3-15 by differentiating with respect to the weights for each observation and 
equating to zero we have a set of linear equations 
€ 
wk =M−1hk  Eq. 3-17 
The analysis and analysis errors are then given by 
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€ 
Ak = hkTM−1 B −P( ) + Pk  Eq. 3-18 
€ 
Eka( )
2
= Ekp( )
2 1−hkTM−1hk( )  Eq. 3-19 
The observation errors are usually assumed to be uncorrelated (e.g. Reynolds 
and Smith 1994) for the VOS observations and the error correlations, <βiβj>, set to the 
Kronecker delta δij. Likewise, the first guess errors and observation errors are usually 
assumed to be uncorrelated and their correlation terms, <βiπj>, set to zero. Lorenc 
(1981) and Reynolds and Smith (e.g. Reynolds and Smith 1994) both use a Gaussian 
function to estimate the correlation between the first guess errors. Other authors use 
empirical orthogonal functions to estimate the correlation between the first guess errors 
(e.g. Kaplan et al. 1997; Rayner et al. 2003). 
3.5 Flux Datasets 
3.5.1 In situ based estimates 
Early surface flux datasets are either regional (e.g. Bunker 1976) or based on 
fluxes calculated using the monthly mean meteorology (e.g. Hsiung 1986; Oberhuber 
1988). Bunker (1976) estimated the fluxes for individual weather observations over the 
North Atlantic using the bulk formulae and averaged the fluxes onto a semi-regular grid 
based on the data density. Hsiung (1986) and Oberhuber (1988) estimated the fluxes 
globally on a 5° and 2° monthly grid respectively from monthly mean estimates of the 
basic variables.  
More recently, fluxes have been estimated globally from individual VOS reports 
and averaged to give monthly mean and climatological values in the UWM/COADS (da 
Silva et al. 1994) and SOC (Josey et al. 1999) climatologies. Both datasets discard VOS 
reports which do not contain all the information required for flux calculation, apply bias 
corrections and calculate the fluxes before averaging to give monthly mean fluxes. The 
monthly fluxes are then smoothed and filled using the successive correction method. 
Bias corrections are applied to the visual wind speed estimates in the UWM/COADS 
climatology and the anemometer winds height adjusted to a reference height of 20 m. In 
the SOC climatology the air temperature is corrected to account for the solar heating 
errors using the correction of Kent et al. (1993a), the humidity corrected to account for 
the inadequate ventilation of the wet bulb thermometers (Kent et al. 1993b; Josey et al. 
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1999) and the SST corrected to account for warm bias in ERI measurements (Kent et al. 
1993b; Josey et al. 1999). Height adjustments are also applied to the air temperature, 
humidity and wind speed observations to adjust to a reference height of 10 m. 
One goal of the global flux atlases is to produce balanced estimates of the net 
heat flux between the ocean and atmosphere, with the incoming solar radiation balanced 
by the heat loss from the ocean surface due to the turbulent heat fluxes and radiative 
cooling. However, with only bias and height adjustments applied, the fluxes in 
observational datasets tend to be imbalanced, with the oceans gaining of the order 30 W 
m-2 more heat than they lose (e.g. Josey et al. 1999). This has led to an inverse analysis 
of the heat fluxes in the UWM/COADS (da Silva et al. 1994) and SOC climatologies 
(Grist and Josey 2003). Inverse analysis uses basin scale net heat fluxes estimated from 
hydrographic transects to adjust the different components of the in situ estimates and to 
bring the net heat flux into agreement with the hydrographic estimates (e.g. da Silva et 
al. 1994; Grist and Josey 2003). By applying inverse analysis to the SOC climatology 
Grist and Josey (2003) reduce the net imbalance from a gain of 30 W m-2 by the oceans 
to a small heat loss of -5 W m-2 after adjustment. Whilst inverse adjustment brings the 
net heat fluxes into balance, biases are introduced compared to research buoy 
observations (Grist and Josey 2003). 
3.5.2 Reanalysis based estimates 
In addition to providing estimates of the meteorological parameters required to 
estimate the fluxes, the reanalysis models described in Section 3.3 (ERA40, JMA, 
NCEP1 and NCEP2) also provide estimates of the turbulent fluxes. These have the 
same spatial and temporal resolutions as the basic variables, typically 6 hourly and on a 
2.5° grid, and provide balanced flux estimates. However, whilst the flux estimates are 
balanced, the estimates suffer from the same problems as the basic variables. 
Inhomogeneities exist in the flux estimates due to the changing observing system, as 
described in Section 3.3, and the fluxes are poorly represented in coastal and high 
variability regions due to the relatively coarse spatial resolutions. In addition to these 
problems, the bulk formulae used in the models to calculate the fluxes have been shown 
to give biased estimates of the fluxes compared to direct measurements (e.g. Brunke et 
al. 2003).  
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3.5.3 Satellite and combined satellite / reanalysis based estimates 
Several datasets have been generated combining meteorological parameters 
from one or more satellites and reanalysis model output. Examples include the Hamburg 
Ocean Atmosphere Parameters and Fluxes from Satellite Data (HOAPS) (Bakan et al. 
2000), the Goddard Satellite based Surface Turbulent Fluxes version 2 (GSSTF2) 
dataset (Chou et al. 2003), and the Woods Hole Oceanographic Institution’s Objectively 
Analyzed air – sea Fluxes (OAFlux) data set (Yu et al. 2004a; Yu and Weller 2007; Yu 
et al. 2008). 
The HOAPS dataset estimates the surface turbulent fluxes, net longwave heat 
flux and balance on a variety of space (0.5°, 1° and 2.5°) and time (1 day, pentad and 
monthly) scales for the period 1987 - 1997. Estimates of the wind speed and 
atmospheric specific humidity are estimated from SSM/I data and the sea surface 
temperature from the AVHRR Pathfinder dataset. The specific humidity at the sea 
surface is estimated from the SST data assuming saturation and the air temperature 
estimated assuming a constant 80 % relative humidity. The turbulent fluxes are 
estimated using the Smith (1988) parameterisation for the transfer coefficients. The 
assumption of the 80% relative humidity will lead to potentially large biases in both the 
air temperature estimates and sensible heat fluxes. The impact on the latent heat flux, 
through the stability correction, will be smaller than for sensible heat flux and largest at 
low wind speeds where the effects of stability are greatest. 
The Goddard Satellite based Surface Turbulent Fluxes version 2 (GSSTF2) 
dataset (Chou et al. 2003) estimates the surface turbulent fluxes on a 1° daily grid for 
the period 1987 – 2000. Monthly mean fluxes are also estimated based on the average 
of the daily values. The fluxes are calculated using the roughness length 
parameterisations of Liu et al. (1979) and stability profiles of Large and Pond (1982) 
for stable conditions. The profiles of Businger et al (1971) are used for unstable 
conditions. Estimates of humidity and wind speed from SSM/I data are used together 
with sea surface temperature, air temperature and sea level pressure estimates from the 
NCEP1 reanalysis project. 
Estimates of the turbulent fluxes are made on a 1° daily grid in the OAFlux data 
set (Yu et al. 2004a; Yu and Weller 2007; Yu et al. 2008). The basic variables are first 
estimated on a 1° daily grid using objective analysis and a number of input datasets. 
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Fluxes are then calculated from the daily fields using the COARE 3.0 algorithm (Fairall 
et al. 2003). Estimates of the wind speed from SSM/I and AMSR-E passive microwave 
radiometers are used together with scatterometer estimates from the QuickSCAT sensor 
on the SeaWinds satellite. Estimates of the wind speed from the NCEP1, NCEP2 and 
ERA40 reanalysis models are also used. The humidity is estimated based on the output 
of the NCEP1, NCEP2 and ERA40 reanalysis models together with estimates from the 
SSM/I data. SST estimates from the NOAA Optimum Interpolation daily 0.25° SST 
dataset (Reynolds et al. 2007) are used together with the output from the NCEP1, 
NCEP2 and ERA40 models. Air temperature is estimated based on the output of the 
ERA40, NCEP1 and NCEP2 models. OAFlux also contains estimates of the fluxes (and 
basic variables) for the pre-satellite era. These are a combination of the reanalysis 
models used in OAFlux and will suffer from the same inhomogeneity problems. 
3.6 Random Errors and Flux Uncertainties 
3.6.1 Random and Systematic Uncertainty 
Table 3-2: Random and systematic uncertainty estimates from Blanc (1986) and 
Gleckler and Weare (1997). Vs = wind speed (m s-1). 
Random uncertainty Systematic uncertainty Variable 
Blanc Gleckler and 
Weare 
Blanc Gleckler and 
Weare 
Air temperature 0.3 °C 1 °C 0.5 °C  (day) 0.0 °C  (night) 0.5 °C 
Wet bulb 
temperature 0.3 °C N/A 
0.7 °C  (day) 
0.2 °C  (night) N/A 
Dew point 
temperature N/A 1°C N/A 0.25 °C 
Sea surface 
temperature 0.5 °C 1 °C 0.3 °C 0.5 °C 
Wind speed 0.5 m s-1 0.5 Vs 0.1 Vs 1.5 m s-1 
Sea level 
pressure 1 hPa N/A N/A N/A 
Cloud cover N/A 2/8 N/A N/A 
Specific 
humidity 0.2 g Kg
-1 N/A 0.1 g Kg-1 N/A 
Random errors and bias uncertainties for the VOS observations and flux 
estimates have been reviewed and summarised by Blanc (1986) and Gleckler and Weare 
(1997) (Table 3-2). The values given by Blanc (1986) are typical of measurements from 
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an ocean weather ship. The values listed by Gleckler and Weare (1997) are for 
observations typical of the VOS and have been based on a review of previous studies. 
More recent estimates have been made using semi-variogram analyses. 
3.6.2 Semi-variogram analysis 
The semi-variogram analysis method has been used previously to estimate the 
random errors in VOS observations (Lindau 1995; Kent et al. 1999; Lindau 2003; Kent 
and Berry 2005; Kent and Challenor 2006). In this method the total error variance (i.e. 
squared differences) between pairs of observations is plotted against separation 
distance. This is usually referred to as the variogram. These differences are a function of 
the true variability of the field and observational errors (e.g. Lindau 1995). By fitting a 
regression model through the observed error variances, or sample variogram, the 
variogram can be extrapolated to zero separation distance and the contribution from 
natural variability removed. The value at zero separation distance will then be due to 
observational errors and small scale variations. By assuming the small scale variations 
are small compared to the observational errors, the observational errors can then be 
estimated as the square root of half the intercept value (e.g. Kent et al. 1999). This 
assumes that the contribution to the differences between pairs of observations from each 
observation is equal. The square root of half the squared differences plotted as a 
function of separation distance is usually called the semi-variogram.  
In previous studies using semi-variograms to estimate the random errors linear 
models have been used to extrapolate the semi-variogram to zero separation distance 
(e.g. Lindau 1995; Kent et al. 1999; Kent and Berry 2005; Kent and Challenor 2006). 
The regression has been performed for both individual squared differences (e.g. Kent et 
al. 1999) and averages of the squared differences binned on separation distance (e.g. 
Kent and Berry 2005).  The regression against the individual squared differences can be 
adversely affected by outliers due to the use of squared differences. As a result, Kent 
and Challenor (Kent and Challenor 2006) attempted to minimise the influence of the 
outliers, examining the use of the individual squared differences, average squared 
differences and a generalized linear model with a gamma error function in the 
regression. Little difference was found in the results of the different regressions with the 
use of the binned differences chosen as being more statistically sound. The random 
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error estimates from the most recent study (Kent and Berry 2005) can be found in Table 
3-3. 
Table 3-3: Globally averaged (weighted by ocean area) random error estimates 
from Kent and Berry (2005). 
Variable No Height Correction Neutral Stability Height Correction 
Pressure 2.1 ± 0.2 hPa N/A 
Wind speed 2.2 ± 0.1 m s-1 2.0 ± 0.1 m s-1 
Air Temperature 1.2 ± 0.1 °C 1.0 ± 0.1 °C 
Sea Surface Temperature 1.2 ± 0.1 °C N/A 
Specific Humidity 1.2 ± 0.1 g Kg-1 1.1 ± 0.1 g Kg-1 
These estimates are similar to those given in Gleckler and Weare (1997) with the 
exception of wind speed. Gleckler and Weare (1997) estimated the random error in the 
wind speed based on the average monthly standard deviation assuming any variability is 
due to random errors and acknowledging that they are likely to be overestimating the 
errors. 
Table 3-4: Commonly used variogram models. γ(hsv)  is the modelled variogram at 
separation hsv; 
€ 
C0 ≥ 0  and gives the value at zero separation (i.e. the intercept), C0 
+ C1 gives the sill value (i.e. the value at which the variogram levels off). The range 
is given by 3asv for the exponential and Gaussian models. bsv gives the gradient for 
the linear model. 
Model Formula Equation 
Exponential 
€ 
γ hsv( ) = C0 + C1 1− exp −
hsv
asv
 
 
 
 
 
 
 
 
 
 
 
  Eq. 3-20 
Gaussian 
€ 
γ hsv( ) = C0 + C1 1− exp −
hsv2
asv2
 
 
 
 
 
 
 
 
 
 
 
  Eq. 3-21 
Linear 
€ 
γ hsv( ) = C0 + bsvhsv  Eq. 3-22 
Whilst using a linear model, Kent et al. (1999) noted that a non-linear model 
may give a better fit to the observed variograms. However the use of a non-linear model 
was ruled out on the basis that a non-linear model could give a serious underestimate of 
the intercept value, especially if data near zero separation distance are sparse. It will be 
shown in Chapter 5 that this is not necessarily the case and that other models can give 
better results. Table 3-4 and Figure 3-11 give examples of some of the commonly used 
models in geostatistics (e.g. Isaaks and Srivastava 1990). The linear model is the 
simplest of the three, increasing linearly from a zero or positive (nugget) value at the 
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intercept. The exponential model increases almost linearly from the intercept before 
levelling off asymptotically towards a sill at higher separation distances. The Gaussian 
model shows parabolic behaviour at low separation distances before increasing almost 
linearly and then asymptotically approaching a sill. 
 
Figure 3-11: Examples of the different variogram models: exponential (red); 
Gaussian (black); linear (green). C0 = 2, C1 = 8 and asv = 500 for the Gaussian and 
exponential models. C0 = 2 and hsv = 1/150 for the linear model. 
3.6.3 Sampling Error 
Sampling errors are errors in the mean value due to incomplete sampling and 
have typically been estimated using one of two methods. The first empirically estimates 
the errors by sub-sampling either the actual data or idealized fields, such as model 
output, and examining the impact of the sub-sampling on the gridded fields. The second 
uses a combination of propagation of errors and analysis of variance to estimate the 
expected error variance due to under sampling.  
As an example of sub-sampling, Gulev et al. (2007b, 2007a) sub-sampled the 
output from the NCEP1 and ERA40 reanalysis models using either random sampling of 
the number of VOS observations or sampling based on the actual times and locations of 
VOS observations (VOS sampling). The errors in the monthly mean estimates from 
both sampling methods were estimated by comparison with the actual model values and 
the differences attributed to sampling errors. For the random sampling, errors of 2.5 – 3 
°C were reported for air temperature, 2 – 2.5 g Kg-1 for specific humidity and 3 m s-1 for 
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wind speed in the poorly sampled regions outside of the shipping lanes.  In well-
sampled regions, such as the shipping lanes and coastal regions, the errors decreased to 
a minimum of 0.2 °C for air temperature and 0.1 – 0.4 m s-1 for wind speed. No 
minimum values are given for the specific humidity. When the actual VOS sampling 
was used the sampling uncertainties were 20 – 30 % larger. The larger errors found in 
the VOS-like sampling were due to a smaller effective number of independent 
measurements due to the clustering of the VOS observations in time and space (Gulev 
et al. 2007a). 
Examples of using propagation of errors and analysis of variance to estimate the 
sampling errors can be found in Jones et al. (1997) and Rayner et al. (2006). For 
example, Rayner et al. (2006) estimated the grid box and large-scale (i.e. regional and 
global) uncertainty in the HadSST2 dataset due to random, sampling and bias 
uncertainties. The contribution by random and sampling errors was estimated as the 
increase in the variance of grid box anomalies due to under sampling and measurement 
errors.  This increase was calculated by modelling the observed variance of the 
anomalies in a grid box as a function of the ‘true’ climatological variability, the 
measurement errors and the number of observations. For a given grid box, the variance 
of the monthly anomalies based on n observations is modelled as (Rayner et al. 2006) 
€ 
Sn2 = Sne2 + Snt2  Eq. 3-23 
where Sn2 is the observed variance of the monthly mean anomalies based on nse 
observations, Sne2 is the contribution to the variance by measurement errors and Snt2 is 
the variance of the grid box average of nse correlated observations. The contribution 
from measurement errors is given by 
€ 
Sne2 =
m2
nse
 Eq. 3-24 
where m is the measurement error for an individual observation. The variance of the 
grid box average is then modelled using propagation of errors following Yevjevich 
(1972), i.e.  
€ 
Snt2 =
c 2 1+ nse −1( )r ( )
nse
 Eq. 3-25 
where c2 is the true temporal variance within the grid box and 
€ 
r  the mean correlation of 
the true point values in the grid box with every other point value in the grid box. Eq. 
3-23 becomes  
 48 
€ 
Sn2 =
c 2 + c 2 nse −1( )r + m2
nse
 Eq. 3-26 
For each grid box Rayner et al. (2006) fitted the true climatological variability, 
the mean correlation between the points within the box and the individual measurement 
errors based on the observed variance of the anomalies. The increase in the variance of 
the anomalies due to random and sampling errors was then estimated as the difference 
between Eq. 3-26 with the actual number of observations and when n tends to infinity. 
i.e. 
€ 
Serr2 = Sn2 − S∞2 =
c 2 1− r ( ) + m2
nse
 Eq. 3-27 
where Serr2 is the contribution from random and sampling errors. 
Based on the results of the variance partitioning, Rayner et al. (2006) generally 
found the individual grid box uncertainties to be less than 0.1 °C during September 
2003. During this period the oceans were generally well sampled in terms of SST 
measurements from the VOS and drifting buoys. 
3.6.4 Flux Uncertainty 
The uncertainty in a function of several variables due to the uncertainty in each 
variable can be estimated using propagation of errors (e.g. Taylor 1997, Section 9.2). 
The uncertainty can be expressed as 
€ 
σV
2 =
∂V
∂vi
 
 
 
 
 
 
2
σ i
2 + 2
i=1
N
∑ ∂V
∂vi
∂V
∂v j
ρijσ iσ j
j= i+1
N
∑
i=1
N−1
∑  Eq. 3-28 
where V denotes a function of N variables v, i.e. V = f(v1, v2 … vN); σi is the uncertainty 
in the ith variable, σj the uncertainty in the jth variable and ρij the correlation between the 
errors in the ith and jth variables. This method has been used in several studies to 
estimate the uncertainty in the fluxes with different assumptions made about the 
correlation terms. 
Blanc (1986) estimated the uncertainty in fluxes calculated for individual 
observations made by an Ocean Weather Ship (OWS) using the error estimates in Table 
3-2 and propagation of errors. The errors in the observations were assumed to be 
uncorrelated across the variables and at low flux values large uncertainties (as a 
percentage of the fluxes) reported. At higher flux values the uncertainties were found to 
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decrease and at around 20 – 30 W m-2 and 40 W m-2 for sensible and latent heat fluxes 
respectively the uncertainties were found to have decreased to 30 % of the flux value. 
At higher magnitudes the uncertainty continued decreasing before levelling at around 10 
% for each mean flux estimate. The greatest contributions to the uncertainty in the 
fluxes were found to be from, in order of greatest contribution, the wind speed, air 
temperature and humidity and sea surface temperature measurements. Out of the 
different bulk formulae examined Blanc (1986) found the parameterisations of Liu et al. 
(1979) to be the most adversely affected by random errors. 
Gleckler and Weare (1997) estimated the uncertainties in the fluxes from the 
Oberhuber flux atlas (Oberhuber 1988) due to random and systematic errors (see Table 
3-2). The correlation terms between the different variables were estimated from the 
monthly mean values for each variable and the random errors reduced by N-1/2 (where N 
is the number of observations in a given month). Over all regions, Gleckler and Weare 
(1997) found the random uncertainties to be small and the total uncertainty to be 
dominated by the systematic component. The main contributions to the systematic 
uncertainties, in order of size, were those from the wind speed measurements, transfer 
coefficient, air – sea humidity gradient and correlation terms. Globally, the uncertainties 
in the annual mean latent heat fluxes were found to be greater than 10 W m-2 
everywhere, often exceeding 30 W m-2 in the tropical western oceans and almost 50 W 
m-2 over the western boundary currents. Similar patterns were found in the sensible heat 
flux estimates but with smaller magnitudes. Over the western boundary currents the 
total uncertainty in the sensible heat flux was found to be larger than 15 W m-2 and 
between 5 – 10 W m-2 elsewhere.  
Uncertainty estimates are also provided for the OAFlux dataset. The different 
input data sources are assumed independent of each other in the estimation of the flux 
uncertainty estimates (Yu et al. 2008). However, due to the choice of similar data 
sources (such as for SST), this is unlikely to be the case and the estimates of the basic 
variables from the different products, and their errors, likely to be correlated. If they are 
correlated this assumption would result in an underestimation of the uncertainties. Little 
further information is given on the calculation of the uncertainty estimates in the 
available documentation (Yu et al. 2004a, 2004b; Yu and Weller 2007; Yu et al. 2008) 
making it difficult to assess whether or not this is the case and whether the uncertainty 
estimates are realistic. 
 50 
In addition to the uncertainty in globally gridded flux datasets, the uncertainty 
due to choice of bulk formula has been examined by Brunke et al. (2002) through 
comparison of the fluxes calculated using a number of different parameterisations and 4 
different observational datasets. Slight differences were found in hourly flux estimates 
from the different parameterisations, with the differences largest at both low and high 
wind speeds. Large differences were also found in the latent heat flux and wind stress at 
moderate tropical sea surface temperatures (~27 °C) and also for latent heat flux under 
very unstable conditions. Similar results were found for monthly mean fluxes, with 
maximum differences in the monthly latent heat flux of ~ 23 W m-2 (~ 16 % of the flux 
averaged across the different algorithms) at moderate tropical SSTs. The uncertainty in 
the fluxes due to the choice of parameterisation is difficult to estimate from the results 
of Brunke et al. (2002) since the standard deviation of the flux estimates across the 
parameterisations was not given. 
3.7 Discussion and Summary 
There are a number of previous flux datasets based on a variety of sources, 
ranging from in situ observations to satellite measurements and model output. A 
number of estimates of the uncertainty in the different flux products have also been 
made. As a result, the question as to why a new flux dataset and new uncertainty 
estimates are needed needs to be answered. 
Each of the previous surface flux datasets contains problems as discussed in this 
Chapter, and recent research means improved estimates can be made using the different 
sources available. The VOS based estimates have either lacked the metadata required to 
properly height and bias adjust the observations prior to flux calculation, resulting in 
biases in the resultant flux fields, or problems have been highlighted with the averaging 
and flux calculation strategies.   
The current reanalysis based estimates have a relatively poor spatial resolution, 
resulting in poor flux estimates in high variability and coastal regions. Additionally, the 
flux parameterisations used in the models have been shown to give biased estimates. It 
should be noted that a number of these deficiencies are being addressed by a new 
generation of reanalysis models in development (e.g. ERA Interim), but the issue of a 
changing observing system and the inhomogeneities introduced is unlikely to be 
resolved. 
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The satellite and combined satellite / reanalysis datasets only provide relatively 
short time series compared to the VOS and reanalysis based estimates. Additionally, the 
satellite estimates can suffer from inhomogeneities due to sensor drift, changing 
satellites and changing times of the satellite overpasses. The combined satellite and 
reanalysis datasets will also suffer from the inhomogeneities and problems seen in the 
reanalyses datasets. 
The objective analysis approach used in the OAFlux dataset has the potential to 
improve the flux estimates. However, each source needs to be carefully treated and 
homogenized. Additionally, the error co-variances between the different data sources 
need to be fully understood in order to accurately estimate the uncertainty in the 
resulting flux fields and to gain the maximum benefit from each dataset used. This 
homogenization and error characterisation is currently lacking in the OAFlux dataset. 
As a result, the fluxes are likely to contain severe inhomogeneities due to the choice of 
source datasets used and the uncertainty estimates are likely to be an underestimate due 
to the assumption of independence between the different datasets. 
Overall, the recent advances in understanding the different sources of data, and 
the sources of error in those data, coupled with improved gridding techniques and 
increased computer power mean that improved flux and flux uncertainty estimates can 
be made. In this thesis, a number of the different methods discussed in this chapter will 
be bought together to form a coherent method for estimating the fluxes and their 
uncertainty in a single study. This will be the first time that the gridding and flux 
calculation method has been focused on estimating the uncertainty in the fluxes and on 
explicitly minimizing the error variances. 
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4 Development of Dataset Construction Methodology 
4.1 Introduction 
The method developed in this chapter brings together a number of disparate 
techniques described in the previous chapter to give flux estimates with known (or 
estimated) minimized error variances. An overview of the method developed is first 
given together with the rationale behind the different choices made. The data used are 
then described followed by the adjustments made to the observations to account for the 
different sources of bias. A number of new bias adjustments are developed where 
previous ones have been found to be inadequate, This is then followed by a description 
of the implementation of the different techniques used and their application to the 
chosen data sources. 
4.2 Outline of method and Rationale 
In order to accurately estimate the turbulent air – sea fluxes and their uncertainty 
a number of factors need to be taken into account and appropriate choices made. The 
main choices are: the data source, or sources, to use; the quality control procedures 
applied; the choice of bias corrections to apply (if needed); and the flux calculation and 
averaging strategy. The main factors that need to be taken into account are the error 
characteristics of the data used, i.e. random and systematic errors, and how the 
observations are distributed in space and time. The impact that these have on the 
averaging method chosen and flux calculation strategy also need to be taken into 
consideration.  
The first choice, that of the data to use, is relatively straightforward. One of the 
longer term goals of the work presented in this thesis is to use the method developed to 
update and produce a new version of the NOC (formerly SOC, Josey et al. 1999) 
climatology. Hence only the VOS observations have been used. This also has the 
advantage of maintaining the independence of the dataset from recent satellite based 
flux estimates and from buoy observations. 
Following the choice of data to use, the Quality Control (QC), bias corrections 
and method of estimating the uncertainty in the source data need to be decided. As seen 
in the previous chapter, the VOS observations are relatively well understood in terms of 
systematic and random errors. The International Comprehensive Ocean – Atmosphere 
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Data Set (ICOADS), used as the source of VOS observations in this thesis, contains 
quality indicator flags that will be used to QC the data.  Whilst bias adjustments already 
exist for some variables, problems have been highlighted, notably for air temperature 
and humidity (see Chapter 3). As a result two new bias corrections (air temperature and 
humidity) have been developed and applied to the VOS observations as part of this 
thesis. A third new bias correction is applied to visual wind speed estimates based on 
other authors work. The random errors for the individual observations have also been 
re-estimated using improved error models. 
The next set of choices include how to grid the observations and whether to 
calculate the fluxes before or after gridding. The order of flux calculation is determined 
by the characteristics of the observations chosen. The potentially large random errors 
seen in the individual VOS observations will impact the flux estimates in two ways. 
Firstly, the random errors will contribute directly to the uncertainty in the fluxes. 
Secondly, due to the non-linearity of the bulk formulae, the random errors in the basic 
variables will not necessarily cancel out in the flux estimates even when averaged over 
a large number of observations and may lead to biased estimates. As a result, the 
random errors in the input variables need to be minimized before flux calculation. It 
should be noted that this effect has been ignored in all previous calculations. However, 
whilst we want to minimize the random errors we need to be careful to maintain the 
synoptic scale correlations between the basic variables (i.e. Sampling vs Classical 
fluxes, Section 3.4.2). These conflicting constraints have led to the choice of gridding 
the data on a 1 ° daily grid before calculating the fluxes. In regions where we have 
multiple observations the random errors will be reduced and the synoptic scale 
correlation between the variables maintained. In regions with only a single observation 
or relatively few observations the results will be comparable to fluxes calculated using 
the sampling method. 
The gridding method is also guided by the choice of observations and the 
requirement to estimate the uncertainty in the gridded fields and fluxes routinely. The 
inhomogeneous sampling by the VOS observations may lead to large sampling errors 
and needs to be taken into account in order to make accurate uncertainty estimates. 
Additionally, the choice of gridding the observations on a 1° daily grid will lead to gaps 
in the field if a simple method, such as using the arithmetic mean, is used. OI meets the 
requirements of taking the spatial sampling of the observations into account when 
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gridding the observations into complete fields and producing uncertainty estimates 
routinely as part of the output. All observations within a defined radius are used, rather 
than just the observations within the grid cell, and the weights are determined optimally 
to minimize the expected error variance (i.e. uncertainty) in the interpolated fields. As a 
result, grid cells without observations are filled based on the observations in nearby grid 
cells. OI has therefore been chosen to grid the observations and the fluxes calculated 
using the output from the OI. The uncertainty in the fluxes will then be estimated using 
propagation of errors with the uncertainty estimates produced by the OI. 
The final choice to make is how to calculate the monthly mean values from the 
daily flux estimates. Several different methods could be used to estimate the monthly 
mean values for the different variables from the daily OI fields and flux estimates. The 
individual days could be given equal weighting or weighted by their uncertainty with 
higher uncertainties given lower weights. Alternatively, only days with an analysis 
value (as opposed to the incremented previous days analysis) could be used. One of the 
goals of this thesis is to provide a dataset with realistic uncertainty estimates. Applying 
a non-uniform weighting to the individual days will lead to days with lower uncertainty 
being given higher weight. Similarly, the lower uncertainty estimates will be given a 
higher weight in the estimate of the uncertainty in the monthly mean. This will lead to 
the calculated uncertainty in the monthly mean being biased towards the well sampled 
days and underestimated as a result.  This leads to the choice of giving each day’s 
analysis equal weight in the estimation of the monthly mean values and accounting for 
the correlation between days in estimating the uncertainty. 
4.3 Data Sources Used 
4.3.1 VOS Observations and Metadata 
Observations from the VOS contained in ICOADS v2.4 (Worley et al. 2005) 
and made between 1970 and 2006 have been used to estimate the fluxes together with 
the metadata information from the WMO Publication Number 47 series (Pub. 47) (e.g. 
Kent et al. 2007). The datasets have been merged following Josey et al. (1999), 
matching the call-signs in ICOADS with those in Pub. 47 and assigning measurement 
methods and height to the observations. The period 1970 – 2006 has been chosen due to 
the availability of metadata on the observing practices and heights required for the 
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various bias and height corrections (Section 4.4). Over this period all the variables 
required to calculate the fluxes (air temperature and humidity, wind speed, sea level 
pressure, sea surface temperature and cloud cover) are available from the VOS 
observations. 
4.3.2 Quality Control 
Monthly summary files containing statistics, such as the mean and median 
values, have been calculated and released as part of ICOADS (Wolter 1997). These 
have been used in ICOADS to generate "trimming flags" for the different variables for 
use in quality controlling of the observations. Table 4-1 gives the information on the 
different limits available. Only observations within 4.5 σ  (trimming flag <= 5) have 
been used in this study. These limits have been chosen to discard the outliers whilst 
retaining climatologically extreme but valid events (Wolter 1997). If a quantity is 
derived from a combination of variables, such as the specific humidity, each component 
must pass the QC (see Table 4-2 for a list of variables and flags checked). 
Table 4-1 ICOADS trimming flags. σ l is the difference between the 1st and 3rd 
sextiles and σu the difference between the 3rd and 5th sextile. δ  is the difference 
between the observation and the climatological median value. 
Trimming Flag Limits Trimming Flag Limits 
1 -2.8σl <= δ <= 2.8σu 6 δ < -4.5σl 
2 -3.5σl <= δ < -2.8σl 7 δ > 4.5σu 
3 2.8σu < δ <= 3.5σu 14 data unusable 
4 -4.5σl <= δ < -3.5σl 15 data missing or not computable 
5 3.5σu < δ <= 4.5σu   
Table 4-2: Trimming flags checked for each variable used 
Variable Trimming Flags Checked 
Air Temperature Air Temperature 
Sea Surface Temperature Sea Surface Temperature 
Wind speed Zonal and meridional wind speed 
Sea Level Pressure Sea Level Pressure 
Specific Humidity Air temperature and relative humidity 
Cloud cover No flags checked. 
In addition to the ICOADS trimming flags, a track checking algorithm has been 
applied to the observations following Kent and Challenor (2006). To perform the track 
check, the observations for a given call-sign or unique identifier were first split into 
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blocks of successive observations with gaps no longer than a week between 
observations. Based on the time of the observations and the reported latitude and 
longitude the speed of the VOS making the observation was estimated and any 
observation requiring a ship speed > 100 km h-1 discarded to remove any observations 
with a gross error in its location. For observations where a track check was not possible, 
either through a missing call-sign or a non-unique identifier, the observations have been 
retained. The impact of the quality control and track checking on the amount of data 
available will be shown in Chapter 5. 
4.4 Bias Corrections 
Bias corrections are only applied to the air temperature and humidity 
measurements and the visual wind speed estimates. Whilst corrections have been 
proposed for SST observations from both methods commonly used by the VOS, ERI 
and insulated buckets, there is a large uncertainty both in the sign and magnitude of the 
bias (Elizabeth Kent, pers. comm., also Berry and Kent 2009). As a result, unadjusted 
SST observations have been used. Similarly, the bias correction for anemometer winds 
suggested by Moat et al. (2006a) has not been applied due to a lack of knowledge of the 
location of the anemometers on board the VOS. The sea level pressure and cloud cover 
observations are not thought to be biased. 
4.4.1 Air Temperature 
Air temperature observations are corrected using a bias correction developed as 
part of this thesis building on the work of previous authors (e.g. Kent et al. 1993a; 
Anderson and Baumgartner 1998). The correction models the heat budget of the ships 
structure and sensor between sunrise and the time of measurement, balancing the heat 
storage, convective and conductive cooling with the amount of solar insolation received. 
The heat budget is given by 
  
€ 
d ΔTcor( )
dt + x2 x3Vrel
x4 + x5( )
convective and conductive cooling       
= x1RSW
solar radiative heating   
 Eq. 4-1 
where ΔTcor (°C) is the radiative heating error, t (s) is time, Vrel (m s-1) the relative wind 
speed and Rsw (W m-2) the incident solar radiation. x1 through x5 are empirically 
determined coefficients and relate to the typical thermal properties of the ships and the 
sensor exposure. The form of the term accounting for the convective and conductive 
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cooling are based on the heat loss from a simple block shaped structure, further details 
can be found in Berry et al. (2004). A term to account for the longwave radiative 
heating and cooling of the sensors and ships’ superstructure was originally included in 
Eq. 4-1. This term was found to be negligible compared to the other terms and 
discarded. 
In order to apply the correction Eq. 4-1 needs to be solved for ΔT, integrating 
between sunrise and the time of observation, and the empirical coefficients determined. 
The Okta model of Dobson and Smith (1988) is used to estimate the solar radiation and 
the full derivation and integration of Eq. 4-1 is given in Berry et al. (2004). In order to 
determine the empirical coefficients, estimates of the bias are needed. These have been 
estimated as the difference between the observations and a night-time only version of 
the optimally interpolated (see section 4.6) air temperatures. A subset of the 
observations have then been selected for each year by randomly selecting 1000 
observations each month to ensure the annual cycle is fully sampled. For each year a 
non-linear regression (using the NAG subroutine NAG E04USF (NAG 2008)) is 
performed, minimizing the sum of squared differences between the error estimates and 
the solution of Eq. 4-1. The regression is performed on annual subsets of data to 
account for changing ship characteristics and a large sample size used to minimize the 
noise in the VOS observations and error estimates. 
Due to the non-linearity of the solution, the results of the fit will depend strongly 
on the initial coefficients chosen, if the choice is poor the fit returned may not be 
optimal. As a result a Monte Carlo approach has been used with the fitting routine run 
500 times. For each run the initial coefficients have been randomly selected between the 
limits given in Table 4-3. Results of the bias estimation, fitting of the coefficients and 
bias correction are given in Chapter 5. The impact of the bias correction on the random 
error estimates will also be shown. 
Table 4-3: Lower and upper limits for initial x values in fitting routine. 
Coefficient Lower limit Upper limit 
x1 1x10-4 1 x10-2 
x2 1 x10-3 1 x10-3 
x3 1 1x103 
x4 1 1 
x5 10 1x103 
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4.4.2 Humidity 
Measurements of the humidity made using screens are biased high due to the 
inadequate ventilation of the wet bulb thermometers. Kent et al. (1993b) and Josey et al. 
(1999) both propose corrections to the dew point temperature from screen 
measurements. However, as noted in Chapter 3 (Section 3.2.2) the corrections peak at 
moderate or moderate to high specific humidity values before decreasing. Thus, it 
appears likely that both of these corrections under correct high specific humidity 
estimates and possibly over correct at lower humidity values.  
 
Figure 4-1: Differences between screen and psychrometer specific humidity 
observations averaged globally (left) and zonally (right). Differences before 
correction (black), after correction following Kent et al. (1993b) (green) and after 
correction following Josey et al. (1999) (red) are shown.  The differences after a 
reduction of 3.3 % in the screen specific humidity observations are also shown 
(blue). The inset shows the regions with at least 3 observations from both methods 
and at least 5 years of data. 
Figure 4-1 shows a comparison of the humidity estimates from both methods 
before and after correction. The screen humidity estimates have also been reduced by 
the average ratio of the differences between screen and sling measurements to the sling 
measurements (3.3%). The relative wet bias in the uncorrected screen observations can 
be clearly seen with the screens biased high by 0.3 – 0.6 g Kg-1 when averaged globally. 
The variation with latitude can also be seen with higher biases in the tropics compared 
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to the higher latitudes. The under correction of the correction proposed by Kent et al. 
(1993b) can be seen both in time and zonally. The correction used by Josey et al. (1999) 
and the reduction of 3.3 % have a similar impact when averaged globally. However, the 
correction used by Josey et al. (1999) under corrects at lower latitudes and over corrects 
at higher latitudes (as expected from Figure 3-6).  
Reducing the screen humidity observations by 3.3 % also over and under 
corrects at higher and lower latitudes respectively, but differences are much smaller 
compared to the other two corrections. Whilst this represents a slight over (under) 
correction at low (high) humidity values it has been adopted in this thesis. It should be 
possible to improve this correction using an approach similar to Kent and Kaplan 
(2006) to compare co-located observations from each method. 
4.4.3 Visual Wind Speeds 
The visual winds are adjusted following Lindau (1995) and using the 
polynomial (Eq. 3-7) suggested by Thomas et al. (2005) to account for the biases in the 
WMO1100 scale. Thomas et al. (2008) examined the trends in adjusted visual and 
anemometer winds, finding a residual spurious increasing trend in the visual wind 
speeds. The cause of this is speculated as being due to the observers making the visual 
wind reports being increasingly influenced by anemometers (without height corrections 
applied) on board the vessels. i.e. after making the visual report they are checking the 
ships anemometer and adjusted their visual estimates accordingly. An adjustment has 
been made to account for this influence. Applying a factor of 1 prior to the end of 1985 
and then a factor that linearly decreases to 0.95 by 2000 brings the trends seen in the 
visual winds into agreement with those seen in height corrected anemometer winds 
(Elizabeth Kent, pers. comm., also Berry and Kent 2010). This time varying factor has 
been applied to the adjusted visual winds in this thesis. 
4.4.4 Height Corrections 
The observations used in this study have been height corrected to a reference 
height of 10 m using the bulk formula (Chapter 2) before gridding but after the other 
bias adjustments have been applied. The parameterisations of Smith (1980, 1988) are 
used. 
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4.5 Random and Bias Uncertainty 
4.5.1 Random Errors 
Random errors in the VOS observations have been estimated using the semi-
variogram method (see Section 3.6.2). The sample semi-variograms are estimated for 
each variable and 30° ocean region and month, using all pairs of observations made on 
the same day and within 500 km of each other. The squared differences are averaged 
into 30 km separation distance bins and the process repeated for the observations before 
and after bias and height correction. The time separation requirements have been 
relaxed from simultaneous observations, as used in Kent and Berry (2005), to 
observations made the same day. This was done because the OI scheme requires the 
expected error variance between the observations and the daily mean value (see Section 
4.6).  
Unlike previous authors, three different models are used to model the observed 
sample semi-variograms and to extrapolate the variograms to zero separation distance. 
These are the linear, exponential and Gaussian models (see Table 3-4). For each 
variable, the parameters (range, sill and intercept or intercept and gradient) in the 
different models are fitted to the observed sample semi-variograms at every 30° grid 
cell and month using a (non-linear) least squares regression. The models are then 
assessed based on the number of grid cells and months with a valid fit and the mean R2 
(i.e. Pearson correlation coefficient) value for each model. The validity of the fits are 
assessed by testing for significant auto-correlation using a Durbin-Watson test and any 
fit showing significant auto-correlation at the 95% level discarded. The model giving 
the largest number of regressions with a valid fit and the highest mean R2 value is then 
used to estimate the uncertainty for that variable. If different models are selected based 
on these criteria the simpler of the two models is used (i.e. linear model in preference to 
exponential model and exponential model in preference to Gaussian). Results of the 
estimation of the sample semi-variograms, regression of the model semi-variograms and 
comparisons are given in Chapter 5. The effects of the height and bias corrections on 
the random errors in wind speed, air temperature and humidity observation will also be 
shown. 
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4.5.2 Bias Uncertainties 
In order to correctly estimate the total uncertainty in the mean fields of the basic 
variables and fluxes, estimates of the bias uncertainty are required. In the case where we 
can apply bias corrections the residual bias uncertainty will be small due to 
imperfections in any correction. Where we know biases to exist but not the magnitude 
or sign the uncertainty will be larger.  
The bias uncertainty in the corrected air temperature observations has been 
estimated at 0.2 °C (Berry et al. 2004).  Similarly, for specific humidity the bias 
uncertainty has been estimated at 0.2 g Kg -1 based on the range of residual biases 
shown in Figure 4-1. The cloud cover and sea level pressure are assumed to be unbiased 
and to have zero bias uncertainty. Biases are known to exist in the SST observations but 
no correction is applied. Instead, the bias uncertainty, based on Kent and Kaplan (2006), 
has been estimated as the greater of 0.15˚C and 
€ 
0.1⋅ Tsea −Tair  ˚C (Elizabeth Kent, pers. 
comm., see also Berry and Kent 2009). The true SST value is thought to lie between the 
two different measurement methods and this estimate of the bias uncertainty is based on 
the range of the possible biases in the ERI and bucket measurements respectively. The 
bias uncertainty in the corrected wind speeds has been estimated at 0.2 m s-1 in view of 
the results of Thomas et al. (2008).  
It should be noted that the estimation of the bias uncertainty is, by definition, 
very difficult where we don’t have enough information to adjust for the bias. In these 
cases, we are trying to estimate the size and variability of a quantity that we do not fully 
understand.  
4.6 Optimal Interpolation 
4.6.1 Application to VOS observations 
The OI scheme developed by Lorenc (1981) and implemented by Reynolds and 
Smith (e.g. Reynolds and Smith 1994) is used in this study to grid the VOS 
observations. A description of the scheme was given in section 3.4.5.  
In order to apply the OI estimates of the first guess field, uncertainty in the first 
guess and the uncertainty in the observations are required. Estimates of the correlation 
terms in Eq. 3-16 are also required. The globally and temporally averaged uncertainty 
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estimates from the semi-variogram analysis (Section 4.5 and Chapter 5) are used for the 
observation uncertainty estimates (Eb). The first guess and its uncertainty can either be 
set to the climatological mean value, the previous analysis value, or another estimate 
such as model output. In this study we are interested in capturing the synoptic scale 
variability between the variables required for the flux calculation and also in estimating 
the trends and variability in the fields. We also wish the analysis to be independent from 
other sources. Hence, following Reynolds and Smith (1994) the previous day’s analysis 
and analysis error have been used as the basis for our first guess and uncertainty 
estimates.  For the initial day, climatological values are used as the first guess and first 
guess error. 
Whilst we follow Reynolds and Smith (1994) we have far fewer observations as 
they include satellite data in their analysis. As a result, in data sparse regions there can 
be an extended period of time without data and we need to ensure we maintain the 
annual cycle in the fields and also account for any period without data in our uncertainty 
estimates. The annual cycle is maintained by incrementing the previous days analysis to 
allow for the annual cycle, with the daily increments given by 
€ 
ΔCt =
Cm −Cm−1
Dm −Dm−1
 Eq. 4-2 
where ΔCt is the daily increment for day t; Cm the climatological monthly mean for 
month m; Dm the day of year for the mid-point of month m and Dm-1 < t < Dm. Hence the 
first guess is given by  
€ 
Pk,t = Ak,t−1 + ΔCt  Eq. 4-3 
where Pk,t is the first guess for point k at time t, Ak,t-1 the analysis from the previous day 
and ΔCt the increment to allow for the annual cycle. The climatological monthly means 
have been estimated by averaging the VOS observations onto a 1° monthly grid 
between 1973 and 2002, applying the same QA, bias and height adjustments as applied 
to the input to the OI. The monthly files have then been averaged to give a monthly 
climatology and any gaps filled by linearly interpolating between adjacent grid cells. 
Any gaps still remaining have then been filled using the zonal mean value and a 1-2-1 
smoother applied to remove the effects of random noise on the scale of the gridded 
climatology.  
The uncertainty in the first guess has been set to the previous day’s analysis 
uncertainty plus an exponential decay model that allows the uncertainty in the first 
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guess to rise to a preset value after a period without any data. This preset value is set to 
the uncertainty that would be introduced by using the climatological mean value as the 
estimate of the field rather than the analysis value. This has been estimated as the sum 
of the mean standard deviation of the observations in each grid box and the standard 
deviation of the grid boxes in time added in quadrature. For grid boxes filled using the 
zonal mean the uncertainty has been set to the sum of mean standard deviation of the 
observations across the grid boxes and the standard deviation of the grid boxes used to 
calculate the zonal mean added in quadrature. A 1-2-1 smoother was then applied. The 
uncertainty in the first guess is given by 
€ 
Etp( )
2
= Et−1a( )
2
+ σ c lim
2 − Et0a( )
2( ) f n( )2 − f n −1( )2( ) Eq. 4-4 
where 
€ 
Etp  is the first guess error for the current time step; 
€ 
Et−1a  the analysis error from 
the previous time step; 
€ 
Et0a  the analysis error from the last time step with data; 
€ 
σ c lim
2  the 
uncertainty in the climatological monthly mean for the current month; n the number of 
days since the last data for the current location and f(n) a function allowing the decay of 
the uncertainty back to the climatological standard deviation. The function f(n) is given 
by  
€ 
f n( ) =1− exp −n
λt
 
 
 
 
 
  Eq. 4-5 
where λt is an e-folding timescale and n the number of days since the last observation. 
€ 
Et0a  can be calculated from the previous day’s analysis error as 
€ 
Et 0a( )
2
=
Et−1a( )
2
−σ c lim
2 f n −1( )2
1− f n −1( )2
 Eq. 4-6 
In order to calculate the weights for the OI the correlation terms in Eq. 3-16 are 
required. As a first approximation, each observation in the analysis is assumed to come 
from a separate source and the observation to be uncorrelated. Hence the correlations 
between the observation errors, <βiβj>, have been set to the Kronecker delta, δij. The 
observations are independent of the first guess fields, hence the correlations between the 
observations and first guess errors, <βiπj>, are set to zero.  
The remaining correlation terms in Eq. 3-16, the correlation between the first 
guess errors at different locations (<πiπj>) are estimated using a relatively simple 
isotropic Gaussian function, i.e. 
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€ 
π iπ j = exp
− xi − x j( )
2
λ2
 
 
 
 
 
 
 
 
 Eq. 4-7 
where (xi – xj) is the scalar distance between observations i and j and λ the e-folding 
space scale for the field. The e-folding timescales for both the spatial (Eq. 4-7) and 
temporal (Eq. 4-5) correlations have been set to 300 km and 3 days respectively. These 
have been chosen for pragmatic reasons, balancing the capture of the synoptic scale 
variability within the constraints of a limited number of observations.  A discussion of 
the choice of length scales and correlation model is given in Section 4.9. 
Once all the terms required in Eq. 3-17 are known the system of linear equations 
can be solved using a Cholesky decomposition and the analysis and analysis errors 
calculated using Eq. 3-18 and Eq. 3-19. As noted by Lorenc (1981) and Reynolds and 
Smith (1994) the inversion of M is independent of the grid point being analysed and 
only needs to be calculated once. Hence, for computational efficiency we follow 
Reynolds and Smith (1994), performing the OI analysis on 4° x 4° boxes, using all 
observations and centred within a larger 12° x 12° box.  The bounding box has been 
increased from the 8° x 8° box used in Reynolds and Smith (1994) to handle the smaller 
size of the 1° grid boxes at higher latitudes. When the observations are too close 
together the matrix M can become singular and it is necessary to reduce the number of 
observations close together. This is done following Reynolds and Smith (1994), 
averaging all pairs of observations within a set distance of each other when M starts to 
become singular. If M is still singular the minimum separation distance is increased and 
the thinning repeated. 
4.7 Flux Calculation and Uncertainty Estimates 
As discussed in Chapter 2, the turbulent sensible and latent heat flux are 
calculated using the bulk formulae. The parameterisation of Smith (1980) has been used 
for the drag coefficient and Smith (1988) for the heat and moisture transfer coefficients. 
Following previous authors, the humidity at the sea surface has been calculated at the 
SST, assuming saturation, and then multiplied by a factor of 0.98 to account for the 
reduction in vapour pressure over a saline surface (Kraus and Businger 1994). At low 
wind speeds (below 0.5 ms-1) the iterative flux calculation becomes numerically 
unstable. A lower limit of 0.5 ms-1 has been used to avoid this. Propagation of errors 
(see Section 3.6.4) has been used to estimate the uncertainty in the daily flux estimates. 
 65 
As a first approximation, the terms in Eq. 3-28 due to uncertainties in the density 
and specific heat capacity of air and latent heat of vapourisation have been assumed to 
be negligible. The correlation terms have also been assumed to be negligible as a first 
approximation. This should be a reasonable assumption for the random and bias errors 
in the temperature, humidity and wind speed terms since these are not expected to be 
correlated across variables. However, there will be some correlation in the sampling 
errors for these variables due to the VOS making co-located measurements of the 
observations. However, it is possible for the correlation to either increase or decrease 
the uncertainty estimates, and further work is required to quantify these terms. The 
correlation between the sampling errors in the different variables have therefore been 
set to zero. Uncertainties in the transfer coefficient scheme have not been included in 
the calculation. The uncertainty in the fluxes then becomes 
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σ H
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where the sigma terms are the uncertainty in the respective basic meteorological 
variables given by the subscripts. 
In this study the uncertainty due to bias uncertainty has been evaluated separately 
from that due to random and sampling errors. The total uncertainty in each flux is then 
given by evaluating Eq. 4-8 separately for the uncertainty in the output from the OI and 
for the bias uncertainty terms from Section 4.5.2. The uncertainty due to random and 
sampling errors and due to bias uncertainty are then added in quadrature (Gleckler and 
Weare 1997) to give the total uncertainty in the daily flux estimates.  
4.8 Calculating the Monthly Mean Uncertainty 
Estimates of the monthly mean fields and fluxes have been calculated by 
averaging the daily values with each day given equal weight. However, the individual 
daily fields from the OI will be correlated with each other due to the use of the previous 
days analysis in the first guess. The degree of correlation will depend on the amount of 
data available for each day’s analysis and needs to be taken into account when 
calculating the uncertainty in monthly mean estimates based on the daily fields. By 
treating each analysis value as a separate variable, propagation of errors (Eq. 3-28) can 
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be used to estimate the uncertainty in the average of multiple analysis values. The 
uncertainty terms, σ, are now the uncertainty in the individual daily analyses. If each 
day is given equal weight the derivatives (
€ 
∂V ∂v ) are simply 1 divided by the number 
of days being averaged. The correlation between variables (days) can be estimated from 
the output of the OI. It should be noted that the uncertainty due to the bias errors will 
not reduce on averaging. 
From the OI, Eq. 3-11, the daily analysis at single point is given by 
€ 
Ak
Ekp
= wik
Bi − Pi( )
Eipi=1
N
∑ + PkEkp
  
where Ak is our analysis field at the point of interest k; Pk the first guess value at point k; 
wik the weight for observation i; Bi the ith observation; Pi the value of the first guess at 
the location of observation i and 
€ 
E p  the uncertainty in the first guess at the respective 
locations. As a first approximation, assuming the differences between the first guess 
values at the different locations and between the first guess errors are small we can 
multiply by the uncertainty values and rewrite Eq. 3-11 for point k as 
€ 
Ak = P + wi Bi − P( )
i=1
N
∑ = 1− wi
i=1
N
∑
 
 
 
 
 
 P + wiBi
i=1
N
∑  Eq. 4-9 
where P ≈ Pk ≈ Pi. The first term on the RHS gives the contribution from the first guess 
to the current analysis and the second term is the contribution from the observations for 
the current day. The first guess terms, P, are given by the analysis from the previous 
days incremented to allow for the annual cycle as the first guess. Hence, for day t we 
can rewrite Eq. 4-9 as 
€ 
At = 1− wt ,i
i=1
nt
∑
 
 
  
 
 
  At−1 + ΔCt( ) + wt ,iBt,i
i=1
nt
∑  Eq. 4-10 
where ΔCt is the daily increment for day t (Eq. 4-2). The increments to allow for the 
annual cycle will be small for any given day. Assuming the increments are negligible 
we can rewrite Eq. 4-10 as 
€ 
At = ρt,t−1At−1 + β t   
where  
€ 
ρt,t−1 = 1− wt,i
i=1
nt
∑
 
 
  
 
 
  Eq. 4-11a 
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€ 
βt = wt ,iBt,i
i=1
nt
∑  Eq. 4-11b 
i.e. βt is now the contribution from the observations for the current day and ρt,t-1 gives 
the correlation between analyses one day apart due to the analysis process and 
excluding any natural autocorrelation. The correlation between analyses several days 
apart will then be given by the product of the correlations of the analyses one day apart. 
For example, the correlation between the fifth and third day would be given by 
€ 
ρ5,3 = ρ5,4ρ4,3 = ρt ,t−1
t= 4
5
∏  Eq. 4-12 
This correlation, imposed by the method, will also give the correlation between 
the errors in the analysis. Representing each day as a separate variable and using Eq. 
3-28 the uncertainty in the monthly mean due to random uncertainty in the daily values 
is then given by 
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where σrandom is the uncertainty in the mean of the analyses due to random and sampling 
errors, σr,i the uncertainty in the analysis for day i, and ρk,k-1 the correlation between 
analyses for days k and k-1 calculated using Eq. 4-11 and Eq. 4-12.  The uncertainty in 
the monthly mean fluxes has been estimated in a similar manner. In order to estimate 
the correlation between the daily flux estimates, Eq. 4-11 and Eq. 4-12 have been used, 
with the minimum sum of weights from the basic variables used to calculate the fluxes 
each day. This will act as an upper limit for the uncertainty in the fluxes. 
In addition to sampling and random errors in the OI fields we also have 
uncertainty due to systematic biases, either due to uncertainties in the bias corrections 
applied, or where we know potential biases exist in the observations but are not able to 
apply a bias correction. These uncertainties are assumed to be constant in time and 
correlated across the daily analysis fields. As a result these will not be reduced by 
averaging across days. The total uncertainty in our monthly fields is then given by 
€ 
σmonthly
2 =σ bias
2 +σ random
2  Eq. 4-14 
Where σmonthly is the uncertainty in the monthly mean field, σbias the estimate of 
the bias uncertainty in the monthly mean fields and σrandom the uncertainty due to 
random and sampling errors in the monthly mean fields. 
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4.9 Discussion 
4.9.1 Quality Control 
The VOS observations have been quality controlled by discarding observations 
more than 4.5σ from the climatological median value using the trimming flags included 
in ICOADS. Whilst the ICOADS trimming flags are adequate for quality controlling the 
data there is scope for improvement such as the use of a nearest neighbour or buddy 
check for each observation. Alternatively, the individual observations could be 
compared to the dataset produced as part of this thesis, taking into account the 
uncertainties in both the observations and gridded fields, and outliers flagged. The use 
of alternative methods of QC will be explored in future versions of the dataset. 
4.9.2 Bias Corrections 
4.9.2.1 Air Temperature 
The bias correction applied to the air temperature observations depends on the 
fit of the parameters in the bias correction. In this thesis these parameters have been 
determined each year by fitting the correction to bias estimates for a subset of the 
observations used. The biases have been estimated as the difference between the 
observed value and a night-time only estimate. Whilst this risks removing the true 
diurnal cycle for the observed air temperatures this is preferable to the other options. 
Leaving the observations uncorrected would result in air temperature estimates with 
significant warm biases and biased flux estimates as a result. Using night-time only 
observations would result in significantly reduced data quantities and result in higher 
random errors. In Chapter 6 it will be shown that the bias correction does not over-
correct and remove the diurnal cycle. 
4.9.2.2 Specific humidity 
Whilst the bias correction applied to the humidity observations made by the 
VOS using marine screens is not perfect it is an improvement on the previous versions 
(as seen in Figure 4-1). The effects of the correction will be shown to improve the 
humidity estimates in the new dataset compared to uncorrected values (Chapters 5 and 
6). Future improvements to the bias correction should be possible and are discussed in 
Chapter 8.  
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4.9.3 Random Error Estimation 
Improvements have been made to the method used to estimate the random errors 
for the individual observations and the results will be shown in the next Chapter. 
Further improvements are still possible, but it is unclear what gains will be made in 
terms of estimating the random errors in the VOS observations.  Previous studies using 
variograms and other estimates have shown similar values to each other and the results 
shown in Chapter 5 are also similar to these previous studies. 
The uncertainty estimates for the individual VOS observations vary spatially and 
temporally, but this variation is relatively small (see Chapter 5). Due to this small 
variability, and in order to simplify understanding of the uncertainty estimates from the 
output of the OI, a constant (temporal and spatial) global value has been used for each 
variable. 
4.9.4 Optimal Interpolation and Error Correlations 
The OI applied to the VOS observations requires knowledge or estimates of the 
correlation between the errors in the first guess field and the correlation between the 
errors in the observations. The errors in the observations will contain contributions from 
temporal sampling errors, random errors and biases. The biases will be composed of 
biases in the individual instruments used to make the measurements, i.e. calibration 
errors, and biases due to environmental conditions such as the radiative heating errors in 
the air temperature observations. The calibration errors should be independent between 
ships and normally distributed. As a result, in this thesis these errors have been included 
as part of the random error estimates and assumed to be uncorrelated. However, the 
VOS make several observations over the course of a day and, as a result, the OI for a 
given location is likely to contain multiple observations from the same ship. Hence, the 
random error will contain some correlation between observations. This effect is likely to 
be small compared to the contributions from the true random and sampling errors. 
The errors in the first guess field, and their correlation, will be a function of the 
method used to make the first guess. By using the previous days analysis as the first 
guess the errors will be strongly dependent on the available observations used in the 
previous days analysis and the autocorrelation of the field itself. This will include the 
spatial structure of the autocorrelation, i.e. how similar the fields are from one day to 
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the next and how spatially coherent this similarity is. As a result, the true correlation 
length scales will vary with both region and sampling, with shorter length scales in high 
variability regions, such as the Gulf Stream, and longer length scales in the lower 
variability regions. Whilst the length scales are expected to vary regionally a relatively 
simple first approximation is used in this thesis, with a Gaussian error correlation model 
used and with fixed length scales of 300 km. The impact of this choice on the 
uncertainty estimates and the mean fields is examined and discussed in Chapter 6 and 
possible improvements discussed in Chapter 8. 
4.10 Summary 
In this Chapter the outline of the methodology developed to routinely estimate 
both the fluxes and their uncertainties from the VOS observations has been described.  
The reasons behind the different choices made are also given. The methodology 
developed includes basic pre-processing of the observations used such as the quality 
control and bias correction of the observations. After the pre-processing a semi-
variogram analysis is performed to estimate the uncertainty in the individual 
observations due to random errors and temporal sampling errors on a daily time scale. 
The observations are then gridded using OI to take into account the spatial distribution 
of the observations and the uncertainty in those observations. The fluxes and their 
uncertainty are calculated from the output of the OI on a daily timescale. These daily 
estimates are then combined to give monthly mean flux fields and the uncertainty in the 
monthly mean values. 
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5 Results: Initial Processing and Flux Estimates 
5.1 Introduction 
This Chapter presents the results of the quality control, bias adjustments and 
random error estimation together with a qualitative examination of the output from the 
optimal interpolation. The impact of the quality control and track checking applied to 
the observations on the amount of data available is described in Section 5.2. Section 5.3 
presents the results of the bias adjustment for air temperature heating errors. The results 
of the random error estimation is described in Section 5.4 including the impact of the 
height and bias adjustments on the random error estimates. A qualitative examination of 
the output from the OI and the fluxes is given in Section 5.5 whilst Section 5.6 gives a 
summary of the results presented.  
5.2 Quality control and track checking 
Figure 5-1 shows the number of observations per month made over the Atlantic 
before (black) and after (red) the quality control is applied. Also shown are the number 
of observations per year for each variable after both the track checking and QC have 
been applied (green). For each variable, excluding humidity, there are between 1 and 
1.2 million observations per year over the period 1970 – 1990. After 1990 the number 
of observations decreases steadily, reducing to between 400k and 600k observations per 
year by 2006. For humidity, there are initially around 900k observations per year during 
the early 1970s. However, as with the other variables, the number decreases steadily 
over time to around 500k observations per year in 2006. The effects of the quality 
control and track checking on the number of observations available is small (Table 5-1). 
Table 5-1: Percentage of observations removed by the quality control (QC) and 
track checking for each variable averaged over 1970 – 2006. 
Variable QC QC + Track Check 
Air Temperature 1.3 3.3 
Sea Surface Temperature 2.5 4.4 
Specific Humidity 2.2 4.0 
Wind Speed 3.7 5.7 
Sea Level Pressure 0.8 2.9 
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Figure 5-1: Number of observations for each variable per year before (black) and 
after quality control (red). Also shown are the number of observations per year 
after QC and track checking (green). 
5.3 Air Temperature Bias Estimates and Fitting the Bias Adjustment 
5.3.1 Heating Error Bias Estimates 
In order to highlight the diurnal cycle in the bias estimates the estimates have 
been binned against local solar time. Examples of the bias estimates (black squares) 
during January and July for two sample years (1995 and 2005) are shown in Figure 5-2. 
All observations in the Northern Hemisphere that pass the QC and track checks have 
been used. A strong diurnal warming is visible, peaking around 1400h local time before 
 73 
decaying into the evening. The warming is asymmetric about midday, i.e. the errors are 
larger in the afternoon compared to the same time before midday, and the warming 
greater in July than in January. A peak warming of almost 2 °C occurs in July and 
between 0.5 °C and 1°C in January. Similar results are seen for the other years (not 
shown). As noted in Chapter 4 this procedure removes the true diurnal cycle and will 
therefore overestimate the heating errors and daytime observations may be 
overcorrected as a result. However, the resulting bias will be small compared to the 
heating errors. In the next Chapter (Section 6.3.3.1) a comparison of the OI fields to 
buoy observations shows that this overcorrection is small.  
5.3.2 Bias Adjustment Coefficients 
The results of fitting the coefficients used in the bias adjustment are generally 
consistent across the top few runs from the Monte Carlo approach. As an example, 
Figure 5-3 shows the diurnal cycle of the bias correction calculated using the best fit 
(solid line) and fixed environmental conditions. Also shown are the mean values 
(diamonds) and standard deviation (error bars) of the bias correction calculated using 
each of the sets of parameters for the top 10 runs. There is little difference between the 
different fits and the standard deviations are generally small (< 0.1°C). Similar results 
are seen for the other years and coefficients for each year are listed in Appendix C.  
As an example of the impact of the bias correction, Figure 5-2 shows the 
residual biases (red squares) after the bias correction has been applied for the labelled 
months and years. The grey shaded bar indicates the estimated uncertainty in the bias 
correction (± 0.2 °C). From Figure 5-2, it can be seen that the correction removes the 
strong diurnal signal seen in the estimated biases with residual biases close to 0 °C over 
the full 24 hour period and generally within the bias uncertainty estimate. The 
correction also models the larger warming in the afternoon due to the heat storage by 
the ships, a key component missing from the previous correction of Kent et al. (1993a). 
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Figure 5-2: Diurnal cycle of estimated bias in air temperature observations (black 
squares) and residual bias (red squares) after applying the new bias correction. 
The shaded region indicates the bias uncertainty. 
 
Figure 5-3: Diurnal cycle of the bias correction using the parameters of the best fit 
from 1995 (solid line) and fixed environmental conditions of: relative wind speed = 
7 ms-1, cloud cover = 3 oktas; latitude = 40 °N. Also shown is the average bias 
correction from the top 10 runs (diamonds) calculated using the same 
environmental conditions. The error bars give the standard deviation correction 
from the top 10 fits. 
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5.4 Random Errors 
5.4.1 Example semi-variograms and choice of variogram model 
As an example of the variogram estimation, Figure 5-4a (left panel) shows the 
sample semi-variograms for air temperature observations during July 1993 over the 
North Atlantic (black squares and line) and for different 30° regions. Also shown are 
the results of fitting three different variogram models. The transformed models shown 
(i.e. 
€ 
0.5 ⋅ γ h( )  where γ(h) is the variogram model) are: linear model (red); Gaussian 
model (green); and exponential model (blue). Figure 5-4b (right panel) shows the 
residuals for the different models as a function of separation distance. Over the 
Southern and Eastern Atlantic there is little to distinguish between the different models, 
with each accurately representing the sample semi-variograms. This can be seen in the 
residuals, with values close to zero and no significant auto-correlation in the residuals. 
Performing an F-test on the residuals shows no improvement through using a Gaussian 
model compared to the linear model (0.873 ≤ F ≤ 1.046, df = 15,14) and a Durbin-
Watson test confirms the lack of auto-correlation at lag 1 (i.e. between 30 km separation 
bins) in the residuals for all three models. 
In the Central and North Western Atlantic and over the Caribbean Sea (i.e. 4 
panels in the top left of Figure 5-4) there are significant differences between the models. 
Both the linear and exponential models underestimate the sample semi-variogram at 
short separation distances and over estimate at mid separations. This is clearly seen in 
the residuals with significant autocorrelation at the 95% confidence level (d < 1.106 for 
the linear model and d < 0.982 for the exponential model). In contrast, the Gaussian 
model accurately models the sample semi-variogram over all separation distances with 
residuals close to zero and no significant auto-correlation.  An F-test confirms the 
improvement through the use of the Gaussian model compared to the linear and 
exponential models at the 95% confidence level (F > 3.8; df = 15,14). 
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Figure 5-4: a) example semi-variograms (left) and b) difference (residual) between 
the modelled and observed variograms (right) over the North Atlantic during July 
1993 for air temperature. The models and residuals shown are the linear (red), 
exponential (blue) and Gaussian (green) models. The sample semi-variogram 
(black) is also shown in the left hand plot. 
The Gaussian model performs well for all variables except wind speed where the 
exponential and linear models perform better. This is shown in Figure 5-5. Over the 
majority of the region shown the three models perform similarly, however, over the 
northern and north-eastern regions (top centre and top right panels) the Gaussian model 
performs poorly and the linear model gives the best results.  
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Figure 5-5: As Figure 5-4 but for wind speed observations and February 1997. 
From the examples shown in Figure 5-4 and Figure 5-5 it can be seen that the 
model giving the more accurate uncertainty estimate varies both with region and with 
variable. Initially, and for consistency, we want to apply a single model to each variable 
and need a systematic way to determine which model gives the best estimate of the 
random errors. This has been done by fitting the different variogram models to the 
sample variograms for each variable, 30 ° grid cell and month between 1970 and 2006. 
Any month or grid cell failing a Durbin-Watson test for autocorrelation is discarded and 
the number of grid cells and months with a valid fit to the sample variogram counted for 
each model. The mean Pearson correlation coefficient (R2) from the regressions is also 
calculated for each model. The model giving the largest number of fits and the largest 
mean R2 value for a given variable is then chosen to estimate the random errors for that 
variable. For variables where two different models are chosen based on number of valid 
fits and based on the mean R2 value the simpler of the models is used. 
A summary of the model selection for the different variables is given in Table 
5-2, with the mean random error estimate (i.e. the square root of half the intercept), the 
number of grid cells with valid fits and the mean R2 coefficient. From Table 5-2 it can 
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be seen that there is little to differentiate between the variogram models on a global 
scale for the different fields in terms of the R2 values, with R2 values usually above 0.97 
(significant at the 1 % level). However, there are significant differences in the number 
of grid cells with valid fits.  For example, the Gaussian model has almost 5500, or 40%, 
more grid cells with valid fits than the linear model for air temperature. The model 
selected to estimate the random errors for each field is highlighted in bold. 
Table 5-2: Summary of fitting statistics for the different variogram models. The 
mean random error estimates, number of months and grid cells with valid fits and 
mean r2 are given. The uncertainty on the mean random errors is the standard 
deviation of the error estimates over all valid grid cells. The rows in bold indicate 
the model chosen for each field. 
Field Model Mean Random 
Error 
Number of 
good fits 
Mean R2 
Linear 1.13 ± 0.21 13649 0.977 
Exponential 1.09 ± 0.22 14161 0.977 Air temperature (°C) Gaussian 1.25 ± 0.21 19112 0.983 
Linear 1.23 ± 0.27 15712 0.975 
Exponential 1.20 ± 0.27 16213 0.975 
Specific 
humidity  
(g Kg-1) Gaussian 1.29 ± 0.24 19165 0.979 
Linear 2.03 ± 0.65 14129 0.966 
Exponential 1.92 ± 0.57 13722 0.964 Sea level pressure (hPa) Gaussian 2.10 ± 0.53 16641 0.969 
Linear 1.12 ± 0.27 13055 0.977 
Exponential 1.08 ± 0.27 13923 0.978 SST (°C) 
Gaussian 1.24 ± 0.27 17576 0.982 
Linear 2.38 ± 0.42 17049 0.982 
Exponential 2.30 ± 0.43 18857 0.983 Scalar wind speed (m/s) Gaussian 2.41 ± 0.39 18123 0.982 
5.4.2 Impact of Bias and Height Corrections 
As noted in Chapter 4, if a bias adjustment improves the consistency of the 
observations the magnitude of the random error estimates will reduce. In this section the 
impact of the bias and height adjustments described in Chapter 4 are shown. Height and 
corrections are applied to the air temperature, wind speed and humidity observations. 
Corrections for systematic biases are also applied to the air temperature, humidity and 
wind speed observations. None of the other fields are bias or height corrected.  
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5.4.2.1 Air Temperature 
Figure 5-6 shows the impact of the bias and height corrections on the sample 
variogram for the 30° grid box centred on 45°N 45°W for July 1993. As expected the 
height corrected observations (red) have smaller squared differences compared to the 
unadjusted observations (black) over all separation distances. Similarly, bias correcting 
and then height correcting the observations (green) reduces the squared differences 
further. It should be noted that the same observations have gone into each variogram 
estimate. 
Figure 5-7 show a time series of the random errors estimated for the air 
temperature over the Atlantic region (40 S – 70 N and 100W – 30E). The uncorrected 
data is shown in black, the height corrected in red and bias and then height corrected in 
green. The impact of the bias and height corrections is clearly visible, with the 
estimated random errors reduced with each adjustment or correction applied. The 
average value for the unadjusted observations is 1.27 °C, 1.20 °C for the height 
corrected data and 1.10 °C for the bias and then height corrected data. This reduction in 
the random error estimates gives confidence in the adjustments and that the data are 
improved by applying the corrections. 
 
Figure 5-6: Sample semi-variograms for unadjusted (black), height corrected (red) 
and bias and height adjusted (green) air temperature observations during July 
1993 and between 30N – 60N and 60W – 30W. 
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Figure 5-7: Time series of random error estimates for unadjusted (black), height 
adjusted (red) and bias and height adjusted (green) air temperature observations 
made in the region 40S – 70N and 100W – 30E. A 12 month running mean filter 
has been applied. 
5.4.2.2 Specific Humidity 
Figure 5-8 shows the time series of random error estimates for the specific 
humidity unadjusted (black), height corrected (red) and bias and then height corrected 
(green) over the Atlantic region. As with the air temperature, both adjustments act to 
reduce the random errors. The height adjustment produces the largest decrease in the 
random errors, the fully adjusted having only slightly lower random errors than the 
height adjusted data over the majority of the period. The average random errors over the 
30 year period are 1.27 g Kg-1, 1.25 g Kg -1 and 1.24 g Kg-1 for the unadjusted, height 
adjusted and fully adjusted data respectively. The improvement in the consistency of the 
humidity observations through the application of the bias adjustment is less obvious for 
humidity compared to the air temperature observations. 
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Figure 5-8: As Figure 5-7 but for specific humidity. 
5.4.2.3 Wind speed 
Figure 5-9 shows a time series of the random error estimates for the unadjusted 
(black) and height adjusted (red) wind speeds over the Atlantic region. The errors have 
been estimated using the exponential variogram model. Again, the height correction 
reduces the random error estimates giving confidence in the adjustments applied. The 
average values of the random errors for the unadjusted and height adjusted wind speeds 
are 2.31 ms-1 and 2.17 ms-1 respectively. The slight upward trend in random errors for 
unadjusted data is reduced by the adjustment, suggesting that the wind speed observing 
heights are becoming more variable over time. 
 
Figure 5-9: As Figure 5-7 but for wind speed observations. 
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5.4.3 Global Error Estimates 
As noted in Chapter 4, different random error estimates can be assigned to each 
observation in the OI with the errors varying spatially and temporally. However, in 
order to simplify the understanding of the output from the OI a single global value is 
used for each variable. These have been estimated by averaging the different random 
error estimates globally and in time with each grid cell weighted by ocean area. Any 
grid cell for which the fitted model does not show a significant correlation with the 
sample variogram or which exhibits significant autocorrelation is discarded. These 
globally averaged estimates are shown in Figure 5-10 after a 12 month running mean 
filter has been applied. Table 5-3 lists the globally and temporally averaged values 
before and after the different height and bias adjustments. The values used in the OI are 
given in bold. Whilst a random error estimate is listed for the height and bias adjusted 
wind speed this was calculated after the OI had been run as the bias adjustments applied 
to the visual wind speed estimates were finalised at a late stage. Calculation of the 
random error estimates is computationally intensive and revising the estimate would 
have significantly delayed dataset production. In view of the modest reduction to the 
error estimate as a result of the bias adjustment (Table 5.3), this was not a major 
compromise.  Similarly, use of the global averages, in view of the modest standard 
deviations, is not a major compromise. 
Table 5-3: Globally averaged random error estimates (± 1 standard deviation) for 
the each variable. The random errors have been averaged over 1970 – 2006. The 
values listed for air temperature, humidity and wind speed from Kent and Berry 
(2005) are the height adjusted values with the 3.5σ  trimming limits applied. 
Field Model Unadjusted Height 
Corrected 
Height and 
Bias 
Corrected 
Kent and 
Berry 
(2005) 
Air 
Temperature 
(°C) 
Gaussian 1.25 ± 0.21 1.17 ± 0.20 1.07 ± 0.21 1.0 ± 0.1 
Specific 
Humidity      
(g Kg-1) 
Gaussian 1.29 ± 0.24 1.26 ± 0.23 1.25 ± 0.23 1.1 ± 0.1 
SST (°C) Gaussian 1.24 ± 0.27 - - 1.2 ± 0.1 
SLP (hPa) Gaussian 2.10 ± 0.53 - - 2.1 ± 0.2 
Wind speed 
(ms-1) 
Exponential 2.30 ± 0.43 2.15 ± 0.40 2.09 ± 0.39 2.0 ± 0.1 
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Figure 5-10: Time series of random error estimates averaged globally for the basic 
variables with 12 month running mean filter applied. Estimates for unadjusted 
(black); height adjusted (red) and bias and height adjusted (green) observations 
are shown. The horizontal lines show the mean values. 
5.5 Optimal Interpolation and Flux Calculation 
5.5.1 Mean values 
Examples of the estimates of the basic variables and fluxes from the OI are 
shown in Figure 5-11 and Figure 5-12. Figure 5-11 shows the daily fields averaged over 
the 1992 / 1993 winter season whilst Figure 5-12 shows the fields averaged over the 
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summer months during 1993. Also shown are the mean daily uncertainty estimates from 
the OI.  
The sea surface temperature, air temperature and humidity all show similar 
spatial patterns, with highest values in the tropics and lowest values in high latitudes as 
expected. There are also East – West gradients, increasing (decreasing) from East to 
West in the tropics (high latitudes).  The winds are highest in the North-Western 
Atlantic and trade wind belts and lowest in the centres of the subtropical gyres. The sea 
level pressure shows the Azores high – Iceland low dipole whilst the heat fluxes out of 
the oceans are greatest over the Gulf Stream in the western Atlantic in the northern 
winter and around 10 °S in the northern summer. 
 
Figure 5-11a: Mean daily values (top) averaged over the period December 1992 – 
February 1993 for air temperature, sea surface temperature, wind speed and 
specific humidity. Also shown is the mean daily uncertainty for the different fields 
(bottom).  
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Figure 5-11b: as Figure 5-11a but for cloud cover, sea level pressure, latent and 
sensible heat fluxes. Positive (negative) fluxes indicate a heat gain (loss) by the 
ocean. 
5.5.2 Random and Sampling Uncertainty 
The uncertainties in the daily values due to random and sampling errors are 
smallest over the shipping lanes and largest in the poorly sampled regions.  The smallest 
values can be found in the North Sea between the United Kingdom and Northern 
Europe with uncertainties in the air temperature and sea surface temperature below 0.25 
°C. Similarly, the uncertainty in the specific humidity is less than 0.25 g Kg-1 in the 
North Sea. Over the shipping lanes between Europe, North and South America and 
Africa the uncertainty is greater but is generally less than 1°C and 1 g Kg-1 for the 
temperatures (air and sea) and humidity respectively. Outside the shipping lanes the 
uncertainty in temperature is between 1 °C and 2 °C or higher. The highest uncertainties 
in the specific humidity can be found in the poorly sampled regions of the South 
Atlantic with uncertainties of between 2 and 3 g Kg-1. Uncertainties in the wind speed 
are also lowest over the main shipping lanes, with minimum values in the region 0.75 – 
1.25 ms-1, and highest in the poorly sampled and high variability regions with 
uncertainties of between 3 – 5 ms-1 in the Labrador Sea and the North Atlantic between 
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the UK and Newfoundland. The uncertainties in the cloud cover and sea level pressure 
show similar patterns to those seen in the other variables. 
 
Figure 5-12a: As Figure 5-11a but for June – August 1993. 
The random and sampling uncertainty in the fluxes also show the lowest values 
over the shipping lanes and highest values in poorly sampled regions. During the 
northern winter months the uncertainty in the daily latent heat flux is generally below 
30 W m-2 over the shipping lanes, decreasing to below 20 W m-2 in the coastal regions 
of Europe. Outside of the shipping lanes in the Tropics the uncertainties in the daily 
values increase to 50 – 70 W m-2. The highest uncertainty in the latent heat flux can     
be found in the poorly sampled South Atlantic with uncertainty estimates of over       
100 W m-2. For the sensible heat flux, the minimum uncertainty due to random and 
sampling errors can be found over the shipping lanes with uncertainties of < 10 W m-2. 
Outside of the shipping lanes the uncertainty increases to 20 – 30 W m-2. The largest 
values are found over the Labrador Sea with uncertainty estimates greater than            
70 W m-2. During the northern summer months, when the heat fluxes are generally 
lower, the uncertainties in the latent and sensible heat fluxes are smaller but show 
similar spatial patterns to the winter estimates. 
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Figure 5-12b: As Figure 5-11b but for June – August 1993. 
5.5.3 Bias Uncertainty 
Figure 5-13 shows an example of the estimated bias uncertainty in the daily sea 
surface temperature for December 1992 – February 1993 (top) and June – August 1993 
(bottom). This has been estimated as the maximum of 0.15 °C and 
€ 
0.1⋅ Tsea −Tair  °C 
(Chapter 4.5.2). The bias uncertainty in the other variables required for the fluxes (not 
shown) have been estimated at (Chapter 4.5.2): air temperature - 0.2 °C; specific 
humidity - 0.2 g Kg-1; and wind speed - 0.2 ms-1. The resulting bias uncertainties in the 
latent and sensible heat fluxes are shown in the middle and right hand panels of Figure 
5-13. 
The bias uncertainty in the sea surface temperature peaks over the Gulf Stream 
and the Labrador Sea during the winter months, with values as high as 0.6 – 0.8 °C. 
Away from the regions of the maximum air – sea temperature differences, i.e. away 
from the western boundary current and Labrador Sea, the bias uncertainty decreases to 
below 0.2 °C. During the summer months the bias uncertainty in the SST is almost 
everywhere below 0.2 °C, with peak values less than 0.4 °C 
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Figure 5-13: Mean daily bias uncertainty averaged over December 1992 – 
February 1993 (top) and June – August 1993 (bottom) for Sea Surface 
Temperature, latent heat flux and sensible heat flux. 
The impact of the bias uncertainty on the flux estimates is greatest in regions of 
high flux and large air – sea temperature differences, peaking in the winter months and 
over the western boundary current. For latent heat flux, the bias uncertainty is between 
10 – 12 W m-2 over the western boundary current region and Labrador seas during the 
winter. Outside of this region, the uncertainty decreases to below 8 W m-2 in the North 
Atlantic and below 6 W m-2 in the South Atlantic. During the summer the uncertainty 
over the Gulf Stream has decreased to 6 – 8 W m-2 and below 6 W m -2 for the rest of 
the North Atlantic outside of the tropics. In the northern tropics there is little change in 
the bias uncertainty estimates between northern winter and summer. In the South 
Atlantic there is an increase in the bias uncertainty to 6 – 8 W m-2 in northern summer. 
Similar patterns, but generally smaller in magnitude, are seen in the sensible heat flux 
bias uncertainty estimates over the majority of the Atlantic. However, in the Labrador 
Sea and Gulf Stream regions in the northern winter the impact of the SST bias 
uncertainty can be seen on the estimates for the sensible heat flux. Over these regions 
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the bias uncertainty estimates in the northern winter are generally larger than for latent 
heat flux and peak at over 14 W m-2. 
5.5.4 Flux Total Uncertainty 
 
Figure 5-14: Total uncertainty estimates in the daily fluxes averaged over 
December 1992 – February 1993 (top) and June – August 1993 (bottom). 
Figure 5-14 shows an example of the total uncertainty (i.e. bias uncertainty and 
random and sampling uncertainty added in quadrature) in the daily latent (left) and 
sensible (right) heat flux estimates averaged over December 1992 – February 1993 (top) 
and June – August 1993 (bottom). The total daily uncertainty for both variables is 
dominated by the random and sampling uncertainties. For monthly values, the random 
and sampling uncertainties will be reduced in well sampled regions and the bias 
uncertainties will dominate. The increase due to the bias uncertainty can be seen over 
the Gulf Stream region where the bias uncertainties are relatively large and in the North 
Sea where the random uncertainties are small. In both cases the mean total uncertainty 
is increased by several W m-2 by the inclusion of the bias uncertainty. This increase is 
typically 3 – 4 W m-2 over the Gulf Stream for sensible heat flux and 3 – 4 W m-2 over 
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the North Sea for latent heat flux during the winter. Smaller increases are seen during 
the summer months. 
5.5.5 Impact of Bias Corrections on the Mean Fields 
Figure 5-15 shows an example of the impact of the bias adjustments applied to 
the air temperature and humidity observations on the interpolated fields of air 
temperature, humidity and the surface fluxes averaged over the 1992/1993 winter and 
1993 summer. Differences between OI runs using combined height and bias adjusted 
and height adjusted observations (height and bias adjusted – height adjusted) are shown 
and include the impact of the bias corrections on the height adjustments applied. In 
addition to the impact of the bias corrections on the height adjustments the datasets used 
in the two sets of OI runs are slightly different. This difference is due to a number of 
observations being discarded in the bias and height adjusted version where parameters 
required to calculate the bias corrections are missing or where the height adjustment 
does not converge after the bias corrections have been applied. These differences are 
only noticeable in very poorly sampled regions and are within the uncertainty estimates. 
The impact of the air temperature bias correction peaks in the tropics with 
maximum differences of almost 1 °C between the datasets with and without bias 
adjustments applied. In the northern winter the maximum negative values are found in 
the southern equatorial regions of the Atlantic. During the northern summer months the 
region of maximum correction encompasses the northern equatorial Atlantic. The warm 
region seen in the plot for December 1992 – February 1993 to the north east of Iceland 
is due to the exclusion of observations from the bias corrected dataset as mentioned 
above. The humidity bias correction also has largest impact in the tropics, with peak 
values between 0.4 and 0.6 g Kg -1 in the tropics for both seasons. During the winter, the 
correction reduces the humidity in the mid latitude North Atlantic by less than            
0.2 g Kg-1. The humidity is reduced by between 0.2 and 0.4 g Kg-1 there during the 
summer months. As with air temperature, the regions where the input datasets differ can 
be seen in the humidity plots with the sign of the bias adjustment being opposite to that 
expected. 
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Figure 5-15: Impact of the bias corrections on daily estimates of:  air temperature 
(left); specific humidity (left middle); latent heat flux (right middle); and sensible 
heat flux (right) averaged over December 1992 – February 1993 (top) and June – 
August 1993 (bottom). 
The impact of the bias corrections on the latent and sensible heat fluxes can be 
clearly seen. The spatial patterns are similar to those seen in air temperature and 
humidity for the sensible and latent heat fluxes respectively. The bias adjustments, 
through increasing the air – sea humidity difference, increase the magnitude of the 
latent heat flux (i.e. more negative) during the winter by an average of 8.2 W m-2 with a 
standard deviation of 6.0 W m-2. The differences are greatest in the tropics with the 
magnitude of the adjusted latent heat fluxes 10 to 15 W m-2 larger than unadjusted 
values. In the mid latitude North Atlantic, the differences are less than 10 W m-2. During 
northern summer, mean differences are 8.4 ± 5.9 W m-2 and the focus of major 
differences is further north, matching the humidity correction.  
The magnitude of the sensible heat fluxes are increased by an average of 3.8 ± 
4.2 W m-2 during the winter and 4.0 ± 3.1 W m-2 during the summer. As with latent heat 
flux, this increase is due to the bias adjustment increasing the air – sea temperature 
difference. Regions where differences have the opposite sign to the bias corrections are 
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due to small differences in the input data and these poorly sampled regions have been 
excluded from the calculated averages. 
5.6 Summary 
In this Chapter, the impact of the QC, track checking, bias and height adjustment 
has been shown together with the results of the random error estimation and the OI. 
Combined, the QC and track checking remove a small amount of data for each variable, 
typically less than 5 % of the available observations. The use of different semi-
variogram models has been shown to give improved estimates of random errors 
compared to the model used by previous authors, and the height and bias adjustments 
have been shown to reduce the estimated random errors. This reduction gives 
confidence in those adjustments, and the improvement made to the mean fields by the 
adjustments will be shown in Chapter 6. 
The mean fields of the basic variables match the known climate, with the highest 
temperatures and humidities occurring in the tropics and with a general East – West 
gradient towards higher values over the tropical and subtropical western boundary 
current. The northern sub-tropical gyre can be seen in the wind speed estimates with the 
lowest wind speed values occurring in the centre of the gyre and highest values 
occurring in the trade wind belt and storm track regions. The fluxes peak over the Gulf 
Stream region and are highest in the winter months. The fluxes are increased slightly   
(< 20 W m-2 in total) by the application of the air temperature and humidity bias 
adjustments because the adjustments increase the air – sea temperature and humidity 
gradients. 
The uncertainty estimates due to random and sampling errors for each variable 
are lowest over the shipping lanes and highest in poorly sampled regions.  On a daily 
time scale, the bias uncertainties are small compared to the random and sampling 
uncertainties. On monthly time scales the bias uncertainties are expected to dominate in 
well sampled regions. In poorly sampled regions the random errors will still dominate 
the total uncertainty estimates. 
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6 Cross Validation and Comparisons 
6.1 Introduction 
This Chapter presents a quantitative assessment of the OI daily fields and their 
uncertainties. The original observations are compared to the optimally interpolated 
values in Section 6.2 to identify any bias compared to the input data. Independent buoy 
observations from the Woods Hole Oceanographic Institutions (WHOI) Upper Ocean 
Processes (UOP) group data archive are compared to the fields from the new dataset in 
Section 6.3. Differences between the buoy observations and a number of other surface 
flux and meteorology datasets are also shown for comparison.  
Sections 6.4 and 6.5 examine the uncertainty estimates in the new dataset.  The 
uncertainty estimates from the OI are compared to alternative estimates made using a 3-
way error analysis in Section 6.4. In Section 6.5 the uncertainty estimates are cross 
validated, performing an ensemble of runs of the OI with 50 % of the observations 
excluded from each run. The standard deviation of the daily fields from the ensemble is 
then compared to the uncertainty estimates to identify regions where we may be over or 
underestimating the uncertainty. The results presented in the Chapter are then discussed 
and summarised in Sections 6.6 and 6.7 respectively. 
6.2 Comparison to VOS Observations 
In order to check that the OI is working and that the output is unbiased 
compared to the input data the OI has been run using unadjusted VOS observations (i.e. 
without height or bias adjustments applied) and then compared to those same 
observations. Figure 6-1 shows histograms of differences between the unadjusted 
observations and the OI fields for observations of the basic variables made during 
January and July 1993 over the Atlantic Basin. Also shown, as inset plots are the mean 
differences averaged against the estimates from the interpolation. 
For each variable, the histograms are approximately symmetrical and centred on 
zero, as expected if the OI were working correctly. Similar results are seen in all months 
(not shown). When the residuals are binned and plotted against the daily estimates from 
the OI no significant systematic variations are visible for air or sea surface temperatures 
or for specific humidity. The slight deviations at either extreme are a function of the 
random errors in the both the interpolated values and original data. This impact of the 
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random errors is most extreme for the wind speed and sea level pressure estimates. 
Similar results have been shown before in comparisons of individual VOS wind speed 
observations and scatterometer derived wind speeds (e.g. Kent et al. 1998). 
 
Figure 6-1a: Histograms of the residuals (VOS Observations – optimally 
interpolated values) for each of the main variables during January 1993. Also 
shown are the mean residuals as a function of the OI estimates (inset plots). 
To demonstrate that the deviations are explicable by random errors we follow 
Kent et al. (1998) by attempting to reproduce these results using simulated data. Two 
datasets have been generated using VOS wind speed observations from ICOADS made 
during July 1993. For the first dataset (‘VOS like’), the wind speed observations have 
been perturbed by adding normally distributed random errors typical of the VOS with a 
standard deviation of 2 ms-1. For the second dataset (‘OI like’), the same procedure has 
been followed but with random errors with a standard deviation of 1 ms-1 added. This 
lower value is more typical of the uncertainty estimates for the daily wind speed 
estimates from the OI. Differences between the two datasets have then been calculated 
(‘VOS like’ – ‘OI like’) and plotted as a function of the ‘VOS like’ wind speeds (Figure 
6-2). A similar trend to the comparison of the actual VOS observations and the OI 
output is seen, with low wind speed values over estimated and high wind speeds 
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underestimated in the ‘OI like’ data compared to the ‘VOS like’ data. In addition to the 
impact of random errors, the smoothing implicit in the OI can be expected to lead to 
similar results with minima increased and maxima decreased.  
Table 6-1: Monthly mean residuals over 1970 – 2006 for each variable. Also listed 
for each variable are: the maximum absolute monthly mean residual; the mean 
RMS error averaged over 1970 – 2006; and the random error estimates for 
unadjusted observations and using the chosen variogram models (Table 5-2). 
Variable Mean 
Residual 
Max 
|Residual| 
Mean 
RMS error 
Random 
Error 
Air Temperature (°C) -0.01 0.01 1.47 1.25 
Specific Humidity (g Kg-1) 0.00 0.03 1.12 1.29 
Sea Surface Temperature 
(°C) 
0.00 0.06 1.26 1.24 
Sea Level Pressure (hPa) 0.00 0.18 2.48 2.10 
Wind Speed (ms-1) 0.02 0.08 2.62 2.30 
 
 
Figure 6-1b: As Figure 6-1a but for July 1993 
Figure 6-3 shows the mean residuals (VOS – OI) plotted against time for each of 
the variables over the Atlantic and is summarised in Table 6-1. The mean differences 
for each variable are close to zero. The RMS errors are similar in magnitude to the 
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random error estimates from the semi-variograms, giving us confidence in our random 
error estimates. The annual cycle seen in the RMS errors is due to the increased 
variability in the winter months. Overall, the results demonstrate that the fields are 
unbiased compared to the input data. 
 
Figure 6-2: Comparison of residuals from simulated wind speed dataset as a 
function of wind speed. 
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Figure 6-3: Time series of monthly mean residuals (black) from the comparison of 
VOS observations with the output of the OI over the Atlantic (40S – 70N, 100W – 
30 E). Also shown are the RMS errors (red) between the VOS observations and the 
output of the OI. Smoothed values, using a 12 month running mean filter, are also 
shown. 
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6.3 Comparison to WHOI UOP Mooring Data Archive 
6.3.1 Introduction 
The observations from the WHOI UOP mooring data archive are withheld from 
the ICOADS and form an independent validation dataset. These observations are used 
to validate the output from the OI. Table 6-2 lists locations and time periods covered by 
the moorings used, the locations are also shown in Figure 6-4. The buoy data include all 
the parameters required to calculate the fluxes and have been averaged to give daily 
mean values. The typical long term accuracy of the buoy observations are listed in 
Table 6-3 (e.g. Crescenti and Weller 1992; Moyer and Weller 1997). In the following 
comparisons the buoy observations have been height adjusted to 10 m and the fluxes 
calculated using the bulk formulae (see Chapter 3). The parameterisations used in the 
new dataset (Smith 1980, 1988) have also been used with the buoy observations. 
Table 6-2: Buoys observations used from the WHOI UOP Data Archive. Also listed 
are the buoy locations and the periods with valid data. 
Buoy Location Period 
South West Subduction buoy 
(SW) 
18 °N, 34 °W October 1992 – June 1993 
South East Subduction buoy (SE) 18 °N, 22 °W March 1992 – June 1993 
Central Subduction buoy (CENT) 25.5 °N, 29 °W June 1991 – June 1993 
North West Subduction buoy 
(NW) 
33 °N, 34 °W March 1992 – March 1993 
North East Subduction buoy (NE) 33 °N, 22 °W June 1991 – June 1993 
Severe Environment Surface 
Mooring (SESMOOR) 
42° 33’N, 61° 14’W October 1988 – March 
1989 
Coastal Mixing and Optics 
Experiment (CMO) 
40° 30’ N, 70  30’ W August 1996 – June 1997 
Marine Light – Mixed Layer 
Experiment (MLML91) 
50 °N 29’, 20° 50’ W April 1991 – September 
1991 
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Figure 6-4: Location of the buoys listed in Table 6-2. 
Table 6-3: Typical long-term accuracy of the basic observations made by the 
WHOI buoys (e.g. Crescenti and Weller 1992; Moyer and Weller 1997). Also listed 
are the bias uncertainties for the VOS observations (see Chapter 4). The values 
listed for latent and sensible heat fluxes are based on the Subduction buoys (Moyer 
and Weller 1997). 
Variable Long term accuracy  VOS Bias Uncertainty 
Estimate 
Sea surface temperature 0.1 °C max (0.15,
€ 
0.1⋅ Tsea −Tair ) 
Air Temperature 0.2 °C 0.2°C 
Relative Humidity 3 %  
Specific Humidity 0.2 g Kg-1 0.2 g Kg-1 
Wind speed 0.3 – 0.5 ms-1 0.2 ms-1 
Sea Level Pressure 0.2 – 0.4 hPa 0 hPa 
Latent Heat Flux 13 – 18.4 Wm-2  
Sensible Heat Flux 2 – 2.5 Wm-2  
6.3.2 Case Study – Comparison to the North East Subduction Buoy 
A comparison of daily meteorological parameters and flux estimates from the 
new dataset and the North East Subduction Buoy (33N 22W) during the summer (JJA) 
of 1992 is shown in Figure 6-5 and during the 1992 / 1993 winter (DJF) in Figure 6-6. 
The buoy measurements are shown in black, the values from the new dataset in red and 
the uncertainty in the new dataset indicated by the grey shaded region. The mean values 
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and standard deviation of the basic variables and fluxes are listed in Table 6-4 for both 
the new dataset and the buoy measurements. Also listed are: the mean differences and 
the root mean squared error of the differences (RMSE); the mean daily random and 
sampling error uncertainty (S) from the OI (Section 5.5.2); and an estimate of the total 
error for the mean differences.  
The total error has been estimated as sum of the mean random and sampling 
uncertainty from the OI divided by the square root of the number of days, the buoy 
accuracy (Table 6-3) and the bias uncertainty for the OI dataset (Table 6-3 and Section 
5.5.3) added in quadrature. Where a range is listed for the buoy long term accuracies 
listed in Table 6-3 the mid point has been used. The total error estimate gives an 
estimate of the uncertainty in the mean value and can be used in place of the standard 
error of the mean in a Students t-test to test whether the mean differences are 
significantly different to zero. 
Table 6-4: Mean (µ) and standard deviations (σ) of the variables shown in Figure 
6-5 and Figure 6-6 for the new dataset (NOCS OI) and the NE Subduction buoy. 
The mean difference and root mean squared error between the new dataset and 
the buoy observations are also listed together with the mean random and sampling 
uncertainty for the daily OI values (S). 
 Variable 
NOCS OI 
(µ  ± σ) 
Buoy 
(µ  ± σ) 
Mean 
Difference RMSE S 
Total 
Error 
T10S (°C) 21.3 ± 1.8 21.4 ± 1.7 -0.1 0.5 0.7 0.3 
SST (°C) 22.4 ± 1.6 22.0 ± 1.5 0.4 0.5 0.8 0.2 
q10S (g Kg-1) 12.3 ± 1.7 12.4 ± 1.9 -0.1 0.8 0.8 0.3 
U10S (m s-1) 6.3 ± 1.6 5.8 ± 1.7 0.5 1.4 1.3 0.5 
SLP (hPa) 1024 ± 2 1023 ± 3 0.9 1.6 1.4 0.3 
LHF (W m-2) -101 ± 32 -81 ± 35 -19.0 30.4 27.2 17.4 Ju
n -
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ug
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SHF (W m-2) -8.6 ± 5.0 -5.0 ± 3.8 -3.6 5.5 9.3 3.4 
T10S (°C) 18 ± 1.0 17.9 ± 1.1 0.1 0.5 0.6 0.3 
SST (°C) 19.1 ± 1.0 19.4 ± 0.9 -0.4 0.6 0.6 0.2 
q10S (g Kg-1) 9.2 ± 0.9 8.6 ± 1.1 0.6 0.9 0.7 0.3 
U10S (m s-1) 6.9 ± 1.9 6.8 ± 2.6 0.1 1.5 1.3 0.5 
SLP (hPa) 1024 ± 4 1023 ± 4 0.8 1.6 1.8 0.4 
LHF (W m-2) -112 ± 50 -140 ± 60 27.5 45.7 25.9 17.5 De
c 1
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SHF (W m-2) -10.2 ± 10.1 -15.7 ± 11.7 5.5 10.6 8.1 3.5 
Overall, there is good agreement between the buoy observations and the 
estimates from the new dataset. Typically, the daily averages from the buoy lie within 
the OI uncertainty range from the new dataset (Figure 6-5 and Figure 6-6). The daily 
differences between the two datasets for the different variables have values of either 
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sign over the periods shown and mean differences sometimes smaller than the estimate 
of the total error. For each variable, excluding the SLP during the summer, the t-statistic 
(mean difference / total error) is smaller than the critical value (t-critical = 2.28, degrees 
of freedom = 90, α = 0.05 ) suggesting the mean biases are within the accuracy of the 
two datasets at the 95 % confidence level. The t-statistic for the mean sea level pressure 
difference during the summer is 3.0 suggesting a significant difference between the two 
datasets. However, this will have only a minor impact on the fluxes. 
Whilst the daily values from the buoy are generally within the uncertainty range 
from the OI and the mean differences within the accuracy of the two datasets the mean 
differences are still relatively large for the SST during both seasons and for the 
humidity during the winter. For example, the SST during the summer tends to be 
slightly higher than the buoy measurements with a mean difference of 0.4 °C and colder 
in the winter with a mean difference of -0.4°C. These mean differences result in 
relatively large mean differences between the flux estimates from the two datasets. 
However, these are still within the estimated accuracy of the two datasets. 
When the variability between the two datasets is compared we generally see 
agreement on timescales of several days or longer with the major features seen in both. 
For example, a period of relatively high humidity occurs at the end of June 1992 (Figure 
6-5). This can be seen in the buoy observations and is also captured in the daily 
estimates from the new dataset. Whilst the variability is generally captured on 
timescales of several days or longer the daily variability is underestimated. For 
example, the wind speed estimates during the winter have similar mean values (mean 
difference of 0.1 ms-1), but the buoy observations have much greater variability and 
more extreme values. This can be seen in Figure 6-6 and by comparing the standard 
deviations of the wind speed from the two datasets, 2.6 ms-1 for the buoy observations 
compared to 1.9 ms-1 for the new dataset. Whilst the OI is not capturing the full daily 
variability we are comparing gridded mean values with point measurements in space 
and, as a result, would expect to lower variability in the gridded data. 
These results suggest the mean fields from the new dataset are not significantly 
biased at this buoy location compared to the total uncertainty estimates and that the 
majority of the variability on timescales of several days or longer is being captured. The 
next section examines the mean differences over a wider number of buoys and under 
different conditions of natural variability and sampling. 
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Figure 6-5: Comparison of daily values from the new dataset (red) and values from 
the North East Subduction buoy (black) during June – August 1992. The grey 
shading indicates the uncertainty in the output from the OI due to random and 
sampling errors. The bias uncertainty is not included. 
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Figure 6-5 continued. 
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Figure 6-6: As Figure 6-5 but for December 1992 – February 1993. 
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Figure 6-6 continued. 
6.3.3 Comparison of Mean Differences 
6.3.3.1 Subduction Buoys 
The Subduction buoys are located in a region of large-scale horizontal gradients 
in the surface forcing (e.g. Moyer and Weller 1997). Three of the buoys (NW, NE and 
SE) are within or on the edge of shipping lanes and fairly well sampled. The remaining 
two buoys (SW and Central) are in poorly sampled areas between the shipping lanes. As 
an example, Figure 6-7 shows the mean daily air temperature (left) and mean daily 
uncertainty (right) for January 1992. Also shown are the locations of the different 
Subduction buoys. The low spatial gradient in the air temperature can be seen at all 
locations together with the low uncertainties at the three well sampled buoys. Similar 
results are seen for the other variables. Due to this low variability and relatively good 
sampling mean differences between the OI fields and the buoy observations are 
expected to be small. 
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Figure 6-7: Mean daily air temperature (left) and mean daily uncertainty (right) 
during January 1992 from the new dataset. The locations of the different 
Subduction buoys are shown as white squares. 
Figure 6-8 and Figure 6-9 show examples of the mean differences (dataset – 
buoy) between the new dataset and the North West buoy (well sampled) and the South 
West buoy (relatively poorly sampled) respectively. The mean differences for each of 
the basic variables and the fluxes are shown. Also shown are the differences between 
the buoy observations and a non-bias adjusted version of the new dataset (but with 
height adjustments applied) and also 4 gridded datasets (OAFlux, ERA40, NCEP1 and 
NCEP2). The comparison for these two buoys and the other three Subduction buoys are 
summarised in Table 6-5. 
The mean differences for the basic variables (excluding humidity) from the new 
dataset are generally small and of either sign. For example, the mean differences for air 
temperature range between -0.1 °C and 0.3 °C across the different buoys and with a 
mean value of 0.1 °C when averaged across all buoys. For the humidity, the mean 
differences are also small at the different buoy locations. However, they are all positive, 
varying between 0.2 and 0.6 g Kg-1 and with a mean value of 0.4 g Kg-1 when averaged 
across all buoys. Whilst all positive, possibly indicating a positive bias in the new 
dataset or a negative bias in the buoy observations, the differences are still within the 
estimated accuracy of the two datasets. Overall, these results suggest that the air 
temperature, SST, wind speed and sea level pressure from the new dataset are unbiased 
compared to the buoy observations. 
The impact of the bias corrections on the different variables can clearly be seen 
in Figures 6-8 and 6-9, with the air temperature and humidity brought into better 
agreement with the buoy observations after adjustment. In contrast, after adjustment, the 
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wind speed estimates from the new dataset are in worse agreement with the buoys 
compared to the non-bias adjusted data, with the mean difference increased by            
0.1 – 0.2 ms-1. This is due to the adjustment of the visual wind speed estimates 
following Lindau (1995) and Thomas et al. (2005) increasing the wind speed at the low 
to moderate values typical of the Subduction array region and increasing the mean 
differences as a result. This is discussed further in Section 6.6.1. 
 
Figure 6-8: Mean differences (product – buoy) between the North West 
Subduction buoy observations and a number of different flux products for each of 
the main variables and fluxes. An x on the abscissa indicates that the data is 
unavailable for that dataset. 
When the fluxes from the new dataset are compared to the fluxes calculated 
using the buoy observations similar results are seen. The mean differences are small, 
both for individual buoys and averaged across the buoys, and generally less than 10% of 
the mean flux. Averaged across the buoys, the mean differences are 5.3 W m-2 and         
-0.3 W m-2 for latent and sensible heat flux respectively compared to mean fluxes of      
-116 W m-2 and 8.3 W m-2. The improvements to the estimates in the new dataset made 
by the bias adjustments can again be seen compared to the un-adjusted version with 
smaller mean differences in the adjusted version. The relatively large differences (as a 
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percentage of the flux) in the sensible heat flux at the location of the South West buoy, 
the most poorly sampled of the buoys, are due to the overestimation of the wind speed 
and sea surface temperature at this location in the new dataset.  
The comparisons of the basic variables and fluxes from the other datasets to the 
buoy observations show similar results to the comparisons for the new dataset. 
Generally, the mean differences are small at the different buoy locations for each 
variable and close to zero when averaged across the different buoys. Interestingly, the 
over estimate of the humidity seen in the new dataset is also seen in the other datasets 
with similar sized mean differences suggesting the humidity is also overestimated in 
these datasets. There are also noticeable differences for the wind speed estimates from 
ERA40 and NCEP1 are underestimated compared to the buoy observations. 
 
Figure 6-9: As Figure 6-8 but for the South West Subduction buoy. 
Overall, the comparisons between the different variables from the new dataset 
and the observations from the Subduction buoys suggest the fields in the new dataset 
are not significantly biased in this area. A small positive bias is present in the humidity 
estimates from the OI, but is not significant compared to the total error estimates. In 
addition to having unbiased fields, in this relatively well sampled region the new dataset 
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is comparable to other gridded datasets in terms of mean differences from the buoy 
observations. 
6.3.3.2 Marine Light-Mixed Layer Experiment (MLML91) 
The Marine Light-Mixed Layer Experiment mooring was also located in a 
region with relatively large spatial scales of variability and with moderate sampling. 
Figure 6-10 and Table 6-6 show a comparison of the different datasets and buoys 
observations. As expected, from the fairly good sampling, small mean differences are 
seen for the different variables from the new dataset and the other datasets examined. 
The improvements made by the air temperature and humidity bias adjustments can be 
seen. As with the Subduction array, the bias adjustments made to the visual wind speed 
estimates increase the mean differences in the new dataset compared to non-bias 
adjusted data. 
 
 
Figure 6-10: As Figure 6-8 but for the MLML91 mooring.
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Table 6-5: Mean values (± standard deviation) of the buoy observations for the different Subduction buoy deployments and number of 
days with valid data. Also shown are mean differences (Δ) (product – buoy) from the different datasets and the standard deviation (σ) 
of the differences.  Also listed for the OI are the total error estimates and t-statistic for each comparison. t-statistics marked with a 
star (*) are significant at the 95 % confidence level. 
 OI OAFlux ERA40 NCEP1 NCEP2 
 Buoy Mean ± σ  
# 
Days Δ  ± σ  
Total 
error t-stat Δ  ± σ  Δ  ± σ  Δ  ± σ  Δ  ± σ  
SW 23.5 ± 1.3 264 -0.1 ± 0.4 0.29 0.303 0.0 ± 0.4 0.0 ± 0.5 -0.5 ± 0.6 0.0 ± 0.4 
SE 21.8 ± 1.6 476 0.3 ± 0.6 0.28 1.145 0.4 ± 0.3 1.1 ± 0.5 -0.1 ± 0.5 0.4 ± 0.4 
CENT 22.1 ± 1.9 725 0.1 ± 0.7 0.29 0.252 0.0 ± 0.3 0.1 ± 0.5 -0.3 ± 0.5 0.1 ± 0.5 
NW 20.7 ± 2.8 395 0.0 ± 0.6 0.28 0.165 0.1 ± 0.4 0.2 ± 0.5 -0.2 ± 0.5 0.2 ± 0.5 
NE 19.8 ± 2.5 728 0.1 ± 0.6 0.28 0.489 0.1 ± 0.4 0.4 ± 0.6 -0.2 ± 0.4 0.1 ± 0.4 
Ai
r 
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Mean     0.1 ± 0.6   0.1 ± 0.3 0.4 ± 0.5 -0.3 ± 0.5 0.2 ± 0.5 
SW 24.2 ± 1.2 264 0.6 ± 0.7 0.23 2.512* 0.1 ± 0.3 0.2 ± 0.3 0.0 ± 0.3 -0.1 ± 0.3 
SE 22.5 ± 1.5 476 0.4 ± 0.7 0.19 1.907 -0.1 ± 0.4 0.2 ± 0.4 -0.2 ± 0.4 -0.1 ± 0.4 
CENT 23.0 ± 1.7 725 0.1 ± 0.7 0.20 0.595 0.0 ± 0.3 0.0 ± 0.3 -0.1 ± 0.2 -0.1 ± 0.3 
NW 21.7 ± 2.7 395 0.0 ± 0.6 0.19 0.162 -0.2 ± 0.4 -0.2 ± 0.5 -0.3 ± 0.4 -0.1 ± 0.5 
NE 20.9 ± 2.4 728 -0.2 ± 0.7 0.20 1.016 -0.2 ± 0.3 -0.3 ± 0.3 -0.2 ± 0.3 -0.2 ± 0.4 
SS
T 
Mean     0.1 ± 0.7   -0.1 ± 0.3 0.0 ± 0.4 -0.1 ± 0.3 -0.1 ± 0.4 
SW 7.3 ± 1.9 264 0.6 ± 1.8 0.47 1.372 0.1 ± 0.7 -0.1 ± 0.6 -0.3 ± 1.0 0.0 ± 1.2 
SE 8.1 ± 1.9 476 -0.1 ± 1.4 0.45 0.167 -0.2 ± 0.7 -0.8 ± 0.8 -1.0 ± 0.8 -0.6 ± 0.9 
CENT 6.4 ± 2.2 725 -0.1 ± 2.0 0.45 0.272 0.1 ± 0.7 -0.3 ± 0.8 -0.6 ± 0.9 -0.4 ± 1.1 
NW 6.1 ± 2.9 395 0.7 ± 1.6 0.45 1.575 0.6 ± 1.2 -0.2 ± 0.9 -0.5 ± 1.2 0.0 ± 1.3 
NE 6.3 ± 2.4 728 0.4 ± 1.6 0.45 0.849 0.4 ± 0.9 -0.5 ± 0.8 -0.3 ± 1.1 0.1 ± 1.2 W
ind
 Sp
ee
d 
Mean     0.2 ± 1.7   0.2 ± 0.8 -0.4 ± 0.8 -0.5 ± 1.0 -0.2 ± 1.1 
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 OI OAFlux ERA40 NCEP1 NCEP2 
 Buoy Mean ± σ  
# 
Days Δ  ± σ  
Total 
error t-stat Δ  ± σ  Δ  ± σ  Δ  ± σ  Δ  ± σ  
SW 13.0 ± 1.6 264 0.6 ± 0.9 0.29 2.206* 0.4 ± 0.5 0.5 ± 0.6 0.8 ± 0.9 0.4 ± 0.7 
SE 12.8 ± 1.8 476 0.4 ± 0.9 0.29 1.336 0.0 ± 0.5 0.2 ± 0.6 0.2 ± 0.7 -0.2 ± 0.6 
CENT 12.2 ± 2.0 725 0.5 ± 1.2 0.29 1.629 0.1 ± 0.7 0.1 ± 0.8 0.6 ± 0.8 0.4 ± 0.8 
NW 11.7 ± 2.6 395 0.2 ± 0.8 0.28 0.825 0.1 ± 0.5 0.0 ± 0.6 0.6 ± 0.7 0.5 ± 0.7 
NE 10.7 ± 2.4 728 0.5 ± 1.0 0.28 1.635 0.2 ± 0.6 0.2 ± 0.7 0.8 ± 0.7 0.6 ± 0.7 S
pe
cif
ic 
Hu
mi
dit
y 
Mean     0.4 ± 1.0   0.1 ± 0.6 0.2 ± 0.7 0.6 ± 0.7 0.4 ± 0.7 
SW 1017.0 ± 1.8 264 0.6 ± 1.4 0.32 1.901 0.6 ± 1.4 1.0 ± 0.5 0.5 ± 0.4 0.4 ± 0.5 
SE 1015.0 ± 1.6 476 0.4 ± 1.0 0.30 1.195 0.4 ± 1.0 1.0 ± 0.4 0.3 ± 0.4 0.3 ± 0.4 
CENT 1020.0 ± 3.0 725 0.0 ± 2.3 0.31 0.017 0.0 ± 2.3 1.0 ± 0.5 0.3 ± 0.5 0.2 ± 0.6 
NW 1024.0 ± 4.8 395 -0.4 ± 2.0 0.31 1.141 -0.4 ± 2.0 0.6 ± 0.6 -0.3 ± 0.7 -0.4 ± 0.7 
NE 1022.0 ± 5.3 728 0.4 ± 2.3 0.31 1.423 0.4 ± 2.3 1.2 ± 0.7 0.0 ± 0.8 -0.1 ± 0.9 Se
a L
ev
el 
Pr
ess
ur
e 
Mean     0.2 ± 2.0   0.2 ± 2.0 1.0 ± 0.5 0.2 ± 0.6 0.0 ± 0.7 
SW -151.1 ± 41.8 264 -14.2 ± 47.1 17.61 0.803 20.6 ± 20.1 5.6 ± 21.1 -6.4 ± 29.1 -12.4 ± 34.4 
SE -114.4 ± 47.4 476 1.3 ± 43.1 17.12 0.074 11.1 ± 20.4 7.9 ± 20.7 -6.4 ± 25.4 -14.6 ± 26.5 
CENT -120.2 ± 44.3 725 10.2 ± 45.2 16.89 0.606 12.9 ± 22.7 1.2 ± 20.8 7.2 ± 28.2 2.3 ± 31.5 
NW -99.3 ± 59.3 395 -1.2 ± 34.3 16.94 0.072 8.6 ± 22.9 -0.4 ± 22.0 9.2 ± 25.8 1.5 ± 30.0 
NE -110.6 ± 54.9 728 13.7 ± 38.6 16.87 0.811 13.1 ± 22.3 7.5 ± 19.0 8.7 ± 24.4 2.9 ± 28.5 La
ten
t H
ea
t 
Fl
ux
 
Mean     5.3 ± 41.8   12.8 ± 22.0 4.4 ± 20.5 4.0 ± 26.4 -2.3 ± 29.9 
SW -7.4 ± 3.6 264 -7.9 ± 8.9 3.95 2.006* -2.3 ± 4.8 -5.9 ± 5.5 -11.2 ± 10.4 -1.6 ± 7.2 
SE -7.9 ± 5.7 476 -0.2 ± 8.0 3.55 0.059 4.7 ± 5.5 -0.3 ± 4.9 -1.7 ± 7.8 5.5 ± 5.7 
CENT -7.4 ± 5.4 725 -0.5 ± 8.1 3.28 0.165 -1.3 ± 4.3 -4.5 ± 5.0 -4.4 ± 7.5 0.5 ± 6.2 
NW -7.9 ± 9.9 395 -0.1 ± 7.2 3.41 0.024 0.7 ± 6.8 -3.8 ± 7.6 -1.9 ± 9.9 0.8 ± 8.8 
NE -10.1 ± 9.1 728 2.7 ± 7.6 3.37 0.798 0.2 ± 5.1 -2.5 ± 5.6 -4.1 ± 8.4 1.0 ± 6.6 Se
ns
ibl
e H
ea
t 
Fl
ux
 
Mean     -0.3 ± 7.9   0.4 ± 5.2 -3.2 ± 5.7 -4.1 ± 8.5 1.4 ± 6.8 
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6.3.3.3  Coastal Mixing and Optics Experiment (CMO) and Severe Environment 
Surface Mooring (SESMOOR) moorings 
The Severe Environment Surface Mooing (SESMOOR) and Coastal Mixing and 
Optics Experiment (CMO) buoys were located in the Gulf Stream region of the North 
Atlantic. Whilst relatively well sampled, this region has strong spatial gradients and 
short time scales in the surface forcing fields. As a result, in this region we would 
expect the new dataset to have larger sampling errors and perform less well than over 
the Subduction and MLML91 regions shown in the previous two sections. Figure 6-11 
and Figure 6-12 show the mean differences between the buoy observations and the 
different datasets at location of the CMO and SESMOOR buoys respectively. Table 6-7 
summarises these results.  
 
Figure 6-11: As Figure 6-8 but for the CMO mooring. 
At both buoy locations, the air temperature and sea surface temperature are 
overestimated for all of the datasets shown. Large differences can be expected between 
the buoy observations and the gridded datasets which have spatial resolutions that are 
too coarse to capture the large horizontal gradients in temperature (both air and sea) 
seen in this region (e.g. Baumgartner and Anderson 1999). The mean differences for 
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SST in each dataset are larger than the respective air temperature differences, 
suggesting the air-sea temperature difference is also overestimated. Additionally, a 
warm bias in the SST will also lead to the humidity at the air – sea interface being 
overestimated and result in an overestimate of the humidity gradient in the lower 
atmosphere. The impact of this overestimate of the temperature and humidity gradients 
in the lower atmosphere can be seen in the heat flux estimates with the fluxes 
overestimated (i.e. more negative) for each of the products shown compared to the buoy 
estimates. This is true even in the cases where the wind speed is underestimated in the 
different datasets. 
 
Figure 6-12: As Figure 6-8 but for the SESMOOR mooring. 
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Table 6-6: As Table 6-5 but for the MLML91 mooring 
 OI OAFlux ERA40 NCEP1 NCEP2 
 Mean ± σ  
# 
Days Δ  ± σ  
Total 
error t-stat Δ  ± σ  Δ  ± σ  Δ  ± σ  Δ  ± σ  
Air Temperature 10.8 ± 2.1 122 0.2 ± 0.5 0.29 0.654 0.3 ± 0.4 0.5 ± 0.6 0.5 ± 0.4 0.5 ± 0.5 
SST 11.4 ± 2.0 122 -0.3 ± 0.6 0.19 1.499 0.0 ± 0.4 -0.3 ± 0.4 0.3 ± 0.4 0.0 ± 0.5 
Wind Speed 7.6 ± 2.6 122 0.4 ± 1.9 0.47 0.813 -0.2 ± 1.1 -0.3 ± 1.3 -0.7 ± 1.2 0.2 ± 1.4 
Specific 
Humidity 6.8 ± 1.3 122 -0.1 ± 0.6 0.29 0.404 0.1 ± 0.3 0.1 ± 0.4 0.6 ± 0.4 0.2 ± 0.3 
Sea Level 
Pressure 1012.0 ± 10.7 122 -0.4 ± 5.1 0.40 1.092 -0.4 ± 5.1 0.2 ± 1.2 -0.1 ± 1.2 0.0 ± 1.3 
Latent Heat Flux -43.4 ± 28.7 122 1.4 ± 22.5 17.05 0.083 5.5 ± 13.2 2.3 ± 11.8 1.9 ± 13.8 -7.9 ± 19.7 
Sensible Heat 
Flux -7.0 ± 8.0 122 4.0 ± 9.7 3.62 1.107 2.4 ± 5.6 2.3 ± 7.3 0.1 ± 8.4 4.5 ± 7.9 
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Table 6-7: As Table 6-5 but for the SESMOOR and CMO moorings 
 OI OAFlux ERA40 NCEP1 NCEP2 
 Buoy Mean ± σ  
# 
Days Δ  ± σ  
Total 
error t-stat Δ  ± σ  Δ  ± σ  Δ  ± σ  Δ  ± σ  
SESMOOR 4.8 ± 5.3 139 1.2 ± 3.3 0.29 4.239* 1.1 ± 3.3 0.7 ± 4.0 1.7 ± 3.4 1.5 ± 3.5 
CMO 9.2 ± 5.5 317 0.5 ± 1.8 0.29 1.843 0.8 ± 0.8 0.3 ± 1.2 1.2 ± 1.1 1.0 ± 1.2 AT
 
Mean     0.7 ± 2.4   0.9 ± 1.9 0.4 ± 2.4 1.3 ± 2.1 1.2 ± 2.2 
SESMOOR 7.4 ± 5.1 139 1.4 ± 2.6 0.43 3.335* 1.6 ± 2.2 1.8 ± 2.5 2.0 ± 2.1 1.8 ± 2.1 
CMO 9.9 ± 4.3 317 1.0 ± 1.3 0.31 3.145* 0.9 ± 0.8 1.8 ± 0.9 1.6 ± 1.2 1.3 ± 1.1 SS
T 
Mean     1.1 ± 1.8   1.1 ± 1.4 1.8 ± 1.6 1.7 ± 1.5 1.5 ± 1.5 
SESMOOR 9.2 ± 3.3 139 0.9 ± 2.9 0.46 2.079* 0.1 ± 4.0 -0.1 ± 4.5 -1.1 ± 4.1 0.5 ± 4.7 
CMO 7.5 ± 3.0 317 0.6 ± 2.0 0.45 1.294 -0.1 ± 1.3 -0.4 ± 1.6 -0.5 ± 1.7 0.7 ± 2.1 
W
SP
D 
Mean     0.7 ± 2.3   -0.1 ± 2.5 -0.3 ± 2.8 -0.7 ± 2.7 0.6 ± 3.1 
SESMOOR 4.5 ± 1.9 139 0.5 ± 1.4 0.29 1.608 0.2 ± 1.4 0.1 ± 1.8 0.9 ± 1.6 0.6 ± 1.6 
CMO 6.6 ± 3.2 317 0.2 ± 0.9 0.28 0.601 0.0 ± 0.5 -0.1 ± 0.7 0.6 ± 0.6 0.3 ± 0.6 
QA
IR
 
Mean     0.3 ± 1.1   0.1 ± 0.9 0.0 ± 1.1 0.7 ± 1.0 0.4 ± 1.1 
SESMOOR 1015.0 ± 9.4 139 1.5 ± 8.1 0.36 4.298* 1.5 ± 8.1 1.0 ± 10.5 0.2 ± 8.2 0.2 ± 8.2 
CMO 1016.0 ± 8.5 317 0.7 ± 6.6 0.32 2.337* 0.7 ± 6.6 0.6 ± 1.3 0.1 ± 1.1 0.0 ± 1.2 SL
P 
Mean     1.0 ± 7.1   1.0 ± 7.1 0.7 ± 5.9 0.1 ± 4.6 0.1 ± 4.6 
SESMOOR -85.7 ± 95.0 139 -1.9 ± 73.1 18.01 0.104 -2.4 ± 76.8 -18.3 ± 90.1 -31.3 ± 88.8 -52.0 ± 99.0 
CMO -38.5 ± 58.9 317 -10.2 ± 36.2 17.10 0.594 -14.5 ± 19.6 -35.0 ± 33.0 -37.1 ± 43.9 -50.1 ± 49.5 LH
F 
Mean     -7.6 ± 50.6   -10.8 ± 45.6 -29.9 ± 57.1 -35.3 ± 61.4 -50.6 ± 68.8 
SESMOOR -40.3 ± 62.5 139 -2.2 ± 52.3 8.06 0.277 -10.1 ± 56.6 -13.6 ± 73.2 -31.9 ± 78.6 -37.1 ± 86.0 
CMO -11.5 ± 39.2 317 -4.1 ± 26.3 5.33 0.768 -5.3 ± 15.7 -13.2 ± 26.5 -16.4 ± 38.5 -18.9 ± 47.0 SH
F 
Mean     -3.5 ± 36.4   -6.8 ± 34.0 -13.3 ± 46.2 -21.1 ± 54.1 -24.5 ± 61.7 
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6.4 3-Way Error Analysis  
So far, only the values of meteorological parameters and fluxes have been 
compared to other sources. In this section, the uncertainty estimates due to random and 
sampling errors from the OI are compared to estimates of these errors made using a 
series of 3-way error analyses.  
In a 3-way error analysis, the error (or uncertainty) in each dataset can be 
estimated by calculating the variances of the differences between the different datasets 
and by partitioning the variances into contributions from each dataset (e.g. O'Carroll et 
al. 2008). For 3 different datasets, the error variances can be estimated by  
€ 
σ1
2 =
1
2 V12 +V31 −V23( ) + r12σ1σ 2 + r31σ 3σ1 − r23σ 2σ 3( )
σ 2
2 =
1
2 V23 +V12 −V31( ) + r23σ 2σ 3 + r12σ1σ 2 − r31σ 3σ1( )
σ 3
2 =
1
2 V31 +V23 −V12( ) + r31σ 3σ1 + r23σ 2σ 3 − r12σ1σ 2( )
 Eq. 6-1 
where σ12, σ22 and σ32 are the error variances for the three data sets being compared; Vij 
the variance of the differences between the ith and jth datasets; and rij the correlation 
between the errors in the ith and jth datasets.  
In this study, four sets of 3-way error analyses have been performed at each 
buoy location (Table 6-8) with the values from the new dataset and the buoy 
observations used in each analysis. The buoy observations should be independent from 
the other datasets used, allowing the correlation terms in Eq. 6-1 that include the buoy 
data to be dropped as a first approximation. The gridded datasets are likely to contain 
correlations between the errors, either through using the same data or through sampling 
errors since we are comparing point estimates (i.e. the buoy observations) with gridded 
mean values. Discarding the terms that include the buoy correlations (dataset 2) but 
allowing for the correlation between the other two datasets (datasets 1 and 3) Eq. 6-1 
then becomes 
€ 
σ1
2 =
1
2 V12 +V31 −V23( ) + r31σ 3σ1
σ 2
2 =
1
2 V23 +V12 −V31( ) − r31σ 3σ1
σ 3
2 =
1
2 V31 +V23 −V12( ) + r31σ 3σ1
 Eq. 6-2 
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where σ12 is now the error variance for the new dataset; σ22 the error variance for the 
buoy observations; σ32 the error variance in the third dataset being compared; and r31 the 
correlation between the errors in the new dataset and the third dataset being compared. 
The correlation between the errors in the new dataset and the other datasets (i.e. 
r31) is not known. However, Eq. 6-2 can still be used to estimate the range of error 
values for the new dataset. Setting the correlation terms in Eq. 6-2 to zero and finding 
the 3-way error analysis that gives the lowest estimate of σ22 will give the upper limit 
for the buoy errors. This will also give the lower limit for the errors in the new dataset. 
Assuming the buoy errors are zero for the same combination of 3 datasets will then give 
the upper limit for the error analysis. 
Table 6-8: 3-way error analysis performed at each buoy location 
Comparison Dataset 1 Dataset 2 Dataset 3 
1 NOCS Buoy observations OAFlux 
2 NOCS Buoy observations ERA40 
3 NOCS Buoy observations NCEP1 
4 NOCS Buoy observations NCEP2 
Table 6-9 summarises the results of the different 3-way error analyses for each 
buoy location and variable, comparing the error range from the different 3-way error 
analyses with the uncertainty estimates from the new dataset. For a number of cases 
negative error variances have been returned by Eq. 6-2 when the correlation terms have 
been set to zero. This indicates that significant correlations are present between at least 
two of the datasets in the 3-way analysis and that the results may be unreliable. The 
error estimates for these cases have been discarded. 
The uncertainty estimates for the air temperature and SST from the OI dataset 
are larger than or close to the upper limits of the error estimates from the three-way 
error analyses at the buoy locations with low spatial variability (i.e. the Subduction 
buoys and MLML91 mooring), suggesting the uncertainties are being overestimated by 
the OI. For the buoy locations in the Gulf Stream region (SESMOOR and CMO) the 
uncertainty estimates are significantly lower than the estimates from the 3-way analysis 
suggesting that the uncertainties are being underestimated. These results will be 
discussed in further detail in Section 6.6. When the error estimates are compared for 
humidity similar results are seen. The uncertainty estimates for humidity at the majority 
of the buoy locations, including the SESMOOR mooring but excluding the CMO site, 
are equal to or larger than the lower limits from the 3-way error analyses and in several 
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cases larger than the upper limit. This suggests the uncertainties from the OI are either 
the right magnitude or slightly high compared to the 3-way error estimates. Only at the 
location of the CMO mooring do the results suggest an under estimate of the uncertainty 
in the humidity by the OI.  
Table 6-9: Uncertainty estimates from the OI compared to the error estimates 
from the 3-way error analysis of the new dataset, the buoy observations and the 
dataset listed. The error range gives the error estimate from the 3-way analysis 
assuming no correlation between datasets and assuming zero error in the buoy 
observations. 
Variable Buoy OI Uncertainty 3-way Error Range  (min – max) 
SW 0.93 0.35 - 0.40 
SE 0.62 0.50 - 0.57 
CENT 1.12 0.63 - 0.67 
NW 0.51 0.43 - 0.56 
NE 0.62 0.49 - 0.56 
SESMOOR 0.7 1.53 - 3.33 
CMO 0.59 1.68 - 1.84 Ai
r T
em
pe
ra
tu
re
 
MLML91 0.59 0.48 - 0.54 
SW 1.08 0.73 - 0.74 
SE 0.7 0.63 - 0.68 
CENT 1.06 0.59 - 0.66 
NW 0.57 0.47 - 0.62 
NE 0.68 0.63 - 0.69 
SESMOOR 0.84 1.21 - 2.59 
CMO 0.64 1.12 - 1.27 
SS
T 
MLML91 0.61 0.38 - 0.56 
SW 1.26 0.79 - 0.95 
SE 0.76 0.65 - 0.87 
CENT 1.37 0.96 - 1.21 
NW 0.65 0.64 - 0.83 
NE 0.76 0.75 - 0.97 
SESMOOR 0.57 0.58 - 1.37 
CMO 0.57 0.82 - 0.93 Sp
ec
ifi
c H
um
idi
ty 
MLML91 0.59 0.48 - 0.62 
SW 2.02 1.79 - 1.82 
SE 1.21 1.32 - 1.42 
CENT 2.11 1.99 - 2.02 
NW 1.08 1.50 - 1.60 
NE 1.27 1.63 - 1.65 
SESMOOR 1.07 0.50 - 2.86 
CMO 0.93 1.96 - 1.99 W
ind
 Sp
ee
d 
MLML91 1.36 1.90 - 1.90 
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Variable Buoy OI Uncertainty 3-way Error Range  (min – max) 
SW 1.84 1.39 - 1.43 
SE 1.08 0.98 - 0.98 
CENT 2.38 2.28 - 2.32 
NW 1.41 1.97 - 1.99 
NE 1.68 2.31 - 2.31 
SESMOOR 2.09 3.67 - 8.10 
CMO 1.59 N/A Se
a L
ev
el 
Pr
ess
ur
e 
MLML91 2.69 N/A 
SW 52.48 43.98 - 47.14 
SE 27.66 39.34 - 43.04 
CENT 46.23 40.13 - 45.22 
NW 22.48 28.95 - 34.25 
NE 25.75 33.10 - 38.64 
SESMOOR 24.95 28.90 - 73.07 
CMO 18.43 33.82 - 36.18 La
ten
t H
ea
t F
lux
 
MLML91 19.28 22.34 - 22.47 
SW 15.6 8.34 - 8.94 
SE 9.73 7.88 - 7.95 
CENT 13.51 N/A 
NW 7.12 7.12 - 7.23 
NE 8.35 7.31 - 7.58 
SESMOOR 16.53 26.69 - 52.32 
CMO 9.79 N/A Se
ns
ibl
e H
ea
t F
lux
 
MLML91 8.36 8.02 - 9.69 
In contrast to the other basic variables, the uncertainty estimates for the sea level 
pressure and wind speed from the OI are significantly smaller than the estimates from 
the 3-way error analysis at the majority of the locations.  The uncertainties are of a 
similar size or larger than the estimates from the 3-way error analyses only at the two 
Southern Subduction buoys and at the Central Subduction buoys. This suggests the 
uncertainty in these fields is underestimated in the OI. Additionally, at the location of 
the CMO and MLML91 moorings negative error variances are returned for the sea level 
pressure when the correlation terms are discarded, suggesting there may be significant 
error correlations between two or more of the datasets and that the results of the 3-way 
error analyses may be unreliable at these locations.  
It should be noted that whilst the results for sea level pressure and wind speed 
have been included there may be serious problems with this analysis. Significant error 
correlations between the gridded datasets are likely to exist due to the assimilation of 
VOS wind speed and pressure observations into the reanalyses, which are then used in 
the OAFlux product. As a result we’d expect the correlation terms in Eq. 6-2 to be 
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significant. However, these are set to zero and this will lead to an underestimate of the 
error variances in the gridded datasets (σ12 and σ32) and an overestimate of the error 
variances for the buoy observations (σ22). This can be seen by negative variances being 
returned for sea level pressure error estimates at the CMO and MLML91 mooring sites 
when the correlation terms are discarded. Even in the cases where positive error 
variances are returned there may be a serious underestimation of the errors in the 
gridded datasets and an overestimate for the buoy. Whilst the results for pressure and 
wind speed may be unreliable they have been included for completeness. 
When the two different uncertainty estimates for latent heat flux are compared 
similar results to the wind speed comparisons are seen. For example, the uncertainties 
from the new dataset are larger at the location of the South West and Central 
Subduction buoys and lower at the other locations compared to the estimates from the 
3-way error analyses. The uncertainty estimates in the latent heat flux from the new 
dataset are based on the uncertainty estimates in the basic variables and calculated using 
propagation of errors. The results shown above for wind speed and humidity suggest 
that the uncertainty estimates for humidity are either the right magnitude or slightly high 
whilst the wind speed uncertainties are underestimated. Hence, these results suggest that 
any under or overestimation is primarily controlled by the over and underestimation of 
the errors in the wind speed. Improving the wind speed estimates should in turn 
improve the latent heat flux uncertainty estimates. In contrast to the latent heat flux, the 
uncertainty estimates for the sensible heat flux are generally similar or larger in the 
output of the OI compared to the 3-way error analyses except at the location of the 
SESMOOR mooring. These results suggest the uncertainty estimates are dominated by 
the uncertainties in the air and sea surface temperatures, which appear to have been 
overestimated. 
Overall, these results suggest the uncertainty estimates for the air and sea surface 
temperatures from the OI are overestimating the uncertainty due to random and 
sampling errors over the majority of the ocean and underestimating the errors over the 
Gulf Stream region. Similar results were shown for the humidity but with a smaller 
overestimation of the errors. The comparisons for wind speed and pressure are less 
conclusive due to problems with the comparisons. However, the results suggest there 
may be an underestimation of the uncertainties in wind speed and pressure.  
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6.5 Cross Validation 
In this section an alternative approach to validating the uncertainty estimates is 
used. The observations used as input to the OI are sub-sampled and the OI re-run to 
produce different estimates of the error variances and daily fields. The OI has been run 
10 times for the first five years (1970 – 1974) with 50 % of the observations randomly 
discarded each run. On average, we may expect 50 % of the observations used in any 
two runs to be the same and the expected correlation between data in the runs is 0.5. 
This will reduce the standard deviation across the ensemble by 
€ 
0.5  (i.e. 
€ 
(1− r) ) in 
well sampled regions. Correcting for this, by multiplying the standard deviation by 
€ 
2 , 
the standard deviation across the ensemble of runs can be used as an alternate measure 
of the uncertainty in the daily fields in data rich regions. 
In poorly sampled regions, the daily analysis fields from the OI will be strongly 
influenced by the first guess field. As a result, in these regions, the daily analysis values 
will be strongly correlated with each other across the ensemble of runs and the standard 
deviation will give a poor estimate of the uncertainty in the daily values. Hence, grid 
cells that are poorly sampled, indicated by a sum of weights in the OI of less than 0.5, 
have been discarded from this analysis. As a sensitivity test, ensembles for each variable 
have also been run excluding 70 % of data (r = 0.3), with the standard deviations 
corrected to account for the correlation between data (multiplying by 
€ 
0.7−1 2) and the 
results compared to the runs excluding 50 % of the data. These results will be discussed 
in this section. 
Figure 6-13 shows the ratio of the corrected ensemble standard deviation of the 
daily air temperature values to the mean daily uncertainty estimate averaged bimonthly 
for 1974. Regions where the ratio is greater than one indicate an underestimate of the 
uncertainty by the OI. In regions where the ratio is significantly less than one the output 
from the OI is likely to be overestimating the uncertainty. In regions with ratios less 
than but close to one the conclusions are less clear. This is due to the correlation 
between the different runs.  
Excluding the western boundary current and North Atlantic storm track regions, 
the ratios shown in Figure 6-13 are significantly less than 1 suggesting an overestimate 
of the uncertainty by the OI. Over the western boundary current and North Atlantic 
storm track the ratio typically varies between 1 and 2 and peaks at over 2 where the 
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Labrador and North Atlantic Currents meet. This suggests that the OI underestimates 
the uncertainty in these regions. During the late northern spring and summer months 
there is a slight reduction in the region of underestimation, reaching a minimum area in 
June and July before increasing again in the autumn and winter months. Similar results 
are seen for the SST (Figure 6-14) and the other 4 years (not shown). When 70 % of the 
data are excluded similar results are also seen. 
 
Figure 6-13: Ratio of the corrected standard deviation of the daily air temperature 
values across the ensemble of OI runs to the mean daily uncertainty estimate 
averaged for the two month periods shown.  Values greater than 1 indicate an 
underestimate of the uncertainty by the OI whilst values less than 1 indicate an 
overestimate. The ‘1’ contour is in bold. 
 When the ratio of the two different error estimates is calculated for humidity 
(Figure 6-15) similar results are seen but with a smaller area where the OI 
underestimates the uncertainty. For humidity, the region of underestimation is restricted 
to the coastal regions of the Gulf Stream and to where the North Atlantic and Labrador 
Currents meet. Similar results are seen for the other years and excluding 70 % of the 
data only has a relatively small impact. This suggests these results are relatively stable 
and that the uncertainty in the humidity is being overestimated by the OI in the majority 
of regions. 
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Figure 6-16 shows the ratio of the corrected ensemble standard deviation of the 
daily values to the mean uncertainty estimates for sea level pressure. Compared to SST 
and air temperature, the region of underestimation of the uncertainty by the OI is larger. 
During the more variable northern winter months the region of underestimation covers 
the majority of the North Atlantic north of approximately 35°N. This region of 
underestimation decreases throughout the year, reaching a minimum during the summer 
before increasing again towards the autumn and winter months. South of 35°N, the 
ratios are less than 1 throughout the year suggesting an overestimation of the 
uncertainty by the OI. Similar results are also seen for wind speed (Figure 6-17) but 
with a slightly smaller area of underestimation. During the northern summer this region 
of underestimation almost disappears. As with the other variables, when 70 % of the 
data are excluded for wind speed and SLP similar results are seen, suggesting the results 
presented in this section are relatively stable. 
 
Figure 6-14: As Figure 6-13 but for sea surface temperature 
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Figure 6-15: As Figure 6-13 but for specific humidity 
 
Figure 6-16: As Figure 6-13 but for sea level pressure. 
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Figure 6-17: As Figure 6-13 but for wind speed 
6.6 Discussion  
6.6.1 Comparisons of mean differences  
A comparison of the daily OI values to the original VOS observations and to 
independent buoy observations has been made. The comparison to the original data 
showed the OI to be unbiased compared to the input data and also highlighted the 
impact of random errors. The OI truncates the error distributions at either extreme and 
its implicit smoothing also reduces the extremes; this leads to offsets that need to be 
taken into account when interpreting the results. It should be noted that this comparison 
is not independent as the same observations are used in both the comparison and the OI. 
To validate the OI fields, the buoy observations from the WHOI UOP data 
archive have been used as an independent source for comparison. Generally, the 
estimates from the new dataset were shown to be unbiased with respect to the buoy 
observations, with the mean differences within the total accuracy estimates of the two 
datasets. The air temperature and humidity bias corrections were found to improve the 
comparisons, giving further confidence in the corrections. As noted in Chapter 5, the air 
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temperature correction could potentially over correct the air temperature observations 
during the daytime. There is no evidence of this in the results shown.  
In contrast to the air temperature and humidity bias adjustments, the bias 
adjustments made to the visual wind speed estimates typically increase the mean 
differences between the OI and the buoy data. This increase is due to the adjustment 
made to account for systematic biases in the WMO1100 scale following Lindau (1995). 
This adjustment has been designed to bring the visual estimates into agreement with 
height adjusted anemometer measurements by increasing low to moderate visual wind 
speed estimates (< 12 ms-1) and decreasing higher wind speed estimates. Indeed at 6 of 
the 8 buoy locations examined in Section 6.3 comparisons of VOS visual and 
anemometer wind speeds show improved agreement between visual and anemometer 
mean wind speeds following application of the Lindau (1995) adjustment. At the buoy 
locations average winds speeds are all less than 10 ms-1, and the adjustment of Lindau 
(1995) therefore increases the mean. As the height adjusted anemometer winds speeds 
are typically greater than those measured by the buoys, the change in the visual winds 
acts to worsen agreement of the OI wind speed with the buoy measurements. This result 
is consistent with Thomas et al. (2005) who reported adjusted VOS wind observations 
to be typically order 6% higher than observations from an operational moored buoy. 
This further highlights the requirement for further research on marine winds. 
Whilst the fields were generally shown to be unbiased, there were some notable 
differences between the OI and the buoy data. The humidity estimates from the OI were 
found to be generally higher than the buoy measurements, confirming the results of 
previous authors (e.g. Kent et al. 1993b).  However, these differences were still within 
the combined uncertainty range of the buoy observations and the new datasets. For 
example, the accuracy of the new dataset, ignoring random and sampling errors, and the 
accuracy of the buoy observations have both been estimated at 0.2 g Kg-1, giving a total 
error estimate of 0.28 g Kg-1 when combined. Given the large number of daily values 
the critical t value for a two tailed Students t-test approaches 2.25 for the 95% 
confidence interval. As a result, only absolute mean differences greater than 0.63 g Kg-1 
are significantly different from zero, suggesting the results are within the combined 
accuracy of the two datasets.  
In addition to the small moist bias in the new dataset, large mean differences 
were found over the Gulf Stream region for the temperature variables due to large 
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interpolation errors and the inadequate resolution of the new dataset to capture the high 
spatial gradients in this region. It may be possible to increase the resolution of the OI of 
the VOS observations in this region since it is relatively well sampled. However, further 
work is required to characterise the spatial and temporal variability of the fields and 
error estimates in this region (see next Section). 
A number of additional gridded datasets (OAFlux, ERA40, NCEP1 and NCEP2) 
were also compared to the buoy observations. Comparable results were generally seen 
across the different datasets, with generally small mean differences at the different buoy 
locations. These datasets also performed poorly over the Gulf Stream region, with 
similar interpolation errors in the temperature estimates at the location of the CMO and 
SESMOOR buoys. Additionally, the estimates of the wind speed from the NCEP1 and 
ERA40 reanalysis models were generally lower than the buoy estimates suggesting an 
underestimate by these models. This generally supports the conclusions of previous 
authors in comparisons of the reanalysis wind speeds with VOS observations (Thomas 
et al. 2008) and research vessel observations (Smith et al. 2001). 
6.6.2 Comparisons of error estimates  
Two different methods have been used to examine the random and sampling 
uncertainty estimates in the new dataset. The first makes use of a series of 3-way error 
analyses, estimating the errors in the new dataset, buoy observations and the third 
comparison dataset used (either OAFlux, ERA40, NCEP1 and NCEP2). The results 
generally show the error estimates in the new dataset to be high compared to the error 
estimates from the 3-way analyses with the exception of observations over the Gulf 
Stream region. Over the Gulf Stream region the error estimates tended to be 
underestimated by the OI. The second method sub-sampled the VOS observations and 
re-ran the OI a number of times. The standard deviation of the daily values from the 
ensemble, corrected to account for the correlation between runs, was then used as an 
alternative estimate of the uncertainty and compared to the mean uncertainty estimates 
from the OI. The results were generally consistent with the 3-way error analyses, with 
the uncertainty typically overestimated by the OI over the majority of the oceans and 
underestimated over the Gulf Stream region (and North Atlantic Storm track for wind 
speed and pressure).   
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The general agreement between the two comparisons (i.e. the uncertainties are 
under- or overestimated by the OI in similar regions) gives confidence in the results and 
suggests that the OI is generally over estimating the uncertainty outside regions of high 
variability and underestimating in the more variable regions. This over- and 
underestimation is due to the choice of time and space scales used in the OI. For 
example, the choice of 3 days (Section 4.6) for the time scales over the Gulf Stream 
region is likely to be too long and will result in the uncertainty in the first guess due to 
sampling errors being underestimated. In low variability regions the uncertainty due to 
sampling errors is likely will be overestimated. Improving the space and time scales 
used should therefore improve the uncertainty estimates and is discussed further in 
Chapter 8.4. 
6.7 Summary 
In this Chapter a quantitative assessment of the daily fields and uncertainty 
estimates from the OI has been made together with an assessment of the fluxes. The 
daily fields from the interpolation have been shown to be unbiased with respect to the 
input data, with negligible mean differences and RMS errors similar in magnitude to the 
random errors in individual VOS observations. A comparison of the daily fields and 
flux estimates from the new dataset to independent buoy observations has shown the 
basic variables and fluxes not to be significantly biased compared to the buoy 
observations. Small mean differences were found between the buoy observations and 
the estimates from the new dataset. These were generally within the combined accuracy 
of the two datasets. The impact of the bias adjustments has been shown, for both the air 
temperature and humidity variables and also the fluxes, with the adjustments bringing 
the new dataset and buoy observations into better agreement. For comparison, mean 
differences between the buoy observations and a number of similar gridded datasets 
(OAFlux, ERA40, NCEP1 and NCEP2) were also calculated and similar sized 
differences found. 
The assessment of the uncertainty estimates from the OI used two different 
methods, comparing the results to a 3-way error analysis and performing a series of 
cross validation experiments, with similar results. The estimates of the random and 
sampling uncertainty in the meteorological parameters from the OI tend to be too low in 
regions of high variability, such as the Gulf Stream, and too high in regions of lower 
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variability. This over- and underestimation of the uncertainty in the basic variables also 
leads to an over- and underestimation of the uncertainty in the fluxes in the low and 
high variability regions respectively. Refining the temporal and spatial scales used in 
the OI will improve the error estimates. 
 Overall, the results presented in this Chapter give confidence in the new dataset. 
The OI does not give biased results compared to the input data and does not increase the 
random noise in the gridded fields. When compared to independent buoy measurements, 
with a few exceptions, the fields are unbiased. In the locations where biases are reported 
these are generally due to interpolation errors and similar results are seen in comparator 
datasets. The adjustments applied to the observations have been shown to increase the 
agreement between the new dataset and the buoy observations for air temperature and 
humidity, giving confidence that the adjustments have improved the dataset, both in 
terms of bias and random errors. When the uncertainty estimates from the OI are 
compared to estimates made using a series of 3-way error analyses and a series of cross 
validation experiments they are found to be generally of the right magnitude. 
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7 Monthly means, variability and trends 
7.1 Introduction 
The OI used to grid the observations and the adjustments applied will have an 
impact on both the variability and the trends observed in the new dataset (e.g. Sterl 
2001). The aim of this section is to demonstrate that the methods used have improved 
the quality of the monthly mean estimates, both of the basic meteorological variables 
and of the fluxes, and hence the trends and variability within the dataset. It is expected 
that the careful consideration of data uncertainty and bias used in the construction of the 
new dataset will lead to improved dataset characteristics. Spurious trends should be 
reduced and noise suppressed whilst the real variability is maintained. This will be 
tested, assessing the improvements relative to a simple dataset based on the arithmetic 
mean of the observations used in the OI (calculated on a 1 degree grid) and to an 
extended version (1980 – 2002) of the first SOC climatology (Josey et al. 1999). In this 
Chapter the dataset based on the monthly arithmetic mean will be referred to as the 
gridded data. 
7.2 Variability 
7.2.1 Comparison with the gridded dataset 
The first comparison in this Section examines whether the variability in the new 
dataset is more realistic than that in the gridded data by comparing the intermonth 
variability, defined as the standard deviation across calendar months. Figure 7-1 shows 
the average ratio of the variability from the new dataset to that from the gridded data 
using only grid cells with monthly mean values in both datasets. Similar results are also 
seen for the individual calendar months (not shown). In the poorly sampled regions the 
contribution by random errors (i.e. noise) to the variability in the gridded data is largest 
due to the low number of observations and the variability is therefore overestimated. In 
well-sampled regions the contribution to the variability by random errors will be small. 
As a result, the OI has the largest impact on the variability in the poorly sampled 
regions, with a larger reduction in random errors, and hence variability, in these regions. 
This can be clearly seen in Figure 7-1 with the smallest ratios (i.e. largest reduction in 
variability) in poorly sampled regions and ratios approaching unity over the relatively 
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well-sampled shipping lanes for air temperature, humidity and SST. The ratios for 
fluxes are smaller, i.e. the variability is less in the new dataset, due to the combined 
impact of reducing the random errors in the other variables. 
Whilst the variability is reduced in the new dataset compared to the gridded data 
this could be due to a loss of part of the true variability by excessive smoothing in the 
interpolation process. To test this, the correlation between sea surface temperature and 
air temperature has been examined. If the decrease in variability seen in the new dataset 
is due to smoothing we would expect to see an increase in the correlation everywhere 
relative to the 1° gridded dataset, including in those regions where the variability is high 
and the correlation known to be smaller. If only the noise is being reduced we would 
also expect to see an increase in the correlation. However, we would expect this 
increase to be much less in high variability regions. 
Figure 7-2 shows the correlation between the SST and air temperature anomalies 
for the new dataset. The correlation is also shown for the 1 ° gridded data, unsmoothed 
and smoothed over 2° and 5° using a two dimensional running mean filter. The impact 
of the smoothing on the correlation in the gridded data can clearly be seen, with the 
correlation increasing as the scales are increased over all regions. This includes the Gulf 
Stream region where we know the variability to be higher and the correlation lower.  In 
the new dataset the correlation is also increased compared to the 1° gridded data and 
similar in magnitude to that seen the data smoothed on a 2° scale over the majority of 
the Atlantic. However, in the Gulf Stream region the increase is much less, suggesting 
the decrease in variability seen in the new dataset is not due to an excessive smoothing 
by the OI. 
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Figure 7-1: Ratio of intermonth variability from the new dataset to the variability 
from the gridded data averaged over the calendar months for 1970 – 2006. 
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Figure 7-2: Correlation between air temperature and SST anomalies from the 
gridded data, smoothed on a number of different scales, and NOCS 2.0. 
7.2.2 Comparison with the SOC Climatology 
The second comparison in this section compares the variability in the new 
dataset to that in the SOC climatology. Figure 7-3 shows the average ratio of the 
intermonth variability from the new dataset to that from the SOC climatology. The 
ratios for wind speed, air temperature and humidity are typically smaller than one over 
the Atlantic, indicating the variability is smaller in the new dataset for these variables. 
For wind speed and humidity the impact is greatest in poorly sampled regions and 
smallest over the shipping lanes, similar to the comparisons of the new dataset to 
gridded data. For air temperature the difference between regions is less clear. Instead 
the variability in the tropics is much lower in the new dataset compared to the SOC 
climatology. This lower variability is due to erroneous air temperature values in the 
SOC climatology, causing the variability estimates from the SOC climatology to be 
overestimated. This will be demonstrated later. 
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Figure 7-3: Ratio of intermonth variability from the new dataset to the variability 
from the SOC climatology averaged over the calendar months. The contour line 
indicates a ratio of 1. 
The variability in the new dataset is also lower for the SST and fluxes compared 
to that in the SOC climatology in the poorly sampled regions. However, in contrast to 
the other variables, the variability is higher in a number of regions in the new dataset. 
Over the Gulf Stream and North Sea regions the intermonth variability for SST is higher 
in the new dataset. Additionally, the variability is slightly higher in the shipping lanes 
between Europe and Africa and South America. The impact of this higher variability in 
SST is seen in the variability of the sensible heat flux, and to a lesser degree, the latent 
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heat flux. This lower variability in the SOC climatology is due to the successive 
correction used by Josey et al. (1999) and that has been previously shown to artificially 
reduce the observed variability in high variability but well sampled regions (e.g. Kent et 
al. 2000). 
 
 
Figure 7-4: Comparison of intermonth variability of the basic variables between 
the NOCS 2.0 and the SOC Climatology. Results are for the Atlantic (40S – 70N, 
100W – 30E) and the period 1980 – 2005. Well-sampled regions are shown in 
green, poorly sampled regions in red and intermediate regions in black. The blue 
line indicates a one to one relationship (equality). 
In order to show the impact of the sampling on the variability comparisons 
Figure 7-4 shows a scatter plot of the intermonth variability estimates from the new 
dataset plotted against those from the SOC climatology for each grid cell and calendar 
month. Well sampled regions have been selected based on the grid cells with mean 
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uncertainty values in the lower quartile of all grid cells. Similarly, poorly sampled 
regions have been selected using grid cells with mean uncertainty estimates in the upper 
quartile. The impact of the sampling is clear in these plots, with the poorly sampled 
regions typically having higher variability in the SOC climatology. In contrast, the 
variability estimates in well sampled regions are more similar between the two datasets 
and scattered along the line of equality. 
The higher variability in the SST from the new dataset over the Gulf Stream 
seen in Figure 7-3 can also be seen in this figure, with higher variability estimates from 
the new dataset in the well sampled regions. For both air temperature and humidity 
there are a significant number of points in well sampled regions where the variability in 
the SOC climatology is much higher than that seen in the new dataset. This is caused by 
outliers in the SOC climatology skewing the variability estimates, an example of which 
is shown in Figure 7-5. These outliers are thought to be caused by problems with the 
height corrected data under low wind speed conditions in the SOC climatology before 
gridding (Elizabeth Kent, pers. comm.). Whilst the same process is used in the SOC 
climatology to calculate the height corrected wind speed and fluxes no evidence for 
similar outliers in these variables could be found. 
 
Figure 7-5: Time series of air temperature estimates at 27.5 N 54.5 W from the 
SOC climatology (black) and NOCS 2.0 (red). 
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7.2.3 Geophysical Consistency 
The final test examining the variability in the new dataset examines the 
geophysical consistency, in this study defined as the correlation between the total 
turbulent heat flux (latent + sensible heat flux) and the SST tendency (i.e. 
€ 
dSST dT ) 
(e.g. Cayan 1992). Other authors have used the correlation between the latent heat flux 
and SST tendency (e.g. Sterl, 2001) as a measure of the geophysical consistency.  A 
strong correlation between the total turbulent heat flux and the SST tendency has been 
previously shown by Cayan (1992) for the North Atlantic and, as noted by Sterl (2001), 
it is reasonable to expect the same relationship to hold for the South Atlantic, with 
stronger fluxes leading to a cooling of the SST. 
 
Figure 7-6: Correlation between the surface turbulent heat flux (latent + sensible) 
and the SST tendency from the: gridded data (top left); SOC climatology (top 
right); and new dataset (NOCS 2.0, bottom left). The correlations have been 
calculated over the period 1980 to 2002. 
Figure 7-6 shows the correlation between the heat fluxes and the SST tendency 
estimated from: the gridded data, the SOC climatology, and the new dataset. The 
improvements in the geophysical consistency in the new dataset are clear, with an 
increase in correlation over most regions compared to both the SOC climatology and the 
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gridded data. Regions where we would expect the correlation to be lower, such as 
upwelling zones and the Gulf Stream, are clearly visible. This gives confidence that the 
increased correlation is not due to a smoothing of the data. However, whilst the 
correlation is increased in the new dataset, the correlation in the South Atlantic is still 
thought to be too low, especially south of 20 S and close to the South American coast. 
Improving the estimates of the correlation between first guess errors (see Chapter 4.9) 
should help to improve the consistency in this region. The spatial variability in this 
region is relatively low, and as a result, the correlation between first guess errors is 
likely to be underestimated through the use of the 300 km length scales in the OI. 
Increasing the length scales would increase the error correlations and the amount of data 
used from nearby locations.  
7.3 Trends and Impact of Adjustments 
7.3.1 Introduction 
Chapter 4 described the adjustments applied to the individual VOS observations 
to take into account biases, changing observing practices and measurement height. A 
review of the adjustments in the context of their impact on the trends is given in this 
section. 
Air Temperature 
 Both a bias adjustment and a height adjustment have been applied to the VOS 
observations to account for radiative heating errors during the daytime and the changing 
observing height respectively. The coefficients used in the adjustment for daytime 
heating errors have been fitted for each year (Appendix C), allowing them to vary 
systematically with time. As a result the adjustment may also vary systematically with 
time through changes in instrument exposure (e.g. Berry and Kent 2005) or changing 
environmental conditions, such as increasing or decreasing cloud cover. In addition to a 
bias adjustment that may vary in time, the height adjustment is known to vary 
systematically due to the increase in observing height. This increase in observing 
height, about 7 m over 1970 – 2006, would lead to an increase in the required 
adjustment of approximately 0.02 °C decade-1 based on the adiabatic lapse rate. The 
actual increase will depend on the stability dependent height correction being applied.  
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Specific Humidity 
Two sets of adjustments have been applied to the humidity observations to 
account for biases in screen observations and the changing observing height. The impact 
of the bias adjustment depends on the proportion of observations made using screens 
compared to other methods. There are only small changes to this proportion over the 
period of the new dataset and as a result the impact of the bias adjustment is not 
expected to vary systematically in time and should not affect the trend estimate. The 
height adjustment, as with the air temperature height adjustment, will vary 
systematically with time and is expected to increase the observed trend in specific 
humidity over time. 
Wind Speed 
Several different adjustments have been applied to the wind speed observations. 
Two different adjustments have been applied to the visual winds, the first to take into 
account biases in the Beaufort Equivalent Scale (BES) used to report the visual 
estimates and the second to correct for the increasing influence of anemometers on the 
visual measurements. Both of these systematically change with time. In a previous 
study, Thomas et al. (2008) showed the adjustment made to account for the biases in the 
BES to reduce the trend by 0.02 ms-1 decade-1 over the period 1982 – 2002. The second 
adjustment to the visual winds is expected to have a larger impact, reducing the trends 
by order 0.1 ms-1 decade-1 over 1970 - 2006. This is based on a 5 % reduction being 
applied to the wind speeds incrementally over a 15 year period, ranging from 0 % in 
1985 to 5 % in 2000, and a mean wind speed of around 8 ms-1. The height adjustment to 
the anemometer winds is also expected to have a significant impact, with Thomas et al. 
(2008) reporting a reduction in trend of 0.12 ms-1 decade-1over the period 1982 – 2002 
for height corrected anemometer wind speed measurements.  
7.3.2 Trend Estimation 
Time series of the meteorological variables and fluxes over the oceans contain 
low and high frequency variability together with long term trends. The low frequency 
variability, such as that due to the North Atlantic Oscillation (NAO), will lead to 
autocorrelated errors when estimating linear trends in the time series. If ordinary least 
squares (OLS) regression is used to estimate the trends, the autocorrelation will cause 
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the degrees of freedom to be overestimated and the uncertainty in the fitted coefficients 
to be underestimated. In order to account for any autocorrelation in the time series, and 
to produce unbiased estimates of the confidence intervals, linear trends have been fitted 
to the time series’ using the Cochrane-Orcutt (CO) procedure (e.g. Thejll and Schmith 
2005). It should be noted that other methods, such as the Restricted Maximum 
Likelihood (REML) method (e.g. Rayner et al. 2003), are available for taking the 
autocorrelation into account. The CO procedure has been chosen due to the ease with 
which it can be implemented. 
In the CO procedure the errors terms in the regression are assumed to be well 
represented by a first order autoregressive process (AR1), i.e. 
€ 
Yt = β0 + β1Xt + εt  Eq. 7-1 
€ 
εt = ρac1εt−1 + ut  Eq. 7-2 
where Yt and Xt are the dependent (i.e. anomaly time series) and independent (time) 
variables respectively at time t; β0 and β1 the intercept and slope regression coefficients; 
εt the error term (or residual) from the regression; ρac1 the lag 1 autocorrelation in the 
error terms; and ut an independent normally distributed error.  The autocorrelation in the 
error terms is removed by transforming the dependent and independent variables using 
€ 
Xt′ = Xt − ρac1Xt−1 Eq. 7-3 
€ 
Yt′ =Yt − ρac1Yt−1 Eq. 7-4 
where 
€ 
Xt′ and 
€ 
Yt′ are the transformed variables. An OLS regression is then performed 
using the transformed variables, i.e. 
€ 
Yt′ = β0′ + β1′Xt′ + ut  Eq. 7-5 
The untransformed regression coefficients and their uncertainties (i.e. standard 
deviations) are then given by 
€ 
β0 =
β0′
1− ρac1
 Eq. 7-6 
€ 
β1 = β1′ Eq. 7-7 
€ 
s β0{ } =
s{β0′}
1− ρac1
 Eq. 7-8 
€ 
s β1{ } = s{β1′}  Eq. 7-9 
where s{β0’} and s{β1’} are the standard deviations of the OLS coefficients from Eq. 
7-5. It should be noted that the uncertainties in the regression coefficients are only due 
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to regression model errors and do not take into account any uncertainty due to changing 
observing practices or sampling. 
 
Figure 7-7: Results of fit of linear model to air temperature anomalies using an 
OLS regression (black) and the CO procedure (red). Shown are:  time series of the 
air temperature anomalies (green) and linear models estimated using OLS (black) 
and the CO procedure (red) (top left); time series of the error terms (ε t and ut for 
the OLS and CO respectively) from the two regressions (middle left); auto-
correlation function for the error terms (bottom left); standardized relative 
histogram of the errors (top right); and quantile – quantile plot for the 
standardized errors (sample quantiles) vs quantiles from the normal distribution 
(theoretical quantiles) (bottom right). w is the Shapiro-Wilk test statistic. 
As an example of the process Figure 7-7 shows the results of fitting a linear 
trend model using OLS (black) and the CO procedure (red) to air temperature anomalies 
averaged over the Atlantic. Both methods of fitting the linear trend model produce 
similar results in terms of trend estimates, with little or no difference between the 
models (top left). However, whilst the models are similar there are significant 
differences in the error terms with the terms from the OLS containing significant auto-
correlation (middle and bottom left plots), leading to an underestimate of the uncertainty 
in the fitted parameters. In contrast, the errors terms from the CO procedure contain no 
significant auto-correlation at the 95% significance level based on the Durbin-Watson 
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test. For comparison, the estimated decadal trends (± 1 standard deviation) from the two 
methods are 0.162 (± 0.008) °C decade-1 and 0.165 (± 0.021) °C decade-1 for the OLS 
and CO procedures respectively. For completeness, both sets of error terms have been 
tested for normality (right hand panels) using a Shapiro-Wilk’s test. The null hypothesis 
(i.e. normally distributed errors) is accepted for both sets of error terms at the 95% 
significance level. 
7.3.3 Impact of Height and Bias Adjustments 
Trends have been estimated from monthly mean anomalies for each of the 
variables averaged over the Atlantic (40S – 70N, 100W – 30E) with (adjusted) and 
without (unadjusted) the height and bias adjustments applied. Only regions that are well 
sampled have been used in the calculation of the anomalies to restrict the impact of 
random errors on the comparisons, selecting only regions where the mean uncertainty is 
smaller than the mean daily standard deviation. A linear trend model has then been 
fitted through the averaged anomalies using the CO procedure.  
Anomalies and trend models are shown in Figure 7-8 for both the adjusted 
(black) and unadjusted datasets (red) and are summarised in Table 7-1. For comparison 
the trend in unadjusted SST is also listed. The trends in the air temperature and 
humidity are increased slightly by the adjustments as expected, however these are 
within the 95% confidence intervals, suggesting the differences are not significant and 
that the impact of the adjustments cannot be detected reliably. In order to reduce the 
uncertainty and improve the detection of the adjustments the analysis has been repeated 
on differences in the air temperature and humidity between the adjusted and unadjusted 
dataset. Similar results are seen, with trends in the differences between the adjusted and 
unadjusted datasets of 0.011 ± 0.017 g Kg-1 and 0.012 ± 0.012 °C decade-1 for humidity 
and air temperature respectively. Similar results are also seen for the air – sea 
temperature and humidity differences, with only small differences in the trend estimates 
between the adjusted and unadjusted datasets. Overall, these results suggest that it is 
difficult to detect the impact of the adjustments on the trend estimates for air 
temperature and humidity and also on the air – sea gradients above the background of 
natural variability. Conversely, these results also suggest that it would be difficult to 
detect the impact of the increasing observing heights on unadjusted data without longer 
time series and lower uncertainties in the trend estimates. 
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Table 7-1: Estimated trends for the different variables, air – sea gradients and 
fluxes before and after adjustment. The uncertainties shown are the 95 % 
confidence interval for the trend estimates (±1.96 σ). Negative trends in the air – 
sea gradients and fluxes indicate an increase in the magnitude of the trends. For 
comparison, the trends from the first SOC climatology (1980 – 2002) are listed 
together with the trends from the new adjusted dataset over the same period. The 
values in italics are adversely affected by large outliers in the SOC climatology. 
NOCS 2.0 Variable Unadjusted Adjusted Adjusted 
SOC 
 
 1970 - 2006 1970 – 2006 1980 - 2002 1980 – 2002 
Air temperature 
(°C decade-1) 0.15 ± 0.04 0.16 ± 0.04 0.13 ± 0.09 0.24 ± 0.09 
Sea surface temperature 
(°C decade-1) 0.18 ± 0.05 N/A 0.19 ± 0.10 0.21 ± 0.09 
Specific humidity 
(g Kg-1 decade-1) 0.12 ± 0.04 0.13 ± 0.03 0.16 ± 0.08 0.26 ± 0.07 
Wind speed 
(m s-1 decade-1) 0.31 ± 0.02 0.15 ± 0.02 0.16 ± 0.03 0.28 ± 0.03 
Air – sea temperature 
difference 
(°C decade-1) 
-0.02 ± 0.01 -0.01 ± 0.02 -0.05 ± 0.03 0.05 ± 0.02 
Air – sea humidity 
difference 
(g Kg-1 decade-1) 
-0.04 ± 0.02 -0.03 ± 0.02 -0.00 ± 0.03 0.08 ± 0.04 
Latent heat flux 
(W m-2 decade-1) -4.82 ± 0.52 -2.72 ± 0.42 -2.37 ± 0.89 -6.88 ± 0.88 
Sensible heat flux 
(W m-2 decade-1) -0.32 ± 0.11 -0.12 ± 0.12 -0.32 ± 0.24 -0.61 ± 0.20 
In contrast to the temperature and humidity adjustments, the adjustments made 
to the wind speed observations significantly alter the trends observed. By applying the 
adjustments to the wind speed observations the trend is reduced by ~ 50% compared to 
the unadjusted dataset. This large decrease is expected since the VOS wind speed 
observations are known to contain a spurious component to the trend (Thomas et al. 
2008) and the height and bias adjustments have been implemented and applied to 
remove this spurious component. The reduction in the wind speed trend also reduces the 
observed trends in the latent and sensible heat flux estimates (negative fluxes indicate a 
heat loss by the ocean), reducing the combined trend magnitude from 5.1 W m-2  
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decade-1 to 2.8 W m-2 decade-1. The magnitude of this trend will be discussed in the next 
Section. 
In addition to showing the improvement over the unadjusted dataset the trends in 
the adjusted dataset have been compared to those in the extended version of SOC 
climatology. The period 1980 – 2002 has been used rather than the full available period 
of 1980 to 2005 due to an unexplained increase in air temperature estimates from the 
SOC climatology from 2003 onwards. In addition to this jump, the outliers in air 
temperature and humidity shown in the previous section have an adverse impact on the 
trends estimates, leading to inaccurate trend estimates. As an example Figure 7-9 shows 
the time series of air temperature anomalies and estimated trends from the SOC 
climatology and adjusted version of the new dataset averaged over the Atlantic. 
Generally, the two time series are similar, but the impact of the outliers in the SOC 
climatology can be seen in the early 1980s and also in the trend estimates (Table 7-1). 
The impact of these outliers on the humidity and air temperature anomalies and trends 
estimates makes it is difficult to assess how the impact of the adjustments to air 
temperature and humidity varies between datasets. 
Whilst there are problems with the air temperature and humidity estimates from 
the SOC climatology the wind speed, SST and fluxes do not seem to be affected by 
outliers. Similar sized trends are seen in the SST anomalies with slightly larger 
estimates in the SOC climatology. The source of this difference is unclear since both 
datasets use the same observations, the trend estimates are for well sampled regions and 
the bias correction applied to the observations used in the SOC climatology is expected 
to reduce the trend as the proportion of VOS using engine room intakes increases. The 
uncertainties in the trend estimates are large and the difference between the different 
trend estimates could be due to errors in the regression rather than real differences. In 
contrast to the SST, the trends in the wind speed and fluxes in the SOC climatology are 
significantly larger compared to the new (adjusted) dataset due to the adjustment 
applied to the visual wind speed estimates in the new dataset (see Chapter 4).  This 
reduction in wind speed trend leads to a smaller trend in the fluxes. 
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Figure 7-8: Time series of monthly anomalies (relative to the period 1970 – 2006) 
for each of the main variables and fluxes for the Atlantic. Adjusted (black) and 
unadjusted (red) time series are shown together with a model of the linear trend 
(bold lines). 
 
 
 
 
 146 
 
Figure 7-9: Air temperature anomalies calculated from the SOC climatology (red) 
and the new dataset (black) for the period 1980 – 2002 averaged over the Atlantic. 
Also shown are linear trend models fitted to both time series. 
7.4 Discussion 
7.4.1 Air temperature, humidity and SST trends 
The recent changes in surface temperature over the oceans are generally 
undisputed with recent authors reporting similar sized trends to those seen in the new 
dataset. For example, Rayner et al.  (2003) reported trends in annually averaged global 
(excluding the poorly sampled Southern Ocean) temperature anomalies for a number of 
different periods. For the recent period, 1982 – 1999, a trend of 0.15 ± 0.08 °C decade-1 
has been reported for both night marine air temperature and sea surface temperature. 
These are also similar in size to those reported by Yu and Weller (2007) in the OAFlux 
dataset over the period 1981 - 2005, with trends in the Atlantic of around 0.2 °C decade-
1 and with strong regional variations.  
Based on the increase in the surface temperature and the Clausius-Clapeyron 
relationship an increase in the surface specific humidity is also expected. For example, 
when the specific humidity is estimated from the SST and an assumed constant relative 
humidity of 80% a trend of 0.14 ± 0.02 g Kg-1 decade-1 is seen for the period 1970 - 
2006. This is similar in magnitude to that seen in the actual specific humidity estimates 
from the new dataset (0.13 ± 0.03 g Kg-1 decade-1). Increases in the specific humidity 
have also been reported in previous studies with Willett et al. (2008), Dai (2006) and 
Yu and Weller (2007) all reporting positive trends. The estimates from both Dai (2006) 
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and Willett et al. (2008) are smaller than those seen in the new dataset with Willett et al. 
(2008) reporting a trend of 0.07 g Kg-1 decade-1 in the marine global humidity estimates 
for 1973 – 2003 and Dai (2006) reporting 0.06 g Kg-1 decade-1 in global land and marine 
humidity estimates for 1976 - 2004. Whilst these estimates are lower, they have been 
averaged globally rather than for the Atlantic and so some difference is expected due to 
the strong regional dependence of the trends. This can be seen in both the trend maps 
shown in Yu and Weller (2007) and in the regional estimates from Willett et al. (2008) 
and Dai (2006). Some difference due to the slightly shorter periods analysed is also to 
be expected. 
 
Figure 7-10: Difference between anomalies of air temperature, humidity and SST 
averaged over 1983 to 1986 (NAO +ve) and 1978 to 1981 (NAO –ve) (1983 to 1986 
minus 1978 to 1981) from the adjusted dataset. 
It should be noted that whilst the shift in humidity around 1982, reported by 
Willett et al. (2008) and attributed to changing reporting practices, can be seen in the 
new dataset it is not thought to be due to changing reporting practices. The spatial 
variability of this shift can also be seen in air temperature and SST estimates (Figure 
7-10), suggesting the reported changes in 1982 may be due to climatic changes. Similar 
results are seen for the SST estimates from the HadISST dataset (e.g. Rayner et al. 
2006)  (not shown), with the tri-pole patterns strongly resembling those expected under 
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positive NAO conditions (e.g. Marshall et al. 2001a).  Similar shifts in the humidity are 
not seen for other shifts in the NAO however. 
7.4.2 Wind Speed Trends 
The increase seen in the wind speed estimates in the new dataset is generally 
consistent with those seen in the increases in the NAO index since 1980 (e.g. Marshall 
et al. 2001b) and in significant wave height in the North Atlantic (e.g. Gulev and 
Grigorieva 2006). However, the magnitude of the trend may be too large due to a 
residual spurious trend component in the adjusted wind speed observations (Thomas et 
al. 2008). Thomas et al. (2008) report trends of 0.20 ms-1 decade-1 for adjusted 
anemometer wind speed observations from the well sampled regions of the globe for the 
period 1982 – 2002 compared to trends of 0.05 and 0.06 ms-1 decade-1 from the ERA40 
and NCEP reanalysis models. Over this period, the reanalysis models are fairly well 
constrained by the available observations and the trends thought to be reasonable. As a 
result, this difference in trends is more likely to be due to a spurious component 
remaining in the adjusted observations rather than in the model values. 
As a test to examine whether the magnitude of the remaining trend seen in the 
adjusted dataset is real or spurious seasonal trends have been estimated. The natural 
modes of variability have strong seasonal tendencies (e.g. Marshall et al. 2001b) and, as 
a result, we would also expect the trends to show strong seasonal tendencies. This is 
seen for the temperature and humidity variables, with the trends varying by 43% across 
the seasons. In contrast, seasonally estimated trends in wind speed vary by 14 % 
between minimum and maximum, ranging from 0.15 m s-1 decade-1 during the spring to 
0.17 m s-1 decade-1 during the winter. This small variation suggests there may be a 
spurious component remaining in the adjusted wind speed observations and that the 
linear trend estimate of 0.15 ms-1 decade-1 is an overestimate. Any overestimate of the 
trend in the wind speed observations will also impact on the trend estimates for the 
fluxes. 
7.4.3 Heat Flux Trends 
An increase in the evaporation from the sea surface is consistent with a warming 
ocean coupled with a warming and moistening atmosphere (i.e. increasing specific 
humidity) and also the increasing salinity seen in the Atlantic between 15 S and 42 N 
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(Bindoff et al. 2007). However, the increase seen in the new dataset, 3.9 W m-2 decade-1 
when estimated globally (2.7 W m-2 decade-1 for the Atlantic), is thought to be an 
overestimate due to the overestimate of the wind speed trend. Similar sized trends are 
seen in a comparable dataset (OAFlux). In the preliminary version of OAFlux, restricted 
to the North Atlantic and for the period 1988 – 1999, Yu et al. (2004a) report similar 
sized fluxes and trends to the SOC climatology. In the more recent, global version of 
covering the period 1981 – 2005 Yu and Weller (2007) report a trend of 4 W m-2 
decade-1 in global latent heat flux anomalies . As a result, due to the similarity in the 
magnitude of the latent heat flux trends and since OAFlux does not directly use the 
VOS wind speed observations it is unclear from this comparison whether or not the 
trends are overestimated in the new dataset. 
To try and resolve this and put the trends seen in the latent heat flux estimates 
into context it is useful to compare them to estimates of the global net heat flux balance 
at the ocean surface and to the contribution to radiative forcing by anthropogenic 
emissions. Based on changes to the net ocean heat content and rises in sea level over the 
period 1993 – 2003 Willis et al. (2004) estimate the net heat flux balance at the ocean 
surface to be + 0.86 W m-2 (i.e. heat gain by the oceans).  This small net balance 
suggests that the increase in the latent heat flux must be balanced by either an increase 
in the radiative forcing or a decrease in sensible heat flux if the latent heat flux trends 
are realistic. However, the trend in sensible heat flux from the new dataset (and from 
OAFlux) is not significantly different to zero and an increase of sufficient magnitude in 
the radiative forcing of order 3 W m-2 decade-1 is unrealistic. For example, the combined 
contribution to radiative forcing by anthropogenic sources has been estimated at only 
1.6 W m-2 since 1750 (Forster et al. 2007). Assuming this increase is linear, the change 
equates to ~0.06 W m-2 decade-1, an order of magnitude smaller than that required to 
balance the increase in the latent heat flux. Even if we assume that this increase 
occurred over the last couple of decades the increase is still insufficient to compensate 
for the increase in latent heat flux. As a result, the trends seen in the latent heat flux in 
the new dataset (and in OAFlux) are likely to be unrealistic and a significant 
overestimate of the trend in evaporation. 
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7.5 Summary 
Two different sets of results have been presented in this Chapter. First, the 
variability of the monthly mean values in the new dataset have been compared to 
estimates from a dataset based on the arithmetic mean of the available observations and 
also to estimates from the first SOC climatology. Additionally, the geophysical 
consistency is examined in the different datasets by calculating the correlation between 
the fluxes and SST tendency. In the comparisons of the variability, the variability 
estimates from the new dataset have been shown to be an improvement compared to 
gridded data and to the SOC climatology. In both cases, there is a reduction in the noise 
whilst maintaining realistic correlation between variables where supported by the data. 
Additionally, the problem previously reported for the SOC climatology, with an 
artificial smoothing and reduction of variability in high variability regions, is not seen in 
the new dataset. The examination of the geophysical consistency showed improvements 
over the previous SOC climatology and gridded data. However, there are still problems 
in the South Atlantic due to poor sampling, with the correlation between the heat fluxes 
and SST tendency too low. 
The second set of results examines the impact of the bias and height adjustment 
on the trends. The adjustments made to the air temperature and humidity observations 
increase the decadal trends by a small amount.  However, the increases are within the 
respective 95% confidence intervals suggesting that the changes due to the increasing 
observing height are not easily detectable. Additionally, the trends in the air temperature 
and humidity and sea surface temperature are similar to those reported by previous 
authors giving confidence in the trend estimates for those variables. 
In contrast to the air temperature and humidity, the wind speed adjustments 
make a significant impact on the trends observed in the new dataset with a reduction of 
almost 50%. Whilst the trend is significantly reduced, a spurious increase over time 
probably still exists in the wind speed observations and the trend estimated from the 
new dataset is likely to be an overestimate. The spurious component is also thought to 
adversely affect the trend estimates for latent heat flux with the trends unrealistically 
large compared to known changes in the ocean heat content and the radiative forcing 
due to anthropogenic emissions. It should be noted that the unrealistically large trend in 
the latent heat flux is not restricted to the new dataset but is also present in the OAFlux 
dataset and is expected to be present in other observational flux datasets. 
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8 Summary, Further Work and Conclusions 
8.1 Summary of aims and results 
The aims of the research presented in this thesis were to develop, and validate, a 
methodology for calculating the surface turbulent heat fluxes and their uncertainties 
over the Atlantic Ocean. These have been achieved and this research also contributes to 
the wider goal of generating a new, globally complete, surface flux dataset for the ice-
free oceans to replace the first version of the SOC climatology (Josey et al. 1999). 
The methodology developed characterizes bias adjusted VOS observations in 
terms of random errors using a semi-variogram analysis. The adjusted observations, and 
uncertainty estimates, are then used in an OI scheme to estimate daily mean fields, and 
associated uncertainty estimates, from the VOS observations. The surface fluxes and 
uncertainties are then calculated from the daily estimates and averaged to give monthly 
mean values. These mean fluxes were validated and shown to be realistic in well-
sampled regions (Chapter 6). The uncertainty estimates were also found to be realistic 
(Chapter 6). The variability and trends in the new dataset were shown to be improved 
compared to the first SOC climatology and also to a simple gridded dataset (Chapter 7).  
The method developed has subsequently been used to estimate the surface fluxes 
globally and to generate a new surface flux dataset. This also includes radiative heat 
fluxes not discussed in this thesis and is known as the NOCS Flux Dataset v2.0. The 
new dataset is available for research and documented in Berry and Kent (2009, 2010). 
8.2 Key Improvements 
The research presented in this thesis makes a number of important 
improvements to the surface flux estimates compared to previous studies. Central to the 
improvements is the calculation of realistic uncertainty estimates, bringing together a 
number of methods from different independent studies and forming a coherent method 
for estimating the surface fluxes and their uncertainty from the VOS observations.  
The first improvement made is in the flux calculation strategy, estimating mean 
daily fields from the VOS observations and using these to calculate daily flux estimates. 
Previous authors have estimated monthly mean fluxes using either the classical or 
sampling methods (see Chapter 3). However, there are problems with both methods, 
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with either the synoptic scale correlations between variables lost through averaging (as 
in the classical method) or random errors adversely affecting the flux estimates due to 
the non-linearity of the bulk formulae (as in the sampling method). The use of daily 
mean values forms a compromise between minimizing the random errors and 
maintaining the correlation between the different variables on a synoptic time scale. In 
well-sampled regions the errors will be reduced and the synoptic scale correlations 
maintained. In poorly sampled regions, the results from the method developed in this 
thesis and from the sampling and classical methods will be similar. 
The next major advance uses OI to estimate the daily mean fields from the VOS 
observations. This builds on the work of previous authors (e.g. Lorenc 1981; Reynolds 
and Smith 1994) who have used OI to develop gridded SST datasets based on combined 
satellite and in situ data sources and also for data assimilation. However, a number of 
adaptations have had to be made to use OI with the VOS observations on a daily time 
scale to account for the sparseness of the data. These adaptations are described in detail 
in Chapter 4 and in summary are: incrementing the previous days analysis to allow for 
the annual cycle and using this as the first guess for the OI; allowing the uncertainty to 
decay back to the climatological uncertainty to account for any period without 
observations and sampling errors; and using a relatively simple error correlation model 
for the first guess errors. The use of OI allows the errors to be minimized in the daily 
mean fields and provides realistic estimates of the uncertainty in those fields by taking 
into account the observational errors (i.e. uncertainties) and the spatial sampling of the 
VOS observations. Without this error minimization and associated uncertainty estimates 
it would not be possible to estimate the fluxes and flux uncertainty on a daily timescale. 
The final major advance made in this research is the calculation of the monthly 
mean flux fields and their uncertainty from the daily values, taking the methodological 
contributions to the autocorrelation between daily fields into account. This allows the 
sampling by the VOS and the natural variability to be taken into account and for 
realistic uncertainty estimates to be made for the monthly mean values. If the 
autocorrelation were not taken into account the uncertainty in the monthly mean fields 
would have been underestimated. 
A number of other improvements have also been made compared to previous 
studies using the VOS observations. Briefly, these are: improved bias adjustments for 
air temperature, humidity and wind speed observations; improved estimates of the 
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random errors by improving the semi-variogram method used; and estimates of the bias 
uncertainties made. 
8.3 Requirements for surface flux datasets and uses of the new dataset 
The development of the new dataset has been guided by the requirements of the 
potential users of the dataset. A number of users, those requiring high resolutions such 
as for forcing models, have been excluded from the outset in the development of the 
dataset by the use of VOS observations. For these studies, the requirements can only be 
met through other model based estimates or through the use of satellite data. 
Out of the remaining potential users and applications targeted (in italics), the 
most stringent accuracy requirement is for climate change applications. For detection 
and attribution studies, stabilities of order 1 W m-2 are required for the net heat fluxes. 
The minimum resolutions required for these studies are typically 2° monthly over the 
majority of the oceans but with higher resolutions required in some key regions such as 
the Labrador Sea (WGASF 2000). For climate variability studies high accuracy is also 
desirable, but accuracies of 10 – 20 W m-2 in the mid latitudes and 7 – 10 W m-2 in the 
tropics are usable. 
For validation of NWP and reanalysis model output and the output from the 
model data assimilation schemes a direct comparison would require the same time and 
space resolutions as the model. Similar resolutions are also required for validating 
satellite flux estimates. Fluxes on lower resolutions can be useful for these studies 
providing the true resolution of the both the flux dataset and the model output are 
known. For validation applications it is important that the validation dataset is 
independent from the source being validated. Realistic uncertainty estimates are also 
required. Due to the frequency of updates applied to NWP models and their data 
assimilation schemes the fluxes also need to be available within a few months of the 
forecast for the validation studies to be useful. For the validation of the fluxes in climate 
models the resolution requirements are relaxed, but the accuracy of the long term mean 
and variability are important. Accuracies less than 10 W m-2 are typically required. 
Generally, with the exception of the climate change studies, the new dataset 
meets the requirements of the different applications. For the climate change studies the 
stability requirement is not met due to the potential spurious trend in the wind speed and 
latent heat flux estimates. It should be noted that this potential spurious trend may also 
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be present in other observational datasets such as OAFlux. For the climate variability 
studies, the lower accuracy requirements are generally met over the North Atlantic and 
also in the well-sampled regions of the South Atlantic. The regions where the accuracy 
requirements cannot be met can be readily identified in the new dataset by using the 
uncertainty estimates. These are not present in any of the other flux datasets. 
For the validation studies, the higher resolution requirements cannot be met 
globally with the in situ sources. However, the lower resolution requirements are met 
with the new dataset. Additionally, the new dataset has the realistic uncertainty 
estimates required for validation applications and also has a greater degree of 
independence compared to other flux datasets. It is this greater independence and the 
realistic uncertainty estimates that differentiate the new dataset from other flux datasets. 
No other flux dataset has realistic uncertainty estimates and the different satellite flux 
products and model outputs cannot be used to validate each other as they are not 
independent from each other. 
8.4 Future Work 
8.4.1 Bias adjustments and bias uncertainties 
Several improvements can be applied to the different bias adjustments. 
Characterising and removing biases in the wind speed should be a priority as the 
potential spurious trend in the wind speed estimates leads to the biggest uncertainty in 
the fluxes and flux trends. This may then allow the new dataset to be used for studying 
the impact of climate change on the fluxes. 
The changing bias thought to exist in SST will also have an impact on the trend 
in SST and also in the fluxes. However, this changing bias is thought to be much less 
important for the fluxes than the changing biases in wind speed. However, once the 
issue of the potential spurious trend in wind speed is resolved improving the bias 
adjustments for SST should be a priority. 
Whilst the adjustment applied to the screen humidity observations has been 
shown to improve the humidity estimates in the new dataset and agreement with buoy 
observations, the humidity estimates are still biased high compared to the buoys. 
Improving the bias adjustments, including investigating whether there is also a bias 
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present in the measurements from sling psychrometers, will improve the humidity and 
flux estimates. 
The bias uncertainty estimates used in this research are based on either the 
differences between the different observing methods or on the RMS errors for the 
parameterisation of the coefficients used in the air temperature bias adjustment. As a 
result, these estimates are relatively crude and may be underestimating the accuracy of 
the different methods and observations. However, it is currently unclear how to improve 
these estimates. 
8.4.2 Gridding 
Whilst the uncertainty and flux fields have generally been shown to be realistic, 
improvements can be made to the gridding method used to generate these fields. The 
uncertainty estimates have been shown to be of the correct magnitude, however, they 
have also been shown to be overestimating the uncertainty in the low variability regions 
and underestimating in the high variability regions. Problems have also been shown 
with the geophysical consistency in the South Atlantic away from the shipping lanes. 
Improving the estimates of the length scales used and the correlation between 
first guess errors should improve both of these problems. Examining the autocorrelation 
in the different fields in well-sampled regions should allow improved estimates of the 
temporal length scales to be made. Estimates from poorly sampled regions and model 
sources cannot be used due to forced auto-correlation by the models and OI process. An 
alternative method for examining the temporal length scales would be to perform a 
semi-variogram analysis on the time axis for the individual observations. 
The correlation in the first guess errors could be improved by either performing 
an EOF analysis on the daily fields or by using a semi-variogram analysis on the data 
deviations (i.e. difference between the observations and first guess). Both methods are 
likely to give similar results in well sampled regions, especially if anisotropic 
variograms are used. However, in poorly sampled regions the EOF analysis may 
perform poorly due to potentially large errors leading to poor estimates of the 
correlation between grid cells. In contrast, the semi-variogram analysis is less sensitive 
to random errors and incomplete fields and should give better results in the poorly 
sampled regions. 
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8.4.3 Flux Calculation and Uncertainty 
A number of different bulk formulae are available for estimating the surface 
turbulent heat fluxes from estimates of the bulk meteorological parameters. Some of 
these require additional approximations to be made, such as the boundary layer height 
and skin SST. These additional approximations will increase the uncertainty in the flux 
estimates without necessarily improving the accuracy. As a result, for completeness, a 
comparison of fluxes and flux uncertainties calculated using the different bulk formulae 
and the meteorological parameters from the new dataset is needed. Such a comparison 
will also help in assigning a value to the uncertainty estimates for the transfer 
coefficients, further improving the uncertainty estimates. 
In addition to estimating the uncertainty in the transfer coefficients, estimating 
the correlation between the errors in the different variables will improve the uncertainty 
estimates. It is currently unclear what impact this will have on the uncertainty estimates 
since correlated error terms in the air and sea temperature and humidity estimates will 
tend to cancel in the bulk formulae. 
8.4.4 Other Improvements 
In addition to improving the method and adjustments applied to the VOS 
observations, it is intended in future work to include other data sources such as satellite 
and buoy observations. Whilst this will remove the independence of the dataset it is 
intended to have two parallel versions. The first of these will use all available 
observational sources and aim to provide the best estimate of the surface fluxes at the 
highest resolution possible. The second dataset, based on the present, will be used to 
improve the estimates of the autocorrelation in the daily fields and to improve the 
estimates of the spatial correlation length scales. However, the independence of the 
dataset will be maintained through using only VOS observations. It should be noted that 
any additional data must be fully characterised in terms of random and systematic 
errors. 
8.5 Summary 
Overall, the aims of the research presented in this thesis have been achieved, 
with the development of a new, integrated method for estimating the fluxes and their 
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uncertainty. This method has been assessed and future improvements identified. In 
well-sampled regions the fluxes and their uncertainty have been shown to be realistic. 
Additionally, the method has been shown to improve the variability and trend estimates 
in the fluxes compared to simple gridding of the VOS observations and to the estimates 
from the first SOC climatology. Finally, the method has been used to produce a new 
global flux dataset (Berry and Kent 2009, 2010) that will be an important resource for 
the independent validation and verification of flux estimates from model and satellite 
sources. We also expect to use the new dataset to examine the climate variability of the 
fluxes and related variables. 
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Appendix A – Acronyms, Abbreviations and Definitions 
AATSR Advanced Along Track Scanning Radiometer 
AMIP-II 2nd Atmospheric Model Inter-comparison Project 
AMSR-E Advanced Microwave Scanning Radiometer – Earth 
Observing System 
AR1 Autoregressive 1 
AVHRR Advanced Very High Resolution Radiometer 
BES Beaufort Equivalent Scale 
CO Cochrane-Orcutt, as in Cochrane-Orcutt procedure 
COADS Comprehensive Ocean-Atmosphere Data Set (now renamed 
ICOADS) 
COARE Coupled Ocean-Atmosphere Response Experiment 
COARE 3.0 Version 3 of the COARE flux algorithm 
DJF December, January and February 
DOE Department of Energy 
ECMWF European Centre for Medium-range Weather Forecasting 
ERA40 ECMWF Reanalysis Project 
ERI Engine room intake 
ICOADS International Comprehensive Ocean-Atmosphere Data Set 
JJA June, July and August 
JMA Japanese Meteorological Agency 
JRA-25 25 Year Japanese Reanalysis Project 
NAO North Atlantic Oscillation 
NCAR National Center for Atmospheric Research 
NCEP National Centers for Environmental Prediction 
NCEP1 NCEP / NCAR Reanalysis project 
NCEP2 NCEP-DOE Reanalysis 
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NOC National Oceanography Centre, Southampton 
NWP Numerical Weather Prediction 
OI Optimal Interpolation 
OLS Ordinary Least Squares 
QC Quality control 
REML Restricted Maximum Likelihood 
RMS Root mean squared, as in RMS error 
RSOI Reduced Space Optimal Interpolation 
SLP Sea level pressure 
SOC Southampton Oceanography Centre (now renamed National 
Oceanography Centre, Southampton) 
SST Sea surface temperature 
TKE Turbulent Kinetic Energy 
VOS Voluntary Observing Ship 
WGASF Working Group on Air – Sea Fluxes 
WHOI Woods Hole Oceanographic Institution 
WHOI UOP WHOI Upper Ocean Processes Group 
WMO World Meteorological Organization 
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Appendix B – Nomenclature 
Symbol Description Units / value 
A Analysis value in OI  
a Deviation of interpolated value from true value in OI  
a1 Coefficient from surface renewal theory (Lui et al. 1979)  
a2 Coefficient from surface renewal theory (Lui et al. 1979)  
abh Parameter in stable stability correction of Beljaars and Holtslag (1991) 1 
ac Charnock parameter  
Ak Analysis value at location k in optimal interpolation  
ap Psychrometric coefficient  
asv Range parameter for exponential and Gaussian variogram models [km] 
α Deviation of analysis value (a) normalised by analysis error  
αs Coefficient in dimensionless profiles  
αw Clausius – Clapeyron wet bulb factor  
b Deviation of observed value from true value in OI  
B Observed value in OI  
B0 Bulk Bowen ratio  
b1 Coefficient from surface renewal theory (Liu et al. 1979)  
b2 Coefficient from surface renewal theory (Liu et al. 1979)  
bbh Parameter in stable stability correction of Beljaars and Holtstag 0.667 
Bi Observation i in OI  
bsv Gradient in linear variogram model  
β Deviation of observed value  normalised by observational error  
βconv Empirical coefficient for gustiness parameter  
βs Coefficient in dimensionless profiles  
βt Contribution to analysis value by observations  
β0 Intercept in linear AR1 time series model  
€ 
β0′ 
Transformed intercept from linear AR1 time series model 
used in Cochrane-Orcutt procedure  
β1 Gradient in linear AR1 time series model  
€ 
β1′ 
Transformed gradient from linear AR1 time series model 
used in Cochrane-Orcutt procedure  
C0 Intercept of model variogram  
C1 Sill parameter for Gaussian and exponential variogram models  
c2 True temporal variance within grid box  
cbh Parameter in stable stability correction of Beljaars and Holtslag (1991) 5 
CD Momentum transfer coefficient  
CD10n Neutral momentum transfer coefficient at 10m  
CE Moisture transfer coefficient  
CE10n Neutral moisture transfer coefficient at 10 m  
CH Heat transfer coefficient  
CH10n Neutral heat transfer coefficient at 10 m  
Cijk Successive correction analysis increment for grid box (i,j)  
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Symbol Description Units / value 
and iteration k 
Cm Climatological mean value for month m  
Cp Phase speed of dominant wave  
cp Specific heat capacity of air at constant pressure [J kg K-1] 
cpw Specific heat capacity of water [J kg-1 k-1] 
dbh Parameter in stable stability correction of Beljaars and Holtslag (1991) 0.35 
Dijk Data deviation in successive correction for grid box (i,j) and iteration k.  
Dm Mid point (day) of month m  
ΔCt Daily increment to OI analysis to give first guess for day t  
ΔT Air – sea temperature difference [°C] 
ΔTcor Air temperature bias correction [°C] 
€ 
Et0a  Analysis error for last time step with data  
€ 
E a  Expected analysis error (standard deviation) in OI  
€ 
E p  Expected first guess error  
€ 
E b  Expected observation error  
€ 
Ekp  First guess error at location k  
€ 
Etp  First guess error at time step t  
€ 
εa  Normalised analysis error  
€ 
εb  Normalised observation error  
εt Error term in linear AR1 time series model at time step t  
E Moisture flux [kg m-2 s-1] 
e Vapour pressure [mb] 
es Saturation vapour pressure at a given temperature [mb] 
es’ Saturation vapour pressure at wet bulb temperature [mb] 
Fijk First guess for successive correction for grid box (i,j) and iteration k  
φm Dimensionless wind shear  
φq Dimensionless humidity gradient  
φt Dimensionless temperature gradient  
g Acceleration due to gravity [m s-2] 
γ(h) Modelled variogram at separation h  
γs Coefficient in dimensionless profiles  
H Sensible heat flux [W m-2] 
hs Significant wave height [m] 
Hsr Sensible heat flux due to precipitation in COARE 3.0 algorithm [W m
-2] 
hsv Separation distance between observations in variogram analysis [km] 
k von Karmen constant 0.4 
L Monin-Obukhov length [m] 
Lp Wave length associated with dominant wave period [m] 
Lv Latent heat of vaporization [J kg-1] 
λ Spatial e-folding scale used for setting error correlations in OI [km] 
λt Time e-folding scale used in setting of first guess error [days] 
m Measurement error for individual observation  
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Symbol Description Units / value 
n Number of days since last observations  
nse Number of observations in grid box in estimation of sampling errors  
ν Kinematic viscosity of air [m2 s-1] 
Ν Number of variables in function V  
p Deviation of predicted value from true value  
P Predicted (first guess) value in OI  
Pi Predicted value at location i  
pp Pressure [mb] 
π Deviation of predicted value (a) normalised by first guess error  
€ 
q* Characteristic humidity [g Kg-1] 
€ 
q  Mean specific humidity [g kg-1] 
q’ Turbulent fluctuation of specific humidity [g kg-1] 
q0 Specific humidity at air – sea interface [g kg-1] 
q10s Stability dependent height adjusted 10 m specific humidity [g kg-1] 
qz Specific humidity at height zq [g kg-1] 
θ’ Turbulent fluctuation of potential temperature [K] 
€ 
r  Mean correlation of every true point value in grid box with every other point value in grid box  
rsc Distance between grid boxes in successive correction [km] 
R Rain rate [mm hr-1] 
R2 Pearsons correlation coefficient  
Rij Raw data in successive correction at grid box (i,j)  
Rk Radius of influence in successive correction at iteration k  
Rr Roughness Reynolds number  
RSW Incident solar radiation [W m-2] 
ρ0 Density of air [kg m-3] 
ρij Correlation between errors in i
th and jth variables in 
propagation of errors  
ρt,t-1 Correlation between errors in analyses on days t and t-1  
ρac1 Lag 1 autocorrelation in linear AR1 time series model  
€ 
Sne2  Contribution to observed variance by measurement errors  
€ 
Sn2 
Observed variance of monthly mean anomalies based on n 
observations  
€ 
σ clim  Uncertainty in climatological monthly mean fields  
S Mean daily uncertainty in OI fields  
€ 
Snt2  
Variance of grid box average of n correlated observations in 
estimation of sampling error  
Scoare Scalar wind speed used in COARE 3.0 algorithm [m s-1] 
σbias Bias uncertainty in monthly mean value  
σi Error in ith variable  
σmonthly Total uncertainty in monthly mean value  
σrandom Random and sampling uncertainty in monthly mean value  
σV Error (uncertainty) in function V  
€ 
T* Characteristic temperature [°C] 
€ 
Tdewcor  Corrected dew point temperature [°C] 
€ 
T  Mean air temperature [°C] 
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Symbol Description Units / value 
€ 
Tv′ Turbulent fluctuation of virtual air temperature [K] 
T True value of field in OI  
T0 Temperature at air – sea interface [°C] 
T10s Stability dependent height adjusted 10 m air temperature (°C) [°C] 
Tdew Dew point temperature [°C] 
Tdry Dry bulb temperature [°C] 
Tv Virtual temperature of air [K] 
Twet Wet bulb temperature [°C] 
Tz Temperature at height z [°C] 
τ Wind stress [N m-2] 
€ 
u*  Friction velocity [m s-1] 
€ 
u  Mean horizontal wind speed [m s-1] 
u' Turbulent component of horizontal wind speed [m s-1] 
u0 Wind speed at air – sea interface [m s-1] 
u10n Height adjusted wind speed assuming neutral stability [m s-1] 
u10s Stability dependent height adjusted 10 m wind speed [m s-1] 
UE Visual wind speed estimates before adjustment [m s-1] 
UEL Visual wind speed estimates adjusted following Lindau (1995) [m s
-1] 
ut Independent, normally distributed error term in linear AR1 time series model  
uz Wind speed at height z [m s -1] 
V Function of several variables  
vi ith variable in function V  
Vrel Relative wind speed [m s-1] 
Vs Wind speed [m s-1] 
w’ Turbulent component of vertical wind speed [m s-1] 
wg Gustiness wind parameter for COARE 3.0 algorithm [m s-1] 
wik Weight applied to observation i in optimal interpolation for point k  
Ws Weighting function used in successive correction  
x1 – x5 Empirical coefficients for air temperature radiative heating error adjustment  
Xt Independent variable (time) in linear AR1 time series model  
€ 
Xt′ 
Independent variable in linear AR1 time series model 
transformed using Cochrane – Orcutt procedure  
Yt Dependent variable in linear AR1 time series model  
€ 
Yt′ 
Dependent variable in linear AR1 time series model 
transformed using Cochrane – Orcutt procedure  
ψm Momentum stability correction  
ψmC Convective stability correction component of COARE 3.0 algorithm  
ψmK 
Kansas stability correction component of COARE 3.0 
algorithm  
ψq Specific humidity stability correction  
ψt Temperature stability correction  
z Observation height (subscripts refer to variables) [m] 
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Symbol Description Units / value 
z0 Momentum roughness length [m] 
z0Oo Momentum roughness length according to Oost (2003) wave age model [m] 
z0q Humidity roughness length [m] 
z0t Temperature roughness length [m] 
z0TY Momentum roughness length according to Taylor and Yelland (2001) wave height model (m) [m] 
zi Height of boundary layer [m] 
ζ Dimensionless stability parameter  
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Appendix C – Coefficients for air temperature bias correction 
Year x1 x2 x3 x4 x5 x6 
1970 0.00196 0.001 30.1 1 697.0 0 
1971 0.00182 0.001 21.8 1 585.1 0 
1972 0.00144 0.001 25.9 1 456.3 0 
1973 0.00201 0.001 42.4 1 538.3 0 
1974 0.00162 0.001 15.9 1 494.7 0 
1975 0.00146 0.001 29.1 1 311.2 0 
1976 0.00189 0.001 17.7 1 574.5 0 
1977 0.00176 0.001 14.8 1 532.4 0 
1978 0.00153 0.001 14.7 1 487.1 0 
1979 0.00152 0.001 11.9 1 517.7 0 
1980 0.00187 0.001 23.9 1 532.8 0 
1981 0.00183 0.001 10.6 1 699.3 0 
1982 0.00180 0.001 33.3 1 504.8 0 
1983 0.00173 0.001 17.0 1 626.9 0 
1984 0.00172 0.001 30.6 1 499.3 0 
1985 0.00206 0.001 46.0 1 547.2 0 
1986 0.00214 0.001 33.0 1 668.7 0 
1987 0.00261 0.001 46.6 1 819.5 0 
1988 0.00169 0.001 33.7 1 437.8 0 
1989 0.00177 0.001 15.3 1 645.0 0 
1990 0.00219 0.001 55.6 1 486.0 0 
1991 0.00173 0.001 22.1 1 540.5 0 
1992 0.00209 0.001 37.1 1 569.6 0 
1993 0.00184 0.001 32.3 1 508.0 0 
1994 0.00203 0.001 31.5 1 564.7 0 
1995 0.00160 0.001 20.3 1 461.5 0 
1996 0.00174 0.001 25.5 1 472.8 0 
1997 0.00177 0.001 22.1 1 564.7 0 
1998 0.00147 0.001 23.5 1 445.8 0 
1999 0.00160 0.001 33.9 1 369.5 0 
2000 0.00201 0.001 34.0 1 530.3 0 
2001 0.00217 0.001 14.2 1 759.4 0 
2002 0.00160 0.001 28.9 1 412.8 0 
2003 0.00173 0.001 24.6 1 480.7 0 
2004 0.00204 0.001 29.4 1 563.3 0 
2005 0.00181 0.001 40.9 1 431.2 0 
2006 0.00161 0.001 43.0 1 254.8 0 
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