In this paper we propose new smoothed sign and Wilcoxon's signed rank tests, which are based on a kernel estimator of the underlying distribution function of data. We discuss approximations of p-values and asymptotic properties of these tests. The new smoothed tests are equivalent to the ordinary sign and Wilcoxon's tests in the sense of the Pitman's asymptotic relative efficiency, and the differences of the ordinary and the new tests converge to zero in probability. Under the null hypothesis, the main terms of the asymptotic expectations and variances of the tests do not depend on the underlying distribution. Though the smoothed tests are not distribution-free, we can obtain Edgeworth expansions with residual term o(n −1 ), which do not depend on the underlying distribution.
Introduction
Let X 1 , X 2 , · · · , X n be independently and identically distributed (i.i.d.) random variables with a distribution function F (x − θ), where the associated desity function satisfies f (−x) = f (x), and θ is an unknown location parameter. Here we consider a test and a confidence interval of the parameter θ. This setting is called one-sample location problem. In order to test the null hypothesis H 0 : θ = 0 vs. H 1 : θ > 0, many nonparametric test statistics are proposed, like sign test, Wilcoxon's signed rank test etc.(see Hájek et al. [5] ) These tests are distribution-free and have discrete distributions. As pointed out by Lehmann & D'Abrera [10] , because of the discreteness of the test statistics, p-value jumps in response to a small change in data values, when the sample size n is small or moderate. A smoothed version of rank methods is discussed by Brown et al. [3] . They proposed a smoothed median estimator and a corresponding smoothed sign test. The proposed test is not distribution-free and so they have discussed an Edgeworth expansion which includes unknown parameters. Their proposed smoothed sign test has good properties, but the Pitman's asymptotic relative efficiency (A.R.E.) does not coincide with the ordinary sign test. Further, when we use their Edgeworth expansion, we have to make estimators of unknown parameters. In this paper we will propose an alternative smoothed sign test which is based on a kernel estimator of the distribution function, and discuss asymptotic properties. We will show that its A.R.E. is same as the ordinary sign test, and that the difference of two sign tests converges to zero in probability. Further an Edgeworth expansion of the proposed sign test with residual term o(n −1 ) is established and we prove the validity. The obtained Edgeworth expansion does not depend on the underlying distribution, if we choose an appropriate kernel.
Using the same idea, we also propose a new smoothed Wilcoxon's signed rank test, and show the difference of two Wilcoxon's tests converges to zero in probability too. An Edgeworth expansion with residual term o(n −1 ) is obtained and does not depend on the underlying distribution.
Let us define ψ(x) = 1 (x ≥ 0), = 0 (x < 0) and then the sign test is equivalent to
where X = (X 1 , X 2 , · · · , X n )
T . The Wilcoxon's signed rank test is equivalent to the Mann-Whitney test W = W (X) = 1≤i≤j≤n ψ(X i + X j ).
For observed values x = (x 1 , x 2 , · · · , x n )
T , let us define s = s(x) and w = w(x) of S and W . If the p-values P 0 (S ≥ s) or P 0 (W ≥ w)
is small enough, we reject the null hypothesis H 0 . Here P 0 (·) denotes a probability under the null hypothesis H 0 .
In Table 1 , based on the exact p-values of S and W , we compare which p-value is smaller in the tail area. Let us define Ω |x| = {x ∈ R n |x 1 | < |x 2 | < · · · < |x n | } and Ω α = x ∈ Ω |x| s − E 0 (S) where z 1−α is a (1 − α)th quantile of the standard normal distribution N (0, 1), and E 0 (·) and V 0 (·) are an expectation and variance under H 0 , respectively. The observed values S(x) and W (x) are invariant for the permutation of x 1 , · · · , x n , and so it is sufficient to consider the case that |x 1 | < |x 2 | < · · · < |x n |, and 2 n times combinations of sign(x i ) = ±1(i = 1, · · · , n). We count samples that an exact p-value of the test is smaller than the other in the tail area Ω α . In Table  1 , S indicates a number of cases that the p-value of S is smaller than W , and W means a number of cases that the p-value of W is smaller. W/S is the ratio of W and S. For each sample, there is one tie of the p-values.
Remark 1 Table 1 shows that if one want to get a small p-value, W is preferable and if not, S is preferable. This problem comes from the discreteness of the distributions of the test statistics. In order to conquer this problem, [3] proposed the smoothed sign test, but its Pitman's A.R.E. does not coincide with the ordinary sign test S. They also obtained the Edgeworth expansion which includes unknown moments of the test statistic, and then when applying the expansion, we need estimators of them.
On the other hand, it is possible to use a estimator of the distribution function F (x 0 ) as a test statistic. Let us define the empirical distribution function
where I(·) is an indicator function. If F (·) satisfies the symmetric condition, we have F (0) = 1 2 and so we can test the null hypothesis H 0 using a p-value P 0 {F n (0) ≤ f n } where f n is an observed value of F n (0). This test is equivalent to the sign test S, that is S = n − nF n (0−).
The distribution of F n (0) is discrete and does not depend on the underlying distribution F (·) under H 0 . In order to get a smooth estimator of the distribution function, a kernel estimator F n of F has been proposed. It is natural to use F n for the smoothed sign test. Let k(u) be a kernel function which satisfies
The kernel estimator of F (x 0 ) is given by
where h n is a bandwidth and h n → 0 (n → ∞). Thus similarly as the equation (1), we can use
for testing H 0 , and S is regarded as a smoothed version of the sign test S. The sign test S or F n (0−) is distribution-free, but S is not. However, under H 0 , main terms of the asymptotic expectation and variance of S do not depend on F , i.e., asymptotically distribution-free, and we can obtain an Edgeworth expansion of S with residual term o(n −1 ), which does not include any unknown parameters. We will also discuss the kernel function k(u) which ensures that the Edgeworth expansion does not depend on the underlying distribution F .
Similarly, we can construct the smoothed Wilcoxon's signed rank test. Since the main term of the Mann-Whitney statistic can be regarded as an estimator of the probability
we propose the following smoothed test statistic
The smoothed Wilcoxon's signed rank test W is not distribution-free. However, under H 0 , the asymptotic expectation and variance of W do not depend on F , and we can obtain an Edgeworth expansion of W with residual term o(n −1 ). If we use the symmetric 4-th order kernel and bandwidth h n = o(n −1/4 ), the Edgeworth expansion does not depend on F . Thus we can obtain the approximation of p-value with residual term o(n −1 ).
In this paper we will show that the A.R.E.s of S and W coincide to those of S and W , and asymptotic distributions of S and W are same to S and W , respectively. Further, we will show that both differences of the standardized S and S, and W and W go to 0 in probability. Then the smoothed test statistics are equivalent in the first order asymptotic.
In section 2, we will discuss the asymptotic properties of S and obtain the Edgeworth expansion with residual term o(n −1 ). A confidence interval of θ based on S is also discussed. In section 3, the asymptotic properties of W and the Edgeworth expansion with residual term o(n −1 ) will be studied, and a confidence interval of θ based on W is also discussed. In section 4, we compare the obtained results by simulation. Some proofs are given in Appendices.
Asymptotic properties
In this paper we assume that the kernel k(·) is symmetric around the origin, that is k(−u) = k(u). Using the properties of the kernel estimator, we can obtain an expectation E θ ( S) and a variance V θ ( S). Because of the symmetry of the underlying distribution f and the kernel k(u), we get
Let us define
Using a transformation u = −x/h n , an integration by parts and the Taylor expansion, we have
Thus we get
Similarly we can obtain a variance of S. Using the transformation u = −x/h n and Taylor expansion, we have
Thus the asymptotic variance is
Since S is a sum of i.i.d. random variables, it is easy to show the asymptotic normality.
Theorem 1 Let us assume that f
′ exists and is continuous at a neighborhood of −θ, and
is symmetric around the origin and
we can show that the Pitman's A.R.E. of S coincides with the sign test S. Note that the main terms of the asymptotic expectation and variance of S do not depend on F under H 0 .
Furthermore, we can show that two sign tests are asymptotically equivalent in the sense of the first order asymptotic. We have the following theorem.
Theorem 2 Let us assume that f ′ exists and is continuous at a neighborhood of −θ, and h
. If the kernel k(·) is symmetric around the origin and
the standardized sign and smoothed sign tests are equivalent, that is
For the sign test S, it is difficult to improve the normal approximation because of the discreteness of the distribution function of S. The standardized sign test S takes values with jump order n −1/2 , and so the formal Edgeworth expansion is meaningless. On the other hand, since S is a smoothed statistic and has a continuous type distribution, we can obtain an Edgeworth expansion and prove the validity. García-Soidán et al. [4] discussed the Edgeworth expansion and proved the validity for the kernel estimator. Huang & Maesono [7] have also discussed the expansion and obtained the explicit formula, for
Assuming that f ′ exists and is continuous at a neighborhood of x 0 , and
2 ), Huang & Maesono [7] showed that
where
and {H k } are the Hermite polynomials
Φ(y) and φ(y) are distribution and density function of the standard normal N (0, 1).
Since the kernel k(u) is symmetric, we have
and then
This leads A 1,1 = A 2,1 . Since S = n − n F n (0) and Thus using García-Soidán et al. [4] and Huang & Maesono [7] , we have the following theorem.
Theorem 3 Let us assume that
The Edgeworth expansion (7) does not depend on the underlying distribution F . In order to use this expansion we have to obtain approximations of E 0 ( S n ) and V 0 (S). 
and
we have the equations (8) and (9) .
Remark 2 In order to get above approximations, we use the Taylor expansion in the integral. We can divide the integral at discrete points, and so we do not need to worry about the differentiability of the density function at finite points.
If the equations (8) and (9) hold, we can use the Edgeworth expansion of S for testing H 0 and constructing a confidence interval, without using any estimators. For the observed value s, we can obtain the higher order approximation of p-value
Using Cornish-Fisher expansion, we can get an approximation of the α-quantile. Putting
it follows from the equation (10) that
where z α is α-quantile of N (0, 1). Let us define
and then we have
For the significance level 0 < α < 1, if the observed value s satisfies
we reject the null hypothesis H 0 .
Since the distribution of X i − θ is the same of the distribution of X i under H 0 , we can construct a confidence interval of θ. For the observed values x = (x 1 , · · · , x n ), let us define
and θ L = arg max
where 0 < α < 1. Then the 1 − α confidence interval is given by
Remark 3
The conditions of A 1,1 = 0 and A 1,3 = 0 seem restrictive, but we can construct the desired kernel. Let us define
Then we have A 1,1 = 0. k(u) may take negative value, and so F n (0) is not monotone increasing. However our main purpose is to test the null hypothesis H 0 and to construct the confidence interval, and then we do not need to worry about it. When we use the bandwidth h n = o(n −1/3 ), we only need the condition A 1,1 = 0. It is possible to construct the polynomial type kernel k(u) which satisfies A 1,1 = A 1,3 = 0, but it is too complicate. Here we only consider the polynomial kernel, but it may be possible to construct another type kernel which satisfies A 1,1 = 0 or A 1,3 = 0. We postpone this to a future work.
Smoothed Wilcoxon's signed rank test
Similarly as S, we can obtain an expectation E θ ( W ) and a variance V θ ( W ) under H 1 . Let us define g(z − θ) be a density function of X1+X2 2
. Then we have
and g(−z) = g(z). Therefore, similarly as the equation (3), we get the expectation
where G(z) is a distribution function of
In order to discuss the asymptotic properties of W , we obtain a Hoeffding [6] decomposition for U -statistic and a representation of an asymptotic U -statistic, which is discussed by [9] . Let us define
Then we have
The main term of the asymptotic variance of W is given by
and an integration by parts,
we have
Here we use the fact that uk(u)du = 0. Then, if the kernel k(·) is symmetric, the main term of the asymptotic variance is
Using the asymptotic theory for U -statistics, we have the following theorem.
Theorem 5 Let us assume that f ′ exists and is continuous at a neighborhood of −θ, and h
we can show that
Thus we have the following theorem. 
Bickel et al. [2] proved the validity of the Edgeworth expansion of the Ustatistic with residual term o(n −1 ). Since the standardized W and W are asymptotically equivalent, modifying the results of Bickel et al. [2] , we can obtain the Edgeworth expansion of W with residual term o(n −1 ) and show its validity. Similarly as the example in Bickel et al. [2] , we can show that β n (x, y) satisfies the assumption in their main theorem.
Theorem 7 Let us assume that f ′ exists and is continuous at a neighborhood of −θ, and h
In order to use the above expansion, we have to obtain the approximation of E 0 ( W ) and V 0 ( W ). Using the results for U -statistics, we have the following theorem. 
(ii) If |f If the kernel is symmetric 4-th order, we have A 0,2 = 0. Then, under H 0 , the Edgeworth expansion is much simplified as follows.
Theorem 9 Assume that |f
(5) (x)| ≤ M , the kernel k(·) is symmetric 4-th order, and h n = o(n −1/4 ). Then we have
The Edgeworth approximation (16) does not depend on the underlying distribution F , if we use a 4-th order kernel, that is
Remark 4 For the smoothed sign test, we have to assume A 1,1 = 0 when we use its Edgeworth expansion (7), whereas for the smoothed Wilscoxon's rank test, we only need the assumption that the kernel k(·) is symmetric 4-th order. Jones & Signorini [8] have discussed the bias reduction method, and if we apply their method, we can easily obtain a symmetric 4-th order kernel. For the symmetric kernel k(·), let us define
If the kernel is a symmetric 4-th order, we can use the Edgeworth expansion of W , without using any estimators. For the observed value w, the higher order approximation of p-value is given by
it follows from the equation (17) that
For the significance level 0 < α < 1, if the observed value w satisfies w ≥ w 1−α , we reject the null hypothesis H 0 .
Let us consider the confidence interval. Since the distribution of X i −θ is the same of the distribution of X i under H 0 , we can use the approximation Q n (·). For the observed values x = (x 1 , · · · , x n ), let us define
where 0 < α < 1. Then we have the 1 − α confidence interval 
Simulation study
In this section, we first compare the significance probabilities of S and W by simulation. Since the distributions of S and W depend on F , we compare the p-values by simulation. For 100,000 times random samples from the Normal distribution, we estimate the significance probabilities in the tail area
For the simulated sample x ∈ R n , we calculate the p-values based on the Edgworth expansions. Similarly as Table 1 , S means the significance probability of S is smaller than W , and so on, in Table 2. Comparing Table 1 and 2, we can see that the differences of the p-values of S and W is smaller than those of S and W .
In Table 3 and 4, we compare the Edgeworth expansion by simulation. Using the Epanechnikov kernel k(u) = 3 4 (1 − u 2 )I(|u| ≤ 1) and the bandwidth h n = n −1/3 (log n) −1 , Table 3 and Table 4 compares simple normal approximation and the Edgeworth expansion. Since we do not know exact distributions of the smoothed sign test S, using the 100,000 replications of the data, we esti-
≥ z 1−α and denote "True" in the table. "Edge." and "Nor." denote the Edgeworth and simple normal approximations, respectively. The underlying distribution are the normal (N (0, 1) ), the logistic (Logis.) and the double exponential (D.Exp.). The Epanechnikov kernel does not satisfy the condition A 1,1 = 0, and so we use the exact values of f (0). In Table 5 , using the kernel (11), which satisfies A 1,1 = 0, and the bandwidth h n = n −1/3 (log n) −1 , we compare the Edgeworth and normal approximation. The double exponential distribution does not satisfy the differentiability at the origin 0, but as men- Remark 5 Azzalini [1] has recommended the bandwidth n −1/3 for the estimation of the distribution function. If we use the bandwidth h n = o(n −1/3 ), we only need the condition A 1,1 = 0. Therefore, we will use the bandwidth h n = n −1/3 (log n) −1 in Section 4. Since the main term of the variance of the kernel type estimator of the distribution function does not depend on the bandwidth h n , there is no trade off the bias and variance. Then we cannot propose a clear criterion for choosing the bandwidth h n . We postpone this to a future work.
Remark 6
If we use the symmetric kernel, n −1/2 term of the expansion is 0 and so the simple normal approximation means that the residual term is already o(n −1/2 ). The above comparisons support our results for the Edgeworth expansions.
Next we will compare the powers of the smoothed sign, the smoothed Wilcoxon's and the Student t-test. For the significance level α, we reject the null hypothesis H 0 , if the observed value s satisfies 
The Student t-test statistic is given by
For the observed value t, if t ≥ t(n − 1; 1 − α), we reject the null hypothesis H 0 , where t(n − 1; 1 − α) is a 1 − α-point of t-distribution with n − 1 degree of freedoms. In Table 6 , using the kernel (11) and the bandwidth h n = n −1/3 (log n) −1 , we simulate the power when θ = 0.05, 0.1, 0.5 and the significance level α = 0.01, 0.05, based on 100,000 repetitions. In order to check the size condition, we simulate the case θ = 0. When the underlying distribution F (·) is the double exponential, the Pitman ARE( S|T ) = 2, ARE( W |T ) = , and the simulation results show that the smoothed Wilcoxon's test is superior than the other tests. The student t-test is superior than others, when F (·) is normal. These simulation studies coincide with the comparison by the Pitman's A.R.E., and so the smoothed sign and Wilcoxon's tests are exactly the continuation of the ordinal tests. Also the simulated sizes are close to those of the significance levels.
Appendices
Proof of Theorem 2 For the ordinary sign test S, we have
Then it is sufficient to show
Since S and S are sums of i.i.d. random variables, we have Using the transformation u = x/h n , the integration by parts and the Taylor expansion, we have
Thus we have the desired result.
Proof of Theorem 4
Assuming the differentiability of the density f (·), we have
and then f ′ (0) = 0. Similarly, we have f Proof of Theorem 6 It follows from a variance form of U -statistics that
Similarly, we have
Thus we have
From direct calculations, we can show that
Then we have the desired result.
Proof of Theorem 8 Here we assume that |f is symmetric around the origin, similarly as S, we get g ′ (0) = g (3) (0) = 0. Therefore, we have
Similarly, as f (x), we can show that g ′ (0) = g (3) (0) = 0, and then an approximation of the expectation of W under H 0 is given by
Using the transformation u = − x+y 2hn , the integration by parts and the Taylor expansion, we get
Then we have Using the representation of the variance for U -statistic, we have
Since the distribution function of (X 1 + X 2 )/2 is symmetric around the orign, we have
Furthermore, we have
For the first term, using the transformation t = x + y, integrations by parts and Taylor expansion, we can show that
Thsu we have
Finally we get Proof of Theorem 9 Using the transformation and the Taylor expansion, we can get approximations of a 1 , a 2 , b 1 , · · · , b 5 under H 0 . It follows from the approximation (12) that
Using the transformation u = x+y 2hn , the integration by parts and the Taylor expansion, we get
It is easy to show
Thus we have an approximation
