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1-LAPLACIAN TYPE PROBLEMS WITH STRONGLY SINGULAR NONLINEARITIES AND
GRADIENT TERMS
DANIELA GIACHETTI, FRANCESCANTONIO OLIVA, AND FRANCESCO PETITTA
ABSTRACT. We show optimal existence, nonexistence and regularity results for nonnegative solutions to
Dirichlet problems as {
−∆1u= g(u)|Du|+h(u) f inΩ,
u= 0 on ∂Ω,
where Ω is an open bounded subset of RN , f ≥ 0 belongs to LN (Ω), and g and h are continuous functions that
may blow up at zero. As a noteworthy fact we show how a non-trivial interaction mechanism between the
two nonlinearities g and h produces remarkable regularizing effects on the solutions. The sharpness of our
main results is discussed through the use of appropriate explicit examples.
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1. INTRODUCTION
We consider homogeneous Dirichlet problems as
−∆1u= g(u)|Du|+h(u) f inΩ,
u≥ 0 inΩ,
u= 0 on ∂Ω,
(1.1)
where Ω is a bounded open subset of RN with Lipschitz boundary, f ∈ LN (Ω) is a nonnegative function,
g(s) and h(s) are nonnegative continuous functions defined on [0,∞), and possibly singular at s= 0 (i.e.
g(0)=∞ and/or h(0)=∞).
Here ∆1u is the formal limit of the p-laplace operator as p→ 1+; i.e. ∆1u = div(Du/|Du|). The natural
space to set this kind of problems is BV (or its local version BVloc), the space of functions of bounded
variation, i.e. the space of L1 functions whose gradient is a Radon measure with finite (or locally finite)
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2 D. GIACHETTI, F. OLIVA, AND F. PETITTA
total variation. The ratio appearing in the definition of the 1-laplace operator Du|Du| has to be interpreted
as the Radon-Nikodym derivative of the measure Du with respect to its total variation |Du|. Two of the
most striking differences with the p > 1 case rely in the non-compactness of the traces (the boundary
datum needs not to be attained point-wise) and a structural non-uniqueness phenomenon based on the
homogeneity of the operator.
If one considers the autonomous case without gradient terms (i.e. h ≡ 1 and g ≡ 0), problems involving
the 1-laplace operator arise in the study of image restoration as well as in torsion problems ([37, 38,
52, 45, 11]). The non-autonomous and non-singular case (again with g ≡ 0) has also been considered in
frameworks of more theoretic nature as eigenvalues problems and critical Sobolev exponent (see [39, 25]
and references therein). Also, 1-laplace type operators are known to be closely related to the mean
curvature operator ([50]); in fact, as the unit normal of the level set {u(x) = k} is given formally by
n(x)=Du/|Du|, then the mean curvature of this surface at the point x is formally given by
H(x)= div(n)(x)= div(Du/|Du|)(x) ;
this relationship clearly expresses that the behavior at the boundary ∂Ω of solutions to problems as in
(1.1) may depend on the geometry of the boundary.
Equations with dependence on the gradient also enter in geometric problems as the one proposed in [36]
in the study of the inverse mean curvature flow (see also [42]). We refer the interested reader to the
monograph [5] for a more complete review on applications.
The case of a possibly singular nonlinearity h in (1.1) with g = 0 has been studied, in the case of a p-
laplace leading term with p > 1, in connection with the analysis of flows of non-Newtonian fluid as the
pseudoplastic ones; these kinds of equations appear in particular in geophysical phenomena (e.g. glacial
advance) as well as in industrial applications as extrusion in polymers or metals. We refer to [26, Section
3] for a detailed derivation of the model in the case p = 2. The mathematical literature in this case is
massive; without the aim to be complete we refer the reader to [19, 41, 15, 48, 49, 31, 30, 22, 47] and
references therein.
From the purely mathematical point of view, the case p = 1 is faced in [18, 43, 44] in the autonomous
case by approximating solutions to {
−∆1v= f inΩ,
v= 0 on ∂Ω , (1.2)
with solutions vp to the associated p-laplacian problems with p> 1. This procedure presents remarkable
features; first of all a degeneracy appears in the approximation argument if the datum is too small, say
‖ f ‖N < S1−1, S1 being the best Sobolev constant in W1,1(RN ); in this case, vp → 0 a.e. on Ω. On the
other hand the approximating solutions vp may blow up on a set of positive Lebesgue measure if f does
not belong to LN (Ω).
Concerning the presence of a possibly singular h, in [24] existence and regularity of a nonnegative
(nontrivial, in general) distributional solutions to the homogeneous Dirichlet problem{
−∆1v= h(v) f inΩ,
v= 0 on ∂Ω , (1.3)
is obtained for a nonnegative datum f in LN (Ω) with suitable small norm. Uniqueness of solutions is
also derived provided h is decreasing and f > 0.
The situation significantly changes when one looks at the case g 6= 0, that is the case of a gradient term
that depends on the solution itself with natural growth. If p> 1 and h≡ 1, then problems as{
−∆pw= g(w)|∇w|p+ f inΩ,
w= 0 on ∂Ω ; (1.4)
as regards the non-singular case (i.e. with a bounded continuous g) one can refer to [13, 14, 28, 35, 51]
for a companion on the subject. The possibly singular case have been largely investigated both in the
absorption and in the reaction case. If p = 2 and g(s) ∼ s−θ one may refer to [12, 8, 9, 32, 33] and
references therein, while the case p > 1 has also been considered ([54, 53, 20]). Observe that, in any
cases, the threshold θ = 1 is shown to be critical in order to get global finite energy solutions for a
general nonnegative datum f (see also the discussion in [27]).
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The case p = 1 of problem (1.4) has been recently faced mostly in presence of an absorption term; in
[42, 29] (g ≡ −1) and [40] (bounded negative g). The reaction case is studied in [6] for g ≡ 1 and in
presence of zero order absorption term (see also [21]).
In this paper we extend the previous results in many directions; under very general assumptions on the
data, we show optimal existence and regularity results for solutions of problem (1.1). As predictable, the
goal will be accomplished by mean of an approximation argument with p-laplace type problems{
−∆pup = gp(up)|∇up|p+hp(up) f inΩ,
up = 0 on ∂Ω,
(1.5)
where p > 1 and gp and hp are suitable truncations of respectively g and h. Our results wholly agree
with the existing literature and, as proper examples will show, they are sharp in the sense outlined later
on. For instance, the sharp smallness assumption of [24] for problem (1.3) is recovered, as well as the
results of [18, 43] for (1.2). Furthermore, if g = h ≡ 1 in (1.1) one also recovers the existing results (see,
for instance, [21] and references therein).
One of the main difficulties, of course, will rely on carefully keeping track of the involved constants in
order to get (sharp) a priori estimates that do not depend on the parameter p. Here is where a smallness
assumption on the data will be needed. A crucial point regards the proof that the candidate solution u
is bounded and it shall be achieved by mean of a comparison with suitable approximating solutions of
problem (1.3). Then, after that, in order to pass to the limit in (1.5) and to show that the candidate u is
actually a solution to (1.1), a suitable chain rule formula will be established. A key ingredient in order to
conclude will rely on the proof that the jump part of the derivative of u is zero; this peculiar phenomenon
is due to the presence of the gradient term in the equations and it does not occur in the case g= 0.
A further drawback that has to be dealt with concerns the way the boundary datum is assumed. In
the non-singular case this is quite clear nowadays and, as we already mentioned, a weak boundary
requirement is needed as no point-wise behavior can be prescribed; here, due to the presence of the
possibly singular nonlinearity, most of the estimates one shall find are only local and one needs to
further clarify the notion of the homogeneous boundary datum. A general result on vector fields whose
divergence is a nonnegative (local) Radon measure will be used for this purpose.
One of our concurrent purposes consists in showing how the two nonlinearities interact with each other
and how they sort-of regularize the problem. We already mentioned how the presence of the nonlinear
gradient term gives rise to a solution without jump part. Moreover, the term g(u)|Du| is, a priori, only
a (locally) bounded measure; despite this, the approximation argument do find a solution which is finite
a.e. on Ω in contrast with the blow up behavior of the solutions vp approximating (1.2).
Another regularizing effect appears if h(0) =∞ as no degeneracy of the approximating sequence vp is
produced; in some sense the behavior of h near zero compensates the possibly small norm of f in such a
way to return a positive limit solution u.
The plan of the paper is the following: in Section 2 after providing some basic notations on BV spaces,
we set the Anzellotti-Chen-Frid type theory of vector fields with measure-valued divergence we use; in
particular, we prove a general property on those vector fields whose divergence is a signed measure
(Lemma 2.3). We also prove a useful generalized Chain rule formula (Lemma 2.4). For the sake of
exposition Section 3 will be devoted to the case of a positive datum f and a subcritical nonlinearity g
(i.e. g(s) ∼ s−θ, with θ < 1). Here the approximation scheme is introduced and some properties of an
auxiliary problem (namely problem (1.5) with g = 0) is presented. This paves the way to the proofs of
the basic a priori estimates we need and of the boundedness of the candidate solution u. In Section 3.3
we show that u has no jump part and (Section 3.4) we pass to the limit in (1.5). In Section 4 we extend
the result to the critical case θ = 1, while Section 5 is focused on the case of a general nonnegative
datum f . Finally Section 6 is devoted to discuss some further remarks and examples. We first show
how the case p = 1 and θ = 1 behaves differently with respect to the case p > 1 showing an intriguing
breaking of the nonexistence threshold. Two examples are then built in order to show how the geometry
of Ω influences the behavior of the solutions of our problem; in particular, at least in some model cases,
constant solutions are shown to exist if Ω is calibrable while the existence of non-constant solutions is
proven once the variational mean curvature of Ω is not bounded.
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Notation. We denote by H N−1(E) the (N − 1)-dimensional Hausdorff measure of a set E while |E|
stands for its N-dimensional Lebesgue measure. M (Ω) is the usual space of Radon measures with finite
total variation over Ω. The space Mloc(Ω) is the space of Radon measure which are locally finite in Ω.
We refer to a Lebesgue space with respect to a Radon measure µ as Lq(Ω,µ). We denote by S1 the best
constant in the Sobolev inequality: i.e.
||v||
L
N
N−1 (Ω)
≤S1||v||W1,10 (Ω), ∀v ∈W
1,1
0 (Ω).
We denote by χE the characteristic function of a set E. For a fixed k> 0, we use the truncation functions
Tk :R→R and Gk :R→R defined by
Tk(s) :=max(−k,min(s,k)) and Gk(s) := s−Tk(s).
k
−k
k
−k
k
−k
FIGURE 1. Tk(s) and Gk(s)
We also use the following auxiliary function defined for nonnegative values
Vδ(s) :=

1 0≤ s≤ δ,
2δ− s
δ
δ< s< 2δ,
0 s≥ 2δ.
(1.6)
δ 2δ
1
FIGURE 2. Vδ(s)
If no otherwise specified, we will denote by C several positive constants whose value may change from
line to line and, sometimes, on the same line. These values will only depend on the data but they will
never depend on the indexes of the sequences we will gradually introduce.
Finally for simplicity’s sake, and if there is no ambiguity, we will often use the following notation for the
Lebesgue integral of a funciton f ˆ
Ω
f :=
ˆ
Ω
f (x) dx ,
or
ˆ
Ω
f µ :=
ˆ
Ω
f (x) dµ ,
to indicate the integration of a function f with respect to a measure µ.
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2. PRELIMINARIES
2.1. Basics on BV spaces. We briefly review some basic facts on BV spaces; we refer to [3] for a
complete account and for further standard notations not included here for the sake of brevity. Let Ω be
an open bounded subset of RN (N ≥ 1) with Lipschitz boundary. The space of functions with bounded
variation on Ω is defined as follows:
BV (Ω) := {u ∈ L1(Ω) : Du ∈M (Ω)N }.
We underline that the BV (Ω) space endowed with the norm
||u||BV (Ω) =
ˆ
Ω
|u| +
ˆ
Ω
|Du| ,
or with
||u||BV (Ω) =
ˆ
∂Ω
|u|dH N−1+
ˆ
Ω
|Du|,
is a Banach space. We denote by BVloc(Ω) the space of functions in BV (ω) for every open set ω ⊂⊂Ω.
With Lu we denote the set of Lebesgue point of a function u, with Su =Ω\Lu and with Ju the jump set.
It is well known that any function u ∈BV (Ω) can be identified with its precise representative u∗ which
is the Lebesgue representative in Lu while u∗ = u++u−2 in Ju where u+,u− are the approximate limits of
u. Moreover it can be shown thatH N−1(Su \ Ju)= 0 and that u∗ is well definedH N−1-a.e.
2.2. The Anzellotti-Chen-Frid theory. In order to be self-contained we summarize the L∞-divergence-
measure vector fields theory due to [7] and [17]. We denote by
DM∞(Ω) := {z ∈ L∞(Ω)N : div z ∈M (Ω)},
and by DM∞loc(Ω) its local version, namely the space of bounded vector field z with div z ∈Mloc(Ω). We
first recall that if z ∈DM∞(Ω) then div z is an absolutely continuous measure with respect toH N−1.
In [7] the following distribution (z,Dv) : C1c (Ω)→R is considered:
〈(z,Dv),ϕ〉 :=−
ˆ
Ω
v∗ϕdiv z−
ˆ
Ω
vz ·∇ϕ, ϕ ∈C1c (Ω). (2.1)
In [44] and [16] the authors prove that (z,Dv) is well defined if z ∈ DM∞(Ω) and v ∈ BV (Ω)∩L∞(Ω)
since one can show that v∗ ∈ L∞(Ω,div z). Moreover in [23] the authors show that (2.1) is well posed if
z ∈DM∞loc(Ω) and v ∈BVloc(Ω)∩L1loc(Ω,div z) and it holds that
|〈(z,Dv),ϕ〉| ≤ ||ϕ||L∞(U)||z||L∞(U)N
ˆ
U
|Dv| ,
for all open set U ⊂⊂Ω and for all ϕ ∈C1c (U). Moreover one has∣∣∣∣ˆ
B
(z,Dv)
∣∣∣∣≤ ˆ
B
|(z,Dv)| ≤ ||z||L∞(U)N
ˆ
B
|Dv| ,
for all Borel sets B and for all open sets U such that B⊂U ⊂Ω.
Observe that, if z ∈DM∞loc(Ω) and w ∈BVloc(Ω)∩L∞(Ω), then
div(wz)= (z,Dw)+w∗div z ,
so that wz ∈DM∞loc(Ω). This fact allows us to check the following technical result that will be useful in
the sequel and that contains a particular instance of [34, Lemma 2.6]
Lemma 2.1. Let z ∈DM∞loc(Ω) and let u,v ∈BVloc(Ω)∩L∞(Ω). Then
(z,D(uv))= u(z,Dv)+ (vz,Du). (2.2)
Proof. A reiterated application of (2.1) gives that, as measures
(z,D(uv)) = −uvdiv z+div(uvz)
= −u(div(vz)− (z,Dv))+udiv(vz)+ (vz,Du)
= u(z,Dv)+ (vz,Du)
and (2.2) is proven. 
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We recall that in [7] it is proved that every z ∈ DM∞(Ω) possesses a weak trace on ∂Ω of its normal
component which is denoted by [z,ν], where ν(x) is the outward normal unit vector defined for H N−1-
almost every x ∈ ∂Ω. Moreover, it holds
||[z,ν]||L∞(∂Ω) ≤ ||z||L∞(Ω)N ,
and it also satisfies that if z ∈DM∞(Ω) and v ∈BV (Ω)∩L∞(Ω), then
v[z,ν]= [vz,ν],
(see [16]).
Finally we will also use the following Green formula due to [23], the authors prove that if z ∈DM∞loc(Ω)
and v ∈BV (Ω)∩L∞(Ω) such that v∗ ∈ L1(Ω,div z) then vz ∈DM∞(Ω) and a weak trace can be defined as
well as the following Green formula:
Lemma 2.2. Let z ∈DM∞(Ω) and let v ∈BV (Ω)∩L∞(Ω) then it holds
ˆ
Ω
v∗div z+
ˆ
Ω
(z,Dv)=
ˆ
∂Ω
[vz,ν] dH N−1. (2.3)
We also have the following result that extends [24, Lemma 5.3] to the measure case and that has its own
interest.
Lemma 2.3. Let 0≤µ ∈Mloc(Ω) and let z ∈DM∞loc(Ω) such that
−div z=µ in D′(Ω), (2.4)
then
µ ∈M (Ω).
Proof. Let 0≤ v ∈W1,10 (Ω)∩C(Ω) and let ϕn ∈C1c (Ω) be a sequence of nonnegative functions converging
to v in W1,10 (Ω). Let us take ϕn as test function in (2.4)ˆ
Ω
z ·∇ϕn =
ˆ
Ω
ϕnµ
and we take n →∞ by applying the Fatou Lemma on the right hand side of the previous. Hence one
obtains ˆ
Ω
vµ≤
ˆ
Ω
z ·∇v. (2.5)
Now we take v˜ ∈W1,1(Ω)∩C(Ω) and then from a Gagliardo Lemma (see [7, Lemma 5.5]) there exists
wn ∈ W1,1(Ω)∩C(Ω) having |wn|∂Ω = |v˜|∂Ω,
ˆ
Ω
|∇wn| ≤
ˆ
∂Ω
v˜ dH N−1 + 1
n
and such that wn tends to 0
almost everywhere in Ω. Now take |v−wn| ∈W1,10 (Ω)∩C(Ω) as a test function in (2.5), yielding toˆ
Ω
|v˜−wn|µ≤
ˆ
Ω
z ·∇|v˜−wn| ≤ ||z||L∞(Ω)N
(ˆ
Ω
|∇v˜|+
ˆ
Ω
|∇wn|
)
≤ ||z||L∞(Ω)N
(ˆ
Ω
|∇v˜|+
ˆ
∂Ω
v˜ dH N−1+ 1
n
)
,
and the Fatou Lemma with respect to n gives
ˆ
Ω
v˜µ≤ ||z||L∞(Ω)N
(ˆ
Ω
|∇v˜|+
ˆ
∂Ω
v˜ dH N−1
)
,
where, taking v˜≡ 1, one deduces that µ belongs toM (Ω). 
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2.3. A chain rule formula. We will also use this type of chain rule formula which is an extension of the
classical one (see [3, Theorem 3.99]) for functions having unbounded derivative at zero. The following
lemma also extends [40, Theorem 3.10].
Lemma 2.4. Let 0 ≤ u ∈ BVloc(Ω) with D ju = 0 and let g : [0,∞) 7→ (0,∞] be a continuous function
finite outside s = 0. Then define Γ : [0,∞) 7→ [−∞,+∞) such that Γ′(s) = g(s) and suppose that v = Γ(u) ∈
BVloc(Ω). Then g(u)χ{u>0}|Du| is a locally finite measure and it holds
χ{u>0}|Dv| = g(u)χ{u>0}|Du| as measures in Ω . (2.6)
Proof. We consider a Lipschitz function Γ²(s) whose values agree with Γ(s) for ²< s< 1² , namely
Γ²(s)=

Γ(²), s≤ ²,
Γ(s), ²< s< 1
²
,
Γ
( 1
²
)
, s≥ 1
²
.
As the function Γ²(s) is Lipschitz then one can apply the classical chain rule to deduce for a nonnegative
ϕ ∈C1c (Ω) thatˆ
{²<u< 1² }
ϕ|Dv| =
ˆ
{²<u< 1² }
ϕ|DΓ(u)| =
ˆ
{²<u< 1² }
ϕ|DΓ²(u)| =
ˆ
{²<u< 1² }
ϕg(u)|Du|,
where the second equality holds by the means of Proposition 3.92 of [3]. Indeed, one has that D(Γ(u)−
Γ²(u)) = 0 (and so |DΓ(u)| = |DΓ²(u)|) on {² < u < 1² }. Now taking ²→ 0 it follows from the monotone
convergence Theorem that ˆ
{u>0}
ϕ|Dv| =
ˆ
{u>0}
ϕg(u)|Du| ,
and the proof is concluded. 
Remark 2.5. We presented the result of Lemma 2.4 in general form; however it is worth mentioning
that if Γ(0)= 0 then (2.6) becomes
|Dv| = g(u)χ{u>0}|Du| as measures in Ω
as, using [3, Proposition 3.92], one has ˆ
{u>0}
ϕ|Dv| =
ˆ
Ω
ϕ|Dv| .
Let us point out that this will always be the case for us in the sequel besides some instances in which,
as a matter of fact, u> 0 and so (2.6) simply reduces to |Dv| = g(u)|Du|.
3. MAIN ASSUMPTIONS AND RESULTS
LetΩ be an open bounded subset of RN (N ≥ 1) with Lipschitz boundary and let us consider the following
Dirichlet problem {
−∆1u= g(u)|Du|+h(u) f inΩ,
u= 0 on ∂Ω, (3.1)
where −∆1 is the so-called 1-Laplace operator and the datum f is a nonnegative function belonging to
LN (Ω). The nonlinearities g : [0,∞) 7→ (0,∞] and h : [0,∞) 7→ [0,∞] are assumed to be merely continuous
and finite outside the origin; we require the following controls near zero
∃ c1,θ, s1 > 0 such that g(s)≤ c1sθ if s≤ s1, (3.2)
and
∃ c2,γ, s2 > 0 such that h(s)≤ c2sγ if s≤ s2,
lim
s→∞h(s) := h(∞)<∞.
(3.3)
We stress that under the above assumptions the case of g,h being bounded is allowed. For the sake of
presentation, in this section, we state and prove the existence of a solution to (3.1) in the milder singular
case
0< θ < 1 and 0< γ≤ 1 , (3.4)
and in presence of a positive datum f ; in Section 4 we will treat the critical case θ = 1, while Section 5
will be devoted to the general case of a nonnegative datum f and γ> 1.
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We start clarifying the notion of solution to (3.1) in this case:
Definition 3.1. A nonnegative function u ∈BV (Ω) is a solution to problem (3.1) if g(u∗) ∈ L1loc(Ω, |Du|),
h(u) f ∈ L1loc(Ω) and if there exists z ∈DM∞(Ω) with ||z||L∞(Ω)N ≤ 1 such that
−div z= g(u∗)|Du|+h(u) f as measures in Ω, (3.5)
(z,Du)= |Du| as measures in Ω, (3.6)
u(x)(1+ [z,ν](x))= 0 forH N−1-a.e. x ∈ ∂Ω. (3.7)
Remark 3.2. Let us underline some relevant facts about the above Definition 3.1. First of all the use
of g(u∗) is technically needed in order to give sense a priori to (3.5). As a matter of fact, since we will
show that in any cases u does not possess jump part then g(u∗) can be regarded as g(u) (actually g(u˜),
where u˜ its Lebesgue representative) once integrated against a measure that is absolutely continuous
with respect toH N−1.
Also observe that, if h(0) =∞, then h(u) f ∈ L1loc(Ω) implies that {u = 0} ⊂ { f = 0}; in particular, as here
f > 0, this means that u > 0 a.e. in Ω. We also highlight that, as nowadays classical since [4], (3.6) is
the way z is intended to represent the quotient |Du|−1Du. Finally condition (3.7) is the weak sense in
which the Dirichlet datum is meant; it roughly asserts that either u has zero trace or the weak trace of
the normal component of z has least possible slope at the boundary.
We are ready to state the existence result in this mild singular case:
Theorem 3.3. Let 0 < f ∈ LN (Ω) such that || f ||LN (Ω)S1h(∞) < 1 and let g and h satisfy resp. (3.2) and
(3.3) with (3.4) in force. Then there exists a solution to problem (3.1) in the sense of Definition 3.1.
Remark 3.4. The assumption on the datum f can be slightly relaxed; in fact, reasoning as in [24,
Section 7] one can easily cover the case of f belonging to the Lorentz space LN,∞(Ω) by substituting the
smallness assumption on the product || f ||LN (Ω)S1h(∞) with
|| f ||LN (Ω)S˜1h(∞)< 1 , (3.8)
where S˜1 = [(N −1)ω
1
N
N ]
−1 is the best constant in the embedding of W1,10 (Ω) into L
N
N−1 ,1(Ω) (where, as
usual, ωN indicates the volume of the ball of radius 1 in RN ).
Assumption (3.8) reveals a critical threshold as it can be deduced by comparison with the case g≡ 0 (see
for instance [18, 43, 24]); in this sense (3.8) is sharp.
We also have the following regularity result on the solution given by Theorem 3.3 whose proof will follow
by Lemma 3.11 and Lemma 3.12 below.
Theorem 3.5. Under the same assumptions the solution found in Theorem 3.3 satisfies that u ∈ L∞(Ω)
and D ju= 0.
Remark 3.6. As will be clear by the proof of Lemma 3.12 below, the fact that solutions of problem (3.1)
do not possess jump parts is a regularizing effect given by the presence of the gradient term g(u)|Du|;
a similar situation was noticed in [42, 1, 40] while in the case g(s) ≡ 0 solutions can have a nontrivial
jump part (see [23, 24]). Also the fact that u is bounded is quite natural and this is essentially due to the
presence of the zero order term h(u) f . In fact, as we will see, the solution we found lies underneath the
solution of problem (3.1) with g(s)≡ 0 found in [24, Theorem 3.3], that is shown to be bounded. In other
words, the perturbation given by the gradient term does not make the situation worse with respect to
boundedness of the solution a rough reason being the following: as it will be hinted by explicit examples
(see Example 1 and Example 2 below) the solutions tend to be nearly "constant" insideΩ so that g(u)|Du|
only acts near the boundary where the solution would like to be small (though not necessarily zero).
At certain points we shall make use of the following auxiliary function
Γ(s)=
ˆ s
0
g(t) dt.
We explicitly observe that, as g is assumed to be positive and 0< θ < 1, one has that Γ(s) is well defined
in [0,∞), and that there exists Γ−1(s) which is locally Lipschitz in [0,∞).
The proof of both Theorem 3.3 and 3.5 will be built in few steps and it will be completed in Section 3.4
once we have all the ingredients at our disposal. In Section 3.1 we introduce the approximation scheme
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that will lead us to the proof of Theorem 3.3 and we describe the main strategy that will involve the use
of the associated auxiliary problem with no gradient term. Section 3.2 is devoted to obtain the basics
a priori estimates on the approximating problems and to the identification of a bounded limit function
u. In Section 3.3 we check a crucial property of this limit function, that is u possesses no jump part.
Finally, Section 3.4 will be dedicated to the passage to the limit and consequently to the proof of our
existence and regularity results.
3.1. An auxiliary problem and the approximation scheme. In order to better introduce our strat-
egy of the proof of Theorem 3.3 it is worth recalling some basic facts about the case g ≡ 0. In [24], it is
proved that there exists a bounded solution v (that, by the way, is unique if f > 0 a.e. and h is decreasing)
to {
−∆1v= h(v) f inΩ,
v= 0 on ∂Ω, (3.9)
where f ∈ LN (Ω) is nonnegative and h is as above. The notion of solution to problem (3.9) is given as
in Definition 3.1 thought of as g≡ 0. The solution v is constructed through the following approximation
scheme: {
−∆pvp = hp(vp) f inΩ,
vp = 0 on ∂Ω,
(3.10)
where hp(s) :=T 1
p−1
(h(s)). In [24] it is proved that vp converges almost everywhere to a bounded solution
v of (3.9).
For our purposes it is also worth stating and sketching the proof of the following result; here we set the
useful notation
hk(∞) := sup
s∈[k,∞)
h(s).
Lemma 3.7. Let 0≤ f ∈ LN (Ω) such that || f ||LN (Ω)S1h(∞)< 1 and let h satisfy (3.3). Let vp be a solution
to (3.10) then there exists a positive constant c˜ such that
v≤ c˜, (3.11)
where v is the almost everywhere limit of vp as p→ 1+ and solves (3.9).
Proof. Let us take Gk(vp) as a test function in (3.10) deducingˆ
Ω
|∇Gk(vp)|p =
ˆ
Ω
hp(vp) f Gk(vp)≤ hk(∞)|| f ||LN (Ω)||Gk(vp)||L NN−1 (Ω). (3.12)
Now we apply the Young and the Sobolev inequalities on the left hand side of (3.12) obtaining
S −11 ||Gk(vp)||L NN−1 (Ω) ≤
ˆ
Ω
|∇Gk(vp)| ≤
ˆ
Ω
|∇Gk(vp)|p+
p−1
p
|Ω|
≤ hk(∞)|| f ||LN (Ω)||Gk(vp)||L NN−1 (Ω)+
p−1
p
|Ω|.
(3.13)
Under the assumption that || f ||LN (Ω)S1h(∞)< 1 then we can pick a c˜ such that S −11 −|| f ||LN (Ω)h c˜(∞)>
C > 0 for a constant C which is independent of p. Then, choosing k= c˜ in (3.13), one gets
C||G c˜(vp)||
L
N
N−1 (Ω)
≤ p−1
p
|Ω|,
whence, taking p→ 1+, by weak lower semicontinuity of the norm, one has ||G c˜(v)||
L
N
N−1 (Ω)
= 0, that is
v≤ c˜ almost everywhere in Ω. Finally, reasoning as in [24], one can show that v is a solution to (3.9). 
Remark 3.8. We stress that, if h(0)<∞, then, as shown in [24, Theorem 3.4], c˜≡ 0 provided the LN (Ω)
norm of f is small enough; we shall come back on this fact later on (see Remark 5.5 below).
Now let us come back to problem (3.1); following the heuristics given in Remark 3.6, our strategy will be
based on finding a solution to (3.1) which still lives in the interval [0, c˜] where v does.
First of all we are interested in deducing some a priori estimates for the solutions to the following
approximation problem {
−∆pup = gp(up)|∇up|p+hp(up) f inΩ,
up = 0 on ∂Ω,
(3.14)
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where
gp(s) :=

T 1
p−1
(g(s)) s< c˜,
− g(c˜)
p−1(s− c˜− p+1) c˜≤ s≤ c˜+ p−1,
0 s> c˜+ p−1,
and without loosing generality, from here on we assume that 1< p< 2 and that T 1
p−1
(g(c˜))= g(c˜).
FIGURE 3. gp(s)
Moreover hp(s) :=T 1
p−1
(h(s)); again, without loss of generality, up to choose p near to 1+, we can assume
that we are (possibly) truncating h only near 0.
For either q= 1 or q= p, let us also define the auxiliary function
Γp,q(s) :=
ˆ s
0
g
1
q
p (t) dt ;
observe that, in both cases, Γp,q(s) converges to Γ(s) for any s≥ 0 as p→ 1+.
The existence of a nonnegative solution up ∈W1,p0 (Ω)∩L∞(Ω) of problem (3.14) is granted by the follow-
ing argument: in [51], it is proved the existence of a solution to{
−∆pw= gp(w)|∇w|p+hp(v) f inΩ,
w= 0 on ∂Ω,
for any nonnegative v belonging to Lp(Ω); as the result comes along with standard associated estimates,
it is easy to check that the application T : Lp(Ω) 7→ Lp(Ω) such that T(v)=w admits a fixed point, which
is a solution to (3.14).
3.2. A priori estimates and boundedness of the limit function. As far as the estimates are con-
cerned the positivity of f it is not relevant, so that in this section we will consider the more general case
of a nonnegative datum f ∈ LN (Ω); this generalization will be useful in Section 5. As it is clear the main
issues shall rely on proving that solutions to (3.14) enjoy some estimates which are independent of p (at
least for p ∼ 1+). The first result contains an estimate on a suitable exponential of up and it also make
use of the following elementary inequality.
Lemma 3.9. For a fixed C > 1, there exists p0 ∈ (1,2) such that
e2s−1≤C
(
e
2s
p −1
)p
, ∀s≥ 1,
holds for any p ∈ (1, p0).
An easy consequence of Lemma 3.9 is that for a sequence of constant Cp such that Cp → 1+ as p→ 1+
one has
e2s−1≤Cp
(
e
2s
p −1
)p
, ∀s≥ 1 , (3.15)
up to suitably choosing a sequence of p’s converging to 1+.
Lemma 3.10. Let g, h satisfy (3.2) and (3.3) with (3.4) in force, and let 0 ≤ f ∈ LN (Ω) such that
|| f ||LN (Ω)S1h(∞)< 1. Let up be a solution of (3.14) then there exists p0 > 1 such that for any η> 0ˆ
Ω
|∇(eηup −1)|p ≤C, (3.16)
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for some constant C which does not depend on p ∈ (1, p0); moreover,
||eηup −1||W1,10 (Ω) ≤C, (3.17)
again for some C not depending on p ∈ (1, p0).
Proof. We start taking eηpGk(up)−1 with η ≥ 1 and k ≥ c˜+1 as a test function (we recall 1 < p < 2 and
that gp(s)≡ 0 if s≥ c˜+ p−1) in the weak formulation of (3.14). Hence one has that
ηp
ˆ
Ω
|∇Gk(up)|p eηpGk(up) =
ˆ
Ω
hp(up) f (eηpGk(up)−1)≤ hk(∞)
ˆ
Ω
f (eηpGk(up)−1)
= hk(∞)
ˆ
{k≤up≤k+2}
f (eηpGk(up)−1)+hk(∞)
ˆ
{up>k+2}
f (eηpGk(up)−1)
≤ hk(∞)e2ηp|| f ||L1(Ω)+Cphk(∞)
ˆ
{up>k+2}
f (eηGk(up)−1)p,
in which we have also used (3.15). At this point one can apply the Hölder and the Sobolev inequalities
deducing
ηp
ˆ
Ω
|∇Gk(up)|p eηpGk(up) ≤ hk(∞)e2ηp|| f ||L1(Ω)+Cphk(∞)|| f ||LN (Ω)
(ˆ
Ω
(eηGk(up)−1)
pN
N−p
) N−p
N |Ω| p−1N
≤ hk(∞)e2ηp|| f ||L1(Ω)+Cphk(∞)|| f ||LN (Ω)S pp ηp
ˆ
Ω
|∇Gk(up)|p eηpGk(up)|Ω|
p−1
N ,
and one can observe that for any η≥ 1 there exists k˜ > 0 sufficiently large and p0 sufficiently close to 1
such that
ηp−Cphk(∞)|| f ||LN (Ω)S pp ηp|Ω|
p−1
N >C > 0, ∀k≥ k˜, ∀p ∈ (1, p0),
for a constant C not depending on both p, k. Hence one has that for any η> 0 (by monotonicity)
ˆ
Ω
|∇Gk(up)|p eηpGk(up) ≤C, (3.18)
for some positive constant C independent of p ∈ (1, p0) and for every k≥ k˜≥ c˜+1. Now we decompose up
as
up =Tk˜(up)+G k˜(up)=Tε(up)+Tk˜−ε(Gε(up))+G k˜(up),
where ε will be fixed small enough. We take Tε(up) as a test function in the weak formulation solved by
(3.14) yielding to
ˆ
Ω
|∇Tε(up)|p ≤
(
c1ε1−θ+ sup
s∈[s1,c˜+1)
g(s)ε
)ˆ
Ω
|∇up|p+
(
c2ε1−γ+ sup
s∈[s2,∞)
h(s)ε
)ˆ
Ω
f
=
(
c1ε1−θ+ sup
s∈[s1,c˜+1)
g(s)ε
)ˆ
Ω
|∇Tε(up)|p+
(
c1ε1−θ+ sup
s∈[s1,c˜+1)
g(s)ε
)ˆ
Ω
|∇Tk˜−ε(Gε(up))|p
+
(
c2ε1−γ+ sup
s∈[s2,∞)
h(s)ε
)ˆ
Ω
f ,
whence, fixing ε such that 1−
(
c1ε1−θ+ sup
s∈[s1,c˜+1)
g(s)ε
)
>C−1 for some positive C, then one is lead to
ˆ
Ω
|∇Tε(up)|p ≤C
(
c1ε1−θ+ sup
s∈[s1,c˜+1)
g(s)ε
)ˆ
Ω
|∇Tk˜−ε(Gε(up))|p
+C
(
c2ε1−γ+ sup
s∈[s2,∞)
h(s)ε
)ˆ
Ω
f .
(3.19)
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We just need to estimate the first term on the right hand side of the previous inequality. Now we test
the weak formulation of (3.14) with eηpTk˜−ε(Gε(up))−1 obtaining
ηp
ˆ
Ω
|∇Tk˜−ε(Gε(up))|p eηpTk˜−ε(Gε(up)) =
ˆ
Ω
gp(up)|∇up|p(eηpTk˜−ε(Gε(up))−1)
+
ˆ
Ω
hp(up) f (eηpTk˜−ε(Gε(up))−1)≤ sup
s∈[ε,c˜+1)
g(s)
ˆ
Ω
|∇Tk˜−ε(Gε(up))|p eηpTk˜−ε(Gε(up))
+ eηp(k˜−ε) sup
s∈[ε,∞)
h(s)
ˆ
Ω
f .
Moreover there exists η1 such that ηp− sup
s∈[ε,c˜+1)
g(s)>C > 0 for every η≥ η1 and where C does not depend
on p. Hence one has
C
ˆ
Ω
|∇Tk˜−ε(Gε(up))|p eηpTk˜−ε(Gε(up)) ≤ eηp(k˜−ε) sup
s∈[ε,∞)
h(s)
ˆ
Ω
f ≤C. (3.20)
Therefore, it follows by using (3.20) in (3.19) and by monotonicity, thatˆ
Ω
|∇Tε(up)|p eηpTε(up) ≤ eηpε
ˆ
Ω
|∇Tε(up)|p ≤C,
which, gathered with (3.18) and (3.20), concludes the proof of (3.16).
In order to check (3.17) we use Hölder inequality and (3.16) one hasˆ
Ω
|∇(eηup −1)| ≤ ηp
ˆ
Ω
|∇up|p eηpup + p−1p |Ω| ≤C,
where C is independent of p ∈ (1, p0).

Now we refine the estimates of Lemma 3.10, deducing that the sequence up is bounded in BV (Ω). This
will take to the existence of a limit function which will be the candidate to be a solution for (3.1). Here
we also show that this limit function is less or equal than c˜ almost everywhere, which is the value given
by Lemma 3.7.
Lemma 3.11. Under the assumptions of Lemma 3.10 there exists p0 > 1 such that up is bounded in
BV (Ω) and Γp,p(up) is bounded in BVloc(Ω) uniformly with respect to p ∈ (1, p0). Moreover there exists
u ∈BV (Ω)∩L∞(Ω) such that up converges to u (up to a subsequence) in Lq(Ω) for every q <∞ and ∇up
converges to Du locally *-weakly as measures. Finally it holds
||u||L∞(Ω) ≤ c˜. (3.21)
Proof. As an easy consequence of (3.17), up is also bounded in BV (Ω). Hence a standard compactness
argument allows to deduce that there exists u ∈ BV (Ω) such that, up to subsequences, up converges to
u in Lq(Ω) for every q < NN−1 . Moreover ∇up converges to Du locally *-weakly as measures as p→ 1+.
Observe that (3.17) also implies the strong convergence of eηup −1 in L1(Ω) and so it follows that up
converges to u in Lq(Ω) for any q<∞ as p→ 1+.
Now we take a nonnegative ϕ ∈ C1c (Ω) as a test function in the distributional formulation of (3.14), we
get rid of the term involving h and we apply the chain rule and the Young inequality, yielding toˆ
Ω
|∇Γp,p(up)|ϕ≤
ˆ
Ω
|∇up|p−1|∇ϕ|+ p−1p
ˆ
Ω
ϕ≤
ˆ
Ω
|∇up|p+
ˆ
Ω
|∇ϕ|p+ p−1
p
ˆ
Ω
ϕ≤C,
which, jointly with the fact that Γp,p(up) is bounded in L∞(Ω), implies that Γp,p(up) is bounded in
BVloc(Ω) with respect to p.
It remains to show that (3.21) holds. Let kp = c˜+ p−1 and let take Gkp (up) as a test function in (3.14)
obtaining ˆ
Ω
|∇Gkp (up)|p =
ˆ
Ω
hp(up) f Gkp (up)≤ hkp (∞)|| f ||LN (Ω)||Gkp (up)||L NN−1 (Ω). (3.22)
Now we apply the Young and the Sobolev inequalities on the left hand side of (3.22) yielding to
S −11 ||Gkp (up)||L NN−1 (Ω) ≤ hkp (∞)|| f ||LN (Ω)||Gkp (up)||L NN−1 (Ω)+
p−1
p
|Ω|.
1-LAPLACIAN TYPE PROBLEMS WITH STRONGLY SINGULAR NONLINEARITIES AND GRADIENT TERMS 13
We recall that c˜ is such that S −11 − || f ||LN (Ω)h c˜(∞) > C > 0 for a constant C which is independent of p
near 1. Now observe that S −11 −|| f ||LN (Ω)hkp (∞)>S −11 −|| f ||LN (Ω)h c˜(∞) and then
C||Gkp (up)||L NN−1 (Ω) ≤
p−1
p
|Ω|,
whence, taking p → 1+ and by weak lower semicontinuity of the norm, one has ||G c˜(u)||
L
N
N−1 (Ω)
= 0,
namely u≤ c˜ almost everywhere in Ω. The proof is concluded. 
3.3. The limit u has no jumps. We now prove the following result in which we show that Du has no
jump part.
Lemma 3.12. Let u ∈BVloc(Ω)∩L∞(Ω), let z ∈DM∞loc(Ω), Γ : [0,∞) 7→ [−∞,+∞) is a increasing continu-
ous function such that Γ−1 ∈C0,1loc ([−∞,+∞)) and that Γ(u) ∈BVloc(Ω). Let f˜ ∈ L1loc(Ω) and let also assume
that
−div z≥ |DΓ(u)|+ f˜ as measures in Ω,
then D ju= 0.
Proof. First of all we prove that D jΓ(u) = 0. Here we follow the proof of Lemma 4 of [6], sketching it
for the sake of completeness. Indeed, since Γ(u) ∈ BVloc(Ω), by Theorem 3.78 of [3], SΓ(u) is (locally)
countablyH N−1-rectifiable and then there exist regular hypersurfaces ξk such that
H N−1
(
SΓ(u) \
∞⋃
k=1
ξk
)
= 0.
Hence we will just need to show that, for any k ∈N, |D jΓ(u)|(ξk)= 0.
In particular the proof will be done once one shows that for any x0 ∈ ξk there exists an open neighbour-
hood U such that x0 ∈U with U ∩ξk ⊂⊂Ω and |D jΓ(u)|(U ∩ξk) = 0. In order to prove it, let U an open
set such that U ∩ξk ⊂⊂Ω and consider the following open cylinder
Un := {x+ tν˜(x) : x ∈U ∩ξk, |t| <
1
n
}, n≥ n0,
where ν˜ is the orientation of ξk and n0 is fixed such that d(U ∩ξk,∂Ω) > 1n0 (d is the usual distance
function). We observe that Un is regular and such that ∩n≥n0Un =U ∩ξk.
Now let observe that, for some l >Γ(||u||L∞(Ω))+2, one has that
−
ˆ
Un
(Γ(u)− l)∗div z≤
ˆ
Un
(Γ(u)− l)∗|DΓ(u)|+
ˆ
Un
f˜ (Γ(u)− l).
By the Green formula (2.3) and by the fact that (z,DΓ(u))≥−|DΓ(u)| one also has thatˆ
Un
(l−Γ(u)−1)∗|DΓ(u)|−
ˆ
∂Un
(Γ(u)− l)[z,ν]≤
ˆ
Un
f˜ (Γ(u)− l). (3.23)
One can simply take n→∞ in the first and the third term of the previous. Moreover, since |ξk| = 0, one
has that
lim
n→∞
ˆ
Un
f˜ (Γ(u)− l)=
ˆ
U∩ξk
f˜ (Γ(u)− l)= 0.
Finally one can decompose ∂Un =E+n∪E−n∪E0n where E+n := {x+ 1n ν˜ : x ∈U∩ξk}, E−n := {x− 1n ν˜ : x ∈U∩ξk}
and E0n is the "lateral surface" of Un. Reasoning as in Lemma 4 of [6] one can prove that
lim
n→∞
ˆ
E0n
(Γ(u)− l)[z,ν]= 0,
lim
n→∞
ˆ
E+n
(Γ(u)− l)[z,ν]=
ˆ
U∩ξk
(Γ(u)+− l)[z,ν],
and
lim
n→∞
ˆ
E−n
(Γ(u)− l)[z,ν]=
ˆ
U∩ξk
(Γ(u)−− l)[z,−ν].
The previous three equations imply that
lim
n→∞
ˆ
∂Un
(Γ(u)− l)[z,ν]=
ˆ
U∩ξk
(Γ(u)+−Γ(u)−)[z,ν]. (3.24)
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Hence from (3.23) and (3.24) one getsˆ
U∩ξk
(l−Γ(u)−1)∗|DΓ(u)| ≤
ˆ
U∩ξk
(Γ(u)+−Γ(u)−)[z,ν]≤
ˆ
U∩ξk
∣∣Γ(u)+−Γ(u)−∣∣= ˆ
U∩ξk
|DΓ(u)|,
which gives that ˆ
U∩ξk
(l−Γ(u)−2)∗|DΓ(u)| ≤ 0,
namely |D jΓ(u)|(U∩ξk)= 0. At this point an application of the chain rule (see Theorem 3.96 of [3]) gives
|D ju| = 0 (recall that Γ−1 ∈C0,1loc ([−∞,+∞))), indeed one has
D ju= (Γ−1(Γ(u)+)−Γ−1(Γ(u)−))νH N−1 JΓ(u) = 0.
This concludes the proof. 
3.4. Proofs completed. In this Section we shall provide the proof of Theorem 3.3 that, as a conse-
quence, will give us that also Theorem 3.5 holds.
Proof of Theorem 3.3. Let up be a solution to (3.14) then it follows from Lemma 3.11 that there exists a
bounded function u ∈BV (Ω) such that up converges to u in Lq(Ω) for every q<∞ and ∇up converges to
Du locally *-weakly as measures. Furthermore from Lemma 3.11 and from a weak lower semicontinuity
argument one deduces that Γ(u) ∈BVloc(Ω). We will carry on the proof by claims.
The term h(u) f ∈ L1loc(Ω).
Let us take a nonnegative ϕ ∈C1c (Ω) as a test function in the distributional formulation of (3.14). Then,
getting rid of the nonnegative gradient term, Lemma 3.10 and the Young inequality yield toˆ
Ω
hp(up) fϕ≤
ˆ
Ω
|∇up|p−2∇up ·∇ϕ≤
ˆ
Ω
|∇up|p+
ˆ
Ω
|∇ϕ|p ≤C, (3.25)
where C is a positive constant independent of p ∈ (1, p0).
The Fatou Lemma as p→ 1+ in (3.25) gives ˆ
Ω
h(u) fϕ≤C, (3.26)
namely h(u) f ∈ L1loc(Ω). We also underline that, in case h(0)=∞, (3.26) gives
{u= 0}⊂ { f = 0},
up to a set of zero Lebesgue measure which implies that u> 0 almost everywhere inΩ since f > 0 almost
everywhere in Ω.
Existence of z.
The existence of z is standard and we recall it for the sake of completeness.
Let 1≤ q< pp−1 then from Lemma 3.10 and from the Hölder inequality one has(ˆ
Ω
||∇up|p−2∇up|q
) 1
q ≤
(ˆ
Ω
|∇up|p
) p−1
p |Ω| 1q−
p−1
p ≤C
p−1
p |Ω| 1q−
p−1
p . (3.27)
This implies the existence of a vector field zq ∈ Lq(Ω)N such that |∇up|p−2∇up converges weakly to
zq in Lq(Ω)N and, through a diagonal argument, one obtains the existence of a unique vector field z,
independent of q, such that |∇up|p−2∇up converges weakly to z in Lq(Ω)N for any q<∞. Finally, taking
p → 1+, one gets by weak lower semicontinuity in (3.27) that ||z||Lq(Ω)N ≤ |Ω|
1
q and letting q →∞ one
deduces ||z||L∞(Ω)N ≤ 1.
Proof that D ju = 0.
We take a nonnegative ϕ ∈ C1c (Ω) as a test function in (3.14), after an application of Young’s inequality
we use lower semicontinuity and the Fatou Lemma as p→ 1+ in order to obtain that z ∈DM∞loc(Ω) and
that
−div z≥ |DΓ(u)|+h(u) f as measures in Ω, (3.28)
where we exploited that Γp,p(up) is locally bounded in BV (Ω) and Γp,p(up) converges almost everywhere
to Γ(u). Hence we are in position to apply Lemma 3.12 deducing that D ju= 0.
Distributional formulation (3.5) and identification of the vector field by (3.6).
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Let 0≤ϕ ∈C1c (Ω) and take eΓp,1(up)ϕ as a test function in the weak formulation of (3.14) obtaining after
cancellations ˆ
Ω
|∇up|p−2∇up ·∇ϕeΓp,1(up) =
ˆ
Ω
hp(up) f eΓp,1(up)ϕ. (3.29)
Hence taking p→ 1+ one reaches to (observe that eΓp,1(up) ≤C)ˆ
Ω
z ·∇ϕeΓ(u) =
ˆ
Ω
h(u) f eΓ(u)ϕ. (3.30)
Indeed if h(0)<∞ then one can simply pass to the limit in (3.29). Hence, from here and in order to prove
that (3.30) holds, we assume that h(0)=∞. For the right hand side of (3.29) we writeˆ
Ω
hp(up) f eΓp,1(up)ϕ=
ˆ
{up≤δ}
hp(up) f eΓp,1(up)ϕ+
ˆ
{up>δ}
hp(up) f eΓp,1(up)ϕ, (3.31)
where δ> 0 is such that δ 6∈ {k : |{u= k}| > 0} which is at most a countable set.
We want to pass to the limit in (3.31) first as p→ 1+ and then as δ→ 0. One has that
hp(up) f eΓp,1(up)ϕχ{up>δ} ≤C sup
s∈[δ,∞)
[h(s)] fϕ ∈ LN (Ω).
Then one can apply the Lebesgue Theorem with respect to p giving that
lim
p→1+
ˆ
{up>δ}
hp(up) f eΓp,1(up)ϕ=
ˆ
{u>δ}
h(u) f eΓ(u)ϕ.
Moreover the Young inequality and Lemma 3.10 give that the left hand side of (3.29) is bounded with
respect to p, then an application of the Fatou Lemma implies that h(u) f eΓ(u) ∈ L1loc(Ω). Hence the
Lebesgue Theorem can be applied once more obtaining
lim
δ→0
lim
p→1+
ˆ
{up>δ}
hp(up) f eΓp,1(up)ϕ=
ˆ
{u>0}
h(u) f eΓ(u)ϕ.
We are left to prove that the first term in the right hand side of (3.31) vanishes as p→ 1+ and δ→ 0. We
take Vδ(up)ϕ (Vδ(s) is defined in (1.6)) as test function in the weak formulation of (3.14), obtainingˆ
{up≤δ}
hp(up) fϕ≤
ˆ
Ω
|∇up|p−2∇up ·∇ϕVδ(up),
and one gets
limsup
p→1+
ˆ
{up≤δ}
hp(up) fϕ≤
ˆ
Ω
z ·∇ϕVδ(u).
Now we take δ→ 0
lim
δ→0
limsup
p→1+
ˆ
{up≤δ}
hp(up) fϕ≤
ˆ
{u=0}
z ·∇ϕ= 0, (3.32)
since u> 0 almost everywhere in Ω. Let us also observe that (3.32) also gives that the first term in (3.31)
vanishes in δ, p since
lim
δ→0
limsup
p→1+
ˆ
{up≤δ}
hp(up) f eΓp,1(up)ϕ≤ lim
δ→0
limsup
p→1+
C
ˆ
{up≤δ}
hp(up) fϕ= 0.
Hence this implies
lim
p→1+
ˆ
Ω
hp(up) f eΓp,1(up)ϕ=
ˆ
{u>0}
h(u) f eΓ(u)ϕ=
ˆ
Ω
h(u) f eΓ(u)ϕ,
and that (3.30) holds.
Observe that zeΓ(u) ∈DM∞loc(Ω) and (3.30) implies
−div
(
zeΓ(u)
)
= h(u) f eΓ(u) as measures in Ω. (3.33)
Moreover one has that as measures
eΓ(u)|DΓ(u)| (3.28)≤ eΓ(u) (−div z−h(u) f ) (3.33)= −eΓ(u) div z+div
(
zeΓ(u)
)
(2.1)=
(
z,DeΓ(u)
)
≤ |DeΓ(u)| = eΓ(u)|DΓ(u)|,
(3.34)
which gives that the first inequality in (3.34) is actually an equality, i.e.
eΓ(u) (−div z−h(u) f )= eΓ(u)|DΓ(u)| as measures in Ω,
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and since eΓ(u) ≥ 1 one has that
−div z= |DΓ(u)|+h(u) f as measures in Ω.
Finally applying Lemma 2.4, recalling that u> 0, one has that |DΓ(u)| = g(u)|Du| which gives that (3.5)
holds. Furthermore it follows from Lemma 2.3 that z ∈DM∞(Ω). Moreover (3.34) also gives that(
z,DeΓ(u)
)
= |DeΓ(u)| as measures in Ω,
namely θ(z,DeΓ(u), x)= 1 |DeΓ(u)|-a.e. in Ω. Applying Proposition 2.2 of [42] one gets that
θ(z,DeΓ(u), x)= θ(z,DΓ(u), x) |DΓ(u)|−a.e. in Ω,
which implies that
(z,DΓ(u))= |DΓ(u)| as measures in Ω,
since |DΓ(u)| is absolutely continuous with respect to |DeΓ(u)|. With the same reasoning one has that
θ(z,Du, x)= θ(z,DΓ(u), x) |DΓ(u)|−a.e. in Ω,
which also holds |Du|−a.e. in Ω since g(s)> 0. This proves (3.6).
Boundary datum (3.7).
Let us assume m≥ 1 and let us take (ρ² ∗um)ϕ as a test function in (3.5) where 0≤ϕ ∈C1c (Ω) and ρ² is
a sequence of smooth mollifiers. Hence one gets
−
ˆ
Ω
(ρ²∗um)ϕdiv z=
ˆ
Ω
(ρ²∗um)g(u)ϕ|Du|+
ˆ
Ω
h(u) f (ρ²∗um)ϕ,
and recalling that u ∈ BV (Ω)∩L∞(Ω) one has that (ρ² ∗ um) converges H N−1 a.e. to (um)∗ as ²→ 0.
Moreover (um)∗ ≤ ||um||L∞(Ω) and this allows to apply the Lebesgue Theorem passing to the limit with
respect to ² each term of the previous. Hence, recalling that |D ju| = 0, one gets
−um div z= um g(u)|Du|+h(u) f um as measures in Ω. (3.35)
Now we denote by
Γ˜(s)=
ˆ s
0
(m− g(t)t)tm−1 dt,
and we take ump as a test function in (3.14) (recall that up ha zero Sobolev trace) yielding to
m
ˆ
Ω
um−1p |∇up|p+
ˆ
∂Ω
Γ˜(up)dH N−1 =
ˆ
Ω
gp(up)|∇up|pump +
ˆ
Ω
hp(up) f ump ,
which, after an application of the Young inequality, givesˆ
Ω
(m− gp(up)up)um−1p |∇up|−
p−1
p
ˆ
Ω
(m− gp(up)up)um−1p +
ˆ
∂Ω
Γ˜(up)dH N−1 ≤
ˆ
Ω
hp(up) f ump .
(3.36)
Let us highlight that the second integrand and the last term in (3.36) are uniformly bounded with respect
to p thanks to Lemma 3.11. Moreover this implies that
´ up
0 (m−gp(t)t)tm−1 dt is bounded in BV (Ω) with
respect to p and then one can take p→ 1+ in (3.36) by using lower semicontinuity on the left hand side
and the strong convergence of hp(up)ump in L
N
N−1 (Ω) for the right hand side as p goes to 1 for any fixed
m≥ 1. This argument takes toˆ
Ω
|DΓ˜(u)|+
ˆ
∂Ω
Γ˜(u)dH N−1 ≤
ˆ
Ω
h(u) f um (3.35)= −
ˆ
Ω
um div z−
ˆ
Ω
um g(u)|Du|. (3.37)
An application of the chain rule on the left hand side and an application of the Green formula (2.3) on
the right hand side of the previous leads, after cancellations, toˆ
Ω
|Dum|+
ˆ
∂Ω
Γ˜(u)dH N−1 ≤
ˆ
Ω
(z,Dum)−
ˆ
∂Ω
um[z,ν]dH N−1 ≤
ˆ
Ω
|Dum|−
ˆ
∂Ω
um[z,ν]dH N−1,
(3.38)
where we have used that [umz,ν]= um[z,ν] since um belongs to BV (Ω). Hence from (3.38) one has that
ˆ
∂Ω
(
Γ˜(u)+um[z,ν])dH N−1 = ˆ
∂Ω
um−1
u(1+ [z,ν])−
ˆ u
0
g(t)tm dt
um−1
dH N−1 = 0,
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which implies that for x0 ∈ ∂Ω, one has either u(x0)= 0 or
u(1+ [z,ν])≤
ˆ u
0
g(t)tm dt
um−1
,
and, taking m→∞, one deduces that u(1+ [z,ν]) = 0 H N−1 almost everywhere on ∂Ω. This concludes
the proof. 
4. THE CRITICAL CASE θ = 1
In this section we analyze the critical case in which (3.2) is satisfied with θ = 1; again here in (3.3) we
consider γ≤ 1. This case is critical in the sense that, in general, we lose coercivity. In order to recover a
priori estimates on the approximating solutions here we will need to further assume some control on the
function g and a stronger positivity of the datum f ; the interplay between g, h and f we shall consider
seems to be not only technical as it will be discussed below.
We need to modify the definition of Γ as follows:
Γ(s)=
ˆ s
1
g(t)dt. (4.1)
Observe that Γ(s) defined by (4.1) may blow up as s approaches zero; prototypical example in the model
case being a logarithm type growth.
Our first additional assumption is the following:
∀ω⊂⊂Ω ∃cω > 0 : f ≥ cω > 0 a.e. in ω. (4.2)
Moreover we ask the function g to be somehow controlled by the function h near zero. More precisely
we assume
limsup
s→0
|Γ(s)|
h(s)
<∞. (4.3)
Let us just remark that (4.3) implies that if Γ blows up at the origin (e.g. in the model case g(s) = s−1)
then also h needs to.
Our main result of this section is the following:
Theorem 4.1. Let f ∈ LN (Ω) satisfy (4.2), and let (3.2), (3.3) and (4.3), with θ = 1 and γ≤ 1, be in force.
If for some δ> 0 one has that
max
(
max
s∈[0,δ)
[g(s)s], || f ||LN (Ω)S1h(∞)
)
< 1 , (4.4)
then there exists a solution u ∈ L∞(Ω) to problem (3.1) in the sense of Definition 3.1.
Remark 4.2. Besides the smallness assumption on || f ||LN (Ω)S1h(∞) which has been already discussed,
assumption (4.4) is natural due to the possible criticality of the nonlinearity g. If one thinks at the
model case g(s) = λs−1, the request reduces to λ < 1 that allows us to retrieve a sort of coercivity in
the estimate. This type of assumption also appears, and is shown to be optimal, in the case p > 1
(see for instance [9, 33]). However, let us point out that, as p → 1+, a curious continuity break of this
phenomenon comes out and, in some special cases, solutions to problem (3.1) can be constructed even
beyond this threshold. This is also related to the geometry of the setΩ and it will be discussed in Section
6.1.
We will work again through the approximation process given by (3.14). From here, in agreement with
(4.1), the following notation is employed:
Γp,q(s)=
ˆ s
1
g
1
q
p (t) dt,
which, if q= 1 or q= p, converges to Γ(s) for any s> 0 as p→ 1+.
We have the following basic estimates in which, again, the strong positivity of f is not needed:
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Lemma 4.3. Let g and h satisfy (3.2) with θ = 1 and (3.3) with γ≤ 1, and let 0≤ f ∈ LN (Ω) such that
max
(
max
s∈[0,δ)
[g(s)s], || f ||LN (Ω)S1h(∞)
)
< 1 ,
for some δ> 0. Let up be a solution of (3.14) then there exists p0 > 1 such that for any η> 0ˆ
Ω
|∇(eηup −1)|p ≤C, (4.5)
for some constant C which does not depend on p ∈ (1, p0); moreover,
||eηup −1||W1,10 (Ω) ≤C,
again for some C not depending on p ∈ (1, p0).
Proof. Let us observe that only the behaviour in zero of g is different with respect to the case of Lemma
3.10. Hence the boundedness of eηGk(up)−1 in W1,p0 (Ω) for k≥ k˜≥ c˜+1 follows as before. Let us estimate
the truncated functions; take Tδ(up) as a test function in (3.14) obtaining (recall that after k˜ we have
gp ≡ 0 since we suppose 1< p< 2)ˆ
Ω
|∇Tδ(up)|p ≤
ˆ
Ω
g(up)|∇Tδ(up)|pup+δ
ˆ
Ω
g(up)|∇Tk˜(Gδ(up))|p
+
(
c2δ1−γ+ sup
s∈[s2,∞)
h(s)δ
)ˆ
Ω
f ≤ sup
s∈[0,δ)
[g(s)s]
ˆ
Ω
|∇Tδ(up)|p
+δ sup
s∈[δ,c˜+1)
g(s)
ˆ
Ω
|∇Tk˜(Gδ(up))|p+
(
c2δ1−γ+ sup
s∈[s2,∞)
h(s)δ
)ˆ
Ω
f ,
which gives (
1− sup
s∈[0,δ)
[g(s)s]
)ˆ
Ω
|∇Tδ(up)|p
≤ δ sup
s∈[δ,c˜+1)
g(s)
ˆ
Ω
|∇Tk˜(Gδ(up))|p+
(
c2δ1−γ+ sup
s∈[s2,∞)
h(s)δ
)ˆ
Ω
f .
(4.6)
In order to estimate the first term on the right hand side of (4.6) we take eηpTk˜(Gδ(up))−1 as a test function
in (3.14) yielding to
ηp
ˆ
Ω
|∇Tk˜(Gδ(up))|p eηpTk˜(Gδ(up)) ≤
ˆ
Ω
gp(up)|∇Tk˜(Gδ(up))|p eηpTk˜(Gδ(up))+ sup
s∈[δ,∞)
h(s)eηpk˜
ˆ
Ω
f ,
≤ sup
s∈[δ,c˜+1)
g(s)
ˆ
Ω
|∇Tk˜(Gδ(up))|p eηpTk˜(Gδ(up))+ sup
s∈[δ,∞)
h(s)eηpk˜
ˆ
Ω
f
and, requiring η big enough, one hasˆ
Ω
|∇Tk˜(Gδ(up))|p eηpTk˜(Gδ(up)) ≤C,
which gathered in (4.6) and by monotonicity gives that (4.5) holds for any η > 0. Then, reasoning as in
the proof of Lemma 3.10, one concludes the proof. 
Now we state the existence of a bounded limit function u; its proof closely follows the one of Lemma 3.11
and we omit it.
Lemma 4.4. Under the assumptions of Lemma 4.3 there exists p0 > 1 such that up is bounded in BV (Ω)
uniformly with respect to p ∈ (1, p0). Moreover there exists u ∈ BV (Ω)∩L∞(Ω) such that up converges to
u (up to a subsequence) in Lq(Ω) for every q<∞ and ∇up converges to Du locally *-weakly as measures.
It holds
||u||L∞(Ω) ≤ c˜.
We are ready to prove our main theorem.
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Proof of Theorem 4.1. Let up be a solution to (3.14) then from Lemma 4.4 one has that there exists
u ∈ BV (Ω)∩L∞(Ω) such that up converges to u in Lq(Ω) for every q < ∞ and ∇up converges to Du
locally *-weakly as measures as p tends to 1. The construction of the bounded vector field z then follows
as in the proof of Theorem 3.3.
Observe that hp(up) f is locally bounded in L1(Ω). Indeed, by simply taking a nonnegative ϕ ∈ C1c (Ω)
and getting rid of the gradient term, one has through the Young inequality thatˆ
Ω
hp(up) fϕ≤
ˆ
Ω
|∇up|p+
ˆ
Ω
|∇ϕ|p ≤C, (4.7)
where the last inequality is a consequence of (4.5). Moreover an application of the Fatou Lemma in (4.7)
with respect to p gives h(u) f ∈ L1loc(Ω) and, thanks to (4.2), one also has that h(u) ∈ L1loc(Ω). Moreover,
even in this case, we underline that having h(u) locally integrable implies that {u = 0} is contained in
the set { f = 0}, and so u> 0. Now, for some C > 0, one has
|Γp,p(s)| ≤ |Γ(s)|+ s+1
(4.3)≤ Ch(s)+ s+1
for any 0< s< s˜ with s˜ sufficiently near to 0. Hence one has that Γp,p(up) is bounded in L1loc(Ω). Moreover
taking a nonnegative ϕ ∈ C1c (Ω) as a test function in the weak formulation of (3.14), getting rid of the
nonnegative zero order term and applying the Young inequality, one yields toˆ
Ω
|∇Γp,p(up)|ϕ≤
ˆ
Ω
|∇up|p−2∇up ·∇ϕ+ p−1p
ˆ
Ω
ϕ≤
ˆ
Ω
|∇up|p+
ˆ
Ω
|∇ϕ|p+ p−1
p
ˆ
Ω
ϕ≤C,
which, once again thanks to Lemma 4.3, gives that Γp,p(up) is locally bounded in BV (Ω).
The proof that hp(up) f converges to h(u) f locally in L1(Ω) is identical to the one of the previous section
and so we skip it. We take eΓp,1(up)ϕ (ϕ ∈C1c (Ω)) as a test function in (3.14) obtainingˆ
Ω
eΓp,1(up)|∇up|p−2∇up ·∇ϕ=
ˆ
Ω
hp(up) f eΓp,1(up)ϕ. (4.8)
As already done in the previous section one can prove that both terms in (4.8) converge, obtaining thatˆ
Ω
eΓ(u)z ·∇ϕ=
ˆ
Ω
h(u) f eΓ(u)ϕ.
Now let us take a nonnegative ϕ ∈C1c (Ω) as a test in (3.14) one yields toˆ
Ω
|∇up|p−2∇up ·∇ϕ=
ˆ
Ω
|∇Γp,p(up)|pϕ+
ˆ
Ω
hp(up) fϕ.
Now we observe that Γp,p(up) tends to Γ(u) locally in L1(Ω) as p→ 1+ and applying the Young inequality,
lower semicontinuity and the Fatou Lemma, one obtainsˆ
Ω
z ·∇ϕ≥
ˆ
Ω
ϕ|DΓ(u)|+
ˆ
Ω
h(u) fϕ,
which is that z ∈DM∞loc(Ω) and so
−div z≥ |DΓ(u)|+h(u) f as measures in Ω. (4.9)
Let us note that we can apply Lemma 3.12 in order to deduce that D ju= 0. Furthermore one can reason
as in (3.34) in order to deduce that inequality (4.9) is actually an equality and that (z,DΓ(u))= |DΓ(u)|.
Now one can apply Lemma 2.4 obtaining that (3.5) holds and then (3.6). Moreover Lemma 2.3 gives that
z ∈DM∞(Ω) and the proof of the fulfillment of the boundary datum realized as in the proof of Theorem
3.3. 
5. NONNEGATIVE DATA AND STRONG SINGULARITIES
In this section we show how the case of a purely nonnegative datum f as well as the case of a possibly
stronger zero order singularity, i.e. γ > 1, can be treat. To simplify the exposition the following useful
notation is employed:
σ :=max(1,γ) .
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As already mentioned the case h(0) <∞ is essentially the trivial one as, under suitable smallness as-
sumptions on the data, u = 0 is a solution to problem (3.9) and then (3.1) (see Remark 3.4); neverthe-
less, even though this is not always the case, we assume h(0) =∞ without loosing generality; the case
h(0)<∞ can be treat with straightforward modifications as in the previous sections.
Here is the suitable notion of solution in this general case:
Definition 5.1. A nonnegative u ∈ BVloc(Ω) such that χ{u>0} ∈ BVloc(Ω) and uσ ∈ BV (Ω) is a solu-
tion to problem (3.1) if g(u∗)χ∗{u>0} ∈ L1loc(Ω, |Du|),h(u) f ∈ L1loc(Ω) and if there exists z ∈ DM∞(Ω) with
||z||L∞(Ω)N ≤ 1 such that
(−div z)χ∗{u>0} = g(u∗)χ∗{u>0}|Du|+h(u) f as measures in Ω, (5.1)
(χ{u>0}z,Du)= |Du| as measures in Ω, (5.2)
uσ(x)(1+ [z,ν](x))= 0 forH N−1-a.e. x ∈ ∂Ω. (5.3)
Remark 5.2. First observe that Definition 5.1 is a general version of Definition 3.1 allowing local regu-
larity of the involved actors. The only global request, in the case γ> 1, is addressed to a suitable power
of the solution u yielding the well position of the boundary datum requirement (5.3). We underline that
a solution as in Definition 5.1 is also a solution in the sense of Definition 3.1 provided f > 0 a.e. in
Ω and γ ≤ 1. Indeed, since h(0) = ∞ having h(u) f ∈ L1loc(Ω) implies that u > 0 and then, in equation
(5.1) the characteristic functions disappear. Finally observe that this definition extends the one given in
[24] in the case g ≡ 0. The presence of the function g(u∗)χ∗{u>0} in the previous definition is essentially
technical since, again, we do not request for the solution u to possess a purely diffuse derivative Du (i.e.
D ju = 0). A posteriori, since this is the case, the gradient term appearing in (5.1) can be intended as
g(u)χ{u>0}|Du|.
Here is our existence theorem in the mild singular case (i.e. θ < 1); the proof will be sketched by high-
lighting the difference with the proof of Theorem 3.3.
Theorem 5.3. Let 0≤ f ∈ LN (Ω) such that || f ||LN (Ω)S1h(∞)< 1 and let g,h satisfy (3.2) and (3.3) with
θ < 1. Then there exists a solution u ∈ L∞(Ω) to problem (3.1) in the sense of Definition 5.1.
Proof. As already said, the proof of Theorem 5.3 adheres to the one of Theorem 3.3; therefore, we will
only sketch the analogous arguments while major rigour will be provided when the proofs are detaching
each other. Clearly if γ≤ 1 the estimates are the ones proved in Lemma 3.10. Observe that the presence
of a possibly strong singularity only affects the estimates when u is small. If γ> 1, Lemma 3.10 can be
reproduced by treating the case u ∼ 0 as follows; take Tγk(up) (k sufficiently small) as a test function in
(3.14) obtaining
γ
ˆ
Ω
|∇Tk(up)|pTγ−1k (up)=
ˆ
Ω
gp(up)T
γ
k(up)|∇up|p
+
ˆ
Ω
hp(up) f T
γ
k(up)≤ c1k1−θ
ˆ
Ω
|∇Tk(up)|pTγ−1k (up)
+
(
c1k1−θ+ sup
s∈[s1,∞)
g(s)k
)ˆ
Ω
|∇Tk˜−k(Gk(up))|p+
(
c2+ sup
s∈[s2,∞)
h(s)k
)ˆ
Ω
f ,
which requiring k ≤ k˜ for some k˜ such that γ− c1 k˜1−θ > C for some constant independent of p and
reasoning as in Lemma 3.10 for the second term at the right hand side of the previous, one has(
p
γ−1+ p
)pˆ
Ω
|∇T
γ−1+p
p
k (up)|p ≤C,
for any k ≤ k˜. Moreover, as in Lemma 3.10, ||eGk(up)−1||W1,p0 (Ω) ≤ C for a constant independent of p for
any k sufficiently large.
Local estimates are obtained by considering 0 ≤ ϕ ∈ C1c (Ω) and taking (Tk(up)− k)ϕp to test (3.14),
deducing ˆ
Ω
|∇Tk(up)|pϕp+ p
ˆ
Ω
|∇up|p−2∇up ·∇ϕϕp−1(Tk(up)−k)≤ 0,
which gives, by Young’s inequalityˆ
Ω
|∇Tk(up)|pϕp ≤ pk
ˆ
Ω
|∇Tk(up)|p−1|∇ϕ|ϕp−1 ≤ pkε
ˆ
Ω
|∇Tk(up)|pϕp+ pkCε
ˆ
Ω
|∇ϕ|p .
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Then, requiring ε small enough, it yields to
||Tk(up)||W1,p(ω) ≤C, ∀ω⊂⊂Ω,
where C is independent of p.
Summarizing, one has that the following a priori estimates hold:
||eηup −1||W1,p0 (Ω) ≤C, if γ≤ 1,
||eηup −1||W1,p(ω) ≤C, ∀ω⊂⊂Ω, ||T
γ−1+p
p
k (up)||W1,p0 (Ω) ≤C, for k≤ k˜ if γ> 1,
(5.4)
where the constants C do not depend on p and for some k˜> 0. Hence, estimates (5.4) imply that eup−1 is
locally bounded in BV (Ω). This allows to localize Lemma 3.11 providing that there exists u ∈BVloc(Ω)∩
L∞(Ω) such that, up to a subsequence, up locally converges to u in Lq(Ω) for q <∞ and ∇up converges
locally ∗-weakly as measures to Du. Moreover one has that ||u||L∞(Ω) ≤ c˜ and uσ ∈ BV (Ω). Finally
estimates (5.4) imply that, reasoning as in Lemma 3.11, Γp,p(up) is locally bounded in BV (Ω).
The fact that h(u) f belongs to L1loc(Ω) follows exactly as in the proof of Theorem 3.3. Moreover the fact
that the existence of the vector field z can be proved through the local estimate on |∇up|p−2∇up; the
definition of the limit vector field z can be extended to the whole Ω by mean of a standard diagonal
argument; moreover, z ∈DM∞loc(Ω). The proof that D ju = 0 is analogous to the case of Theorem 3.5. In
particular, by lower semicontinuity and Fatou’s Lemma one easily gets
−div z≥ |DΓ(u)|+h(u) f as measures in Ω , (5.5)
and one can apply Lemma 3.12. Also observe that using Lemma 2.3 one deduces that z ∈DM∞(Ω).
A relevant main difference with the case of a positive datum comes when one tries to check the weak
formulation (5.1) due to the possible presence of χ∗{u>0}.
One has to show first that χ{u>0} ∈BVloc(Ω); to prove it, let
Kp,δ(s)=
ˆ s
0
S′δ(t)e
Γp,1(t) dt ,
and consider Sδ(up)eΓp,1(up)ϕ (ϕ ∈C1c (Ω) and nonnegative) as a test function in the weak formulation of
(3.14) deducing, after cancellations and an application of the Young inequality, thatˆ
Ω
|∇Kp,δ(up)|ϕ+
ˆ
Ω
|∇up|p−2∇up ·∇ϕSδ(up)eΓp,1(up)
≤
ˆ
Ω
hp(up) f Sδ(up)eΓp,1(up)ϕ+
p−1
p
ˆ
Ω
S′δ(up)e
Γp,1(up)ϕ.
Hence we let p→ 1+ using lower semicontinuity on the left hand side and the Lebesgue Theorem on the
other terms, obtaining, after rearranging
ˆ
Ω
eΓ(u)ϕ|DSδ(u)|+
ˆ
Ω
z ·∇ϕSδ(u)eΓ(u) ≤
ˆ
Ω
h(u) f Sδ(u)eΓ(u)ϕ .
Now, recall that h(u) f ∈ L1loc(Ω) and so {u= 0}⊂ { f = 0}; thus taking δ→ 0, one hasˆ
Ω
eΓ(u)ϕ|Dχ{u>0}|+
ˆ
{u>0}
z ·∇ϕeΓ(u) ≤
ˆ
Ω
h(u) f eΓ(u)ϕ,
that implies χ{u>0} ∈BVloc(Ω) since the second and the third term in the previous are finite. Let us also
underline that, by (2.1), this also implies that χ{u>0}z ∈DM∞loc(Ω).
We have then proven
−div
(
zeΓ(u)χ{u>0}
)
+ eΓ(u)|Dχ{u>0}| ≤ h(u) f eΓ(u) as measures in Ω. (5.6)
Now we integrate (5.5) against χ∗{u>0} in order to deduce that
(−div z)χ∗{u>0} ≥ |DΓ(u)|+h(u) f as measures in Ω . (5.7)
One has
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eΓ(u)|DΓ(u)| (5.7)≤ eΓ(u)
(
(−div z)χ∗{u>0}−h(u) f
) (5.6)≤ −eΓ(u)χ∗{u>0} div z+div(zeΓ(u)χ{u>0})
− eΓ(u)|Dχ{u>0}| =
(
z,D(eΓ(u)χ{u>0})
)
− eΓ(u)|Dχ{u>0}| (2.2)=
(
χ{u>0}z,DeΓ(u)
)
+ eΓ(u) (z,Dχ{u>0})− eΓ(u)|Dχ{u>0}| ≤ (χ{u>0}z,DeΓ(u))≤ |DeΓ(u)| = eΓ(u)|DΓ(u)|,
(5.8)
from which one deduces that (5.7) is indeed an equality. By Lemma 2.4 one has that |DΓ(u)| = g(u)χ{u>0}|Du|
and then (5.1) holds. Moreover from (5.8) one has(
χ{u>0}z,DeΓ(u)
)
= |DeΓ(u)| as measures in Ω,
and reasoning as in the proof of Theorem 3.3, one also gets that (5.2) holds.
Let us focus on the boundary datum; we can reason as in the proof of Theorem 3.3 up to (3.37), with, by
lower semicontinuity
−um div z≥ um g(u)|Du|+h(u) f um as measures in Ω ,
in place of (3.35), as one starts from (5.5). Thus one can getˆ
Ω
|DΓ˜(u)|+
ˆ
∂Ω
Γ˜(u)dH N−1 ≤−
ˆ
Ω
um div z−
ˆ
Ω
um g(u)|Du|,
for some m≥ 2σ, where Γ˜(s)= ´ s0 (m−g(t)t)tm−1 dt. Now applying the chain rule formula at the left hand
side and the Green formula at the right hand side one yields toˆ
Ω
|Dum|+
ˆ
∂Ω
Γ˜(u)dH N−1 ≤
ˆ
Ω
(z,Dum)−
ˆ
∂Ω
um[z,ν]dH N−1 =
ˆ
Ω
|Dum|−
ˆ
∂Ω
um[z,ν]dH N−1.
Hence
ˆ
∂Ω
(
Γ˜(u)+um[z,ν])dH N−1 = ˆ
∂Ω
um−σ
uσ(1+ [z,ν])−
ˆ u
0
g(t)tm dt
um−σ
dH N−1 = 0.
The previous implies that for x0 ∈ ∂Ω either u(x0)= 0 or
uσ(1+ [z,ν])≤
ˆ u
0
g(t)tm dt
um−σ
,
which, after taking m →∞, implies that uσ(1+ [z,ν]) = 0 H N−1-almost everywhere on ∂Ω. This con-
cludes the proof. 
Let us point out some facts on the critical case θ = 1. A straightforward adjustment of the proof of
Theorem 4.1 can be done in order to include the strongly singular case γ> 1 the result being the following
Theorem 5.4. Let f ∈ LN (Ω) satisfy (4.2) and let g,h satisfy (3.2), (4.3) and (3.3) with θ = 1 and γ> 1. If
for some δ> 0 one has that
max
(
max
s∈[0,δ)
[g(s)s], || f ||LN (Ω)S1h(∞)
)
< 1 ,
then there exists a solution u ∈ L∞(Ω) to problem (3.1) in the sense of Definition 5.1.
Remark 5.5. Let us stress that the critical case θ = 1 is much more delicate in presence of a merely
nonnegative datum f not satisfying (4.2). In fact the set {u= 0} is not precluded to have positive measure
so that the function Γ(u) introduced by (4.1) is not even defined, nor, a fortiori, the term g(u)|Du|.
Another remark is in order on assumption (4.3) since, if it is not in force, then an highly degenerate
behavior of the approximating solutions up could appear. Let us think for instance at the the case h(0)<
∞ and g(s)∼ s−1 (notice that in this case assumption (4.3) is not satisfied); as we already mentioned (see
Remark 3.8) it is possible to show that, for data f small enough, then the bound c˜ given in (3.11) is zero.
This implies that the approximating solutions up → 0 a.e. on Ω.
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6. REMARKS AND EXAMPLES
6.1. Breaking of nonexistence phenomenon for p = 1. Let p > 1, consider g(s) = λs−1, and h(s) =
s−γ (γ≥ 0). We show that, if λ≥ 1, it can not exist u solution to
−∆pu= λ|∇u|
p
u
+ 1
uγ
. (6.1)
By a solution to (6.1) we mean a function u ∈W1,p0 (Ω)∩L∞(Ω) satisfyingˆ
Ω
|∇u|p−2∇u ·∇ϕ=λ
ˆ
Ω
|∇u|p
u
ϕ+
ˆ
Ω
ϕ
uγ
,
for every ϕ ∈W1,p0 (Ω)∩L∞(Ω). First of all observe that having u−γ ∈ L1loc(Ω) implies that u > 0 almost
everywhere in Ω. Moreover one can take ϕ= u deducing that
ˆ
Ω
|∇u|p =λ
ˆ
Ω
|∇u|p+
ˆ
Ω
u1−γ,
i.e. ˆ
Ω
u1−γ = 0,
which is clearly a contradiction.
If p = 1, making analogous calculation one realizes a correspondent nonexistence instance for solutions
with zero trace at the boundary; in fact, assume that, for λ ≥ 1, there exist u ∈ BV (Ω)∩L∞(Ω) and
z ∈DM∞(Ω), such that (z,Du)= |Du| and
−div z= λ|Du|
u
+ 1
uγ
.
Reasoning as in the proof of (3.35) it is possible to test the previous by u obtaining
−
ˆ
Ω
udiv z=λ
ˆ
Ω
|Du|+
ˆ
Ω
u1−γ,
which after an application of the Green formula takes to
ˆ
Ω
(z,Du)+
ˆ
∂Ω
u dH N−1 =
ˆ
Ω
|Du|+
ˆ
∂Ω
u dH N−1 =λ
ˆ
Ω
|Du|+
ˆ
Ω
u1−γ,
which gives ˆ
∂Ω
u dH N−1 =
ˆ
Ω
u1−γ,
which is a contradiction if u(x)= 0 forH N−1 almost every x ∈ ∂Ω.
Remark 6.1. Unluckily one has to observe that the occurrence of the case u(x)= 0 for H N−1-a.e. x on
∂Ω represents a quite rare case. In Example 2 below we shall see a generic enough class of solutions
whose boundary datum is assumed pointwise only at non-regular points of ∂Ω. Observe that if u is a
non-trivial constant solution of the homogeneous Dirichlet problem associated to
−∆1u= u−γ ,
then one trivially gets a solution to the homogeneous Dirichlet problem associated to
−∆1u= λ|Du|uθ +u
−γ ;
that is, in contrast with the case p > 1 (with θ = 1), one should have existence of solutions beyond the
threshold λ = 1 (and, by the way, for any positive θ). In Example 1 below we construct such constant
solutions.
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6.2. Constant vs nonconstant solutions. In the following example we show that, in certain model
cases explicit constant (non-trivial) solutions of problem (3.1) can be found; it consists in a suitable
re-interpretation of an example given in [24]. We first need the following
Definition 6.2. A bounded convex set E of class C1,1 is said to be calibrable if there exists a vector field
ξ ∈ L∞(RN ,RN ) such that ‖ξ‖∞ ≤ 1, (ξ,DχE)= |DχE | as measures, and
−divξ=λEχE in D′(RN )
for some constant λE . In this case λE = Per(E)|E| and [ξ,νE]=−1, H N−1-a.e in ∂E (see [2, Section 2.3] and
[46]).
There is plenty of calibrable sets, for instance if E =BR(0), for some R > 0, then E is calibrable. More in
general a bounded and convex set E is calibrable if and only if the following condition holds:
(N−1)‖HE‖L∞(∂E) ≤λE =
Per(E)
|E| ,
whereHE denotes the (H N−1-a.e. defined) mean curvature of ∂E ([2, Theorem 9]).
Example 1. Let θ,γ, and λ be three positive parameters and consider the following−∆1u=
λ|Du|
uθ
+u−γ inΩ,
u= 0 on ∂Ω .
(6.2)
If Ω is a calibrable set, let us prove that u =
( |Ω|
Per(Ω)
) 1
γ is a solution to (6.2). It suffices to take the
restriction to Ω of the vector field in the definition of calibrability; i.e.: z := ξ
Ω
. In fact, as Du= 0,using
the properties of ξ one has
−divz= Per(Ω)|Ω| = u
−γ and [ξ,νΩ]=−1 . (6.3)
Moreover, using both (2.3) and (6.3), one has
(z,Du)(Ω)=
ˆ
Ω
( |Ω|
Per(Ω)
) 1
γ Per(Ω)
|Ω| dx
+
ˆ
∂Ω
[ξ,νΩ]
( |Ω|
Per(Ω)
) 1
γ
dH N−1 = 0= |Du|(Ω) ;
which implies the desired result.
One may think that the previous example is generic enough in order to trivialize (3.1) (at list in model
cases). The following example of non-constant solutions to (3.1) shows that this is not the case.
Example 2. Let us show a situation in which the unique solution u to the following problem{
−∆1u= u−γ inΩ,
u= 0 on ∂Ω, (6.4)
is, for γ> 0, not constant; as we will see, this fact will lead to a non-constant solution of problem involving
the gradient term. Let Ω be a convex open set and HΩ(x) be the variational mean curvature of Ω (see
[10] for details). In [46] it is shown that −HΩ(x) is a (so called) large solution to ∆1v= v, i. e.{
∆1v= v inΩ,
v=∞ on ∂Ω . (6.5)
Without entering into technicalities, only recall that ||HΩ||L∞(RN ) <∞ if and only if Ω is of class C1,1; in
fact, if Ω is of class C1,1 then it satisfies the uniform interior ball condition and so, the (unique) large
solution of (6.5) is bounded ([46, Theorem 4.2]). Viceversa, if ||HΩ||L∞(RN ) <∞ thenΩ is of class C1,1 ([46,
Theorem 4.4]). In particular, these solutions are locally bounded and they assume the (large) datum∞ at
non-regular points of Ω (e.g. at corners). Through the change of variable u= v− 1γ problem (6.5) formally
transforms into (6.4) then one retrieves that solutions to problem (6.4) may be non-constant. In fact, in
general the HΩ(x) is known to be non-constant if the set is not calibrable (see [10, 2]); for instance if Ω is
not C1,1 (say a square), then u= v− 1γ is positive everywhere and it attains the value 0 only at the corners
of Ω. Also observe that u is constant inside the (unique) Cheeger C set contained in Ω, this constant
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0
0
0
0
u = const.
FIGURE 4. A non-constant solution (−HΩ(x))−
1
γ to (6.4)
being nothing but a suitable power of the Cheeger constant of C (see Figure 4).
The previous example of non-constant solution to (6.4) infers the nontriviality (even in the model case) to
our problem (3.1): in fact, assume by contradiction that w, solution to the Dirichlet problem associated
to
−∆1w= g(w)|Dw|+w−γ inΩ,
is constant; then w is another solution to (6.4) which, by uniqueness ([24, Theorem 3.5]), would give a
contradiction (the same argument applies for a smooth decreasing h).
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