On the Shintani Zeta Function for the Space of Pairs of Binary Hermitian Forms  by Yukie, Akihiko
205
⁄ 0022-314X/02 $35.00© 2002 Elsevier Science (USA)All rights reserved.
Journal of Number Theory 92, 205–256 (2002)
doi:10.1006/jnth.2001.2707, available online at http://www.idealibrary.com on
On the Shintani Zeta Function for the Space of Pairs
of Binary Hermitian Forms
Akihiko Yukie
Mathematical Institute, Tohoku University, Sendai Miyagi, 980-8578 Japan
E-mail: yukie@math.tohoku.ac.jp
Communicated by S. Rallie
Received May 7, 1999
In this paper we determine the principal part of the adjusted zeta function for the
space of pairs of binary Hermitian forms. © 2002 Elsevier Science (USA)
Key Words: prehomogeneous vector spaces; binary Hermitian forms; global zeta
functions.
1. INTRODUCTION
Throughout this paper, k is a number field and k1=k(a0) is a fixed
quadratic extension of k, where a0=`b0 for a certain b0 ¥ k×0(k×)2.
In this paper, we consider the zeta function defined for the space of pairs
of binary Hermitian forms. This is the prehomogeneous vector space we
discussed in [7, Sect. 2] and is a non-split form of the D4 case in [17]. We
considered another non-split form of this prehomogeneous vector space in
[20].
We recall the definition of prehomogeneous vector spaces. Let G be a
connected reductive group and V a representation of G both of which are
defined over k. For simplicity, we assume that V is an irreducible represen-
tation of G.
Definition 1.1. The pair (G, V) is called a prehomogeneous vector
space if
(1) there exists a Zariski open G-orbit in V and
(2) there exists a non-constant polynomial P(x) ¥ k[V] and a ratio-
nal character q(g) of G such that P(gx)=q(g) P(x) for all g ¥ G and
x ¥ V.
Any polynomial P(x) in the above definition is called a relative invariant
polynomial. It is known that if P(x) is the relative invariant polynomial of
the lowest degree then any other relative invariant polynomial is a constant
multiple of a power of P(x). So if we put V ss={x ¥ V | P(x) ] 0} then this
definition does not depend on the choice of P(x). The set V ss is called the
set of semi-stable points.
We regard GL(2)k1 as a group over k by the restriction of scalar from k1
to k. Let W be the k-vector space of binary Hermitian forms (which will be
defined at the beginning of Section 2). In this paper, we consider the global
zeta function for the following prehomogeneous vector space
G=GL(2)k1 ×GL(2), V=W é k2.(1.2)
The notion of prehomogeneous vector spaces was introduced by M. Sato
in early 1960s and the global zeta function has been investigated by many
people including Shintani [13, 14] and the author [19]. The convergence,
the meromorphic continuation, and the functional equation of the zeta
function are known for many cases. (See [12, 18, 19, p. 67]. Also a recent
paper [11] of H. Saito proves the convergence of the zeta function for all
the cases.) The definition of the zeta function Z(F, s) for the prehomo-
geneous vector space (1.2) will be reviewed in Definition 3.18. Despite
H. Saito’s recent work on the convergence of the zeta function, we need an
estimate of the incomplete theta series to apply Shintani’s lemma. This will
be given in Lemma 3.17 and the convergence of the zeta function follows
immediately.
It is known that the knowledge of the principal part at the rightmost
pole of the global zeta function together with an appropriate local theory
yields interesting density theorems such as the theorem of Davenport and
Heilbronn [4, 5] on the density of the number of cubic fields and the
theorem of Goldfeld and Hoffstein [6] on the density of the class number
times the regulator of quadratic fields. The zeta function theoretic proof of
these results were given in [1–3] using Shintani’s results [13, 14]. In the
present case, we expect to obtain the density of the class number times the
regulator of fields of the form k(`b0,`b) with b0 fixed and b ¥ k× runs
through representatives of k×/(k×)2. This interpretation of the expected
density theorem for the prehomogeneous vector space (1.2) is discussed in
Section 5 of [7].
In the present case, it is more natural to consider the adjusted version of
the zeta function, which will be defined in Definition 11.16. The purpose of
this paper is to determine the principal part of the adjusted zeta function,
and the result is stated in Theorem 11.18. As a corollary, we will determine
the principal part at the rightmost pole of the unadjusted zeta function
Z(F, s) in Corollary 11.19 as follows.
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Theorem 1.3. The unadjusted zeta function Z(F, s) can be continued
meromorphically to the region Re(s) > 6 having the only possible simple pole
at s=8 with residue Vk12V2Fˆ(0).
The notation Vk12, V2 and the Fourier transform Fˆ in the theorem will
be defined in (3.13) and (3.15).
The above theorem is enough for the sake of proving the expected
density theorem for the prehomogeneous vector space (1.2). A. Kable and
the author did carry out the necessary local theory and what we call the
filtering process in [8–10]. The reader should see the introduction of [8]
for the statement of the density theorem and the discussion on the local
theory of this case.
For the rest of the introduction we discuss the organization of this paper
and the notation used throughout this paper. More specialized notation will
be introduced in the section where it is required. In Section 2, we define the
prehomogeneous vector space in this paper, and prove a stratification of this
vector space. We will handle the stratification explicitly. In Section 3, we
define the zeta function, the Fourier transform, and the smoothed Eisenstein
series. We define the zeta function without any character of GA/Gk because it
is enough for proving the density theorem for this case. This should signifi-
cantly simplify the notation. In section 4, we review the pole structure of the
zeta function for the space of (single) binary Hermitian forms. The method
of smoothed Eisenstein series to compute the principal part of the zeta func-
tion was first used by Shintani when G=GL(2) in [13], and the author
generalized it to cases whereG is a product of GL(n)’s.
Even though we basically follow the general procedure developped in
[19], we try to minimize the dependence of this paper on [19]. Since the
rank of the group in the present case is two (which is greater than one), this
procedure is more comlicated than in rank one cases. One big difference is
that we have to iterate the use of the Poisson summation formula until the
group becomes easy enough. In the process, we obtain many distributions
arising from strata of the vector space, which we will later analyze together.
It is probably best to discuss the outline of this procedure for the present
case after introducing necessary notation. We shall do so in Section 5
without using the notation in [19]. Later sections are devoted to carrying
out the procedure outlined in Section 5. In Section 6, we consider a few
properties of the smoothed Eisenstein series necessary mainly for estimat-
ing certain distributions in later sections. In Sections 7 and 8, we consider
the adjusting terms. In Sections 9 and 10, we consider contributions from
unstable points. In Section 11, we determine the principal part of the
adjusted zeta function.
We assume that the reader is familiar with the basic definitions and facts
concerning adeles. These may be found in [15]. The ring of adeles, the
THE SHINTANI ZETA FUNCTION 207
group of ideles, and the adelic absolute value of k are denoted by A, A×, | |
respectively. We fix a non-trivial character O P of A/k. The ring of adeles,
the group of ideles and the adelic absolute value of k1 are denoted by
Ak1 , A
×
k1 and | |k1 respectively. The sets of real, imaginary, infinite, finite
places of k are denoted by MR,MC,M.,Mf, respectively. We define Mk1 R,
etc., similarly for the field k1. If v is a place of k (resp. k1), we denote the
absolute value on kv (resp. k1 v) by | |v (resp. | |k1 v). Let Trk1/k, Nk1/k be the
trace and the norm. Note that OTrk1/k( )P defines a non-trivial character of
Ak1/k1. By the inclusion AQAk1 , an idele (av)v corresponds to the idele
(bw)w such that bw=av if w is a place over v. Let A1={t ¥A× | |t|=1},
A1k1={t ¥A
×
k1 | |t|k1=1}. Identifying k1 éA 5Ak1 the norm map Nk1/k can
be extended to a map from Ak1 to A. It is known (see [15, p. 139]) that
|Nk1/k(t)|=|t|k1 for t ¥Ak1 . The set of positive real numbers is denoted
by R+.
Suppose [k : Q]=n. Then [k1 : Q]=2n. For l ¥ R+, l ¥A× is the idele
whose component at any infinite place is l1/n and whose component at any
finite place is 1. Also lk1 ¥A
×
k1 is the idele whose component at any infinite
place is l1/2n and whose component at any finite place is 1. Clearly, l=l 2k1 .
Since |l|=l, |lk1 |k1=l, this means that |l|k1=l
2.
If X is a variety over k and R is a k-algebra, the set of R-rational points
of X is denoted by XR. The space of Schwartz–Bruhat functions on VA is
denoted by S(VA). If f, g are functions on a set X, f° g means that
there is a constant C such that f(x) [ Cg(x) for all x ¥X.
2. THE SPACE OF PAIRS OF BINARY HERMITIAN FORMS
Let G1=GL(2)k1 , G2=GL(2)k, and G=G1×G2. We regard G as a
group over k. Let M(2, 2)k1 be the set of 2×2 matrices whose entries are in
k1. Let s be the non-trivial element of Gal(k1/k). An element x ¥M(2, 2)k1
is called a binary Hermitian form if tx=xs. Let W be the space of binary
Hermitian forms and V=W ÀW. We regard W and V as vector spaces
over k. We identify x=(x1, x2) ¥ V with Mx(v)=v1x1+v2x2 which is a
2×2 matrix with entries in linear forms in two variables v=(v1, v2). We
define an action of G on V by
(g1, g2) Mx(v)=g1Mx(vg2) t g
s
1 .
We put Fx(v)=detMx(v). We proved in [7, Sect. 2] that (G, V) is a
prehomogeneous vector space and the discriminant P(x) of Fx(v) is a
relative invariant polynomial. We define V ss={x ¥ Vk | P(x) ] 0} and call it
the set of semi-stable points. Non-zero points in V0V ss are called unstable
points.
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We can express
x1=Rx10 x11xs11 x12 S , x2=Rx20 x21xs21 x22 S ,
where x10, x12, x20, x22 ¥ k, x11, x21 ¥ k1, or x10, x12, x20, x22 ¥A, x11, x21 ¥Ak1 .
We choose x=(xij) (i=1, 2, j=0, 1, 2) as the coordinate system for V.
Note that we are regarding k1 as a two dimensional vector space over k and
we can write x11=x11, 1+x11, 2a0 where x11, 1, x11, 2 ¥ k. However, it turns out
that x11, 1 and x11, 2 have the same weight with respect to a maximal split torus
of G. So for our purposes, we don’t have to use any k-coordinate of x11 and
so we leave x11 as an element of k1. The situation is the same for x21.
For i=1, 2, let Ti … Gi be the subgroup of diagonal matrices, Ni … Gi the
subgroup of lower triangular matrices with diagonal entries 1 and
Bi=TiNi. We define T=T1×T2, N=N1×N2. Then B=TN=B1×B2 is a
Borel subgroup of G. Throughout this paper, we use the following notation
a(t21, t22)=R t21 00 t22 S , n(u)=R1 0u 1S , n=R0 11 0S .(2.1)
where t21, t22 ¥A×k1 , u ¥Ak1 . The Weyl group of G is generated by (n, 1) and
(1, n).
For the rest of this section, we will consider a stratification of Vk. Let
Y1={x ¥ V | x10=x11=x20=0}, Z1={x ¥ Y1 | x22=0},
Y ss1={x ¥ Y1 | x12, x21 ] 0}, Z ss1=Y ss1 5 Z1,
Y2=Z2={x ¥ V | x1i=0 for i=0, 1, 2},
Y ss2=Z
ss
2={x ¥ Y2 | det x2 ] 0},
Y3=Z3={x ¥ V | x1i=0 for i=0, 1, 2, x20=x21=0},
Y ss3=Z
ss
3={x ¥ Z3 | x22 ] 0}.
(2.2)
We define Si=GY
ss
i for i=1, 2, 3. Let P2=G1×B2 and P1=P3=B.
Proposition 2.3. We have
(1) Vk 0{0}=V ssk = S1k = S2k = S3k,
(2) Sik 5 Gk×Pik Y
ss
ik for i=1, 2, 3.
Proof. We first prove that Vk 0{0}=V ssk 2 S1k 2 S2k 2 S3k. By an easy
computation,
Fx(v)=det x1v
2
1+Q(x) v1v2+det x2v
2
2,
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where Q(x)=x10x22+x12x20−Trk1/k(x11x
s
21). A point x ¥ Vk 0{0} is an
unstable point if and only if the above polynomial of v=(v1, v2) either has
a square factor or is zero. If a rational quadratic polynomial has a square
factor, that factor is rational. So this means that x is unstable if and only if
there exists g2 ¥ G2k such that if y=(y1, y2)=g2x then det y1=Q(y)=0.
By replacing x by y, we may assume that det x1=Q(x)=0.
Suppose x1=0. Then if det x2 ] 0, x ¥ Y ss2k. Since x ] 0, x2 ] 0. So if
det x2=0, the rank of x2 is one. This implies that there exists g1 ¥ G1k such
that g1x2 tg
s
1 is of the form (
0
0
0
c) where c ] 0. Then x ¥ S3k.
Suppose x1 ] 0. Then the rank of x1 is one. By changing x if necessary,
we may assume that x10=x11=0, x12 ] 0. SinceQ(x)=0, x20=0. If x21=0,
by changing x by an element of G2k if necessary, we may assume x12=0.
Then x ¥ Z ss3k. If x21 ] 0, x ¥ Y ss1k. This proves that Vk 0{0}=V ssk 2 S1k 2
S2k 2 S3k.
If x ¥ S2k or S3k, the dimension of the subspace ofW spanned by x1, x2 is
one. If x ¥ S1k, the dimension of the subspace of W spanned by x1, x2 is
two. So S1k 5 S2k=S1k 5 S3k=”. If x ¥ S2k, det(v1x1+v2x2) ] 0, but if
x ¥ S3k, det(v1x1+v2x2)=0. So S2k 5 S3k=”. This proves (1).
It is easy to see that PikY
ss
ik=Y
ss
ik for all i. So in order to prove (2), it is
enough to show that if x ¥ Y ssik, g=(g1, g2) ¥ Gk and gx ¥ Y ssik, then g ¥ Pik.
Consider the case i=2. By the Bruhat decomposition of G2, g2 ¥ B2k or
B2knB2k. Suppose g2 ¥ B2knB2k. If b2 ¥ B2k, b2x ¥ Y ss2k. So if y=(y1, y2)=gx
then y1j ] 0 for a certain j, which is not possible. Therefore, g2 ¥ B2k and so
g ¥ P2k.
If i=1, 3, then g ¥ Bk, Bk(n, 1) Bk, Bk(1, n) Bk, or Bk(n, n) Bk. Let y=
(y1, y2)=gx. Consider the case i=1. If g ¥ Bk(n, 1) Bk, y10 ] 0. If g ¥
Bk(1, n) Bk, y11 ] 0. Suppose g=b(n, n) bŒ where b, bŒ ¥ Bk. Let z=(z1, z2)
=(n, n) bŒx. Then z11 ] 0. If z10 ] 0, y10 ] 0 also. If z10=0, y11 ] 0. So
y ¨ Y ss2k, which is a contradiction. This implies g ¥ Bk.
Consider the case i=3. If g ¥ Bk(n, 1) Bk, y20 ] 0. If g ¥ Bk(1, n) Bk,
y12 ] 0. If g ¥ Bk(n, n) Bk, y10 ] 0. So g ¥ Bk. This proves (2). L
Let T2=Ker(GQGL(V)). For x ¥ V ss, let Gx be the stabilizer of x, and
Gx° its identity component. We define
L0={x ¥ V ssk | Gx°/T2 does not have a non-trivial rational character}.
(2.4)
Note that we proved in [7, Sect. 2] that the set Gk 0V ssk corresponds
bijectively with fields kŒ/k such that [kŒ : k] [ 2. Moreover, if x ¥ V ssk , the
corresponding field kŒ is generated over k by the roots of Fx(v). We proved
in [7, Sect. 1] that L0 is the set of points such that Fx(v) does not factor
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over k1. So V
ss
k 0L0 consists of precisely two Gk-orbits. They are represented
by the following two elements
w1=1R0 00 1S , R1 00 0S2 ,
w2=1R0 11 0S , R 0 a0−a0 0 S2 .
(2.5)
Note that
Fw1 (v)=v1v2, Fw2 (v)=v
2
1−a
2
0v
2
2,
which implies that w1 corresponds to the field k and w2 corresponds to the
field k1. We define V
ss
st, ik=Gkwi for i=1, 2. Then
V ssk=L0 E V ssst, 1k E V ssst, 2k.(2.6)
We determine the structure of V ssst, i for i=1, 2. Let H1 … Gk be the
subgroup generated by Tk and (n, n), and H2 … Gk the subgroup generated
by T1k×G2k and (n, 1). Let
Y0, 1={x ¥ V | x10=x11=0},
Z0, 1={x ¥ V | x10=x11=x22=0},
Z −0, 1={x ¥ V | x10=x11=x21=x22=0},
Z −ss0, 1={x ¥ Z −0, 1 | x12, x20 ] 0},
Z0, 2={x ¥ V | x10=x20=0},
Z −0, 2={x ¥ V | x10=x20=x12=x22=0},
Z −ss0, 2={x ¥ Z −0, 2 | {x11, x21} is linearly independent over k}.
(2.7)
Proposition 2.8. We have V ssst, ik 5 Gk×Hik Z
−ss
0, ik.
Proof. The proof for the case i=1 is easy and is left to the reader.
Consider the case i=2. Clearly, w2 ¥ Z −ss0, 2k and H2k stabilizes the set Z −ss0, 2k.
So it is enough to show that if x, y ¥ Z −ss0, 2k, g ¥ Gk, and gx=y, then g ¥H2k.
Let
A(t11, t12)=R 1 1
a0 −a0
S a(t−111 (ts12)−1, (ts11)−1 t−112 ) R 1 1
a0 −a0
S−1
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for t11, t12 ¥ k×1 . We leave the reader to verify that Gw2k is generated by
G°w2k={(a(t12, t11), A(t11, t12)) | t11, t12 ¥ k
×
1 }
and (n, a(1, −1)). This implies that Gw2k …H2k.
Suppose gx=y where x, y ¥ Z −ss0, 2 k, g ¥ Gk. It is easy to see that there
exist hx, hy ¥H2 k such that x=hxw2, y=hyw2. So ghxw2=hyw2. This
implies h−1y ghx ¥ Gw2k …H2k. Since hx, hy ¥H2k, this completes the proof of
Proposition 2.3. L
3. THE ZETA FUNCTION AND THE SMOOTHED
EISENSTEIN SERIES
In this section we define the zeta function and discuss basic properties of
the smoothed Eisenstein series.
Throughout this paper, we use the following notation
tˆ 0=(a(t11, t12), a(t21, t22)),
d(l1, l2)=(a(l
−1
1k1 , l1k1 ), a(l
−1
2 , l2)), t
0=d(l1, l2) tˆ 0,
nN(u)=(n(u1), n(u2))
(3.1)
for
t11, t12 ¥A1k1 , t21, t22 ¥A
1, l1, l2 ¥ R+, u=(u1, u2), u1 ¥Ak1 , u2 ¥A.(3.2)
Let
G01A={g1 ¥ G1A | |det g1 |k1=1},
G02A={g2 ¥ G2A | |det g2 |=1},
G0A=G
0
1A×G
0
2A, G2A=R+×G
0
A,
T1 01A={a(t11, t12) | t11, t12 ¥A1k1},
T1 02A={a(t21, t22) | t21, t22 ¥A1},
T01A={a(l
−1
1k1 , l1k1 ) t1 | l1 ¥ R+, t1 ¥ T1
0
1A},
T02A={a(l
−1
2 , l 2) t2 | l2 ¥ R+, t2 ¥ T1 02A},
T1 0A={tˆ
0 | t11, t12 ¥A1k1 , t21, t22 ¥A
1}=T1 01A×T1
0
2A,
T0A={d(l1, l2) tˆ
0 | l1, l2 ¥ R+, tˆ 0 ¥ T1 0A}=T01A×T02A,
B0A=T
0
ANA, B
0
iA=T
0
iANiA for i=1, 2.
(3.3)
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The group G2A acts on VA by assuming that l ¥ R+ acts by multiplication
by l.
If t0 ¥ T0A and x=(xij) ¥ Vk, there are elements cij(t0) ¥A× for i=1, 2, j
=0, 2 and ci1(t0) ¥A×k1 for i=1, 2 such that t
0x=(cij(t0) xij). It is easy to
see that
c10(d(l1, l2))=l
−1
1 l
−1
2 , c11(d(l1, l2))=l
−1
2 ,
c12(d(l1, l2))=l1l
−1
2 , c20(d(l1, l2))=l
−1
1 l 2,
c21(d(l1, l2))=l 2, c22(d(l1, l2))=l1l 2.
(3.4)
Throughout this paper, we express elements g˜ ¥ G2A, g0 ¥ G0A as
g˜=(l, g1, g2), g0=(g1, g2),(3.5)
where l ¥ R+, g1 ¥ G01A, and g2 ¥ G02A. We identify the element g0 ¥ G0A with
(1, g0) and g1 ¥ G1A, g2 ¥ G02A with (1, g1, 1), (1, 1, g2). We may also write g˜
as g˜=lg0. Let Ki … GiA be the standard maximal compact subgroup for
i=1, 2 and K=K1×K2. Then K is a maximal compact subgroup of GA.
Let do be the Haar measure on K such that the volume of K is 1. Let
b0=d(l1, l2) tˆ 0nN(u),(3.6)
where d(l1, l2), etc., are as in (3.1). Throughout this paper, we assume that
g0=ob0=od(l1, l2) tˆ 0(3.7)
is the Iwasawa decomposition of g0 (which means that g˜=(l, od(l1, l2) tˆ 0)).
Also we express elements of B01A, B
0
2A and T
0
1A, T
0
2A as
b1=a(l
−1
1k1 t11, l1k1 t12) n(u1), b2=a(l
−1
2 t21, l 2t22) n(u2),
t1=a(l
−1
1k1 t11, l1k1 t12), t2=a(l
−1
2 t21, l 2t22),
(3.8)
where l1, etc., are as in (3.2). Then elements of G
0
1A, G
0
2A are expressed as
gi=oibi,(3.9)
where oi ¥Ki for i=1, 2 and b1, b2 are as in (3.8).
We use the Haar measure d×tŒ on tŒ ¥A1 or A1k1 such that the volume of
A1/k× or A1k1/k
×
1 is 1. Let d
×l=l−1dl be the standard Haar measure on
R+. If t=ltŒ or lk1 tŒ where l ¥ R+ and tŒ ¥A1 or A1k1 , we use d×t=d×l d×tŒ
as the Haar measure on A× or A×k1 . We do not use the subscript k1 for the
measure on A1k1 because the situation will be clear from the context. Let
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du1, du2 be the Haar measures on Ak1 , A respectively such that the volumes
of Ak1/k1, A/k are 1. We define
d×tˆ 0=d×t11 d×t12 d×t21 d×t22, d×t0=d×l1 d×l2 d×tˆ 0,
du=du1 du2, db0=l
2
1l
2
2 d
×t0 du.
(3.10)
We use dg0=dk db0 as the Haar measure on G0A. Let dg1, dg2 be the Haar
measures on G01A, G
0
2A which we defined in [19, Sect. 1.1] (replacing k by
k1 for dg1). Then dg0=dg1 dg2. We define dg˜=d×l dg0. We also define
Haar measures on T01A, T
0
2A and B
0
1A, B
0
2A by
d×ti=d×li d×ti1 d×ti2, dbi=l
2
i d
×ti dui for i=1, 2.(3.11)
For g > 0, we define
T01g+={d(l1, 1) | l1 ¥ R+, l1 [ g},
T02g+={d(1, l2) | l2 ¥ R+, l2 [ g},
T0g+={d(l1, l2) | l1, l2 ¥ R+, l1, l2 [ g}=T01g+×T02g+.
(3.12)
Let Wi … T1 0iANiA be a compact subset for i=1, 2. We define S0i=
KiT
0
ig+Wi for i=1, 2 and W=W1×W2. The sets S
0
1, S
0
2, S
0 are called
Siegel sets. It is known that for a suitable choice of g and Wi, S
0
i surjects to
G0iA/Gik for i=1, 2. Also there exists another compact set W1 i … G0iA such
that S0i … W1 iT0ig+ for i=1, 2. Let W1=W1 1×W1 2.
Let r1, r2, Dk be the number of real and imaginary places of k, and the
discriminant of k, respectively. We put
Zk(s)=|Dk | s/2 (p−s/2C(s/2))r1 ((2p)−s C(s))r2 zk(s),
where zk(s) is the Dedekind zeta function. We define Zk1 (s) similarly. We
put
fk1 (s1)=Zk1 (s1) Zk1 (s1+1)
−1,
f(s2)=Zk(s2) Zk(s2+1)−1,
Rk1=Res
s=1
Zk1 (s), R=Res
s=1
Zk(s),
+k1=Res
s=1
fk1 (s)=
Rk1
Zk1 (2)
, +=Res
s=1
f(s)=
R
Zk(2)
,
Vk12=+
−1
k1 , V2=+
−1.
(3.13)
It is well known that Vk12 (resp. V2) is the volume of G
0
1A/G1k (resp.
G02A/G2k).
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For x=(x1, x2)=(xij) and y=(y1, y2)=(yij), we define
[x, y]Œ=Trk1/k(tr(x1 ys1))+Trk1/k(tr(x2 ys2))
=x10 y10+Trk1/k(x11 y11)+x12 y12
+x20 y20+Trk1/k(x21 y21)+x22 y22.
This is a non-degenerate bilinear form on V defined over k. By an easy
consideration, [gx, y]Œ=[x, tgy]Œ for all g, x, y. We define [x, y]=
[x, (n, n) y]Œ. For g˜=(l, g1, g2) ¥ G2A, we define
g˜ i=(l−1, n tg−11 n, n
tg−12 n).(3.14)
This is an involution and the above bilinear form satisfies [g˜x, y]=
[x, (g˜ i)−1 y]. Recall that OP is a non-trivial character of A/k. For
F ¥S(VA), we define its Fourier transform by
Fˆ(x)=F
VA
F(y)O[x, y]P dy.(3.15)
It is easy to see that the Fourier transform of F(g˜ · ) is l−8Fˆ(g˜ i · ).
Definition 3.16. For any Gk-invariant subset S … Vk and F ¥S(VA),
we define
GS(F, g˜)=C
x ¥ S
F(g˜x).
We now define the zeta function for the prehomogeneous vector space in
this paper. As we mentioned in the introduction, we need an estimate of
GL0 (F, g˜) (L0 is defined in (2.4)) to apply Shintani’s lemma. Suppose
g˜=(l, g0) where g0 is in the form (3.7).
If f(g0) is a function on G0A/Gk, it is said to be slowly increasing if there
exist constants c1, c2 ¥ R such that
f(g0)° lc11 lc22
for g0 ¥S0. In general we call any polynomial growth function slowly
increasing also. So, for example, a function of (l, l1, l2) ¥ R3+ is slowly
increasing if it is bounded by a sum of a finite number of functions of the
form lclc11 l
c2
2 where c, c1, c2 ¥ R are constants.
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Lemma 3.17. There exists a slowly increasing function h(l, l1, l2) such
that for any N1, N2 \ 1,
GL0 (F, g˜)° h(l, l1, l2) sup((ll
−1
1 l
−1
2 )
−N1, (ll−12 )
−2N1 (ll−11 l2)
−N2)
for g˜ ¥ R+×S0.
Proof. We first prove that if x ¥ L0 then either x10 ] 0, or x10=0,
x11, x20 ] 0. Suppose x10=0. If x11=0 then det x1=0, which means that
Fx(v) factors over k … k1. So we may assume that x11 ] 0. Suppose x20=0.
By applying an element of Gk1 (not Gk), we can make x21=0. Then
det x2=0 and Fx(v) factors. Whether or not Fx(v) factors over k1 does not
change by applying an element of Gk1 to x. So this means that if
x10=x20=0 then Fx(v) factors over k1. This proves that if x ¥ L0 then
either x10 ] 0, or x10=0, x11, x20 ] 0.
Now the statement of the lemma is a direct consequence of Lemmas
(1.2.3), (1.2.8) of [19]. Note that the coordinate x21 belongs to k1 which is
a two dimensional vector space over k and this is why we get (ll−12 )
−2N1
instead of (ll−12 )
−N1. L
Definition 3.18. For F ¥S(VA) as above and a complex variable s, we
define
(1) Z(F, s)=F
G2A/Gk
l sGL0 (F, g˜) dg˜,
(2) Z+(F, s)=F
G2A/Gk
l \ 1
l sGL0 (F, g˜) dg˜.
The integral Z(F, s) is called the global zeta function. By Lemma 3.17,
the integral (1) converges absolutely and locally uniformly on a certain
right half plane and the integral (2) is an entire function.
For l ¥ R+ and F ¥S(VA), we define Fl(x)=F(lx). Let
J(F, g0)= C
x ¥ Vk 0L0
Fˆ((g0) i x)− C
x ¥ Vk 0L0
F(g0x),
I0(F)=F
G0A/Gk
J(F, g0) dg0,
I(F, s)=F 1
0
l sI0(Fl) d×l.
(3.19)
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Then by the Poisson summation formula,
Z(F, s)=Z+(F, s)+Z+(Fˆ, 8−s)+I(F, s).(3.20)
Let
MF(x)=F
K
F(ox) do.(3.21)
Then Z(F, s)=Z(MF, s) and MF is K-invariant. Therefore, we assume
that F is K-invariant for the rest of this paper.
We will discuss the smoothed Eisenstein series for the rest of this section.
Let z1=(z11, z12), z2=(z21, z22) ¥ C2 where z11+z12=z21+z22=0, and
z=(z1, z2). For t11, t12 ¥A×k1 , t21, t22 ¥A
×, we define
(a(t11, t12), a(t21, t22))z=|t11 |
z11
k1 |t12 |
z12
k1 |t21 |
z21 |t22 |z22.
Let gi=o(gi) t(gi) n(u(gi)) be the Iwasawa decomposition of gi ¥ G0iA. Let
r1=r2=(
1
2 , −
1
2) and r=(r1, r2). We regard r as half the sum of weights
of N. We define
EBi (gi, zi)= C
c ¥ Gik/Bik
t(gic)zi+ri.
The functions EB1 (g1, z1), EB2 (g2, z2) are called the Eisenstein series of
G01A, G
0
2A with respect to B1, B2, respectively. We put EB(g
0, z)=
EB1 (g1, z1) EB2 (g2, z2). This is the Eisenstein series of G
0
A with respect to B.
Let k(z) be an entire function which is rapidly decreasing with respect to
Im(z) on any vertical strip. Moreover, we assume that
k(z12, z11, z21, z22)=k(z11, z12, z22, z21)=k(z11, z12, z21, z22),
k(r) ] 0.
(3.22)
We choose a constant C > 4. Let
L(z)=(z11−z12)+C(z21−z22), L(w; z)=
k(z)
w−L(z)
,
dz1=d(z11−z12), dz2=d(z21−z22), dz=dz1 dz2.
We define the smoothed Eisenstein series as
E(g0, w)=1 1
2p`−1
22 F
Re(z)=q
EB(g0, z) L(w; z) dz,(3.23)
where q=(q11, q12, q21, q22) ¥ R4 satisfies q11−q12 > 1, q21−q22 > 1.
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4. THE ZETA FUNCTION FOR THE SPACE OF
BINARY HERMITIAN FORMS
Since the space W of (single) binary Hermitian forms appears in the
induction, we have to know the principal part of the zeta function for this
case. This case is quite easy and is well known. The purpose of this section
is to review the principal part of the zeta function for this case. This is a
case where the theta series for the entire lattice Vk is integrable on G
0
A.
Before discussing the space of binary Hermitian forms, we make a few
definitions for later purposes.
If Y ¥S(A), t ¥A×, and s ¥ C, then we define
G1(Y, t)= C
x ¥ k×
Y(tx),
S1(Y, s)=F
A
×/k×
|t| s G1(Y, t) d×t.
(4.1)
Properties of S1(Y, s) are well known.
If Y ¥S(A×Ak1 ), t=(t1, t2) ¥A
××A×k1 , and s=(s1, s2) ¥ C
2, then we
define
G1, 1(Y, t)= C
x ¥ k× ×k×1
Y(tx),
S1, 1(Y, s)=F
A
×/k× ×A×k1
/k×1
|t1 | s1 |t2 |
s2
k1 G1, 1(Y, t) d
×t2 d×t2.
(4.2)
The function S1, 1(Y, s) is more or less the product Zk(s1) Zk1 (s2) and it is
easy to see that it can be continued meromorphically to all of C2 having
poles at s1=0, 1, s2=0, 1. If s0 ¥ C or s0=(s01, s02) ¥ C2, let
S1(Y, s)= C
.
i=−1
S1, (i)(Y, s0)(s−s0) i,
S1, 1(Y, s)= C
.
i, j=−1
S1, 1, (i, j)(Y, s0)(s1−s01) i (s2−s02) j
(4.3)
be the Laurent expansions around s=s0.
Let i be a positive integer. For m=(m1, ..., mi) ¥ R i+ and M> 0, we
define
rdi, M(m)=inf(m
±M
1 · · · m
±M
i ),(4.4)
where we consider all the possible ± .
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Let W be as in Section 2 and G=GL(1)k×GL(2)k1 regarded as a group
over k. The action of GL(2)k1 is the same as that in Section 2, and a ¥
GL(1)k acts by multiplication by a. Let G1=GL(1)k, G2=GL(2)k1 . We
define G0A, G
0
1A, G2A, etc., similarly as in Section 3.
We write elements ofW as x=(x0x1
xs1
x2 ). It is easy to see thatW
ss is the set
of non-singular matrices. Let SW, 1 be the set of rank one matrices inW. Let
ZW, 1=3x=10 00 x2 24, Z ssW, 1={x ¥ ZW, 1 | x2 ] 0}.
Let B=GL(1)k×B2 … G be the Borel subgroup as in Section 2. Then it is
easy to see SW, 1k 5 Gk×Bk Z
ss
W, 1k. Obviously, Wk has the following stratifi-
cation
Wk 0{0}=Wssk E SW, 1k.(4.5)
We express elements of G2A as g˜=lg0=(l, g0)=(l, t1, g2) where
l ¥ R+, t1 ¥A1, and g2 ¥ G02A. Let F ¥S(WA). For any Gk-invariant subset
S …Wk, we define GS(F, g˜) in the obvious manner. For g2 ¥ G02A, let
g2=ka(m−1, m) b12 be the Iwasawa decomposition where b12 ¥ T1 02AN2A.
If x ¥W ssk , then x0 ] 0, or x0=0, x1 ] 0. So by Lemma (1.2.6) of [19], if
we put h(l, m)=sup(1, l−2) sup(1, (lm)−1), then for any N1, N2 \ 1,
GWssk (F, lg
0)° sup(h(l, m)(lm−1)−N1, l−2N1 sup(1, (lm)−1))(4.6)
for g0 in a Siegel set and l ¥ R+. Also by Lemma (1.2.6) of [19],
GWk (F, g
0)° sup(1, m) sup(1, m−1)° m−1
for g0 in a Siegel set. This implies that GWk (F, g
0) is integrable on G0A/Gk.
We define
ZW(F, s)=F
G2/Gk
l sGWssk (F, g˜) dg˜,
ZW+(F, s)=F
G2/Gk
l \ 1
l sGWssk (F, g˜) dg˜.
(4.7)
Then ZW(F, s) is defined on a certain right half plane and ZW+(F, s) is an
entire function.
Forx, y ¥W,wedefine[x, y]Œ=Trk1/k(tr(xys))and[x, y]=[x, (1, n) y]Œ.
We use this non-degenerate bilinear form to define a Fourier transform Fˆ
of F. We define g˜ i similarly as in Section 3.
THE SHINTANI ZETA FUNCTION 219
Let RW, 1F be the restriction of F to ZW, 1A. We define MF similarly as in
(3.21) and assume that F=MF. By the Poisson summation formula,
GWssk (F, lg0)=l
−4GWssk (Fˆ, l
−1(g0) i)+l−4GSW, 1 k (Fˆ, l
−1(g0) i)+l−4Fˆ(0)
(4.8)
−GSW, 1k (F, lg0)−F(0).
Since there is no difficulty regarding the convergence of the full theta series
GWk (F, g
0), the following formula can easily be verified using (4.8) and the
details are left to the reader:
ZW(F, s)=ZW+(F, s)+ZW+(Fˆ, 4−s)(4.9)
+Vk12 1 Fˆ(0)s−4 −F(0)s 2
+1S1(RW, 1 Fˆ, 2)
s−2
−
S1(RW, 1 F, 2)
s−2
2 .
If s0 ¥ C, let
ZW(F, s)= C
.
i=−1
ZW, (i)(F, s0)(s−s0) i(4.10)
be the Laurent expansion around s=s0.
5. OUTLINE OF THE PROOF
In this section, we discuss the procedure to compute the principal part of
the zeta function. We basically use the procedure developed in [19].
However, since it is fairly complicated and requires a lot of notation, we do
everything more explicitly without depending on the notation in [19].
Definition 5.1. If f(w), g(w) are meromorphic functions of w, we use
the notation f ’ g if f(w)−g(w) can be continued meromorphically to a
right half plane {w ¥ C |Re(w) > c} where c < L(r) and is holomorphic at
w=L(r).
Let J(F, g0) be as in (3.19). We define
I(F, w)=F
G0A/Gk
J(F, g0) E(g0, w) dg0.(5.2)
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We continue to assume that g0 is in the form (3.7) and W is a Siegel set
(which was defined just after (3.12)). For r=(r1, r2) ¥ R2, we define
C(G0A/Gk, r1, r2) to be the set of continuous functions on G
0
A/Gk such that
f(g0)° l r11 l r22
for g0 ¥ W. If f ¥ C(G0A/Gk, r1, r2) for some r1, r2 > 2, then f is integrable.
Recall that if f ¥ C(G0A/Gk, r1, r2) for some r1, r2 ¥ R, then f is said to be
slowly increasing.
Let CG=+k1+. The following proposition is known as Shintani’s lemma.
Proposition 5.3. (1) If f is a slowly increasing function on G0A/Gk,
then the integral
F
G0A/Gk
f(g0) E(g0, w) dg0
converges absolutely and locally uniformly for Re(w)± 0.
(2) If f ¥ C(G0A/Gk, r1, r2) for some r1, r2 > 2, then
F
G0A/Gk
f(g0) E(g0, w) dg0 ’ CGL(w; r) F
G0A/Gk
f(g0) dg0.
(3) We have
F
G0A/Gk
E(g0, w) dg0=CGVk12V2L(w; r).
The above proposition was first proved for GL(2) by Shintani in Lemma
2.8 and Sublemma [13, pp. 172, 173, 177]. The adelic proof for GL(2) is
given in Lemma 6.5 and Proposition 6.3 [16, pp. 527, 528]. If the group is
a product of GL(n)’s, the proof is given in Theorem (3.4.34) and Proposi-
tion (3.5.20) [19, pp. 84, 95]. In the present situation, our group is not
exactly a product of GL(n)’s over the ground field k. However, it is a
product of GL(2)’s over different fields and exactly the same proof works.
So we will not give the proof of Proposition 5.3 here.
The method of smoothed Eisenstein series is well known and its idea is as
follows. By the above proposition and Lemma 3.17,
I(F, w) ’ CGL(w; r) I0(F).(5.4)
We naturally want to break the integrand J(F, g0) of I0(F) according to
the stratification of Vk 0L0 which we discussed in Section 2. By (5.4), we
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may consider I(F, w) instead. Since the theta function GVk (F, g
0) for the
entire lattice Vk is slowly increasing, Proposition 5.3 now allows us to
express I(F, w) as a sum of distributions corresponding to the strata. Then
detailed analysis of these distributions eventually results in the principal
part of the zeta function.
Let S1k, S2k, S3k, V
ss
st, 1k, V
ss
st, 2k be as in (2.2) and (2.6). We define
X −1(F, w)=F
G0A/Gk
GS1k (F, g
0) E(g0, w) dg0,
Xi(F, w)=F
G0A/Gk
GSik (F, g
0) E(g0, w) dg0 for i=2, 3,
Xst, i(F, w)=F
G0A/Gk
GVssst, ik (F, g
0) E(g0, w) dg0 for i=1, 2.
(5.5)
Let (g0) i be the involution defined in (3.14). We define similar distributions
by
X1 −1(F, w)=F
G0A/Gk
GS1k (Fˆ, (g
0) i) E(g0, w) dg0,
X1 i(F, w)=F
G0A/Gk
GSik (Fˆ, (g
0) i) E(g0, w) dg0 for i=2, 3,
X1 st, i(F, w)=F
G0A/Gk
GVssst, ik (Fˆ, (g
0) i) E(g0, w) dg0 for i=1, 2.
(5.6)
As we mentioned before, GVk (F, g
0) (and hence GS(F, g0) for any
Gk-invariant subset S … Vk), is slowly increasing. Since the involution (g0) i
preserves the form of the Iwasawa decomposition, GS(Fˆ, (g0) i) is slowly
increasing for any Gk-invariant subset S … Vk also. So by Proposition 5.3,
all the distributions in (5.5), (5.6) are well defined for Re(w)± 0, and
I(F, w)=Vk12V2(Fˆ(0)−F(0)) CGL(w; r)
+X1 −1(F, w)−X
−
1(F, w)
+ C
i=2, 3
(X1 i(F, w)−Xi(F, w))
+ C
i=1, 2
(X1 st, i(F, w)−Xst, i(F, w)).
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The reason why we used a different notation for the stratum S1 in (5.5) is
that X −1(F, w) can be expressed as
X −1(F, w)=X1(F, w)+X2 1(F, w),
where X1(F, w) and X2 1(F, w) correspond to the constant terms and the
non-constant terms of the Eisenstein series respectively. The distributions
X1(F, w), X2 1(F, w) will be defined precisely in Section 9, where we inves-
tigate them in details.
Since the involution (g0) i preserves the form of the Iwasawa decomposi-
tion, the assumption (3.22) implies that E((g0) i, w)=E(g0, w). Therefore,
X1 i(F, w)=Xi(Fˆ, w) for i=2, 3, etc.
Therefore, we get
I(F, w)=Vk12V2(Fˆ(0)−F(0)) CGL(w; r)(5.7)
+(X1(Fˆ, w)+X2 1(Fˆ, w))−(X1(F, w)+X2 1(F, w))
+ C
i=2, 3
(Xi(Fˆ, w)−Xi(F, w))
+ C
i=1, 2
(Xst, i(Fˆ, w)−Xst, i(F, w)).
It will turn out that the distributions X1(F, w), X2 1(F, w), X3(F, w) can
be handled rather directly. However, the distribution X2(F, w) requires an
iteration of the use of the Poisson summation formula. Note that the
subspace Z2 in (2.2) may be identified with the space W of single binary
Hermitian forms, which we discussed in Section 4. The Levy part of P2
(P2 was defined just after (2.2)) acts on Z2 and this representation may be
identified with the representation in Section 4. Then the stratification (4.5)
gives rise to a stratification
Z2k 0{0}=Z ss2k E S2, 1k,(5.8)
where S2, 1k corresponds to SW, 1k in Section 4.
Let R2F be the restriction of the function F to the subspace Z2A.
Identifying Z2A with WA, we denote the Fourier transform of Y ¥S(Z2A)
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defined in Section 4 (just after (4.7)) by FWY. Then just as we deduced
(4.9) (or (5.7)), we can express X2(F, w) inductively as
X2(F, w)=X2+(F, w)+X1 2+(F, w)(5.9)
+X1 2#(F, w)−X2#(F, w)
+X1 2, 1(F, w)−X2, 1(F, w),
where X2+(F, w) (resp. X1 2+(F, w)) corresponds to the second integral in
(4.7) for R2F (resp. FWR2F), X2#(F, w) (resp. X1 2#(F, w)) corresponds to
R2F(0) (resp. FWR2F(0)), and X1 2, 1(F, w), X2, 1(F, w) correpond to the
stratum S2, 1k. We shall define these distributions precisely in section 10,
where we investigate them in details.
Now our strategy for the rest of this paper is as follows. If X(F, w) is a
distribution in (5.7), (5.9), we try to find a distribution a(F) such that
X(F, w) ’ CGL(w; r) a(F). This may not always be possible and in that
case, we have to cancel out inconvenient terms to find a finite number of
distributions a1(F), ..., aN(F) so that
I(F, w) ’ CGL(w; r) C
N
i=1
ai(F).
By (5.4), this implies that
I0(F)=C
N
i=1
ai(F).
Then we have to
(1) manipulate contributions from Vst, 1k, Vst, 2k to get adjusting terms
and
(2) compare the rest with zeta functions for smaller representations
and get distributions which satisfy certain homogeneous properties with
respect to the scalar multiplication.
This is what we eventually do in Section 11. The principal part of the
adjusted zeta function (which will be defined in Definition 11.16) then
follows immediately from (1), (2). The rest of this paper is devoted to
carrying out this procedure.
6. SOME ESTIMATE OF THE SMOOTHED EISENSTEIN SERIES
In this section, we define some notations and prove some estimates
concerning E(g0, w).
224 AKIHIKO YUKIE
We express elements of N2A and as
nN2 (u2)=(1, n(u2)),(6.1)
where u2 ¥A. (For N, see (3.1).)
We define the constant terms of E(g0, w) with respect to N, N2 by
EN(g0, w)=F
NA/Nk
E(g0nN(u), w) du,
EN2 (g
0, w)=F
N2A/N2k
E(g0nN2 (u2), w) du2
(6.2)
respectively, where du, du2 are the Haar measures such that
vol(NA/Nk)=vol(N2A/N2k)=1.
We define
E˜(g0, w)=E(g0, w)−EN(g0, w).(6.3)
For a=(a1, a2) ¥ k1×k and u=(u1, u2) ¥Ak1 ×A, we put
Oan(u)P=OTrk1/k(a1u1)POa2u2P.(6.4)
Then we define
Ea(g0, w)=F
NA/Nk
E(g0nN(u), w)OanN(u)P du.(6.5)
If a=(0, 0) then Ea(g0, w)=EN(g0, w) of course.
Any element of the Weyl group of G is of the form y=(y1, y2) where
y1, y2 are either 1 or n and n may be identified with the transposition (12).
Recall that fk1 (s), f(s) are defined in (3.13). We define
sy=(sy1, sy2)=(z1y1(2)−z1y1(1), z2y2(2)−z2y2(1)),
My1 (sy1 )=˛1, y1=1,fk1 (sy1 ), y1=(12),
My2 (sy2 )=˛1, y2=1,f(sy2 ), y2=(12),
My(sy)=My1 (sy1 ) My2 (sy2 ).
(6.6)
THE SHINTANI ZETA FUNCTION 225
For each y, the correspondence between z and sy is one-to-one. So any
function f(z) of z may be regarded as a function of sy. We denote this
function by fy(sy). For example,
L(z)=Ly(sy)=˛−(sy1+Csy2), y=(1, 1),sy1−Csy2, y=(n, 1),−sy1+Csy2, y=(1, n),
sy1+Csy2, y=(n, n).
(6.7)
Regarding L(w; z) as a function of sy, we use the notation Ly(w; sy) for this
function. In later sections, we typically have to express distributions using
the constant terms of the Eisenstein series. The advantage of the above
notation is that we will be able to handle four constant terms simulta-
neously.
We put L¯y(w; sy)=My(sy) Ly(w; sy). We choose r=(r1, r2) ¥ R2 so that
r1, r2 > 1. Then it is well known that
EN(b0, w)=C
y
1 1
2p`−1
22 F
Re(sy)=(r1, r2)
l sy1 −11 l
sy2 −1
2 L¯y(w; sy) dsy.(6.8)
We define
G(l1, w)=
+
2p`−1
F
Re(sy1)=r1 > 1
l sy1 −11 fk1 (sy1) Ly(w; sy1, 1) dsy,(6.9)
where y=(n, n) in the right hand side.
Proposition 6.10. LetM> L(r). Then there exist constants
d, c1, ..., cj > 0, d0, ..., dj ¥ R
such that for any l1, l2 ± 0,
E˜(b0, w), Ea(b0, w)° sup(l l11 ld02 , l1l l22 , l l11 l l22 )(1)
for a ] (0, 0) and L(r)−d [ Re(w) [M, and
EN(b0, w)−G(l1, w)° C
j
i=1
lci1 l
di
2 .(2)
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Proof. Let b0=(b1, b2) be as in (3.6). Let ENi (bi, zi), E2Bi (bi, zi) be the
constant terms and the non-constant terms of EBi (bi, zi) for i=1, 2. Then
E˜(b0, w) is a sum of contour integrals of
E2B1 (b1, z1) EN2 (b2, z2), EN1 (b1, z1) E2B2 (b2, z2), E2B1 (b1, z1) E2B2 (b2, z2).
On any vertical strip in Re(zi1−zi2) > 0 and for li ± 0, E2Bi (bi, zi)° l
li
i for
i=1, 2. Moreover, this estimate applies to each term of the Fourier
expansion.
Note that
ENi (bi, zi)=C
yi
Myi (syii) l
syii −1i ,
where syii is defined as in (6.6) (we are only considering each factor of the
Weyl group). We divide the contour integral of E2B1 (b1, z1) EN2 (b2, z2)
according to y2 and choose the contour so that Re(z11−z12)=
1
2 and Re(sy2)
close to 1. This corresponds to the first term in (1). For EN1 (b1, z1)
E2B2 (b2, z2), we choose the contour so that Re(sy11)=2, Re(z21−z22)=
1
2 .
Then ±2+C2 < 1+C=L(r), because C > 4 by assumption. This corre-
sponds to the second term in (1). For E2B1 (b1, z1) E2B2 (b2, z2), we choose
Re(zi1−zi2)=
1
2 for i=1, 2. This corresponds to the third term in (1). This
proves (1).
Consider (2). Let y be a Weyl group element. If y=(1, 1) or (n, 1), we
choose Re(sy)=(2,
1
2). Then Ly(2m
1
2) < L(r) as above. If y=(1, n), we
choose Re(sy)=(2, r2) where r2 is close to 1. Then Ly(2, r2)=−2+Cr2
< 1+C. So the corresponding terms in EN(b0, w) satisfy the estimate of (2).
Let y=(n, n). We move the contour to Re(sy)=(1+d1, 1−d2) where
d−11 d2 ± 0. Then 1+d1+C(1−d2) < 1+C. When the contour crosses the
line sy2=1, we get the residue G(l1, w). The contour integral over Re(sy)=
(1+d1, 1−d2) satisfies the estimate of (2). This proves the proposition. L
In particular, in the situation where we are not interested in the precise
growth of E˜(b0, w), Ea(b1, w), but need an estimate across the point L(r)
and uniform with respect to a ] (0, 0), Proposition 6.10(1) provides such a
bound by a slowly increasing function.
7. THE ADJUSTING TERM I
Before we start the analysis of distributions in (5.7), (5.9), we introduce
some notations. Let Zi, etc., be as in (2.2) and (2.7). For F ¥S(VA), we
define RiF to be the restriction of F to ZiA for i=2, 3. Let Z2, 1=
Z3, Z
ss
2, 1=Z
ss
3 . For any subspace Z2, 1 … U … V and Y ¥S(UA), let
R2, 1Y be the restriction of Y to Z2, 1 A. Let R4 1F (resp. R4 0, 1F)
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be the restriction of F to Y1A (resp. Y0, 1A). Let R0, 2F be the restriction of F
to Z0, 2A. We define R1F ¥S(Z1A), R0, 1F ¥S(Z0, 1 A) by
R1F(x12, x21)=F
A
R4 1F(x12, x21, x22) dx22,
R0, 1F(x12, x20, x21)=F
A
R4 0, 1F(x12, x20, x21, x22) dx22.
(7.1)
For the rest of this paper, we will always use coordinates in R1F(x12, x21)
and R0, 1F(x12, x20, x21) in these orders.
Now we consider Xst, 1(F, w). Let m=(m1, m2) ¥ R2+, q=(q1, q2) ¥ (A1)2,
u0 ¥Ak1 and s1, s2 ¥ C. For v ¥M and u ¥ kv, we define
av(u)=˛ (1+|u|2v)−12 , v ¥MR,(1+|u|v)−1, v ¥MC,
sup(1, |u|v)−1, v ¥M f.
(7.2)
We put a(u)=<v av(uv) for u=(uv)v ¥A. We define ak1 (u0) for u0 ¥Ak1
similarly. (The reader should see Definition (2.2.2) of [19] also.)
We put
f1(F, m, q, u0, s1, s2)=m
s1
2 ak1 (u0)
s2 R0, 1F(m1m
−1
2 q1, m1m2q2, m1m2q2u0).(7.3)
We also put d×m=d×m1 d×m2, d×q=d×q1 d×q2. Let s ¥ C be another variable.
Definition 7.4. We define
(1) Tst, 1(F, s, s1, s2)=F
R
2
+ ×(A
1)2×Ak1
ms1f1(F, m, q, u0, s1, s2) d
×m d×q du0,
(2) Tst, 1+(F, s, s1, s2)=F
R
2
+ ×(A
1)2×Ak1
m1 \ 1
ms1f1(F, m, q, u0, s1, s2) d
×m d×q du0,
(3) T1st, 1(F, s1, s2)=F
R+×(A
1)2×Ak1
f1(F, 1, m2, q, u0, s1, s2) d×m2 d×q du0.
Proposition 7.5. The integral (7.4)(1) converges absolutely and locally
uniformlyforRe(s)−Re(s1) > 2, Re(s)+Re(s1) > 6, Re(s)+Re(s1)+4 Re(s2)
> 6 and the integrals (7.4)(2), (7.4)(3) are entire functions.
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Proof. Let Y=R0, 1F. We put
G2Z0, 1 (Y, m, q, u0)= C
x, y ¥ k×
Y(m1m
−1
2 q1x, m1m2q2 y, m1m2q2 yu0).(7.6)
Then it is easy to see that
Tst, 1(F, s, s1, s2)(7.7)
=F
R
2
+×(A
1/k×)2×Ak1
m s1m
s1
2 ak1 (u0)
s2 G2Z0, 1 (Y, m, q, u0) d
×m d×q du0,
etc.
Let s=Re(s), s1=Re(s1) and s2=Re(s2). By Lemma (1.2.3) of [19],
there exists 0 [Y1 ¥S(Z0, 1A) such that (7.7) is bounded by a constant
multiple of
F
R
2
+ ×Ak1
ms1m
s1
2 ak1 (u0)
s2 G2Z0, 1 (Y1, m, 1, u0) d
×m du0.(7.8)
We estimate ak1 (u0)
s2 G2Z0, 1 (Y1, m, 1, u0), which is
ak1 (u0)
s2 C
x, y ¥ k×
Y1(m1m
−1
2 x, m1m2 y, m1m2 yu0).(7.9)
We put u3=m1m2 yu0. Then there exists a lattice L … k and a compact set
F …Ak1 f (the finite part of Ak1 ) such that
Y1(m1m
−1
2 x, m1m2 y, u3)=0
unless x, y ¥ L and the finite part of u3 belongs to F. Consider the function
ak1 (u0). Let L … L1 … k1 be a lattice. The argument of [19, p. 117], applied
to the lattice L1 and F, implies that if s2 [ 0 and l ¥ R+, then
ak1 (l
−1
k1 y
−1u3)s2 ° ls2 D
v ¥Mk1 .
av(lk1 y)
s2 av(u3)s2(7.10)
for y ¥ L0{0} and u3 whose finite part belongs to F.
If s2 \ 0, ak1 (u3)
s2 [ 1. Note that <v ¥Mk1 .av(lk1 y)
s2 av(u3)s2 is a poly-
nomial growth function of the infinite part of ly and u3 as long as s ranges
over a compact set. We apply (7.10) to l=(m1m2)2. Since Y1 is a
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Schwartz–Bruhat function, there exists 0 [Y2 ¥S(Z0, 1A) such that (7.9) is
bounded by a constant multiple of
sup(1, (m1m2)2s2) C
x, y ¥ k×
Y2(m1m
−1
2 x, m1m2 y, u3).(7.11)
Let
Y3(x, y)=F
Ak1
Y2(x, y, z) dz.
We choose |Y3 | [Y4 ¥S(A2). Then (7.8) is bounded by a constant
multiple of
F
R
2
+
sup(1, (m1m2)2s2)(m1m2)−2 m
s
1m
s1
2 C
x, y ¥ k×
Y3(m1m
−1
2 x, m1m2 y) d
×m.(7.12)
Since ms1m
s1
2 =(m1m
−1
2 )
(s−s1)/2 (m1m2) (s+s1)/2, (7.12) converges absolutely if
s−s1
2
> 1,
s+s1
2
−2 > 1,
s+s1
2
+2s2−2 > 1.
If m1 \ 1 or m1=1, the integral analogous to (7.12) always converges. This
proves Proposition 7.5. L
Let
b0st, 1=(n(u0), 1) t
0(1, n(u2)),
where u0 ¥Ak1 , u2 ¥A, t
0 ¥ T0A (t0 is as in (3.1)). We define
X1={b
0
st, 1 | l1 [ ak1 (u0)
−12}.(7.13)
Then as in [19, p. 112], KX1/Tk is a fundamental domain for G
0
A/H1k.
Note that the right invariant measure on X1 is db
0
st, 1=l
2
2 d
×t0 du0 du2.
Proposition 7.14. We have
Xst, 1(F, w) ’ F
X1/Tk
GZ −ss0, 1k (F, b
0
st, 1) EN(b
0
st, 1, w) db
0
st, 1.
Proof. By (2.3),
Xst, 1(F, w)=F
X1/Tk
GZ −ss0, 1k (F, b
0
st, 1) E(b
0
st, 1, w) db
0
st, 1.
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By Proposition 6.10, we only have to prove that for a fixed slowly increasing
function h(l1, l2), the integral
F
X1/Tk
GZ −ss0, 1k (F, b
0
st, 1) h(l1, l2) sup(l
l1
1 , l
l2
2 , l
l1
1 l
l2
2 ) db
0
st, 1(7.15)
converges absolutely for l1, l2 ± 0.
In the above integral, GZ −ss0, 1k (F, b
0
st, 1) is the only part which depends on
u0, u2. It is easy to see that
F
A
GZ −ss0, 1k (F, b
0
st, 1) du2=(l1l2)
−1 G2Z0, 1 (Y, m, q, u0),(7.16)
where Y=R0, 1F, m1=1, m2=l
−1
1 l2, q1=Nk1 (t12) t21, and q2=Nk1 (t10) t22.
Since l2=l1m2,
l l22=l
l2
1 m
l2
2 , l
l1
1 l
l2
2=l
l1+l2
1 m
l2
2 .
We choose |Y| [Y1 ¥S(Z0, 1A). Then (7.15) is bounded by a constant
multiple of a finite sum of integrals of the form
F
R
2
+ ×(A
1/k×)2×Ak1
l1 [ ak1 (u0)
−1/2
lc11 m
c2
2 G2Z0, 1 (Y1, 1, m2, q, u0) d
×l1 d×m2 d×q du0,
where c1 > 0. Then the convergence of this integral follows from Proposi-
tion 7.5. L
Proposition 7.17. Let y=(n, n). Then
Xst, 1(F, w) ’
+
2p`−1
F
Re(sy1)=r1 > 1
T1st, 11F, 1, −sy1−12 2
sy1−1
× fk1 (sy1) Ly(w; sy1, 1) dsy1.
Proof. If f(q) is a function of q=(q1, q2) ¥ (A1/k×)2, then
F
T1 0A/Tk
f(Nk1/k(t12) t21, Nk1/k(t11) t22) d
×tˆ 0=F
(A1/k×)2
f(q1, q2) d×q1 d×q2.
(7.18)
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Let Y=R0, 1F, m2=l
−1
1 l2. Then l2=l1m2 and d
×l1 d×l2=d×l1 d×m2, and
EN(b
0
st, 1, w)=C
y
1 1
2p`−1
22 F
Re(sy)=(r1, r2)
r1, r2 > 1
l sy1+sy2 −21 m
sy2 −1
2 L¯y(w; sy) dsy.
(7.19)
Note that l22(l1l2)
−1=l−11 l2=m2. So by (7.16), (7.18),
F
X1/Tk
GZ −ss0, 1k (F, b
0
st, 1) l
sy1+sy2 −2
1 m
sy2 −1
2 db
0
st, 1
=F
R
2
+ ×(A
1/k×)2×Ak1
l1 [ ak1 (u0)
−1/2
l sy1+sy2 −21 m
sy2
2 G2Z0, 1 (Y, 1, m2, q, u0) d
×l1 d×m2 d×q du0
=F
R+×(A
1/k×)2×Ak1
m sy22
ak1 (u0)
−
sy1+sy2 −2
2
sy1+sy2−2
G2Z0, 1 (Y, 1, m2, q, u0) d
×m2 d×q du0
=
T1st, 11F, sy2, −sy1+sy2−22 2
sy1+sy2−2
.
Therefore,
Xst, 1(F, w) ’C
y
1 1
2p`−1
22 F
Re(sy)=(r1, r2)
r1, r2 > 1
T1st, 1 1F, sy2, −sy1+sy2−22 2
sy1+sy2−2
× L¯y(w; sy) dsy.
If y ] (n, n), we choose r1, r2 > 1 close enough to 1. This implies
Ly(r) < L(r). So we only have to consider y=(n, n). Then we get the
proposition by moving the contour from r1, r2 > 1 to (2,
1
2) as before. L
Definition 7.20. We define
Tst, 1(F, s, s1)=
d
ds2
:
s2=0
Tst, 1(F, s, s1, s2),(1)
Tst, 1+(F, s, s1)=
d
ds2
:
s2=0
Tst, 1+(F, s, s1, s2),(2)
T1st, 1(F, s1)=
d
ds2
:
s2=0
T1st, 1(F, s1, s2).(3)
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By Proposition 7.5, Tst, 1(F, s, s1) is holomorphic for Re(s)+Re(s1) > 6
and Tst, 1+(F, s, s1), T
1
st, 1(F, s1) are entire functions.
8. THE ADJUSTING TERM II
We consider Xst, 2(F, w) in this section. Let
g0st, 2=(n(u0) t1, g2), g
−
st, 2=(n(u0) a(t11, t12), g2),
b0st, 2+=(n(u0), 1) d(l1, l2), b
−
st, 2+=(n(u0), a(l
−1
2 , l 2)),
where u0 ¥Ak1 , t1=a(l
−1
1k1 t11, l1k1 t12) ¥ T
0
1A, t11, t12 ¥A1k1 , and g2 ¥ G
0
2A. We
define
X2={g
0
st, 2 | l1 [ ak1 (u0)
−12}.(8.1)
Let
dg0st, 2=d
×l1 d×t11 d×t12 du0 dg2, dg
−
st, 2=d
×t11 d×t12 du0 dg2,
db0st, 2+=l
2
2d
×l1d×l2du0, db
−
st, 2+=l
2
2 d
×l2 du0.
Then dg0st, 2 is an invariant measure on X2. As in [19, p. 112],
K1X2/(T1k×G2k) is a fundamental domain for G
0
A/H2k.
For x, y ¥ k1, we define
wx, y=v1R 0 xxs 0S+v2 R 0 yys 0S .(8.2)
Also for s, s1 ¥ C, we define
f2(F, l, g
−
st, 2, s, s1)=l
sak1 (u0)
s1 GZ −ss0, 2k (F, lg
−
st, 2).(8.3)
Definition 8.4. We define
(1) Tst, 2(F, s, s1)=F
R+×(A
1
k1
/k×1 )
2×Ak1 ×G
0
2A/G2k
f2(F, l, g
−
st, 2, s, s1) d
×l dg −st, 2,
(2) Tst, 2+(F, s, s1)=F
R+×(A
1
k1
/k×1 )
2×Ak1 ×G
0
2A/G2k
l \ 1
×f2(F, l, g
−
st, 2, s, s1) d
×l dg −st, 2,
(3) T1st, 2(F, s1)=F
(A1k1
/k×1 )
2×Ak1 ×G
0
2A/G2k
f2(F, 1, g
−
st, 2, 0, s1) dg
−
st, 2.
THE SHINTANI ZETA FUNCTION 233
Proposition 8.5. The integral (8.4)(1) converges absolutely and locally
uniformly for Re(s) > 6, Re(s)+4 Re(s1) > 6, and the integrals (8.4)(2),
(8.4)(3) are entire functions.
Proof. We express elements g2 of G
0
2A as
g2=o2a(l
−1
2 , l 2) a(t21, t22) n(u2),(8.6)
where o2 ¥K2, l2 ¥ R+, a(t21, t22) ¥ T1 02A, and u2 ¥A. Let C … T1 01A be a
compact set which surjects to T1 01A/T1k. We choose 0 [Y ¥S(VA) so that
F((a(t11, t12), g2) x)°Y((1, a(l −12 , l 2)) x)
for a(t11, t12) ¥ C, g2 ¥ W1 2T02g+. So
F(lg −st, 2wx, y)°Y(l(n(t11t−112 u0), a(l −12 , l 2)) wx, y).
When we integrate with respect to u0 ¥Ak1 , we can ignore t11t
−1
12 . So we
only have to consider the integral
F
R+×Ak1 ×T
0
2g+
lsak1 (u0)
s1 GZ −ss0, 2k (Y, lb
−
st, 2+) d
×l db −st, 2+.(8.7)
If z=lb −st, 2+wx, y=(zij), then
z10=z20=0,
z11=l l
−1
2 x, z12=Trk1/k(l l
−1
2 xu0),
z21=l l 2 y, z22=Trk1/k(l l 2 yu0).
So if we put Y1=R0, 2Y, then
GZ −ss0, 2k (Y, lb
−
st, 2+)=C
x, y
Y1(l l
−1
2 x, l l 2 y, Trk1/k(l l
−1
2 xu0), Trk1/k(l l 2 yu0)),
(8.8)
where the sum is over all x, y ¥ k1 such that x, y are linearly independent
over k. Let u3=Trk1/k(l l
−1
2 xu0) and u4=Trk1/k(l l 2 yu0)).
Suppose that
x=x1+x2a0, y=y1+y2a0, u0=u01+u02a0,
where x1, x2, y1, y2 ¥ k and u01, u02 ¥A. Then
l−1u3=2l
−1
2 (x1u01+x2u02a
2
0), l
−1u4=2l 2(y1u01+y2u02a
2
0).(8.9)
This implies that du0 is a constant multiple of l−2 du3 du4.
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Let D(x, y)=2(x1 y2−x2 y1). Since D(x, y) ] 0 and
1
2
R l−1l 2u3
l−1l −12 u4
S=Rx1 x2
y1 y2
SR u01
u02a
2
0
S ,
we have
R u01
u02a
2
0
S= l−1
D(x, y)
R y2 −x2
−y1 x1
S R l 2u3
l −12 u4
S
=
l−1
D(x, y)
R l 2 y2u3−l −12 x2u4
−l 2 y1u3+l
−1
2 x1u4
S .
Therefore,
u0=
l−2
D(x, y)
[(l l 2 y2u3−l l
−1
2 x2u4)+(−l l 2 y1u3+l l
−1
2 x1u4) a
−1
0 ].
Let
f(z, zŒ, u3, u4)=(z −2u3−z2u4)+(−z −1u3+z1u4) a−10
for z=z1+z2a0, zŒ=z −1+z −2a0 ¥Ak1 , and u3, u4 ¥A. Then
u0=
l−2
D(x, y)
f(l l −12 x, l l 2 y, u3, u4).(8.10)
Let L … k1 be a lattice and F …Ak1 f a compact set such that
Y1(l l
−1
2 x, l l 2 y, u3, u4)=0
unless x, y ¥ L and the finite parts of u3, u4 belong to F. Then there is another
compact set F1 …Ak1 f such that the finite part of f(l l
−1
2 x, l l2 y, u3, u4)
belongs to F1 as long as the above condition is satisfied. So if s1 [ 0, by the
consideration in [19, p. 117],
ak1 (u0)
s1 ° |l|2s1k1 D
v ¥Mk1 .
av(l2D(x, y))s1 av(f(l l
−1
2 x, l l 2 y, u3, u4))
s1.
(8.11)
Since each factor in the right hand side of (8.11) is a polynomial growth
function of the infinite parts of l l −12 x, l l 2 y, u3, u4, there exists 0 [Y2 ¥
S(Z0, 2A) such that
ak1 (u0)
s1 Y1(l l
−1
2 x, l l 2 y, u3, u4)° l4s1Y2(ll −12 x, ll 2 y, u3, u4)
as long as s1 ranges over a compact set.
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If s1 \ 0 then ak1 (u0)
s1 [ 1. Note that if x, y are linearly independent
over k, then x, y ] 0. So if we define
Y3(x11, x21)=F
A
2
Y2(x11, x21, u3, u4) du3 du4,
then (8.7) is bounded by a constant multiple of
F
R+×T
0
2g+
ls−2 sup(1, l4s1) C
x, y ¥ k×1
Y3(l l
−1
2 x, l l 2 y) d
×l d×l2.(8.12)
It is easy to see that (8.12) converges absolutely if s > 6, s+4s1 > 6.
If l \ 1 or l=1, it is easy to see that the integral analogous to (8.12)
always converges. This proves Proposition 8.5. L
Proposition 8.13. Let y=(n, n). Then
Xst, 2(F, w) ’
+
2p`−1
F
Re(sy1)=r1 > 1
T1st, 2 1F, −sy1−12 2
sy1−1
×fk1 (sy1) Ly(w; sy1, 1) dsy1.
Proof. We first prove that E(g0st, 2, w) can be replaced by G(l1, w)
(G(l1, w) is defined in Definition 6.9). Note that the function G(l1, w) does
not depend on g2 and therefore, is a well defined function on
X2/(T1 k×G2k). By Proposition 6.10, E(g
0
st, 2, w)−G(l1, w) is bounded by a
constant multiple of a finite sum of functions of the form lc11 l
c2
2 (c1 > 0) for
g2 ¥ W1 2T02g+. By the argument of Proposition 8.5, we only have to prove the
convergence of integrals of the form
F ak1 (u0)
−1/2
0
F g
0
F
Ak1
lc11 l
c2
2 GZ −ss0, 2k (Y, b
0
st, 2+) db
0
st, 2+,(8.14)
where Y ¥S(VA) and the limits of the integrals correspond to the variables
in the order l1, l2, u0.
Since c1 > 0, (8.14) is equal to
1
c1
F g
0
F
Ak1
ak1 (u0)
−
c1
2 lc22 GZ −ss0, 2k (Y, b
−
st, 2+) db
−
st, 2+.
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By the proof of Proposition 8.5, there exists Y ¥S(A2k1 ) such that this is
bounded by a constant multiple of
F g
0
lc2 C
x, y ¥ k×1
Y(l −12 x, l 2 y) d
×l2.
Note that this bound corresponds to (8.12) where l=1 and Y2 is replaced
by Y. These arguments show that
Xst, 2(F, w) ’ F
X2/(T1k ×G2k)
GZ −ss0, 2k (F, g
0
st, 2) G(l1, w) dg
0
st, 2.
Let y=(n, n). Note that GZ −ss0, 2k (F, g
0
st, 2)=GZ −ss0, 2k (F, g
−
st, 2). So
F
X2/(T1k ×G2k)
l sy1 −11 GZ −ss0, 2k (F, g
−
st, 2) d
×l1 dg
−
st, 2
=F
(A1k1
/k×1 )
2×Ak1 ×G
0
2A/G2k
ak1 (u0)
−
sy1 −1
2
sy1−1
GZ −ss0, 2k (F, g
−
st, 2) dg
−
st, 2
=
T1st, 2 1F, −sy1−12 2
sy1−1
Therefore,
Xst, 2(F, w) ’ F
X2/(T1k ×G2k)
GZ −ss0, 2k (F, g
0
st, 2) G(l1, w) dg
0
st, 2
=
+
2p`−1
F
Re(sy1)=r1 > 1
T1st, 2 1F, −sy1−12 2
sy1−1
×fk1 (sy1) Ly(w; sy1, 1) dsy1.
This proves the proposition. L
Definition 8.15. We define
(1) Tst, 2(F, s)=
d
ds1
:
s1=0
Tst, 2(F, s, s1),
(2) Tst, 2+(F, s)=
d
ds1
:
s1=0
Tst, 2+(F, s, s1),
(3) T1st, 2(F)=
d
ds1
:
s1=0
T1st, 2(F, s1).
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It follows from Proposition 8.15 that Tst, 2(F, s) is holomorphic for
Re(s) > 6 and Tst, 2+(F, s) is an entire function.
9. CONTRIBUTIONS FROM THE STRATA S1k AND S3k
We consider X −1(F, w) and X3(F, w) in this section. We first consider
X −1(F, w). As we promised earlier, we shall define the distributions
X1(F, w) and X2 1(F, w) precisely.
By Proposition 2.3,
X −1(F, w)=F
G0A/Gk
C
c ¥ Gk/Bk
GYss1k (F, g
0c) E(g0, w) dg0
=F
G0A/Bk
GYss1k (F, g
0) E(g0, w) dg0
=F
B0A/Bk
GYss1k (F, b
0) E(g0, w) db0,
where b0 and db0 are as in (3.6) and (3.10).
Let EN(g0, w), E˜(g0, w) be as in (6.2), (6.3). Note that these are functions
on G0A/Bk. Define
X1(F, w)=F
B0A/Bk
GYss1k (F, b
0) EN(g0, w) db0,
X2 1(F, w)=F
B0A/Bk
GYss1k (F, b
0) E˜(g0, w) db0.
(9.1)
The following proposition shows that X1(F, w) is well defined for
Re(w)± 0. Since X −1(F, w)=X1(F, w)+X2 1(F, w) is well defined for
Re(w)± 0, it follows that X2 1(F, w) is well defined for Re(w)± 0 also.
For each Weyl group element y, let sy be as in (6.6). We put
SV, 1(F, sy)=
1
2
S1, 1 1R1F, sy1, sy1+sy22 2 .(9.2)
Proposition 9.3. (1) The integral defining X1(F, w) is absolutely con-
vergent for Re(w)± 0.
(2) Let y=(n, n). Then,
X1(F, w) ’
+
2p`−1
F
Re(sy1)=r1 > 1
SV, 1(F, sy1, 1) fk1 (sy1) Ly(w; sy1, 1) dsy1.
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Proof. Since there exists |F| [Y ¥S(VA), when we consider (1), we
assume that F \ 0 and sy ¥ R2. With this in mind, we consider (1) and (2)
simultaneously.
Note that EN(t0nN(u), w) does not depend on u ¥NA. It is easy to see
that
F
NA/Nk
GYss1k (F, t
0nN(u)) du=G1, 1(R1F, c12(t0), c21(t0)) |c22(t0)|−1.
Therefore,
X1(F, w)=F
T0A/Tk
G1, 1(R1F, c12(t0), c21(t0)) |c22(t0)|−1 EN(t0, w)(t0)−2r d×t0.
By definition (see (3.4) also),
c12(t0)=l1l
−1
2 Nk1/k(t12) t21, c21(t
0)=l 2t11t
s
12t22,
|c22(t0)|−1=l
−1
1 l
−1
2 , (t
0)−2r=l21l
2
2.
If f(q1, q2) is a function of (q1, q2) ¥A1/k××A1k1/k
×
1 , then
F
T1 0A/Tk
f(Nk1/k(t12) t21, t11t
s
12t22) d
×tˆ 0=F
A
1/k× ×A1k1
/k×1
f(q1, q2) d×q1 d×q2.
Let tŒ=(t −1, t −2)=(m1q1, m2k1q2) ¥A××A×k1 . We make the change of
variables m1=l1l
−1
2 , m2=l
2
2. Then d
×l1 d×l2=
1
2 d
×m1 d×m2. Also,
|c22(t0)|−1 l
sy1 −1
1 l
sy2 −1
2 (t
0)−2r=m sy11 m
sy1+sy2
2
2 .
Therefore, if Re(sy1), Re(sy2) > 1,
F
T0A/Tk
G1, 1(R1F, c12(t0), c21(t0)) |c22(t0)|−1 l
sy1 −1
1 l
sy2 −1
2 (t
0)−2r d×t0(9.4)
=
1
2
F
A
×/k× ×A×k1
/k×1
|t −1 |
sy1 |t −2 |
sy1+sy2
2 G1, 1(R1 F, t
−
1, t
−
2) d
×t −1 d
×t −2
=SV, 1(F, sy).
Hence, (9.4) and (6.8) imply that
X1(F, w)=C
y
1 1
2p`−1
22 F
Re(sy)=(r1, r2)
r1, r2 > 1
SV, 1(F, sy) L¯y(w; sy) dsy.
Since (9.4) is absolutely convergent for all y, we have proved (1).
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If y ] (n, n), we can choose r1, r2 close enough to 1 so that Ly(r) < L(r).
So
1 1
2p`−1
22 F
Re(sy)=(r1, r2)
r1, r2 > 1
SV, 1(F, sy) L¯y(w; sy) dsy ’ 0.
Let y=(n, n). Since C > 4, Ly(2,
1
2)=2+
1
2 C < 1+C=L(r). So
1 1
2p`−1
22 F
Re(sy)=(r1, r2)
r1, r2 > 1
SV, 1(F, sy) L¯y(w; sy) dsy
=1 1
2p`−1
22 F
Re(sy)=(2, 12)
SV, 1(F, sy) L¯y(w; sy) dsy
+
+
2p`−1
F
Re(sy1)=r1 > 1
SV, 1(F, sy1, 1) fk1 (sy1) Ly(w; sy1, 1) dsy1
’
+
2p`−1
F
Re(sy1)=r1 > 1
SV, 1(F, sy1, 1) fk1 (sy1) Ly(w; sy1, 1) dsy1.
This proves (2). L
As we pointed out earlier X2 1(F, w) is now well defined for Re(w)± 0. It
turns out that we can ignore X2 1(F, w).
Proposition 9.5. We have X2 1(F, w) ’ 0.
Proof. For a=(a1, a2) ¥ k1×k, we define
fa(t0)=F
NA/Nk
GYss1k (F, t
0nN(u))OanN(u)P du.
Then by the Parseval formula,
X2 1(F, w)=F
T0A/Tk
C
a ¥ k1 ×k0{(0, 0)}
fa(t0) Ea(t0, w) l
2
1l
2
2 d
×t0.
Lemma 9.6. For anyM± 0,
C
a ¥ k1 ×k0{(0, 0)}
|fa(t0)|° rd2, M(l1, l2).
Proof. Let
A(x, t0, u)=(c12(t0) x12, c21(t0) x21, c22(t0)(x22+Trk1/k(x21u1)+x12u2)).
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Since NA/Nk is compact,
fa(t0)= C
x12 ¥ k
×
x21 ¥ k
×
1
F
NA/Nk
C
x22 ¥ k
R4 1 F(A(x, t
0, u))OanN(u)P du.(9.7)
Let
u −1=u
−
1(x, u)=x21u1 ¥Ak1 , u
−
2=u
−
2(x, u)=Trk1/k(x21u1)+x12u2 ¥A.
Then
u1=x
−1
21 u
−
1, u2=x
−1
12 (u
−
2−Trk1/k(u
−
1)).
So
Trk1/k(a1u1)+a2u2=Trk1/k((a1x
−1
21 −a2x
−1
12 ) u
−
1)+a2x
−1
12 u
−
2.
Therefore, for fixed x12, x21,
F
NA/Nk
C
x22 ¥ k
R4 1F(A(x, t0, u))OanN(u)P du=0
unless a1=x
−1
12 x21a2.
Suppose a1=x
−1
12 x21a2. This implies that the condition a ] (0, 0) is
equivalent to the condition a1, a2 ] 0. Let F1 be the partial Fourier trans-
form of R4 1F with respect to the coordinate x22 and the character O P. Then
F
NA/Nk
C
x22 ¥ k
R4 1F(A(x, t0, u))OanN(u)P du
=|c22(t0)|−1 F1(c12(t0) x12, c21(t0) x21, c22(t0)−1 a2x
−1
12 ).
So
C
a ¥ k1 ×k0{(0, 0)}
|fa(t0)|° (l1l2)−1 C
x12, a2 ¥ k
×
x21 ¥ k
×
1
×|F1(c12(t0) x12, c21(t0) x21, c22(t0)−1 a2x
−1
12 )|.
Therefore, by Lemma (1.2.6) of [19], for any N1, N2, N3 \ 1,
C
a ¥ k1 ×k0{(0, 0)}
|fa(t0)|° (l1l2)−1 (l1l−12 )−N1 (l2)−2N2 (l1l2)N3.
Since the convex hull of {(1, −1), (0, 2), (−1, −1)} … R2 contains a neigh-
borhood of the origin of R2, the lemma follows. L
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We continue the proof of Lemma 9.5. By Proposition 6.10, there exists a
slowly increasing function h(l1, l2) and a constant d > 0 such that on any
vertical strip in Re(w) > L(r)−d,
Ea(t0, w)° h(l1, l2),
and this bound is uniform with respect to a ¥ k1×k0{(0, 0)}. So for any
M± 0,
X2 1(F, w)° F
R
2
+
l1l2h(l1, l2) rd2, M(l1, l2) d×l1 d×l2 <..
This proves Lemma 9.5. L
Next we consider X3(F, w).
Proposition 9.8. We have
X3(F, w)=C
y
1
2p`−1
F
Re(sy1)=r > 1
S1(R3F, sy1+1) L¯y(w; sy1, sy1) dsy1,
where y runs through all elements of the Weyl group in the above sum.
Proof. By Proposition 2.3 and the consideration similar to that for S1k,
X3(F, w)=F
B0A/Bk
GYss3k (F, b
0) E(b0, w) db0
=F
T0A/Tk
GZss3k (F, t
0) EN(t0, w) dt0.
The second step holds because N acts on Z3 trivially.
It is easy to see that
GZss3k (F, t
0)=G1(R3F, Nk1/k(t12) t22l1l 2).
If f(q) is a function of q ¥A1/k×, then
F
T1 0A/Tk
f(Nk1/k(t12) t22) d
×tˆ 0=F
A
1/k×
f(q) d×q.(9.9)
We make the change of variables q=Nk1/k(t12) t22 and m1=l1l2, m2=l2.
Then
G1(R3F, Nk1/k(t12) t22l1l 2) l
sy1 −1
1 l
sy2 −1
2 (t
0)−2r=G1(R3F, mq) l
sy1+1
1 l
sy2+1
2
=G1(R3F, mq) m
sy1+1
1 m
sy2 −sy1
2 .
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Therefore,
X3(F, w)=C
y
1 1
2p`−1
22 F
Re(sy)=(r1, r2)
r1, r2 > 1
S1(R3F, sy1+1) m
sy2 −sy1
2 L¯y(w; sy) dsy.
So by the Mellin inversion formula (or by using (3.5.17) of [19] more
precisely),
X3(F, w)=C
y
1
2p`−1
F
Re(sy1)=r > 1
S1(R3F, sy1+1) L¯y(w; sy1, sy1) dsy1,
where y runs through all elements of the Weyl group. L
It turns out that X3(F, w) will cancelled out the distribution which arises
when we move the contour defining X2, 1(F, w). We will consider this
cancellation in Section 11.
10. CONTRIBUTIONS FROM THE STRATUM S2k
We consider distributions related to the stratum S2k in this section. We
use the notation (3.8) and the Haar measures (3.11).
By Proposition 2.3,
X2(F, w)=F
G0A/Gk
C
c ¥ Gk/P2k
GYss2k (F, g
0c) E(g0, w) dg0
=F
G0A/P2k
GZss2k (F, g
0) E(g0, w) dg0
=F
(G01A/G1k)×(B
0
2A/B2k)
GZss2k (F, (g1, b2)) E((g1, b2), w) dg1 db2
=F
(G01A/G1k)×(T
0
2A/T2k)
GZss2k (F, (g1, t2)) EN2 ((g1, t2), w) l
2
2 dg1 d
×t2.
Note that the last step follows from the fact that N2 acts on Z2 trivially.
We now identify Z2 with the space W of single binary Hermitian forms
in Section 4. Let FW be the Fourier transform on WA which we defined in
Section 4 (denoted by Fˆ in Section 4). We use this operation and the
operation RW, 1 on Schwartz–Bruhat functions on Z2A. Note that in this
sense, the operations RW, 1 and R2, 1 are the same.
It is easy to see that (g1, t2) x=l 2t22 g1x if x ¥ Z2. Therefore,
GZss2k (F, (g1, t2))=GWssk (R2F, l 2t22 g1).
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Note that we are regarding R2F as a function on WA. We are now ready to
define distributions in (5.9) precisely.
Let
M2+={(g1, t2) ¥ G01A×T02A | l2 \ 1},
M2−={(g1, t2) ¥ G01A×T02A | l2 [ 1},
M2k=G1 k×T2k.
(10.1)
Then we define
X2+(F, w)=F
M2+/M2k
GWssk (R2F, l 2t22 g1) EN2 ((g1, t2), w) l
2
2 dg1 d
×t2,
X1 2+(F, w)=F
M2− /M2k
GWssk (R2F, l
−1
2 t
−1
22 g
i
1) EN2 ((g1, t2), w) l
−2
2 dg1 d
×t2,
X2#(F, w)=F
M2− /M2k
R2F(0) EN2 ((g1, t2), w) l
2
2 dg1 d
×t2,
X1 2#(F, w)=F
M2− /M2k
FWR2F(0) EN2 ((g1, t2), w) l
−2
2 dg1 d
×t2,
X2, 1(F, w)=F
M2− /M2k
GSW, 1 k (R2F, l 2t22 g1) EN2 ((g1, t2), w) l
2
2 dg1 d
×t2,
X1 2, 1(F, w)=F
M2− /M2k
GSW, 1 k (FWR2F, l
−1
2 t
−1
22 g
i
1) EN2 ((g1, t2), w) l
−2
2 dg1 d
×t2.
(10.2)
Assuming that these distributions are well defined for Re(w)± 0, (4.8)
implies (5.9). The absolute convergence of the integrals in (10.2) is an easy
consequence of the following proposition. Recall that S01 is a Siegel set for
G01A (see (3.12)).
Proposition 10.3. (1) For any e > 0, there exist a finite number of
constants (c11, c12), ..., (cl1, cl2) ¥ R2 and d > 0 such that if L(r) < A and
L(r)−d [ Re(w) [ A, then
EN2 ((g1, t2), w)−CGL(w; r)° C
l
i=1
lci11 l
ci2
2
for (g1, t2) ¥S01×T02A.
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(2) There exist constants r > 0 and w0 ¥ R such that for any L(r) <
A1 < A2,
EN2 ((g1, t2), w)° l
r(Re(w)−w0)
1 l
r(Re(w)−w0)
2
for (g1, t2) ¥ (S01×T02A) 5M− and A1 [ Re(w) [ A2.
This proposition is proved in a more general form in Theorem (3.4.30) of
[19]. However, since our group is a product of GL(2)’s, the usual mani-
pulation of contours proves the above proposition without much difficulty.
Note that Proposition 10.3(1) roughly says that if a function on M2+/M2k
or M2−/M2k is slightly better than integrable, then one can replace
EN((g1, t2), w) by CGL(w; r) and the resulting integrals are equivalent by
the equivalence relation ’ .
Since X2(F, w) is well defined for Re(w)± 0, so is X2+(F, w). If (g1, t2) ¥
(S01×T
0
2A) 5X− then l1, l2 are bounded above. Since GWssk (R2F, l 2t22 g1),
etc., are slowly increasing, Proposition 10.3(2) implies that the integrals in
(10.2) are absolutely convergent for Re(w)± 0.
Throughout the next two sections, whenever we consider a Weyl group
element, sy is as in (6.6). We first analyze the distributions X2+(F, w) and
X1 2+(F, w).
Proposition 10.4. We have
X2+(F, w) ’ CGL(w; r) ZW+(R2F, 2),(1)
X1 2+(F, w) ’ CGL(w; r) ZW+(FWR2F, 2).(2)
Proof. If we removeEN((g1, t2), w) from the integrands definingX2+(F, w),
X1 2+(F, w), then the resulting integrals are precisely ZW+(R2F, 2) and
ZW+(FWR2F, 2). If we replace l, m in (4.6) by l1, l2, it is a good estimate
and changing the exponents of l1, l2 by small numbers clearly do not affect
the convergence. Therefore, the proposition follows from Proposition
10.3(1) and the comment after that. L
Next, we consider the distributions X2#(F, w) and X1 2#(F, w).
Proposition 10.5. We have
X2#(F, w) ’
+
2
L(w; r)R2F(0),(1)
X1 2#(F, w) ’ −
+
2
L(w; r)FWR2F(0).(2)
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We begin with the following lemma.
Lemma 10.6. We have
F
G01A/G1k
EN2 ((g1, t2), w) dg1= C
y=(1, y2)
1
2p`−1
F
Re(sy2)=r2 > 1
l sy2 −12
× L¯y(w;−1, sy2) dsy2.
Proof. Note that in the above relation, (and also in the following
computation), the variable sy and the function L¯y(w; sy) are defined with
respect to y=(1, y2). The constant term of EB((g1, t2), z) with respect to
N2 is known to be
C
c1 ¥ G1k/B1k
t(g1c1)z1+r1 C
y2
lz2 y2(2) −z2 y2(1) −12 My2 (z2).
If y=(1, y2) thenMy2 (z2 y2(2)−z2 y2(1)) L(w; z)=L¯y(w; sy). Therefore,
F
G01A/G1k
EN2 ((g1, t2), w) dg1
=F
G01A/G1k
1 1
2p`−1
22 F
Re(zi1 −zi2)=ri
r1, r2 > 1
5 C
c1 ¥ G1k/B1k
t(g1c1)z1+r1
×C
y2
lz2 y2(2) −z2 y2(1) −12 My2 (z2 y2(2)−z2 y2(1)) L(w; z)6 dz dg1
=F
B01A/B1k
C
y=(1, y2)
1 1
2p`−1
22 F
Re(sy)=(r1, r2)
r1, r2 > 1
l sy1 −11 l
sy2 −1
2 L¯y(w; sy) dsy db1
=F.
0
C
y=(1, y2)
1 1
2p`−1
22 F
Re(sy)=(r1, r2)
r1, r2 > 1
l sy1+11 l
sy2 −1
2 L¯y(w; sy) dsy d
×l1.
Note that the factor a(l −11k1 , l1k1 )
−2r1=l21 was multiplied in the last step. By
the Mellin inversion formula,
1
2p`−1
F.
0
F
Re(sy1)=r1 > 1
l sy1+11 L¯y(w; sy) dsy1 d
×l1=L¯y(w;−1, sy2).
Now the lemma follows easily. L
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Proof of Proposition 10.5. Obviously for any s ¥ C, >10 l s2 d×l2=1s . So
by the definition (10.2) of X2#(F, w) and Lemma 10.6,
X2#(F, w)=R2F(0) F
M2− /M2k
l22EN2 ((g1, t2), w) dg1 d
×t2
=R2F(0) C
y=(1, y2)
1
2p`−1
F
Re(sy2)=r2 > 1
F 1
0
l sy2+12 L¯y(w;−1, sy2)
×d×l2 dsy2
= C
y=(1, y2)
R2F(0)
2p`−1
F
Re(sy2)=r2 > 1
L¯y(w;−1, sy2)
sy2+1
dsy2.
Similarly,
X1 2#(F, w)=FWR2F(0) F
M2−/M2k
l−22 EN2 ((g1, t2), w) dg1 d
×t2
= C
y=(1, y2)
R2F(0)
2p`−1
F
Re(sy2)=r2 > 3
L¯y(w;−1, sy2)
sy2−3
dsy2.
If y2=1, we can choose r2 ± 0 and ignore the corresponding term. So
we consider y2=n. Then
X2#(F, w) ’
R2F(0)
2p`−1
F
Re(sy2)=12
L¯y(w;−1, sy2)
sy2+1
dsy2+
+
2
L(w; r) R2F(0)
’
+
2
L(w; r) R2F(0).
Since r2 does not satisfy the condition sy2=±3, we can multiply
(z21−z22−3)(z21−z22+3) to k and it still satisfies the property (3.22).
Therefore, we may assume that L¯y(w;−1, sy2)/(sy2−3) is holomorphic at
sy2=3. (This is the passing principle (3.6.1) of [19].) So
X1 2#(F, w) ’
FWR2F(0)
2p`−1
F
Re(sy2)=12
L¯y(w;−1, sy2)
sy2−3
dsy2−
+
2
L(w; r) FWR2F(0)
’ −
+
2
L(w; r) FWR2F(0).
This proves Proposition 10.5. L
Finally, we consider the distributions X2, 1(F, w) and X1 2, 1(F, w).
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Proposition 10.7. (1) We have
X2, 1(F, w) ’C
y
1 1
2p`−1
22 F
Re(sy)=(r1, r2)
r2 > r1 > 1
S1(RW, 1R2F, sy1+1)
sy2−sy1
L¯y(w; sy) dsy,
where y runs through all elements of the Weyl group in the above sum.
(2) We have
X1 2, 1(F, w) ’
+
2p`−1
F
Re(sy1)=r1 > 1
S1(RW, 1R2F, sy1+1)
sy1−1
×fk1 (sy1) Ly(w; sy1, 1) dsy1,
where y=(n, n).
Proof. By elementary considerations as in the proof of Proposition 2.3,
SW, 1 k 5 (G1k×k×)×B1k ×k× Z
ss
W, 1k 5 G1k×B1k Z
ss
W, 1k.
Therefore,
GSW, 1k (R2F, l 2t22 g1)= C
c ¥M2k/(B1k ×T2k)
GZssW, 1k (R2F, l 2t22 g1c),
GSW, 1k (FWR2F, l
−1
2 t
−1
22 g
i
1)= C
c ¥M2k/(B1k ×T2k)
GZssW, 1k (FWR2F, l
−1
2 t
−1
22 g
i
1c).
Note that the second equation also holds because (B1k×T2k) i=B1k×T2k.
Now using the definition (10.2),
X2, 1(F, w)=F
M2− /(B1k ×T2k)
GZssWk (R2F, l 2t22 g1) EN2 ((g1, t2), w) l
2
2 dg1 d
×t2
=F
(B1A×T2A)/(B1k ×T2k)
l2 [ 1
GZssWk (R2F, l 2t22b1) EN2 ((b1, t2), w) l
2
2 db1 d
×t2
=F
T0A/Tk
l2 [ 1
GZssW k (R2F, l 2t22t1) EN2 ((t1, t2), w) l
2
1l
2
2 d
×t1 d×t2
=F
T0A/Tk
l2 [ 1
G1(RW, 1R2F, l1l 2t22Nk1/k(t12))
×EN((t1, t2), w) l
2
1l
2
2 d
×t1 d×t2.
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Note that we used the fact that N1 acts trivially on ZW, 1 in the third step
and the fact Nk1/k(l1k1 )=l1 in the last step.
Since EB1 (t
i
1, z1)=EB1 (t1, z1), the assumption (3.22) implies that
EN((t
i
1, t2), w)=EN((t1, t2), w). Therefore, by similar considerations,
X1 2, 1(F, w)
=F
T0A/Tk
l2 [ 1
G1(RW, 1FWR2F, l
−1
2 t
−1
22 t
i
1) EN((t1, t2), w) l
2
1l
2
2 d
×t1 d×t2
=F
T0A/Tk
l2 [ 1
G1(RW, 1FWR2F, l1l
−1
2 t
−1
22 Nk1/k(t12)) EN((t
i
1, t2), w) l
2
1l
2
2 d
×t1 d×t2
=F
T0A/Tk
l2 [ 1
G1(RW, 1FWR2F, l1l
−1
2 t
−1
22 Nk1/k(t12)) EN((t1, t2), w) l
2
1l
2
2 d
×t1 d×t2.
Let t0=(t1, t2), d×t0=d×t1 d×t2, y and sy be as before. We use (6.8) to
modify the above expressions for X2, 1(F, w) and X1 2, 1(F, w). If f(q) is a
function of q ¥A1/k×, then
F
T1 0A/Tk
f(t ±122 Nk1/k(t12)) d
×tˆ 0=F
A
1/k×
f(q) d×q.
So X2, 1(F, w) is equal to
C
y
1 1
2p`−1
22 F
Re(sy)=r
F
R
2
+ ×A
1/k×
l2 [ 1
[l sy1+11 l
sy2+1
2 G1(RW, 1R2F, l1l 2q)
× L¯y(w; sy)] d×l1 d×l2 d×q dsy
as long as we can choose r so that each of the above integrals converges
absolutely.
We make the change of variables m=l1l2, l2=l2. Then l
sy1+1
1 l
sy2+1
2 =
m sy1+1l sy2 −sy12 . So
F
R
2
+ ×A
1/k×
l2 [ 1
l sy1+11 l
sy2+1
2 G1(RW, 1R2F, l1l 2q) d
×l1 d×l2 d×q
=
S1(RW, 1R2F, sy1+1)
sy2−sy1
.
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This is absolutely convergent if Re(sy2) > Re(sy1) > 1 and so we obtain (1)
of the proposition.
For X1 2, 1(F, w), we make the change of variables m=l1l
−1
2 , l2=l2. Then
l sy1+11 l
sy2+1
2 =m
sy1+1l sy1+sy2 −22 . So by similar considerations, we obtain
X1 2, 1(F, w)=C
y
1 1
2p`−1
22 F
Re(sy)=(r1, r2)
r1, r2 > 1
S1(RW, 1FWR2F, sy1+1)
sy1+sy2−2
× L¯y(w; sy) dsy.
If y ] (n, n), by choosing r1 ± 0 or r2 ± 0, we can ignore the corre-
sponding term. Let y=(n, n). Then by moving the contour from r1, r2 > 1
to r1=2, r2=
1
2 , we get (2). This proves the proposition. L
Note that by (4.9), (10.4), (10.5),
X2+(F, w)+X1 2+(F, w)+X1 2#(F, w)−X2#(F, w)(10.8)
’ CGL(w; r) ZW, (0)(R2F, 2).
11. THE PRINCIPAL PART FORMULA
We now combine results from previous sections and deduce the principal
part formula for the adjusted zeta function in this section. The adjusted
zeta function will be defined in Definition 11.16.
Proposition 11.1. Let y=(n, n). Then,
X3(F, w)−X2, 1(F, w)
’
+
2p`−1
F
Re(sy1)=r1 > 1
S1(RW, 1R2F, sy1+1)
sy1−1
fk1 (sy1) Ly(w; sy1, 1) dsy.
Proof. The residue of the integrand of X2, 1(F, w) at sy2=sy1 is precisely
X3(F, w) by Propositions 9.8 and 10.7(1), So
X3(F, w)−X2, 1(F, w)
’ −1 1
2p`−1
22 F
Re(sy)=(r1, r2)
r1 > r2 > 1
S1(RW, 1R2F, sy1+1)
sy2−sy1
L¯y(w; sy) dsy.
If y ] (n, n), we can ignore the corresponding term as before. So we
assume y=(n, n). Then the above integral is
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−1 1
2p`−1
22 F
Re(sy)=(2, 12 )
S1(RW, 1R2F, sy1+1)
sy2−sy1
L¯y(w; sy) dsy
+
+
2p`−1
F
Re(sy1)=r1 > 1
S1(RW, 1R2F, sy1+1)
sy1−1
fk1 (sy1) Ly(w; sy1, 1) dsy
’
+
2p`−1
F
Re(sy1)=r1 > 1
S1(RW, 1R2F, sy1+1)
sy1−1
fk1 (sy1) Ly(w; sy1, 1) dsy. L
Let y=(n, n). We define
J1(F, sy1)=T
1
st, 1
1R0, 1F, 1, −sy1−12 2
+T1st, 2 1F, −sy1−12 2
+S1(RW, 1R2F, sy1+1)
+S1(RW, 1FWR2F, sy1+1)
J2(F, sy1)=
J1(F, sy1)
sy1−1
+SV, 1(F, sy1, 1),
J3(F)=Vk12V2F(0)+ZW, (0)(R2F, 2),
J4(F, sy)=J2(Fˆ, w−1, sy1)−J2(F, sy1),
J5(F)=J3(Fˆ)−J3(F).
(11.2)
Let J2, (0)(F, 1) be the constant term of the Laurent expansion of
J2(F, sy1) at sy1=1. By (5.7), (5.9), (10.8), and Propositions 7.17, 10.7, 11.1,
I(F, w) ’ CGL(w; r) J5(F)(11.3)
+
+
2p`−1
F
Re(sy1)=r1 > 1
J4(F, sy1) fk1 (sy1) Ly(w; sy1, 1) dsy1.
If J4(F, sy1) has a pole of order a > 0 at sy1=1, we can still move the
countour to the left, and prove that the second term in (11.3) has a pole of
order a+1 at w=L(r). However, the left hand side of (11.3) has at most a
simple pole by (5.4). This is a contradiction and J4(F, sy1) must be holo-
morphic at sy1=1. (This is a special case of Wright’s principle (3.7.1) of
[19].) This implies that
I(F, w) ’ CGL(w; r)(J5(F)+J4(F, 1)).(11.4)
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By (5.4), this implies
I0(F)=J5(F)+J4(F, 1).(11.5)
To compute J4(F, 1), we just have to take the constant term of the
Laurent expansionof each termofJ4(F, sy1),which isJ2, (0)(Fˆ, 1)−J2, (0)(F, 1).
Let SV, 1, (0)(F, 1, 1) be the constant term of the Laurent expansion of
SV, 1(F, sy1, 1) at sy1=1. Then
J2, (0)(F, 1)=−
1
2 T
1
st, 1(F, 1)−
1
2 T
1
st, 2(F)
+S1, (1)(RW, 1R2F, 2)+S1, (1)(RW, 1FWR2F, 2)
+SV, 1, (0)(F, 1, 1).
It is easy to see that
SV, 1, (0)(F, 1, 1)=
1
2 S1, 1, (0, 0)(R1F, 1, 1)
+14 S1, 1, (−1, 1)(R1F, 1, 1)
+S1, 1, (1, −1)(R1F, 1, 1)).
Recall that Fl(x)=F(lx). By comparing the Laurent expansions of
both sides of the equation
S1, 1(R1Fl, s1, s2)=l−s1 −2s2 −1S1, 1(R1F, s1, s2),
we get
S1, 1, (0, 0)(R1Fl, 1, 1)=l−4S1, 1, (0, 0)(R1F, 1, 1)
−l−4 log lS1, 1, (−1, 0)(R1F, 1, 1)
−2l−4 log lS1, 1, (0, −1)(R1F, 1, 1)
+2l−4(log l)2 S1, 1, (−1, −1)(R1F, 1, 1),
S1, 1, (−1, 1)(R1Fl, 1, 1)=l−4S1, 1, (−1, 1)(R1F, 1, 1)
−2l−4 log lS1, 1, (−1, 0)(R1F, 1, 1)
+2l−4(log l)2 S1, 1, (−1, −1)(R1F, 1, 1),
S1, 1, (1, −1)(R1Fl, 1, 1)=l−4S1, 1, (1, −1)(R1F, 1, 1)
−l−4 log lS1, 1, (0, −1)(R1F, 1, 1)
+
l−4(log l)2
2
S1, 1, (−1, −1)(R1F, 1, 1).
(11.6)
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We define
F−1(F, 4)=
1
2 S1, 1, (0, 0)(R1F, 1, 1)
+14 S1, 1, (−1, 1)(R1F, 1, 1)
+S1, 1, (1, −1)(R1F, 1, 1),
F−2(F, 4)=S1, 1, (−1, 0)(R1F, 1, 1)
+2S1, 1, (0, −1)(R1F, 1, 1),
F−3(F, 4)=2S1, 1, (−1, −1)(R1F, 1, 1).
(11.7)
Then
SV, 1, (0)(R1Fl, 1, 1)=l−4 F−1(F, 4)(11.8)
−l−4 log lF−2(F, 4)
+l−4(log l)2 F−3(F, 4).
By comparing the Laurent expansions of both sides of the equations
ZW(R2Fl, s)=l−sZW(R2F, s),
S1(RW, 1R2Fl, s)=l−sS1(RW, 1R2F, s),
S1(RW, 1FWR2Fl, s)=l s−4S1(RW, 1FWR2F, s),
we get
ZW, (0)(R2Fl, 2)=l−2ZW, (0)(R2F, 2)
−l−2 log lZW, (−1)(R2F, 2),
S1, (1)(RW, 1R2Fl, 2)=l−2S1, (1)(RW, 1R2F, 2)
−l−2 log lS1, (0)(RW, 1R2F, 2),
S1, (1)(RW, 1FWR2Fl, 2)=l−2S1, (1)(RW, 1FWR2F, 2)
+l−2 log lS1, (0)(RW, 1FWR2F, 2).
(11.9)
We put
F−1(F, 2)=ZW, (0)(R2F, 2)(11.10)
+S1, (1)(RW, 1R2F, 2)
+S1, (1)(RW, 1FWR2F, 2).
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By (4.9),
ZW, (−1)(R2F, 2)=S1, (0)(RW, 1FWR2F, 2)
−S1, (0)(RW, 1R2F, 2).
So by (11.9),
l−2F−1(F, 2)=ZW, (0)(R2Fl, 2)(11.11)
+S1, (1)(RW, 1R2Fl, 2)
+S1, (1)(RW, 1FWR2Fl, 2).
It is easy to see that
Fl(0)=F(0), Fl5 (0)=l−8Fˆ(0).(11.12)
Then by (11.8), (11.11), (11.12),
J3(Fl)+J2, (0)(Fl, 1)=−
1
2 T
1
st, 1(Fl, 1)−
1
2 T
1
st, 2(Fl)(11.13)
+Vk12V2F(0)+l
−2F−1(F, 2)
+ C
i=1, 2, 3
l−4(−log l) i−1 F−i(F, 4).
By similar computations, it is possible to show
J3(Fl5)+J2, (0)(Fl51)=−
1
2 T
1
st, 1(Fl5 , 1)−
1
2 T
1
st, 2(Fl5)
+l−8Vk12V2Fˆ(0)+l
−6F−1(Fˆ, 2)
+ C
i=1, 2, 3
l−4(log l) i−1 F−i(Fˆ, 4).
(11.14)
The verification of (11.14) is left to the reader.
We put
F(F, s)=
F−1(F, 2)
s−2
+ C
i=1, 2, 3
F−i(F, 4)
(s−4) i
.(11.15)
Definition 11.16. We define
Zad(F, s)=Z(F, s)−
1
2 Tst, 1(F, s, 1)−
1
2 Tst, 2(F, s).
We call Zad(F, s) the adjusted zeta function.
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It is easy to see that
F 1
0
l sT1st, 1(Fl, 1) d
×l=Tst, 1(F, s, 1)−Tst, 1+(F, s, 1),
F 1
0
l sT1st, 1(Fl5 , 1) d
×l=Tst, 1+(Fˆ, 8−s, 1).
(11.17)
The integrals of T1st, 2(Fl), etc., are similar.
Therefore, by (11.13), (11.14), (11.17), we get the following theorem.
Theorem 11.18. Suppose that F=MF. Then
Zad(F, s)=Z+(F, s)+Z+(Fˆ, 8−s)
−
1
2
Tst, 1+(F, s, 1)−
1
2
Tst, 1+(Fˆ, 8−s, 1)
−
1
2
Tst, 2+(F, s)−
1
2
Tst, 2+(Fˆ, 8−s)
+Vk12V21 Fˆ(0)s−8 −F(0)s 2+F(Fˆ, 8−s)−F(F, s).
Since Tst, 1(F, s, 1) is holomorphic for Re(s) > 5 and Tst, 2(F, s) is
holomorphic for Re(s) > 6, we get the following corollary.
Corollary 11.19. The unadjusted zeta function Z(F, s) can be continued
meromorphically to Re(s) > 6 having the only possible simple pole at s=8
with residue Vk12V2Fˆ(0).
Remark 11.20. Note that
F−3(F, 4)=F
Ak1
×(A)2
R4 1F(x12, x21, x22) dx21 dx12 dx22.
If F=MF then F is K-invariant. Then it is easy to see that
F−3(F, 4)=F−3(Fˆ, 4).
Therefore, the pole at s=4 is a double pole. So the orders of the poles of
Zad(F, s) at s=0, 2, 4, 6, 8 are 1, 1, 2, 1, 1, respectively.
THE SHINTANI ZETA FUNCTION 255
REFERENCES
1. B. Datskovsky, A mean value theorem for class numbers of quadratic extensions, in
‘‘Contemporary Mathematics,’’ Vol. 143 pp. 179–242, Amer. Math. Soc., Providence,
1993.
2. B. Datskovsky and D. J. Wright, The adelic zeta function associated with the space of
binary cubic forms. II. Local theory, J. Reine Angew. Math. 367 (1986), 27–75.
3. B. Datskovsky and D. J. Wright, Density of discriminants of cubic extensions, J. Reine
Angew. Math. 386 (1988), 116–138.
4. H. Davenport and H. Heilbronn, On the density of discriminants of cubic fields, I, Bull.
London Math. Soc. 1 (1961), 345–348.
5. H. Davenport and H. Heilbronn, On the density of discriminants of cubic fields, II,
Proc. Roy. Soc. A 322 (1971), 405–420.
6. D. Goldfeld and J. Hoffstein, Eisenstein series of 1/2-integral weight and the mean value
of real Dirichlet series, Invent. Math. 80 (1985), 185–208.
7. A. C. Kable and A. Yukie, Prehomogeneous vector spaces and field extensions, II, Invent.
Math. 130 (1997), 315–344.
8. A. C. Kable and A. Yukie, The mean value of the product of class numbers of paired
quadratic fields, I, preprint, 1999.
9. A. C. Kable and A. Yukie, The mean value of the product of class numbers of paired
quadratic fields, II, preprint, 1999.
10. A. C. Kable and A. Yukie, The mean value of the product of class numbers of paired
quadratic fields, III, preprint, 1999.
11. H. Saito, Convergence of the zeta functions of prehomogeneous vector spaces, preprint.
12. F. Sato, Zeta functions in several variables associated with prehomogeneous vector
spaces. II. A convergence criterion, Toˆhoku Math. J. (2) 35, No. 1 (1983), 77–99.
13. T. Shintani, On Dirichlet series whose coefficients are class-numbers of integral binary
cubic forms, J. Math. Soc. Japan 24 (1972), 132–188.
14. T. Shintani, On zeta-functions associated with vector spaces of quadratic forms, J. Fac.
Sci. Univ. Tokyo, Sect. IA 22 (1975), 25–66.
15. A. Weil, ‘‘Basic Number Theory,’’ Springer-Verlag, Berlin/Heidelberg/New York, 1974.
16. D. J. Wright, The adelic zeta function associated to the space of binary cubic forms. Part
I. Global theory,Math. Ann. 270 (1985), 503–534.
17. D. J. Wright and A. Yukie, Prehomogeneous vector spaces and field extensions, Invent.
Math. 110 (1992), 283–314.
18. K. Ying, On the generalized global zeta functions associated to irreducible regular
prehomogeneous vector spaces, preprint, 1994.
19. A. Yukie, ‘‘Shintani Zeta Functions,’’ London Math. Soc. Lecture Note Series, Vol. 183,
Cambridge Univ. Press, Cambridge, UK, 1993.
20. A. Yukie, On the Shintani zeta function for the space of binary tri-Hermitian forms,
Math. Ann. 307 (1997), 325–339.
256 AKIHIKO YUKIE
