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Uniform stability of sets for difference inclusions under summability criteria
Andrew R. Teel Dragan Nesˇic´ Antonio Lorı´a Elena Panteley
Abstract— We present equivalent characterizations of uni-
form global exponential stability and uniform global asymp-
totic stability of arbitrary closed not necessarily compact
sets for nonlinear difference inclusions. Our conditions are
established in the form of summability criteria that do not
require the knowledge of a Lyapunov function.
I. INTRODUCTION
We study discrete-time systems with discontinuous right-
hand sides, more precisely, systems described by difference
inclusions
x+ ∈ F (x) , (1)
where x ∈ Rn and F (·) is in general a set-valued map
(more specific conditions on it will be given later).
The study of such class of systems is important for a
number of reasons: for example, they appear in the search
for periodic solutions of continuous-time non-autonomous
systems by defining a Poincare´ map –cf. [2]. Also, analysis
of discrete-time systems may appear as an intermediary
step in the study of sampled-data systems –cf. [12] via
approximately discretized models –cf. [4]. In that respect,
it is generally accepted that discretized systems remain
‘stable’ under small time-step discretization. However, this
entails specificities which must be studied in their own right
such as the characterization of attractors, from a numerics
viewpoint –cf. [7] and the introduction of appropriate def-
initions of stability for discrete-time systems –cf. [11].
Analysis methods alternative to Lyapunov’s, which re-
mains the most developed –cf. [6], [3], [17], are so-called
integrability criteria –cf. [15] for continuous-time systems.
These are stated as conditions on functions of the trajecto-
ries that have to be (uniformly) integrable i.e., the integral
of a function of time over R+ with certain monotonicity
properties, along the trajectories of the system, must be
bounded from above by a quantity that does not depend
on initial times. Integrability criteria are useful in situations
when the uniform stability has already been established (for
instance, via a positive definite function whose derivative
along the solutions of the system is negative semi-definite)
and one only needs to check the uniform attractivity.
Integrability conditions establish a clear link with input-
output stability –cf. [8] in the classical Lp sense and allow
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us to establish convergence rates for dynamical systems.
Closer to the realm of engineering science integrability
conditions may result useful in applied control design; for
instance in cases where Lyapunov-like methods fail.
In the discrete-time context integrability conditions take
the form of summability criteria and may also be con-
sidered as conditions on convergence of infinite series.
Of broader interest are necessary and sufficient conditions
for stability of sets. A sampled-data counterpart of the
integrability criteria for differential inclusions from [15]
was reported in [13]. In this approach, one needs to
establish stability of a family of approximate discrete-time
models that are parameterized with the sampling period
and the goal is to establish appropriate stability properties
of this family that would guarantee that the family of exact
discrete-time models will also be stable for sufficiently
small sampling periods.
Results in [13] can be modified and used in the special
case when the exact discrete time model of the sampled-
data system is known and one does not need to deal with
families of discrete-time systems. However, straightforward
modifications of results from [13] to this special case
would be unnecessarily restrictive and technical. Hence, in
this paper we address the case when the exact discrete-
time model of the system is known and we prove the
results under weaker assumptions than what would be
possible by doing the modifications of [13]. In particular,
we investigate various stability characterization of uniform
global asymptotic (and exponential) stability of arbitrary
sets for nonlinear difference inclusions (I). We emphasize
that very little is assumed on the set-valued map F (·) and,
in particular, we allow F (·) to be discontinuous. Hence, our
results hold under very general assumptions and, moreover,
the proofs are less technical than their continuous-time or
sampled-data counterparts. The results presented in this
paper parallel the integral characterizations of stability of
arbitrary sets for continuous time nonlinear differential
inclusions –cf. [15] and constitute an outgrowth of the main
results in [8] for difference equations.
II. PRELIMINARIES
R and N denote, respectively, the sets of real and natural
(that includes zero) numbers. Given c ∈ R we denote as
R≥c the set of all real numbers that are greater than or
equal to c (similar notation is used for the set N). Given a
closed set A ⊂ Rn, we denote the distance of an arbitrary
x ∈ Rn from this set as:
|x|A := infz∈A
|x− z| .
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Also, given 0 ≤ δ ≤ ∆, we use the notation HA(δ,∆) :=
{x ∈ Rn : δ ≤ |x|A ≤ ∆}.
Assumption 1 Consider system (1). We assume that for
each x the set F (x) is non-empty. 
The solutions with initial condition x0 ∈ Rn are denoted
by φ(·, x0) hence, φ(0, x0) = x0. When F (x) is multi-
valued, the solution generated by the initial condition x0
is not uniquely defined. We denote the set of all possible
solutions starting from x0 as S(x0) and for any function
(k, x0) 7→ φ(k, x0) we write φ ∈ S(x0) if we have that
φ(k + 1, x0) ∈ F (φ(k, x0)) for all k ∈ N.
We also use the following standard definitions. A func-
tion α : R≥0 → R≥0 is said to belong to class PD (also
α ∈ PD) if it is continuous, zero at zero and positive for all
other values of its argument. A function α : R≥0 → R≥0
is said to belong to class-G (also α ∈ G) if the function
is continuous, zero at zero and nondecreasing. It is said
to belong to class-K (also α ∈ K) if α ∈ G and it
is strictly increasing. It is said to belong to class-K∞
(also α ∈ K∞) if α ∈ K and it is unbounded. Note
that class-K∞ functions are globally invertible. A function
β : R≥0 × N≥0 → R≥0 is said to belong to class-KL
(also β ∈ KL) if the function is nondecreasing is its
first argument, non-increasing in its second argument and
lims→0+ β(s, k) = limk→∞ β(s, k) = 0. The following
lemma can be proved in a similar manner as the “Sontag’s
lemma” given in [14]:
Lemma 1 Let β ∈ KL and λ ∈ (0, 1). There exist
α1, α2 ∈ K∞ such that
α1(β(s, k)) ≤ α2(s)λ
k ∀s, k .

The following definition is not standard but we find it
useful to state our main results.
Definition 1 A pair of class-G functions (α1, α2) is said
to be compatible for uniform global exponential stability
(cUGES) if there exist λ, λ ∈ (0, 1) and Γ ≥ 1 such that
α2(s) ≤ α1(Γ · s); λ · α2(s) ≤ α2(λ · s) ∀s ≥ 0 .

For instance, functions αi(s) = aisp, i = 1, 2 are cUGES
if ai > 0, i = 1, 2 and p > 0. Similarly, the functions
α1(s) = α2(s) = arctan(s) are cUGES (for instance, we
can take Γ = 1, λ = λ = 0.5).
Lemma 2 If the pair of class-G functions (α1, α2) is
cUGES, then for each µ ∈ [0, 1) there exist Γ ∈ R≥1
and λ ∈ [0, 1) such that:
µkα2(s) ≤ α1(s · Γλ
k) ∀s ∈ R≥0, k ∈ N . (2)

Remark 1 It is straightforward to show that if the pair
(α1(s), α2(s)) is cUGES, then for any Γ ∈ R≥1 we have
that the pair (α1(s), α2(Γ · s)) is cUGES. 
III. CHARACTERIZATIONS OF STABILITY OF SETS
A. Uniform global exponential stability of sets
Let A ⊂ Rn be a (given) closed (not necessarily
compact) set. We introduce the following definitions for
system (1).
Definition 2 A ⊂ Rn is uniformly globally exponentially
stable (UGES) for system (1) if there exist Γ ∈ R≥1 and
λ ∈ [0, 1) such that for all x0 ∈ Rn and all φ ∈ S(x0) we
have
|φ(k, x0)|A ≤ Γλ
k |x0|A ∀k ∈ N . (3)

When A = {0} UGES boils down to the usual definition
of uniform exponential stability of the origin.
Definition 3 The closed set A is finite-step contractive
(FSC) for system (1) if there exist k∗ ∈ N and λ◦ ∈ [0, 1)
such that for each x0 ∈ Rn and each φ ∈ S(x0) there
exists k ∈ {0, . . . , k∗} such that
|φ(k, x0)|A ≤ λ◦ · |x0|A . (4)

The following result establishes several equivalent char-
acterizations of UGES for system (1).
Theorem 1 The statements enumerated below are equiv-
alent:
1) A ⊂ Rn is UGES for system (1);
2) A ⊂ Rn is FSC for system (1) and there exists Γ1 ∈
R≥1 such that
|w|A ≤ |x|A · Γ1 ∀x ∈ R
n, w ∈ F (x) ; (5)
3) there exist α1 ∈ K∞, α2 ∈ G such that the pair
(α1, α2) is cUGES and for each x0 ∈ Rn and each
φ ∈ S(x0) we have
∞∑
k=0
α1 (|φ(k, x0)|A) ≤ α2 (|x0|A) ; (6)
4) for each α1, α2 ∈ K∞ such that (α−11 ,Γ · α−12 ) is
cUGES for all Γ ∈ R≥1, there exists Γ2 ∈ R≥1 such
that for each x0 ∈ Rn and φ ∈ S(x0) we have
∞∑
k=0
α1 (|φ(k, x0)|A) ≤ Γ2 · α2 (|x0|A) . (7)

Remark 2 A continuous-time counterpart of Theorem 1 is
given in [15, Theorem 2]. A sampled-data counterpart of
this results is given in [13]. We note that the notion of
cUGES was not used in [15], [13]. 
B. Uniform global asymptotic stability of sets
For closed sets A ⊂ Rn and solutions φ ∈ S(x0) of
systems (1) we introduce the more general definitions of
asymptotic stability.
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Definition 4 The closed set A ⊂ Rn is uniformly stable
if for each ǫ > 0 there exists δ(ǫ) > 0 such that for all
x0 ∈ R
n satisfying |x0|A ≤ δ, we have |φ(k, x0)|A ≤ ǫ
for all k ∈ N and all φ ∈ S(x0). The set A is uniformly
globally stable (UGS) if moreover δ has the property that
δ →∞ as ǫ→∞. 
Remark 3 Following [5], we can show that the set A is
UGS if and only if there exists ρ ∈ K∞ such that for all
x0 ∈ R
n and φ ∈ S(x0) we have
|φ(k, x0)|A ≤ ρ(|x0|A) ∀k ∈ N . (8)
Moreover, if ρ is a linear function we say that the set A is
UGS (for system (1) ) with linear growth. 
Definition 5 The closed set A ⊂ Rn is uniformly globally
attractive (UGA) for system (1) if for each pair of strictly
positive reals (r, ǫ) there exists k∗ ∈ N such that:
|x0|A ≤ r, φ ∈ S(x0), k ≥ k
∗ =⇒ |φ(k, x0)|A ≤ ǫ .
(9)

Remark 4 Similarly to UGS we have the following char-
acterization of UGAS. The set A is UGAS if there exists
β ∈ KL such that for all x0 ∈ Rn and all φ ∈ S(x0) we
have
|φ(k, x0)|A ≤ β(|x0|A , k) ∀k ∈ N . (10)
When A = {0} we recover Barbashin’s definition of UGAS
(of the null solution) –cf. [1]. 
The following result establishes several equivalent char-
acterizations of UGAS of sets for system (1).
Theorem 2 The following statements are equivalent:
1) the closed set A is UGAS for system (1);
2) a) the closed set A is UGA for system (1) and
b) there exists ρ ∈ K∞ such that for all x ∈ Rn
and all w ∈ F (x) we have |w|A ≤ ρ(|x|A);
3) a) A is UGS for system (1) and
b) there exists η ∈ PD and α2 ∈ G such that for
all x0 ∈ Rn and all φ ∈ S(x0) we have
∞∑
k=0
η(|φ(k, x0)|A) ≤ α2(|x0|A); (11)
4) a) there exists ρ ∈ K∞ such that for all x ∈ Rn
and all w ∈ F (x) we have |w|A ≤ ρ(|x|A) and
b) there exist α1 ∈ K, α2 ∈ G such that for each
x0 ∈ R
n and φ ∈ S(x0) we have
∞∑
k=0
α1(|φ(k, x0)|A) ≤ α2(|x0|A); (12)
5) there exist α1 ∈ K∞, α2 ∈ G such that for each
x0 ∈ R
n and φ ∈ S(x0) inequality (12) holds;
6) a) A is UGS for system (1) and
b) for each pair of strictly positive real numbers
satisfying δ ≤ ∆ there exists a continuous
function ωδ,∆ : Rn → R and strictly positive
real numbers ωm and γ such that
i) ωδ,∆(x) ≥ ωm for all x ∈ HA(δ,∆) and
ii) for all x0 ∈ HA(δ,∆), φ ∈ S(x0) and all
k ∈ N we have
k∑
i=0
ωδ,∆(φ(i, x0)) ≤ γ. (13)

Remark 5 A continuous-time counterpart of Theorem 2 is
given in [15, Theorem 1] and its sampled-data counterpart
can be found in [13]. 
C. Detectability
Let us consider now system (1) with an output y ∈ Rp,
y ∈ H(x) , (14)
where H(·) is in general multi-valued. Given x0 ∈ Rn,
we denote by SH(x0) all possible pairs of trajectories and
outputs that satisfy equations (1), (14), that is we write
(φ, y) ∈ SH(x0) if φ ∈ S(x0) and y(j, x0) ∈ H(φ(j, x0))
for all j ∈ N.
Definition 6 Let α1, α2, α3 ∈ G. The closed set A is said
to be (α1, α2, α3)-detectable for the system (1), (14) if for
each x0 ∈ Rn and (φ, y) ∈ SH(x0) we have
k∑
j=0
α1(|φ(j, x0)|A) ≤ α2(|x0|A) +
k∑
j=0
α3(|y(j, x0)|)
∀k ∈ N. (15)

The following statement follows as a corollary of previ-
ous theorems.
Corollary 1 Suppose that there exist α1 ∈ K∞ and
α2, α, α ∈ G such that the following conditions hold:
1) the closed set A is (α1, α2, α)-detectable for the
system (1), (14);
2) for each x0 ∈ Rn and (φ, y) ∈ SH(x0) we have
∞∑
k=0
α(|y(k, x0)|) ≤ α(|x0|A). (16)
Then, the closed set A is UGAS for system (1). If moreover
the pair (α1, α2 + α) is cUGES, the set A is UGES for
system (1). 
Proof. Combining (16) with (α1, α2, α)-detectability, we
have
∞∑
k=0
α1(|φ(k, x0)|A) ≤ α2(|x0|A) + α(|x0|A) . (17)
UGAS of A follows directly from Theorem 2. If, moreover,
the pair (α1, α2 +α) is cUGES, then UGES of A follows
from Theorem 1. 
Remark 6
• It is possible to modify the definition of detectability
so that (15) holds with |y(j, x0)|B instead of |y(j, x0)|
where B ⊂ Rp is a closed set. With this modification,
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we would need to modify the condition (16) in the
same manner.
• The condition in item 2 of the corollary holds e.g., if
there exists a non-negative definite function V and
class K∞ functions α1 and α2 such that V (x) ≤
α1(|x|A) and V (w) ≤ V (x)−α(|y|). Then, applying
the sum from k = 0 to infinity on both sides of the
latter inequality, we recover (16). Hence, Corollary
1 establishes UGAS and UGES under detectabil-
ity and “Krasovskii-LaSalle-type” conditions. Corre-
spondingly, in [16] we present results which gener-
alize the latter in the spirit of Matrosov’s theorem
–cf. [10], [9].

IV. PROOFS
A. Proof of Theorem 1
(1 =⇒ 4): Let item 1 and Definition 2 generate Γ ∈ R≥1
and λ ∈ [0, 1) such that (3) holds. Pick arbitrarily a cUGES
pair (α−11 ,Γα
−1
2 ) and, for any µ ∈ [0, 1), let Lemma 2
generate Γ∗ ∈ R≥1 and λ∗ ∈ [0, 1) such that
µkΓα−12 (s) ≤ α
−1
1 (sΓ∗λ
k
∗)
The latter holds, in particular, for µ = λ hence
α1
(
λkΓα−12 (s)
)
≤ sΓ∗λ
k
∗ ∀s ∈ R≥0, k ∈ N. (18)
Therefore, for s = α2(|x0|A) and any x0 ∈ Rn we have,
using (3),
α1(|φ(k, x0)|A) ≤ α1(λ
kΓ |x0|A) ≤ α2(|x0|A)Γ∗λ
k
∗ .
Evaluating the sum from k = 0 to ∞ on both sides of the
inequalities above, we obtain
∞∑
k=0
α1(|φ(k, x0)|A) ≤ Γ∗
∞∑
k=0
λk∗ α2(|x0|A), (19)
so item 4 the theorem holds with Γ2 := Γ∗1−λ∗ .
(4 =⇒ 3): Let α1(s) = α2(s) = s. Then, (α¯−11 ,Γ · α−12 )
is cUGES for each Γ ∈ R≥1. Hence, using item 4, there
exists Γ2 ∈ R≥1 such that
∞∑
k=1
α1(|φ(k, x0)|A) ≤ Γ2 · α2(|x0|A) . (20)
Define α1(s) := α1(s) = s and α2(s) := Γ2 ·α2(s) = Γ2·s
and note that the pair (α1, α2) is cUGES. This and (20)
immediately shows that item 3 of the theorem holds.
(3 =⇒ 2): By assumption we have
α1(|φ(1, x0)|A) ≤ α2(|x0|A), ∀ x0 ∈ R
n, φ ∈ S(x0)
(21)
or, equivalently, for all x ∈ Rn and w ∈ F (x) we have
|w|A ≤ α
−1
1 ◦ α2(|x|A) (22)
Since (α1, α2) is cUGES by assumption, there exists Γ1 ∈
R≥1 such that (5) holds.
We show next that system (1) is FSC. By assumption
the pair (α1, α2) is cUGES hence, by Lemma 2 there exist
Γ ∈ R≥1 and λ ∈ [0, 1) such that for all j ∈ N,
0.5jα2(s) ≤ α1(Γλ
js) ∀s ∈ R≥0 . (23)
Let j∗ ∈ N satisfy Γλj∗ ≤ 0.5 and k∗ ∈ N satisfy (k∗ +
1)−1 ≤ 0.5j
∗
. It follows from (23) that
(k∗ + 1)−1α2(s) ≤ α1(0.5s) ∀s ∈ R≥0 (24)
or equivalently,
α2(s) ≤ (k
∗ + 1)α1(0.5s) ∀s ∈ R≥0 . (25)
Next, we show by reductio ad absurdum that FSC holds
with this k∗ and λ◦ = 0.5. Assume it does not i.e., suppose
that there exists x0 ∈ Rn and φ ∈ S(x0) such that
|φ(k, x0)|A > 0.5 |x0|A for all k ∈ {0, 1, . . . , k∗}. Then,
since α1 ∈ K∞, we have
(k∗+1)α1(0.5 |x0|A) <
k∗∑
k=0
α1(|φ(k, x0)|A) ≤ α2(|x0|A) ,
(26)
which contradicts (25).
(2 =⇒ 1): Without loss of generality, assume that Γ1 ∈
R≥1 and λ◦ ∈ (0, 1). Then, from FSC we have that for
any x0 and φ ∈ S(x0) there exists a sequence of times
ji, i ∈ Z≥0, such that ji+1 − ji ≤ k∗ (and, consequently,
ji ≤ ik
∗) such that
|φ(ji, x0)|A ≤ λ
i
◦|x0|A ≤
(
λ
1
k∗
◦
)ji
|x0|A =: λ
ji |x0|A .
Moreover, from (5) we have that for any k ∈ [ji, ji+1] the
following holds:
|φ(k, x0)|A ≤ Γ
k−ji
1 |φ(ji, x0)|A
≤ Γk−ji1 λ
ji |x0|A
≤ Γk
∗
1 λ
−(k−ji)λk|x0|A
≤ Γk
∗
1 λ
−k∗λk|x0|A
=
Γk
∗
1
λ◦
λk|x0|A .
Hence, (3) holds with Γ := Γk∗1 /λ◦ and λ = (λ◦)1/k
∗
. 
B. Proof of Theorem 2
Without loss of generality we assume that functions ρ ∈
K∞ satisfy ρ(s) ≥ s, ∀s ≥ 0. Throughout this proof ρk
denotes the k-fold composition of the function ρ with itself:
ρk(s) := ρ ◦ ρ ◦ · · · ◦ ρ︸ ︷︷ ︸
k times
(s), k ∈ Z≥1.
Clearly, if ρ ∈ K∞ then ρk ∈ K∞ for each k ∈ Z≥1.
(2 =⇒ 1):
Uniform stability: We first show that the origin is uni-
formly stable i.e., for each ǫ > 0 there exists δ > 0
such that for all x0 ∈ Rn satisfying |x0|A ≤ δ, we have
|φ(k, x0)|A ≤ ǫ for all k ∈ N. Pick ǫ > 0 arbitrarily and
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let item 2(a) generate, via Definition 5, k∗ such that (9)
holds for the pair (r, ǫ) = (ǫ, ǫ). Let δ0 > 0 be such that
ρk
∗
(δ0) ≤ ǫ and define δ = min {ǫ, δ0}. Using this and
item 2(b) it is now straightforward to verify that |x0|A ≤ δ
implies |φ(k, x0)|A ≤ ǫ for all k ∈ N.
Uniform global boundedness: Next we establish uniform
global boundedness i.e., there exist µ ≥ 0 and γ ∈ K∞
such that, for all initial conditions and all solutions we have
|φ(k, x0)|A ≤ µ + γ(|x0|A). We take µ = 1. Let δ > 0
come from uniform stability for ǫ = 1. Then, for each
∆ ≥ δ, let k∗(∆) come from uniform global attractivity
for (r, ǫ) = (∆,∆). Without loss of generality, we can
assume that k∗(·) is non decreasing on [δ,∞). Then, it
may be verified that for all x0 ∈ Rn satisfying |x0|A ≥ δ,
we have
|φ(k, x0)|A ≤ ρ
k∗(|x0|A)(|x0|A) ∀k ∈ N . (27)
Finally, we let γ be any function in class-K∞ satisfying
ρk
∗(s)(s) ≤ γ(s) for all s ∈ [δ,∞). It now can be verified
that for all initial conditions, solutions and k ∈ N, we have
|φ(k, x0)|A ≤ µ+ γ(|x0|A).
Uniform stability and uniform global boundedness imply
uniform global stability:
This is seen as follows: We take the uniform stability
relationship ǫ 7→ δ(ǫ) > 0 and find a class-K function η
such that η(ǫ) ≤ δ(ǫ) for all ǫ > 0. Next we note that η
can be inverted on its range, denoted [0, η∞). If η∞ =∞
then we define ρ2 := η−1. Otherwise let η∗ ∈ (0, η∞)
satisfy η−1(η∗) = µ+ γ(η∗) and define
ρ2(s) :=
{
η−1(s) s ∈ [0, η∗]
µ+ γ(s) s ≥ η∗ .
(28)
It is straightforward to see that ρ2 ∈ K∞ and that the
uniform global stability bound holds with ρ2.
Uniform global stability and uniform global attractivity
imply UGAS:
Regarding the mapping (ǫ,∆) 7→ k∗(ǫ,∆) that comes
from uniform global attractivity, we can assume without
loss of generality that
- for each ∆ > 0, k∗(·,∆) is non-increasing on R>0
and, with uniform global stability, k∗(ǫ,∆) = 0 for ǫ
sufficiently large i.e., ǫ ≥ ρ2(∆);
- for each ǫ > 0 k∗(ǫ, ·) is nondecreasing on R>0.
Let ψ∆ : R>0 → R>0 be a function that is strictly
decreasing and onto R>0 (hence invertible on R>0) and
satisfies
ψ∆(ǫ) ≥ k
∗(∆, ǫ) ∀ǫ > 0 . (29)
We claim that |x0|A ≤ ∆ implies |φ(k, x0)|A ≤ ψ
−1
∆ (k)
for all k ∈ Z≥1. To see this, for each k ∈ Z≥1 let
ǫ := ψ−1∆ (k) and then note that, from (29), ψ∆(ǫ) =
k ≥ k∗(∆, ǫ). Therefore, from uniform global attractivity,
|φ(k, x0)|A ≤ ǫ = ψ
−1
∆ (k). Finally, for each ∆ > 0 define
ψ−1∆ (0) :=∞ and define
β(s, k) := min
{
ρ2(s), inf
∆∈(s,∞)
ψ−1∆ (k)
}
. (30)
It is straightforward to verify that β ∈ KL and that
|φ(k, x0)|A ≤ β(|x0|A , k) for all x0 ∈ Rn and k ∈ N.
(3 =⇒ 2): We only need to establish uniform global
attractivity. Let ∆ > 0 and ǫ > 0 be given. Using
the function ρ ∈ K∞ from uniform global stability, let
δ := ρ−1(ǫ). Then |x0|A ≤ δ implies |φ(k, x0)|A ≤ ǫ for
all k ∈ N. Define
η∗ = min
s∈[δ,ρ(∆)]
η(s) . (31)
Then let k∗ be the smallest nonnegative integer satisfying
k∗ ≥
α2(∆)
η∗
− 1 . (32)
We claim that for each x0 satisfying |x0|A ≤ ∆ and
φ ∈ S(x0), there exists k ∈ {0, 1, . . . , k∗} such that∣∣φ(k, x0)∣∣A ≤ δ. If not then
∞∑
k=0
η(|φ(k, x0)|A) ≥
k∗∑
k=0
η(|φ(k, x0)|A)
> (k∗ + 1)η∗
≥ α2(∆) ≥ α2(|x0|A).
Considering φ(k, x0) for k ≥ k as a solution starting at
φ(k, x0), it follows that |x0|A ≤ ∆ and k ≥ k∗ imply
|φ(k, x0)|A ≤ ǫ.
(4 =⇒ 2): This implication is very similar to the previous
one. We just need to establish uniform global attractivity.
Let ∆ > 0 and ǫ > 0 be given. Let δ > 0 be such that
α1(s) ≤ α2(δ) implies s ≤ ǫ. Such a δ exists since α1 ∈ K
and α2 ∈ G. Note that |x0|A ≤ δ implies |φ(k, x0)|A ≤ ǫ
for all k ∈ N since
α1(|φ(k, x0)|A) ≤
∞∑
i=0
α1(|φ(i, x0)|A)
≤ α2(|x0|A) ≤ α2(δ).
Next let k∗ be the smallest nonnegative integer satisfying
k∗ ≥
α2(∆)
α1(δ)
− 1 . (33)
We claim that for each x0 satisfying |x0|A ≤ ∆ and
φ ∈ S(x0), there exists k ∈ {0, . . . , k∗} such that
|φ(k, x0)|A ≤ δ. If not then
∞∑
k=0
α1(|φ(k, x0)|A) ≥
k∗∑
k=0
α1(|φ(k, x0)|A)
> (k∗ + 1)α1(δ)
≥ α2(∆) ≥ α2(|x0|A).
Considering φ(k, x0) for k ≥ k as a solution starting at
φ(k, x0), it follows that |x0| ≤ ∆ and k ≥ k∗ imply
|φ(k, x0)|A ≤ ǫ.
(5 =⇒ 4): We only need to establish part (a) of item 4 since
part (b) is obvious. By assumption α1(|w|A) ≤ α2(|x0|A)
for all x0 ∈ Rn and w ∈ F (x0). Thus |w|A ≤ α−11 ◦
α2(|x0|A) =: ρ(|x0|A). This establishes the result.
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(5 =⇒ 3): We only need to establish part (a) of item 3
since part (b) is obvious. By assumption, for all k ∈ N, all
x0 ∈ R
n
α1(|φ(k, x0)|A) ≤
∞∑
i=0
α1(|φ(i, x0)|A) ≤ α2(|x0|A)
(34)
or, equivalently, |φ(k, x0)|A ≤ α
−1
1 ◦ α2(|x0|A) i.e., the
origin is uniformly globally stable.
(1 =⇒ 5): According to Lemma 1, there exists α1, α2 ∈
K∞ such that
α1(β(s, k)) ≤ α2(s)
(
1
2
)k+1
∀(s, k) ∈ R≥0 × N .
(35)
Then
∞∑
k=0
α1(|φ(i, x0)|A) ≤
∞∑
k=0
α2(|x0|A)
(
1
2
)k+1
= α2(|x0|A).
(36)
(3 =⇒ 6): Since items 3(a) and 6(a) are identical, we only
need to show that 3(b) implies 6(b). This is immediate
with the following definitions ωδ,∆(x) := η(|x|A), ωm :=
mins∈[δ,∆] η(s), γ := α2(∆). Then, item 6(b)i holds by
definition of ωm and 6(b)ii holds because for all x0 ∈
HA(δ,∆), φ ∈ S(x0) and all k ∈ N we have
k∑
i=0
ωδ,∆(φ(i, x0)) ≤
∞∑
i=0
η(|φ(i, x0)|A)
≤ α2(|x0|A) ≤ α2(∆) = γ.
(6 =⇒ 1): Since A is assumed to be UGS we only need
to prove UGA. From item 6(a), let ρ ∈ K∞ be such that
for all x0 ∈ Rn, φ ∈ S(x0) and k ∈ N we have
|φ(k, x)|A ≤ ρ(|x0|A) . (37)
Let the strictly positive numbers (r, ǫ) be given. Define
∆ := ρ(r) and δ := min{∆, ρ−1(ǫ)}. Let δ,∆ generate
ωδ,∆(x), ωm and γ. Define k∗ := max
{
j ∈ N : j ≤ 2γωm
}
.
We claim that for all x0 ∈ HA(0, r) and all φ ∈ S(x0)
there exists k′ ∈ [0, k∗] such that |φ(k′, x0)|A ≤ ρ−1(ǫ).
This establishes the result since the time invariance of the
system and (37) imply that for all x0 ∈ HA(0, r) and
k ≥ k∗ we have |φ(k, x0)|A ≤ ǫ.
Assume that the claim is not true that is, there exists
x0 ∈ HA(0, r) and φ ∈ S(x0) such that |φ(k, x0)|A >
ρ−1(ǫ) for all k ∈ [0, k∗]. From (37) and the definition of
δ it follows that
φ(k, x0) ∈ HA(δ,∆) ∀k ∈ [0, k
∗] .
It follows that ωδ,∆(φ(k, x0)) ≥ ωm for all k ∈ [0, k∗].
Hence,
k∗∑
i=0
ωδ,∆(φ(i, x0)) ≥ (k
∗ + 1)ωm ≥
2γ
ωm
ωm = 2γ ,
which contradicts 6(b). Hence, the set A is UGA for system
(1). 
V. CONCLUSIONS
We have provided several results that can be used to
verify UGAS and UGES of arbitrary closed sets that do not
require the knowledge of Lyapunov functions. Instead, we
assume appropriate summability conditions on trajectories
of the system. The results and their proofs presented here
parallel the continuous-time and sampled-data counterparts
but they are more straightforward and derived under dif-
ferent assumptions.
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