The mammalian circadian clock is deeply rooted in rhythmic regulation of gene 15 expression. Rhythmic transcriptional control mediated by the circadian transcription factors is 16 thought to be the main driver of mammalian circadian gene expression. However, mounting 17 evidence has demonstrated the importance of rhythmic post-transcriptional controls, and it 18 remains unclear how the transcriptional and post-transcriptional mechanisms collectively control 19 rhythmic gene expression. A recent study discovered rhythmicity in poly(A) tail length in mouse 20 liver and its strong correlation with protein expression rhythms. To understand the role of 21 rhythmic poly(A) regulation in circadian gene expression, we constructed a parsimonious model 22 that depicts rhythmic control imposed upon basic mRNA expression and poly(A) regulation 23 processes, including transcription, deadenylation, polyadenylation, and degradation. The model 24 results reveal the rhythmicity in deadenylation as the strongest contributor to the rhythmicity in 25 poly(A) tail length and the rhythmicity in the abundance of the mRNA subpopulation with long 26 poly(A) tails (a rough proxy for mRNA translatability). In line with this finding, the model 27 further shows that the experimentally observed distinct peak phases in the expression of 28 deadenylases, regardless of other rhythmic controls, can robustly group the rhythmic mRNAs by 29 their peak phases in poly(A) tail length and in abundance of the subpopulation with long poly(A) 30 tails. This provides a potential mechanism to synchronize the phases of target gene expression 31 regulated by the same deadenylases. Our findings highlight the critical role of rhythmic 32 deadenylation in regulating poly(A) rhythms and circadian gene expression. 33 34
Author Summary 37
The biological circadian clock regulates various bodily functions such that they anticipate 38 and respond to the day-and-night cycle. To achieve this, the circadian clock controls rhythmic gene 39 expression, and these genes ultimately drive the rhythmicity of downstream biological processes. As 40 a mechanism of driving circadian gene expression, rhythmic transcriptional control has attracted the 41 central focus. However, mounting evidence has also demonstrated the importance of rhythmic post-42 transcriptional controls. Here we use mathematical modeling to investigate how transcriptional and 43 post-transcriptional rhythms coordinately control rhythmic gene expression. We have particularly 44 focused on rhythmic regulation of the length of poly(A) tail, a nearly universal feature of mRNAs 45 that controls mRNA stability and translation. Our model reveals that the rhythmicity of 46 deadenylation, the process that shortens the poly(A) tail, is the dominant contributor to the 47 Introduction of mRNAs were recently discovered to exhibit robust circadian rhythms in their poly(A) tail 75 lengths in mouse liver [25] . Interestingly, the rhythmicity in poly(A) tail length is closely 76 correlated with the rhythmicity in the corresponding protein level, indicating that rhythmic 77 poly(A) regulation plays an important role in driving rhythmic protein expression [25] . Similar 78 daily fluctuations in poly(A) tail length also occur in mouse brain [26, 27] . In addition, the 79 amplitude of mRNA rhythmicity increases in the absence of Nocturnin, a deadenylase (enzyme 80 that removes poly(A) tails from mRNAs) which is rhythmically expressed in different mouse 81 tissues [28, 29] . These data collectively support the importance of poly(A) tail rhythmicity in 82 regulating circadian gene expression. 83
In this work, we built a mathematical model that describes mRNA dynamics under the 84 regulation of rhythmic transcription, polyadenylation, deadenylation and degradation. We used 85 the model to systematically examine how rhythmic transcription and poly(A) tail regulation 86 generates rhythmicities in poly(A) tail length and mRNA abundance. Our results highlight the 87 rhythmicity in deadenylation as the strongest determinant for the rhythmicities in the poly(A) tail 88 length and in the abundance of mRNAs with long poly(A) tails. The latter can be regarded as a 89 rough proxy for mRNA translatability because the poly(A) tail is known to regulate mRNA 90 translation initiation [30] [31] [32] [33] [34] . As a corollary of this general finding, the model further shows that 91 the experimentally observed distinct peak phases in the expression of deadenylases [25] can 92 robustly group the rhythmic mRNAs by their peak phases in poly(A) tail length and in 93 abundance of long-tailed mRNAs, regardless of other rhythmic controls. This result suggests that 94 rhythmic deadenylation can potentially synchronize the rhythmicity in target gene expression 95 regulated by the same deadenylases. Finally, we used the model to predict factors or combination 96 of factors (e.g., amplitudes of or phase differences between specific processes) that can explain 97 the different classes of rhythmic characteristics found in mRNAs with rhythmic poly(A) tail 98 length [25] . 99 100
Results

101
Model 102
In a typical RNA expression process, RNAs are first transcribed in the nucleus and 103 acquire long poly(A) tails as a result of nuclear polyadenylation [35] . After being exported into 104 the cytoplasm, mRNAs undergo deadenylation and are ultimately degraded [36] . Cytoplasmic 105 polyadenylation, as another important post-transcriptional regulation, elongates the poly(A) tail 106 to promote mRNA stability and translatability [37] . Although cytoplasmic polyadenylation is 107 typically associated with translational control in oocyte maturation, early embryo development 108 and synaptic plasticity [37] [38] [39] [40] , it is recently suggested to play a role in circadian gene expression 109 in mouse liver [25] . Furthermore, the expression level of Gld2, a poly(A) polymerase responsible 110 for cytoplasmic polyadenylation, exhibits circadian rhythmicity in mouse liver [25] . In light of 111 these biological facts, in the model we incorporated polyadenylation, together with transcription, 112 deadenylation and degradation, to capture the major processes that dynamically regulate poly(A) 113 tail length and mRNA abundance ( Fig. 1A) . Instead of explicitly tracking the exact length of 114 poly(A) tails, the model divides the mRNA population into a long-tailed fraction and a short-115 tailed fraction, which mimics the experimental condition (long-tailed >~100nt, short-tailed 116 <~100nt, [25] ). Herein we use the ratio between the abundances of long-tailed and short-tailed 117 mRNAs as the metric for poly(A) tail length, as was done in the experimental study [25] . 118
For the sake of simplicity, we made the following assumptions in the model based on 119 experimental evidence. First, degradation only occurs to the short-tailed mRNAs, because the 120 poly(A) tail of an mRNA must be shortened to 10~15 nt before the mRNA is degraded [41] [42] [43] [44] . 121
Second, transcription and nuclear polyadenylation are lumped together, because transcription is 122 followed by nuclear polyadenylation in general [45] and the poly(A) polymerases responsible for 123 nuclear polyadenylation are not rhythmically expressed [25] . In our model, therefore, the 124 transcription process directly leads to a long-tailed mRNA, the downstream cytoplasmic 125 deadenylation and polyadenylation further mediate conversion between the long-tailed and short-126 tailed mRNAs, and degradation consumes the short-tailed mRNA. The ordinary differential 127 equations (ODEs) that govern the temporal dynamics of long-tailed ( ) and short-tailed ( ) 128 mRNAs read as Eqs. (1) and (2). 129
Long-tailed mRNA:
To capture the circadian rhythmicity in the four RNA metabolism processes in Eqs. (1) 132 and (2), each reaction rate term ( ) is represented by a sinusoid function like Eq.(3). 133
where denotes the mean rate, the relative amplitude, and the peak phase, of the process 135 labeled by the subscript. The angular frequency, , equals 2 (24hr) ⁄ . is fixed, while the 136 other parameters vary. The subscript of a parameter indicates the process it describes (e.g., deA 137 stands for the mean deadenylation rate). 138
In this work we focus on how rhythmicities in the four processes affect the rhythmicities 139 in total mRNA abundance and poly(A) tail length, because total mRNA abundance and poly(A) 140 tail length were quantified in the previous circadian transcriptome study [13, 25] . Furthermore, 141
we take the rhythmicity of long-tailed mRNA abundance as a rough proxy for mRNA 142 translatability, because poly(A) tail facilitates translation initiation [30] [31] [32] [33] [34] . From each 143 simulation result based on Eqs. (1) and (2), i.e., time trajectories ( ) and ( ), we extracted the 144 peak phases, relative amplitudes and mean levels of total mRNA abundance ( ( ) + ( )), 145 poly(A) length metric ( ( ) ( ) ⁄ ), and long-tailed mRNA abundance ( ( )) (see Methods). 146
These quantities were subject to further analysis, as elaborated in the following Results sections. 147
For the rest of the paper, we will refer to these quantities, e.g., the peak phase of L/S ratio, 148 generally as the "output quantities", unless any specific quantity is referred to. 149 150 Rhythmic deadenylation is the strongest contributor to rhythmicities in poly(A) tail length 151 and long-tailed mRNA abundance 152
To investigate the effects of rhythmicities in transcription, degradation, polyadenylation 153 and deadenylation on the output quantities, we ran numeric simulations of the model (Eqs. (1) 154 and (2)) with random parameter values for the mean rates, relative amplitudes, and phases of 155 each process ( Table 1 and Fig. S1 ). Only the mean rate of transcription was omitted, because it 156 only affects the overall abundance of mRNAs, but not the output rhythmicity, i.e., phases and 157 relative amplitudes of mRNA abundance and poly(A) tail length (see Supplementary Materials). 158
Our model results reveal that the peak phase of deadenylation is the strongest contributor 159 to the peak phase of L/S ratio (poly(A) length metric), followed by the peak phase of 160 polyadenylation. Specifically, the scatter plots of the simulation demonstrate a strong correlation 161 between the peak phases of L/S ratio and deadenylation, with a 10  1.5 hr lag between the two 162 ( Fig. 2A) . The peak phase of L/S ratio also depends on the peak phase of polyadenylation, 163 although with much weaker dependence compared to that of deadenylation ( Fig. 2A) . In 164 contrast, the peak phase of L/S ratio depends very little on the peak phases of transcription and 165 degradation ( Fig. 2A) . 166
To systematically quantify the impacts of input parameters on output quantities, we 167 performed variance-based sensitivity analysis using the Sobol's method [46, 47] (Fig. 1B,  168 Methods). Based on simulation results from a large number of random parameter sets spanning 169 the global parameter space (Fig. S1, Table 1 ), the Sobol's method quantifies the sensitivity of an 170 output quantity to an input parameter in terms of how much the parameter, due to the variation in 171 its value, contributes to the variation in the output quantity. Specifically, the sensitivity is 172 reported as the single (S) and total (T) Sobol indices, which represent the contribution of the 173 parameter alone and the contribution of the parameter together with its (nonlinear) interactions 174 with the other parameters, respectively (see Methods). 175
The estimated Sobol indices ( Fig. 2B ) confirm the findings from the scatter plots ( Fig.  176   2A) . For example, among all the input parameters, the peak phase of deadenylation has the 177 largest Sobol indices with respect to the peak phase of L/S ratio. The values of the Sobol indices 178 indicate that variance in the peak phase of deadenylation alone contributes to ~40% of variance 179 in the peak phase of L/S ratio (longest "S" bar in Fig. 2B ). When the interactions of 180 deadenylation with other processes are counted, this contribution increases to ~75% (longest "T" 181 bar in Fig. 2B) . Additionally, the Sobol indices also indicate that the relative amplitude of 182 deadenylation has the strongest impact on the relative amplitude of L/S ratio (Fig. S2) . In 183 comparison, the mean level of L/S ratio, a quantity not related to rhythmicity, depends nearly 184 equally on the mean rates of deadenylation and polyadenylation (Fig. S2) . These results 185 collectively demonstrate the rhythmicity in deadenylation as the strongest contributor to the 186 rhythmicity in poly(A) tail length. 187
Our model results also show a significant impact of rhythmic deadenylation and 188 polyadenylation on the rhythmicity of L+S (total mRNA abundance). Although the peak phases 189 of transcription and degradation strongly influence the peak phase of L+S, as expected (Figs. 2C, 190 D), the Sobol indices indicate a weaker, yet substantial impact from the peak phases of 191 deadenylation and polyadenylation on the peak phase of L+S (Figs. 2D) . These impacts can be 192 understood from the regulation of mRNA stability by poly(A) tail length, which is reflected in 193 the model by the assumption that degradation is restricted to the short-tailed mRNAs ( Fig. 1A,  194 Eqs. (1) and (2)). 195
We further used the model to examine the effects of the four processes on the rhythmicity 196 of mRNA translatability, using L (long-tailed mRNA abundance) as a proxy. Although L is a 197 quantity directly related to both L+S level and L/S ratio, the Sobol indices show that the peak 198 phase of L relies most heavily on the peak phase of deadenylation, followed by that of 199 polyadenylation ( Fig. 2F) . Consistently, the scatter plot shows a strong correlation between the 200 peak phases of L and deadenylation, with an approximately 10 hr lag between the two ( Fig. 2E) . 201 This is a relationship highly similar to that observed between the peak phases of L/S ratio and 202 deadenylation ( Fig. 2A) . Furthermore, the relative amplitudes of deadenylation and 203 polyadenylation are also among the strongest contributors to the relative amplitude of L ( Fig.  204   S2) . Overall, the rhythmicities in deadenylation and polyadenylation make stronger impact on 205 the rhythmicity of long-tailed mRNA abundance than the rhythmicities in transcription and 206 degradation. This finding provides an explanation for the observed close correlation between the 207 rhythmicities of poly(A) tail length and protein expression [25] . 208
Cytoplasmic polyadenylation requires specific cis-elements in the 3' untranslated region 209 (UTR) of an mRNA to recruit the molecular machinery that elongates poly(A) tails [38] . 210
However, such cis-elements do not necessarily exist in all mRNAs. Therefore, we also removed 211 the polyadenylation term in our model and conducted the same global sensitivity analysis. The 212 results demonstrate similar impacts of the rhythmicity of transcription, deadenylation and 213 degradation on the rhythmicity of L/S ratio, L+S and L ( Fig. S3 ) as those found from the model 214 with cytoplasmic polyadenylation (Figs. 2, 3, S2) . Particularly, rhythmic deadenylation remains 215 the strongest contributor to the rhythmicity of L/S ratio and L. Hence, our conclusion stays the 216 same for mRNAs without the cis-elements that mediate cytoplasmic polyadenylation. 217
Taken together, these model results underscore the importance of rhythmic poly(A) 218 regulation in circadian gene expression, especially its impact on the rhythmicity of poly(A) tail 219 length, total mRNA abundance, and abundance of the long-tailed subpopulation. Importantly, 220 deadenylation emerges as the strongest contributor to the rhythmicity of poly(A) tail length and 221 long-tailed mRNA abundance. 222 223
Rhythmic deadenylation can robustly group genes by their poly(A) tail rhythms 224
The rhythmicities in transcription, deadenylation, polyadenylation and degradation of 225 mRNAs are ultimately controlled by the rhythmicities in the abundance and activity of the 226 molecules mediating these processes, e.g., transcription factors, deadenylases and poly(A) 227 polymerases. Interestingly, although the core clock machinery includes several transcription 228 factors with different peak phases, the peak phases of nascent RNA synthesis (indicated by 229 intron abundance) are strongly concentrated around ZT 15 in mouse liver [13] . Additionally, a 230 cytoplasmic poly(A) polymerase, Gld2, is rhythmically expressed with peak phase around ZT Ccr4e/Angel1 peaking around ZT 2, Ccr4a/Cnot6, Ccr4b/Cnot6l, Caf1a/Cnot7/pop2 and Parn 234 peaking around ZT 5, and Ccr4c/Nocturnin peaking around ZT 13 [25] . These data indicate that 235 deadenylases assume a more diverse rhythmic expression pattern than poly(A) polymerases and 236 nascent RNA transcription. 237
Intrigued by the above observation, we used our model to explore the potential 238 consequence of having several distinct peak phases in deadenylases. In four separate in silico 239 experiments, we set transcription, degradation, deadenylation or polyadenylation, respectively, to 240 peak at three narrow windows centered around ZT 0, 8, and 16 (chosen to represent distinct time 241 windows in general), while setting the peak phases of the other three processes to distribute 242 evenly around the clock (Fig. 3, ii-v). Our results demonstrate that, when deadenylation peaks in 243 three narrow windows, the peak phases of L/S ratio and L are strongly grouped into three distinct 244 windows as well ( Fig. 3, iv) . In contrast, when transcription ( Fig. 3, ii) , degradation ( Fig. 3, iii) 245 or polyadenylation (Fig. 3 , v) peaks in three narrow windows, the resulting peak phases of L/S 246 ratio and L do not show any distinct grouping, and are comparable to the control case with 247 evenly distributed peak phases for all processes (Fig. 3, i) . To test the effect of the actual 248 rhythmic patterns observed in nascent RNA transcription and expression of deadenylases and 249 polyadenylases, we set the distribution of peak phases centered around ZT 15 for transcription 250
[13], narrow peak phase window centered around ZT 3.5 for polyadenylation, and narrow peak 251 phase windows around ZT 2, ZT 5 and ZT 13 for deadenylation [25] . The simulations results 252 demonstrate that the peak phases of both L/S ratio and L are strongly clustered into three distinct 253 time windows (Fig. 3, vi) . These results corroborate with the findings above about the strong 254 impact of rhythmic deadenylation on the rhythmicities of L/S ratio and L ( Fig. 2B, F) . Note that 255 the mean rates and relative amplitudes of all four processes assumed random variables in the 256 model simulations (Table 1, Fig. S1 ). Therefore, our results indicate that multiple peak phases in 257 deadenylation, but not other processes, can robustly group the peak phases of poly(A) tail length 258 and mRNA translatability (~ long-tailed mRNA abundance) into distinct time windows, 259 regardless of variations in the mean rates or rhythmicities of other processes. 260
261
Factors that explain different classes of mRNAs with rhythmic poly(A) tail length 262
In the previous transcriptome-wide study [25] , the mRNAs with poly(A) tail rhythmicity 263 (PAR mRNAs) were grouped into three classes, based on their rhythmicities in pre-mRNA and 264 total mRNA. The rhythmicity in pre-mRNA essentially reflects the rhythmicity in transcription. 265
The Class I mRNAs are rhythmic not only in poly(A) tail length, but also in pre-mRNA and total 266 mRNA (Fig. 4A) . The Class II mRNAs are rhythmic in poly(A) tail length and pre-mRNA, but 267 not in total mRNA (Fig. 4A) . The Class III mRNAs are only rhythmic in poly(A) tail length, but 268 not the other two (Fig. 5A) . Differences in mRNA half-lives were suggested to explain why the 269 rhythmic patterns of pre-mRNA, total mRNA, and poly(A) tail length are different between these 270 classes [25] . Here we leverage our model to systematically identify factors that can lead to the 271 combinatorial rhythmic patterns in these classes. 272
We first attempted to identify the model parameters that contribute most to the distinction 273 between Class I and Class II. Because the only difference between Class I and II is whether total 274 mRNA abundance is rhythmic or not, we focused on identifying model parameters that 275 contribute most to the relative amplitude of L+S. The Sobol indices reveal the mean degradation 276 rate as the strongest contributor to the amplitude of L+S (Fig. 4B) . We then ran model 277 simulations using random parameter sets (sampled from the distributions given in Table 1 and 278 Fig. S1 ) and identified the ones that exhibit the characteristics of Class I or Class II (Fig. 4A) . 279
Out of all the random parameter sets, the mean degradation rates in the Class II parameter sets 280 are overall smaller than those in the Class I parameter sets (Fig. 4C) . This finding corroborates 281 with the experimental observation that the average half-life (i.e., reciprocal of degradation rate) 282 of Class II mRNAs is longer than that of Class I mRNAs [25] . 283
The total Sobol indices also indicate that the peak phases of transcription and degradation 284 as the second and third strongest contributors to the amplitude of L+S, respectively (Fig. 4B) . 285
However, the corresponding single indices are diminishingly small (Fig. 4B) . The huge contrast 286 between the total and single indices indicates that these two parameters exert strong impacts 287 through interactions with other parameters. Because such huge contrasts between total and single 288 indices do not exist in any other parameters, we speculated that the interactions likely happen 289 between the two parameters themselves. Indeed, the Class I, but not the Class II, parameter sets, 290 are strongly enriched with antiphasic rhythms between transcription and degradation (Fig. 4D) . 291
This finding is consistent with the effect of antiphasic coupling between rhythmic transcription 292 and degradation predicted by a previous modeling study [16] . 293
The Sobol indices also reveal that the relative amplitudes of transcription and degradation 294 rates and the mean deadenylation rate are potentially important contributors to the amplitude of 295 L+S (Fig. 4B) . Indeed, the Class I parameter sets tend to have stronger amplitudes in 296 transcription and degradation rates (Fig. 4E, F) , again, consistent with the previous modeling 297 study [16] . Interestingly, unlike the Class I parameter sets (Figs. 4D-F, purple) , the Class II 298 parameter sets exhibit nearly even distributions of transcription-degradation phase difference, 299 transcription amplitude and degradation amplitude ( Figs. 4D-F, green) . Therefore, generation of 300 significant rhythmicity in L+S (Class I) requires sufficient phase difference and amplitudes in 301 transcription and degradation and sufficiently high amplitudes of transcription and degradation, 302 simultaneously. If any of these conditions are not satisfied, total mRNA abundance would not 303 have significant rhythmicity, and the mRNA would belong to Class II. Lastly, the mean 304 deadenylation rates in the Class I parameter sets tend to be larger than those in the Class II 305 parameter sets (Fig. 4G) . This is related to the above finding about mRNA half-lives, because 306 deadenylation promotes degradation and hence increasing the mean deadenylation rate has a 307 similar effect on mRNA turnover as increasing the mean degradation rate. 308
Class III is distinct from Class I and Class II, since it does not have rhythmic 309 transcription (Fig. 5A) . Because rhythmicity of transcription serves as input to our model, we 310 cannot use the model to identify the origin of lack of transcriptional rhythmicity. However, we 311 are interested in understanding why all PAR mRNAs without transcriptional rhythmicity also 312 lack rhythmicity in L+S, and only exhibit rhythmicity in L/S ratio [25] . For the convenience of 313 discussion, we use "Class IV" to refer to a hypothetical group of PAR mRNAs that would 314 exhibit rhythmicity in total mRNAs and poly(A) tails, but not in pre-RNA (Fig. 5A) ; this group 315 of mRNAs are not found in the experiments [25] . We used the model to identify model 316 parameters that could contribute to the difference between Class III and the hypothetical Class 317 IV. Because both Class III and Class IV do not have rhythmic transcription, we ran model 318 simulations with non-rhythmic transcription (i.e., setting the relative amplitude of transcription to 319 zero, while keeping the other parameters sampled from the same distributions as before ( Table 1 , 320 Fig. S1) ). Out of the random parameter sets, we identified those that fit the characteristics of 321 Class III or Class IV (Fig. 5A) . We also calculated the Sobol indices for this model. 322
When the model does not have rhythmic transcription, the Sobol indices again reveal the 323 mean degradation rate as the strongest contributor to the relative amplitude of L+S (Fig. 5B) . 324
Consistently, the Class IV parameter sets require much larger mRNA degradation rate, i.e., much 325
shorter half-life of mRNA, than the Class III parameter sets, to sustain rhythmic total mRNA 326 ( Fig. 5C) . Therefore, the absence of Class IV mRNAs in the experiment is most likely due to the 327 long half-lives of the mRNAs without rhythmic transcription. Indeed, Class III has the longest 328 average mRNA half-life measured among all mRNAs that are rhythmically expressed [25] . 329
We also identified a few additional factors that would distinguish Class III from Class IV. 330
The second strongest factor affecting the amplitude of L+S is the relative amplitude of 331 degradation rate, based on the Sobol indices (Fig. 5B) . The Class IV parameter sets have 332 markedly higher amplitudes of degradation rate than Class III (Fig. 5D) . The phases of all three 333 rhythmic processes, i.e., degradation, deadenylation and polyadenylation, are also potentially 334 important contributors, because their total Sobol indices are substantial (Fig. 5B) . Again, the 335 huge contrast between the total and single indices for these phase parameters, but not the other 336 parameters, suggests that they exert impacts through interactions among themselves. We hence 337 examined the distribution of pairwise differences between the three phase parameters. To 338 achieve the rhythmic characteristics of the hypothetical Class IV, the peak phases of 339 deadenylation and degradation need to be close to each other, but opposite to that of 340 polyadenylation (Fig. 5E) . This can be understood from the fact that both deadenylation and 341 degradation promote mRNA turnover while polyadenylation inhibits it. Unlike the Class IV 342 parameter sets, no distinct patterns are found in the amplitude of degradation rate or the phase 343 differences in the Class III parameter sets (Figs. 5D, E) . Similar to the discussion above for 344 Class I and Class II, these results indicate that the Class IV characteristics requires both 345 sufficiently large amplitude in degradation and sufficient differences of the polyadenylation 346 phase from the deadenylation and degradation phases. The missing of Class IV from the 347 experiment suggests that mRNAs without transcriptional rhythmicity do not satisfy these 348 conditions at the same time. In this work, we developed a parsimonious mathematical model (Fig. 1) to quantitatively 370 evaluate how rhythmic inputs from the transcription, degradation, polyadenylation and 371 deadenylation processes collectively determine the rhythmic outputs in mRNA abundance, 372 poly(A) tail length and long-tailed mRNA abundance. Our model results and global sensitivity 373 analyses reveal rhythmic deadenylation as the strongest factor in controlling the peak phases and 374 amplitudes of rhythmic poly(A) tail length and long-tailed mRNA abundance (Figs. 2, 3) . This 375 finding highlights the crucial role of rhythmic poly(A) regulation in circadian gene expression. 376
Our model also suggests how three classes of rhythmic characteristics observed in PAR mRNAs 377
[25] arise from the dynamic features of the four processes, as well as the coupling among their 378 rhythmicities (Figs. 4, 5) . 379
The importance of dynamic coupling between rhythmic transcription and post-380 transcriptional processes was demonstrated by a previous modeling study by Lück et al. [16] . 381
That work particularly highlights that rhythmic turnover is necessary for achieving >6 hr peak 382 phase difference between transcription and mRNA abundance. In comparison, our study 383 explicitly considers the effects of poly(A) regulation, a common intermediate process in the 384 mRNA decay pathway, on the rhythmicity of both mRNA abundance and poly(A) tail length. 385
Because deadenylation is necessary for mRNA degradation and polyadenylation opposes it, 386 rhythmic deadenylation and polyadenylation, unsurprisingly, affect the rhythmicity of total 387 mRNA abundance at a level comparable to rhythmic degradation (Figs. 2, S2) . However, when 388 poly(A) tail length and its effect on mRNA translatability are considered, rhythmic 389 deadenylation emerges as the most important step affecting their rhythmicity (Figs. 2, S2) . Of 390 course, our model has not included other mRNA decay pathways that do not depend on poly(A) 391 regulation, such as endonuclease cleavage of mRNA followed by 5'-3' decay [42] . For any 392 mRNA decayed through these pathways, which are less common, their rhythmicity obviously 393 would not depend on the rhythmicity in poly(A) regulation. 394
Based on the finding of rhythmic deadenylation as the strongest contributor to 395 rhythmicity of poly(A) tail length and long-tailed mRNA abundance, we further discovered that 396 rhythmic deadenylation is capable of synchronizing the target circadian gene expression post-397 transcriptionally. According to the model results, three distinct peak phases in deadenylation 398 activity, as those observed in mouse liver [25] , can robustly divide the mRNAs into three distinct 399 groups by their peak phases of poly(A) tail length and long-tailed mRNA abundance; this 400 grouping effect by deadenylation phases happens regardless of the rhythmicity in other processes 401 ( Fig. 3) . This finding suggests a potential mechanism to synchronize the expression of genes 402 controlled by the same deadenylases and hence foster synergy among these genes around the 403 clock. This synchronization potential is unique to rhythmic deadenylation, but not the other 404 rhythmic processes (Fig. 3) . tremendously from tissue to tissue: different tissues not only share very few rhythmically 416 expressed genes beyond the core clock genes, but also display different peak times for some 417 genes [5, 49, 50] . It is puzzling how the rhythmicity in gene expression varies so much across 418 different tissues while the cellular clock machineries are the same and are presumably 419 synchronized throughout the organism. Most previous studies on the mechanisms of tissue-420 specific circadian gene expression have focused on tissue-specific transcriptional control, such as 421 rhythmic fluctuations in chromatin structure and interactions between core clock transcription 422 factors and tissue-specific transcription factors [51, 52] . In light of the findings from our work, 423 differential expression patterns of deadenylases in different tissues [53] could serve as an 424 additional mechanism to mediate tissue-specific circadian gene expression. These two interesting 425 questions await future studies to answer. 426
Circadian gene expression is a critical, yet highly complex process. Expressing the right 427 gene at the right time and the right place requires coordinated control at various gene expression 428 steps, as well as across different cells and tissues. Systems-level study of the coupling between 429 different rhythmic processes is necessary to gain comprehensive understanding of circadian gene 430 expression control, and more importantly, the ability to make positive use of circadian rhythm in 431 treatments of diseases. As our work demonstrates the significant impact of rhythmic poly(A) 432 regulation and its coupling with rhythmic mRNA transcription and degradation on circadian gene 433 expression, it will be of great future interest to examine how coupling between the rhythmicities 434 stepping in the ode45 solver) and often have insufficient time resolution for accurate 447 determination of the peak phase. To improve the accuracy of the estimated peak phase, the 48-hr 448 trajectory were interpolated upon 500 equally spaced time points spanning the 48 hrs. The peak 449 phase was evaluated from the time for the maximum value, , i.e., peak phase = 450 ( + 700, 24) (hr). The mean value was estimated by taking the average of the 500 451
interpolated data values within the 48-hr window. The relative amplitude was estimated by 452 taking the maximum and minimum values within the 48-hr window and calculating 453 (max − min) (2 × mean)
⁄ . An output quantity was considered rhythmic if its relative amplitude 454 is equal to or greater than 0.2. 455
Parameter sampling 456
We performed global parameter sensitivity analysis [54] on the model to analyze the 457 general contribution of each parameter to any specific output quantity (i.e., peak phase, relative 458 amplitude and mean of ( ) + ( ), ( ) ( ) ⁄ and ( )). To perform such global sensitivity 459 analysis, one needs to simulate the model with randomly chosen parameter values that 460 maximally represent the parameter space. In this study we drew random parameter values from 461 the distributions listed in Table 1 and plotted in Fig. S1 . The peak phases and relative amplitudes 462 were sampled form uniform distributions of their possible ranges by definition ( Table 1) . The 463 mean reaction rates were sampled from log-normal distributions suggested by previous genomic 464 scale measurements (see sources indicated in Table 1 ). It is noteworthy that we set the mean 465 transcription rate as constant, as it only causes proportional changes in ( ) and ( ), and does 466 not affect the rhythmic patterns of any quantity (see Supplementary Materials) . To improve the 467 accuracy of the global sensitivity analysis for models with many parameters, one needs sampled 468 parameter values that well represent the parameter space. To this end, we used the sampling 469 method of Latin hypercube [55] , which is known to ensure good representation of the high-470 dimensional parameter space. 471 
473
Sobol's method of global sensitivity analysis 474
To evaluate the impact of each model parameter (e.g., phase of deadenylation) on each 475 model output (e.g., relative amplitude of L/S ratio), we used a variance-based global parameter 476 sensitivity analysis method, the Sobol indices [47] . For each pair of parameter and output in 477 the model, the first-order, or single Sobol index, , characterizes the contribution of variance in 478 alone to the total variance in (Eq.(4) ). The total-effect, or total index, , characterizes the 479 contribution of variance in , as well as the variance caused by its coupling with other 480 parameters, to the total variance in (Eq.(5)). The larger these indices are, the more sensitive 481 is to , or the more impact has on . 482
where the subscript ~ indicates all indices except for . 485
We followed the specific algorithms given in [46] and [58] for evaluating the single 486 (Eq.(4)) and total indices (Eq.(5)), respectively. The details of implementation are explained 487 below. 488 1) Sample from the distributions given in Table 1 two independent groups of parameter 489 sets ( = 100,000 in this study): 490 Each row in and represents one set of parameters. = 11 for the model with 492 cytoplasmic polyadenylation. = 8 for the model without cytoplasmic polyadenylation. 493 = 9 for the model without transcriptional rhythmicity. 494 495 2) Construct hybrid groups of parameter sets. The -th group, ( ) , has the -th column 496 equal to the -th column of , and the remaining columns copied from , where = 497 1, … , . 498 
where denotes the -th output quantity from the circadian gene expression model (Eqs. 502
(1) and (2)). ( ) and ( ) denote the -th parameter set (row) in Groups and , 503 respectively. The bars on top denote the average of output quantities over parameter 504 sets. 505 4) Estimate the single and total Sobol indices, using Eqs. (9) and (10) 
( ) denotes the -th parameter set (row) in the -th hybrid group, and the 509 other notations follow those described above. 
