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Abstract
This dissertation explores issues regarding the short-lived temporal variation of the
equity risk premium. In the past decade, the equity risk premium puzzle is resolved
by many competing consumption-based asset pricing models. However, before Boller-
slev et al. (2009), the return predictability as an outcome of such models has limited
empirical support in the short-run. Nowadays, there has been a consensus of the lit-
erature that the short-run equity return’s predictability is intimately linked with the
variance risk premium—the difference between options-implied and actual realized
variation measures.
In this work, I continue to argue the importance of the short-lived components
in the equity risk premium. Specifically, I first provide simulation evidence of the
strong return predictability based on the variance risk premium in the U.S. aggregate
market, and document new empirical findings in the international setting. Then I
attempt to use a structural macro-finance model to guide through the predictability
estimation with much more efficiency gain. Finally I decompose the equity risk
premium into two short-lived parts — tail risk and diffusive risk — and propose a
semi-parametric estimation method for each part. The results are arranged in the
following order.
Chapter 1 of the dissertation is co-authored with Tim Bollerslev, James Marrone
and Hao Zhou. In this chapter, we demonstrate that statistical finite sample biases
cannot “explain” this apparent predictability in U.S. market based on variance risk
iv
premium. Further corroborating the existing evidence of the U.S., we show that
country specific regressions for France, Germany, Japan, Switzerland, the Nether-
lands, Belgium and the U.K. result in quite similar patterns. Defining a “global”
variance risk premium, we uncover even stronger predictability and almost identical
cross-country patterns through the use of panel regressions.
Chapter 2 of the dissertation is co-authored with Tim Bollerslev and Hao Zhou.
In this chapter, we examine the joint predictability of return and cash flow within a
present value framework, by imposing the implications from a long-run risk model
that allow for both time-varying volatility and volatility uncertainty. We provide new
evidences that the expected return variation and the variance risk premium positively
forecast both short-horizon returns and dividend growth rates. We also confirm
that dividend yield positively forecasts long-horizon returns, but that it does not
help in forecasting dividend growth rates. Our equilibrium-based “structural” factor
GARCH model permits much more accurate inference than univariate regression
procedures traditionally employed in the literature. The model also allows for the
direct estimation of the underlying economic mechanisms, including a new volatility
leverage effect, the persistence of the latent long-run growth component and the two
latent volatility factors, as well as the contemporaneous impacts of the underlying
“structural” shocks.
In Chapter 3 of the dissertation, I develop a new semi-parametric estimation
method based on an extended ICAPM dynamic model incorporating jump tails.
The model allows for time-varying, asymmetric jump size distributions and a self-
exciting jump intensity process while avoiding commonly used but restrictive affine
assumptions on the relationship between jump intensity and volatility. The estimated
model implies that the average annual jump risk premium is 6.75%. The model-
implied jump risk premium also has strong explanatory power for short-to-medium
run aggregate market returns. Empirically, I present new estimates of the model
v
based equity risk premia of so-called ”Small-Big”, ”Value-Growth” and ”Winners-
Losers” portfolios. Further, I find that they are all time-varying and all crashed in
the 2008 financial crisis. Additionally, both the jump and volatility components of
equity risk premia are especially important for the ”Winners-Losers” portfolio.
vi
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1Stock Return Predictability and Variance Risk
Premia: Statistical Inference and International
Evidence
1.1 Introduction
A number of recent studies have argued that aggregate U.S. stock market return is
predictable over horizons ranging up to two quarters based on the difference between
options-implied and actual realized variation measures, or the so-called variance risk
premium (see, e.g., Bollerslev, Tauchen, and Zhou, 2009; Drechsler and Yaron, 2011a;
Gabaix, 2012; Kelly, 2011; Zhou, 2010; Zhou and Zhu, 2013, among others). These
findings are distinctly different from the longer-run multi-year return predictability
patterns that have been studied extensively in the existing literature, in which the
predictability is typically associated with more traditional valuation measures such
as dividend yields, P/E ratios, or consumption-wealth ratios (see, e.g., Fama and
French, 1988a; Campbell and Shiller, 1988b; Lettau and Ludvigson, 2001, among
others). The present paper builds and further expands on the scope of these striking
new empirical findings.
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The variance risk premium is formally defined as the difference between the risk-
neutral and statistical expectations of the future return variation.1 It may be inter-
preted as a measure of both aggregate risk aversion and aggregate economic uncer-
tainty. In our main empirical investigations reported on below, we follow Bollerslev,
Tauchen, and Zhou (2009) in approximating the variance risk premium by the differ-
ence between one-month forward looking model-free options implied variances and
the actual one-month realized variances at the time. This directly observable proxy
has the obvious advantage of being simple to implement and completely model-free.
Our investigations are essentially threefold. First, to assess the validity of the
previously documented predictability patterns, we report the results from a Monte
Carlo simulation study designed to closely mimic the dynamic dependencies inher-
ent in daily U.S. returns and variance risk premia. Our results clearly show that
statistical biases can not “explain” the documented return predictability patterns.
Second, in a separate effort to corroborate and further expand on the existing
empirical evidence based on monthly U.S. data prior to the advent of the financial
crises, we extend the same basic return predictability regressions to seven other
countries and more recent “out-of-sample” data spanning the financial crisis. We
show that the same predictability pattern that exist for the U.S. hold true for most
of the other countries, although the magnitudes are generally somewhat attenuated.
Third, motivated by this apparent commonality across countries, we define a
“global” variance risk premium. We show that this simple aggregate world-wide
variance risk premium results in strong predictability for all of the countries in the
sample.
The finite sample properties of overlapping long-horizon return regressions have
been studied extensively in the literature. Boudoukh, Richardson, and Whitelaw
1 The variance risk premium is sometimes defined the other way around as the statistical minus
risk-neutral expectations. This, of course, is immaterial for all of the results reported on below.
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(2008), for instance, have recently shown that even in the absence of any increase in
the true predictability, the values of the R2’s in regressions involving highly persistent
predictor variables and overlapping returns will by construction increase roughly
proportional to the return horizon and the length of the overlap.2 By contrast,
the variance risk premium is not especially persistent at the monthly horizon. Our
simulations is based on a bivariate VAR-GARCH-DCC model designed to closely
mimic the relevant joint dynamic dependencies in the daily return and variance risk
premium. We find that the robust t-statistics usually employed in the literature are
reasonably well behaved, albeit slightly over-sized under the null hypothesis of no
predictability. We also find that the quantiles in the finite sample distribution of the
R2’s from the regressions are spuriously increasing with the return horizon under the
null of no predictability, which are distinctly different from the hump-shaped R2s
actually observed in the U.S. data at the 1-12 months horizons.
Guided by the Monte Carlo simulations, we rely on simple OLS regressions along
with Newey-West based t-statistics based on simulated critical value to summarize
our new international evidence. Due to data availability and liquidity considerations,
we restrict our attention to the eight financial markets of France, Germany, Japan,
Switzerland, the Netherlands, Belgium, the U.K., and the U.S. Regressing the indi-
vidual country returns on the country specific variance risk premia result in similar
hump-shaped regression coefficients and R2’s for all of the eight countries. However,
the degree of predictability afforded by the country specific variance risk premia and
the statistical significance of the regression coefficients are generally not as strong as
the previously reported results for the U.S.
These results naturally raise the question of whether world-wide variance risk,
2 Closely related issues pertaining to the use of persistent predictor variables have also been studied
by, e.g., Stambaugh (1999), Ferson, Sarkissian, and Simin (2003), Baker, Taliaferro, and Wurgler
(2006), Campbell and Yogo (2006), Ang and Bekaert (2007), and Goyal and Welch (2008), among
others.
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as opposed to the country specific variance risk, is being priced by the market? To
investigate this idea, we construct a simple “global” variance risk premium proxy,
defined as the market capitalization weighted average of the individual country vari-
ance risk premia. Restricting the effect on this “global” variance risk premium to
be the same across countries in a panel return regression results in much stronger
findings for all of the countries, with a systematic peak in the degree of predictability
around the four month horizon. Moreover, the degree of predictability afforded by
this “global” variance risk premium easily exceeds that of the implied and realized
variation measures when included in isolation. It also clearly dominates that of other
traditional predictor variables that have been shown to work well over longer annual
horizons, including the P/E ratio.3
Our use of the variance difference as a simple proxy for the variance risk premium
implicitly assumes that the volatility follows a random walk.4 To investigate the
sensitive of our main international findings to this simplifying assumption, we define
a forward looking “global” variance risk premium from the differences between the
individual countries one-month options implied variance and the corresponding one-
month VAR-based forecasts for the actual variance. This alternative definition of
the “global” variance risk premium give rise to almost identical international return
predictability patterns.
Putting things into perspective, our new empirical findings are clearly related
to the large existing literature on international stock return predictability (see, e.g.,
3 Related evidence has also been reported in a few other recent studies pertaining to other markets.
In particular, in concurrent independent work, Londono (2010) finds that the U.S. variance risk
premium predicts several foreign stock market returns. In a slightly different context, Mueller,
Vedolin, and Zhou (2011) argue that the U.S. variance risk premium predicts bond risk premia,
beyond the predictability afforded by forward rates, while Buraschi, Trojani, and Vedolin (2010)
and Zhou (2010) show that the variance risk premium also helps predict credit spreads, over and
above the typical interest rate predictor variables.
4 Of course, the variance difference may simply be interpreted as powerful predictor variable in
its own right.
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Harvey, 1991; Bekaert and Hodrick, 1992; Campbell and Hamao, 1992; Ferson and
Harvey, 1993, among others). However, the focus of this literature has tradition-
ally been on longer-run multi-year return predictability. By contrast, our results
pertaining to the “global” variance risk premium concern much shorter-run within
year predictability, and are essentially “orthogonal” to the findings reported in the
existing literature.5
The rest of the paper is organized as follows. Section 2 presents our simulation-
based results pertaining to the statistical inference procedures and robustness of the
existing empirical evidence for the U.S. Section 3 details our international data and
country specific return regressions. The results based on our new “global” variance
risk premium and the combined panel regressions for all of the countries, are discussed
in Section 4. Section 5 concludes.
1.2 General Setup and Monte Carlo Simulations
The key empirical findings reported in Bollerslev, Tauchen, and Zhou (2009) (BTZ,
henceforth), and the subsequent studies cited above, are based on simple OLS re-
gressions of the returns on the aggregate market portfolio over monthly and longer
return horizons on a measure of the one-month variance risk premium.
In particular, let rt,t`τ and V RPt denote the continuously compounded return
from time t to time t ` τ and the variance risk premium at time t, respectively.
Defining the unit time interval to be one month, the multi-period return regressions
in BTZ may then be expressed as,
1
h
hÿ
j“1
rt`pj´1q,t`j “ aphq ` bphqV RPt ` ut,t`h (1.1)
5 Other recent studies highlighting short-run international predictability include Rapach, Strauss,
and Zhou (2010) based on lagged U.S. returns, Ang and Bekaert (2007) and Hjalmarsson (2010)
based on short-term interest rates, and Bakshi, Panayotov, and Skoulakis (2011) based on the Baltic
Dry Index.
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where t “ 1, 2, ..., T ´ h refer to the specific observations used in the regression.
Meanwhile, it is well known that in the context of overlapping return observations,
the regression in (1) can result in spuriously large and highly misleading regression
R2’s, say R2phq, as the horizon h increases; see, e.g., the discussion and many refer-
ences in Campbell, Lo, and MacKinlay (1997). Similarly, the standard errors for the
OLS estimates designed to take account of the serial correlation in ut`h,t based on
the Bartlett kernel advocated by Newey and West (1987) (NW, henceforth), and the
modification proposed by Hodrick (1992) (HD, henceforth), can also both result in
t-statistics for testing hypotheses about aphq and bphq that are poorly approximated
by a standard normal distribution.
Most of the existing analyses pertaining to these and other related finite sample
biases, however, have been calibrated to situations with a highly persistent predictor
variable, as traditionally used in long-horizon return regressions. Even though the
variance risk premium is fairly persistent at the daily frequency, it is much less so at
the monthly level, and as such one might naturally expect the finite sample biases to
be less severe in this situation.6 Our Monte Carlo simulations discussed in the next
section confirm this conjecture in an empirically realistic setting designed to closely
mimic the joint dependencies in actual daily returns and variance risk premia.
1.2.1 Simulation Design
The model underlying our simulations is based on daily S&P 500 composite index
returns (obtained from CRSP). The corresponding daily observations on the variance
risk premium are defined as V RPt “ IVt ´ RVt´1,t, where we rely on the square of
the new VIX index (obtained from the CBOE) to quantify the implied variation IVt,
6 The first order autocorrelation coefficient for the monthly U.S. variance risk premium analyzed
in the empirical section below equals 0.39, and it is even lower for all of the other countries included
in our subsequent analysis. By comparison, the first order autocorrelations for monthly dividend
yields, P/E ratios, and other valuation ratios typically employed in the long-horizon regression
literature, are around 0.95-0.99.
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and the summation of current and previous 20 trading days daily realized variances
(obtained from Standard & Poor’s) together with the squared overnight returns to
quantify the total realized variation over the previous month RVt´1,t.7
The sample period runs from February 1, 1996 to December 31, 2007, for a total
of 2,954 daily observations. The end of the sample purposely coincides with that in
BTZ. We will later investigate the sensitivity of the empirical results to the inclusion
of more recent data involving the financial crisis. The span of the data exactly
matches the length of the commonly available sample for the eight countries analysis
below.
After some experimentation, we arrived at the following bivariate VARp1q-GARCHp1, 1q-
DCC model (see Engle, 2002, for additional details on the DCC model) for the two
daily time series, define ∆ “ 1{20,
rt´∆,t “ ´1.958e-5p0.001q ´ 0.009p0.016qrt´2∆,t´∆ ` 0.025p0.010qV RPt´∆ ` t,r
V RPt “ 3.759e-5p0.001q ` 0.033p0.017qrt´2∆,t´∆ ` 0.972p0.010qV RPt´∆ ` t,vrp
σ2t,r “ 1.280e-6p1.68e-6q ` 0.071p0.004q
2
t´∆,r ` 0.920p0.008qσ
2
t´∆,r
σ2t,vrp “ 2.038e-7p7.59e-6q ` 0.133p0.004q
2
t´∆,vrp ` 0.871p0.028qσ
2
t´∆,vrp
Qt “
¨˝
0.997
p0.036q
´0.754
p0.040q
´0.754
p0.040q
1.023
p0.060q
‚˛` 0.011
p0.002q
ηt´∆η1t´∆ ` 0.979p0.004qQt´∆
Rt “ diagtQtu´1QtdiagtQtu´1,
where ηt ” p t,rσt,r , t,vrpσt,vrp q1, and Et´∆pηtq “ 0 and Et´∆pηtη1tq “ Rt by assumption. The
specific parameter values refer to Quasi Maximum Likelihood Estimates (QMLE)
7 This directly mirrors the definition of the variance risk premium employed in BTZ. Forward
looking measures of V RPt that align IVt with a measure of the expected volatility EtpRVt,t`1q
have also been used in the literature. However, this requires additional modeling assumptions for
calculating EtpRVt,t`1q, whereas the V RPt used here has the obvious advantage of being directly
observable at time t. We will return to this issue in Section 4 below.
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obtained under the auxiliary assumption of conditional normality, with robust stan-
dard errors following Bollerslev and Wooldridge (1992) in parentheses. With the
exception of the lagged daily returns, most of the dynamic coefficients are highly
significant at conventional levels.
The model implies a strong negative (on average) correlation between the inno-
vations to the return and VRP equations. This, of course, is consistent with the
well documented “leverage” effect; see, e.g., Bollerslev, Sizova, and Tauchen (2012b)
and the many references therein. At the same time, as is evident from the equation
for Qt, the conditional correlation clearly varies over time, and as shown in the top
panel in Figure 1.1 reaches a low of close to -0.85 toward the end of the sample. The
bottom three panels in Figure 1.1 indicate that the distribution of the estimated
standardized residuals from the model (i.e., pcηt ” pF´1t pηt, where pFt ¨ pF 1t= pRt) are well
behaved and centered at zero, with variances close to unity, albeit not normally
distributed.8 Thus, all in all the model provides a reasonably good fit to the joint
dynamic dependencies inherent in the two daily series.
As such, we will use this relatively simple-to-implement model as our basic data
generating process for the Monte Carlo simulations, and our analysis of the finite
sample properties of the NW and HD t-statistics, and R2phq’s from the overlapping
return regressions in equation (1).9 Our simulated finite sample distributions will be
based on a total of 2,000 bootstrapped replications from the model. We will look at
monthly sample frequencies, and return horizons h ranging up to 12 months. The
8 The sample means for pcηt,1 and pcηt,2 equal -0.044 and 0.088, the standard deviations equal 0.999
and 1.007, while the skewness and kurtosis equal -0.469 and 0.894, and 4.913 and 7.860, respectively.
Further diagnostic checks also reveal that while the residuals from the return equation appear close
to serially uncorrelated, there is some evidence for neglected longer-run serial dependencies in the
equation for the variance risk premium.
9 The bandwidth in the Bartlett kernel employed in our implementation of the NW standard errors
is set to m “ rh`4˚ ppT ´hsq{100q2{9s, where r¨s refers to the integer value. We also experimented
with the reverse regression technique suggested by Hodrick (1992) for testing bsphq “ 0. The results,
available upon request, were very similar to the ones for the HD t-statistic reported below.
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number of observations for each of the simulated samples is fixed at 149 months,
corresponding to the length of the actual sample used in the estimation of the VAR-
GARCH-DCC model above.10 We begin with a discussion of the size and power
properties of the two t-statistics.
1.2.2 Size and Power
Our characterization of the distributions under the null hypothesis of no return
predictability is based on restricting the coefficients associated with rt´2∆,t´∆ and
V RPt´∆ in the return equation to be identically equal to zero, leaving all of the other
coefficients at their estimated values. In Table 1.1, panel A reports the resulting sim-
ulated 95th percentiles of the tNW and tHD test statistics, along with the regression
R2’s. In line with the evidence in the existing literature, both of the t-statistics
exhibit non-trivial size distortions relative to the nominal one-side 95-percent criti-
cal value of 1.645. Also, the distortions tend to increase with the return horizon h.
Moreover, consistent with the results reported in Hodrick (1992), the biases for the
NW based standard error calculations generally exceed those for the HD standard
errors, and markedly more so the longer the return horizon.
To illustrate the results, we plot in the top left panel in Figure 1.2 the simulated
95-percent critical values for the tNW (dashed lines) and the tHD (solid lines) statistics
for monthly sampled data. We also include in the figure the t-statistics obtained
by running these same regressions on the monthly data over the February 1996
through December 2007 sample period used in calibrating the simulated model. As
the figure shows, the actual tNW -statistics exceeds the simulated critical values for
return horizons in the range of 2 to 3 months. Meanwhile, the tHD-statistics generally
do not exceed the simulated critical values and accordingly do not support the idea
10 As previously noted, this also mimics the length of the commonly available sample for the
international data analyzed below.
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of return predictability.
In order to better understand this discrepancy in the conclusions drawn from the
two tests, we report panel B in Table 1.1 the power of the tests to detect predictability
implied by the unrestricted VAR-GARCH-DCC model. To facilitate comparisons we
only report the size-adjusted power for a 5-percent test. Not surprisingly, the power
of both tests decrease with the return horizon. But, the power of the tNW test exceed
that of the tHD test for return horizons less than a year, and the differences appear
most pronounced at the 1-4 month horizons. These differences are also evident in
the top right panel in Figure 1.2, which plot the relevant power curves.
In addition to the t-statistics associated with the bphq coefficients, the R2phq’s
from the return regressions are also commonly used to assess the strength of the
relationship and the effectiveness of the predictor variable across different horizons.
Of course, it is well known that the biases exhibited by the t-statistics in the context
of long-horizon return regressions with persistent predictor variable carry over to
the R2phq’s, and that these need to be carefully interpreted as well (see, e.g., the
aforementioned study by Boudoukh, Richardson, and Whitelaw, 2008, for a recent
analysis, along with the many references therein).
The corresponding columns in Table 1.1 show that, while less dramatic than the
biases that exist over multi-year return horizons with highly persistent predictor
variables, the R2phq’s can still be quite different from zero under the null of no
predictability in the present setting. In particular, the 95th percentiles are around
5-6 percent at the 2-4 months horizon.
Further to this effect, we show in the bottom left panel in Figure 1.2 select
quantiles in the simulated distribution of the R2phq’s from daily regression that
obtain in the absence of any predictability. Consistent with the findings in the
extant literature pertaining to monthly observations and longer return horizons, all
of the quantiles increase monotonically with the return horizon, and this increase is
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especially marked for the higher percentiles. Intuitively as the horizon increases, the
overlapping return regressions become closer to a spurious type regression.
In addition to the simulated quantiles, the bottom right panel of the figure also
shows the R2phq’s obtained from the monthly return regressions implied by the same
VAR-GARCH-DCC model. Comparing the actual R2phq’s to the simulated per-
centiles again suggest that the degree of predictability is most significant at the
intermediate 2-4 months horizon. This, of course, is directly in line with the infer-
ence based on the t-statistics discussed in the previous section. It also supports the
prior empirical evidence reported in BTZ.
The hump-shaped pattern in the actual R2phq’s, with an apparent peak in the
degree of predictability at the intermediate 2-4 months horizon, also closely mimics
the patterns in the simulated quantiles for the estimated VAR-GARCH-DCC model
depicted in the bottom panel in Figure 1.2. Interestingly, this striking similarity
arises in spite of the fact that the simulated model involves only first-order dynamics
in the equations that describe the daily conditional means.
Taken as a whole, our Monte Carlo simulations and the new regression results
based on daily U.S. returns discussed above clearly support the variance risk premium
as a powerful predictor at the 2-4 month horizons. At the same time, the overlapping
nature of the return regressions tend to attenuate the strength of the predictability
somewhat. Hence, in an effort to further corroborate the existing empirical evidence
pertaining exclusively to the U.S. market and data prior to the 2008 financial crisis,
we next turn to a discussion of our new empirical findings involving more recent data
and several other countries. For each country considered, we will base our empirical
investigations on monthly predictive regression and NW-based standard errors with
simulated critical values.
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1.3 International Evidence
Motivated by the Monte Carlo simulation results, we will rely on the common bench-
mark monthly OLS regressions, along with the simulated NW critical values and
tNW -statistics for characterizing the return predictability internationally, keeping in
mind the finite sample biases documented in the simulations. We will restrict our
analysis to France, Germany, Japan, Switzerland, the Netherlands, Belgium, the
U.K., and the U.S., all of which have highly liquid options markets and readily avail-
able model-free implied variances for their respective aggregate market indexes (see
Siriopoulos and Fassas, 2009, for a recent summary of the model-free and parametric
options implied volatility indexes available for different countries). We begin with a
brief discussion of the data.
1.3.1 Data and Summary Statistics
Our monthly aggregate market returns for the different countries are based on data
for the French CAC 40 (obtained from Euronext), the German DAX 30 (obtained
from Deutsche Bo¨rse), the Japanese Nikkei 225, the Swiss SMI, the Netherlands
AEX, the Belgium BEL 20, and the U.K. FTSE 100 (all obtained from Datastream),
and the U.S. S&P 500 (obtained from Standard & Poor’s). We use the sum of the
daily squared returns over a month to construct end-of-month realized variances
RV it for each of the countries. We obtain the corresponding end-of-month model-
free implied volatilities pIV it q1{2 for the S&P 500 (VIX) from the CBOE, the CAC
(VCAC) from Euronext, the DAX (VDAX) from Deutsche Bo¨rse, while those for the
FTSE (VFTSE), the SMI (VSMI), AEX (VAEX) and BEL (VBEL) were obtained
from Datastream. Our data for the Japanese volatility index (VXJ) was obtained
directly from the Center for the Study of Finance and Insurance at Osaka University
(see Nishina, Maghrebi, and Kim, 2006, for a more detailed discussion of the VXJ
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index). Finally, the risk-free rates used in the construction of the excess returns were
obtained from the Federal Reserve Board and Eurocurrency via Datastream.11
The sample period for each of the series extends from January 2000 to December
2011. The beginning of the sample coincides with the back-dated initial date of
the NYSE Euronext volatility indices.12 The use of more recent data through 2011
allows for additional validation of the original empirical evidence for the U.S. based
on data prior to the financial crisis.
In accordance with the empirical analysis in the previous section, the proxy for
the variance risk premium for each of the individual countries is simply defined by
V RP it ” IV it ´ RV it´1,t. As noted above, this proxy has the obvious advantage
of being directly observable. The time series plots of V RP it for each of the eight
countries in Figure 1.3 clearly show the dramatic impact of the financial crisis, and the
exceptionally large variance risk premia observed in the Fall of 2008. Interestingly,
however, the premium for the DAX, and to a lesser extent the SMI, were almost as
large and negative in 2001-2002.
The standard set of summary statistics reported in Table 3.1 also show a remark-
able coherence in the distributions of the variance risk premia and monthly excess
returns across countries. In particular, looking at Panel A, the average excess returns
all reflect the often-called “lost decade,” ranging from a high of -2.54 for Switzerland
to a low of -9.26 for Belgium. Of course, the corresponding standard deviations all
point to considerable variations in the returns around their negative sample means.
The variance risk premia are almost all positive on average, ranging from a low
of -2.74 for Belgium to a high of 12.32 for Japan on a percentage-squared monthly
11 The use of excess returns, as opposed to raw returns, has almost no effect on the results from
the return predictability regressions reported below.
12 The volatility indexes is available prior to January 2000 for some of the countries; VDAX (De-
cember 1994), VXJ (January 1998), VSMI (January 1999) and VIX (January 1990). Comparable
results to the ones for the country specific regressions discussed below based on the longest possible
sample for each of the countries are reported in a Supplementary Appendix available upon request.
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basis. “Selling” volatility has been highly profitable on average over the last decade.
Meanwhile, consistent with the visual impressions from Figure 1.3, all of the premia
are significantly negatively skewed and exhibit large excess kurtosis. Even though
the implied and realized variances are both strongly serially correlated for all of
the countries, the variance risk premia are generally not very persistent, and the
maximum first order serial correlation observed for the S&P 500 equals just 0.39.
Turning to Panels B and C, the sample cross-country correlations are all fairly high,
and with the exceptions of those for the Nikkei and Belgium, the correlations for the
returns all exceed 0.80, while those for the variance risk premia are in excess of 0.70.
The similarities in the summary statistics in Table 3.1 and the time series plots
in Figure 1.3, naturally suggest that the same predictive relationship documented for
the U.S. returns and variance risk premium may hold true for the other countries.
The results discussed in the next subsection generally corroborate this conjecture.
1.3.2 Country Specific Regressions
In parallel to the general multi-period return regressions defined in (1.1), our monthly
return regressions for each of the individual countries may be conveniently expressed
as,
h´1rit,t`h “ aiphq ` biphqV RP it ` uit,t`h , (1.2)
where rit,t`h and V RP it refer to the h “ 1, 2, ..., 12 month excess return and variance
risk premium for country i, respectively.
The actual estimates for biphq and the corresponding tNW -statistics reported in
Table 2.4 obviously differ somewhat across countries. However, with the exception
of France, Belgium and the U.S., the estimated coefficients all show the same general
pattern starting out fairly low and insignificant at the shortest one-month horizon,
rising to their largest values at 3-5 months, and then gradually tapering off thereafter
for longer return horizons. These similarities are also evident in Figure 1.4, which
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displays the regression coefficients along with their 90% NW standard error bands
according to our simulated critical value in the simulation section.13
These similarities in the patterns in the estimated bphq coefficients naturally trans-
late into very similar patterns in the regression R2phq’s as well. In particular, looking
at the plots in Figure 1.5, all of the R2phq’s exhibit an almost identical hump-shaped
pattern with the degree of predictability maximized around the 4 months horizon. Of
course, the actual values of the R2phq’s vary somewhat across the different country
indices, achieving a maximum of only 0.60 percent for the Nikkei 225 compared to
13.03 percent for the S&P 500.14 Interestingly, this value of R2p3q “ 13.02 for the
U.S. exceeds that obtained with monthly data through the end of 2007 previously
reported in BTZ and Drechsler and Yaron (2011a).
The qualitative results from the country specific VRP regressions, while not as
significant, are generally in line with the existing results for the U.S. Going one step
further, the similarities in the patterns observed across the different countries also
suggest that even stronger results may be available by pooling the regressions and
entertaining the notion of a common “global” variance risk premium. We explore
these ideas next.
13 We also try Stambaugh correction for the country specific regression, and we find that the
estimated bias is negligible. In fact, variance risk premiums at monthly frequency are much less
persistent, and the contemporaneous correlation between residuals of a bivariate VAR are only
slightly negatively correlated. The Stambaugh correction results are reported in the Supplementary
Appendix.
14 This lack of predictability for Japan is also consistent with the evidence reported in Ubukata
and Watanabe (2011).
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1.4 Global Variance Risk
Our proxy for the “global” variance risk premium is based on a simple capitalization
weighted average of the proxies for country specific variance risk premia,
V RP globalt ”
8ÿ
i“1
witV RP
i
t ,
where i “ 1, 2, ..., 8 refer to each of the eight countries included in our analysis.15
The end-of-month market capitalizations used in defining the weights wit are obtained
from Thomson Reuters Institutional Brokers’ Estimate System (I/B/E/S) via Datas-
tream. The plot of the weights in Figure 1.6 shows that the U.S. market accounts for
around sixty percent through most of the sample period, with the Japanese market
a distant second. This large weight assigned to the U.S. market in our definition of
the “global” VRP index is also implicit in the aforementioned summary statistics in
Panel C in Table 3.1, and the relatively high correlation of 0.89 between V RP globalt
and V RP S&P500t .
1.4.1 Individual Country Regressions
The results for the regressions obtained by replacing the country specific V RP it ’s in
equation (2) with the new V RP globalt proxy,
h´1rit,t`h “ aiphq ` biphqV RP globalt ` uit,t`h , (1.3)
are reported in Table A. Comparing the results to the ones for the country specific
regressions in Table 2.4, reveals even stronger commonalities and uniform patterns
across countries. The “global” VRP proxy serves as a highly significant predictor
variable for all of the different country returns, with tNW -statistics systematically
15 This parallels the construction used in Harvey (1991) in the estimation of the world price of
covariance risk.
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in excess of 4.0 at the 4 or 5 months horizon. Further increasing the horizon h,
V RP globalt systematically becomes insignificant for predicting the longer 9 and 12
months returns.
These striking cross-country similarities are also evident from the plots of the
estimated regression coefficients and the 90% NW-based confidence bands with sim-
ulated critical values in Figure 1.7. Not only do the individual country estimates for
the biphq’s look very similar, the confidence bands also tend to be tighter compared
to the country specific regressions discussed above. Further along these lines, Figure
1.8 shows the general patterns in the predictability, as measured by the R2phq’s,
to be very similarly shaped across countries, with peaks at the 4-5 months return
horizon.16
These remarkable similarities in the estimates for the different countries, naturally
suggest restricting the coefficients in equation (1.3) to be the same across countries,
as a way to enhance the efficiency of the estimates and to ensure a common reward
for bearing “global” variance risk.
1.4.2 Panel Regressions
The estimation results from the panel regression that restricts the coefficients for the
“global” variance risk premium to be the same across countries,
h´1rit,t`h “ aphq ` bphqV RP globalt ` uit,t`h , (1.4)
are reported in Table A (for additional details on calculating standard errors, see,
e.g., Petersen, 2009).17 As the table clearly shows, the use of panel regressions do
16 The relatively large weight assigned to the U.S. in our construction of the “global” variance
risk premium means that fairly similar results are obtained by replacing the new V RP globalt in the
regressions in equation 1.3 with V RPS&P500t . These additional results are available upon request.
Comparable empirical results based on the U.S. variance risk premium have also recently been
reported in concurrent independent work by Londono (2010), who ascribes the predictability to
informational frictions along the lines of Rapach, Strauss, and Zhou (2010).
17 We also experimented with the two-way cluster analysis in Cameron, Gelbach, and Miller (2011),
resulting in very similar findings.
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indeed result in more accurate estimates, and a highly significant tNW -statistics of
10.91 at the 4-months horizon. The average panel regression R2phq’s for the eight
countries also gradually rise from less than 2 percent at the one-month horizon to a
large 6.21 percent for the 4-month returns, tapering off to zero for the longer 9-12
month return horizons.
These key empirical findings are succinctly summarized in Figure A.2, which plots
the panel regression estimates for the bphqs based on the country specific VRP’s and
the “global” VRP proxy along with their two NW-based standard error bands (top
two panels), and the corresponding panel regression R2phq’s (bottom two panels).
The V RP global-based regressions (depicted in the right two panels) obviously result
in sharper coefficient estimates and stronger average predictability across the eight
countries than do the individual country V RP i regression (depicted in the left two
panels).
The average panel regression R2phq’s, of course, mask important cross-country
differences in the degree of predictability. We therefore also show in Figure A.3
the country specific implied R2phq’s obtained by evaluating the individual country
regressions in equation (1.3) at the more precisely estimated common aˆphq and bˆphq
obtain from the panel regressions in equation (1.4). Comparing Figure A.3 to the
earlier Figure 1.8 for the individual country regressions, it is clear that the added
precision afforded by restricting the aiphq and biphq coefficients to be the same across
countries sacrifices very little in terms of the implied predictability.
1.4.3 Robustness Checks
To assess the robustness of these striking international predictability patterns, the
next panel in Table A reports the results obtained by including a capitalization
weighted average of the country specific P/E ratios as an additional regressor in
equation (1.4). Consistent with the results for the U.S. market in isolation reported in
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BTZ, the “global” P/E ratio adds nothing to the predictability afforded by V RP global
within the one-year horizons reported in the table, leaving all of the estimates for
bphq and the R2phq’s almost the same. The predictability of the “global” variance
risk premium is effectively “orthogonal” to that documented in the existing literature
based on more traditional macro-finance variables, such as the P/E ratio, dividend
yields, and consumption-wealth ratios, which are typically only significant over longer
multi-year return horizons (see, e.g., the classic studies by Fama and French, 1988a;
Campbell and Shiller, 1988b; Lettau and Ludvigson, 2001).18
To further highlight the predictive gains afforded by the use of our “global”
VRP as opposed to the own country VRP’s, the last two panels in Table A show
the estimates obtained by including each individual country’s premium in a panel
regression in place of V RP global,
h´1rit,t`h “ aphq ` bphqV RP it ` uit,t`h . (1.5)
While the results still point to overall efficiency gains from the use of the panel
regression relative to the country specific regressions in Table 2.4, the magnitude of
the return predictability is obviously much lower than for V RP global. The “global”
variance risk premium is clearly a much better predictor of the future returns for
most of the countries than the individual country specific premia. Again, including
the country specific P/E ratios in the same panel regression do not material affect
the overall predictability as measured by the R2s, nor the values of the estimated
regression coefficients for the variance risk premia.
18 Further corroborating the results for the U.S. market in BTZ, we also found that including the
implied “global” variance or the realized “global” variance together with the “global” variance risk
premium resulted in mostly insignificant coefficient estimates. These additional results are available
upon request.
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1.4.4 Forward Looking Global Variance Risk Premium
Our proxy for the “global” variance risk premium underlying our main findings
discussed above is based on a weighted average of the variance difference for each the
countries. This directly mirrors the original proxy for the U.S. variance risk premium
employed in BTZ, and the proxy used in the country specific regressions in Section 3.
To assess the sensitivity of our results to this simple and easy-to-implement proxy, we
briefly summarize the results obtained by replacing the model-free lagged monthly
realized variances with forward looking model-based expectations in the way we
define the “global” variance risk premium.
Specifically, let EtpRV it,t`1q denote the time t expectation of the one-month ahead
return variation for country i. Additionally, let FV RP it “ IV it ´EtpRV it,t`1q denote
the corresponding forward looking variance risk premia for country i. We then define
a forward looking “global” variance risk premium by,
FV RP globalt ”
8ÿ
i“1
witFV RP
i
t .
In contrast to the V RP global defined above, FV RP global necessitates the use of a
model for generating the forward expectations EtpRV it,t`1q. In the results reported
on below, we follow Andersen, Bollerslev, and Diebold (2007) and Corsi (2009a) in
generating these forecasts from HAR-RV type models in which we regress RV it,t`1
for each of the eight countries on the daily, weekly, and monthly realized variances,
RV it´∆,t, RV it´5∆,t, and RV it´1,t (where ∆ “ 1{20), respectively, along with the options
implied variances, IV it , for all of the other seven countries.
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19 We make sure that all of the regressors are properly aligned to correct for the different time zones,
so that none of the predictions involve any future information. We also experimented with the use of
a standard VAR(1) model involving only the current monthly realized variation measures, RV it´1,t,
and options implied variation measures, IV it , for generating EtpRV it,t`1q, resulting in qualitatively
similar, albeit not as significant, predictive return regressions. Further details concerning these
additional results are summarized in the Supplementary Appendix available upon request.
20
The resulting FV RP global is plotted in Figure A.4 (bottom panel), together with
the previously used simple V RP global proxy (top panel). While the two series obvi-
ously differ, the general dynamic dependencies are obviously quite similar. The large
negative spike in V RP global observed at the height of the financial crisis is slightly
diminished in the forward looking FV RP global.
Turning to the predictive return regressions, the top panel in Table 1.6 reports
the estimates from the same panel regressions in equation (1.4) using FV RP global in
place of V RP global. While the NW-based t-statistics for the 1-6 month returns are all
slightly lower than the comparable tNW -statistics reported in the top panel in Table
A, they remain highly significant at any reasonable level. In fact, the statistical
significance of the regressions based on FV RP global extends to at least the 9 month
horizon. The R2s also show a similar hump shaped pattern to the ones in Table A and
Figure A.2, with the predictability now maximized at the slightly longer 5-6 month
horizon. This shift in the location of the peak is also consistent with the Monte Carlo
results in Figure 1.2, and the slightly smaller first order autocorrelation of 0.31 for
FV RP global compared to 0.36 for V RP global. The second panel in Table 1.6 again
further corroborates our key empirical findings, and the idea that the predictability
inherent in the “global” variance risk premium is essentially “orthogonal” to that in
the “global” P/E ratio, which only kicks in over longer annual horizons.
In sum, the estimated regression coefficients for the “global” variance risk pre-
mium are fairly similar across countries, and with the exception of the U.S., the
R2phq’s for the panel regressions are generally larger for the “global” VRP than for
the “local” VRP’s.
These empirical findings are directly in line with a stylized two-country consump-
tion based equilibrium model. We show that the “global” variance risk premium’s
includes relatively larger amount of the aggregate volatility uncertainty than the local
variance risk premium from the smaller country—of which the consumption weight
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is less than one half, directly mirroring the “global” variance risk premium’s stronger
return predictability. Conversely, for the larger country (the U.S.), the “local” VRP
gives rise to marginally higher slope coefficients than the “global” VRP.20
1.5 Conclusion
A number of recent studies have argued that aggregate U.S. stock market return
is predictable over relatively short 3-5 month horizons by the difference between
options implied and actual realized variation, or the so-called variance risk premium.
We show that this newly documented predictability is not due to finite sample biases
in the statistical inference procedures, and that the apparent hump-shaped pattern in
the degree of predictability documented in over-lapping monthly returns regressions
is entirely consistent with the implications from an empirically realistic bivariate
daily time series model for the returns and variance risk premia.
Further corroborating the existing empirical evidence for the U.S., we show that
the same basic predictive relationship between future returns and current variance
risk premia holds true with more recent “out-of-sample” data through 2011. We
also show that the same basic results hold true for a set of seven other countries,
although the magnitude of the predictability and the statistical significance of the
own country variance risk premium tend to be somewhat muted relative to those
observed for the U.S.
Meanwhile, employing a capitalization weighted “global” variance risk premium
results in very similar shaped predictability patters across return horizons for all of
the countries in our sample, and uniformly larger t-statistics. Further restricting the
regression coefficients and the compensation for “global” variance risk to be the same
across countries, we find even stronger results and highly significant test statistics,
20 Details of the model setup and calibration evidence can be found in the online Supplementary
Appendix.
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with the degree of predictability maximized at the 4-5 month horizon.
The “global” variance risk premium may be seen as a proxy for world-wide ag-
gregate economic uncertainty, therefore “global” variance risk premium generally
provides more accurate predictions of the future individual country returns than the
own country variance risk premia. Alternatively, the “global” variance risk premium
may be interpreted as a measure of aggregate risk aversion (e.g., Bekaert, Engstrom,
and Xing, 2009), or a summary measure of world-wide disagreements in beliefs (e.g.,
Buraschi, Trojani, and Vedolin, 2010). All of these different economic mechanisms
likely play some role in generating the strong international return predictability em-
bodied in the “global” variance risk premium first documented here. We leave it for
future research to sort out this important question.
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Table 1.1: Simulated Size, Power and R2
The top panel reports the simulated 95-percentiles in the finite sample distributions of tNW and
tHD for testing the hypothesis that bsphq “ 0 based on the return predictability regression in
equation (1), along with the adjusted R2 from the regression. The data are generated from the
VAR-GARCH-DCC model discussed in the main text, restricting the coefficients in the conditional
mean equation for the returns to be equal to zero. The lower panel reports the simulated
power of the size-adjusted 5-percent tNW and tHD statistics for testing the null hypothesis of no
predictability and bsphq “ 0 in the return regression in equation (1). The data are generated from
the VAR-GARCH-DCC model discussed in the main text. In both size and power studies, the
“monthly” regressions involve 149 observations, and the simulations are based on a total of 2,000
replications.
Panel A: Simulated Size and R2
Horizon 1 2 3 4 5 6 9 12
tNW 2.2602 2.5199 2.7876 2.9413 3.2413 3.2200 3.3143 3.5087
tHD 2.2763 2.1871 2.0835 2.1063 2.1024 2.1237 2.1631 2.1857
adj.R2 3.0169 4.8366 5.7740 6.3148 7.4592 7.5017 8.1923 8.6792
Panel B: Simulated Power
Horizon 1 2 3 4 5 6 9 12
pwNW 0.8865 0.8450 0.7680 0.6855 0.5625 0.5070 0.3680 0.2770
pwHD 0.8070 0.7625 0.7105 0.6265 0.5470 0.4970 0.3500 0.3025
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Figure 1.1: Estimated VAR-GARCH-DCC Model
The first panel plots the daily conditional correlations between the returns and the variance risk
premium implied by the estimated VAR(1)-GARCH(1,1)-DCC model described in the main text.
The lower left and right two panels provide a scatterplot and histograms, respectively, for the
standardized residuals from the estimated model, pcηt. The daily sample used in estimating the
model spans the period from February 1, 1996 to December 31, 2007, for a total of 2,954 daily
observations.
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Table 1.3: Country Specific Regressions
The results are based on the monthly regression in equation (2). tNW -statistics are
reported in parentheses. The sample period extends from January 2000 to December
2011.
Index Horizon 1 2 3 4 5 6 9 12
AEX Constant -10.29 -10.55 -10.31 -10.73 -11.10 -10.79 -10.15 -9.74
( -1.37) ( -1.44) ( -1.42) ( -1.49) ( -1.55) ( -1.49) ( -1.36) ( -1.29)
V RP it 0.16 0.17 0.13 0.16 0.18 0.15 0.08 0.05
( 0.98) ( 1.37) ( 1.51) ( 1.91) ( 3.04) ( 2.86) ( 1.94) ( 1.47)
Adj.R2 0.14 0.91 0.58 1.69 3.20 2.25 0.50 -0.07
BEL 20 Constant -4.11 -4.58 -4.85 -5.04 -5.20 -5.20 -4.93 -4.79
( -0.67) ( -0.69) ( -0.68) ( -0.69) ( -0.70) ( -0.69) ( -0.63) ( -0.61)
V RP it 0.42 0.31 0.21 0.22 0.21 0.17 0.08 0.04
( 3.00) ( 3.25) ( 3.36) ( 3.44) ( 3.56) ( 3.79) ( 2.45) ( 1.38)
Adj.R2 7.07 5.59 3.35 4.53 4.33 2.93 0.47 -0.44
CAC 40 Constant -9.30 -9.38 -9.46 -9.77 -9.75 -9.40 -8.60 -8.20
( -1.55) ( -1.56) ( -1.56) ( -1.58) ( -1.54) ( -1.46) ( -1.28) ( -1.19)
V RP it 0.24 0.23 0.22 0.23 0.19 0.14 0.06 0.04
( 2.22) ( 2.68) ( 3.49) ( 4.45) ( 4.75) ( 3.33) ( 1.54) ( 1.03)
Adj.R2 1.50 2.78 4.15 5.55 4.17 2.32 -0.05 -0.33
DAX 30 Constant -5.11 -5.73 -5.70 -6.18 -6.27 -5.41 -4.35 -4.14
( -0.65) ( -0.75) ( -0.76) ( -0.84) ( -0.85) ( -0.72) ( -0.56) ( -0.53)
V RP it 0.02 0.17 0.18 0.25 0.25 0.16 0.08 0.11
( 0.13) ( 0.89) ( 1.38) ( 2.11) ( 2.74) ( 1.79) ( 1.64) ( 2.41)
Adj.R2 -0.71 0.19 0.75 2.70 3.28 1.12 -0.08 0.83
FTSE 100 Constant -5.23 -5.71 -6.29 -6.71 -6.69 -6.37 -5.60 -5.33
( -1.08) ( -1.20) ( -1.38) ( -1.46) ( -1.42) ( -1.32) ( -1.12) ( -1.04)
V RP it 0.04 0.07 0.15 0.18 0.16 0.13 0.04 0.02
( 0.39) ( 1.03) ( 3.26) ( 4.19) ( 4.14) ( 2.45) ( 1.15) ( 0.44)
Adj.R2 -0.65 -0.36 1.56 3.64 3.40 2.25 -0.30 -0.70
Nikkei 225 Constant -7.45 -7.94 -8.55 -8.38 -8.07 -7.46 -6.16 -5.57
( -1.11) ( -1.22) ( -1.31) ( -1.32) ( -1.27) ( -1.17) ( -0.93) ( -0.83)
V RP it -0.01 0.02 0.11 0.12 0.11 0.09 0.02 0.02
( -0.11) ( 0.18) ( 1.13) ( 1.38) ( 1.38) ( 1.13) ( 0.41) ( 0.46)
Adj.R2 -0.71 -0.70 0.08 0.60 0.50 0.24 -0.65 -0.70
SMI Constant -2.73 -3.78 -4.01 -4.84 -5.27 -5.07 -4.45 -4.36
( -0.46) ( -0.65) ( -0.69) ( -0.85) ( -0.93) ( -0.89) ( -0.76) ( -0.72)
V RP it 0.03 0.12 0.14 0.22 0.24 0.20 0.13 0.12
( 0.22) ( 1.08) ( 1.35) ( 2.12) ( 2.97) ( 2.56) ( 2.20) ( 3.01)
Adj.R2 -0.69 -0.08 0.42 2.98 4.11 3.08 1.36 1.62
S&P 500 Constant -6.64 -6.25 -6.34 -6.09 -6.17 -5.31 -4.12 -3.68
( -1.46) ( -1.33) ( -1.36) ( -1.26) ( -1.24) ( -1.04) ( -0.77) ( -0.68)
V RP it 0.50 0.38 0.37 0.34 0.30 0.20 0.06 0.03
( 4.17) ( 4.36) ( 6.39) ( 5.37) ( 5.13) ( 3.26) ( 1.30) ( 0.61)
Adj.R2 8.89 8.72 13.03 12.83 10.77 5.26 0.10 -0.53
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Table 1.4: “Global” Variance Risk Premium Regressions
The results are based on the monthly regression in equation (3). tNW -statistics are
reported in parentheses. The sample period extends from January 2000 to December
2011.
Index Horizon 1 2 3 4 5 6 9 12
AEX Constant -11.38 -11.52 -11.22 -11.52 -12.09 -11.39 -10.06 -9.55
( -1.56) ( -1.59) ( -1.58) ( -1.61) ( -1.68) ( -1.56) ( -1.34) ( -1.26)
V RP globalt 0.29 0.28 0.23 0.25 0.29 0.21 0.06 0.02
( 1.99) ( 2.54) ( 3.45) ( 3.98) ( 4.72) ( 2.92) ( 1.11) ( 0.48)
Adj.R2 0.80 1.80 1.77 2.86 4.49 2.51 -0.36 -0.70
BEL 20 Constant -8.35 -7.78 -7.47 -7.58 -7.33 -6.72 -5.58 -5.05
( -1.18) ( -1.09) ( -1.04) ( -1.05) ( -0.99) ( -0.89) ( -0.72) ( -0.65)
V RP globalt 0.42 0.33 0.29 0.31 0.26 0.19 0.08 0.03
( 2.79) ( 3.50) ( 4.70) ( 6.87) ( 5.26) ( 3.06) ( 1.53) ( 0.63)
Adj.R2 3.77 3.62 3.81 5.67 3.83 1.95 -0.16 -0.66
CAC 40 Constant -11.09 -11.18 -11.12 -11.29 -11.24 -10.38 -8.96 -8.31
( -1.81) ( -1.84) ( -1.85) ( -1.85) ( -1.77) ( -1.61) ( -1.34) ( -1.21)
V RP globalt 0.33 0.33 0.32 0.32 0.29 0.20 0.08 0.03
( 2.89) ( 3.38) ( 5.51) ( 6.99) ( 5.22) ( 3.01) ( 1.67) ( 0.87)
Adj.R2 1.90 3.95 5.51 7.34 6.30 3.12 0.01 -0.57
DAX 30 Constant -7.12 -7.31 -7.26 -7.49 -7.52 -6.27 -4.49 -3.86
( -0.96) ( -0.98) ( -1.01) ( -1.03) ( -1.00) ( -0.82) ( -0.58) ( -0.49)
V RP globalt 0.29 0.33 0.33 0.37 0.35 0.23 0.08 0.05
( 2.21) ( 2.23) ( 4.59) ( 6.41) ( 3.70) ( 2.25) ( 1.20) ( 0.86)
Adj.R2 0.58 2.36 4.05 6.47 6.61 2.98 -0.13 -0.50
FTSE 100 Constant -6.30 -6.50 -6.73 -6.87 -7.03 -6.57 -5.71 -5.37
( -1.41) ( -1.44) ( -1.53) ( -1.52) ( -1.51) ( -1.37) ( -1.15) ( -1.05)
V RP globalt 0.18 0.18 0.21 0.21 0.21 0.16 0.06 0.02
( 1.74) ( 1.82) ( 3.45) ( 4.63) ( 3.48) ( 2.23) ( 1.30) ( 0.47)
Adj.R2 0.63 1.56 3.97 5.33 5.80 3.57 0.04 -0.65
Nikkei 225 Constant -8.76 -8.69 -9.00 -8.62 -8.36 -7.51 -5.97 -5.37
( -1.25) ( -1.29) ( -1.41) ( -1.37) ( -1.31) ( -1.17) ( -0.91) ( -0.81)
V RP globalt 0.16 0.13 0.23 0.24 0.20 0.14 0.01 0.00
( 1.21) ( 1.74) ( 3.88) ( 4.45) ( 2.84) ( 1.67) ( 0.15) ( 0.13)
Adj.R2 -0.18 -0.09 2.03 2.81 2.12 0.91 -0.74 -0.77
SMI Constant -3.80 -4.80 -5.14 -5.44 -5.69 -5.23 -4.01 -3.71
( -0.67) ( -0.87) ( -0.94) ( -0.98) ( -1.01) ( -0.91) ( -0.68) ( -0.61)
V RP globalt 0.17 0.24 0.27 0.29 0.27 0.21 0.06 0.03
( 1.62) ( 3.71) ( 4.94) ( 5.21) ( 6.86) ( 4.56) ( 1.78) ( 0.85)
Adj.R2 0.45 2.86 5.16 7.38 7.60 4.65 -0.07 -0.60
S&P 500 Constant -6.38 -6.13 -6.34 -6.26 -6.20 -5.42 -4.28 -3.87
( -1.39) ( -1.30) ( -1.37) ( -1.32) ( -1.27) ( -1.08) ( -0.80) ( -0.71)
V RP globalt 0.47 0.36 0.38 0.35 0.31 0.22 0.09 0.05
( 3.84) ( 4.22) ( 5.89) ( 5.94) ( 4.60) ( 2.94) ( 1.54) ( 1.04)
Adj.R2 6.32 6.74 11.10 12.05 9.94 5.47 0.57 -0.06
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Table 1.5: Panel Regressions
The results are based on the monthly “global” and country-specific panel regressions
in the equation (4) and (5), respectively. NW-based t-statistics are reported in the
parentheses. The sample period extends from January 2000 to December 2011.
“Global” Regressors
Horizon 1 2 3 4 5 6 9 12
Constant -7.90 -7.99 -8.04 -8.13 -8.18 -7.44 -6.13 -5.64
( -3.08) ( -3.98) ( -4.56) ( -5.06) ( -5.29) ( -4.88) ( -4.63) ( -5.89)
V RP globalt 0.29 0.27 0.28 0.29 0.27 0.19 0.06 0.03
( 5.23) ( 7.27) ( 7.58) ( 10.91) ( 8.44) ( 6.33) ( 3.26) ( 1.72)
Adj.R2 1.92 3.03 4.67 6.21 5.91 3.43 0.44 0.06
Constant 3.09 -1.20 0.17 7.60 9.71 9.67 6.96 -1.59
( 0.14) ( -0.06) ( 0.01) ( 0.56) ( 0.70) ( 0.72) ( 0.72) ( -0.22)
V RP globalt 0.30 0.28 0.29 0.31 0.28 0.21 0.07 0.03
( 5.95) ( 9.41) ( 9.97) ( 13.58) ( 10.79) ( 9.04) ( 5.19) ( 2.30)
logpPt{Etqglobal -5.07 -3.13 -3.78 -7.24 -8.23 -7.86 -5.99 -1.85
( -0.49) ( -0.34) ( -0.52) ( -1.14) ( -1.28) ( -1.25) ( -1.32) ( -0.58)
Adj.R2 1.88 2.97 4.65 6.38 6.21 3.74 0.66 0.00
Country-Specific Regressors
Horizon 1 2 3 4 5 6 9 12
Constant -6.87 -7.03 -6.98 -7.24 -7.32 -6.89 -6.08 -5.73
( -2.56) ( -2.72) ( -3.22) ( -3.52) ( -4.09) ( -4.29) ( -5.11) ( -5.27)
V RP it 0.20 0.19 0.18 0.21 0.20 0.15 0.07 0.05
( 4.64) ( 4.08) ( 5.48) ( 6.92) ( 5.69) ( 4.14) ( 2.76) ( 2.47)
Adj.R2 1.17 1.88 2.57 4.06 4.25 2.77 0.79 0.50
Constant 2.31 3.15 2.80 2.97 3.15 2.93 2.48 0.33
( 0.40) ( 0.57) ( 0.54) ( 0.68) ( 0.81) ( 0.78) ( 0.87) ( 0.15)
V RP it 0.21 0.20 0.19 0.22 0.21 0.16 0.08 0.06
( 5.58) ( 5.62) ( 9.51) ( 10.47) ( 7.24) ( 5.39) ( 3.78) ( 3.61)
logpP it {Eitq -4.61 -5.11 -4.91 -5.12 -5.24 -4.91 -4.27 -3.02
( -1.79) ( -2.22) ( -2.24) ( -2.63) ( -2.98) ( -2.82) ( -3.05) ( -2.62)
Adj.R2 1.18 2.00 2.75 4.33 4.60 3.12 1.15 0.71
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Table 1.6: Panel Regressions with Forecasted “Global” Variance Risk Premium
The results are based on the monthly forecasted “global” panel regressions in the
equation (4) and (5), respectively. NW-based t-statistics are reported in the paren-
theses. The sample period expends from January 2000 to December 2011.
Horizon 1 2 3 4 5 6 9 12
Constant -10.43 -9.24 -8.51 -8.54 -9.01 -8.70 -7.20 -6.39
( -3.50) ( -3.58) ( -3.56) ( -3.90) ( -4.42) ( -4.61) ( -4.72) ( -5.37)
FV RP globalt 0.49 0.35 0.28 0.28 0.32 0.30 0.17 0.10
( 6.05) ( 6.26) ( 5.19) ( 5.98) ( 6.19) ( 5.07) ( 3.75) ( 2.49)
Adj.R2 4.86 4.26 3.91 4.80 7.68 7.63 3.22 1.56
Constant 4.61 -2.52 -3.14 3.16 10.34 12.38 10.32 0.89
( 0.19) ( -0.12) ( -0.18) ( 0.21) ( 0.73) ( 1.02) ( 1.03) ( 0.13)
FV RP globalt 0.50 0.35 0.28 0.29 0.34 0.32 0.18 0.11
( 6.79) ( 7.47) ( 7.01) ( 8.02) ( 7.87) ( 6.24) ( 5.46) ( 3.42)
logpPt{Etqglobal -6.95 -3.10 -2.48 -5.39 -8.90 -9.69 -8.03 -3.33
( -0.62) ( -0.32) ( -0.30) ( -0.76) ( -1.35) ( -1.67) ( -1.77) ( -1.14)
Adj.R2 4.86 4.21 3.85 4.86 8.05 8.15 3.70 1.59
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Figure 1.2: Simulated Size and Power
The upper left panel reports the 95-percentiles in the finite-sample distributions of the tNW (dash
line) and tHD (solid line) based on simulated “monthly” data from the restricted VAR-GARCH-
DCC model under the null of no predictability. The dashed and solid star lines refer to the corre-
sponding t-statistics for actual monthly U.S. S&P 500 returns spanning Feb1996 to Dec2007. The
lower left panel plots the quantiles in the finite-sample distribution of the R2 from the return regres-
sion in equation (1) and simulated “monthly” date from the restricted VAR-GARCH-DCC model
under the null of no predictability. The star dashed line refer to the corresponding R2’s in actual
daily U.S. S&P 500 returns spanning February 1, 1996 to December 31, 2007. The right two pan-
els are based on unrestricted VAR-GARCH-DCC model: the top panel give simulated “monthly”
percentage power and the size-adjusted 5-percent tNW (dashed line) and tHD (solid line) statistics;
the bottom panel reports the quantiles in the simulated finite-sample distribution.
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Figure 1.3: Variance Risk Premia
The figure shows the monthly proxies for the variance risk premia V RP it for Netherlands (AEX),
Belgium(BEL 20), France (CAC 40), Japan (Nikkei 225), Germany (DAX 30), Switzerland (SMI
20), the U.K. (FTSE 100), and the U.S. (S&P 500). The risk premia are constructed by subtracting
the actual realized variation from the model-free options implied variation. The sample period spans
January 2000 to December 2011
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Figure 1.4: Country Specific Regression Coefficients
The figure shows the estimated regression coefficients for V RP it for each of the country specific
return regressions reported in Table 2.4, together with NW-based 90% standard error bands, see
Table 1 for simluated critical value from one to twelve months. The regressions are based on
monthly data from January 2000 to December 2011.
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Figure 1.5: Country Specific Regression R2’s
The figure shows the adjusted R2phq’s for the country specific return regressions reported in Table
2.4. The regressions are based on monthly data from January 2000 to December 2011.
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Figure 1.6: Market Capitalization
The figure shows the relative market capitalization by aggregate index for Netherlands (AEX),
Belgium(BEL 20), France (CAC 40), Germany (DAX 30), the U.K. (FTSE 100), Japan (Nikkei
225), Switzerland (SMI 20), and the U.S. (S&P 500).
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Figure 1.7: “Global” VRP Regression Coefficients
The figure shows the coefficient estimates for V RP globalt from the return regressions reported in
Table A, together with NW-based 90% standard error bands, see Table 1 for simluated critical
value from one to twelve months. The regressions are based on monthly data from January 2000
to December 2011.
36
−2
0
2
4
6
8
AEX
−2
0
2
4
6
8
BEL 20
−2
0
2
4
6
8
CAC 40
−2
0
2
4
6
8
Nikkei 225
−2
0
2
4
6
8
DAX 30
−2
0
2
4
6
8
SMI
2 4 6 8 10 12
−2
0
2
4
6
8
FTSE 100
Horizon (months)
2 4 6 8 10 12
0
5
10
15
S&P 500
Horizon (months)
Figure 1.8: “Global” VRP Regression R2’s
The figure shows the adjusted R2phq’s from regressing the individual country returns on V RP globalt
reported in Table A. The regressions are based on monthly data from January 2000 to December
2011.
37
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Country−Specific Regressors
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Global Regressors
2 4 6 8 10 12
−1
0
1
2
3
4
5
6
7
8
Horizon (months)
2 4 6 8 10 12
−1
0
1
2
3
4
5
6
7
8
Horizon (months)
Figure 1.9: Panel Regression Coefficients and R2’s
The top two panels show the estimated panel regression coefficients from regressing the returns
on the individual country variance risk premia V RP it and the “global” variance risk premium
V RP globalt , respectively, reported in Table A, together with two NW-based standard error bands.
The bottom two panels show the R2phq’s from the same two panel regressions. The regressions are
based on monthly data from January 2000 through December 2011.
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Figure 1.10: “Global” VRP Panel Regression R2’s
The figure shows the adjusted R2phq’s implied by the V RP globalt panel regressions reported in the
top panel in Table A. The regressions are based on monthly data from January 2000 to December
2011.
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Figure 1.11: Variance Risk Premia
The figure shows our proxies for the monthly “global” variance risk premia V RP globalt (top panel)
and FV RP it (bottom panel) as defined in the main text. The sample period spans January 2000
to December 2011
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2Stock Return and Cash Flow Predictability:
The Role of Volatility Risk
2.1 Introduction
Counter to the “old” efficient market hypothesis dictum that speculative returns are
largely unpredictable over time, it is now generally accepted that equity returns are
both time-varying and predictable. It is also widely believed that the predictability
of the aggregate stock market as a whole is the strongest over longer multi-year
horizons.1 At the same time, to the extend that a consensus has emerged it suggests
that expected dividend growth rates for the aggregate market portfolio, or aggregate
cash flows, are much less predictable than the expected returns.2
1 Some of the predictor variables used in establishing long-run return predictability include:
dividend-price, earning-price, and other valuation ratios (Campbell and Shiller, 1988a,c; Fama and
French, 1988b; Lamont, 1998; Lewellen, 2004); firms’ net equity payout (Boudoukh, Richardson,
and Roberts, 2007) and equity issuance (Baker and Wurgler, 2000); interest-rate variables such
as t-bill and t-bond rates, term spreads, and default spreads (Campbell, 1987; Fama and French,
1989; Hodrick, 1992); and macroeconomic variables like total investment (Cochrane, 1991), the
consumption-wealth ratio (Lettau and Ludvigson, 2001), and inflation (Campbell and Vuolteenaho,
2004).
2 Maio and Santa-Clara (2013) have recently challenged this view, showing that for portfolios
comprised of small and value stocks, the dividend-price ratio is primarily related to future changes
in cash flows. With a few notable exceptions (e.g., Fama and French, 1988b; Lettau and Ludvigson,
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Much of the literature underlying these findings, and the choice of predictor vari-
ables in particular, have been guided by the present-value framework pioneered by
Campbell and Shiller (1988a,c), and the implication that the dividend-price ratio,
or the dividend yield, is identically equal to the expected value of the future returns
discounted by the future dividend growth rates. As emphasized by Cochrane (2008,
2011), this intimate link between dividend growth and stock return predictability
also implies that the seemingly stronger empirical evidence for long-run return pre-
dictability is not surprisingly accompanied by seemingly weaker empirical evidence
for long-run dividend growth predictability.
Set against this background, a number of recent studies have argued that the
variance risk premium, or the difference between options implied and expected vari-
ances, possesses superior forecasting power for stock market returns over shorter
within-year horizons; see, e.g., Bollerslev, Tauchen, and Zhou (2009), Drechsler and
Yaron (2011b), and Kelly (2011). Motivated by these more recent empirical find-
ings, we show how explicitly incorporating priced volatility risk into the present-value
framework affords important new insights into the return vis-a`-vis dividend growth
predictability debate across all horizons.
The reduced form VAR framework, as exemplified by Hodrick (1992) and Camp-
bell (2001), traditionally used for empirically implementing present value relations
does not naturally lend itself to the estimation of models involving priced volatility
risk. Instead, we follow Sentana and Fiorentini (2001) and Rigobon (2003) in design-
ing a “structural” factor GARCH model, in which the factors exhibit time-varying
volatility. The dynamics of the factors is derived endogenously from an extended
long-run risk model explicitly incorporating time-varying consumption volatility and
volatility-of-volatility, or economic uncertainty. The resulting econometric model
separately identifies the long-run risk, volatility, and economic uncertainty compo-
2005) cash flow predictability has historically received much less attention in the literature.
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nents, as well as the corresponding structural shocks and their contemporaneous
impact on both returns and dividend growth.
Estimating the “structural” factor GARCH model by standard GMM techniques
on data for the S&P 500 market portfolio, we confirm existing empirical evidence that
the dividend-price ratio is useful for predicting long-horizon multi-year returns, but
that it has no predictive power for dividend growth.3 More important, we document
a number of new results pertaining to the predictability of the volatility factors.
In particular, while the variance risk premium shows significant predictability for
returns over short within-year horizons, it also helps predict dividend growth. Sim-
ilarly, the expected return variation appears to be very informative for predicting
dividend growth.
These results are consistent with the findings in Koijen and van Nieuwerburgh
(2011) that the high-frequency component of the dividend-price ratio, which in our
setup is driven by two separate volatility factors, contains useful information for
predicting expected dividend growth. Our results are also related to Binsbergen,
Brandt, and Koijen (2012) and their findings that the term structure of equity risk
premia is particularly steep in the short end, while standard asset pricing models
without priced volatility risk typically imply higher equity premia at the long end.
In addition to the new empirical evidence pertaining to the short-run predictabil-
ity of returns and dividend growth, by explicitly identifying the systematic risk fac-
tors at work, our “structural” factor GARCH approach also helps shed new light
on the underlying economic mechanisms. Specifically, we find that the long-run
expected growth component is highly persistent with a first-order autocorrelation
coefficient close to one (ρx “ 0.988) at the monthly level, consistent with the idea
3 Compared to earlier empirical findings based on univariate regressions (Rozeff, 1984; Fama and
French, 1988b; Campbell and Shiller, 1988c) and traditional present-value homoskedastic VAR’s
(Hodrick, 1992; Campbell, 2001; Cochrane, 2008), our “structural” factor GARCH model results in
much sharper inference, with the actual point estimates systematically falling within the standard
error bands obtained from the more conventional procedures.
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in Bansal and Yaron (2004a) that it acts as the most important driver of the risk
premium dynamics over long horizons.4 The model also clearly differentiates and
is able to accurately estimate the persistence of the consumption volatility compo-
nent (ρσ “ 0.64) and the volatility-of-volatility, or economic uncertainty, component
(ρq “ 0.46), advocated by Bollerslev, Tauchen, and Zhou (2009), both of which are
intimately linked to the shorter-run predictability patterns in the data. In terms of
the underlying “structural” shocks, we find a negative relationship between the long-
run growth and consumption volatility shocks (akin to a “leverage effect”), as well as
a negative relationship between the consumption volatility and volatility uncertainty
shocks (interpretable as a separate new “leverage effect”). The price-dividend ratio
also responds negatively to both consumption volatility and volatility uncertainty
shocks.5
The basic motivation behind the new “structural” factor GARCH model is in
line with a growing recent literature seeking to explicitly incorporate the effect of
stochastic volatility in asset pricing models. For example, Bansal, Kiku, Shalias-
tovich, and Yaron (2013) demonstrate that ignoring the variation in volatility leads
to counter-intuitive economic interpretation of risk premium dynamics. Similarly,
Campbell, Giglio, Polk, and Turley (2013) examine the cross-sectional return pre-
dictability in an ICAPM framework that allows for stochastic volatility.6 In contrast
to these studies, our focus is on the joint predictability of returns and cash flows
within the context of a “structural” econometric model explicitly designed to accom-
4 Nakamura, Sergeyev, and Steinsson (2012) have recently shown how the long-run growth factor
may also be identified from cross-country aggregate consumption data under additional simplifying
assumptions.
5 The importance of economic uncertainty for explaining asset prices has also recently been empha-
sized from different perspectives by Bekaert, Engstrom, and Xing (2009), Nieto and Rubio (2011),
and Corradi, Distaso, and Mele (2013), among others.
6 Our “structural” factor GARCH estimate for the persistence in consumption volatility ρσ, and in
turn the effect of allowing for time-varying volatility, are much larger than the estimates reported in
Campbell, Giglio, Polk, and Turley (2013) based on simple VAR procedures and imprecise variance
measures.
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modate time-varying volatility in an internally consistent fashion. Recent studies
by Binsbergen and Koijen (2010) and Piatti and Trojani (2012) have also relied on
a latent variable approach with heteroskedastic shocks for incorporating the effect
of time-varying volatility within a present-value framework. Importantly, however,
we differ from both of these studies by specifying an empirically more realistic two-
factor volatility structure and by explicitly including both the actual and risk-neutral
expected variation in the formulation and estimation of the model.7
The rest of the paper is organized as follows. Section 2 presents the equilibrium
asset pricing model underlying our empirical investigations. Section 3 describes the
data and the formulation of the “structural” factor GARCH model and the GMM-
based parameter estimation results. Section 4 details the return and cash flow pre-
dictability implied by the model, and contrast the results with those obtained by
other less structured reduced form estimation procedures. Section 5 concludes.
2.2 Asset Pricing Model
Our equilibrium-based approach combines the long-run risk model pioneered by
Bansal and Yaron (2004a), with the model in Bollerslev, Tauchen, and Zhou (2009)
explicitly allowing for stochastic volatility-of-volatility, or time-varying economic un-
certainty. This general setup naturally accommodates the magnitude of both the
equity and variance risk premia, as well as the long- and short-horizon predictability
patterns in the returns and cash flows within a unified framework.
2.2.1 Model Setup and Assumptions
Following the long-run risk literature, we assume an endowment economy with a
representative agent equipped with Epstein and Zin (1991) recursive preferences. The
7 Other recent studies seeking to incorporate more realistic two-factor volatility structures in
the standard long-run risk model include Zhou and Zhu (2013), Branger and Vo`lkert (2012), and
Branger, Rodriguez, and Schlag (2011), among others.
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logarithm of the intertemporal marginal substitution for this agent may consequently
be expressed as,
mt`1 “ θ log δ ´ θ
ψ
∆ct`1 ` pθ ´ 1qrc,t`1, (2.1)
where rc,t`1 ” logpRc,t`1q refers to the logarithmic return on the consumption asset,
∆ct`1 ” logpCt`1{Ctq denotes the growth rate of consumption, 0 ă δ ă 1 is the time
discount factor, γ ą 0 denotes the risk aversion parameter, and θ ” 1´γ
1´ψ´1 where
ψ ą 0 refers to the intertemporal elasticity of the substitution. As is standard in the
long-run risk literature, we will assume that γ ą 1, implying that the representative
agent is more risk averse than log utility, and that ψ ą 1, and therefore θ ă 0,
implying a preference for early resolution of uncertainty.
Let xt denote the long-run mean of consumption growth as in Bansal and Yaron
(2004a), and σ2t and qt refer to two separate volatility factors along the lines of Boller-
slev, Tauchen, and Zhou (2009). For notational convenience, collect the consumption
growth ∆ct, the log dividend growth ∆dt, and the latent state variables in the vector
Yt “ p∆ct, xt, σ2t , qt,∆dtq1. The importance of allowing for multiple volatility fac-
tors in accurately describing both short- and long-horizon time-varying return and
volatility dynamics has also recently been highlighted by Bollerslev, Tauchen, and
Zhou (2009), Drechsler and Yaron (2011b), Bollerslev, Sizova, and Tauchen (2012a),
Zhou and Zhu (2013), Branger and Vo`lkert (2012), among others.
We will assume that the state vector Yt has affine conditional mean and variance
dynamics,
Yt`1 “ µ` FYt `HGtzt`1, (2.2)
where zt`1 ” rzc,t`1, zx,t`1, zσ,t`1, zq,t`1, zd,t`1s1 denotes a vector of independent stan-
dard normally distributed shocks. We rank all of the “structural” consumption
shocks, including the two volatility shocks zσ,t and zq,t, before shocks to dividends
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zd,t. Based on the intuition that level shocks are more “fundamental” than shocks
to volatility, we also put the zc,t and zx,t shocks before the two volatility shocks.
The conditional mean of Yt is in turn determined by the constant vector µ and the
loading matrix F . We assume that this loading matrix takes the sparse form,
F “
¨˚
˚˝˚˚0 1 0 0 00 ρx 0 0 0
0 0 ρσ 0 0
0 0 0 ρq 0
0 φdx 0 0 ρd
‹˛‹‹‹‚, (2.3)
in which the diagonal elements characterize the own lagged dependencies and the
off-diagonal elements describe the dynamic first-order cross dependencies. In par-
ticular, φdx allows the dividend growth rate ∆dt`1 to directly load on the lagged
long-run consumption growth component xt. Allowing ∆dt`1 to also depend on its
own lag permits a non-redundant pricing effect of dividend growth risk on the equity
premium. Restricting this coefficient ρd to be zero reduces the model’s growth dy-
namics to that of a “standard” long-run risk model. However, our estimates of the
model discussed below strongly rejects such a specification.
The conditional second-order dynamics of the state vector is determine by the
time-varying diagonal volatility matrix Gt and the constant loading matrix H,
Gt “
¨˚
˚˝˚˚σt 0 0 0 00 ?qt 0 0 0
0 0
?
qt 0 0
0 0 0
?
qt 0
0 0 0 0 σt
‹˛‹‹‹‚ H “
¨˚
˚˝˚˚1 0 0 0 00 ϕx 0 0 0
0 ϕxsσ,x 1 0 0
0 ϕxsq,x sq,σ ϕq 0
0 ϕxsd,x sd,σ ϕqsd,q ϕd
‹˛‹‹‹‚. (2.4)
Our choice of Gt differs from the models in Drechsler and Yaron (2011b) and Branger
and Vo`lkert (2012) by allowing both xt`1 and σ2t`1 to have time-varying volatility
?
qt.
Our choice of Gt also nests the model in Bollerslev, Tauchen, and Zhou (2009) by
zeroing out the long-run growth component, equating the dividend and consumption
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growth, and fixing si,j “ 0 for i ‰ j, thereby rendering H diagonal.8 Identification of
the lower triangular volatility loading matrix H is effectively accomplished through
heteroskedasticity, and cross-dependencies between the different state variables im-
plied by the form of the time-varying volatility.
Further, denoting the columns of H ” rh1, h2, h3, h4, h5s, the “square” of HGt
may be conveniently expressed in affine form as,
HGtG
1
tH
1 “
ÿ
j“1,5
hjh
1
jσ
2
t `
ÿ
j“2,3,4
hjh
1
jqt. (2.5)
This two-factor volatility structure is distinctly different from the one-factor setup
recently employed in Campbell, Giglio, Polk, and Turley (2013). As discussed in
more detail below, it affords an empirically much more realistic description of the
return and cash flow dynamics, and in turn the predictability patterns obtained by
imposing the equilibrium-based restrictions.
2.2.2 Model Implications
In order to deduce the “structural” model restrictions that guide our empirical anal-
ysis, we begin by solving the consumption-based asset pricing model using simi-
lar techniques to the ones in Bansal and Yaron (2004a), Bansal, Kiku, and Yaron
(2007a), and Drechsler and Yaron (2011b). In the spirit of Campbell (1993, 1996),
we then substitute out the hard-to-measure consumption and its volatility dynamics
with directly observable market return and its variance measures.
Standard solution methods applied in the long-run risk literature readily imply
8 We also experimented with two alternative setups, one closer to Drechsler and Yaron (2011b)
with Gt “ diagrσt,?qt, σt,?qt, σts, and the other one closer to Branger and Vo`lkert (2012) with
Gt “ diagrσt, σt, σt,?qt, σts, resulting in qualitatively similar predictability results to the ones
reported below. However, both of these alternative specifications were rejected at conventional sig-
nificance levels by the corresponding GMM-based J-tests for over-identifying restrictions. Further
details concerning these alternative models and empirical results are reported in the supplementary
Appendix.
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that the stochastic discount factor mt`1, the return on consumption rc,t`1, and the
market return on dividends rt,t`1, must satisfy
mt`1 ´ Etpmt`1q “ ´Λ1HGtzt`1,
rc,t`1 ´ Etprc,t`1q “ Λ1cHGtzt`1,
rt,t`1 ´ Etprt,t`1q “ Λ1dHGtzt`1,
(2.6)
where Λ “ γe1 ` κ1p1 ´ θqA, for A “ p0, Ax, Aσ, Aq, 0q, denotes the price of risk for
the factor shocks, Λc “ e1`κ1A, Λd “ e5`κd,1Ad, κ1 and κd,1 refer to the Campbell
and Shiller (1988c) log-linearization constants based on the “usual” approximations
for consumption return rc,t`1 « κ0 ` κ1νt`1 ´ νt `∆ct`1 and the aggregate market
return rt,t`1 « κd,0`κd,1wt`1´wt`∆dt`1, respectively, and the two selection vectors
are defined by e1 ” r1, 0, 0, 0, 0s1 and e5 ” r0, 0, 0, 0, 1s1.9 Given these expressions,
it is possible to solve for the market return variance V artprt,t`1q, the variance risk
premium V RPt, and the log dividend-price ratio dpt, as
V artprt,t`1q “ p1` κd,1Ad,dq2ϕ2dσ2t `
ÿ
j“2,3,4
Λ1dhjh
1
jΛdqt, (2.7)
V RPt “
˜ ÿ
j“1,5
Λ1dhjh
1
jΛdsq,1 `
ÿ
j“2,3,4
Λ1dhjh
1
jΛdsq,2
¸
qt, (2.8)
dpt “ ´A0,d ´ Ad,xxt ´ Ad,σσ2t ´ Ad,qqt ´ Ad,d∆dt, (2.9)
where sq,1 “ ´pϕxsσ,xh12 ` h13qΛ and sq,2 “ ´pϕxsq,xh12 ` sq,σh13 ` ϕqh14qΛ. We will
impose these “structural” restrictions on the empirical model estimated below.
Even though our empirical strategy of substituting out consumption means that
some of the parameters in the autoregressive loading matrix F and the volatility load-
ing matrix H are not identified, the specific structures for the two loading matrices
still provide useful guidance on how to restrict the dynamics. In particular, denote
9 As further detailed in the supplementary Appendix, the market prices of risks also depend
implicitly on the coefficients in the wealth-consumption ratio νt “ A0`r0, Ax, Aσ, Aq, 0s1Yt and the
price-dividend ratio wt ” ´dpt “ Ad,0 ` r0, Ad,x, Ad,σ, Ad,q, Ad,ds1Yt.
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the sub-vector of Yt that excludes consumption growth by ft ” rσ2t , qt,∆dt, xts1, it
follows that
ft`1 “ `ft ` St`1, (2.10)
where
“
¨˚
˚˝ρσ 0 0 00 ρq 0 0
0 0 ρd φdx
0 0 0 ρx
‹˛‹‚ S “
¨˚
˚˝ 1 0 0 sσ,xsq,σ 1 0 sq,x
sd,σ sd,q 1 sd,x
0 0 0 1
‹˛‹‚, (2.11)
and the vector of innovations t`1 ” r?qtzσ,t`1, ϕq?qtzq,t`1, ϕdσtzd,t`1, ϕx?qtzx,t`1s1
is conditionally heteroskedastic.10
2.3 “Structural” Estimation Results
The consumption-based asset pricing model with volatility uncertainty, outlined in
the previous section, imposes a number of restrictions pertaining to the dynamic
dependencies and possible feedback effects between the expected variance, the vari-
ance risk premium, the dividend growth rate, and the dividend-price ratio. Our new
“structural” factor GARCH model is designed to honor these restrictions within a
tractable econometric framework.
2.3.1 Data Description
Our empirical investigations are based on end-of-month S&P 500 index returns, as
a proxy for the aggregate market portfolio, and the S&P 500 dividend payments, as
a proxy for the corresponding aggregate cash flows. All of our S&P 500 data are
obtained from DataStream, and cover the period from January 1990 to November
10 The value of is immaterial to all of our predictability results. Also, the reordering of the elements
in ft relative to Yt merely serves to facilitate comparisons with other benchmark models below, and
does not affect any of the results.
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2011, for a total of 262 monthly observations.11
Following standard practice in the literature, we use the trailing 12-month dividend-
price ratio to account for the strong seasonality inherent in the dividend payouts;
see, e.g., the discussion in Bollerslev and Hodrick (1995). Accordingly, the month t
log dividend-price ratio dpt, is defined by,
dpt “ log
ˆ
Divt´11 ` ...`Divt
12Pt
˙
, (2.12)
where Divt denotes the dividend payments from the end-of-month t´ 1 to the end-
of-month t, and Pt denotes the end-of-month t price. Our measures for the month
t ` 1 log dividend growth rate ∆dt`1 and the log returns including dividends rt,t`1,
are similarly defined from this ratio as,
∆dt`1 “ log
ˆ
Divt´10 ` ...`Divt`1
Divt´11 ` ...`Divt
˙
, (2.13)
rt,t`1 “ log
˜
Pt`1 ` Divt´10`...`Divt`112
Pt
¸
, (2.14)
with longer-run dividend growth rates and multi-period returns obtained by summa-
tion.
We consider three distinct empirical variation measures: the options implied
variation IVt, the expected return variation ERVt, and the variance risk premium
V RPt. Our measure for the options implied variation is based on the square of the
Chicago Board of Options Exchange (CBOE) VIX volatility index. This model-free
measure is (approximately) equal to the market risk-neutral, or Q, expectation of the
one-month-ahead return variation under very general assumptions. Our construction
of the corresponding actual, or P, expectation, is based on the linear projection of
the monthly realized variance RVt,t`1 on its lagged daily RVt´ 1
22
,t, weekly RVt´ 5
22
,t,
11 While the S&P 500 data are obviously available over a much longer sample period, some of the
key variation measures employed in our analysis are only available starting in 1990.
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and monthly RVt´1,t values, along with the implied variation IVt; i.e.,12
ERVt,t`1 “ α0 ` α1RVt´ 1
22
,t ` α2RVt´ 5
22
,t ` α3RVt´1,t ` α4IVt. (2.15)
This mimics the popular HAR-RV model proposed by Corsi (2009b). Importantly,
the addition of IVt as an additional right-hand-side variable imbues the formulation
in (2.15) with an additional persistent long-run predictor variable, which in the tradi-
tional HAR-RV model would be captured by longer-run realized variation measures.13
Finally, our measure for the variance risk premium is simply given by the difference
between our risk-neutral and statistical expectations of the one-month-ahead return
variation; i.e., V RPt “ IVt ´ ERVt.
To illustrate the basic features of the different variables, Figure 2.1 plots the
monthly time series of stock returns, dividend growth rates, dividend-price ratios,
and variance risk premia. The large losses in market values and the increased volatil-
ity during the recent economic downturn are immediately evident in the plots of the
returns and cash flows. The plot for the dividend-yields shows a sharp drop through-
out the 1990s, but an increase after the burst of the tech bubble in 2001, reaching
a new peak in the fourth quarter of 2008 around the advent of the global financial
crisis and the stock market crash.14 The variance risk premium shown in the last
panel is on average positive with occasional negative spikes, the largest of which oc-
12 Our regression-based estimates of the α’s rely on overlapping daily observations for all of the
variation measures, thus implicitly assuming that the same relationship holds every day of the
month. This greatly enhances the accuracy of the estimates compared to the estimates obtained
by the use of non-overlapping monthly observations only.
13 We also experimented with decomposing the realized variation measures into their continuous
and discontinuous parts. Although this often helps for shorter-run forecasting, consistent with the
results in Andersen, Bollerslev, and Diebold (2007), we found that the monthly forecasts and R2s
from these more elaborate models were virtually the same as the ones from the simple-to-implement
HAR-RV type formulation in (2.15).
14 The sharp decline observed in the 1990s has been attributed to firms’ substitution of dividend
payments by share repurchases; see, e.g., Koijen and van Nieuwerburgh (2011), along with the
earlier related discussion in Bagwell and Shoven (1989).
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cur in the fall of 2008 at the onset of the financial crises. Summary statistics for the
same four variables, along with the options implied and expected variation measures
underlying the variance risk premium, are reported in Table 2.1.
We turn next to our new present value framework and “structural” model de-
signed to describe these general features and inherent dynamic dependencies.
2.3.2 “Structural” Factor GARCH
The dynamics of the asset pricing model in Section 2.2 is succinctly summarized
by the state vector ft and equations (2.10) and (2.11). The state vector ft is, of
course, not directly observable. To circumvent this, we define the “observable” state
vector Xt ” rERVt, V RPt,∆dt, dpts1. From the solution of the model, the Xt vector
is directly related to the latent ft vector by the linear equations,
15
Xt “ µX `Qft Q “
¨˚
˚˝ Q1,1 Q1,2 0 00 Q2,2 0 0
0 0 1 0
´Ad,σ ´Ad,q ´Ad,d ´Ad,x
‹˛‹‚, (2.16)
where Q1,1 “ p1 ` κd,1Ad,dq2ϕ2dρσ, Q1,2 “
ř
j“2,3,4 Λdhjh
1
jΛdρq, and Q2,2 “ p1 `
κd,1Ad,dq2sq,1 `řj“2,3,4 Λ1dhjh1jΛdsq,2. Given the standard set of assumptions about
the structural parameter values typically employed in the long-run risk literature, all
of the Q parameters would be positive. Conversely, Ad,σ, Ad,q, and Ad,d would all be
negative, while Ad,x is naturally expected to be positive.
Now combining the model for ft in equations (2.10) and (2.11) with the expression
for Xt in equation (2.16), it follows that
BXt`1 “ µ˜` B˜Xt ` S˜˜t`1, ˜t`1 “ G˜tzt`1, (2.17)
15 Additional details concerning the solution of the model is available in the supplementary Ap-
pendix.
53
where G˜t “ diagrQ1,1?qt, Q2,2ϕq?qt, ϕdσt,´Ad,xϕx?qts, and16
B “
¨˚
˚˝˚ 1 ´
Q1,2
Q2,2
0 0
0 1 0 0
0 0 1 0
Ad,σ
Q1,1
Q1,1Ad,q´Ad,σQ1,2
Q1,1Q2,2
ρd
1´κd,1ρd 1
‹˛‹‹‚ ρ˜ “
¨˚
˚˝ρσ 0 0 00 ρq 0 0
0 0 ρd
φdx
´Ad,x
0 0 0 ρx
‹˛‹‚
(2.18)
S˜ “
¨˚
˚˝˚ 1 0 0
Q1,1
´Ad,x sσ,x
Q2,2
Q1,1
sq,σ 1 0
Q2,2
´Ad,x sq,x
1
Q1,1
sd,σ
1
Q2,2
sd,q 1
1
´Ad,x sd,x
0 0 0 1
‹˛‹‹‚. (2.19)
Multiplying the “structural” VAR in equation (2.17) by B´1, the corresponding
reduced form VAR(1) representation for Xt`1 becomes,
Xt`1 “ B´1µ˜` ΦXt ` ut`1, (2.20)
where Φ=B´1B˜, ut`1 “ Φ´10 ˜t`1, and Φ´10 “ B´1S˜. As this representation makes
clear, ignoring the heteroskedasticity in the reduced form shocks ut`1, and interpret-
ing the model for Xt`1 in (2.17) as a standard homoskedastic VAR(1), the B and S˜
matrices would not be jointly identified. In empirical macroeconomics, this lack of
identification is usually “solved” by imposing that Φ0 is lower triangular. However,
as argued by Sentana and Fiorentini (2001), Rigobon (2003) and Rigobon and Sack
(2003), among others, under the maintained assumption that the underlying “struc-
tural” shocks are independent, it is possible to identify the Φ0 matrix, and in turn
both B and S˜, through the heteroskedasticity in ˜t`1.
Meanwhile, rather than specifying the time-varying covariance matrix for the
“structural” shocks to be an explicit function of the latent qt and σ
2
t risk factors, in the
implementation reported on below we adopt a more flexible and empirically realistic
16 As explained in more detail in the supplementary Appendix, the matrix B matrix is obtained
from the matrix Q by normalizing its diagonal elements to unity.
54
GARCH approach for characterizing the dynamic dependencies in ˜t`1. Specifically,
let Σt`1 denote the conditional covariance matrix of ˜t`1. We will then assume
that Σt`1 may be described by the following relatively simple yet flexible diagonal
GARCH(1,1) model,
diagpΣt`1q “ pI ´ Γ´ΥqΘ´10 $u ` ΓdiagpΣtq `Υ˜2t , (2.21)
where Θ0 “ Φ´10 d Φ´10 , and $u denotes the unconditional covariance matrix of the
reduced form shocks ut`1 “ Φ´10 ˜t`1. Consequently, the second order dynamics of
ut`1 will follow the more complicated non-diagonal GARCH(1,1) structure,17
vecpΩt`1q “ Θ1pI ´ Γ´ΥqΘ´10 $u `Θ1ΓΘ´10 diagpΩtq `Θ1ΥΘ2vecputu1tq. (2.22)
By explicitly parameterizing this implied conditional heteroskedasticity in ut`1, it
is possible to identify and separately estimate all of the “structural” parameters in
(2.17)-(2.19).
The diagonal GARCH(1,1) model in (2.21) freely parametrizes the persistence in
the “structural” shocks. Consistent with our initial estimates of the model, and the
implication from the underlying consumption-based asset pricing model, we impose
the restriction that the autoregressive dependencies in the GARCH expected variance
and the dividend-price ratio are the same, i.e., Γ1,1`Υ1,1 “ Γ4,4`Υ4,4 “ ρq. Guided
by our initial diagnostic tests, we also restrict the dividend growth shock to have
only ARCH and no GARCH effect, i.e., Γ3,3 “ 0. All-in-all, this leaves us with a
total of nine conditional variance parameters to be estimated.
Let ξ denote the vector of stacked parameters comprised of the conditional mean
parameters in B, S˜, µ˜, and ,˜ along with the conditional variance parameters in
Γ, Υ, and $h. Assuming that the reduced form shocks ut`1 are jointly normally
17 More formally, Θ1 “ pΦ´10 Φ´10 qIl, Θ2 “ rvecpΦ´1
1
0,p1qΦ
´1
0,p1qq, vecpΦ´1
1
0,p2qΦ
´1
0,p2qq, vecpΦ´1
1
0,p3qΦ
´1
0,p3qq,
vecpΦ´110,p4qΦ´10,p4qqs1, where Φ´10,piq denotes the ith row of the square matrix Φ´10 , and the 16ˆ4 matrix
Il helps to transform the vector vecpΩtq into diagonal matrix form.
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distributed, the logarithm of the density for Xt`1 conditional on Xt and Ωt`1, or
equivalently the contribution to the log-likelihood function coming from Xt`1, may
be expressed as,
LtpXt`1, ξq “ ´ 2 log 2pi ´ 1
2
log |Ωt|
´ 1
2
pXt`1 ´B´1µ˜´ ΦXtq1Ω´1t pXt`1 ´B´1µ˜´ ΦXtq (2.23)
“´ 2 log 2pi ´ 1
2
log |Σt| ` log |S˜´1B|
´ 1
2
pXt`1 ´B´1µ˜´B´1B˜Xtq1ΞpXt`1 ´B´1µ˜´B´1B˜Xtq. (2.24)
where Ξ “ S˜´1BΣ´1t B1S˜´11 . Even if the assumption of conditional normality is
violated empirically, the estimate for ξ obtained by maximizing the resulting log-
likelihood function, defined by summing (2.23) over the full sample, remains consist
and asymptotically normally distributed under quite general conditions; see, e.g.,
Bollerslev and Wooldridge (1992).
The long-run implications from multivariate GARCH models can be very sen-
sitive to estimation errors and small perturbations in a few parameters. To help
guard against this, we augment the Gaussian-based score for the “structural” VAR-
GARCH model with an additional set of moment conditions designed to ensure that
the unconditional variances of the reduced form errors implied by the model match
their standard VAR-based analogues.18 Expressing this additional set of moments
in parallel to equation (2.23) and the contribution to the likelihood function coming
18 This mirrors the variance targeting approach originally advocated by Engle and Mezrich (1996).
However, in contrast to that two-step approach, the GMM-based procedure applied here jointly
estimates all of the parameters in ξ in a single step.
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from Xt`1, we have
WtpXt`1, ξq “ $u ´ diag
`pXt`1 ´ µOLS ´ ΦOLSXtqpXt`1 ´ µOLS ´ ΦOLSXtq1˘ ,
(2.25)
where the “OLS” superscript indicates the parameters obtained from equation-by-
equation least squares estimation of the reduced form VAR. The estimates for ξ
reported below are obtained by applying standard iterated GMM to the condi-
tional set of moments defined by the score for the conditional density in (2.23),
say BξLtpXt`1, ξq, augmented with the moment conditions in (2.25),19
gpXt`1, ξq “
ˆBξLtpXt`1, ξq
WtpXt`1, ξq
˙
. (2.26)
We turn next to a discussion of the resulting ξˆ, and the implications of the estimates
in regards to the dynamics of the systematic risk factors and the dependencies among
the “structural” shocks.
2.3.3 Estimation Results
The dynamic dependencies in the observable state vectorXt “ rERVt, V RPt,∆dt, dpts1
underlying our GMM estimation is directly related to the latent state vector ft “
rσ2t , qt,∆dt, xts1 of interest by the affine equation Xt “ µX ` Qft. This allows us to
infer both the contemporaneous interaction matrix Q and the autoregressive matrix
describing the mean dynamics in ft`1 “ `ft ` St`1 from the estimates for B and
˜ based on BXt`1 “ µ˜ ` B˜Xt ` S˜˜t`1, and the relations in equation (2.18) above.
Similarly, the estimated volatility loading matrix S˜ for the observable state vector
Xt allow us to infer the volatility loading matrix S for the latent state vector ft from
equation (2.19), while the estimated volatility dynamics of the ˜t`1 shocks effectively
19 This idea of augmenting the likelihood function with additional information mirrors the use of
quasi-Bayesian priors, applied in a different context by, e.g., Hamilton (1991), and may also be seen
as a form of shrinkage type estimation.
57
determines the implied volatility dynamics of the “structural” t`1 shocks.
We begin with a discussion of the estimates for B and ,˜
Bˆ “
¨˚
˚˚˚˚
˝
1 ´0.02
p0.11q
0 0
0 1 0 0
0 0 1 0
´0.60
p0.03q
´1.44
p0.10q
´0.19 1
‹˛‹‹‹‹‚ ˆ˜“
¨˚
˚˚˚˚
˚˝
0.64
p0.05q
0 0 0
0 0.46
p0.07q
0 0
0 0 ´0.23
p0.03q
´0.002
p0.004q
0 0 0 0.988
p0.009q
‹˛‹‹‹‹‹‚ (2.27)
where the numbers in parentheses represent asymptotic standard errors. With the
exception of B1,2 and 3˜,4, all of the individual parameter estimates are highly sta-
tistically significant. All of the estimates also have the “correct” signs vis-a-vis the
implications from the equilibrium-based model and the “structural” VAR.
In particular, the negative estimates for the loadings for the dividend price ra-
tio reported in the last row of the B matrix are consistent with the idea that the
two volatility components σ2t and qt, and cash flow growth ∆dt, are all genuine risk
factors with negative market prices of risks.20 Within the context of the standard
Bansal and Yaron (2004a) long-run risk model, these negative contemporaneous re-
lationships between the dividend-price ratio and the other state variables, or risk
factors, are critically dependent on the risk aversion parameter γ ą 1 and the in-
tertemporal elasticity of substitution ψ ą 1. As such, our “structural” estimation
results indirectly support this commonly invoked set of assumptions.
Our estimate for 4˜,4 “x“ 0.988 also points to a highly persistent and very ac-
curately estimated long-run risk factor. This contrasts with the typical practice of
simply fixing the long-run persistence coefficient at some “large” value, as in, e.g.,
Bansal, Gallant, and Tauchen (2007b), and clearly highlights the advantages of the
more structured GMM estimation approach and richer data sources applied here.
20 Note that the market price of dividend risk B4,3 “ ´0.19 is imputed to by the constraint
Ad,d “ ρd1´κd,1ρd imposed in equation (2.18).
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Meanwhile, even though our estimate for φdx “ 3˜,4 “ φdx´Ad,x “ ´0.002 is “correctly”
signed, the parameter is not significantly different from zero, and as such offers only
limited support to the idea that the long-run risk factor xt contemporaneously im-
pacts cash flows ∆dt.
Interestingly, our use of more accurate volatility measures results in a much more
persistent consumption variance estimate 1˜,1 “σ“ 0.64 compared to the estimates
recently reported in Campbell, Giglio, Polk, and Turley (2013). Moreover, our es-
timates for 1˜,1 “σ“ 0.64 ą 2˜,2 “q“ 0.46 imply that the consumption variance σ2t is
more persistent than the variance-of-variance qt, or economic uncertainty, which is
directly in line with the implicit assumptions invoked in the calibrations reported in
Bollerslev, Tauchen, and Zhou (2009).
Turning to our estimates for the volatility dependence matrix S˜,
ˆ˜S “
¨˚
˚˚˚˚
˝
1 0 0 0.08
p0.04q
´0.29
p0.06q
1 0 ´0.09
p0.02q
´0.36
p0.05q
´0.09
p0.08q
1 0.15
p0.03q
0 0 0 1
‹˛‹‹‹‹‚ (2.28)
all of the individual parameters, except S˜3,2, are again highly statistically significant.
This clearly underscores the idea that multiple volatility factors are indeed needed
to accurately describe the dynamic dependencies observed in the data, and that the
standard long-run risk model with a single stochastic volatility factor is misspecified.
To more fully appreciate this and the other implications of the estimates recall again
the relationship between S˜ and the “structural” S matrix for the latent state vector
in equation (2.19).
It follows from this relation that shocks to cash flow growth ∆dt are adversely
affected by shocks to the long-run risk component xt, as sd,x9 ´ S˜3,4 “ ´0.15.21
21 We use the symbol 9 to denote proportional to.
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This is consistent with the idea that companies tend to distribute more in dividends
when long-run growth opportunities are poor. The “structural” long-run risk shock
affects the two variance processes σ2t and qt in opposite directions. Good news about
long-run consumption growth reduces the consumption variance, as sσ,x9 ´ S˜1,4 “
´0.08 ă 0, but increases economic uncertainty, as sq,x9´ S˜2,4 “ 0.09 ą 0. The first
effect represents the well known “leverage effect”, whereby a negative growth shock
is associated with higher volatility, and vice versa. The second effect, however, is
more subtle. Since qt directly affects the time-varying volatility of the long-run risk
component, a positive sq,x implies that when a positive zx,t shock occurs, the volatility
of next period’s x,t`1 will also be higher, and vice versa. Intuitively, this could
happen when good news in consumption growth is accompanied by better investment
opportunities, in turn resulting in higher economic uncertainty, possibly due to over-
investment. Interestingly, our estimates for S˜ also suggest that sq,σ9S˜2,1 “ ´0.29 ă
0, implying that a positive “structural” shock to consumption volatility σ2t reduces
the uncertainty of volatility qt. This effect is naturally interpreted as a new “leverage
effect” between volatility and volatility-of-volatility.22
Our identification and estimation of the “structural” model parameters rely cru-
cially on the presence of time-varying conditional heteroscedasticity in the t`1 shocks.
The GMM parameter estimates for the “structural” factor GARCH model describ-
ing this heteroscedasticity are reported in Table 2.2. As the table shows, all of the
shocks do indeed exhibit highly significant (G)ARCH effects.23 The overall good fit
of the model is also supported by the conventional J-test statistic for general model
22 This new equilibrium-based “leverage effect” is also consistent with the asymmetries in daily
and high-frequency intraday VIX and S&P 500 returns documented in Aboura and Wagner (2012)
and Bollerslev, Osterrieder, Sizova, and Tauchen (2013), respectively.
23 The significance of the (G)ARCH effects is also indirectly supported by Ljung-Box tests for
residual serial correlation in the raw and standardized absolute residuals from the model; further
details concerning these results are available upon request. This, of course, is directly in line with the
burgeoning literature on the estimation of reduced form GARCH and stochastic volatility models
for a wide array of other financial and macroeconomic time series.
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misspecification and the minimized value of the GMM objective function equal to
12.76, which corresponds to a p-value of 0.12 in the relevant asymptotic chi-square
distribution.24
In order to further gauge the quality of the fit afforded by the model, Figure 2.2
plots the time-series of “structural” shocks associated with each of the four equa-
tions. The top two panels show the volatility shocks zσ,t and zq,t. Both of these
shocks experienced unprecedented large, albeit opposite signed, realizations during
the 2007-2009 “Great Recession.” Interestingly, neither one of the earlier 1990-1991
and 2001-2002 NBER-dated recessions were accompanied by especially large “struc-
tural” volatility shocks. The general time-series pattern of the equilibrium-based cash
flow shocks z∆d,t appear quite similar to that of the normalized cash flow news in
Campbell, Giglio, Polk, and Turley (2013). Although not quite as dramatic as for the
two volatility shocks, the permanent growth shocks zx,t also experienced their most
extreme realizations during the “Great Recession.” This basic dynamic pattern in
the equilibrium-based growth shocks is again quite similar to that of the normalized
discount rate news shocks reported in Campbell, Giglio, Polk, and Turley (2013).25
In lieu of these findings and generally supportive diagnostic tests for the “struc-
tural” factor GARCH model, we turn next to our main empirical investigations,
showing how incorporating the additional variance-related state variables in the
equilibrium-based model help shed new light on the return and dividend growth
predictability patterns inherent in the data.
24 By contrast, the two alternative specifications discussed in the supplementary Appendix, one
closer to Drechsler and Yaron (2011b) with Gt “ diagrσt,?qt, σt,?qt, σts, and one closer to Branger
and Vo`lkert (2012) with Gt “ diagrσt, σt, σt,?qt, σts, result in GMM-based J-statistics equal to
26.31 and 37.02, respectively, with corresponding p-values essentially zero.
25 This is also consistent with the findings in Lettau and Ludvigson (2013), who suggest that large
negative permanent growth shocks might have adversely affected housing wealth.
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2.4 Model Implied Return and Cash Flow Predictability
Our predictability analysis is based on recasting the “structural” factor GARCH
model in the form of an expanded VAR system, along with the use of the stan-
dard Campbell-Shiller approximation for expressing the return as a function of the
observable state variables.
2.4.1 VAR and Predictability
The first order VAR for the state vector Xt=rERVt, V RPt,∆dt, dpts implied by the
“structural” factor GARCH model in equation (2.20) doesn’t directly involve the
return. However, by the standard Campbell-Shiller approximation, the return may
be conveniently expressed as rt,t`1 “ κd,0´κd,1dpt`1`dpt`∆dt`1.26 Combining this
equation for rt,t`1 with the VAR for Xt`1, it follows that
rt,t`1 “ µr ` pl1Φ ` e4qXt ` l1Φ´10 ˜t`1, (2.29)
where µr collects all of the relevant constant terms, l1 ” p0, 0, 1,´k1,dq, and the
selection vector e4 ” p0, 0, 0, 1q. Iterating the VAR for Xt forward, it is therefore
possible to derive closed-form expressions for the model-implied multi-period return
rt,t`h “ rt,t`1 ` ... ` rt`h´1,t`h regressions based any explanatory variable spanned
by the Xt state vector.
In the analysis reported on below we will focus on the three key predictor vari-
ables: the log dividend-price ratio dpt, the variance risk premium V RPt, and the
expected variation ERVt. In particular, consider the regression of the h-period re-
26 The accuracy of the Campbell-Shiller approximation has recently been corroborated by Engsted,
Pedersen, and Tanggaard (2012). By definition κd,1 “ expp´Epdptqqr1` expp´Epdptqqs´1. In the
estimation results reported on below we rely on the sample average of the monthly dividend-
price ratio from January 1965 to November 2011 when calculating Epdptq, implying a value of
κd,1 “ 0.9976.
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turns on the dividend-price ratio,
1
h
hÿ
i“1
rt,t`i “ αr,dp ` βr,dpphq ¨ dpt ` ςt,t`h. (2.30)
By similar arguments to the ones in Hodrick (1992) and Campbell (2001), it is
possible to show that
βr,dpphq “ pl1Φ` e4qpI ´ Φq
´1pI ´ ΦhqCp0qe14
e4Cp0qe14 (2.31)
where Cp0q “ ř8j“0 ΦjΦ´10 diagpΘ´10 $uqΦ´110 Φj1 denotes the model-implied uncondi-
tional covariance matrix for Xt, and e4 ” p0, 0, 0, 1q.27 Similarly, the implied coef-
ficients for the return predictability regressions based on V RPt and ERVt may be
expressed in close form as,
βr,V RP phq “ pl1Φ` e4qpI ´ Φq
´1pI ´ ΦhqCp0qe12
e2Cp0qe12 (2.32)
βr,ERV phq “ pl1Φ` e4qpI ´ Φq
´1pI ´ ΦhqCp0qe11
e1Cp0qe11 (2.33)
where the e1 and e2 selection vectors are defined in an obvious manner.
28
In parallel to equation (2.29) for the returns, the growth rate dynamics implied
by the “structural” factor GARCH may be expressed in linear form as,
∆dt`1 “ µd ` e3ΦXt ` e3Φ´10 ˜t`1, (2.34)
where µd collects all the relevant constant terms. Thus, replacing l1Φ` e4 with e3Φ
27 In the empirical results reported on below, we truncate the infinite sum in the expression for
Cp0q at 120, or ten years; see Bollerslev and Hodrick (1995) for further discussion along these lines.
28 Analytical expressions for the R2s from the regressions may be derived in a similar manner.
Specifically, for the dividend-price ratio regression R2r,dpphq “ h2β2r,dpphqe4Cp0qe14{V arp
řh
j“1 rt,t`jq,
where V arpřhj“1 rt,t`jq “ hpl1Φ ` e3qCp0qpl1Φ ` e3q1 ` hl1pI ´ ΦqCp0ql11 `řh´1i“1 2ph ´ iqppl1Φ `
e3qΦiCp0qpl1Φ` e3q1 ` pl1Φ` e3qΦi´1pI ´ ΦqCp0qe13q.
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in the formulas for the regression coefficients above, comparable expressions for the
cash flow predictability regression coefficients β∆d,dpphq, β∆d,V RP phq, and β∆d,ERV phq
are readily available. When interpreting these coefficients, it is important to keep in
mind the relationship Etp∆dt`1q “ φdxxt ` ρd∆dt implied by equations (2.10) and
(2.11), and the fact that within the “structural” model the expected value of next
periods dividend growth rate is linearly related to the lagged dividend growth rate
and the long-run risk component.
2.4.2 Model-Implied Reduced Form VAR Estimates
The reduced form VAR parameter matrix Φ and the unconditional covariance ma-
trix Cp0q for Xt entering the expressions for the predictive regression coefficients
in equations (2.31)-(2.33) could, of course, be estimated directly by OLS equation-
by-equation. However, that obviously would ignore any of the equilibrium-based
“structural” restrictions. It also would not permit the separate identification of the
contemporaneous Φ0 matrix entering the expressions for the return and dividend
growth rate in equations (2.29) and (2.34), respectively.
Instead, the Φ0 and Φ parameter matrices may both be deduced from the “struc-
tural” factor GARCH model parameters and the relations Φ=B´1B˜ and Φ´10 “ B´1S˜
derived above. Substituting the previously discussed estimates for B, ˜ and S˜ into
these expressions, yields,
Φˆ “
¨˚
˚˚˚˚
˚˝
0.64
p0.05q
´0.003
p0.020q
0 0
0 0.46
p0.07q
0 0
0.001
p0.002q
0.002
p0.005q
´0.23
p0.03q
´0.002
p0.004q
´0.21
p0.03q
´0.76
p0.13q
´0.23
p0.03q
0.988
p0.087q
‹˛‹‹‹‹‹‚ Φˆ0 “
¨˚
˚˚˚˚
˚˝
0.995
p0.033q
0.02
p0.11q
0 0.08
p0.04q
´0.29
p0.06q
1 0 ´0.09
p0.02q
´0.34
p0.06q
´0.09
p0.08q
1 0.15
p0.03q
0.11
p0.09q
1.44
p0.13q
0.19
p0.02q
0.94
p0.03q
‹˛‹‹‹‹‹‚
(2.35)
where the numbers in parentheses represent standard errors derived by the delta-
64
method.
Based on these estimates for Φ and Φ0, the return equation in (2.29) may be
expressed numerically as,
rt,t`1 “ 0.05p0.03q` 0.20p0.03qERVt ` 0.76p0.12qV RPt ´ 0.0013p0.002q ∆dt ` 0.013p0.011qdpt
´0.47
p0.08q
˜σ,t`1 ´1.52p0.11q ˜q,t`1 ` 0.81p0.04q˜∆d,t`1 ´0.79p0.03q ˜x,t`1. (2.36)
Of course, this “estimated” return equation does not actually rely on the return
data, but instead is deduced from our estimates for the equilibrium-based model and
the observable state vector involving the dividend growth rate and the log dividend-
price ratio. Again, this mirrors the approach of Cochrane (2008). However, in
contrast to the return equation therein, which only involves the dividend-price ratio,
we purposely include the two variance variables, both of which enters with highly
significant coefficients.
Further underscoring the importance of incorporating the variation measures into
the analysis, the model-implied loadings for all of the “structural” shocks are also
highly significant. Among the four shocks, the ones for the long-run risk component
and the consumption variance uncertainty have the largest impacts, accounting for 43
percent (zx,t) and 26 percent (zq,t) of the unexpected unconditional return variation,
respectively. The “estimated” return equation in (2.36) also implies that the total
one-month explainable return variation equals 9 percent, far exceeding that afforded
by traditional univariate return predictability regressions that does not include ERVt
and V RPt.
Explicitly writing out the second equation for the variance risk premium in the
model-implied VAR,
V RPt`1 “ 0.001p0.001q ` 0.46p0.07qV RPt ´0.29p0.06q ˜σ,t`1 ` ˜q,t`1 ´0.09p0.02q ˜x,t`1. (2.37)
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shows that the only “structural” shock that enters the return and VRP equations
with the opposite sign is ˜q,t. Indeed, excluding the impact of the economic un-
certainty shock from both equations changes the monthly conditional correlation,
or “leverage effect,” from a negative -0.09 to a positive 0.66, again reinforcing the
importance of jointly modeling all of the elements in the Xt state vector.
2.4.3 Model-Implied Predictability Relations
The VAR-based formula for the slope coefficients presented above allow for a direct
assessment of the statistical significance of the different predictor variables across
different forecast horizons. The formula also allow us to directly assess the enhanced
efficiency afforded by the “structural” factor GARCH model compared to the re-
duced form VAR and simple univariate regression procedures traditionally used in
the literature.
To begin, the top panel in Table 2.3 reports the implied slope coefficients for
forecasting returns and cash flows by the dividend-price ratio dpt over long 1- to
10-year horizons, as previously analyzed in the literature. Although the patterns
in the estimated coefficients are generally in line with the estimates reported in the
existing literature based on longer calendar time spans of data, taken as a whole
there is little evidence for any predictability over these long multi-year horizons in
the data analyzed here.29 The results for the shorter within year “structural” and
simply unconstrained univariate regressions reported in the lower panel of the table
tell a similar story.
The lack of predictability for the long multi-year horizons, is, of course, not too
surprising. With only slightly more than twenty years worth of monthly observations
29 We also experimented with a traditional two-variable homoskedastic VAR for the dividend-price
ratio and the dividend growth rate, as in Cochrane (2008), resulting in similar coefficient estimates,
but typically larger standard errors, thus highlighting the more accurate inference afforded by
explicitly incorporating the equilibrium-based restrictions and the strong heteroskedasticity inherent
in the data. Further details concerning these results are available upon request.
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any suggestions about statistically significant long-run predictability should be taken
with a grain of salt. For the remainder of this section, we will consequently restrict
our attention to within-year horizons only.30
Turning to our key empirical findings pertaining to the “new” variance related
forecasting variables, Figure 2.3 shows the regression slope coefficients for the vari-
ance risk premium V RPt implied by the “structural” factor GARCH model (indi-
cated by dots) along with the corresponding 95 percent confidence intervals (indi-
cated by the shaded area). For comparison purposes, we also include the estimated
slope coefficients from simple univariate predictive regressions based on the variance
risk premium (indicated by the stars) along with their 95 percent confidence inter-
vals (indicated by the dashed lines). Focusing on the top panel for the returns, both
procedures result in significant estimates for up to eight months. It is noteworthy
that even though the model-implied point estimates are systematically lower than
the unrestricted OLS estimates, they are also less erratic, and the confidence inter-
vals much smaller. Indeed, looking at the numbers in Table 2.4, the t-statistics for
testing the null hypothesis of no return predictability are uniformly larger for the
“structural” approach.
This discrepancy in the results across the two approaches is even stronger for
the cash flow predictability regressions reported in the bottom panel in Figure 2.3.
Whereas the estimated slope coefficients from the univariate regressions are all in-
significant, the t-statistics associated with the VAR-based model-implied coefficients
are all negative and exceed conventional significance levels for up to six months.
Hence, not only are higher variance risk premia positively related to future returns,
as previously documented in the literature, they also predict lower near-term future
30 The univariate return regressions reported in Bollerslev, Tauchen, and Zhou (2009) and Drechsler
and Yaron (2011b) that in part motivate our analysis also suggest that the return predictability
inherent in the variance risk premium is confined to relatively short horizons.
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cash flows.31 This, of course, contrasts with the view commonly expressed in the lit-
erature that dividend growth rates are largely unpredictable over short within-year
horizons.
Of course, the much-studied classical risk-return trade-off is not based on the
variance risk premium, but rather the return variation itself. In spite of the intu-
itively appealing idea behind such a relationship, empirical attempts at establishing
a significant risk-return tradeoff have largely proven futile; see, e.g., the discussion
in Bollerslev and Zhou (2006) and Guo and Whitelaw (2006), and the many other
references therein. The result for the univariate return regressions based on ERVt
reported in the top panel in Figure 2.4 and Table 2.5 underscore the elusive nature of
a simple linear relationship between the expected returns and the expected variation
in the data analyzed here. None of the regression coefficients are significant, and
most have the “wrong” sign. By contrast, the VAR-based estimates implied by the
“structural” model are all positive and marginally significant for return horizons in
excess of 4 months.32
The difference in the quality of the inference afforded by standard univariate
regression-based procedures traditionally employed in the literature and the “struc-
tural” approach advocated here is even more dramatic for the cash flow predictions
reported in the bottom panel in Figure 2.4. While the simple univariate regressions
suggest that the 1-6 months dividend growth rate is unpredictable, the regression
coefficients implied by the “structural” model are all highly significant. Interestingly,
31 This is also related to the observation by Bloom (2009) that an increase in economic uncertainty
causes firms to temporarily reduce their investment and hiring, in turn resulting in a short-term
productivity drop.
32 The use of IVt “ V RPt ` ERVt results in qualitatively similar patterns, but slightly more
significant coefficient estimates, compared to the ones reported for ERVt, thus confirming earlier
empirical findings in Bollerslev and Zhou (2006) and Guo and Whitelaw (2006) of a stronger risk-
return trade-off when using implied as opposed to realized variation. Still, none of the univariate
return regressions based on IVt result in any significant predictability. Further details of these
results are available upon request.
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whereas an increase in V RPt predicts lower future cash flows, and increase in ERVt
is associated with significantly higher future cash flows. Again, this strong empirical
evidence for short-run within-year cash flow predictability stands in sharp contrast
to the results reported in the existing literature based on other more traditional
predictor variables and valuation ratios.
At a more general level, the results for the two different approaches reported in
Tables 2.3-2.5 and Figures 2.3-2.4 may also be seen as providing indirect support for
the equilibrium-based “structural” model, in that the more accurate model-implied
predictive relations systematically fall within the wider standard error bands associ-
ated with the unrestricted regressions. This, of course, would not necessarily be the
case if the assumptions underlying the “structural” model were violated.
2.4.4 Further Discussion and Interpretation
The contrast between the long-run predictability inherent in the dividend-price ra-
tio, and the variance variables ability to predict both return and cash flow over
shorter within-year horizons is intimately related to our equilibrium-based long-run
risk model, and the way in which the fundamental risk factors affect the state vari-
ables.
In particular, while the dividend-price ratio dpt loads on the long-run risk factor
xt and both of the volatility factors σ
2
t and qt, the expected variation ERVt depends
only on the two volatility factors σ2t and qt, and the variance risk premium V RPt is
exclusively determined by the volatility-of-volatility factor qt. Consistent with earlier
less formal model calibrations reported in the literature, our GMM-based estimates
imply that the long-run risk factor is highly persistent with AR(1) coefficient equal
to ρx “ 0.988, while the consumption volatility factor is moderately persistent with
AR(1) coefficient equal to ρσ “ 0.64, and the consumption volatility-of-volatility
factor is quickly mean-revering with AR(1) coefficient equal to ρq “ 0.46.
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In light of these estimates for the underlying systematic risk factors, it is therefore
not surprising that the “structural” model implied return predictability regressions
based on V RPt, which depends solely on qt, result in the most significant coefficients
over relatively short 1-6 months horizon. Meanwhile, the regressions based on dpt,
which loads heavily on xt, should show the greatest explanatory power over longer
multi-year horizons, which, of course is difficult to detect statistically with the limited
time span of data analyzed here. Also, whereas the variance risk premium is most
significant over horizons less than 6 months, the expected variation ERVt displays
the most significant predictability over 6-12 months horizons, as the more persistent
σ2t process “shifts” the predictable forward.
The documented differences in the degree of cash flow predictability are most eas-
ily understood in terms of the correlations among the “structural” shocks. From the
model estimates the cash flow shock is more strongly negatively correlated with the
contemporaneous variance shock (sd,σ9S˜3,1 “ ´0.36), than it is with the uncertainty
shock (sd,q9S˜3,2 “ ´0.09) or the long-run risk shock (sd,x9´S˜3,4 “ ´0.15). Since the
expected variation loads more heavily on σ2t than qt, while the dividend-price ratio
and the variance risk premium are mostly determined by xt and qt, respectively, ERVt
will be more strongly negatively related to ∆dt than either dpt or V RPt. Because of
the negative autocorrelation in ∆dt (ρd “ ´0.23 ă 0), this in turn translates into the
strongest positive short-run cash flow predictability results for the ERVt predictor
variable implied by the “structural” VAR.
2.5 Conclusion
We examine the joint predictability of return and dividend growth rates within a
present value framework, explicitly imposing the economic equilibrium-based con-
straints from a long-run risk model with time-varying consumption volatility and
volatility-of-volatility risk. The model clearly differentiate the long-run predictabil-
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ity channels associated with the dividend-price ratio from the economic mechanisms
responsible for the short-run predictability inherent in the variance risk premium
and the expected return variation.
Consistent with Bansal and Yaron (2004a), our GMM-based estimates of the
“structural” factor GARCH model point to a highly persistent latent long-run risk
factor. Our estimates also corroborate the calibrations in Bollerslev, Tauchen, and
Zhou (2009), and the notion that consumption volatility is more persistent than
consumption volatility-of-volatility. In addition, the “structural” shocks identified
within the model reveal that cash flow respond negatively to contemporaneous long-
run growth shocks, while consumption volatility decreases with shocks to the long-run
growth factor, and volatility uncertainty increases with long-run growth shocks. A
new “leverage effect” whereby shocks to consumption volatility is negatively related
to volatility-of-volatility also emerges from our “structural” estimation.
By allowing for much sharper and accurate inference than the procedures tradi-
tionally employed in the literature, the VAR implied by the “structural” model also
provides striking new evidence on the return and cash flow predictability inherent in
the data. Specifically, we find that the variance risk premium, and to a lesser extend
the expected return variation, significantly predicts short-run within-year returns.
On the other hand, the expected return variation, and to a lessor extend the vari-
ance risk premium, strongly predicts short-run within-year dividend growth rates.
This latter finding stands in sharp contrast to the view expressed by a number of
studies in the literature that cash flows are largely unpredictable.
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Figure 2.1: Returns and Dividends
The figure shows the monthly S&P500 returns (upper left panel), the log dividend growth rate
(upper right panel), the log dividend-price ratio (lower left panel), and the variance risk premium
(lower right panel). The returns, dividend growth, and dividend-price ratio are in annualized
percentage form. The variance risk premium is in monthly percentage square form. The sample
period extends from February 1990 to November 2011. The shaded areas indicate NBER dated
recessions.
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Figure 2.2: Model Implied Structural Shocks
The figure plots the estimated “structural” shocks zt from the factor GARCH model discussed in
the main text. The sample period extends from February 1990 to November 2011. The shaded
areas indicate NBER dated recessions.
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1 2 3 4 5 6 7 8 9 10 11 12
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
Horizon in Months
Structural Model Implied Predictive Slope Coefficients for Cash Flow Growth−−VRP
Figure 2.3: Predictive Regressions based on the Variance Risk Premium
The figure shows the “structural” factor GARCH model implied slope coefficients (dots) for 1-
12 months return predictability regressions (upper panel) and cash flow predictability regressions
(lower panel) using the variance risk premium as a predictor variable, along with 95% confidence
intervals (shaded areas). The figure also shows the estimated slope coefficients from simple univari-
ate predictability regressions using the variance risk premium as a predictor variable (stars), along
with their 95% confidence intervals (dashed lines). All of the estimates are based on monthly data
from February 1990 to November 2011.
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Figure 2.4: Predictive Regressions based on the Expected Variation
The figure shows the “structural” factor GARCH model implied slope coefficients (dots) for 1-
12 months return predictability regressions (upper panel) and cash flow predictability regressions
(lower panel) using the expected variation as a predictor variable, along with 95% confidence inter-
vals (shaded areas). The figure also shows the estimated slope coefficients from simple univariate
predictability regressions using the expected variation as a predictor variable (stars), along with
their 95% confidence intervals (dashed red lines). All of the estimates are based on monthly data
from February 1990 to November 2011.
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Table 2.1: Summary Statistics
The table reports standard summary statistics and correlations for the S&P 500 return rt,t`1,
dividend growth rate ∆dt, dividend-price ratio dpt, options implied variance IVt, expected variance
ERVt, and variance risk premium V RPt. The returns, dividend growth, and dividend-price ratio
are all in annualized percentage form. All of the variance variables are in monthly percentage
form. The sample period extends from February 1990 to November 2011, for a total of 262 monthly
observations.
Mean Std Skew Kurt AC1
rt,t`1 8.19 15.33 -0.76 4.48 0.07
∆dt 3.92 8.79 -0.46 10.02 -0.26
dpt -3.91 0.31 0.08 2.32 0.98
IVt 40.30 36.47 3.23 18.07 0.81
ERVt 28.54 36.64 4.62 30.08 0.69
V RPt 11.75 14.93 -3.37 38.42 0.27
Correlations
rt,t`1 ∆dt dpt IVt ERVt V RPt
rt,t`1 1.00 0.34 -0.03 -0.42 -0.48 0.15
∆dt 1.00 -0.02 -0.25 -0.25 -0.01
dpt 1.00 -0.05 -0.02 -0.07
IVt 1.00 0.92 0.19
ERVt 1.00 -0.21
V RPt 1.00
Table 2.2: “Structural” Factor GARCH Estimation
The table reports the GMM estimation result for the conditional variance parameters for the “struc-
tural” factor GARCH model discussed in the main text. The column labeled $u gives the uncondi-
tional variance of the reduced form shocks ut. Υ and Γ denote the ARCH and GARCH parameters,
respectively, for the “structural” shocks ˜t. The estimates are based on monthly data from February
1990 to November 2011, for a total of 262 observations.
˜t $u Γ Υ
ERVt 0.0011 ( 0.0002) 0.189 0.273 ( 0.075)
V RPt 0.0003 ( 0.0000) 0.758 ( 0.080) 0.239 ( 0.077)
∆dt 0.0006 ( 0.0001) 0 0.524 ( 0.100)
dt`1{pt 0.0016 ( 0.0002) 0.299 0.163 ( 0.082)
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3Tail Risk and Equity Risk Premia
3.1 Introduction
The equity risk premium—the expected return of the equity market in excess of the
risk-free rate—is intimately linked with the equity’s risk exposure: intuitively, the
higher the equity’s riskiness, the higher the risk premium should be to compensate.
To study the temporal variation in this risk premium, researchers have recently
decomposed it into two components: jump tail risk and diffusive risk. This separation
reveals investors’ different perceptions of the likelihood of infrequent large jumps
and continuous diffusive movements. However, it remains an open question as to
how important the time-varying jump behavior in asset prices is for overall risk
compensation. This paper attempts to shed light on this issue by proposing a novel
semi-parametric estimation method for the time series of both the jump and the
volatility risk premia.
The contribution of this paper is threefold. First, I present a novel dynamic model
for rare jumps which relaxes several restrictions used in previous studies. The model
features a self-exciting process for the jump intensity (also known as the jump arrival
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rate) and allows the jump shape to be asymmetric and time-varying. This generalizes
a standard compound Poisson process specification, which implies independent and
identically distributed (iid) increments of jumps as well as strong restrictions for the
dynamics of the jump intensity.1 A self-exciting jump intensity allows for jumps that
are not only path-dependent (in that jumps are clustering over time), but also allows
past jumps to influence the arrival rate of the future jumps.2 The distribution of
the jump size is commonly assumed to be time-invariant and typically Gaussian. I
also relax this stringent assumption and allow for Frechet-type distributions, thereby
nesting a large class of (possibly asymmetric) distributions.3
Second, I derive closed-form solutions for the jump and volatility components
of the equity risk premium in a stylized intertemporal capital asset pricing model
(ICAPM). In contrast to a recent work by Campbell et al. (2013), my model is cast in
continuous-time with more empirically realistic jumps. The endogenously determined
jump component of the equity risk premium entails a multi-factor structure that is
directly related to the jumps in total wealth. As usual, this premium can also be
conveniently expressed as the difference in ex-ante expectation of jump tails between
physical (P) and risk neutral (Q) measures.4 Under each measure, both the time-
1 For example, Maheu et al. (2013) assume that the jump intensity follows an auto-regressive
model and exposed to independent diffusive shocks.
2 One of Eraker’s earlier work Eraker (2004) sheds some light on the self-exciting jump intensity
model by assuming the volatility co-jumps with the asset price, and the jump intensity inherits the
same feature from a linear relationship with the volatility. A working paper by Aı¨t-Sahalia et al.
(2013) uses the mutually exciting processes in the international equity markets. But in their model,
the volatility is independent of the jump intensity. In contrast to these studies, the jump intensity
here has a flexible dependence structure with the volatility.
3 Because of this setting, the model no longer imposes the same decay rate for both positive
and negative jumps, potentially manifesting in much richer dynamic properties. The jump shape,
characterized by the decay rate, is the key determinant of the jump size distribution. The higher
the decay rate, the lower the probability implied for a jump of a given size.
4 There is another strand of literature on equity risk premium, which does not rely on any specified
pricing kernel. The advantage of this approach is that it is potentially model-free. However, because
of this, the mechanism of the overall risk measurement and especially the role of the collective
investor’s preference is unclear.
81
varying jump shape and the self-exciting jump intensity carry important nonlinear
effects on the jump risk premium. On a theoretical level, the framework implies
the existence of a non-negligible stochastic shape premium and stochastic intensity
premium. The former is introduced by the dynamic response of the total wealth
portfolio to the aggregate market portfolio, and the latter comes from the path-
dependent and self-exciting jump intensity. In addition to a succinct expression for
the equity risk premium, the model implies a direct relationship between P and
Q-measures which is exploited for estimation.
The estimation method is model-free under the risk neutral measure and semi-
parametric under the physical measure.5 Intuitively, short-maturity and deep out-
of-money (OTM) options are mostly affected by jumps, allowing us to separately
identify the jump risk from the diffusive risk. Based on these option panels, the
jump shape parameter is uniquely non-parametrically identified by measuring the
slope of option prices versus their associated moneyness; the jump intensity can
then be backed out using knowledge of the jump shape parameter.6 In contrast,
under the physical measure, a similar technique is infeasible due to so-called ”peso
problems.”7 To overcome this difficulty, I exploit the model-implied relationship be-
tween the two probability measures. In particular, the symmetric dynamic response
of total wealth return identifies the shape premium through the difference between
deep OTM puts and OTM calls (after some adjustment). Based on this along with
high-frequency intra-day index prices, I estimate the intensity premium without any
dynamic restriction.
In the third place, a number of results emerge from the estimated time-series of
5 The model-free approach for both measures can guard against potential mis-specification of the
model designs, e.g. Bollerslev and Todorov (011b) and Du and Kapadia (2012).
6 For similar studies, see Carr and Wu (2003), Bollerslev and Todorov (011b), Bollerslev and
Todorov (2013).
7 Even with high-frequency intra-day data, it is very unlikely to observe more than hundreds of
”medium-sized” jumps in the entire sample period, not alone for more extremely large jumps.
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equity risk premia. Firstly, the jump part of the equity risk premium (ERPJ) has
a mean of 6.75% on an annual basis, accounting for 93% of the total risk premium.
This number is much higher than earlier estimates by Eraker (2004) and Broadie
et al. (2007), but is comparable to the jump risk premium reported in Bollerslev
and Todorov (011b). This larger compensation for rare events is mainly induced by
the self-excitation of the jump intensity. Secondly, the serial dependence in different
parts of the equity risk premium is a natural channel for explaining their strong
return predictability. The deeper-tail of jumps and volatility parts together can ex-
plain 6.53% of the total variation of three-month market returns. From one to six
months, the associated R2s stay well above 2.79%. This strong forecastability re-
flects the importance of considering the special structure of jumps separately from
volatility. Based on the estimated beta, the resulting jump and volatility components
of the portfolio’s equity risk premium deliver strong predictive power for that port-
folio returns in short horizons of one-six months. Specifically, the “Winners-Losers”
portfolio (WML) is well explained by the deeper-tail of jump and the volatility parts
of the WML’s equity risk premium with R2 up to 34.88% at a half-year horizon.
There is a large related literature pertinent to the models used and modified
in this paper. The closed-form model solution is similar in form to consumption
based models such as “rare-disaster” or “long-run risk.” Wachter (2013) uses a jump
process to model the disaster events for consumption and she shows that the equity
risk premium depends on the time-varying jump risk. Drechsler and Yaron (2011b)
assume the consumption growth process is smooth, but the volatility of short-run
consumption growth is exposed to a jump component which then implies a jump risk
premium in the equity market. In contrast to these models, my extended ICAPM
postulates that investors take certain types of risk in asset price as given, and then
choose their consumption to satisfy the budget constraints, rather than the other
way around. Since the goal of this paper is to estimate the equity risk premium,
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ICAPM conveniently avoids the use of consumption data which is not measured in
high enough frequency.
The estimation procedure is related to earlier studies using a variety of jump
diffusion models to jointly explain options and the underlying stock price dynamics in
a unified framework. These models typically rely on specific parametric assumptions:
e.g. Pan (2002) and Eraker (2004) assume that the jump intensity is affine in the
stochastic volatility.8 Santa-Clara and Yan (2010) proposes a more flexible path-
dependent jump intensity model to differentiate it from the volatility and argue that
jump risk is more important than diffusive risk.9 A recent paper by Li and Zinna
(2013) seeks to estimate a self-exciting dynamic for the jump intensity, while at the
same time allowing for volatility jumps.
In studying the time-varying jump shape, one strand of literature uses daily asset
returns to show that the power-law parameter may change over time, e.g. Galbraith
and Zernov (2004) applies the idea in the equity index, while Kelly (2011) relies on a
large cross-section of stock returns. Another strand employs option prices to estimate
the parameters of a Generalized Pareto Distribution, e.g. Hamidieh (2012), Vilkov
and Xiao (2013). In contrast to the above studies, I only require short-maturity deep
out-of-money option panels to estimate the jump shape under both risk neutral and
physical measures. This is a benefit of having a model-implied closed-form pricing
kernel.
My empirical results contribute to the studies of short-run return predictability.
8 Most of the options literature estimates a parametric model on options data and then evaluates
the fit via model implied asset prices, e.g. Bates (1996), Bates (2000), Bakshi et al. (1997). These
studies strictly rely on the stochastic volatility model by Heston (1993) in which the jump intensity
is either constant or affine in volatility. Broadie et al. (2007) employs both options and the index
price in the estimation; their proposed model allows volatility jump but the jump intensity is
constant.
9 Maheu et al. (2013) uses the asset price only in a much longer time window; they also model
the jump intensity separately in addition to a two-factor volatility structure. Both Santa-Clara and
Yan (2010) and Maheu et al. (2013) successfully obtain significant equity risk premiums associated
with different latent factors.
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The variance risk premium (the difference between the statistical and risk-neutral ex-
pectation of the corresponding forward variation) shows strong return predictability
at quarterly horizon, first documented by Bollerslev et al. (2009), further investigated
by Drechsler and Yaron (2011b), Bollerslev et al. (2011), among others. Following
Li and Zinna (2013), the decomposition (volatility and jump parts) of the variance
risk premium significantly improves their forecasting power and the degree of this
predictability has a hump shape pattern peaking at three months. However, my
decomposition is based on a semi-parametric estimation procedure with only short-
dated options, while Li and Zinna (2013) require a tightly specified parametric model
and information about the term structure of the variance swap rates.
The rest of the paper is organized as follows: Section 2 presents the general setting
for asset return process, section 3 shows an extended ICAPM with jumps, section 4
discusses the estimation strategy, section 5 describes the data and estimation results,
and section 6 concludes.
3.2 Asset Return Dynamics
To study the risk premium for the aggregate market and individual equities, I set
up a model for the distributional properties of asset returns. This approach is quite
general and forms the foundation of the structural model I later present in section 3.
3.2.1 Rare Jump Diffusion Model
Let pΩ,F ,Pq be a probability space with information flow pFtqtą“0. On this space,
I model the cumulative return on the aggregate equity market Rt as a rare jump
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diffusion process satisfying,10
dRt
Rt´
“ atdt` σm,tdWm,t `
ż
B
pex ´ 1qJ˜pdt, dxq. (3.1)
where at refers to the instantaneous drift, σm,t is the stochastic volatility, and Wm,t
denotes a standard Brownian motion. Both at and σm,t are locally bounded cad-lag
processes and left unspecified at this stage.11 J is a random measure for counting
jumps on r0,8q ˆ B, with a predictable jump compensator (or intensity measure)
vtpdxqdt such that
ş
B vtpdxqdt ă 8. B is defined as a subset of the real line, B “
r´8,´b´sŤrb`,`8s, both b` and b´ are positive numbers.12 Consequently, the
compensated jump measure J˜pdt, dxq “ Jpdt, dxq´ vtpdxqdt is a martingale measure
and
ş
Bpex ´ 1qJ˜pdt, dxq is a martingale process.13
In this model, given the information flow Ft, the future return is exposed to two
types of shocks: a continuous martingale (σm,tdWm,t), and a discontinuous martin-
gale which is the ”demeaned” sum of realized large jumps. “Large” jumps refer to
extremely rare events, which I take to be the top and bottom quantiles of discon-
tinuous movements. The bounds b´ and b` define these threshold quantiles. In
section 4, I use option implied volatility to determine numerical values for b; this
method generates sufficiently large thresholds to pass any existing jump test.14 For
10 The cumulative return Rt is not the asset price Pt, because Rt contains both capital gains and
cash flow, dRtRt´
“ dPt`DtdtPt´ where Dt is the dividend payout at time t.
11 In general asset pricing models, such assumptions are widely used, see e.g. Bollerslev and
Todorov (011b). Depending on the properties of total wealth return and the agent’s preference,
at can takes different functional forms in an arbitrage-free world. I provide an endogenous model
solution for at in section 3.
12 In the empirical sections, I let both b` and b´ to be both time-varying and sufficiently large.
13 Compared to an infinite activity process, a rare jump diffusion process defines jumps as rare
events and these large jumps are of finite variation. Since small jumps with possibly infinite activity
are excluded in the current setup, the finite variation condition for a martingale process is naturally
satisfied here.
14 In appendix C.3, based on Barndorff-Nielsen and Shephard (2004), I test for the jump existence
through intra-day high-frequency prices.
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a more general setup including both large and small jumps based on Poisson random
measure, see Jacod and Todorov (2010).
3.2.2 Time-varying Jump Intensity Measure
I model the jump measure Jpr0, ts ˆ Bq as depending on an underlying counting
process Nt which is independent of the jump size. In this underlying process, the
number of jumps per unit of time follows a Poisson process, i.e. dNt „ Poissonpλtdtq.
This leads to a multiplicatively separable intensity measure vtpdxqdt “ λtftpxqdxdt,
where λt is the instantaneous intensity of jump occurrences and ftpxq is a density
function for the jump size. There are two sources of randomness in the intensity
measure: the arrival rate λt and the density function ftpxq.
To match the empirical observation that jumps are rare but typically cluster in
time, I model the intensity λt as a stationary, path-dependent, self-exciting process,
dλt “ κλpµλ ´ λtqdt`
ż
B
ϕλJpdt, dxq. (3.2)
where ϕλ ą 0 for any x P B. In this specification, the intensity always jumps up
when the cumulative return Rt jumps, then mean reverts until the next jump.
15 A
self-exciting process differs from a Poisson process by adding a source of temporal
variation which is the number of jumps itself. This implies that, in contrast to
other models, the discontinuous increments in both the intensity and the returns are
no longer independent.16 It is worth noting that the intensity λt is defined freely
from the stochastic volatility σ2m,t; however, its self-exciting feature does resemble an
15 The counting process Nt with intensity λt as in equation (2.2) is also called a Hawkes process,
first used by Hawkes (971b) and recently adopted by Aı¨t-Sahalia et al. (2013). The only differ-
ence between a compound Poisson process and a Hawkes process is the independent increment
assumption.
16 Alternative specifications of the jump intensity are λt9σ2m,t and σ2m,t has no jump component
(see Aı¨t-Sahalia et al. (2012)) or that λt is a process independent of volatility σ
2
m,t (see Maheu et al.
(2013)).
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ARCH effect in volatility.
At the same time, to capture the possibly time-varying distribution of jump sizes,
I employ the double-exponential model of Kou and Wang (2002) with parameter αt
to describe the rate of decay,
f˘t pxq “ α˘t pi˘eα
˘
t |k˚˘|e´α
˘
t |x|. (3.3)
where f˘t pxq denotes the density function for positive or negative jumps. Here, pi`
denotes the probability of large positive jumps and pi´ “ 1 ´ pi` the probability
of large negative jumps. This new source of randomness in the jump distribution
has also been investigated by Bollerslev and Todorov (2013); they also use a heavy
tail distribution instead of Merton-type normal distribution to accommodate the
complex dynamic tail.17
3.2.3 Co-jumps
To model portfolio returns, I explicitly allow these returns to co-jump with the
aggregate market return and response to the aggregate diffusive shocks,
dRi,t
Ri,t
“ ai,tdt`βσi,tσm,tdWm,t`σi,tdWi,t`
ż
B
peβJi,tx´1qJ˜pdt, dxq`
ż
Bi
pexi´1qJ˜ipdt, dxiq.
(3.4)
where rWm,t,W1,t...WN,ts denotes an pN`1qˆ1 vector of mutually independent stan-
dard Brownian motions, J˜i is the compensated Poisson random measure on r0,8qˆBi
with intensity λi,t and jump size distribution ftpxiq.
By assumption, the time-variation in beta loadings βσi and β
J
i comes solely from
17 While Bollerslev and Todorov (2013) focuses on the dynamic features under the risk neutral
measure Q, this paper tries to describe shifting jump shapes under both P and Q measures. A
recent study by Vilkov and Xiao (2013) assumes jump size follows a generalized Pareto distribution.
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movements in the jump shape parameters αQ˘t ,
βJi,t “ βJ˘i,0 `
βJ˘i,1
αQ˘t
, βσi,t “ βσi,0 `
βσi,1
αQ´t
. (3.5)
where βJ˘i,0 , β
J˘
i,1 , β
σ
i,0 and β
σ
i,1 are scalars to measure the risk exposure to jump and
diffusive factors. The non-zero loadings βJ˘i,1 and βσi,1 imply that the co-movements
with the aggregate market will change when the jump shape parameters change.
3.3 An Inter-temporal Model with Stochastic Volatility and Jumps
To better understand the risk return trade-off and to provide further insight into the
estimation of equity risk premia, I extend the endowment economy intertemporal
capital asset pricing model (ICAPM) of Campbell et al. (2013) to include both
stochastic volatility and rare jumps. In this setting, closed-form solutions for both
the pricing kernel and the equity risk premium are possible.
3.3.1 Preferences
I assume a representative agent who has a claim over a consumption stream Ct in
every period. This agent has an Epstein-Zin-Weil utility function,
Ut “ rp1´ e´δsqC
1´γ
θ
t ` e´δspErU1´γt`s s|Ftq 1θ s
θ
1´γ . (3.6)
where δ is time discount rate, γ is the risk aversion, and ψ is the inter-temporal
elasticity of the substitution, θ “ γ´1
ψ´1´1 .
18 The agent then maximizes his utility
over the lifetime consumption choices, which results in a Stochastic Discount Factor
(SDF) that is a linear function of log-consumption lnCt and the log-return on all
18 This utility function collapses to a power utility when the risk aversion parameter equals the
inverse of the inter-temporal elasticity of the substitution γ “ 1Ψ . The discrete-time version of this
utility is widely used in the long run risk literature pioneered by Bansal and Yaron (2004b), and
then extended to an continuous-time setting in Bollerslev et al. (2012a).
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invested assets lnRc,t,
19
dlnMt “ ´θδdt´ θψ´1dlnCt ` pθ ´ 1qdlnRc,t. (3.7)
To keep the affine nature of the pricing kernel and therefore analytical tractabil-
ity, I follow Campbell and Shiller (1988b), Eraker and Shaliastovich (2008) among
others by log-linearizing lnRc,t around wt “ lnpPc,t{Ctq, which gives a convenient
approximation for lnRc,t,
20
dlnRc,t « κ0dt` κ1dwt ´ p1´ κ1qwtdt` dlnCt. (3.8)
With equations (3.7) and (3.8), I can substitute out the consumption process
lnCt. Define the hedging demand ht “ k0` k1wt.21 Then equation (3.7) collapses to
the following expression,
dlnMt “ ´γdlnRc,t ` θ
Ψ
ˆ
dht ´ rψδ ´ κ0
κ1
` 1´ κ1
κ1
htsdt
˙
. (3.9)
The first term in this equation represents endowment risk (a negative shock to the
return on consumption lnRc,t) as an indicator of ”bad times.” An asset that provides
insurance against the market downturn is valuable and thus carries a lower premium.
This is because investors dislike the downside risk and pay more for an asset with
hedging features. The second term arises from other types of risks that matter for the
pricing kernel. To further investigate this, I construct an explicit rare jump diffusion
19 For a detailed derivation of this formula, see appendix C.1 in Bollerslev et al. (2012a). For a
discrete time version for the solution, see Campbell (1993).
20 Engsted et al. (2012) supports the accuracy of the Campbell-Shiller approximation. Here κ1 “
exppEpwtqqp1` exppEpwtqq´1 and κ0 “ lnr1` exppEpwtqs ´ κ1Epwtq.
21 If an equity can hedge against certain state variables, its risk premium will be adjusted accord-
ingly. This is the key element that differentiates ICAPM from CAPM and the fundamental reason
for multiple factors model. For example, Campbell et al. (2013) assume the volatility is stochastic
and they find that the shock to volatility is one of the state variables that describes the invest-
ment opportunity set. Thus any portfolio that is positively correlated with the volatility shock is a
hedging portfolio and should earn a lower equity risk premium.
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model for the return on total wealth Rc,t.
3.3.2 Return on Consumption and Volatility Dynamics
I consider a rare jump diffusion model for the endowment return on consumption
stream Ct in a similar fashion as the return on the aggregate market in equation
(3.1)
dRc,t
Rc,t´
“ ac,tdt` σc,tdWc,t `
ż
B
pe
γJ,t
γ
x ´ 1qJ˜pdt, dxq (3.10)
dqt “ κqpµq ´ qtqdt` ϕq?qtdWq,t (3.11)
where σc,tdWc,t “ σcdWcK,t ´ ϕc?qtdWq,t, σ2c,t “ σ2c ` ϕ2cqt, as for the market re-
turn σm,tdWm,t “ σcdWcK,t ´ ϕm?qtdWq,t ` σmdWmK,t, σ2m,t “ σ2c ` ϕ2mqt ` σ2m ,
dWcK,t, dWmK,t and dWq,t are mutually independent shocks. The volatility compo-
nent qt follows a Heston model, or a square root process. This captures the “leverage
effect” commonly documented in the literature: volatility goes up when asset price
goes down. In fact, this is why volatility is positively priced as a risk factor in the
economy.22
The last component represents the co-jumps with the market return Rt, with
proportionality parameter
γJ,t
γ
. Previous studies have assumed that γJ,t “ γ, i.e.
the jump size in total wealth return is the same as the jump size in the aggregate
equity market return. In the present setup, despite dependence on a common jump
counting process, the total wealth return and the aggregate equity market can have
jumps of differing sizes. To capture this, I allow γJ,t to be time-varying and different
from γ.
The modeling assumptions of the above specifications allow me to study total
wealth return and the pricing kernel in a more flexible way, while simultaneously
22 See appendix C.1 for the price of volatility factor qt and appendix C.4 for a small calibration
study.
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capturing the fact that the aggregate equity market can be more volatile. Based on
this configuration, I now study the model implied equity risk premium.
3.3.3 Decomposition of the Equity Risk Premium
I use a traditional approach found in the long-run risk literature; that is, under a no
arbitrage condition, I solve the equity risk premium for the aggregate market return
Rt in equation (3.1),
at “ rf,t ` γσ2c ` ϕmpγϕc ` φqqqt
` λt
ˆż
B
pex ´ 1qftpxqdx´
ż
B
pex ´ 1qe´γJ,tx`φλ,tftpxqdx
˙
. (3.12)
Defining the instantaneous equity risk premium as the difference between the drift
term at and the risk free rate rf,t, ERPt “ at ´ rf,t, the total equity risk premium
ERPt then consists of two components: a volatility part ERPVt and a jump part
ERPJt,
ERPt “ ERPVt ` ERPJt, (3.13)
ERPVt “ γσ2c ` ϕmpγϕc ` φqqqt, (3.14)
ERPJt “ λt
ˆż
B
pex ´ 1qftpxqdx´
ż
B
pex ´ 1qe´γJ,tx`φλ,tftpxqdx
˙
. (3.15)
This decomposition naturally represents different compensation for diffusive and
jump risk. If there is no jump λt “ 0, the equity risk premium degenerates to
ERPVt ą 0, where the temporal variation is captured by the volatility factor qt
only. However, when jumps exist λt ą 0, ERPJt is added to the overall equity risk
premium. On average, ERPJt should be positive and manifest the compensation for
downside rare events. This separation becomes more important when the jump in-
tensity λt is no longer affine in stochastic volatility qt, reinforcing the idea of different
perceptions toward distinct sources of risk.
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There is an important implication for the functional form of the jump size distri-
bution under the risk neutral measure,
fQ˘t pxq “ αQ˘t piQ˘t eα
Q˘
t |k˚˘|e´α
Q˘
t |x|. (3.16)
where αQ`t “ α`t ` γJ,t, αQ´t “ α´t ´ γJ,t. The probability that any negative jump
occurs under the Q measure is a function of γJ,t,
piQ´t pγJ,tq “ 1
1` pi`
pi´ e
´γJ,tpk˚`t ´k˚´t q α
`
t α
Q´
t
αQ`t α
´
t
. (3.17)
If the jump size is exponentially distributed under the statistical measure, then it
must also be exponentially distributed under the risk neutral measure, with the shape
parameter changed by γJ,t.
23 I hereby define γJ,t as the shape premium, the difference
between the negative jump shape under the P andQ probability measures. This (non-
zero) shape premium comes from the dynamic response of total wealth portfolios to
jumps in the aggregate market with size adjustment γJ,t{γ. If total wealth return is
perfectly diversified and immune to the market jumps γJ,t “ 0, the shape premium
will disappear and the P and Q-measure probabilities of negative jumps are the same
piQ´t “ pi´.
The jump intensity under the Q measure relates to the P- measure intensity in a
different way,
λQt “ λt ˆ eφλ,t
ż
B
e´γJ,txftpxqdx. (3.18)
Empirical results in section 5 suggest that the second part
ş
B
e´γJ,txftpxqdx is larger
than one, and not large enough to capture the difference between the two intensities
under the different probability measures. Therefore, φλ,t which is measuring most
of this wedge, i.e. φλ,t « logpλQt q ´ logpλtq effectively constitutes the intensity risk
23 Drechsler and Yaron (2011b) derive a similar result in a discrete time framework.
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premium. In contrast to previous equilibrium models, these two intensities no longer
share the same dynamic properties, and more importantly this intensity premium is
generated from the self-excitation of the jump intensity λt.
For any particular portfolio return i in equation (3.4), under the no arbitrage
condition, the portfolio’s equity risk premium ERPi,t=ai,t ´ rf,t also consists of two
parts,
ERPi,t “ ERPVi,t ` ERPJi,t, (3.19)
ERPVi,t “ βσi,t
`
γσ2c ` ϕmpγϕc ` φqqqt
˘
, (3.20)
ERPJi,t “ λt
ˆż
B
peβJi,tx ´ 1qftpxqdx´
ż
B
peβJi,tx ´ 1qe´γJ,tx`φλ,tftpxqdx
˙
.(3.21)
This solution is comparable with the equity risk premium for the aggregate market
in equation (3.13). The portfolio’s diffusive risk premium is proportional to that
of the aggregate market in a traditional way ERPVi,t “ βσi,tERPVt. However, the
jump part of the equity risk premium ERPJi,t is nonlinearly related with β
J
i,t and
market information on the risk premium. Presumably the higher βJi , the higher risk
compensation for that particular portfolio. I leave further discussion to the empirical
results in section 3.5.
3.4 Estimation Strategy
This section introduces a new semi-parametric estimation method for the jump shape
and the jump intensity. These estimates are essential to construct the jump and the
diffusive risk premium. Under the risk-neutral measure, I use a direct and model-
free approach based on option data only; under the statistical measure, both options
and high-frequency data are needed. Lastly, the resulting jump shape and the jump
intensity estimates make it possible to eliminate the jump bias embedded in the VIX
index (CBOE), which helps to further reveal the volatility part of the equity risk
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premium.
3.4.1 Jump Shape and Jump Intensity under the Risk Neutral Measure
Most studies assume the jump shape is fixed; in contrast, I allow it to change over
time. This modeling assumption makes the estimation more challenging when the
jump intensity is also time-varying. However, since the jump shape itself describes
distributional properties when jumps occur, which is conceptually very different from
the jump intensity (jump arrival rate), the robust estimates for both of them are
equally important. Together, the jump shape and the jump intensity provide richer
information about rare events from different perspectives.
The idea is to estimate the jump shape first and then the jump intensity in a
model-free way. One possible model-free strategy, as shown in Bollerslev and Todorov
(011b), is to use short-dated deep out-of-money options. When the expiration date
is near, deep out-of-money options are only hedging against extremely large jumps.
Specifically, under the risk neutral measure, let Ot,T pkq be the option price on
the aggregate equity market at time t, with maturity date T, strike price K, and log
moneyness k“ logpK{Ft´,T q, where Ft´,T is the futures price with some undetermined
future date after T.24 Following Bollerslev and Todorov (011b) and Bollerslev and
Todorov (2013), as time-to-maturity τ Ó0 (τ “ T ´t), kÒ `8 for calls and kÓ ´8 for
puts, the ratio of the option price to the discounted futures price effectively isolates
the jump risk,25
ert,TOt,T pkq
τFt
pÑ λQt
ş
Bpex ´ ekq˘fQt pdxq. (3.22)
24 This is because the only information needed here is the change of the futures price at date t and
date T.
25 See Lemma 1 in Bollerslev and Todorov (2013), in their notation φt˘ =λ
Q
t α
Q˘
t pi
Q˘eα
Q˘
t |k˚˘| with
boundary conditions. If αt´ ą ι, αt` ą 3 ` ι for some ι ą 0, the convergence rate is τ ι and the
cumulated return Rt has a finite third moment.
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In fact, for any fixed value αQ˘, when the time-to-maturity τ decreases, the
convergence rate will exponentially increase, and this rate will even be exponentially
amplified when the moneyness also goes deeper. As such, in this section and the
empirical discussion later on, I will ignore any estimation error if the procedure only
depends on the equation (3.22).
Since the jump intensity only enters into equation (3.22) in the first order format,
for any pair of options with different log moneyness k1 and k2, the ratio of these two
option prices on the same day doesn’t depend on the jump intensity,
log
Ot,T pk2q
Ot,T pk1q
pÑ log
ş
Bpex´ek2 q˘fQ˘t pxqdxş
Bpex´ek1 q˘fQ˘t pxqdx
. (3.23)
By using the exact specification of ftpxq in equation (3.3), the right-hand-side
variable includes the shape parameter αQ˘t and the moneyness k1 and k2 only, which
suggests the shape parameter αQ˘t can be consistently estimated through a suffi-
ciently large number of short-deep-OTM option pairs. In particular, assume on any
given day s (t ď s ď T0), the errors of downward slope (log option price versus
log moneyness) are independent with a median zero conditional on Ft. These pric-
ing errors are also independent across different days within a short period of time.
Together this suggests a least absolute difference (LAD) estimate for the jump shape,
yαQ˘t “ argmin
αQ˘t PR
řT´T0
s“t
řNs˘
i“2
ˇˇ log Os,T pks,iq
Os,T pks,i´1q
ks,i´ks,i´1 ´ p1¯ αQ˘t q
ˇˇ
. (3.24)
where Ns˘ is the total number of calls or puts on day s, T0 is approximately eight
calendar days right before the option expires at date T,26 and the moneyness is
sufficiently deep for both calls kα` ă kt,1 ă kt,2... ă kt,N`t and puts kα´ ą kt,1 ą
kt,2... ą kt,N´t . This LAD estimator sufficiently down-weights the ”outliers” in the
26 I do not include observations with the maturity shorter than seven days because these options
contain large amounts of noise; see discussion in Bollerslev and Todorov (011b).
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minimization problem.27 In empirical practice, the pooling on a monthly basis (τ ď
35 days) ensures a large number of option pairs in the estimation.28
In light of equation (3.22), the jump intensity under the risk-neutral measure λQt
is then identified based on the first-step estimated shape parameter αQ˘t in equation
(3.24). Since the model in section 3 implies the same intensity process for both
positive and negative jumps, I consequently use both calls and puts to infer the
embedded information on the intensity,29
xλQt “ argmin
λQt PR
řT´T0
s“t
řN´t
i“1
řN`t
j“1
ˇˇ
logr ers,T CALLs,T pki,sq
τsFs
{ ep1´α
Q`
t qks,j`α
Q`
t k
˚`
t
αQ`t ´1
` ers,T PUTs,T pki,tq
τsFs
{ ep1`α
Q´
t qks,i´α
Q`
t k
˚´
t
αQ`t `1
s ´ log λQt
ˇˇ
. (3.25)
where k˚`t and k
˚´
t are the thresholds to define the rare jumps on the real line.
Because of the symmetry assumption, the jump intensity has an even larger sample
in the estimation.
Together, the estimated asymmetric jump shapes and the symmetric jump inten-
sity provide a full characterization for jumps under the risk neutral measure. They
also prove to be helpful for inferring the jump features under the physical measure.
3.4.2 Jump Shape and Jump Intensity Premiums
The proposed ICAPM in section 3 implies an explicit relation across the two prob-
ability measures. Among others, the shape premium γJ,t, or the difference between
the left-jump shape under P and Q probability measures, arises from the dynamic
27 If one relaxes the independence assumption, he or she can also try to apply the kernel weights
for the absolute errors.
28 Since I eliminate the extremely short to maturity options, T ´ T0 ‰ 0, the workable number of
days in one month is 15 instead of 22.
29 A similar approach is discussed in Bollerslev and Todorov (2013) in their footnote 13. The
difference is I use both puts and calls in the estimation to reflect the independence assumption on
jump intensity λQt and jump size.
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response of total wealth to jumps in the aggregate equity market. The higher shape
premium is an effect of a larger response.
There are two ways to semi-parametrically estimate the jump shape premium
γJ,t.
30 First, we can use high-frequency prices to estimate the P-measure decay rates,
and then compare with their Q-measure decay rates to infer the shape premium γJ,t.
This is only possible if we can observe enough large jumps in the actual prices within
a short period of time. In the appendix C.3, I show that for the entire sample, we
can only observe about 347 ”medium-sized” jumps. This means the direct use of
high-frequency data is infeasible for the shape premium estimation.
The second way (feasible way) is illuminated by the relation between the shape
premium and the Q-measure probability in equation (3.17). The intuition behind
this approach is the following: given a fixed physical probability for negative jumps
(e.g. pi´ “ 0.5), the corresponding risk-neutral probability is higher than pi if and
only if the shape premium γJ,t is positive. In other words, pi
Q´ can uniquely identify
the shape premium γJ,t based on some predetermined P- measure probability and
the Q- measure decay rates. To be more specific, by assuming pi` “ pi´ “ 0.5,31 it
implies that piQ´t in equation (3.17) is a function of shape parameter α
Q˘
t and the
shape premium γJ,t only,
piQ´t pγJ,tq “ 1
1`e´γJ,tpk˚`t ´k˚´t q αt` α
Q´
t
α
Q`
t αt´
. (3.26)
Since the probability for negative jumps under the risk-neutral measure piQ´ can
be estimated by comparing the price of puts and calls, so can the shape premium
30 In most of the studies, shape premium γJ,t is the same as the time-invariant risk aversion
parameter γ. The latter is usually a calibrated number in consumption based asset pricing models
to match with the average mean of the aggregate equity risk premium; or it can be estimated in a
fully parameterized jump-diffusion model. However, since I am mostly interested in reducing the
model assumptions in the estimation, I have no reason to make similar restrictions at this point.
31 From year 1990 to 2011, there are 2644 jumps in total, 1110 are positive jumps (1534 are negative
jumps), among which 162 are larger than 0.6% (185 are smaller than -0.6%).
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γJ,t,
xγJ,t “argmin
γJ,tPR
T´T0ÿ
s“t
Ns´ÿ
i“1
Ns`ÿ
j“1
ˇˇ
log
PUTs,T pks,iq
CALLs,T pks,jq ´ p1` α
Q´
t qks,i ` p1´ αQ`t qks,j
` logpα
Q´
t ` 1
αQ`t ´ 1
q ´ log
˜
piQ´s pγJ,tq e´αQ´t k˚´s“
1´ piQ´s pγJ,tq
‰
eα
Q`
t k
˚`
s
¸ ˇˇ
. (3.27)
where the pricing errors in the put-call pairs are Ft´ independent with a median of
zero. As a result, the P-measure shape parameter estimates are xα`t “ yαQ`t ´ xγJ,t andxα´t “ yαQ´t ` xγJ,t.
This ”indirect approach” successfully overcomes the difficulty of estimating the
”unobservables.” This approach uses a total of Ns´ ˆNs` observations on each day.
In the empirical implementation discussed below, that is approximately 114 ˆ 15
observations per month. A similar approach can also be applied to the case where
γJ,t “ γ by summing the right-hand-side of equation (3.27) over the full sample
horizon.
The P-measure jump intensity estimation is complicated by a similar ”lack-of-
data” problem. In order to make any inference about this ”unobserved” jump inten-
sity, I assume a pseudo jump intensity measure exists with a smaller cutoff choice
kP˚` and kP˚´. This means that ”medium” and ”large” jumps are no longer sepa-
rable.
Consider a noisy proxy for the median-to-large jump intensity EtJX,
JX˘
kP˚˘t ,T
”
ż T
t
ż
rkP˚˘,˘8s
pex ´ ekP˚˘t qJpdt, dxq, (3.28)
EJX˘
kP˚˘t ,T
” EtJX˘kP˚˘t ,T
pÑ λt
ż
rkP˚˘,˘8s
pex ´ ekP˚˘t qf˘t pxqdx. (3.29)
The estimated EJX˘
kP˚˘t ,T
comes from a HAR-VAR Kalman filter approach, and
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is based on a daily observed vector Y “ rCV, JV ˘, OV ER2, JX˘s, where CV is
the continuous variation, JV ˘ is the left- and right- jump variation, OV ER2 is the
overnight return squared.32 Even for medium-sized jumps, on most days JX˘
kP˚˘t ,T
are both zero, so the variation in EJX˘
kP˚˘t ,T
mostly comes from the other variables
in the vector Yt,T .
Together with equation (3.22), I then estimate φλ,t by taking the log difference
of call prices and the right-jump tail EJX`t , and the log difference of put prices and
the left-jump tail EJX´t , for any day s P rt, T0s,
yφλ,t “ argmin
φλ,tPR
řT0
s“t
řNs´
i“1
řNs`
j“1 | logr e
rs,T CALLs,T pkj,sq
τsFsˆ {JTX`rs,T s {
ep1´α
Q`
t qpks,j´kP˚`t q
pαQ`t ´1q{pα`t ´1q
` ers,T PUTs,T pki,sq
τsFsˆ {JTX´rs,T s {
ep1`α
Q´
t qpks,i´kP˚´t q
pαQ`t `1q{pα`t `1q
s
´ log ş
B˜
α˘t eα
˘|k˚P˘|´γJ,tx´α˘t |x|dx´ φλ,t|. (3.30)
where the pricing errors are Ft´ independent with a median of zero. Once again,
the LAD estimate downweighs the outliers. As a result, the jump intensity reveals
itself naturally as pλt “ xλQt {ezφλ,t{ şB e´yγJ,txftpxqdx. In parallel to the shape premium
γJ,t estimation, this approach also uses a total of Ns´ ˆNs` observations on each day.
3.4.3 Jump Part of Equity Risk Premium
The uncovered jump shapes and intensities are building blocks in the construction
of the jump risk premium. As stated in the model in section 3.3, the jump risk
premium (or the jump part of the equity risk premium) contains both the risk-neutral
and the physical expectation for the rare events, the difference of which justifies
the compensated premium. In turn, the jump part of the equity risk premium, or
32 For details, see section 4.4, and appendix C.3, for a similar study see Bollerslev and Todorov
(011b).
100
any of its deeper-tails defined on a subset D P B, D “ r´8, k˚˚´t s
Ťrk˚˚`t ,8s, are
constructed as below,
{ERPJD,t “ {ERPJ`D,t ` {ERPJ´D,t, (3.31)
{ERPJ`D,t “ {ERPID,t ` pλt ż
D`
xα˘t pi˘eyα˘t p|k˚˘|´|x|q`xdx (3.32)
´ xλQt ż
D`
yαQ˘t ypiQ˘t ezαQ˘t p|k˚˘|´|x|q`xdx,
{ERPJ´D,t “ {ERPID,t ` pλt ż
D´
xα˘t pi˘eyα˘t p|k˚˘|´|x|q`xdx (3.33)
´ xλQt ż
D´
yαQ˘t ypiQ˘t ezαQ˘t p|k˚˘|´|x|q`xdx,
{ERPID,t “ ´pλt ż
D
xα˘t pi˘eyα˘t p|k˚˘|´|x|qdx (3.34)
` xλQt ż
D
yαQ˘t ypiQ˘t ezαQ˘t p|k˚˘|´|x|qdx.
where if D “ B, {ERPIB,t is the difference between the risk-neutral and physical jump
intensities {ERPIB,t “ ´pλt `xλQt .
Compared with a fully parametric model with fixed jump shapes, so that the
time-variation of the jump tails only comes from the P- measure jump intensity, I
derive a more special structure for the tail risk premium by allowing shifting jump
shapes and two distinct jump intensities. Investors will be more richly compensated
when the jump shape premium is larger and when the jump intensity is not only
path-dependent but also self-exciting.
3.4.4 Variance Risk Premium
To show the intimate link between the variance risk premium and the volatility part
of the equity risk premium, define the quadratic variation of the logarithm market
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return over rt, T s as,
QVt,T ”
ż T
t
`
σ2c ` σ2m ` ϕ2mqs
˘
ds`
ż T
t
ż
B
x2Jpds, dxq. (3.35)
Moreover, let CVt,T denote the continuous variation and JVt,T the jump variation,
QVt,T “ CVt,T ` JVt,T ,
CVt,T ”
ż T
t
`
σ2c ` σ2m ` ϕ2mqs
˘
ds, JVt,T ”
ż T
t
ż
B
x2Jpds, dxq. (3.36)
With this notation, the variance risk premium, or the difference between the Q and
P-measures quadratic variation QVt,T is simply,
V RPt,T “ EQt rQVt,T s ´ EtrQVt,T s
“ EQt rCVt,T s ´ EtrCVt,T slooooooooooooomooooooooooooon
V RP cvt,T
`EQt rJVt,T s ´ EtrJVt,T slooooooooooooomooooooooooooon
V RPJt,T
. (3.37)
The implied variance IVt quantified by VIX (CBOE), contains a bias from the
jump process.33 Removing the noise from jumps delivers a clean “model-free” mea-
sure for the continuous part of the variance risk premium,
{EQt rCVt,T s “ IVt,T ´ 2xλQt ˆ ż
B
pex ´ x´ 1q{fQt pxqdx,
{V RP cvt,T “ {EQt rCVt,T s ´ {EtrCVt,T s. (3.38)
The recovered {V RP cvt,T contributes to the volatility part of the equity risk premium.34
In appendix C.1, I prove that the continuous part of the variance risk premium
33 Implied variance is commonly used in empirical asset pricing studies, see e.g. Bollerslev et al.
(2009), Du and Kapadia (2012), among others.
34 A parametric calibration is needed besides {V RP cvt,T . See the calibration table in appendix C.4
for details.
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V RP cvt,T is linearly related to qt—the driving variable for the volatility part of the
equity risk premium.35 In other words, the volatility part of the equity risk premium
ERPVt is affine in the continuous part of the variance risk premium V RP
cv
t,T .
This section discussed a strategic plan to estimate the jump risk premium and
the driving variable for the diffusive risk premium. In the next section, I present
estimation results and discuss the predictive regressions for short-medium horizon
returns.
3.5 Estimation Results
From the extended ICAPM with stochastic volatility and jumps in section 3, the
equity risk premium is naturally decomposed into the jump part and the volatility
part. In this section, I apply the estimation strategy in section 4 and present the es-
timates for the jump shapes and the jump intensities. I also explain the construction
of the risk premia for the aggregate market and the different portfolios.
3.5.1 Data Description
S&P 500 Options
The options on the S&P 500 index are obtained from OptionMetrics. The data
sample runs from January 1996 to December 2011, for a total of 4027 trading days.
I remove arbitrage observations for both calls and puts based on the mid quotes,
moneyness and trading volume.36
For each month, I use short-dated and deep out-of-money options (7-45 days
time-to-maturity) with the same maturity date to ensure all options contain the
information only for a fixed time period. I use deep-out-of-money options to separate
35 In this setting, the expected continuous variation EQt rCVt,T s and EtrCVt,T s are also linearly
related to qt, however, the continuous part of the variance risk premium V RP
cv
t,T is a better choice
since it is robust to alternative volatility models, see e.g. the two-volatility structure in Bollerslev
et al. (2009).
36 I apply the standard cleaning rule here; for details see appendix C.2.
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jumps from volatility. The ”deepness” is defined by the at-the-money Black-Scholes’s
implied volatility σATMt and time-to-maturity τ ; deep-out-of-money calls (puts) are
those with log moneyness above (below) k˚` “ c˚` ˆ σATMt
?
τ , c˚` ą 0 (k˚´ “
´c˚´ ˆ σATMt
?
τ , c˚´ ą 0). All together, I have on average 85 “deep” calls per
month with c˚` “ 1.75 and 300 “deep” puts per month with c˚` “ 2.0.37
S&P 500 High-frequency
The high-frequency intra-day data for the S&P 500 futures are from Tick Data
Inc. The data sample runs from January 1990 to December 2011. These prices are
recorded every five minutes, with the first observation at 8:35 (CST) and the last
one at 15:00 (CST), for a total of 78 records on each trading day.
I use high-frequency prices to non-parametrically construct the continuous varia-
tion (CV ), the jump variation (JV ) and the jump tail index (JX). The constructed
variables are then used in a HAR-VAR Kalman filter approach to provide the ex-
pected continuous variation and the expected jump tail index EJX. I also use the
daily closing prices to calculate short- and medium-horizon returns for the aggregate
market.
Portfolio Returns
I employ daily returns for Small and Big companies, Growth and Value companies,
and High and Low momentum portfolios. The size of the firms is determined by their
market equity in June of each year. The Small (Big) firms here are those in the lowest
(highest) 10 percent quantiles. The Growth (Value) firms are those with book-to-
market ratio in the lowest (highest) 10 percent quantiles. For momentum portfolios,
the High (Low) momentum portfolio consists of past ”Winners” (”Losers”), defined
by the top (bottom) 10 percent of firms based on their performance in the past 2-13
37 For different choices of the cutoff k˚˘, see appendix C.2. For estimation of αQ˘t , I use a higher
cutoff for puts to guarantee robust estimates: kα` “ k˚`; kα´ “ ´3.0ˆ σATMt
?
τ ă k˚´.
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months.38
In Table 3.1, the first four columns summarize statistics for the S&P 500 returns
and the three Fama-French portfolios. On average, ”Small-Big” earns an annual
rate of 2.09%, ”Value-Growth” earns an annual rate of 1.63%, and ”Winners-Losers”
portfolio earns an annual rate of 11.61% with the highest Sharpe ratio at 0.34.
Other Financial and Macro Variables
I also use the National Financial Condition Index (NFCI) from the Federal Reserve
Bank of Chicago. This is a weekly index that provides information on financial
conditions in US money markets, debts and equity markets. A positive (negative)
NFCI signifies a tight (loose) financial condition. The default spread (DEF) refers to
the difference between Moody’s BAA bonds and AAA corporate bond yields. The
term spread (TERM) is the difference between the 10-years bond yield and 3-month
T-bill rate. The NFCI and all data needed to calculate the default spread and the
term spread are downloaded from the Federal Reserve Bank of St. Louis.
In addition, I rely on five more macro-economic indicators. The Aruoba-Diebold-
Scotti Business Conditions Index (ADS) from the Federal Reserve Bank of Philadel-
phia, which tracks real business conditions at a weekly frequency. A higher ADS
generally indicates better real business conditions. Housing Starts from the U.S.
Census Bureau, which tracks the total house start units. The consumer price index
(CPI), industrial production (INDPRO), and the U-Michigan consumer sentiment
(UMCSENT) are all obtained from the Federal Reserve Bank of St. Louis. All these
financial and macro variables are converted to monthly frequency at the options’
expiration date.
38 These portfolios are downloaded from Professor Kenneth French’s website, where detailed infor-
mation is available.
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3.5.2 Estimation of Jump Intensity Measures
Shifting Jump Shape
On average, the risk-neutral left-jump shape is 14.93. This is much smaller than
the right-jump shape, implying a smaller decay rate for negative jumps. The shape
premium is on average 3.98, indicating a positive dynamic response between the total
wealth return and the aggregate equity market.39
The estimated jump shapes are all time-varying. Figure 3.1 plots the inverse of
the estimated jump shape parameters for the left 1{αQ´t (and 1{α´t ) in the top panel,
and for the right 1{αQ`t (and 1{α`t ) in the bottom panel. The stars in the top panel
show that the risk-neutral left-jump distribution clearly becomes extremely fat tailed
in the late 2008 financial crisis, with an unprecedented low decay rate of 1/0.249.40 In
the same panel, the P-measure left-jump shape shows a similar dynamic pattern, but
almost always with a faster decay rate than the corresponding Q-measure variable,
which comes from a positive shape premium, α´t “ αQ´t ` γJ,t. This suggests that
total wealth return is almost always co-jumping with the aggregate market return in
the same direction.
To better understand the source of the variation in the jump shapes, I correlate
them with some selected financial indicators and macro variables in Table 3.2. The
inverse of the left-jump shapes ( 1{αQ´t and 1{α´t ) are both highly correlated with
NFCI and DEF. At the same time, these shape parameters are both negatively cor-
related with real business condition (ADS) and consumer sentiment (UMCSEMT).
This suggests that when economics conditions worsen, the aggregate equity mar-
ket is expected to have a higher probability for extremely large jumps. Conversely,
the left-jump shape may be seen as signaling overall financial and real economic
39 This number is quite similar to the calibrated risk aversion parameter γ “ 4 in the rare disaster
literature.
40 This also means four moments exist for the aggregate market return process.
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conditions—a heavier left tail indicates a worsened state of the economy for any
type of investment.
The right-jump shape also changes over time. However, at each point of time,
αQ`t ą αQ´t and α`t ą α´t , which means under both measures, the right-jump shape
is always thinner, or decays faster, than the left one. Interestingly, in late 2008, the
inverse of the right-jump shape parameter has an upward spike. When the equity
market suffered from a significant loss in September 2008, and news spread quickly
about the multiple failures of financial institutions, a strong and quick recovery was
also expected to occur in the following months.41
Time-varying Jump Intensity
The estimated Q-measure jump intensity has a mean of 1.00 implying one jump
every year, while the P-measure jump intensity is much smaller with a mean of 0.21
suggesting one jump every 5 years.
In parallel to the shifting jump shapes, the jump intensities under both measures
are also time-varying. As shown in Figure 3.2, the P-measure jump intensity has
several peaks over the entire sample, the largest one in late 2001 caused by the 9-11
attacks. This intensity also spikes up in other periods, e.g. the 1997-1998 Asian
financial crisis, the 2002 dot-com bubble, the 2008 US financial crisis and the 2010-
2011 European debt crisis.
The Q-measure intensity (stars) is persistent (first autocorrelation equals 0.42),
with a subtle descending trend from year 1996 to year 2005. Table 3.2 shows this
downward trend is also correlated with industrial production (-0.53) and the con-
sumer price index (-0.49).42 Compared with the P-measure jump intensity, the Q-
41 In general, the right-jump shape is less smooth; one possible reason is the small sample problem—
for each month, there are on average 85(67) calls for the entire sample from 1996-2011 (early sample
1996-2007).
42 The reason why the jump intensity under Q measure has strong negative correlation with CPI
and INDPRO is not the focus of this paper, but it might be interesting for future research.
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measure intensity (the stars) is almost always larger, implying a stochastic intensity
premium.43
Based on the shape estimates and the intensity estimates under both measures,
I construct the equity risk premium for the aggregate market. Consistent with the
idea of risk-return trade-off, the resulting left-jump part of the equity risk premium
(ERPJ´t ) is almost always positive, and the right-jump part (ERPJ
`
t ) is almost
always negative. I also obtain the volatility part of the equity risk premium (ERPVt)
based on a small calibration study detailed in appendix C.4.44
3.5.3 Equity Risk Premium for the Aggregate Market
In Figure 3.3, I show the time-series of the jump and volatility parts of the equity
risk premium (ERPJ “ ERPJ` ` ERPJ´ and ERPV ). On average, the jump
part equals 6.75%, more than ten times larger than the volatility part on an annual
basis. Both parts have peaks that are aligned with economic downturns and major
financial events (the unconditional correlation between ERPJ and ERPV is 0.29),
but in general they exhibit very different trajectories. Interestingly, the peaks in
the jump part appear relatively stable over time. For example, the October 1997
Asian currency crisis is associated with a 19.03% premium from jumps, the August
1998 Russian bond and LTCM crises triggers a rise of ERPJ to 20.94%, and these
premia are not much different from the 2007-2008 US financial crisis when ERPJ
attains 19.98%. By contrast, before 2007 the volatility part has only moderate peaks,
ranging from 0.56% to 1.63%, but then in Nov 2008, it soars up to 6.43% . There are
additional peaks in both ERPJ and ERPV in connection with the September 11,
43 To further highlight this, I also calculate the 95% confidence intervals for the estimated P-
measure jump intensity. These confidence bands are tight enough to exclude the trajectory of
the Q-measure intensity. Empirical results show that the log difference between Q and P-measure
intensities mostly comes from the stochastic intensity premium.
44 Section 4 and appendix C.1 explain the relation between ERPVt and the continuous part of the
variance risk premium (V RP cvt ).
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2001 terrorist attack, the July 2002 dot-com bubble, and the 2010-2011 European
debt crisis. In all these events, the jump part of the equity risk premium captures
a large increased fear for the market’s decline, and the magnitude of these premia
are about four times higher than the volatility part. Compared to other tail risk
measures with dramatic peaks in late 2008, the magnitude of my ERPJ is much
smaller.45 Since the volatility rises to unprecedented high levels in October and
November 2008, the contributions from both the jump and volatility parts offset
each other and become more even in comparison with other more quiet periods.
Since the jump part of the equity risk premium is constructed by the sum of the
left ERPJ´t and the right ERPJ
`
t sub-parts, it is instructive to discuss the difference
between this left and right decomposition for some particular event. Among all the
peaks in ERPJ (=ERPJ´t +ERPJ
`
t ), the left part ERPJ
´
t have dominating effects
over the right part ERPJ`t , and together they deliver positive risk premia. However,
a reverse scenario occurs in late 2008, especially in October and November, where
ERPJ´t reaches its lowest point at -2.14% and -9.35%, and ERPJ
`
t reaches its
highest point at 10.46% and 29.33%. This means that the moderate positive tail
risk compensation is manifest in the right jumps, not the left jumps. This counter-
intuitive result is generated by the flexible dynamic response of total wealth return
to the aggregate equity market γJ,t{γ. As the total capital market value drops, the
aggregate equity market is no longer a good proxy for total wealth return, inducing a
sharp decrease in the shape and intensity risk premiums. Furthermore, in these two
months, financial investors were under extremely tight financial conditions: NFCI
rose to unprecedented high numbers of 2.6500 and 2.7400.46
45 For example, the jump tail index (JTIX) in Du and Kapadia (2012) has a 50-fold increase and
the jump part of the equity risk premium in Bollerslev and Todorov (011b) reaches 40% on an
annual basis.
46 National financial condition index (NFCI) summarizes the overall conditions of money markets,
debt and equity markets, and these extremely large positive values of the NFCI indicate all three
markets are risker, with low liquidity and high leverage.
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3.5.4 Equity Risk Premia for the Fama-French Portfolios
To complement the results for the aggregate market portfolio, I also study the jump
(left and right), and volatility parts of the equity risk premium for three Fama-French
portfolios: SMB (small minus big firms), HML (value minus growth firms) and WML
(winner minus loser firms). The constructions of these premia certainly involve the
estimates of the beta loadings for each portfolio.
To start the beta pricing implications, I first split the entire data sample into
three groups: the right-jump period, the left-jump period and the calm period, each
of which is defined as the collection of days when the S&P500 intra-day price jumps
were larger than 0.6%, smaller than ´0.6%, or no such jumps, respectively.47 The
rationale for this split is to select days when the market is likely to experience large
rare jumps and use those selected days to separately estimate the beta coefficients
for the right-jump, left-jump and volatility. Formally, for each portfolio i, I run three
regressions,
ri,tDM
J`
t “ βJ`i,0 rm,tDMJ`t ` et,J` , (3.39)
ri,tDM
J´
t “
˜
βJ
´
i,0 `
βJ
´
i,1
αQ´t
¸
rm,tDM
J´
t ` et,J´ , (3.40)
ri,tDM
σ
t “
ˆ
βσi,0 `
βσi,1
αQ´t
˙
rm,tDM
σ
t ` et,σ. (3.41)
where ri,t and rm,t are daily log returns, DM. are dummy variables to indicate the
three different scenarios, βσi,0, β
σ
i,1 ,β
J`
i,0 , β
J´
i,0 and β
J´
i,1 are the betas for the continuous
shocks, the right jumps and the left jumps in equation (3.4).
Table 3.3 reports the beta estimates for the SMB, HML and WML portfolios. For
each portfolio, I have 101 days to estimate βJ
`
i,0 , 99 days for β
J´
i,0 and β
J´
i,1 , and 3746
47 The cutoff choice 0.6% is adopted from Bollerslev and Todorov (011b). It is large enough to
select large jumps and small enough to identify a reasonable number of jumps in the sample.
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“normal” days for βσi,0 and β
σ
i,1. In line with the literature, on average, I find that
SMB, HML and WML portfolios all tend to load negatively on both the left and neg-
ative market jumps. What is more interesting here is the time-varying beta estimates
in the fifth row in Table 3.3. In contrast to the right-jump beta, the left-jump beta
and the volatility beta both significantly change with the jump shape parameter 1
αQ´t
.
This means when financial conditions become tighter and the aggregate market has
a negative jump, the Small-Big and the Value-Growth portfolio jumps in the same
direction, but the Winners-Losers portfolio jumps in the opposite direction. These
differences in the beta estimates naturally result in more variation in the equity risk
premiums for the different portfolios.
Together with the market jump intensity and the jump shape estimates, I first
investigate the resulting jump parts, then the volatility parts of the portfolios’ equity
risk premia. Figure 3.4 plots the right (dashed line) and left (solid line) jump parts
of the equity risk premium for each portfolio in separate panels. In most months,
the negative beta loadings for the right market jump for all three portfolios imply
positive risk premiums. Comparing across the different portfolios, all three right-
jump parts (ERPJ`i,t) are highly correlated with each other, since the variation
mainly comes from the counterpart to the market ERPJ`t . Conversely, the three
left-jump parts (ERPJ´i,t) are very different dynamically. This may be explained by
the different stochastic betas for the negative market jumps. Specifically, in October
and November of 2008, this premium almost disappears for the SMB portfolio. For
HML it starts from around zero and then drops down to be negative. For WML it
also starts from around zero but rises back to 10.44%. These differences come from
the dual impacts of the different beta loadings and the unique market conditions.
For example, in November 2008, the left-jump beta for HML is -0.0477, compared
to the left-jump beta for WML equal to -1.1660, but it also has a lower associated
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premium implied by the negative market-wide intensity premium.
Lastly, Figure 3.5 shows the total jump and the volatility parts of the equity risk
premiums for the three portfolios. The volatility parts are almost always smaller in
magnitude. Interestingly, the jump parts of the portfolios’ equity risk premia exhibit
very different dynamic patterns. The SMB jump premium is strongly negatively
correlated with market’s counterpart (correlation equals -0.95), and positively related
with that of HML (0.78) and WML (0.49). The HML and WML jump premia, on
the other hand, correlate negatively with the market’s counterpart at -0.70 and -0.56.
Unlike most of the beta pricing studies, the portfolios’ equity risk premia here are not
linearly related to that of the market. These additional sources of variations come
from the fact that: [1] the jump shapes shift through time, and the beta loadings
enter into the premium in a nonlinear fashion; [2] the beta loadings for the left-jumps
also change with different financial conditions.
3.5.5 Return Predictability Studies
I now turn to the study of the long-term equity risk premium. In my model, the
long-term equity risk premium (from time t to t ` nτ) is the summation of the
expected instantaneous equity risk premium, defined as ERPt,nτ ” řnj“1EtERPt`jτ .
If ERPt,nτ can be approximated by some observables Xt, then we should have the
empirical regressions,
nÿ
j“1
rt`pj´1qτ,t`jτ “ apnq ` b1pnqXt ` r,t`jτ . (3.42)
where
řn
j“1 rt`pj´1qτ,t`jτ is the compounded asset return, a noisy but unbiased proxy
for the long-term risk premium. If Xt can strongly predict the future compounded
asset return, then Xt is a good approximation for the long-term equity risk premium.
Table 3.4 presents these predictability studies at a one-month horizon. I try
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three measures of {ERPt: my proposed measure with shifting jump shapes and self-
exciting intensity (top panel), a benchmark measure with constant jump shapes
(middle panel) and another benchmark measure with constant jump shapes and
without self-exciting jump intensity (bottom panel). For each measure, I choose
three sets of Xt in the empirical regressions: [1] the jump and the volatility parts of
the equity risk premium (ERPJ and ERPV ); [2] the deeper tails of the jump part
of the equity risk premium (ERPJpV IXq);48 [3] the jump part of the variance risk
premium (V RP J).
Across different columns in Table 3.4, my proposed measure for Xt has uniformly
superior predictive power for the one-month S&P 500 return. For example, ERPJ
has R2 equal to 1.33%, compared to 1.00% for ERPJ˚ and 0.96% for ERPJ˚˚. By
adding in the volatility part in a joint regression, my proposed measure maintains
the strongest predictive power of a total R2 equal to 2.79% and adjusted R2 equal to
1.77%. If one uses a deeper tail (ERPJpV IXq) together with ERPV , the resulting
R2 equals 2.43%, which is 1.00% higher than the first corresponding benchmark
variable (ERPJ˚pV IXq and ERPV ˚) and 1.83% higher than the second benchmark
variable (ERPJ˚˚pV IXq and ERPV ˚˚). Moreover, the variance risk premium Xt “
rV RP cv, V RP J s of all measures have relatively weaker return forecastability. The
time-variation of the jump shapes and the self-excitation of the jump intensity are
both essential to the one-month equity risk premium for the aggregate market.
This comparison also holds as the compounded horizon increases. In Figure 3.6,
from one to six months, the proposed Xt “ rERPJ ERPV s has uniformly stronger
predictive power compared to the benchmark Xt “ rERPJ˚˚ ERPV ˚˚s. The R2
for returns has a hump shape pattern peaking at a three-month horizon, consistent
with the hump first documented by Bollerslev et al. (2009) and later by Bollerslev
48 The deeper tail ERPJpV IXq refers to a subset D in equation (3.31), where D “
r´8, k˚˚´t s
Ťrk˚˚`t ,8s, k˚˚´t “ ´2.0 ˆ V IXt?τ , k˚˚`t “ 1.75 ˆ V IXt?τ , and τ= 30 calender
days.
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et al. (2011). However, in the sample period considered in this paper, the forecasting
power of the total V RPt stays below 1% throughout the short-median horizon. This
suggests that the tail risk is indeed very different from the diffusive risk.
Table 3.5 presents prediction results for the three portfolios Small-Big (SMB
Top Panel), Value-Growth (HML Middle Panel) and Winners-Losers (WML Bot-
tom Panel). The first four columns show that the deeper tails of the jump com-
ponents explain larger amount of the portfolios’ one-month equity risk premiums.
The volatility parts help to increase SMB return predictability, but not significantly
for HML and WML returns. In particular, the SMB portfolio can be explained by
Xt “ rERPJSMBpV IXq ERPVSMBs with R2 “ 7.07%, and the WML portfolio can
be explained by Xt “ rERPJWMLpV IXq ERPVWMLs with R2 “ 4.54%. The last
two columns show the variance risk premium has limited contribution to the port-
folios’ return predictability. These results suggest that the portfolios’ beta loadings
are time-varying and their long-term equity risk premiums are better captured by
their own instantaneous equity risk premium rather than the variance risk premium
of the aggregate market.
Figure 3.7 plots the R2s in the portfolio return predictions. For all three port-
folios, the predictive power of the deeper tails are stronger than the total jump
components. The R2s are almost all increasing from one to six month horizons and
no hump shape is detected at the shorter horizons.
3.6 Conclusion
This paper provides a new approach for modeling and estimating the jump risk
premium in the equity market. I show that investors dislike two types of jump
risk: the frequency of the discontinuous movement and the probability that this
movement is extremely large. By incorporating these two different channels, and
further allowing the jump arrival rate to be self-exciting, the complex structure of
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the jump risk premium is no longer affine in the jump arrival rate.
The corresponding semi-parametric estimation approach developed here relies on
a large panel of options and high-frequency intra-day prices to uncover the associated
risk compensation. Together with the diffusive risk premium, the proposed jump risk
premium is capable of providing a better description for the longer-term equity risk
premium. It also helps explain differences in the returns across the three Fama-
French portfolios.
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Figure 3.1: Jump Tail Index
This figure plots the inverse of the estimated left-jump (right-jump) shape parameters under the
physical (P) and risk-neutral (Q) measures in the top panel (bottom panel). Section 3.4 explains
the detailed estimation procedures. The sample runs from January 1996 to December 2011.
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Figure 3.2: Jump Intensity
This figure plots the estimated jump intensity (physical measure as a dashed line and risk-neutral
measure as a solid line). The shaded area represents the 2-standard error bands for the physical
jump intensity. Section 3.4 explains the detailed estimation procedures. The data sample runs from
January 1996 to December 2011.
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Figure 3.3: Decomposition of Equity Risk Premium
This figure plots the jump part of the equity risk premium ERPJt as a solid line and the volatility
part of the equity risk premium ERPVt as a dashed line. The data runs from January 1996 to
December 2011.
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Table 3.2: Jump Intensity Measures and Economic Indicators
This table reports correlations for the left-jump shapes and two jump intensities with some selected
financial variables: National Financial Condition Index (NFCI), the default spread (DEF), the term
spread (TERM); and with some selected macro-variables: total houses start units (HouseStart),
consumer price index (CPI), industrial production (INDPRO). The sample ranges from January
1996 to December 2011.
NFCI DEF TERM ADS HouseStart CPI INDPRO UMCSENT
1
αQ´t
0.75 0.75 0.28 -0.56 -0.39 0.27 -0.01 -0.40
1
α´t
0.65 0.68 0.24 -0.52 -0.27 0.22 -0.01 -0.32
λQt -0.13 -0.19 -0.07 0.20 0.04 -0.49 -0.53 0.27
λt 0.42 0.34 0.18 -0.20 -0.35 0.22 0.04 -0.33
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Table 3.3: Beta Loadings
The top panel reports the beta estimates for SMB (left panel), HML (middle panel) and WML
(right panel) portfolios, for each portfolio, I estimate right-jump beta (J`), left-jump beta (J´)
and calm period beta (V). For each type, βt “ β0 ` β1{αQ´t in equation (3.39). The bottom panel
is the time-series plot for the left-jump betas, βJ´i,t “ βJ´i,0 `βJ´i,1 {αQ´t . Daily portfolio returns come
from professor Kenneth French’s website and high-frequency data for the S&P 500 futures come
from TAQ dataset. The sample runs from 01Jan1996 to 31Dec2011.
SMB HML WML
J` J´ V J` J´ V J` J´ V
Constant -0.009 0.004 0.032 -0.003 -0.001 0.017 0.009 0.000 0.040
std (0.003) (0.002) (0.015) (0.004) (0.002) (0.016) (0.008) (0.004) (0.029)
β0 -0.434 -0.338 -0.512 -0.135 -0.417 -0.375 -0.818 0.288 0.379
std (0.079) (0.099) (0.055) (0.098) (0.157) (0.083) (0.163) (0.234) (0.177)
β1 1.169 1.831 2.951 3.837 -5.849 -7.386
std (0.694) (0.530) (0.987) (0.869) (1.669) (2.150)
R2 40.494 21.766 25.256 3.196 10.097 4.467 24.723 26.412 9.271
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Figure 3.4: Decomposition of Jump parts of Portfolios’ Equity Risk Premium
This figure plots right and left jump risk premiums for SMB, HML and WML. The constructions
are based on tail shape parameters 1
αQ˘t
and 1
α˘t
, the intensities λQt and λt, and the beta estimates
in Table 3.3. The sample runs from January 1996 to December 2011.
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Figure 3.5: Decomposition of Portfolios’ Equity Risk Premium
This figure plots the jump and diffusive risk premiums for SMB, HML and WML. The construction
are based on tail shape parameters 1
αQ˘t
and 1
α˘t
, the intensities λQt and λt, and the beta estimates
in Table 3.3. The sample runs from January 1996 to December 2011.
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Table 3.4: One-Month S&P 500 Return Prediction
This table reports the compounded return predictions based on three measures (with various
components) of the equity risk premium. The return process is S&P 500; ERP represents the
proposed measure with the shifting jump shapes and the self-exciting jump intensity; ERP˚
restricts the shape to be constant, and ERP˚˚ further restricts the jump intensity to be not
self-exciting. The constants and their associated standard errors are scaled by 100. The data
sample ranges from January 1996 to December 2011. All measures of the equity risk premiums are
in monthly units.
S&P 500 Returns
Constant -0.57 -0.80 -0.37 -0.59 0.19 0.23
std (0.77) (0.73) (0.74) (0.71) (0.54) (0.50)
ERPJ 1.67 2.19
std (0.83) (0.92)
ERPJpV IXq 2.86 3.41
std (1.28) (1.31)
ERPV -2.92 -2.54 -3.68
std (1.12) (1.09) (1.56)
VRPJ 1.08 4.65
std (2.96) (3.35)
R2 1.33 1.29 2.79 2.43 0.08 1.67
Adjusted R2 0.82 0.78 1.77 1.41 -0.44 0.64
Constant 0.01 -0.17 0.56 0.22 0.12 0.67
std (0.42) (0.53) (0.53) (0.58) (0.42) (0.53)
ERPJ˚ 0.46 0.66
std (0.23) (0.26)
ERPJpV IXq˚ 1.21 1.51
std (1.25) (1.35)
ERPV˚ -4.91 -3.75 -4.44
std (3.55) (3.35) (3.55)
VRPJ˚ 0.95 1.29
std (0.43) (0.47)
R2 1.00 0.63 2.28 1.44 0.87 1.95
Adjusted R2 0.49 0.11 1.26 0.41 0.35 0.92
Constant 0.05 0.25 0.61 0.61 -0.11 0.39
std (0.42) (0.56) (0.53) (0.61) (0.45) (0.53)
ERPJ˚˚ 0.43 0.60
std (0.20) (0.23)
ERPJpV IXq˚˚ 0.31 0.54
std (1.76) (1.89)
ERPV˚˚ -4.84 -3.10 -5.02
std (3.56) (3.30) (3.55)
VRPJ˚˚ 7.70 11.04
std (4.28) (4.85)
R2 0.96 0.03 2.21 0.60 1.05 2.37
Adjusted R2 0.45 -0.49 1.18 -0.45 0.53 1.35
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Table 3.5: One-Month Portfolio Returns Prediction
This table reports the compounded returns predictions based on three measures (with various
components) of the equity risk premium. The return processes are the SMB, HML and WML port-
folios. ERP represents the proposed measure with the shifting jump shapes and the self-exciting
jump intensity. The constants and their associated standard errors are scaled by 100. The data
samples range from January 1996 to December 2011. All measures of the equity risk premium are
in monthly units.
SMB Returns
Constant 1.14 2.36 0.67 1.91 0.18 -0.05
std (0.50) (0.72) (0.51) (0.62) (0.48) (0.50)
ERPJSMB 6.75 7.83
std (2.41) (2.94)
ERPJSMB(VIX) 19.11 20.46
std (5.74) (6.17)
ERPVSMB -10.61 -10.29 -10.41
std (6.75) (6.17) (8.57)
VRPJ -0.04 -2.40
std (2.14) (3.39)
R2 2.65 5.70 4.06 7.07 0.00 0.98
Adjusted R2 2.14 5.21 3.06 6.10 -0.52 -0.06
HML Returns
Constant 0.30 1.51 0.49 2.01 0.88 0.94
std (1.11) (0.84) (1.19) (0.90) (0.55) (0.59)
ERPJHML 1.20 2.77
std (6.85) (7.68)
ERPJHML(VIX) 14.86 20.65
std (7.28) (8.45)
ERPVHML -5.11 -10.69 1.56
std (5.36) (3.64) (3.79)
VRPJ -4.61 -4.92
std (2.93) (3.32)
R2 0.04 2.04 0.33 3.31 1.42 1.45
Adjusted R2 -0.48 1.53 -0.71 2.30 0.90 0.41
WML Returns
Constant 1.09 1.80 1.29 1.80 1.91 1.33
std (0.67) (0.60) (0.70) (0.59) (1.10) (1.17)
ERPJWML 7.11 4.87
std (4.92) (5.91)
ERPJWML(VIX) 13.17 10.70
std (8.27) (10.72)
ERPVWML 4.69 3.18 8.62
std (5.59) (5.42) (3.31)
VRPJ -5.76 0.45
std (7.24) (7.66)
R2 3.19 4.29 3.74 4.54 0.74 2.80
Adjusted R2 2.69 3.79 2.73 3.54 0.22 1.78
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Figure 3.6: Long-Horizon Return Prediction
This figure plots the R2% in return prediction studies from one to six months. The solid line
represents the deeper tail of the jump risk premium ERPJpV IXq and the diffusive risk premium
ERPV , the dashed line refers to the benchmark which restricts the shape to be constant with a non
self-exciting jump intensity, Xt “ rERPJ˚˚pV IXq, ERPV ˚˚s. The sample ranges from January
1996 to December 2011.
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Figure 3.7: Long-Horizon Return Prediction
This figure plots the R2% for portfolio return prediction studies from one to six months in the top
panel. The solid line represents the deeper tail of the portfolio’s jump risk premium ERPJpV IXq
and diffusive risk premium ERPV , the dashed line refers to the portfolio’s total jump risk premium
ERPJ and diffusive risk premium ERPV . The sample ranges from January 1996 to December
2011.
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Appendix A
Supplementary Appendix to
“Stock Return Predictability and Variance Risk
Premia: Statistical Inference and International
Evidence”
This appendix provides additional empirical results pertaining to: (i) summary statis-
tics for the longest available sample for each of the individual countries included in
our analysis; (ii) country specific regressions based on the simple V RP i proxies and
the longest available sample for each of the individual countries; (iii) country specific
regressions based on the forward FV RP is discussed in the main text; (iv) country
specific regressions based on the FV RP global proxy; (v) panel regressions based on the
alternative FV RP global proxy constructed from a standard VAR(1) for the monthly
realized and options implied variation measures for all of the six countries; (vi) time
series plots of the forward FV RP is for each of the six individual countries; (vii) plots
of the panel regression coefficients and R2s reported in Table 7, along with the panel
regression coefficients and R2s obtained from regressing the excess returns on the
individual country variance risk premia FV RP i; (viii) plots of the R2s for each of
126
the individual countries implied by the panel regression results reported in the top
panel in Table 7; and (ix) plots of the simple V RP global proxy and the alternative
“global” FV RP constructed from a standard VAR(1) for the monthly realized and
options implied variation measures for all of the six countries.
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Figure A.1: Forward Variance Risk Premia
The figure shows the monthly forward variance risk premia FV RP it for France (CAC 40), Japan
(Nikkei 225), Germany (DAX 30), Switzerland (SMI 20), the U.K. (FTSE 100), and the U.S.
(S&P 500). The risk premia are constructed by subtracting the HAR-RV-based forecasts from the
model-free options implied variation. The sample period spans January 2000 to December 2011
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Figure A.2: FVRP Panel Regression Coefficients and R2’s
The two top panels show the estimated panel regression coefficients from regressing the excess
returns on the individual country variance risk premia FV RP it and the “global’ variance risk pre-
mium FV RP globalt , respectively, together with two NW -based standard error bands. The bottom
two panels show the R2phq’s from the same two panel regressions. The regressions are based on
monthly data from January 2000 through December 2011.
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Figure A.3: FV RP global Panel Regression Implied R2’s
The figure shows the adjustedR2phq’s for each of the individual countries implied by the FV RP globalt
panel regressions reported in the top panel in Table 7. The regressions are based on monthly data
from January 2000 to December 2011.
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Figure A.4: VAR-based FV RP global
The figure shows the simple variance risk premia V RP global (top panel) and the forward VAR-based
FV RP global (bottom panel). The sample period spans from January 2000 to December 2011.
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Table A.2: Country Specific Regressions based on Extended Samples
The results are based on the country specific regressions in equation (2) and the longest available
sample for each of the individual countries, as indicated in the previous table. tNW -statistics are
reported in parentheses.
Index Horizon 1 2 3 4 5 6 9 12
CAC 40 Constant -9.00 -9.09 -9.17 -9.49 -9.47 -9.13 -8.33 -7.93
( -1.50) ( -1.51) ( -1.52) ( -1.54) ( -1.49) ( -1.42) ( -1.24) ( -1.15)
V RP it 0.24 0.22 0.22 0.22 0.18 0.13 0.05 0.04
( 2.18) ( 2.63) ( 3.45) ( 4.43) ( 4.66) ( 3.19) ( 1.41) ( 0.90)
Adj.R2 1.42 2.66 3.99 5.35 3.98 2.15 -0.15 -0.42
DAX 30 Constant 3.58 2.67 2.58 1.98 1.95 2.76 3.54 3.44
( 0.53) ( 0.40) ( 0.41) ( 0.32) ( 0.31) ( 0.44) ( 0.55) ( 0.53)
V RP it -0.05 0.12 0.13 0.21 0.21 0.12 0.06 0.09
( -0.29) ( 0.67) ( 1.03) ( 2.01) ( 2.55) ( 1.69) ( 1.44) ( 2.13)
Adj.R2 -0.46 -0.13 0.15 1.67 1.86 0.49 -0.16 0.51
FTSE 100 Constant -4.96 -5.44 -6.02 -6.43 -6.42 -6.09 -5.32 -5.05
( -1.03) ( -1.15) ( -1.33) ( -1.40) ( -1.36) ( -1.27) ( -1.07) ( -0.98)
V RP it 0.04 0.07 0.14 0.17 0.16 0.13 0.04 0.01
( 0.35) ( 0.95) ( 3.12) ( 4.09) ( 3.95) ( 2.31) ( 1.01) ( 0.29)
Adj.R2 -0.67 -0.40 1.43 3.44 3.18 2.05 -0.39 -0.74
Nikkei 225 Constant -4.05 -5.14 -5.92 -6.08 -5.62 -5.28 -4.13 -3.92
( -0.64) ( -0.88) ( -0.99) ( -1.03) ( -0.96) ( -0.90) ( -0.69) ( -0.65)
V RP it -0.09 0.00 0.08 0.10 0.07 0.05 0.01 0.01
( -0.83) ( 0.01) ( 0.96) ( 1.27) ( 0.98) ( 0.78) ( 0.13) ( 0.25)
Adj.R2 -0.40 -0.61 -0.12 0.32 -0.10 -0.28 -0.63 -0.64
SMI Constant -2.43 -3.34 -3.67 -4.40 -4.71 -4.36 -3.50 -3.38
( -0.43) ( -0.60) ( -0.67) ( -0.82) ( -0.88) ( -0.82) ( -0.64) ( -0.60)
V RP it 0.02 0.11 0.14 0.23 0.25 0.21 0.14 0.14
( 0.11) ( 1.01) ( 1.40) ( 2.24) ( 3.15) ( 2.80) ( 2.57) ( 3.25)
Adj.R2 -0.65 -0.12 0.51 3.18 4.37 3.53 1.88 2.25
S&P 500 Constant -2.76 -1.71 -1.82 -1.57 -1.30 -0.22 1.54 2.02
( -0.90) ( -0.54) ( -0.61) ( -0.51) ( -0.41) ( -0.07) ( 0.46) ( 0.58)
V RP it 0.51 0.40 0.41 0.38 0.33 0.24 0.11 0.07
( 5.00) ( 4.85) ( 7.60) ( 6.97) ( 5.77) ( 4.01) ( 2.15) ( 1.45)
Adj.R2 6.65 7.71 12.24 13.03 11.06 6.48 1.64 0.70
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Table A.3: Country Specific FVRP Regressions
The results are based on the country specific regressions in equation (2) with the forward variance
risk premia FV RP i for each of the countries in place of V RP i. tNW -statistics are reported in
parentheses. The sample period extends from January 2000 to December 2011.
Index Horizon 1 2 3 4 5 6 9 12
CAC 40 Constant -11.82 -11.01 -10.54 -10.96 -10.95 -10.66 -9.66 -9.12
( -1.75) ( -1.62) ( -1.58) ( -1.63) ( -1.61) ( -1.58) ( -1.41) ( -1.29)
FV RP it 0.60 0.46 0.37 0.41 0.39 0.36 0.26 0.23
( 2.55) ( 2.08) ( 1.49) ( 1.59) ( 1.63) ( 1.91) ( 1.91) ( 2.10)
Adj.R2 3.18 3.32 3.22 5.27 5.63 5.52 3.79 3.64
DAX 30 Constant -5.59 -7.05 -6.21 -6.55 -7.01 -7.20 -5.72 -5.23
( -0.65) ( -0.84) ( -0.76) ( -0.82) ( -0.86) ( -0.89) ( -0.72) ( -0.65)
FV RP it 0.11 0.33 0.24 0.27 0.34 0.40 0.27 0.26
( 0.27) ( 0.94) ( 0.82) ( 1.09) ( 1.49) ( 2.15) ( 1.67) ( 2.10)
Adj.R2 -0.63 0.54 0.22 0.87 2.19 3.90 2.23 2.63
FTSE 100 Constant -6.03 -6.50 -6.39 -6.90 -7.21 -7.50 -6.55 -6.21
( -1.05) ( -1.17) ( -1.19) ( -1.29) ( -1.33) ( -1.39) ( -1.24) ( -1.16)
FV RP it 0.14 0.16 0.15 0.19 0.22 0.26 0.16 0.13
( 0.46) ( 0.74) ( 0.80) ( 1.09) ( 1.24) ( 1.70) ( 1.00) ( 0.98)
Adj.R2 -0.43 0.02 0.25 1.21 2.20 3.72 1.54 1.13
Nikkei 225 Constant -13.82 -12.39 -11.02 -10.03 -9.87 -9.39 -7.72 -6.72
( -1.68) ( -1.63) ( -1.53) ( -1.42) ( -1.39) ( -1.34) ( -1.12) ( -0.96)
FV RP it 0.38 0.29 0.23 0.19 0.20 0.19 0.12 0.09
( 2.82) ( 3.35) ( 3.34) ( 2.91) ( 2.97) ( 3.14) ( 2.30) ( 1.84)
Adj.R2 5.76 5.85 5.27 4.52 5.55 6.09 3.34 2.48
SMI Constant -1.50 -2.16 -2.78 -3.45 -4.46 -5.05 -5.26 -5.06
( -0.26) ( -0.36) ( -0.46) ( -0.58) ( -0.72) ( -0.80) ( -0.81) ( -0.76)
FV RP it -0.11 -0.09 -0.03 0.01 0.11 0.17 0.20 0.18
( -0.60) ( -0.48) ( -0.20) ( 0.10) ( 0.85) ( 1.45) ( 1.77) ( 1.79)
Adj.R2 -0.48 -0.47 -0.68 -0.72 0.00 1.13 2.75 2.94
S&P 500 Constant -8.62 -8.26 -7.99 -8.08 -8.28 -7.59 -6.07 -5.54
( -1.33) ( -1.42) ( -1.46) ( -1.47) ( -1.53) ( -1.47) ( -1.17) ( -1.04)
FV RP it 0.61 0.52 0.49 0.50 0.52 0.45 0.28 0.24
( 2.04) ( 2.55) ( 2.86) ( 2.68) ( 3.19) ( 3.76) ( 2.67) ( 2.71)
Adj.R2 5.94 7.89 10.36 13.10 16.79 14.23 7.52 6.82
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Table A.4: “Global” FVRP Regressions
The results are based on the country specific regressions in equation (3) with the forward
FV RP global in place of V RP global. tNW -statistics are reported in parentheses. The sample pe-
riod extends from January 2000 to December 2011.
Index Horizon 1 2 3 4 5 6 9 12
CAC 40 Constant -11.61 -11.88 -11.24 -11.59 -12.05 -11.98 -11.10 -9.42
( -1.59) ( -1.64) ( -1.59) ( -1.64) ( -1.70) ( -1.73) ( -1.62) ( -1.33)
FV RP globalt 0.32 0.35 0.28 0.30 0.35 0.36 0.28 0.17
( 1.20) ( 1.62) ( 1.38) ( 1.39) ( 1.74) ( 2.23) ( 1.81) ( 1.36)
Adj.R2 0.61 2.00 1.89 2.98 5.08 6.17 4.01 1.86
DAX 30 Constant -7.49 -8.63 -7.47 -7.85 -8.20 -7.93 -6.78 -4.70
( -0.90) ( -1.04) ( -0.93) ( -0.97) ( -1.00) ( -0.98) ( -0.85) ( -0.59)
FV RP globalt 0.27 0.40 0.30 0.34 0.39 0.39 0.29 0.15
( 0.76) ( 1.48) ( 1.25) ( 1.38) ( 1.75) ( 2.33) ( 1.76) ( 0.98)
Adj.R2 -0.08 1.78 1.34 2.51 4.29 5.09 2.87 0.69
FTSE 100 Constant -6.84 -7.21 -6.57 -7.07 -7.57 -7.71 -7.28 -6.36
( -1.22) ( -1.39) ( -1.31) ( -1.41) ( -1.49) ( -1.55) ( -1.47) ( -1.24)
FV RP globalt 0.21 0.23 0.16 0.20 0.25 0.27 0.23 0.14
( 0.83) ( 1.29) ( 1.07) ( 1.42) ( 1.78) ( 2.40) ( 1.87) ( 1.44)
Adj.R2 0.25 1.32 0.87 2.33 4.74 6.52 4.75 2.51
Nikkei 225 Constant -15.76 -13.16 -12.55 -12.02 -11.78 -10.86 -10.00 -7.63
( -1.78) ( -1.73) ( -1.79) ( -1.72) ( -1.71) ( -1.61) ( -1.48) ( -1.10)
FV RP globalt 0.83 0.56 0.55 0.54 0.54 0.48 0.40 0.25
( 2.20) ( 2.39) ( 3.27) ( 2.86) ( 3.08) ( 3.51) ( 3.47) ( 2.38)
Adj.R2 6.93 5.47 7.57 9.23 10.80 10.23 8.26 5.16
SMI Constant -3.80 -4.45 -4.98 -5.50 -6.50 -6.68 -6.38 -4.96
( -0.61) ( -0.72) ( -0.80) ( -0.89) ( -1.04) ( -1.08) ( -1.03) ( -0.79)
FV RP globalt 0.13 0.15 0.19 0.23 0.32 0.33 0.29 0.15
( 0.60) ( 0.75) ( 1.02) ( 1.22) ( 1.84) ( 2.40) ( 2.20) ( 1.38)
Adj.R2 -0.35 0.02 0.90 1.97 5.47 6.72 5.79 2.16
S&P 500 Constant -7.99 -8.14 -7.89 -7.79 -8.21 -7.70 -7.14 -5.71
( -1.19) ( -1.32) ( -1.36) ( -1.34) ( -1.41) ( -1.39) ( -1.31) ( -1.05)
FV RP globalt 0.51 0.48 0.45 0.43 0.47 0.42 0.36 0.24
( 1.75) ( 2.33) ( 2.63) ( 2.38) ( 2.71) ( 3.13) ( 2.79) ( 2.53)
Adj.R2 3.75 6.21 8.16 9.33 13.26 12.17 9.88 6.61
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Table A.5: Panel Regressions with VAR-based FVRP
The results are based on the forward “global” variance risk premium proxy constructed from a
VAR(1) for the monthly realized and options implied variation measures for all of the six countries.
NW -based t-statistics are reported in parentheses. The sample period extends from January 2000
to December 2011.
Horizon 1 2 3 4 5 6 9 12
Constant -9.38 -9.06 -8.45 -8.48 -8.97 -8.86 -7.46 -6.72
( -2.71) ( -2.97) ( -2.93) ( -3.06) ( -3.38) ( -3.61) ( -3.66) ( -3.47)
V AR´ FV RP globalt 0.44 0.39 0.34 0.34 0.39 0.39 0.27 0.22
( 2.65) ( 3.37) ( 3.59) ( 4.31) ( 5.09) ( 5.07) ( 4.13) ( 2.71)
Adj.R2 2.22 3.15 3.38 4.22 6.55 7.68 5.01 4.18
Constant 12.20 8.23 8.13 15.68 23.22 26.36 22.69 12.49
( 0.44) ( 0.33) ( 0.36) ( 0.75) ( 1.11) ( 1.31) ( 1.52) ( 1.36)
V AR´ FV RP globalt 0.47 0.42 0.36 0.38 0.45 0.45 0.32 0.25
( 3.17) ( 4.32) ( 4.73) ( 6.30) ( 7.80) ( 7.88) ( 7.39) ( 4.17)
logpPt{Etqglobal -9.98 -7.99 -7.65 -11.15 -14.83 -16.21 -13.83 -8.79
( -0.77) ( -0.68) ( -0.72) ( -1.17) ( -1.56) ( -1.77) ( -2.08) ( -2.30)
Adj.R2 2.28 3.23 3.53 4.77 7.80 9.43 6.75 5.03
136
Appendix B
Supplementary Appendix to
“Stock Return and Cash Flow Predictability: The
Role of Volatility Risk”
B.1 Model Solution
Our basic solution method for the model is adopted from Bansal and Yaron (2004a),
Bansal, Kiku, and Yaron (2007a), and Drechsler and Yaron (2011b). To begin, we
follow Campbell and Shiller (1988c) and solve for the return on consumption by
log-linearizing rc,t`1 around the unconditional mean of the wealth-consumption ratio
νt,
rc,t`1 « κ0 ` κ1νt`1 ´ νt `∆ct`1, (B.1)
where κ1=
exppEpνqq
1`exppEpνqq , and κ0=logr1 ` exppEpνqqs ´ κ1Epνq. We then conjecture a
solution for νt as a linear function of the state vector Yt,
νt “ A0 ` A1Yt, (B.2)
where A0 is a scalar, and A=p0, Ax, Aσ, Aq, 0q refer to the pricing coefficients. Next,
by substituting νt and νt`1 into equation (B.1), both rc,t`1 and the stochastic discount
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factor mt`1 defined in the main text may be expressed as linear functions of the state
vector,
mt`1 “µm ´ pγe11 ` p1´ θqκ1A1qYt`1 ´ pθ ´ 1qA1Yt, (B.3)
rc,t`1 “µrc ` pe11 ` κ1A1qYt`1 ´ A1Yt. (B.4)
Going one step further, it follows that the innovations to the pricing kernel and
the return on the wealth claim may be expressed as,
mt`1 ´ Etpmt`1q “ ´Λ1HGtzt`1, (B.5)
rc,t`1 ´ Etprc,t`1q “ Λ1cHGtzt`1, (B.6)
where Λ denotes the price of risk for the factor shocks,
Λ “γe1 ` κ1p1´ θqA,
for e1 ” r1, 0, 0, 0, 0s, and Λc “ e1`κ1A. The magnitude and sign of Λ are determined
by the preference parameter θ and the pricing coefficient vector A. If investors prefer
early resolution of uncertainty, i.e., γ ą φ´1, A reveals the sensitivity of the market
prices for the different shocks to higher order consumption dynamics. When γ=φ´1
(CRRA case), Λ collapses to γe1, and only transient shocks to consumption growth
level zg,t`1 are priced.
Since the no-arbitrage condition must hold regardless of the realization of the
state vector Yt, it is possible to solve for A by imposing the Euler equation,
0 “ µm ` µrc ` rp´Λ` Λcq1F ´ θA1sYt ` 12p´Λ` Λcq
1HGtG1tH
1p´Λ` Λcq. (B.7)
138
This in turn implies that
θAtiu ` pΛ˜1cF qtiu “12r1i“3
ÿ
j“1,5
˜pΛ1chjq2 ` 1i“4
ÿ
j“2,3,4
pΛ˜1chjq2s, (B.8)
0 “µm ` µrc , (B.9)
where Λ˜c=´Λc ` Λ=pγ ´ 1qe1 ´ κ1θA, i refers to the ith element of vector, and 1i“n
is an indicator function. The solutions are,
Ax “´ γ ´ 1
θp1´ κ1ρxq , (B.10)
Aσ “ pγ ´ 1q
2
2θp1´ κ1ρσq , (B.11)
while Aq solves the equation
1
2
aqθ
2A2q ` pbq ` p1´ κ1ρqqq p´θAqq ` 12cq “ 0, where
aq “κ21pϕ2xs2q,x ` s2q,σ ` ϕ2qq ą 0,
bq “κ21
`
ϕ2xp´Axθ ´ Aσθsσ,xqsq,x ´ Aσθsq,σ
˘
,
cq “κ21
`
ϕ2xp´Axθ ´ Aσθsσ,xq2 ` A2σθ2
˘ ą 0.
Since aq ą 0 and cq ą 0, the two roots are either negative or positive. We choose the
larger root for ´θAq if bq ` p1´ κ1ρqq ą 0, or the smaller root if bq ` p1´ κ1ρqq ă 0.
In both cases Aq reduces to zero when sq,x, sq,σ and ϕq are zero.
Even though no closed-form expressions for A are available when we consider
κ0 and κ1 as endogenous, the system of equations are still solvable. As shown in
equation (B.8), A depends on κ1, µ, F , H, as well as the preference parameters.
Considering the definitions of κ1 and κ0, κ1 and A are the only unknowns in the
constant term in the Euler equation, so that κ1 may be solved endogenously together
with A. Finally, κ0 and A0 can be expressed as functions of A and κ1. For detailed
numerical solutions, see Drechsler and Yaron (2011b) Appendix A.1 and A.2.
Applying a similar conjecture-evaluation type method, it is possible to solve for
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the aggregate market return rt,t`1. Denote the price-dividend ratio by wt, and con-
sider the conjecture solution wt=Ad,0 `A1dYt. Log-linearize rt,t`1 around the uncon-
ditional mean of the price-dividend ratio yields,
rt,t`1 « κd,0 ` κd,1wt`1 ´ wt `∆dt`1. (B.12)
Substituting out wt and wt`1 in the above equation, the return on the market may
be rewritten as,
rt,t`1 “µrd ` pe15 ` κd,1A1dqYt`1 ´ A1dYt, (B.13)
where Λd=e5 ` κd,1Ad and Ad=r0, Ad,x, Ad,σ, Ad,q, Ad,ds1 is a vector of pricing coeffi-
cients.
Using the same solution method as the one previously used for A, it follows by
the no-arbitrage condition,
0 “ µm`µrd`rp´Λ`Λdq1F ´pθ´1qA1´A1ds1Yt`0.5p´Λ`Λdq1HGtG1tH 1p´Λ`Λdq,
(B.14)
which implies that
pθ ´ 1qAtiu ` Ad,tiu ` pΛ˜1dF qtiu “0.5r1i“3
ÿ
j“1,5
˜pΛ1dhjq2 ` 1i“4
ÿ
j“2,3,4
pΛ˜1dhjq2s, (B.15)
0 “µm ` µrd , (B.16)
where Λ˜d=´Λd ` Λ=γe1 ´ e5 ` κ1p1´ θqA´ κd,1Ad.
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The solution for Ad may therefore be expressed as,
Ad,d “ ρd
1´ κd,1ρd (B.17)
1´ κ1ρx
1´ κd,1ρx p1´ θqAx ´ Ad,x “´
´γ ` φdxp1` κd,1Ad,dq
1´ κd,1ρx (B.18)
1´ κ1ρσ
1´ κd,1ρσ p1´ θqAσ ´ Ad,σ “´
1
2
γ2 ` ϕ2dp1` κd,1Ad,dq2
1´ κd,1ρσ ă 0 (B.19)
1´ κ1ρq
1´ κd,1ρq p1´ θqAq ´ Ad,q “´
1
2
dd,q
1´ κd,1ρq (B.20)
where
ad,q “aq “ pϕ2xs2q,x ` s2q,σ ` ϕ2qq ą 0
bd,q “ϕ2xsq,xrκ1p1´ θqAx ´ κd,1Ad,x ` κ1p1´ θqAσ ´ κd,1Ad,σsσ,x ` ´11´ κd,1ρd sd,xs
`
ˆ
κ1p1´ θqAσ ´ κd,1Ad,σ ` ´1
1´ κd,1ρd sd,σ
˙
sq,σ ` ´1
1´ κd,1ρd sd,qϕ
2
q
cd,q “ϕ2xrκ1p1´ θqAx ´ κd,1Ad,x ` pκ1p1´ θqAσ ´ κd,1Ad,σq sσ,x ` ´11´ κd,1ρd sd,xs
2
` r
ˆ
κ1p1´ θqAσ ´ κd,1Ad,σ ` ´1
1´ κd,1ρd sd,σ
˙2
` ´1
1´ κd,1ρd sd,qs
2ϕ2q ą 0
dd,q “ ad,q pκ1p1´ θqAq ´ κd,1Ad,qq2 ` 2bd,q pκ1p1´ θqAq ´ κd,1Ad,qq ` cd,q
In other words, Ad,q solves the equation (A.20) and we choose the root with smaller
absolute value. Both Aq and Ad,q reduce to zero when sq,x, sq,σ and ϕq are all zero.
We will discuss the sign of Ad,q later on in the parameter implication section. We
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can explicitly express Ad,x and Ad,σ as
Ad,x “p1´ γq{θ ´ 1` φdx{p1´ κd,1ρdq
1´ κd,1ρx “
´ψ´1 ` φdx{p1´ κd,1ρdq
1´ κd,1ρx (B.21)
Ad,σ “pγ ´ 1q
2 ` 2θγ ` θpϕ2d{p1´ κd,1ρdq2 ´ 1q
2θp1´ κd,1ρσq . (B.22)
B.2 Variance Risk Premium
In order to determine the factor structure for the variance risk premium, we first
need to solve for the second order moment of the return rt,t`1. It follows from above
that rt,t`1 ´ Etprt,t`1q=Λ1dHGtzt`1, so that the conditional variance of the return is
affine in σ2t and qt,
V artprt,t`1q “ řj“1,5 Λ1dhjh1jΛdσ2t `řj“2,3,4 Λ1dhjh1jΛdqt
“ p1` κd,1Ad,dq2ϕ2dσ2t `
ř
j“2,3,4 Λ
1
dhjh
1
jΛdqt. (B.23)
The first term is associated with the volatility of cash flow shocks, and the second
term represents the consumption uncertainty. Accordingly, the equity risk premium
may be expressed as,
logpEtRt,t`1q ´ rf,t “Etprt,t`1q ` 1
2
V artprt,t`1q ´ rf,t (B.24)
“´ Covtpmt`1, rt,t`1q “
ÿ
j“2,3,4
Λ1dhjh
1
jΛqt
The first equality comes from the normality distribution of rt,t`1 ” logpRt,t`1q, the
second equality comes from the no arbitrage condition and rf,t “ logpEtmt`1 `
1
2
V artpmt`1qq. The expectations of V artprt,t`1q under the physical and risk-neutral
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probability measures are,
EtpV art`1prd,t`2qq “
ÿ
j“1,5
Λ1dhjh
1
jΛdpµσ ` ρσσ2t q
`
ÿ
j“2,3,4
Λ1dhjh
1
jΛdpµq ` ρqqtq, (B.25)
EQt pV art`1prd,t`2qq “
ÿ
j“1,5
Λ1dhjh
1
jΛdpµσ ` ρσσ2t ` sq,1qtq
`
ÿ
j“2,3,4
Λ1dhjh
1
jΛdpµq ` ρqqt ` sq,2qtq.
(B.26)
Under the risk neutral measure, we reweight probabilities according to the pricing
kernel e
mt,t`1
Ete
mt,t`1 . If investor prefers early resolution of uncertainty, the shocks zt`1’s
conditional mean shifts away from zero. And this shift can be expressed as the
conditional covariance between the state vector and SDF mt,t`1,
sq,1qt “ Covtpe3HGtzt`1,´Λ1HGtzt`1q
“ ´pϕxsσ,xh12 ` h13qΛqt, (B.27)
sq,2qt “ Covtpe4HGtzt`1,´Λ1HGtzt`1q
“ ´pϕxsq,xh12 ` sq,σh13 ` ϕqh14qΛqt, (B.28)
where,
sq,1 “´ κ1p1´ θq
`
Axϕ
2
xsσ,x ` Aσpϕ2xs2σ,x ` 1q ` Aqpϕ2xsσ,xsq,x ` sq,σq
˘
“´ κ1p1´ θqpϕ2xsσ,xsq,x ` sq,σq
ˆ
Axϕ
2
xsσ,x ` Aσpϕ2xs2σ,x ` 1q
ϕ2xsσ,xsq,x ` sq,σ ` Aq
˙
sq,2 “´ κ1p1´ θq
`
Axϕ
2
xsq,x ` Aσpϕ2xsσ,xsq,x ` sq,σq ` Aqpϕ2xs2q,x ` s2q,σ ` ϕ2qq
˘
“´ 1{κ1p1´ θqaq
ˆ
bq
´θaq ` Aq
˙
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By definition, sq,1 and sq,2 represent the market prices of shocks to σ
2
t and qt, respec-
tively. Thus, the variance risk premium is naturally defined by,
V RPt ” EQt pV art`1prd,t`2qq ´ EtpV art`1prd,t`2qq
“ přj“1,5 Λ1dhjh1jΛdsq,1 `řj“2,3,4 Λ1dhjh1jΛdsq,2qqt. (B.29)
In the main text, we will refer to the expected return variation and the variance risk
premium as,
ERVt “Q1,1
ρσ
pµσ ` ρσσ2t q ` Q1,2ρq pµq ` ρqqtq,
V RPt “Q2,2qt
for short, where
Q1,1 “ řj“1,5 Λ1dhjh1jΛdρσ ą 0, (B.30)
Q1,2 “ řj“2,3,4 Λ1dhjh1jΛdρq ą 0, (B.31)
Q2,2 “ Q1,1ρσ sq,1 ` Q1,2ρq sq,2. (B.32)
In order to determine the signs of Ad,x, Ad,σ and Ad,q, it is informative to write out
the formula in terms of the estimated B and ρ˜ matrices,
φd,x
´Ad,x “ρ˜3,4,
Ad,σ
Q1,1
“ B4,1, Q1,2
Q2,2
“ ´B1,2, Ad,q
Q2,2
“ B4,2 ´B1,2B4,1.
(B.33)
Since ρ˜3,4 ă 0, φd,x and Ad,x must have the same signs. Thus, by definition Q1,1 ą 0
and Q1,2 ą 0, which together with the estimates for B4,1 “ ´0.60 ă 0 and B1,2 “
´0.02 ă 0, imply that Ad,σ ă 0 and Q2,2 ą 0. Consequently Ad,q “ Q2,2pB4,2 ´
B1,2B4,1q “ ´1.45Q2,2 ă 0.
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B.3 Alternative Setups
B.3.1 Separate Volatility Processes
We will consider the following alternative setup for Gt and H, with F unchanged,
Gt “
¨˚
˚˝˚˚σt 0 0 0 00 ?qt 0 0 0
0 0 σt 0 0
0 0 0
?
qt 0
0 0 0 0 σt
‹˛‹‹‹‚ H “
¨˚
˚˝˚˚1 0 0 0 00 1 0 0 0
0 sσ,x ϕσ 0 0
0 sq,x 0 ϕq 0
0 sd,x ϕσsd,σ ϕqsd,q ϕd
‹˛‹‹‹‚ (B.34)
This setup is related to Bansal and Shaliastovich (2013), where the volatilities of xt
and σ2t are modeled as two separate processes.
For simplicity, we use the same general notation as in the main setup for A, Λ,
Λc and Λd. However, the solutions for the pricing coefficients are obviously different
from the main setup, except for Ad,d=
ρd
1´κd,1ρd ,
θAtiu ` pΛ˜1cF qtiu “ 0.5r1i“3
ÿ
j“1,3,5
˜pΛ1chjq2 ` 1i“4
ÿ
j“2,4
pΛ˜1chjq2s, (B.35)
pθ ´ 1qAtiu ` Ad,tiu ` pΛ˜1dF qtiu “ 0.5r1i“3
ÿ
j“1,3,5
˜pΛ1dhjq2 ` 1i“4
ÿ
j“2,4
pΛ˜1dhjq2s. (B.36)
Since rt,t`1 ´ Etprt,t`1q=Λ1dHGtzt`1, the conditional variance of the return is again
affine,
V artprt,t`1q “
ÿ
j“1,3,5
Λ1dhjh
1
jΛdσ
2
t `
ÿ
j“2,4
Λ1dhjh
1
jΛdqt (B.37)
The expectations of V artprt,t`1q under the physical and risk-neutral probability mea-
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sures may further be expressed as,
EtpV art`1prd,t`2qq “
ÿ
j“1,3,5
Λ1dhjh
1
jΛdpµσ ` ρσσ2t q
`
ÿ
j“2,4
Λ1dhjh
1
jΛdpµq ` ρqqtq (B.38)
EQt pV art`1prd,t`2qq “
ÿ
j“1,3,5
Λ1dhjh
1
jΛdpµσ ` ρσσ2t ` sq,1qt ` sσ,1σ2t q
`
ÿ
j“2,4
Λ1dhjh
1
jΛdpµq ` ρqqt ` sq,2qtq
(B.39)
If investors prefer early resolution of uncertainty, the conditional means of the zt`1
shocks shift away from zero under the risk-neutral measure,
sσ,1σ
2
t ` sq,1qt “ Covtpe13HGtzt`1,´Λ1HGtzt`1q
“ ´ϕσh13Λσ2t ´ pϕxsσ,xh12qΛqt, (B.40)
sq,2qt “ Covtpe4HGtzt`1,´Λ1HGtzt`1q
“ ´pϕxsq,xh12 ` ϕqh14qΛqt. (B.41)
Defining the variance risk premium as before,
V RPt ”EQt pV art`1prd,t`2qq ´ EtpV art`1prd,t`2qq
“
ÿ
j“1,3,5
Λ1dhjh
1
jΛdpsσ,1σ2t ` sq,1qtq `
ÿ
j“2,4
Λ1dhjh
1
jΛdsq,2qt, (B.42)
we may express the expected return variation and premium in short-hand form as,
ERVt “Q1,1
ρσ
pµσ ` ρσσ2t q ` Q1,2ρq pµq ` ρqqtq,
V RPt “Q2,1σ2t `Q2,2qt,
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where
Q1,1 “
ÿ
j“1,3,5
Λ1dhjh
1
jΛdρσ ą 0 Q1,2 “
ÿ
j“2,4
Λ1dhjh
1
jΛdρq ą 0
Q2,1 “Q1,1
ρq
sσ,1 Q2,2 “ Q1,1
ρσ
sq,1 ` Q1,2
ρq
sq,2.
B.3.2 Long-Run Stochastic Volatility
We will consider the following alternative setup for Gt, H, and F ,
F “
¨˚
˚˝˚˚0 1 0 0 00 ρx 0 0 0
0 0 ρσ 1 0
0 0 0 ρq 0
0 φdx 0 0 ρd
‹˛‹‹‹‚ Gt “
¨˚
˚˝˚˚σt 0 0 0 00 σt 0 0 0
0 0 σt 0 0
0 0 0
?
qt 0
0 0 0 0 σt
‹˛‹‹‹‚ (B.43)
H “
¨˚
˚˝˚˚1 0 0 0 00 ϕx 0 0 0
0 ϕxsσ,x ϕσ 0 0
0 ϕxsq,x 0 ϕq 0
0 ϕxsd,x ϕσsd,σ ϕqsd,q ϕd
‹˛‹‹‹‚ (B.44)
This setup is motivated by the model analyzed by Branger and Vo`lkert (2012), among
others, allowing for a time-varying mean of the consumption variance σ2t .
Again, for simplicity we will use the same general notation as in the main setup
for A, Λ, Λc and Λd. The solution for Ad,d=
ρd
1´κd,1ρd remains the same, but the other
the pricing coefficients now take the form,
θAtiu ` pΛ˜1cF qtiu “ 12r1i“3
ÿ
j“1,2,3,5
˜pΛ1chjq2 ` 1i“4
ÿ
j“4
pΛ˜1chjq2s, (B.45)
pθ ´ 1qAtiu ` Ad,tiu ` pΛ˜1dF qtiu “ 12r1i“3
ÿ
j“1,2,3,5
˜pΛ1dhjq2 ` 1i“4
ÿ
j“4
pΛ˜1dhjq2s. (B.46)
As before, rt,t`1 ´ Etprt,t`1q=Λ1dHGtzt`1, so that the conditional variance of the
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return may be expressed as,
V artprt,t`1q “ řj“1,2,3,5 Λ1dhjh1jΛdσ2t `řj“4 Λ1dhjh1jΛdqt. (B.47)
The expectation of V artprt,t`1q under the physical and risk-neutral probability mea-
sures are,
EtpV art`1prd,t`2qq “
ÿ
j“1,2,3,5
Λ1dhjh
1
jΛdpµσ ` ρσσ2t ` qtq `
ÿ
j“4
Λ1dhjh
1
jΛdpµq ` ρqqtq,
EQt pV art`1prd,t`2qq “
ÿ
j“1,2,3,5
Λ1dhjh
1
jΛdpµσ ` ρσσ2t ` qt ` sσ,1σ2t q
`
ÿ
j“4
Λ1dhjh
1
jΛdpµq ` ρqqt ` sσ,2σ2t ` sq,2qtq.
The shifts in the conditional means of the zt`1 shocks under the risk-neutral measure
become,
sσ,1σ
2
t “ Covtpe13HGtzt`1,´Λ1HGtzt`1q
“ ´ϕσh13Λσ2t ´ pϕxsσ,xh12qΛσ2t , (B.48)
sσ,2σ
2
t ` sq,2qt “ Covtpe4HGtzt`1,´Λ1HGtzt`1q
“ ´pϕxsq,xh12qΛσ2t ´ pϕqh14qΛqt. (B.49)
As before, the expected return variation and variance risk premium, may be conve-
niently expressed as,
ERVt “Q1,1
ρσ
pµσ ` ρσσ2t q ` Q1,2ρq pµq ` ρqqtq,
V RPt “Q2,1σ2t `Q2,2qt,
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where
Q1,1 “
ÿ
j“1,2,3,5
Λ1dhjh
1
jΛdρσ ą 0 Q1,2 “
ÿ
j“4
Λdhjh
1
jΛdρq ą 0
Q2,1 “Q1,1
ρσ
sσ,1 ` Q1,2
ρq
sσ,2 Q2,2 “ Q1,2
ρq
sq,2.
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B.4 Detailed Derivations for Section 2.2
Substituting ft by Q
´1pXt ´ µXq in the basic relation ft`1 “ µ ` ρft ` St`1, it
follows that
Q´1Xt`1 “ µ`Q´1µX ´ ρQ´1µX ` ρQ´1Xt ` St`1. (B.50)
Normalizing each element of Q´1Xt`1 by the corresponding diagonal element of Q´1,
the model may be rewritten as,
BXt`1 “ µ˜` ρ˜BXt ` S˜˜t`1,
where
B ”
´
1
diagpQ´1q l1ˆ4
¯
dQ´1.
To match with equation (B.50),
µ˜ “
´
1
diagpQ´1q l1ˆ4
¯
d pµ´ ρQ´1µXq,
and
ρ˜ “
„ˆ
1
diagpQ´1q l1ˆ4
˙
d pρQ´1q

B´1
“
„ˆ
1
diagpQ´1q l1ˆ4
˙
d pQ´1diagpρq ` pρ´ diagpρqqQ´1q

B´1
“
„ˆ
1
diagpQ´1q l1ˆ4
˙
d pQ´1 d pvecpdiagpρqql1ˆ4q ` pρ´ diagpρqqQ´1q

B´1
“
„
B d pvecpdiagpρqql1ˆ4 ` ρ´ diagpρq´Ad,x B

B´1
“ρ` ρ´ diagpρq´Ad,x (B.51)
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or
Defining ˜t`1 as
˜t`1 ” 1diagpQ´1q d t`1,
it follows again from equation (B.50) that
S˜ “
´
1
diagpQ´1q l1ˆ4
¯
d S d 11
diagpQ´1q1
l1ˆ4
.
Based on the formula for Q in the main text, the inverse Q´1 and 1
diagpQ´1q may
be expressed as,
Q´1 “
¨˚
˚˝˚
1
Q1,1
´Q1,2
Q1,1Q2,2
0 0
0 1
Q2,2
0 0
0 0 1 0
´Ad,σ
Q1,1Ad,x
´Q1,1Ad,q`Q1,2Ad,σ
Q1,1Q2,2Ad,x
´Ad,d
Ad,x
´ 1
Ad,x
‹˛‹‹‚ 1diagpQ´1q “
¨˚
˚˝ Q1,1Q2,2
1
´Ad,x
‹˛‹‚
Combining the expressions for ρ and S, it therefore follows that
B “
¨˚
˚˝˚ 1 ´
Q1,2
Q2,2
0 0
0 1 0 0
0 0 1 0
Ad,σ
Q1,1
Q1,1Ad,q´Ad,σQ1,2
Q1,1Q2,2
Ad,d 1
‹˛‹‹‚ ρ˜ “
¨˚
˚˝ρσ 0 0 00 ρq 0 0
0 0 ρd
φdx
´Ad,x
0 0 0 ρx
‹˛‹‚
S˜ “
¨˚
˚˝˚ 1 0 0
Q1,1
´Ad,x sσ,x
Q2,2
Q1,1
sq,σ 1 0
Q2,2
´Ad,x sq,x
1
Q1,1
sd,σ
1
Q2,2
sd,q 1
1
´Ad,x sd,x
0 0 0 1
‹˛‹‹‚ ˜t`1 “
¨˚
˚˝ Q1,1Q2,2
1
´Ad,x
‹˛‹‚d t`1.
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B.4.1 Separate Volatility Dynamics
In the alternative setup with separate volatility dynamic, ρ, t`1 and S may be
expressed as,
ρ “
¨˚
˚˝ρσ 0 0 00 ρq 0 0
0 0 ρd φdx
0 0 0 ρx
‹˛‹‚ t`1 “
¨˚
˚˝ ϕσσtzσ,t`1ϕq?qtzq,t`1
ϕdσtzd,t`1?
qtzx,t`1
‹˛‹‚ S “
¨˚
˚˝ 1 0 0 sσ,x0 1 0 sq,x
sd,σ sd,q 1 sd,x
0 0 0 1
‹˛‹‚
(B.52)
Xt “ µX `Qft Q “
¨˚
˚˝ Q1,1 Q1,2 0 0Q2,1 Q2,2 0 0
0 0 1 0
´Ad,σ ´Ad,q ´Ad,d ´Ad,x
‹˛‹‚
Consequently,,
Q´1 “
¨˚
˚˝˚
Q2,2
Q1,1Q2,2´Q1,2Q2,1
´Q1,2
Q1,1Q2,2´Q1,2Q2,1 0 0´Q2,1
Q1,1Q2,2´Q1,2Q2,1
Q1,1
Q1,1Q2,2´Q1,2Q2,1 0 0
0 0 1 0
Q2,1Ad,q´Q2,2Ad,σ
pQ1,1Q2,2´Q1,2Q2,1qAd,x
´Q1,1Ad,q`Q1,2Ad,σ
pQ1,1Q2,2´Q1,2Q2,1qAd,x
´Ad,d
Ad,x
´ 1
Ad,x
‹˛‹‹‚
1
diagpQ´1q “
¨˚
˚˝˚
Q1,1Q2,2´Q1,2Q2,1
Q2,2
Q1,1Q2,2´Q1,2Q2,1
Q1,1
1
´Ad,x
‹˛‹‹‚
Combining these expressions, it follows that
B “
¨˚
˚˝˚ 1
´Q1,2
Q2,2
0 0
´Q2,1
Q1,1
1 0 0
0 0 1 0
´Q2,1Ad,q`Q2,2Ad,σ
Q1,1Q2,2´Q1,2Q2,1
`Q1,1Ad,q´Q1,2Ad,σ
Q1,1Q2,2´Q1,2Q2,1 Ad,d 1
‹˛‹‹‚ ρ˜ “
¨˚
˚˝ρσ 0 0 00 ρq 0 0
0 0 ρd
φdx
´Ad,x
0 0 0 ρx
‹˛‹‚
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S˜ “
¨˚
˚˝˚ 1 0 0
Q1,1Q2,2´Q1,2Q2,1
´Q2,2Ad,x sσ,x
0 1 0 Q1,1Q2,2´Q1,2Q2,1´Q1,1Ad,x sq,x
Q2,2
Q1,1Q2,2´Q1,2Q2,1 sd,σ
Q1,1
Q1,1Q2,2´Q1,2Q2,1 sd,q 1
1
´Ad,x sd,x
0 0 0 1
‹˛‹‹‚
˜t`1 “
¨˚
˚˝˚
Q1,1Q2,2´Q1,2Q2,1
Q2,2
Q1,1Q2,2´Q1,2Q2,1
Q1,1
1
´Ad,x
‹˛‹‹‚d t`1.
B.4.2 Stochastic Volatility in the Long-Run
In the alternative setup with stochastic volatility in the long-run drift, ρ, t`1 and S
may be expressed as,
ρ “
¨˚
˚˝ρσ 1 0 00 ρq 0 0
0 0 ρd φdx
0 0 0 ρx
‹˛‹‚ t`1 “
¨˚
˚˝ ϕσσtzσ,t`1ϕq?qtzq,t`1
ϕdσtzd,t`1
ϕxσtzx,t`1
‹˛‹‚ S “
¨˚
˚˝ 1 0 0 sσ,x0 1 0 sq,x
sd,σ sd,q 1 sd,x
0 0 0 1
‹˛‹‚
(B.53)
Xt “ µX `Qft Q “
¨˚
˚˝ Q1,1 Q1,2 0 0Q2,1 Q2,2 0 0
0 0 1 0
´Ad,σ ´Ad,q ´Ad,d ´Ad,x
‹˛‹‚
Consequently,
Q´1 “
¨˚
˚˝˚
Q2,2
Q1,1Q2,2´Q1,2Q2,1
´Q1,2
Q1,1Q2,2´Q1,2Q2,1 0 0´Q2,1
Q1,1Q2,2´Q1,2Q2,1
Q1,1
Q1,1Q2,2´Q1,2Q2,1 0 0
0 0 1 0
Q2,1Ad,q´Q2,2Ad,σ
pQ1,1Q2,2´Q1,2Q2,1qAd,x
´Q1,1Ad,q`Q1,2Ad,σ
pQ1,1Q2,2´Q1,2Q2,1qAd,x
´Ad,d
Ad,x
´ 1
Ad,x
‹˛‹‹‚
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1diagpQ´1q “
¨˚
˚˝˚
Q1,1Q2,2´Q1,2Q2,1
Q2,2
Q1,1Q2,2´Q1,2Q2,1
Q1,1
1
´Ad,x
‹˛‹‹‚
Combining these expressions, it follows that
B “
¨˚
˚˝˚ 1
´Q1,2
Q2,2
0 0
´Q2,1
Q1,1
1 0 0
0 0 1 0
´Q2,1Ad,q`Q2,2Ad,σ
Q1,1Q2,2´Q1,2Q2,1
`Q1,1Ad,q´Q1,2Ad,σ
Q1,1Q2,2´Q1,2Q2,1 Ad,d 1
‹˛‹‹‚ ρ˜ “
¨˚
˚˝˚ρσ
Q1,1
Q2,2
0 0
0 ρq 0 0
0 0 ρd
φdx
´Ad,x
0 0 0 ρx
‹˛‹‹‚
S˜ “
¨˚
˚˝˚ 1 0 0
Q1,1Q2,2´Q1,2Q2,1
´Q2,2Ad,x sσ,x
0 1 0 Q1,1Q2,2´Q1,2Q2,1´Q1,1Ad,x sq,x
Q2,2
Q1,1Q2,2´Q1,2Q2,1 sd,σ
Q1,1
Q1,1Q2,2´Q1,2Q2,1 sd,q 1
1
´Ad,x sd,x
0 0 0 1
‹˛‹‹‚
˜t`1 “
¨˚
˚˝˚
Q1,1Q2,2´Q1,2Q2,1
Q2,2
Q1,1Q2,2´Q1,2Q2,1
Q1,1
1
´Ad,x
‹˛‹‹‚d t`1.
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Appendix C
Supplementary Appendix to
“Tail Risk and Equity Risk Premia”
C.1 Model Solution
In this section, I explain in detail how to derive the closed-form solutions for the
pricing kernel and the equity risk premia. The overall solution method is typical as
in Bansal and Yaron (2004b) and Drechsler and Yaron (2011b), among others. The
solutions derived here are crucial to understanding the risk factors and the way in
which they are priced.
C.1.1 Equity Risk Premium
I start by conjecturing the hedging demand as a linear function of the jump intensity,
the volatility factor and the risk free rate,
ht “ A0 ` Aqqt ` Aλ,tλt ` Afrf,t. (C.1)
where the risk free rate follows a CIR model drf,t “ κf pµf ´ rf,tqdt ` ϕf?rf,tdWf,t,
Wf,t is an independent Brownian motion of Wi,t,WcK,t, WmK,t and Wq,t, and the
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loading on the intensity is time-varying λtdAλ,t “ µAλ,tλt`ϕAλdWAλ,t,t. In turn, the
stochastic discount factor Mt follows a jump diffusion model as well,
dlnMt “ ´rf,tdt´mtdt` σtdWt `
ż
B
p´γJ,tx` φλ,tqJpdt, dxq, (C.2)
σtdWt “ ´γσcdWcK,t `?qt pγϕc ` φqq dWq,t ` φf?rftdWf,t ` φAλdWAλ,t,t,
mt “ 0.5
`
φ2Aλ ` γ2σ2c ` pγϕc ` φqq2qt ` φ2frf,t
˘` λt ż
B
pe´γJ,tx`φλ,t ´ 1qftpxqdx.
where φq “ θΨAqϕq, φλ,t “ θΨAλ,tϕλ, φf “ θΨAfϕf and φAλ “ θΨϕAλ are pricing
coefficients. The drift term mt ensures the no arbitrage condition holds for bond
pricing, and Wt summarizes the Brownian motions from hedging demand ht and
the total wealth return Rc,t. Taken together, based on a no-arbitrage condition
dpRc,tMtq=0, the solution for the drift term ac,t has the following form,
ac,t “ rf,t ` γσ2c ` ϕcpγϕc ` φqqqt
` λt
ˆż
B
pe
γJ,t
γ
x ´ 1qftpxqdx´
ż
B
pe
γJ,t
γ
x ´ 1qe´γJ,tx`φλ,tftpxqdx
˙
. (C.3)
Lastly, to solve the pricing coefficients, I use equations (C.1)-(C.3) to substitute
out corresponding terms in the Euler equation (3.7), which must hold regardless of
the realization of the state vector [qt, rf,t, λt]. Therefore, it follows that,
0 “ pκq ` 1´ k1
k1
qAq ` pΨ{θq
`´0.5φ2q ` `γϕ2cpγ ´ 0.5q ´ 0.5γ2ϕ2c˘˘ ,
0 “ pκλ ` 1´ k1
k1
qAλ,t ` pΨ{θq
ˆ
γ
ż
R
p1´ e
γJ,t
γ
xqe´γJ,tx`φλ,tfPpxqdx
´
ż
R
p1´ eγJ,tx´φλ,tqe´γJ,tx`φλ,tfPpxqdx,
0 “ pκf ` 1´ k1
k1
qAf ` pΨ{θq
`
γ ´ 0.5φ2f ´ 1
˘
.
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Or equivalently, the pricing coefficients φ. have the following expressions,
φq “ pκq ` 1´ k1
k1
q{ϕq ´
ˆ
pκq ` 1´ k1
k1
q2{ϕ2q ` γϕ2cpγ ´ 1q
˙1{2
,
φλ,t “ µAλ,t
κλ ` 1´k1k1
´ ϕλγ
ş
Bp1´ e
γJ,t
γ
xqe´γJ,tx`φλ,tftpxqdx´
ş
Bp1´ eγJ,tx´φλ,tqe´γJ,tx`φλ,tftpxqdx
κλ ` 1´k1k1
,
φf “ pκf ` 1´ k1
k1
q{ϕf ´
ˆ
pκf ` 1´ k1
k1
q2{ϕ2f ` 2pγ ´ 1q
˙1{2
.
There are several things worth noticing: first, the sign of all pricing coefficients
are related to the magnitude of risk aversion γ, but not the elasticity parameter
Ψ. Second, if γ ą 1, then φf ă 0, which means the risk free rate serves as a
good hedging portfolio and is negatively priced. Third, despite γ ą 1 leading to
a negative φq, volatility is always positively priced as γϕc ` φq ą 0. Lastly , the
intensity premium φλ,t is time varying, due to its stochastic long-run mean µAλ,t and
the shifting jump shape.
C.1.2 Variance Risk Premia
Variance risk premium V RPt,T is the difference between the risk neutral and the
physical expectations of the quadratic variance, and is also naturally decomposed
into two parts V RPt,T “ V RP cvt,T ` V RP Jt,T ,
V RP Jt,T ” ´Et
ż T
t
λs
ż
B
x2fspxqdxds` EQt
ż T
t
λQs
ż
B
x2fQs pxqdxds, (C.4)
V RP cvt,T ” ´Et
ż T
t
`
σ2m ` ϕ2mqs
˘
ds` EQt
ż T
t
`
σ2m ` ϕ2mqs
˘
ds, (C.5)
“ ´Et
ż T
t
ϕ2mqsds` EQt
ż T
t
ϕ2mqsds. (C.6)
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Next, to go one step further, the conditional mean of the square root process qt has
the following expression,
Etqt`s “ e´κqspqt ´ µqq ` µq. (C.7)
and the difference between Q and P expectation is,
EQt qt`s ´ Etqt`s “ qtpe´κ
Q
q s ´ e´κqsq ` e´κQq sµQq ´ e´κqsµq ` µQq ´ µq. (C.8)
where κQq “ κq ´ ϕqpγϕc ` φqq, κQq µQq “ κqµq. As such, both the expected future
return variance EtCV and the continuous part of the variance risk premium V RP
cv
t
are affine in latent factor qt,
EPt CV ”EPt
ż T
t
σ2c ` σ2m ` ϕ2mqsds “ a4,0 ` a4,3qt, (C.9)
V RP cvt “ a3,0 ` a3,3qt. (C.10)
where eypkq “ e´kpT´tq´1´k and,
a4,0 “ σ2c pT ´ tq ` σ2mpT ´ tq ` ϕ2mpT ´ t´ eypκqqq, a4,3 “ eypκqq,
a3,0 “ ϕ2mrpT ´ tqpµQq ´ µqq ´ eypκQq qµQq ` eypκqqµqs, a3,3 “ ϕ2mreypκQq q ´ eypκqqs.
Lastly, I turn to the jump part of the variance risk premium V RP Jt,T . By assuming
the intensity premium and the shape parameters are unchanged within a short period
of time T ´ t, the expectations of the self-exciting jump intensity are,
Etλt`s “ e´κ˜λspλt ´ µ˜λq ` µ˜λ, (C.11)
EQt λt`s “ e´κ˜
Q
λspλt ´ µ˜Qλ q ` µ˜Qλ . (C.12)
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where κ˜λ “ κλ ´ ϕλ, κ˜λµ˜λ “ κλµλ and κ˜Qλ “ κλ ´ ϕλeφλ,t
ş
B
e´γJ,txftpxqdx, κ˜Qλ µ˜Qλ “
κλµλ. By integrating over this time period,
Et
ż T
t
λsds “ a1,0 ` a1,1λt, (C.13)
EQt
ż T
t
λQs ds “ eφλ,t
ż
B
e´γJ,txftpxqdxˆ EQt
ż T
t
λsds
“ a2,0eφλ,t
ż
B
e´γJ,txftpxqdx` a2,2λQt . (C.14)
where a1,0 “ T ´ t´ eypκ˜λq, a1,1 “ eypκ˜λq and a2,0 “ T ´ t´ eypκ˜Qλ q, a2,2 “ eypκ˜Qλ q.
The P- measure expectation in equation (C.4) becomes Et
şT
t
λsds ˆ
ş
B x
2ftpxqdx “
pa1,0`a1,1λtqˆ
ş
B x
2ftpxqdx, and the Q- measure expectation becomes EQt
şT
t
λQs dsˆş
B x
2fQt pxqdx “ pa2,0eφλ,t
ş
B e
´γJ,txftpxqdx ` a2,2λQt q ˆ
ş
B x
2fQt pxqdx. For simplicity,
further assume the intensity process is very persistent under both measures,
V RPJt,T
T´t «
λQt ˆ
ş
B x
2fQt pxqdx´ λt ˆ
ş
B x
2ftpxqdx.
The implied variance IVt quantified by VIX (CBOE), contains a bias from the
jump process.1 It measures the expected difference between the gross return and the
log gross return under the risk neutral measure,
IVt,T ” 2EQt r
ż T
t
PT
Pt
´ logPT
Pt
s
“ EQt rCVt,T s ` 2EQt
ż T
t
ż
B
pex ´ x´ 1qvQs pdxqds. (C.15)
1 Implied variance is commonly used in empirical asset pricing studies, see e.g. Bollerslev et al.
(2009), Du and Kapadia (2012), among others.
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where Pt is the price for the aggregate market. Therefore,
{EQt rCVt,T s “ IVt,T ´ 2aJxλQt ˆ ż
B
pex ´ x´ 1q{fQt pxqdx, (C.16)
{V RP cvt,T “ {EQt rCVt,T s ´ {EtrCVt,T s. (C.17)
where aJ is approximately T ´ t, {EtrCVt,T s is estimated together with EJX in equa-
tion (3.29) by using high frequency data in a HAR-VAR Kalman filter approach
(Appendix C). To construct the volatility part of the equity risk premium, a para-
metric calibration is needed besides {V RP cvt,T .
C.1.3 Implied Consumption
Based on this setup, the implied log consumption takes the following expression,
dlnCt “´Ψδdt´ Ψ
θ
pdlnMt ` pθ ´ 1qlnRc,tq
“`´Ψδ ` Ψ
θ
tmt ` rf,t ` pθ ´ 1qrac,t ´ 0.5pσ2c ` ϕ2cqtq
´
ż
B
pe
γJ,t
γ
x ´ 1qJpdt, dxqsu˘dt` ż
B
„
γJ,t
γ
x´ φλ,tΨ
θ

Jpdt, dxq
` σcdWcK,t ´ pϕc ` Ψ
θ
φqq?qtdWq,t ´ Ψ
θ
φf
?
rftdWf,t ´ ϕAλdWAλ,t,t. (C.18)
The shock structure shows how consumption is co-moving with different sources of
risk. The first shock component represents the endowment risk, which is a one-to-
one mapping with the total wealth return. The next component says that, if Ψ(IES)
is larger than 1 (θ ă 0), then when volatility uncertainty increases, consumption
growth decreases (since φq ă 0). If Ψ(IES) is smaller than 1 (θ ą 0), to ensure
the same relation, the parameter space for Ψ should be more restricted, 1 ą Ψ ą
1´ ϕcp1´ γq{φq.
The third component captures the large discontinuous movement in the economy.
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Since the intensity premium is positive φλ,t ą 0,2 it requires Ψ ą 1 to ensure the
consumption is less affected by left-jumps than the total wealth return. When Ψ ą 1,
the fourth component suggests that a positive monetary policy shock coincides with a
decrease in consumption growth (φf ă 0). Lastly, regardless of the choice of Ψ(IES),
a positive shock to the intensity risk premium (φλ,t ą 0) slows down the consumption
growth rate.
Note that since 0.5Ψ
θ
γ2 ` Ψ
θ
pθ ´ 1qpγ ´ 0.5q ` 0.5 “ 0.5γpΨ` 1q, by Ito’s lemma,
the geometric consumption growth can be expressed as follows,
dCt
Ct´
“ r´Ψδ `
ˆ
0.5
Ψ
θ
pΨ
θ
` 1qφ2f `Ψ
˙
rf,t ` 0.5Ψ
θ
pΨ
θ
` 1qφ2Aλsdt
` r0.5γp1`Ψqσ2c ` t0.5Ψθ p
Ψ
θ
` 1qφ2q ` 0.5γp1`Ψqϕ2c ` pΨθ ` 1qϕcφquqtsdt
´ p1´ Ψγ
θ
q
ż
B
pe
γJ,t
γ
x ´ 1qvQt pxqdx` Ψθ
ż
B
p1´ eγ
γJ,t
γ
x´φλ,tqvQt pxqdx
`
ż
B
pe
γJ,t
γ
x´Aλ,tϕλ ´ 1qJpdt, dxq ` σcdWcK,t ´ rϕc ` Ψ
θ
φqs?qtdWq,t
´ Ψ
θ
φf
?
rftdWf,t ´ ϕAλdWAλ,t,t. (C.19)
2 This is based on the estimation of φλ,t in section 5.
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with implied unconditional mean,
E
ż t`∆T
t
dCt
Ct´
“ ´∆TΨδ ` E
ż t`∆T
t
ˆ
0.5
Ψ
θ
pΨ
θ
` 1qφ2f `Ψ
˙
rf,sds
` 0.5Ψ
θ
pΨ
θ
` 1qφ2Aλ∆T ` 0.5γp1`Ψqσ2c∆T
`
ˆ
0.5
Ψ
θ
pΨ
θ
` 1qφ2q ` 0.5γp1`Ψqϕ2c ` pΨθ ` 1qϕcφq
˙
E
ż t`∆T
t
qsds
` E
ż t`∆T
t
r
ż
B
pe
γJ,t
γ
x´Aλ,tϕλ ´ 1qvspxqdx
´ p1´ Ψγ
θ
q
ż
B
pe
γJ,t
γ
x ´ 1qvQs pxqdx` Ψθ
ż
B
p1´ eγJ,tx´φλ,tqvQs pxqdxs.
and a quadratic variance,
QVt,T “
ż T
t
ż
B
ˆ
γJ,t
γ
x´ Aλ,tϕλ
˙2
vtpxqdx` σ2c∆T `
ż T
t
pϕc ` Ψ
θ
φqq2qsds
`
ż T
t
Ψ2
θ2
φ2frf,sds` Ψ
2
θ2
φ2Aλ∆T.
C.2 Option Data Cleaning Rule
The cleaning filter for options are in line with the option literature. I first drop those
observations with non-positive bid, and those with non-decreasing mid-quote as the
moneyness goes deeper, unless the subsequent one has a larger volume. Future price
Ft in equation (3.22) is constructed from a no arbitrage condition with spot price,
dividend yield and zero-coupon rate.
Table [C.1] summarizes the number and trading volume of options per-month
for the full sample. The number of options in each moneyness bin is very similar
between the fixed moneyness and the floating moneyness. On average, the sample
size of puts (logpK
F
q ă ´2eσATMt ?τt) is three times larger than that of calls (logpK
F
q ą
1.75eσ
ATM
t
?
τt). The associated trading volumes for these puts are ten times larger
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than calls.
Table [C.2] summarizes the number and the trading volume of options per-month
for the data before the financial crisis. The number of options in each moneyness
bin is smaller than the full sample average. The associated trading volumes for both
puts (logpK
F
q ă ´2eσATMt ?τt) and calls (logpK
F
q ą 1.75eσATMt ?τt) are largely reduced.
Figure [C.1] illustrates the estimation for the jump shape parameters αQ˘t . The
top (bottom) panel plots the log jump tails in equation (3.22) over the log moneyness
space in October 2006 (October 1998). Compared with a calm period (October 2006),
options in October 1998 obviously display a fatter tail in the strike dimension (smaller
decay rate), signaling a lower αQ˘t , and all together reflecting the temporal variation
in the jump shape parameters.
Table C.1: Summary Statistics for the Options Data
This table summarizes the number and trading volume of out-of-money options each month for
each moneyness range. The options data spans from 04Jan1996 to 30Dec2011 for a total of 4027
trading days. σATMt denotes at-the-money Black-Scholes (annualized) implied volatility on day t.
Fixed Moneyness
Kt
Ft
ă 0.90 p0.9, 0.925q p1.025, 1.075q ą 1.075
Number 278.35 61.15 76.92 123.51
Volume 303855 147188 187565 53103
Floating Moneyness
logpKt{Ftq
σATMt
?
τt
ă ´3 p´3,´2.0q p1, 1.75q ą 1.75
Number 258.24 40.59 66.57 85.61
Volume 246961 64256 115984 21250
167
Table C.2: Summary Statistics for the Options Data— Subsample
This table summarizes the number and trading volume of out-of-money options per-month in each
moneyness range. Our option data span from 04Jan1996 to 30Dec2007, a total of 4027 trading
days. σATMt denotes at-the-money Black-Scholes (annualized) implied volatility on day t.
Fixed Moneyness
Kt
Ft
ă 0.90 p0.9, 0.925q p1.025, 1.075q ą 1.075
Number 159.61 53.70 28.56 108.71
Volume 144320 116711 103190 7584
Floating Moneyness
logpKt{Ftq
σATMt
?
τt
ă ´3 p´3,´2.0q p1, 1.75q ą 1.75
Number 172.17 31.99 36.01 67.61
Volume 175762 34109 64237 7059
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Figure C.1: Option Tails and Moneyness — An Example
This figure plots the log jump tails in equation (3.22) vs log moneyness for October 2006 (Top) and
October 1998 (Bottom) as two examples. Puts are on the left and calls on the right with cutoff
k˚´ “ ´2eσATMt ?τt and k˚` “ 1.75eσATMt ?τt .
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C.3 Estimation of Tail Behavior Under P
Literatures show that the 5-minutes intra-day return can non-parametrically quantify
the continuous variation (CV ), the jump variation (JV ) and the jump tail index
(JX). Thus, the unit time interval is set to be 5-minutes, n0 is the close-open time
length. Over one trading day rt`n0, t`n0`ns where n=77, we have the following
empirical measures for daily return variation,
ICVt`n0,t`n0`n “
nÿ
j“1
p∆t,jfq21|∆t,jf |ă“ωj,t pÑ CVt`n0,t`n0`n, (C.20)
IRJVt`n0,t`n0`n “
nÿ
j“1
p∆t,jfq21r∆t,jf sąωj,t pÑ JV `t`n0,t`n0`n, (C.21)
ILJVt`n0,t`n0`n “
nÿ
j“1
p∆t,jfq21r∆t,jf să´ωj,t pÑ JV ´t`n0,t`n0`n, (C.22)
IRJXt`n0,t`n0`n “
nÿ
j“1
e∆t,jf ´ e0.6{1001r∆t,jf są0.6{100 pÑ JX`t`n0,t`n0`n, (C.23)
ILJVt`n0,t`n0`n “
nÿ
j“1
e∆t,jf ´ e´0.6{1001r∆t,jf să´0.6{100 pÑ JX´t`n0,t`n0`n. (C.24)
where f is the logarithm of the future price, ∆t,jf “ ft`n0`j ´ ft`n0`j´1. The idea
is to find a sufficiently large threshold ωj,t to filter out price changes that are too
large to be normally distributed. I then use a time-of-day factor to account for the
different threshold choices at different times in a day. Formally,
TODj “
řN
m“0p∆mpn0`nq,jfq21|∆mpn0`nq,jf |ă“ω¯řN
m“0 1|∆mpn0`nq,jf |ă“ω¯
L řNm“0 řnj“1p∆mpn0`nq,jfq2řN
m“0
řn
j“1 1|∆mpn0`nq,jf |ă“ω¯
. (C.25)
where ω¯ “ 3api{2b 1
N
řN
m“0
řn´1
j“1 |∆mpn0`nq,jf ||∆mpn0`nq,j`1f | and
ωj,t “ 3p 1nq0.49
a
ICVt´n,tTODj. The time of day factor TODj is the ratio of the
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average continuous variation at jth 5-min trading spot across different trading days
(based on ω¯) and the average continuous variation across both different trading
spots and trading days. In Figure C.2, TODj has a U shape pattern over NYSE
trading hours, with separate end effects for the futures before and after the cash
market opens.3 As a result, the threshold ωj,t depends on both the previous day’s
continuous variation and the time-of-day factor.
Based on the threshold ωj,t, Table C.3 reports the number of detected jumps
for the full sample (January 1990-December 2011) and the sub-sample (January
1990-December 2007). Among these detected jumps, I choose 0.6% as the cutoff for
the medium-sized ones. In turn, 185/1534 (162/1110) are medium-sized downward
(upward) jumps over the 22 years sample period, among which 61/185 (51/162) are
found in the last 4 years.
Figure [C.3] plots the number of upward and downward medium-sized jumps
based on the cutoff 0.6%. As can be seen, jumps cluster during the early 90s’
recession, 00s’ dot com bubbles and 08-10 financial crisis. This roughly indicates
that the jump intensity is path-dependent.
Figure [C.4] is the histogram plot for upward and downward medium-sized jumps
based on the cutoff 0.6% for the full and sub-sample periods. This clearly indi-
cates that there is a similar number of upward and downward medium-sized jumps
regardless of the choice of the sample period.
Next, to quantify the expected continuous variations and the expected jump
index, I put the above variables together with the overnight return square OV ER2 “
pft`n0 ´ ftq2 in a daily vector Y “ rICV , ILJV , IRJV , ILJX, IRJX,
OV ER2s, where
EtYt`n`n0 “ c0 ` c1Yt ` c5Yt´pn`n0q˚5 ` c22Yt´pn`n0q˚22. (C.26)
3 See Bollerslev and Todorov (011b) for TODj plot in Appendix B.
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then I use the Kalman filter to calculate the monthly expectation Et
ř22
j“1 Yt`pn`n0qj.
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Figure C.2: Time-of-Day Factor
The estimates are based on 5-minute high-frequency S& P 500 futures data from 01Jan1990 through
30Dec2011.
Table C.3: Summary Statistics for the High-frequency Data
This table summarizes the total number and the average size of medium-sized jumps from 01Jan1990
to 30Dec2011.
Jan1990—Dec2011
cutoff ´0.6 ´ωj, t ωj, t 0.6
Number 185 1534 1110 162
Size -0.9146 0.9788
Jan1990—Dec2007
cutoff ´0.6 ´ωj, t ωj, t 0.6
Number 124 1308 958 101
Size -0.8586 0.8978
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Figure C.3: Number of Medium-Size Jumps
This figure plots the number of positive and negative medium-sized jumps per day based on the
cutoff 0.6% from 01Jan1990 to 30Dec2011 .
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Figure C.4: Histogram Plot for Medium-Size Jumps
This figure plots the histogram of positive and negative medium-sized jumps per day based on the
cutoff 0.6% from 01Jan1990 to 30Dec2007.
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C.4 Calibration Study
Besides estimations, it is also useful to conduct a simple calibration study to assess
the model. In particular, the preference parameter γ, the dynamic parameters κq, ϕq
and the leverage effect loading ϕc are four key ingredients to calculate the volatility
price φq`γϕc, and the sign and magnitude of ϕm will determine the direction of the
pricing effects.
As presented in Table C.4, I first calibrate the continuous variation of the con-
sumption growth as 0.00662 and the variation of the market returns as 0.0482 on
a monthly basis. Second, let the structural endowment risk σcdWcK,t account for
four fifths of the total consumption variation (conditional correlation between total
wealth return and volatility qt is 0.4472). And at the same time, choose σcdWcK,t `
ϕm
?
qtdWq,t to be three fifths of the total market return variation (conditional cor-
relation between the market return and volatility qt is -0.7746). Based on these
constraints, the only free parameters left are the leverage effect parameter ϕm, κq
and ϕq. Both the unconditional mean and the AC1 of continuous part of the variance
risk premium (V RP cv) match closely with that of the data, see Table 3.1. The equity
risk premium of the S&P500 is about 4%, slightly lower than the observed. As such,
the volatility price coefficient φq ` γϕc “ 0.0160, the volatility part of equity risk
premium ERPV “ γσ2c ` ϕmpφq ` γϕcqqt “ 4 ˆ 450.00662 ` 0.1443pV RP cvt ´ 0.51q
on a monthly basis, which on average accounts for 0.5462% of equity risk premium
per-year.
Figure [C.5] plots the risk premium attributed to the volatility factor qt. For a
fixed risk aversion parameter, as the leverage effect increases from 0.4472 to 0.7746,
the volatility risk premium increases accordingly. When the risk aversion becomes
larger, all associated risk premia become larger regardless of the leverage effect level.
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Table C.4: Partial Model Calibration
This table reports the model calibration for volatility pricing. The parameters σ2c , ϕ
2
c and ϕ
2
m
are calibrated in monthly frequency, volatility dynamic parameters in 5-minutes frequency, im-
plied unconditional mean for the continuous part of V RP cvt and S&P500 returns are in annualized
percentage form.
Preference γ
4
Volatility σ2c ϕ
2
cµq ϕ
2
mµq
4
50.0066
2 1
50.0066
2 3
50.048
2-σ2c
µq κq ϕq
3.17e´ 4 3.81e´ 4 0.0714
Implied Condition cV RP cv φq ` γϕc
0.2066 0.0160
Implied Moments E(V RP cv) AC1(V RPt) E(rSP500)
2.05 0.31 8.04
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Figure C.5: The Mean of the Volatility Risk Premium
This figure is the analytical plot based on the calibration results in Table C.4. The starred line
shows the magnitude of the volatility price γσ2c`ϕmpγϕc`φqqµq for different values of the variance
ratio w “ σ2c`ϕ2mµqσ2c`ϕ2mµq`σ2m when preference parameter γ “ 4; the dashed-dotted line for γ “ 3 and the
solid line for γ “ 5.
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C.5 Return Predictability Studies
Table C.5: One Month Ahead Return Prediction
This table presents results for the aggregate market and the portfolio returns prediction studies
at the one-month horizon. The regression covariates are the diffusive risk premium ERPV and
either the deeper tail of the jump risk premium ERPJpV IXq (e.g., for portfolio SMB, let Xt “
rERPJSMBpV IXq, ERPVSMBs) or the deeper tail of the left-jump risk premium ERPJ´pV IXq
( i.e. for portfolio SMB, use Xt “ rERPJ´SMBpV IXq, ERPVSMBs). The sample ranges from
January 1996 to December 2011.
MRK SMB HML WML
Constant -1.13 -0.59 1.38 1.91 1.73 2.01 2.69 1.80
std (0.91) (0.71) (0.86) (0.62) (1.04) (0.90) (0.79) (0.59)
ERPJ(VIX) 3.41 20.46 20.65 10.70
std (1.31) (6.17) (8.45) (10.72)
ERPJ´pV IXq 4.51 13.79 16.92 21.71
std (1.79) (7.28) (9.22) (12.47)
ERPV -2.68 -2.54 -8.94 -10.29 -9.44 -10.69 -1.91 3.18
std (1.18) (1.09) (5.98) (6.17) (3.94) (3.64) (6.05) (5.42)
R2 3.59 2.43 3.06 7.07 2.30 3.31 7.50 4.54
Adjusted R2 2.58 1.41 2.04 6.10 1.27 2.30 6.53 3.54
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Table C.6: Two Months Ahead Return Prediction
This table presents results for the aggregate market and the portfolio returns prediction
studies at two-month horizons. The regressions are based on the deeper tail of the jump
risk premium ERPJpV IXq and diffusive risk premium ERPV (for portfolio SMB, use
Xt “ rERPJSMBpV IXq, ERPVSMBs, etc.), and the deeper tail of the left-jump risk pre-
mium ERPJ´pV IXq and diffusive risk premium ERPV ( for portfolio SMB, use Xt “
rERPJ´SMBpV IXq, ERPVSMBs, etc.). The data sample ranges from January 1996 to Decem-
ber 2011.
MRK SMB HML WML
Constant -1.57 -1.42 2.28 2.72 3.90 3.93 5.89 3.88
std (1.35) (1.40) (1.05) (0.98) (1.84) (1.73) (1.55) (1.28)
ERPJ(VIX) 7.52 27.75 40.42 43.24
std (2.31) (8.01) (15.50) (23.63)
ERPJ´pV IXq 7.36 21.17 38.68 61.50
std (2.35) (8.98) (16.19) (26.42)
ERPV -5.44 -5.56 -12.55 -14.02 -28.42 -28.80 -23.21 -15.14
std (2.23) (2.16) (9.45) (10.11) (6.87) (6.39) (12.56) (11.92)
R2 5.76 6.17 2.94 5.55 6.55 6.97 18.84 14.39
Adjusted R2 4.77 5.18 1.92 4.56 5.57 5.99 17.99 13.49
Table C.7: Three Months Ahead Return Prediction
This table presents results for the aggregate market and the portfolio returns prediction
studies at three-month horizons. The regressions are based on the deeper tail of the
jump risk premium ERPJpV IXq and diffusive risk premium ERPV (for portfolio SMB, use
Xt “ rERPJSMBpV IXq, ERPVSMBs, etc.), and the deeper tail of the left-jump risk pre-
mium ERPJ´pV IXq and diffusive risk premium ERPV ( for portfolio SMB, use Xt “
rERPJ´SMBpV IXq, ERPVSMBs, etc.). The data sample ranges from January 1996 to Decem-
ber 2011.
MRK SMB HML WML
Constant -3.70 -2.55 2.40 2.71 4.96 5.43 8.63 5.89
std (2.08) (2.04) (1.25) (1.23) (2.09) (2.04) (2.21) (1.81)
ERPJ(VIX) 10.76 31.11 54.54 51.70
std (2.99) (10.37) (17.00) (30.44)
ERPJ´pV IXq 12.79 24.89 47.44 78.25
std (3.32) (11.29) (16.39) (35.85)
ERPV -4.71 -4.52 -21.55 -23.26 -17.52 -19.80 -14.27 -2.40
std (2.49) (2.34) (13.23) (13.94) (6.96) (7.01) (15.10) (12.91)
R2 8.84 6.53 3.40 5.20 6.14 8.01 27.83 20.33
Adjusted R2 7.88 5.54 2.37 4.20 5.15 7.03 27.07 19.49
178
Table C.8: Four Months Ahead Return Prediction
This table presents results for the aggregate market and the portfolio returns prediction stud-
ies at four-month horizons. The regressions are based on the deeper tail of the jump
risk premium ERPJpV IXq and diffusive risk premium ERPV (for portfolio SMB, use
Xt “ rERPJSMBpV IXq, ERPVSMBs, etc.), and the deeper tail of the left-jump risk pre-
mium ERPJ´pV IXq and diffusive risk premium ERPV ( for portfolio SMB, use Xt “
rERPJ´SMBpV IXq, ERPVSMBs, etc.). The data sample ranges from January 1996 to Decem-
ber 2011.
MRK SMB HML WML
Constant -4.85 -3.16 1.56 1.94 4.75 5.69 10.82 7.82
std (2.73) (2.52) (1.53) (1.54) (2.25) (2.17) (2.62) (2.26)
ERPJ(VIX) 11.15 31.27 54.71 48.25
std (3.29) (14.76) (17.79) (31.88)
ERPJ´pV IXq 14.51 24.43 42.73 80.59
std (3.89) (14.44) (16.52) (36.19)
ERPV -0.24 0.18 -38.04 -39.77 3.39 -0.67 6.45 21.14
std (2.68) (2.63) (14.59) (15.15) (7.09) (7.24) (14.73) (13.15)
R2 8.28 5.11 5.03 6.55 5.21 7.56 36.54 28.75
Adjusted R2 7.31 4.10 4.02 5.55 4.20 6.58 35.87 27.99
Table C.9: Five Months Ahead Return Prediction
This table presents results for the aggregate market and the portfolio returns prediction
studies at five-month horizons. The regressions are based on the deeper tail of the jump
risk premium ERPJpV IXq and diffusive risk premium ERPV (for portfolio SMB, use
Xt “ rERPJSMBpV IXq, ERPVSMBs, etc.), and the deeper tail of the left-jump risk pre-
mium ERPJ´pV IXq and diffusive risk premium ERPV ( for portfolio SMB, use Xt “
rERPJ´SMBpV IXq, ERPVSMBs, etc.). The data sample ranges from January 1996 to Decem-
ber 2011.
MRK SMB HML WML
Constant -4.02 -2.67 0.99 2.04 6.89 7.58 12.30 9.77
std (3.29) (3.20) (1.71) (1.64) (2.87) (2.77) (2.96) (2.81)
ERPJ(VIX) 10.40 39.03 73.60 60.38
std (4.82) (17.65) (22.08) (41.86)
ERPJ´pV IXq 12.91 25.26 63.37 78.97
std (4.86) (17.68) (21.24) (41.36)
ERPV 0.76 1.02 -51.58 -54.80 -1.00 -4.31 18.99 26.88
std (3.18) (3.18) (16.62) (18.08) (9.78) (10.03) (18.04) (19.12)
R2 5.07 3.40 6.68 9.11 7.46 9.40 34.87 33.00
Adjusted R2 4.05 2.37 5.68 8.14 6.47 8.43 34.17 32.28
179
Table C.10: Six Months Ahead Return Prediction
This table presents results for the aggregate market and the portfolio returns prediction
studies at six-month horizons. The regressions are based on the deeper tail of the jump
risk premium ERPJpV IXq and diffusive risk premium ERPV (for portfolio SMB, use
Xt “ rERPJSMBpV IXq, ERPVSMBs, etc.), and the deeper tail of the left-jump risk pre-
mium ERPJ´pV IXq and diffusive risk premium ERPV ( for portfolio SMB, use Xt “
rERPJ´SMBpV IXq, ERPVSMBs, etc.). The data sample ranges from January 1996 to Decem-
ber 2011.
MRK SMB HML WML
Constant -4.37 -3.68 1.66 2.65 8.72 9.05 13.85 11.61
std (3.88) (4.13) (1.95) (1.80) (3.67) (3.53) (3.36) (3.43)
ERPJ(VIX) 13.91 54.17 87.61 82.43
std (6.24) (19.48) (26.16) (50.51)
ERPJ´pV IXq 14.48 39.04 80.50 86.63
std (5.57) (19.85) (26.41) (46.38)
ERPV 0.79 0.68 -73.13 -76.68 -6.85 -8.92 19.13 19.87
std (3.79) (3.84) (22.31) (24.79) (10.95) (11.42) (20.73) (23.43)
R2 5.05 4.66 11.39 14.72 8.97 10.20 31.75 34.88
Adjusted R2 4.03 3.64 10.44 13.80 7.99 9.24 31.02 34.18
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