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                                                         ABSTRACT 
Application of Autoencoders for Latent Pattern Analysis in  
Image Time Series 
 
                                                           Jiena He 
 
 
 The Earth system is considered to possess certain modes - preferred patterns of variability 
that can represent the latent structure of the climate system, also known as teleconnections. There 
are approaches to discover these patterns, Principal Components Analysis and Empirical 
Orthogonal Teleconnection (EOT) analysis. However, while the latter is very effective, it is 
computationally intensive. An autoencoder is an unsupervised neural network that learns an 
efficient neural representation of input data. It is considered as a dimensionality reduction tool that 
is highly similar to PCA and EOT. The hidden layer of an autoencoder represents the most 
significant information of the input, which can extract crucial latent structures. When applying 
Earth Observation data in a linear autoencoder, the information presented in the nodes is 
teleconnections. However, with an increased number of nodes in the hidden layer, teleconnections 
spread across nodes and the patterns become mixed. This research presents a sequential 
autoencoder (SA) with only one single node in the hidden layer based on subsequent residual series 
analysis. It has a major finding that the hidden nodes of SA are identical to the corresponding PCA 
components. 
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The Earth system is considered to possess certain modes - preferred patterns of variability that can 
represent the latent structure of the climate system, also known as teleconnections. There are 
approaches to discover these patterns, Principal Components Analysis and Empirical Orthogonal 
Teleconnection (EOT) analysis. However, while the latter is very effective, it is computationally 
intensive. An autoencoder is an unsupervised neural network that learns an efficient neural 
representation of input data. It is considered as a dimensionality reduction tool that is highly similar 
to PCA and EOT. The hidden layer of an autoencoder represents the most significant information 
of the input, which can extract crucial latent structures. When applying Earth Observation data in 
a linear autoencoder, the information presented in the nodes is teleconnections. However, with an 
increased number of nodes in the hidden layer, teleconnections spread across nodes and the 
patterns become mixed. This research presents a sequential autoencoder (SA) with only one single 
node in the hidden layer based on subsequent residual series analysis. It has a major finding that 
the hidden nodes of SA are identical to the corresponding PCA components. 
 
Keywords: image times series; teleconnection; climate; Empirical Orthogonal Teleconnection; 
Principal Components Analysis, Empirical Orthogonal Functions, autoencoder  
 
Introduction  
Due to increased data and computing resources, Machine Learning has become well-known and 
has flourished (Simeone, 2018). Machine Learning is a form of Artificial Intelligence (AI) that 
works as a technique that can learn from data (Dey, 2016). There are three different approaches to 
machine learning, which can make predictions from input data (Witten et al., 2016): (1) Classical 
Machine Learning, which can predict outputs directly from input features based on the labels given 
by users, (2) Representation Learning, which converts inputs to sets of representation features 
before making final predictions, and (3) Deep Learning, which is a form of representation learning 
and a technique that extracts higher-level features and salient information from raw inputs by using 
multiple transformations. Deep Learning has become popular and powerful and has been applied 
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in many application areas, including natural language processing, speech, audio processing, search 
engines and online advertising (Goodfellow et al., 2016). Also, more and more researchers and 
students specializing in the Earth system have become interested in Machine Learning and Deep 
Learning, based on the increased number of publications (Ma et al., 2019). There are gradually 
increasing applications of Machine Learning and Deep Learning in the Remote Sensing field, 
which include land cover classification, change detection, and data fusion (Ma et al., 2019). 
An autoencoder is a form of representation learning (Goodfellow et al., 2016), also known as a 
type of feedforward neural network for unsupervised learning (Dong et al., 2018), which can learn 
features from unlabeled data such that it can set target outputs that are highly similar to the inputs. 
The architecture of an autoencoder, as can be seen in Figure 1, consists of two parts, an encoder 
and a decoder. In the figure, the encoder phase is from the input layer to the hidden layer, while 
the decoder phase is from the hidden layer to the output layer. The connections represent weights 
and the nodes in the hidden layer represent dot-products. The hidden layer is a representation 
derived from the raw input data, which has a reduced number of dimensions than the input layer. 
However, these representations contain salient and important features of the inputs and then 
produce the outputs, which are intended to be highly similar to the inputs. This leads to the question, 
what is the latent information or structure of the hidden layer? 
 
Figure 1. The basic structure of an autoencoder 
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The analysis of latent patterns is of particular interest to climatologists. Climate is known to have 
short term and long term variations and quasi-regular oscillations globally and regionally. These 
patterns are of considerable interest to climatologists. Using an autoencoder model to do image 
time series analysis is a promising choice to extract significant information and features, and to 
gain a better understanding of the possible relationship between different teleconnections. This 





Autoencoders are well-known as noise reduction tools that can remove unwanted noise (Ishii et 
al., 2013) and dimensionality reduction (Wang et al., 2016), which is similar to Principal 
Components Analysis (PCA). There are several popular and common models of an autoencoder 
including: 
 (1) An undercomplete autoencoder, where the hidden layer has smaller dimensionality than the 
inputs (such as Figure 1) and thus can force the hidden layer to capture the most important features 
of the inputs (Witten et al., 2016),  
(2) A sparse autoencoder, which imposes constraints on the network, which is simply an 
autoencoder with a sparsity penalty imposed on the hidden nodes. For example, suppose that one 
is using a sigmoid activation function. If its output is close to 1, the hidden node is ‘active’. 
Otherwise, when its output is close to 0, the hidden node is ‘inactive’. This can reduce the number 
of hidden nodes being used (CS294A/CS294W - Unsupervised Deep Learning, n.d.). This 
architecture is aimed at classification tasks. 
(3) A denoising autoencoder (DAE), which adds noise on purpose to the original data by randomly 
setting some input values to zero and trains to reconstruct the output which are uncorrupted data 
points (Goodfellow et al., 2016). This model can extract better representations in the hidden layer 
than a basic autoencoder, due to the fact that a basic autoencoder may just simply copy the input 
and this can include less representative features in the hidden layer. Besides, the representations 
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of DAE can be applied for a deep unsupervised network learning or a supervised network learning 
(Goodfellow et al., 2016). 
The addition of an activation function in an autoencoder, such as ReLU or sigmoid can make the 
output non-linear, and the addition of multiple hidden layers can make it into a form of 
unsupervised Deep Learning. Unlike other feedforward neural networks that are focused on output 
layers and their accuracy, some autoencoder applications emphasize the hidden layer such as 
dimensionality reduction (Wang et al., 2016). What is the relationship between the representations 
(the hidden nodes) and the input information? The representations are crucial information 
extracted from the input and it is thus of value to research what is in these representations. This 
paper is focused specifically on the latent structure captured by the hidden layer when an 
undercomplete autoencoder is used with a time series of anomalies in global monthly sea surface 
temperature data from 1982 to 2017 to evaluate its utility in discovering recurrent patterns of 
variability, known as teleconnections (van den Dool et al., 2000). 
 
Climate Modes and Spectral Decomposition 
The climate system is considered by many atmospheric scientists to possess certain modes - 
preferred patterns of variability that can represent the latent structure of the climate system 
(Trenberth et al., 2007; Viron et al., 2013). Historically, it was noticed that the weather in some 
locations seemed to be related to changes in other locations. It was as if they were teleconnected. 
For example, one of the most well-known teleconnections (Figure 2), the El Niño/Southern 
Oscillation (ENSO), happens in the central Pacific and can lead to recurrent changes in other 
locations, which are often very far removed from the central Pacific. There are several well-known 
teleconnections. However, teleconnection research is still ongoing (Ashok et al., 2007; Nnamchi 





Figure 2 El Niño/Southern Oscillation (ENSO) based on PCA 
Principal Components Analysis (PCA), also known as Empirical Orthogonal Function analysis, is 
a very common mathematical analysis method and can used for spectral decomposition to search 
for teleconnection patterns (Jolliffe, 2002). It can also be used for data denoising, dimensionality 
reduction and to remove unimportant information to improve data processing, which can decrease 
computing costs and make the results more easily understood. PCA linearly transforms the original 
data into a smaller dimensional data set. Thus it is similar to an autoencoder. However, there are 
two main differences between PCA and an autoencoder. One is that PCA is always linear, while 
an autoencoder, which can be linear (Plaut, 2018), is commonly non-linear. Another is that PCA 
effectively has only one hidden layer, whereas an autoencoder can have multiple hidden layers. 
PCA, when applied to time series, is known for orthogonality in both space and time, which is 
called bi-orthogonality. When practicing PCA in application fields such as the atmospheric 
sciences, and oceanography, it turns out that PCA has too many mathematical restrictions, which 
makes it difficult to physically interpret the components in most cases (Jolliffe, 2002; McGregor, 
2000). Besides, it is possible that there are no orthogonal patterns or uncorrelated indices in the 
real world, like climate patterns in which a climatic change in one location can affect the climate 
in other locations, and sometimes patterns vary but do not have any regular structures. PCA has 
two primary orientations when applied to image time series – S-mode and T-mode. S-mode PCA 
analyzes temporal profiles as the input, which searches for patterns over time and their distribution 
over space, while T-mode PCA has images as the input, which searches for patterns over space 
and their distribution over time.  
There are several methods, like Rotated PCA (Jolliffe, 2002), and Empirical Orthogonal 
Teleconnection (EOT) analysis (van den Dool et al., 2000), to simplify PCA which is an average 
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pattern and orthogonal in space and time. PCA can produce mixed components and Rotated PCA 
is intended to avoid mixed components that contain more than one climate pattern, so Rotated 
PCA can be focused on proper patterns. EOT, which extracts medoids – representative vectors in 
time which are most similar to all others (and are independent in time, not both time and space), 
is effectively an oblique rotation of components. However, it is computationally intensive and time 
consuming when the dataset is large. Therefore, it is of value to find an alternative method to 
achieve what Rotated PCA and EOT can do, and which can be easily understood and interpreted.   
Problem Statement and Research Questions 
Teleconnection research relies on techniques, such as PCA or EOT that can extract latent patterns. 
Can autoencoders offer new opportunities for the discovery of teleconnections? This research 
seeks to answer the following questions. 
1. Can an Autoencoder be used for latent pattern analysis of image time series? How would 
one implement S-mode vs T-mode with Earth system data using an autoencoder? Loadings 
are the correlations between the raw data and components. In an autoencoder, the hidden 
node represents the component. How would one express loadings? How do the hidden 
nodes compare to PCA? Are the hidden nodes independent in space? Are the hidden nodes 
independent in time? 
2. How do the hidden nodes compare to PCA’s in terms of explanatory power? 
3. How well do the hidden nodes capture well-known climate teleconnections? 
4. Do the hidden nodes indicate any novel teleconnections? 
 
To answer these questions, three experiments will be conducted – the first focused on the nature 
of the hidden nodes created by the autoencoder and their relationship to known climate 
teleconnections, and the second focused on the relationship between the hidden nodes and PCA 
components. The third experiment arises as a consequence of the results of the first two 
experiments, as will become clearer below. All three experiments apply linear activation functions 




Data and Methodology 
Experiment One 
To illustrate what a simple autoencoder can do and what latent structures can be extracted from 
earth system data, this research will explore the latent structures of an autoencoder about ocean 
climate. This dataset consists of monthly anomalies in NOAA Optimally Interpolated Sea Surface 
Temperature imagery at a 1-degree resolution from 1982 to 2017 (NOAA Optimum Interpolation 
(OI) Sea Surface Temperature (SST) V2: NOAA Physical Sciences Laboratory, n.d.). This dataset 
is converted to standardized anomalies, with the standardization being over time so that each pixel 
has a mean of 0 and a standard deviation of 1 over time. This equalizes for variations in latitude, 
which are associated with major differences in temperature anomalies. After that, it is projected to 
a Mollweide projection, which is equal-area, and each pixel has a weight proportional to its 
geographic area and not its map-represented area.  
To evaluate the results of an autoencoder, known teleconnection indices (Table 1) used as the 
comparison index are introduced to make a correlation comparison with the hidden nodes. A +/- 
12 month lag correlation is considered, due to the differences in the geographical locations used 
to record these highly dynamic phenomena.  Positive (negative) lags indicate that the comparison 
index should be moved forward (backward) in time to correlate with the hidden node. This suggests 
that the pattern found in the comparison index is happening before (after) the pattern occurred in 
the hidden node. 
Figure 1 is the architecture of the autoencoder model for this research which is simply an 
undercomplete autoencoder based on a fully-connected hidden layer and which takes an image 
time series of climate data as an input. If the input and output nodes are vectors in time, then the 
hidden layer nodes are also vectors in time. Thus, the analysis should replicate the nature of S-
mode PCA (Machado-Machado et al., 2011). However, if the input and output represent images 
in space, then the hidden nodes should be similar to T-mode PCA. With the image time series of 
sea surface temperature anomalies planned for this research, there are 432 monthly images, each 
with 360 x 180 = 64,800 pixels. Thus in S-mode, the expected input would be 64,800 vectors, each 
with 432 time steps and each hidden layer node would also be a vector of length 432. In contrast, 
in T-mode the expected input would be 432 images, each with 64,800 pixels). Similarly, each 
hidden layer node should be an image of the same size. These two architectures will be tested, 
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although this research will be focused on an S-Mode autoencoder with monthly anomalies of sea 
surface temperature data from 1982 to 2017. 
 
Abbreviation Full Name Source 
AMM Atlantic Meridional Mode (Climate Indices: 
Monthly Atmospheric 
and Ocean Time 
Series: NOAA Physical 
Sciences Laboratory, 
n.d.) 
AMO Atlantic Multidecadal Oscillation 
PDO Pacific Decadal Oscillation 
ENSO (ONI) El Niño /Southern Oscillation 
(Oceanic Nino Index) 
IOD Indian Ocean Dipole 
EMI ENSO Modoki Index (Ashok et al., 2007) 
Table 1. Climate indices used in comparison with the autoencoder results 
 
For an S-Mode autoencoder, each node represents a temporal vector and each latent node 
represents a vector, which is a hidden pattern over time, and the output layer has the same structure 
as the input layer.  If the hidden layer nodes represent meaningful climate patterns, it would be 
promising to find that they are similar to some of the known climate teleconnection indices. It was 
decided to start with the simplest structure and then examine what happens as the complexity of 
the hidden layer is gradually increased. Therefore, it begins by testing a sequence with one node, 
gradually increasing to six nodes.  
It is also necessary to test those architectures to gain the best loss curve by fine tuning parameters 
such as the bias and the correlation between the weights of the encoder and decoder phases to 
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orthogonal or the transpose of each other, and hyperparameters like the number of hidden nodes, 
learning rate, epochs, optimizer, and loss function. Exporting the hidden node values, then leads 
to a teleconnection index similar to those tabulated by NOAA (2018), allowing a comparison of 
the hidden nodes to existing climate indices using cross-correlation at different lags and to find 
whether there is evidence of any novel teleconnections.  
A key concern of cross-correlations, especially with lag analyses, is spurious correlations as a 
result of serial autocorrelation. As described by Mullan (1998), a common approach within the 
Atmospheric Science literature has been to reduce the number of degrees of freedom based on 
measured decorrelation time. Given the serial correlation naturally present in environmental time 
series data, and a conservative estimate of 4 months decorrelation time for sea surface temperature 
anomalies (Romanou et al., 2006), the degrees of freedom was established to be 108 for these data. 
Thus only correlations with an absolute value greater than 0.25 are reported (p<0.01), as smaller 
correlations may be spurious, especially when lagged. This implementation was written in Python, 
using Keras (Home - Keras Documentation, n.d.) and TensorFlow (Abadi et al., 2016) to 
implement the autoencoder. 
Experiment Two 
PCA is searching for latent patterns over space and time. Therefore, using the same logic as 
Experiment One, the relationship between the hidden nodes and PCA components may be 
important. This helps to understand the correlation of hidden nodes over space and time. However, 
the hidden nodes are working as a comparison index. A positive lag means the latent structure 
existing in the hidden node is happening before that found in the PCA component. 
Experiment Three 
Based on the results of the two experiments above, a new Sequential Autoencoder (SA) 
architectural framework (Figure 3) is proposed. When only a single node exists in the hidden layer, 
the result is highly meaningful and identical to the first Principal Component.  However, when 
there is more than one, they become less meaningful and unrelated to Principal Components. Thus, 
the Sequential Autoencoder is proposed to solve only a single hidden layer node. Then, the second 
step is to create a residual series that removes the information of the hidden node from the input 
data as input for the next iteration. With this procedure, the next input excludes the extracted latent 
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structure and is able to search for new latent patterns. Therefore, each node in the hidden layer 
becomes independent over time.  
 
Figure 3. The architecture of the Sequential Autoencoder 
The implementation of this experiment is divided into two parts. The first part is the Autoencoder 
part and the second part is using Python to call the Windows COM interface to use a module called 
Correlate in TerrSet. This Correlate module can produce residual series with an image time series 




The first step was to test the architectures for S-Mode and T-Mode. Figure 4 illustrates this 
difference. Figure 4(a) shows the S-Mode result with a single hidden layer node. In this case the 
input consists of 64,800 temporal vectors (one for each of the 360 x 180 pixels). The hidden node 
is a single temporal vector with 432 values (for the 432 months from 1982-2017). Figure 4(b) 
shows the T-mode result, again with a single hidden layer node. In this case, the input consists of 
432 images with 360 rows by 180 columns. The hidden layer node is thus also an image. Both the 
S-Mode result and the T-Mode result show a strong resemblance to the El Niño /Southern 
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Oscillation (ENSO) phenomenon (Sarachik & Cane, 2010), confirming that the autoencoder is 
capable of extracting latent structures that are potentially meaningful as climate teleconnections. 
 
      (a)          (b)  
Figure 4. (a) S-Mode hidden node; (b) T-Mode hidden node 
 
An important test is to adjust the different combinations between encoder weights and the decoder 
weights in order to make the hidden nodes independent. In Table 2, there are five combinations 
used in the test.  Orthogonal encoder or decoder weights, random initialized weights and encoder 
and decoder weights transposed (i.e., the decoder weights as the transpose of the encoder weights). 
However, this procedure did not work well, and the results are similar as not applying those 
combinations, which is not useful and less meaningful. Therefore, Combination Four is used for 





Combination One Orthogonal Orthogonal 
Combination Two Orthogonal Random Initialized 
Combination Three Random Initialized Orthogonal 
Combination Four Random Initialized Random initialized 
Combination Five Random Initialized Transposed 
Table 2. Different combinations between encoder weights and the decoder weights 
Focusing more specifically on S-Mode, the results of the architecture with one hidden node in the 
hidden layer and the corresponding R image are presented in Figure 5, and the correlations with 
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teleconnections are recorded in Table 3. The R image shows the correlation at each pixel with the 
hidden node over time. This node (N1-1: the first number is the total number of nodes in the hidden 
layer and the second number is the node number) shows a high correlation with the El 
Niño/Southern Oscillation (ENSO) phenomenon, 0.92, at lag 1, and has 0.63 correlation, at lag +2, 
with the Pacific Decadal Oscillation (PDO) and 0.51 correlation, at lag +2, with ENSO Modoki 
(EMI). 
 
      (a)          (b)  
Figure 5. (a) N1-1; (b) N1-1 loading image 
 
















Table 3. The correlations between hidden node N1-1 and teleconnections 
    
The results of the architecture with two hidden nodes in the hidden layer and the corresponding R 
image are presented in Figure 6 (N2-1) and Figure 7 (N2-2), and the correlations with 
teleconnections are recorded in Table 4.  One node (N2-1) has 0.8, at +1 lag, correlation with the 
Atlantic Multidecadal Oscillation (AMO). It also has a high correlation with the Atlantic 
Meridional Mode (AMM), ENSO and PDO.  The other node (N2-2) has a very high correlation 
with ENSO (in its La Nina phase), -0.93 at lag +1, and has -0.58 correlation with the PDO.  It has 





      (a)          (b)  
Figure 6. (a) N2-1; (b) N2-1 loading image 
 
  
     (a)          (b)  
     
Figure 7. (a) N2-2; (b) N2-2 loading image 
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Table 4. The correlations between the N2-1 and N2-2 hidden nodes and teleconnections 
The results of the architecture with three hidden nodes in the hidden layer and the corresponding 
R image are in Figure 8 (N3-1), Figure 9 (N3-2) and Figure 10 (N3-3), and the correlations with 
teleconnections are recorded in Table 5. One node（N3-1）has -0.63 correlation, at -3 lag, with 
AMO, and has -0.66 correlation, at -1 lag, correlation with ENSO. The second node (N3-2) has a 
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0.83 correlation with ENSO. The third node（N3-3）has 0.65 correlation with the EMI, and has 
-0.64 correlation, at lag 1, with AMO. All three nodes have high correlations with AMO. 
 
      (a)          (b)  
Figure 8. (a) N3-1; (b) N3-1 loading image 
 
 
      (a)          (b)  
Figure 9. (a) N3-2; (b) N3-2 loading image 
 
 
      (a)          (b)  







































Table 5. The correlations between hidden nodes N3-1 through N3-3 and teleconnections 
The results of the architecture with four hidden nodes in the hidden layer and the corresponding R image 
are displayed in Figure 11 (N4-1), Figure 12 (N4-2), Figure 13 (N4-3) and Figure 14 (N4-4), and the 
correlations with teleconnections are recorded in Table 6. All the nodes have a moderate correlation with 
AMO around 0.5. Each node has four correlations with known teleconnections. Node one has a moderate 
correlation with AMO (0.50 at lag -9) and EMI (0.47). The second node has correlations with the AMO 
(0.51 at +7 lag) and ENSO (-0.82 at lag -1). The third node has correlations with AMO (-0.50 at -2 lag) and 
ENSO (-0.66 at +4 lag). The last one has correlations with AMM (0.55) and AMO (0.60 at +1 lag). 
 
 
      (a)          (b)  






      (a)          (b)  
Figure 12. (a) N4-2; (b) N4-2 loading image 
 
 
      (a)          (b)  
Figure 13. (a) N4-3; (b) N4-3 loading image 
 
 
     (a)          (b)  






























































Table 6. The correlations between hidden nodes N4-1 through N4-4 and teleconnections 
The results of the architecture with five hidden nodes in the hidden layer and the corresponding R 
image are displayed in Figure 15 (N5-1), Figure 16 (N5-2), Figure 17 (N5-3), Figure 18 (N5-4) 
and Figure 19 (N5-5), and the correlations with teleconnections are recorded in Table 7. All the 
nodes correlate with AMO, and ENSO. Each node has at least four correlations with known 
teleconnections. Node one has a moderate correlation with AMO (-0.50 at 9 lag). The second node 
has high correlation with ENSO (0.69 at -4 lag). The third node has a moderate correlation with 
AMO at 0.57. The fourth node has moderate correlations with AMO (0.56) and ENSO (0.62 at 6 
lag). The last one has moderate correlations with the AMM (-0.59), PDO (0.54 at -1 lag) and ENSO 
(0.65). 
 
      (a)          (b)  
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Figure 15. (a) N5-1; (b) N5-1 loading image 
 
 
      (a)          (b)  
Figure 16. (a) N5-2; (b) N5-2 loading image 
 
 
      (a)          (b)  
Figure 17. (a) N5-3; (b) N5-3 loading image 
 
 
      (a)          (b)  





      (a)          (b)  
Figure 19. (a) N5-5; (b) N5-5 loading image 
 






































































Table 7. The correlations between hidden nodes N5-1 through N5-5 and teleconnections 
The results of the architecture with five hidden nodes in the hidden layer and the corresponding R 
image are displayed in Figure 20 (N6-1), Figure 21 (N6-2), Figure 22 (N6-3), Figure 23 (N6-4), 
Figure 24 (N6-5) and Figure 25 (N6-6) and the correlations with teleconnections are recorded in 
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Table 8. All the nodes have a moderate correlation with ENSO and five of them have correlation 
with AMO. Each node has no less than three correlations with known teleconnections. Node one 
has a moderate correlation with AMO (0.50 at +5 lag) and ENSO (0.59 at -1 lag). The second node 
has a correlation with AMO (0.53 at +10 lag). The third node has a correlation with ENSO (-0.46 
at -2 lag). The fourth one has a moderate correlation with ENSO (-0.54 at -4 lag) and PDO (0.56). 
The fifth node has a correlation with AMO (-0.54 at -4 lag).  The last node has a correlation with 
AMM (0.58). 
 
     (a)          (b)  




      (a)          (b)  






      (a)          (b)  




      (a)          (b)  




      (a)          (b)  





      (a)          (b)  
Figure 25. (a) N6-6; (b) N6-6 loading image 
 















































































The correlation between S-Mode PCA Component One and only one hidden node in the hidden 
layer is in Table 9. The hidden node perfectly corresponds with PCA Component One. Both of 
them have a strong relation ENSO, with a correlation of 0.92 at +2 lag. 
 
Node Name PCA Component                 Lag Correlation 
N1-1 Component 1 0 1.00 
Table 9. The correlations between hidden node N1-1 and PCA Component One 
The correlations between PCA components and two hidden nodes in the hidden layer are recorded 
respectively in Table 10. The first hidden node has a very strong correlation with PCA Component 
Two, which is about -0.96. The second node also has a high correlation with PCA Component One, 
which is about 0.90. 
 
Node Name PCA Component                 Lag Correlation 












Table 10. The correlations between hidden nodes N2-1 and N2-2 and PCA components 
The correlations between PCA components and three hidden nodes in the hidden layer are recorded 
in Table 11. The first and third hidden nodes are highly correlated with PCA Component Two at -
0.73 and -0.82 respectively. The second hidden node shows a high correlation with PCA 
Component One at 0.92 at +1 lag. 
 
The correlations between PCA components and four hidden nodes in the hidden layer are recorded 
in Table 12. The first and fourth hidden nodes are moderately correlated with PCA Component 
Two, about 0.66 and 0.65 respectively. The second hidden node is highly correlated with PCA 






Node Name PCA Component                 Lag Correlation 



























Table 11. The correlations between hidden nodes N3-1 through N3-3 and PCA components 
 
Node Name PCA Component                 Lag Correlation 
















































Table 12. The correlations between hidden nodes N4-1 through N4-4 and PCA components 
The correlations between PCA components and five hidden nodes in the hidden layer are recorded 
in Table 13. The first hidden node is 0.77 correlated with PCA Component Three. The second, 
fourth and last hidden nodes are correlated at 0.75 at +5 lag, 0.63 at -4 lag and 0.73 respectively, 
correlated with PCA Component One. The third hidden node has a high correlation with PCA 




Node Name PCA Component                 Lag Correlation 











































































Table 13. The correlations between hidden nodes N5-1 through N5-5 and PCA components 
The correlations between PCA components and six hidden nodes in the hidden layer are recorded 
in Table 14. The first and last hidden nodes are highly correlated with PCA Component Four, at -
0.58 and 0.65. The second node has 0.63 at +4 lag with PCA Component Two. The third hidden 
node is correlated with PCA Component Five about 0.68. The fourth hidden node correlates at 
0.71, -1 lag, with PCA Component One. The fifth hidden node is correlated with PCA Component 








Node Name PCA Component                 Lag Correlation 












































































































Table 14. The correlations between hidden nodes N6-1 through N6-6 and PCA components 
Experiment Three 
Consistent with the logic of the previous experiments, six Sequential Autoencoder (SA) 
components were run. These are shown in Figures 26-31. The results of the new SA turn out to be 
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identical to the corresponding S-mode PCA components, and correlations are shown in Table 15. 
For example in Figure 29, the first node of SA captures ENSO very well, with a correlation of 0.92 
at +2 lag, which is just identical to PCA Component One.  
 
 
      (a)          (b)  
Figure 26. (a) SA-1; (b) SA-1 loading image 
 
 
      (a)          (b)  
Figure 37. (a) SA-2; (b) SA-2 loading image 
 
 
      (a)          (b)  





      (a)          (b)  
Figure 29. (a) SA-4; (b) SA-4 loading image 
 
 
      (a)          (b)  
Figure 30. (a) SA-5; (b) SA-5 loading image 
 
 
      (a)          (b)  














Node Name  PCA Component Correlation  
N1-1 Component 1        1.0 
N2-1 Component 2         -1.0 
N3-1 Component 3         -1.0 
N4-1 Component 4          1.0 
N5-1 Component 5         -1.0 
N6-1 Component 6       -1.0 
Table 15. The correlation between SA and PCA Components 
Discussion 
Experiment One 
Figure 32 displays the maximum absolute correlation of hidden nodes with two well-known teleconnections 
– ENSO (using the ONI) and AMO. With only one node, all of the climate patterns have to be described 
by that hidden node. Thus, it is expected that the result that may correlate to some extent with many of the 
major teleconnections. This appears to be true, although it shows a strong relationship with ENSO. As 
additional nodes are added in the hidden layer, one would expect that there is a better chance of allowing 
patterns to dominant their own specific node. Therefore, it would be expected to see the major 
teleconnections increase their correlation with a specific node. When a second node is added, the maximum 
correlation ENSO slightly increases and that with AMO increases a lot from 0.44 to 0.8. Adding a second 
node in the hidden node thus behaves as expected. However, when adding a third node, the results do not 
behave as they are expected. The correlations for ENSO and AMO both drop and they continue to do so 
right up to when there are six nodes in the hidden layer. This demonstrates that adding nodes does not 




Figure 32 The maximum correlation with ENSO with AMO 
 
Looking at the correlations for the sequence from 1 to 6 nodes, it also appears that there is an 
increasing dispersion in correlations. To assess this, a Soft Classification Uncertainty measure 
(Eastman, 2014; Christman et al., 2015) was used. The index has a value that ranges from 0 (when 
one teleconnection has a correlation of 1.0 and all the others are 0.0) to 1 (when all the 
teleconnections have the same correlation, regardless of what it is. The index indicates the degree 
to which a node is focusing on a single index or is divided between many. In Figure 33, with an 
increase in the number of hidden nodes (the X-axis), the average uncertainty (Y-axis) for nodes 
increases. This indicates that adding more nodes in the hidden layer does not improve the ability 
to capture dominant climate indices, but rather, is making it more complex.  
 
 
Figure 33 the average uncertainty for nodes 
 
The results above show that all the nodes in the hidden layers are related to different 
teleconnections regionally and globally.  However, with an increased number of nodes in the 
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hidden layer, the nodes appear to increasingly show mixtures of teleconnections. This is not a 
desirable outcome. 
Experiment Two 
Each hidden node has a high correlation with one PCA component. However, some hidden nodes 
are correlated with the same PCA component, and some hidden nodes are highly correlated with 
several PCA components at the same time. The maximum correlation with the PCA component 
declines when the architecture becomes complex, as shown in Figure 34. When there are six nodes 
in the hidden layer, the value drops to 0.71. 
 
 
Figure 34 The maximum correlation with PCA Component One 
 
In addition, a major finding is that when there is only one hidden node in the hidden layer, the 
correlation between the PCA Component One and the node is a perfect match. In this case, the 
hidden node is identical to PCA Component One that is highly correlated with ENSO at 0.92 with 
+ 2 lag. When only asking for just one node, it is the same as PCA Component One. However, as 
soon as one specifies more nodes, none of them is the same as one of the PC’s.   
Experiment Three 
In Experiment Three, the results are all independent over space and time, just like PCA. SA is 
similar to the approach of Empirical Orthogonal Teleconnections (EOT) (Van den Dool, et al., 
2000) in that it sequentially finds patterns in successive residuals of previous analyses. Thus the 
SA architecture presents an opportunity for an alternative EOT analysis that may be more 
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computationally efficient. Both SA and EOT discover climate indices sequentially, and then 
remove the previous component by creating a residual series for the next step. This has been the 
focus of an independent project and has been published by He and Eastman (2020). In that study 
(see Appendix A), the authors found that the procedure, called SATA (Sequential Autoencoder 
Teleconnection Analysis) is several orders of magnitude faster that existing implementations of 
EOT. They also found that the components uncovered are more strongly related to known 
teleconnections, and are particularly effective in uncovering teleconnections with multiple centers 
of action. 
Summary and Conclusions 
In Experiment One, the nature of S-mode autoencoder nodes was compared with known climate 
teleconnection indices. It was found that the latent structures become increasingly mixed between 
teleconnections as the number of hidden nodes increases. As the complexity of the autoencoder 
architecture increases, one climate index can be associated with many nodes, and the maximum 
correlation of known teleconnections declines. The features captured in the hidden node are not 
the most representative. In addition, the average uncertainty for associating nodes to climate 
indices increases. This indicates that adding more nodes in the hidden layer does not improve the 
ability to capture dominant climate modes. In Experiment Two, the correlation between hidden 
nodes and S-Mode PCA components was investigated. Here also, the autoencoder nodes became 
increasingly mixed as the number of nodes was increased, with nodes showing association with 
multiple PC’s. This also means the hidden nodes are not independent over space and time. 
However, when only one hidden node is in the hidden layer, the hidden node is identical to the 
first component of PCA. This is a major finding. But when the node number is more than one, the 
results turn out like Experiment One, and the maximum correlation with PCA Component One 
declines as well. 
 
Thus, in the third experiment, the new procedure applies sequentially one node in the hidden layer 
and then removes that component by creating a residual series. The SA components are identical 
to PCA components and are perfectly orthogonal over space and time. Empirical Orthogonal 
Teleconnection, which seeks climate index regionally, works similarly but it is a computationally 
intensive technique. In summary, the SA is an alternative PCA analysis that can capture patterns 
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globally. For further research, SA displays a potential for local pattern analysis like EOT, which 
also uses the residual analysis.  
Appendix A 
The published paper describing the use of a Sequential Autoencoder for Teleconnection Analysis can be 
found at this link: (https://www.mdpi.com/2072-4292/12/5/851). 
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