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Abstract
We propose a convex optimization formulation with the Ky Fan 2-k-norm and `1-norm to find
k largest approximately rank-one submatrix blocks of a given nonnegative matrix that has low-rank
block diagonal structure with noise. We analyze low-rank and sparsity structures of the optimal
solutions using properties of these two matrix norms. We show that, under certain hypotheses, with
high probability, the approach can recover rank-one submatrix blocks even when they are corrupted
with random noise and inserted into a much larger matrix with other random noise blocks.
1 Introduction
Given a matrix A ∈ Rm×n that has low-rank block diagonal structure with noise, we would like to
find that low-rank block structure of A. Doan and Vavasis [6] have proposed a convex optimization
formulation to find a large approximately rank-one submatrix of A with the nuclear norm and `1-norm.
The proposed LAROS problem (for “large approximately rank-one submatrix”) in [6] can be used to
sequentially extract features in data. For example, given a corpus of documents in some language,
it can be used to co-cluster (or bicluster) both terms and documents, i.e., to identify simultaneously
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both subsets of terms and subsets of documents strongly related to each other from the term-document
matrix A ∈ Rm×n of the underlying corpus of n documents with m defined terms (see, for example,
Dhillon [4]). Here, “term” means a word in the language, excluding common words such as articles
and prepositions. The (i, j) entry of A is the number of occurrences of term i in document j, perhaps
normalized. Another example is the biclustering of gene expression data to discover expression patterns
of gene clusters with respect to different sets of experimental conditions (see the survey by Madeira and
Oliveira [16] for more details). Gene expression data can be represented by a matrix A whose rows are
in correspondence with different genes and columns are in corresponence with different experimental
conditions. The value aij is the measurement of the expression level of gene i under the experimental
condition j.
If the selected terms in a bicluster occur proportionally in the selected documents, we can intuitively
assign a topic to that particular term-document bicluster. Similarly, if the expression levels of selected
genes are proportional in all selected experiments of a bicluster in the second example, we can identify
a expression pattern for the given gene-experimental condition bicluster. Mathematically, for each
bicluster i, we obtain a subset Ii ⊂ {1, . . . ,m} and Ji ⊂ {1, . . . , n} and the submatrix block A(Ii,Ji)
is approximately rank-one, i.e., A(Ii,Ji) ≈ wihTi . Assuming there are k biclusters and Ii ∩ Ij = ∅ and
Ji ∩ Jj = ∅ for all i 6= j, we then have the following approximation:
A ≈ [w¯1, . . . , w¯k][h¯1, . . . , h¯k]T , (1.1)
where w¯i and h¯i are the zero-padded extensions of wi and hi to vectors of length m and n respectively.
If the matrix A is nonnegative and consists of these k (row- and column-exclusive) biclusters, we may
assume that wi,hi ≥ 0 for all i (a consequence of Perron-Frobenius theorem, see, for example, Golub
and Van Loan [9] for more details). Thus A ≈ WHT , where W ,H ≥ 0, which is an approximate
nonnegative matrix factorization (NMF) of the matrix A. In this paper, we shall follow the NMF
representation to find row- and column-exclusive biclusters. Note that there are different frameworks
for biclustering problems such as the graph partitioning models used in Dhillon [4], Tanay et al. [19],
and Ames [1], among other models (see, for example, the survey by Nan et al. [7]).
Approximate and exact NMF problems are difficult to solve. The LAROS problem proposed by
Doan and Vavasis [6] can be used as a subroutine for a greedy algorithm with which columns of W
and H are constructed sequentially. Each pair of columns corresponds to a feature (or pattern) in the
original data matrix A. Given the properties of LAROS problem, the most significant feature (in size
and magnitude) will be constructed first with the appropriate parameter.
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The iterated use of the LAROS algorithm of [6] to extract blocks one at a time, however, will not
succeed in the case that there are two or more hidden blocks of roughly the same magnitude. In order to
avoid this issue, we propose a new convex formulation that allows us to extract several (non-overlapping)
features simultaneously. In Section 2, we study the proposed convex relaxation and the properties of
its optimal solutions. In Section 3, we provide conditions to recover low-rank block structure of the
block diagonal data matrix A in the presence of random noise. Finally, we demonstrate our results with
some numerical examples in Section 4, including a synthetic biclustering example and a synthetic gene
expression example from the previous literature.
Notation. 〈A,X〉 = trace(ATX) is used to denote the inner product of two matrices A and X in
Rm×n. ‖X‖1 means the sum of the absolute values of all entries of X, i.e., the `1-norm of vec(X), the
long vector constructed by the concatenation of all columns of X. Similarly, ‖X‖∞ is the maximum
absolute value of entries of X, i.e, the `∞-norm of vec(X).
2 Matrix norm minimization
We start with the following general norm minimization problem, which has been considered in [6].
min ‖|X|‖
s.t. 〈A,X〉 ≥ 1,
(2.1)
where ‖| · |‖ is an arbitrary norm function on Rm×n. The associated dual norm ‖| · |‖? is defined as
‖|A|‖? = max 〈A,Y 〉
s.t. ‖|Y |‖ ≤ 1.
(2.2)
These two optimization problems are closely related and their relationship is captured in the following
lemmas and theorem discussed in Doan and Vavasis [6].
Lemma 1. Matrix X∗ is an optimal solution of Problem (2.1) if and only if Y ∗ = (‖|A|‖?)X∗ is an
optimal solution of Problem 2.2.
Lemma 2. The set of all optimal solutions of Problem (2.2) is the subdifferential of the dual norm
function ‖| · |‖? at A, ∂‖|A|‖?.
Theorem 1 (Doan and Vavasis [6]). The following statements are true:
(i) The set of optimal solutions of Problem (2.1) is (‖|A|‖?)−1∂‖|A|‖?, where ∂‖| · |‖? is the subdiffer-
ential of the dual norm function ‖| · |‖?.
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(ii) Problem (2.1) has a unique optimal solution if and only if the dual norm function ‖| · |‖? is
differentiable at A.
The LAROS problem in [6] belongs to a special class of (2.1) with parametric matrix norms of
the form ‖|X|‖θ = ‖|X|‖ + θ‖X‖1 where ‖| · |‖ is a unitarily invariant norm and θ is a nonnegative
parameter, θ ≥ 0:
min ‖|X|‖+ θ‖X‖1
s.t. 〈A,X〉 ≥ 1.
(2.3)
A norm ‖| · |‖ is unitarily invariant if ‖|UXV |‖ = ‖|X|‖ for all pairs of unitary matrices U and V
(see, for example, Lewis [15] for more details). For the LAROS problem, ‖|X|‖ is the nuclear norm,
‖|X|‖ = ‖X‖∗, which is the sum of singular values of X. In order to characterize the optimal solutions
of (2.3), we need to compute the dual norm ‖| · |‖?θ:
‖|A|‖?θ = max 〈A,Y 〉
s.t. ‖|Y |‖+ θ‖Y ‖1 ≤ 1.
(2.4)
The following proposition, which is a straightforward generalization of Proposition 7 in [6], provides a
dual formulation to compute ‖| · |‖?θ.
Proposition 1. The dual norm ‖|A|‖?θ with θ > 0 is the optimal value of the following optimization
problem:
‖|A|‖?θ = min max
{‖|Y |‖?, θ−1 ‖Z‖∞}
s.t. Y +Z = A.
(2.5)
The optimality conditions of (2.3) are described in the following proposition, which is again a
generalization of Proposition 9 in [6].
Proposition 2. Consider a feasible solution X of Problem (2.3). If there exists (Y ,Z) that satisfies
the conditions below,
(i) Y +Z = A and ‖|Y |‖? = θ−1 ‖Z‖∞,
(ii) X ∈ α∂‖|Y |‖?, α ≥ 0,
(iii) X ∈ β∂ ‖Z‖∞, β ≥ 0,
(iv) α+ θβ = (‖A‖∗θ)−1,
then X is an optimal solution of Problem (2.3). In addition, if
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(v) ‖| · |‖? is differentiable at Y or ‖ · ‖∞ is differentiable at Z,
then X is the unique optimal solution.
The low-rank structure of solutions obtained from the LAROS problem comes from the fact that
the dual norm of the nuclear norm is the spectral norm (or 2-norm), ‖X‖ = σ1(X), the largest singular
value of X. More exactly, it is due to the structure of the subdifferential ∂ ‖ · ‖. According to Zie¸tak
[22], if Y = UΣV T is a singular value decomposition of Y and s is the multiplicity of the largest
singular value of Y , the subdifferential ∂ ‖Y ‖ is written as follows:
∂ ‖Y ‖ =
U
S 0
0 0
V T : S ∈ Ss+, ‖S‖∗ = 1
 ,
where Ss+ is the set of positive semidefinite matrices of size s. The description of the subdifferential shows
that the maximum possible rank ofX ∈ α∂ ‖Y ‖ is the multiplicity of the largest singular value of Y and
if s = 1, we achieve rank-one solutions. This structural property of the subdifferential ∂ ‖ · ‖ motivates
the norm optimization formulation for the LAROS problem, which aims to find a single approximately
rank-one submatrix of the data matrix A. We now propose a new pair of norms that would allow us
to handle several approximately rank-one submatrices simultaneously instead of individual ones. Let
consider the following norm, which we call Ky Fan 2-k-norm given its similar formulation to that of the
classical Ky Fan k-norm:
‖|A|‖k,2 =
(
k∑
i=1
σ2i (A)
) 1
2
, (2.6)
where σ1 ≥ . . . σk ≥ 0 are the first k largest singular values of A, k ≤ k0 = rank(A). The dual norm of
the Ky Fan 2-k-norm is denoted by ‖| · |‖?k,2. According to Bhatia [3], Ky Fan 2-k-norm is a Q-norm,
which is unitarily invariant (Definition IV.2.9 [3]). Since Ky Fan 2-k-norm is unitarily invariant, we can
define its corresponding symmetric gauge function, ‖ · ‖k,2 : Rn → R, as follows:
‖x‖k,2 =
(
k∑
i=1
|x|2(i)
) 1
2
, (2.7)
where |x|(i) is the (n − i + 1)-st order statistic of |x|. The dual norm of this gauge function (or more
exactly, its square), has been used in Argyriou et al. [2] as a regularizer in sparse prediction problems.
More recently, its matrix counterpart is considered in McDonald et al. [17] as a special case of the
matrix cluster norm defined in [13], whose square is used for multi-task learning regularization. On the
other hand, the square Ky Fan 2-k-norm is considered as a penalty in low-rank regression analysis in
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Giraud [8]. In this paper, we are going to use dual Ky Fan 2-k-norm, not its square, in our formulation
given its structural properties, which will be explained later.
When k = 1, the Ky Fan 2-k-norm becomes the spectral norm, whose subdifferential has been used
to characterize the low-rank structure of the optimal solutions of the LAROS problem. We now propose
the following optimization problem, of which the LAROS problem is a special instance with k = 1:
min ‖|X|‖?k,2 + θ ‖X‖1
s.t. 〈A,X〉 ≥ 1,
(2.8)
where θ is a nonnegative parameter, θ ≥ 0. The proposed formulation is an instance of the parametric
problem (2.3) and we can use results obtained in Proposition 1 and 2 to characterize its optimal solutions.
Before doing so, we first provide an equivalent semidefinite optimization formulation for (2.8) in the
following proposition.
Proposition 3. Assuming m ≥ n, the optimization problem (2.8) is then equivalent to the following
semidefinite optimization problem:
min
p,P ,Q,R,X
p+ trace(R) + θ〈E,Q〉
s.t. kp− trace(P ) = 0,
pI − P  0, P −12XT
−12X R
  0,
Q ≥X, Q ≥ −X,
〈A,X〉 ≥ 1,
(2.9)
where E is the matrix of all ones.
Proof. We first consider the dual norm ‖|X|‖?k,2. We have:
‖|X|‖?k,2 = max 〈X,Y 〉
s.t. ‖|Y |‖k,2 ≤ 1.
(2.10)
Since m ≥ n, we have: (‖|Y |‖k,2)2 = ‖|Y TY |‖k, where ‖| · |‖k is the Ky Fan k-norm, i.e., the sum of k
largest singular values. Since Y TY is symmetric, ‖|Y TY |‖k is actually the sum of k largest eigenvalues
of Y TY . Similar to ‖x‖k, which is the sum of k largest elements of x, we obtain the following (dual)
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optimization formulation for ‖|Y TY |‖k (for example, see Laurent and Rendl [14]):
‖|Y TY |‖k = min kz + trace(U)
s.t. zI +U  Y TY ,
U  0.
Applying the Schur complement, we have:
‖|Y TY |‖k = min kz + trace(U)
s.t.
zI +U Y T
Y I
  0,
U  0.
Thus, the dual norm ‖| · |‖?k,2 can be computed as follows:
‖|X|‖?k,2 = max 〈X,Y 〉
s.t. kz + trace(U) ≤ 1,zI +U Y T
Y I
  0,
U  0.
Applying strong duality theory under Slater’s condition, we have:
‖|X|‖?k,2 = min p+ trace(R)
s.t. kp− trace(P ) = 0,
pI − P  0, P −12XT
−12X R
  0.
(2.11)
The reformulation of ‖X‖1 is straightforward with the new decision variable Q and additional con-
straints Q ≥ X and Q ≥ −X, given the fact that the main problem is a minimization problem.

Proposition 3 indicates that in general, we can solve (2.8) by solving its equivalent semidefinite
optimization formulation (2.9) with any SDP solver. We are now ready to study some properties of
optimal solutions of (2.8). We have: ‖|X|‖?k,2 +θ ‖X‖1 is a norm for θ ≥ 0 and we denote it by ‖|X|‖k,2,θ.
According to Proposition 1, the dual norm ‖|X|‖?k,2,θ,
‖|A|‖?k,2,θ = max 〈A,X〉
s.t. ‖X‖k,2,θ ≤ 1,
(2.12)
7
can be calculated by solving the following optimization problem given θ > 0:
‖|A|‖?k,2,θ = min max
{‖|Y |‖k,2, θ−1 ‖Z‖∞}
s.t. Y +Z = A.
(2.13)
Similar to Proposition 2, we can provide the optimality conditions for (2.8) in the following proposition.
Proposition 4. Consider a feasible solution X of Problem (2.8). If there exists (Y ,Z) that satisfies
the conditions below,
(i) Y +Z = A and ‖|Y |‖k,2 = θ−1 ‖Z‖∞,
(ii) X ∈ α∂‖|Y |‖k,2, α ≥ 0,
(iii) X ∈ β∂ ‖Z‖∞, β ≥ 0,
(iv) α+ θβ =
(
‖A‖∗k,2,θ
)−1
,
then X is an optimal solution of Problem (2.3). In addition, if
(v) ‖| · |‖k,2 is differentiable at Y or ‖ · ‖∞ is differentiable at Z,
then X is the unique optimal solution.
The optimality conditions presented in Proposition 4 indicate that some properties of optimal solu-
tions of (2.8) can be derived from the structure of ∂‖| · |‖k,2. We shall characterize the subdifferential
∂‖| · |‖k,2 next. According to Watson [21], since ‖| · |‖k,2 is a unitarily invariant norm, ∂‖|A|‖k,2 is related
to ∂ ‖σ(A)‖k,2, where σ(A) is the vector of singular values of A. Let A 6= 0 be a matrix with singular
values that satisfy
σ1 ≥ . . . > σk−t+1 = . . . = σk = . . . = σk+s > . . . ≥ σp,
where p = min{m,n}, so that the multiplicity of σk is s+t. The subdifferential ∂ ‖σ‖k,2 is characterized
in the following lemma.
Lemma 3. v ∈ ∂ ‖σ‖k,2 if and only v satisfies the following conditions:
(i) vi =
σi
‖σ‖k,2
for all i = 1, . . . , k − t.
(ii) vi = τi
σk
‖σ‖k,2
, 0 ≤ τi ≤ 1 for all i = k − t+ 1, . . . , k + s, and
k+s∑
i=k−t+1
τi = t.
(iii) vi = 0 for all i = k + s+ 1, . . . , p.
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Proof. Let Nk be the collection of all subsets with k elements of {1, . . . , p}, we have:
‖σ‖k,2 = max
N∈Nk
fN (σ),
where fN (σ) =
(∑
i∈N
σ2i
) 1
2
for all N ∈ Nk. According to Dubovitski-Milyutin’s theorem (see, for
example, Tikhomirov [20]), the subdifferential of ‖ · ‖k,2 is computed as follows:
∂ ‖σ‖k,2 = conv
{
∂fN (σ) : N ∈ Nk, fN (σ) = ‖σ‖k,2
}
.
With the structure of σ, clearly {1, . . . , k − t} ∈ N for all N ∈ Nk such that fN (σ) = ‖σ‖k,2. The
remaining t elements of N are chosen from s+ t values from {k− t+ 1, . . . , k+ s}. Since σ 6= 0, all fN
that satisfy fN (σ) = ‖σ‖k,2 is differentiable at σ (even in the case σk = 0) and
∂fN (σ)
∂σi
=
σi
‖σ‖k,2
, ∀ i ∈ N, ∂fN (σ)
∂σi
= 0, i 6∈ N.
Thus if v ∈ ∂ ‖σ‖k,2, for all i = 1, . . . , k− t, we have: vi =
σi
‖σ‖k,2
and vi = 0 for all i = k+ s+ 1, . . . , p.
We now have: counting arguments for the appearance of each index in {k − t + 1, . . . , k + s}
with respect to all subsets N ∈ Nk that satisfy fN (σ) = ‖σ‖k,2 allow us to characterize vi for i =
k − t+ 1, . . . , k + s as vi = τi σk‖σ‖k,2
, 0 ≤ τi ≤ 1 and
k+s∑
i=k−t+1
τi = t. 
We are ready to characterize the subdifferential of ‖| · |‖k,2 with the following proposition.
Proposition 5. Consider A 6= 0. Let A = UΣV T be a particular singular value decomposition of
A and assume that σ(A) satisfies σ1 ≥ . . . > σk−t+1 = . . . = σk = . . . = σk+s > . . . ≥ σp. Then,
G ∈ ∂‖|A|‖k,2 if and only if there exists T ∈ R(s+t)×(s+t) such that
G =
1
‖|A|‖k,2
(
U [:,1:k−t]Σ[1:k−t,1:k−t]V T[:,1:k−t] + σkU [:,k−t+1:k+s]TV
T
[:,k−t+1:k+s]
)
,
where T is symmetric positive semidefinite, ‖T ‖ ≤ 1 and ‖T ‖∗ = t.
Proof. According to Watson [21], we have:
∂‖|A|‖k,2 =
{
UDiag(g)V T : A = UΣV T is any SVD ofA, g ∈ ∂ ‖σ(A)‖k,2
}
.
Let A = UΣV T be a particular singular value decomposition of A and assume that a singular value
σi > 0 has the multiplicity of r with corresponding singular vectors U i ∈ Rm×r and V i ∈ Rn×r. Then
for any singular value decomposition of A, A = U¯ΣV¯
T
, there exists an orthonormal matrix W ∈ Rr×r,
WW T = I, such that U¯ i = U iW and V¯ i = V iW (for example, see Zie¸tak [22]).
Combining these results with Lemma 3, the proof is straightforward with a singular value (or eigen-
value) decomposition of matrix T . 
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Corollary 1. ‖| · |‖k,2 is differentiable at any A 6= 0 such that σk > σk+1 (σp+1 = 0) or σk = 0.
Proof. If σk = 0, then, according to Proposition 5,
G ∈ ∂‖|A|‖k,2 ⇔ G = 1‖|A|‖k,2U [:,1:k−t]Σ[1:k−t,1:k−t]V
T
[:,1:k−t].
Now, if σk > σk+1, we have: s = 0, thus T = I is unique since T ∈ St, ‖T ‖∗ = t, and ‖T ‖ ≤ 1. Thus
∂‖|A|‖k,2 is a singleton, which implies ‖| · |‖k,2 is differentiable at A. 
Proposition 5 shows that the problem (2.8) with θ = 0 is a convex optimization problem that
finds k-approximation of a matrix A. It also shows that intuitively, the problem (2.8) can be used to
recover k largest approximately rank-one submatrices with θ > 0. Note that for Ky Fan k-norm, if
σk(A) > σk+1(A), its subdifferential at A is a singleton with a unique subgradient:
∂‖|A|‖k =
U
Ik 0
0 0
V T
 ,
where A = UΣV T is a singular value decomposition of A and Ik is the identity matrix in Rk×k (see for
example, Watson [21]). In this particular case, the unique subgradient of the Ky Fan k-norm provides
the information of singular vectors corresponding to the k largest singular values. Having said that, it
does not preserve the information of singular values. When θ = 0, the proposed formulation with the
Ky Fan k-norm will not return the rank-k approximation of the matrix A as the Ky Fan 2-k-norm does.
In the next section, we shall study the recovery of these submatrices under the presence of random
noise.
3 Recovery with Block Diagonal Matrices and Random Noise
We consider A = B + R, where B is a block diagonal matrix, each block having rank one, while R
is a noise matrix. The main theorem shows that under certain assumptions concerning the noise, the
positions of the blocks can be recovered from the solution of (2.8). As mentioned in the introduction,
this corresponds to solving a special case of the approximate NMF problem, that is, a factorization
A ≈ WHT , where W and H are nonnegative matrices. The special case solved is that W and H
each consist of nonnegative columns with nonzeros in disjoint positions (so that A is approximately a
matrix with disjoint blocks each of rank one). Even this special case of NMF is NP-hard unless further
restrictions are placed on the data model given the fact that the (exact) LAROS problem is NP-hard
(see [6] for details).
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Before starting the proof of the theorem, we need to consider some properties of subgaussian random
variables. A random variable x is b-subgaussian if E[x] = 0 and there exists a b > 0 such that for all
t ∈ R,
E
[
etx
] ≤ e b2t22 . (3.1)
We can apply the Markov inequality for the b-subgaussian random variable x and obtain the following
inequalities:
P(x ≥ t) ≤ exp(−t2/(2b2)) and P(x ≤ −t) ≤ exp(−t2/(2b2)), ∀ t > 0. (3.2)
The next three lemmas, which show several properties of random matrices and vectors with independent
subgaussian entries, are adopted from Doan and Vavasis [6] and references therein.
Lemma 4. Let x1, . . . , xk be independent b-subgaussian random variables and let a1, . . . , ak be scalars
that satisfy
k∑
i=1
a2i = 1. Then x =
k∑
i=1
aixi is a b-subgaussian random variable.
Lemma 5. Let B ∈ Rm×n be a random matrix, where bij are independent b-subgaussian random
variables for all i = 1, . . . ,m, and j = 1, . . . , n. Then for any u > 0,
P (‖B‖ ≥ u) ≤ exp
(
−
(
8u2
81b2
− (log 7)(m+ n)
))
.
Lemma 6. Let x,y be two vectors in Rn with i.i.d. b-subgaussian entries. Then for any t > 0,
P
(
xTy ≥ t) ≤ exp(−min{ t2
(4eb2)2n
,
t
4eb2
})
, and P
(
xTy ≤ −t) ≤ exp(−min{ t2
(4eb2)2n
,
t
4eb2
})
.
With these properties of subgaussian variables presented, we are now able to state and prove the
main theorem, which gives sufficient conditions for optimization problem (2.8) to recover k blocks in
the presence of noise.
Theorem 2. Suppose A = B + R, where B is a block diagonal matrix with k0 blocks, that is, B =
diag(B1, . . . ,Bk0), where Bi = σ¯iu¯iv¯
T
i , u¯i ∈ Rmi, v¯i ∈ Rni, ‖u¯i‖2 = ‖v¯i‖2 = 1, u¯i > 0, v¯i > 0 for all
i = 1, . . . , k0. Assume the blocks are ordered so that σ¯1 ≥ σ¯2 ≥ · · · ≥ σ¯k0 > 0. Matrix R is a random
matrix composed of blocks in which each entry is a translated b-subgaussian variable, i.e., there exists
µij ≥ 0 such that elements of the matrix block Rij/(φiφj)1/2−µijemieTnj are independent b-subgaussian
random variables for all i, j = 1, . . . , k0. Here φi = σ¯i/
√
mini, i = 1, . . . , k0, is a scaling factor to match
the scale of Rij with that of Bi and Bj, and em denotes the m-vector of all 1’s.
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We define the following positive scalars that control the degree of heterogeneity among the first k
blocks:
δu ≤ min
i=1,...,k
‖u¯i‖1 /
√
mi, (3.3)
δv ≤ min
i=1,...,k
‖v¯i‖1 /
√
ni, (3.4)
ξu ≤ min
i=1,...,k
(
min
j=1,...,mi
u¯i,j
)√
mi, (3.5)
ξv ≤ min
i=1,...,k
(
min
j=1,...,ni
v¯i,j
)√
ni, (3.6)
piu ≥ max
i=1,...,k
(
max
j=1,...,mi
u¯i,j
)√
mi, (3.7)
piv ≥ max
i=1,...,k
(
max
j=1,...,ni
v¯i,j
)√
ni, (3.8)
ρm ≥ max
i,j=1,...,k
mi/mj , (3.9)
ρn ≥ max
i,j=1,...,k
ni/nj , (3.10)
ρσ ≥ σ¯1/σ¯k. (3.11)
We also assume that the blocks do not diverge much from being square; more precisely we assume
that mi ≤ O(n2j ) and ni ≤ O(m2j ) for i, j = 1, . . . , k. Let p = (k, δu, δv, piu, piv, ξu, ξv, ρσ, ρm, ρn) denote
the vector of parameters controlling the heterogeneity.
For the remaining noise blocks i = k+ 1, . . . , k0, we assume that their dominant singular values are
substantially smaller than those of the first k:
σ¯k+1 ≤ 0.23σ¯k
k + 1
, (3.12)
that their scale is bounded:
φi ≤ c0φj , (3.13)
for all i = k + 1, . . . , k0 and j = 1, . . . , k, where c0 is a constant, and that their size is bounded:
k0∑
i=k+1
(mi + ni) ≤ c1(p, c0, b) min
i=1,...k
mini, (3.14)
where c1(p, c0, b) is given by (3.123) below. Assume that
µij ≤ c2(p, c0), (3.15)
for all i, j = 1, . . . , k0, where c2(p, c0) is given by (3.118) below. Then provided that
c3(p)
(
k∑
i=1
mini
)−1/2
≤ θ ≤ 2c3(p)
(
k∑
i=1
mini
)−1/2
, (3.16)
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where c3(p) is given by (3.115) below, the optimization problem (2.8) will return X with nonzero entries
precisely in the positions of B1, . . . ,Bk with probability exponentially close to 1 as mi, ni → ∞ for all
i = 1, . . . , k0.
Remarks.
1. Note that the theorem does not recover the exact values of (σ¯i, u¯i, v¯i); it is clear that this is
impossible in general under the assumptions made.
2. The theorem is valid under arbitrary permutation of the rows and columns (i.e., the block structure
may be ‘concealed’) since (2.8) is invariant under such transformations.
3. Given the fact that for all i = 1, . . . , k,
0 <
(
min
j=1,...,mi
u¯i,j
)√
mi ≤ ‖u¯i‖1 /
√
mi ≤ 1 ≤
(
max
j=1,...,mi
u¯i,j
)√
mi,
we can always choose ξu, δu, and piu such that 0 < ξu ≤ δu ≤ 1 ≤ piu. Similarly, we assume
0 < ξv ≤ δv ≤ 1 ≤ piv. These parameters measure how much u¯i and v¯i diverge from emi and eni
after normalization respectively. The best case for our theory (i.e., the least restrictive values of
parameters) occurs when all of these scalars are equal to 1. Similarly ρσ, ρm, ρn ≥ 1, and the best
case for the theory is when they are all equal to 1.
4. It is an implicit assumption of the theorem that the scalars contained in p as well as b, which
controls the subgaussian random variables, stay fixed as mi, ni →∞.
5. As compared to the recovery result in Ames [1] for the planted k-biclique problem, our result
for the general bicluster problem is in general weaker in terms of noise magnitude (as compared
to data magnitude) but stronger in terms of block sizes. Ames [1] requires mi = τ
2
i ni, where
τi are scalars for all i, i = 1, . . . , k + 1, whereas we only need mi ≤ O(n2j ) and ni ≤ O(m2j ) for
i, j = 1, . . . , k. More importantly, the noise block size, nk+1, is more restricted as compared to
data block sizes, ni, for i = 1, . . . , k, in Ames [1] with the condition
c1
(√
k +
√
nk+1 + 1
)√√√√k+1∑
i=1
ni + βτk+1nk+1 ≤ c2γ min
i=1,...,k
ni.
In contrast, for our recovery result, (3.14) means that the total size of the noise blocks can be much
larger (approximately the square) than the size of the data blocks. Thus, the theorem shows that
the k blocks can be found even though they are hidden in a much larger matrix. In the special
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case when k0 = k+1, mi = ni = n, σ¯i = σ¯ for all i = 1, . . . , k, and mk+1 = nk+1, combining (3.13)
and (3.14), we will obtain the following condition, which clearly shows the relationship between
block sizes:
σ¯k+1
c0σ¯
n ≤ nk+1 ≤ c1(p, c0, b)
2
n2.
6. As compared to the recovery result in Doan and Vavasis [6] when k = 1, our recovery result is for
a more general setting with σ¯2 > 0 instead of σ¯2 = 0 as in Doan and Vavasis [6]. We therefore
need additional conditions on σ¯i, i = 1, 2. In addition, we need to consider the off-diagonal blocks
(i, j) for i, j = 1, . . . , k, which is not needed when k = 1. This leads to more (stringent) conditions
on the noise magnitudes. Having said that, the conditions on the parameter θ and block sizes
remain similar. We still require θ to be in the order of (m1n1)
−1/2 as in Doan and Vavasis [6]. The
conditions m1 ≤ O(n21) and n1 ≤ O(m21) are similar to the condition m1n1 ≥ Ω((m1 + n1)4/3) in
Doan and Vavasis [6]. Finally, the condition m2 + n2 ≤ c1(p, c0, b)m1n1 is close to the condition
m1n1 ≥ Ω(m1 +m2 +n1 +n2), which again shows the similarity of these recovery results in terms
of block sizes.
In order to simplify the proof, we first consolidate all blocks i = k+ 1, . . . , k0 into a single block and
call it block (k+1) of size m¯k+1× n¯k+1 where m¯k+1 =
k0∑
i=k+1
mi and n¯k+1 =
k0∑
i=k+1
ni The only difference
is that the new block B¯k+1,k+1 ∈ Rm¯k+1×n¯k+1 is now a block diagonal matrix with k0−k blocks instead
of a rank-one block. Similarly, new blocks R¯i,k+1 and R¯k+1,i, i = 1, . . . , k0, now have more than one
subblock with different parameters µ instead of a single one. This new block structure helps us derive
the optimality conditions more concisely. Clearly, we would like to achieve the optimal solution X with
the following structure
X =

σ1u1v
T
1 0 · · · · · · 0
0
. . .
. . . 0
...
. . .
. . . 0
...
... 0 σkukv
T
k 0
0 · · · · · · 0 0

,
where ‖ui‖2 = ‖vi‖2 = 1 for i = 1, . . . , k. Padding appropriate zeros to ui and vi to construct u0i ∈ Rm+
and v0i ∈ Rn+ for i = 1, . . . , k, we obtain sufficient optimality conditions based on Proposition 4 as
follows:
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There exist Y and Z such that Y +Z = A and
Y = ‖|A|‖?k,2,θ
[
k∑
i=1
σiu
0
i (v
0
i )
T +W
]
, Z = θ‖|A|‖?k,2,θV ,
where σi > 0 for i = 1, . . . , k,
k∑
i=1
σ2i = 1, ‖W ‖ ≤ min
i=1,...,k
{σi}, Wv0i = 0, W Tu0i = 0, for
i = 1, . . . , k, and ‖V ‖∞ ≤ 1, V ii = emieTni , for i = 1, . . . , k.
Since A has the block structure, we can break these optimality conditions into appropriate conditions
for each block. Starting with diagonal (i, i) blocks, i = 1, . . . , k, the detailed conditions are:
σiuiv
T
i +W ii = λ(σ¯iu¯iv¯
T
i +Rii)− θemieTni , (3.17)
W Tiiui = 0, (3.18)
W iivi = 0, (3.19)
where λ = 1/‖|A|‖?k,2,θ. For non-diagonal (i, j) blocks, i 6= j and i, j = 1, . . . , k, we obtain the following
conditions:
W ij + θV ij = λRij , (3.20)
W Tijui = 0, (3.21)
W ijvj = 0, (3.22)
‖V ij‖∞ ≤ 1. (3.23)
For (i, k + 1) blocks, i = 1, . . . , k, we have:
W i,k+1 + θV i,k+1 = λR¯i,k+1, (3.24)
W Ti,k+1ui = 0, (3.25)
‖V i,k+1‖∞ ≤ 1. (3.26)
Similarly, for (k + 1, j) blocks, j = 1, . . . , k, the conditions are:
W k+1,j + θV k+1,j = λR¯k+1,j , (3.27)
W k+1,jvj = 0, (3.28)
‖V k+1,j‖∞ ≤ 1. (3.29)
Finally, the (k + 1, k + 1) block needs the following conditions:
W k+1,k+1 + θV k+1,k+1 = λ
(
B¯k+1,k+1 + R¯k+1,k+1
)
, (3.30)
‖V k+1,k+1‖∞ ≤ 1. (3.31)
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The remaining conditions are not block separable. We still need σi > 0, i = 1, . . . , k, and
k∑
i=1
σ2i = 1.
The last condition, which is ‖W ‖ ≤ min
i=1,...,k
{σi}, can be replaced by the following sufficient conditions
that are block separable by applying the fact that ‖W ‖2 ≤∑i,j ‖W ij‖2:
‖W ij‖ ≤ 1
k + 1
min
i=1,...,k
{σi}, i, j = 1, . . . , k + 1. (3.32)
With these sufficient block separable conditions, in order to construct (V ,W ), we now need to
construct (V ij ,W ij) for different pairs (i, j) block by block. The block by block details are shown in
the following analysis.
In the following proof, we assume that the random matrix R is chosen in stages: the diagonal blocks
Rii, i = 1, . . . , k, are selected before the off-diagonal blocks. This allows us to treat the diagonal blocks
as deterministic during the analysis of the off-diagonal blocks. This technique of staging independent
random variables is by now standard in the literature; see e.g., the “golfing” analysis of the matrix
completion problem by Gross [11].
3.1 Analysis for block (i, i), i = 1, . . . , k
We begin with the proof of the existence of a λ > 0 that satisfies the optimality conditions. We then
show the sufficient condition (3.32) for block (i, i), i = 1, . . . , k. The final condition that needs to be
proved for these blocks is the positivity of ui and vi, i = 1, . . . , k.
3.1.1 Existence of λ∗
The conditions for (i, i) block, i = 1, . . . , k, namely, (3.17)–(3.19), indicate that (σi,ui,vi) is the domi-
nant singular triple of Li = λ(σ¯iu¯iv¯
T
i +Rii)− θemieTni . They also indicate that
‖W ii‖ = σ2(Li) (3.33)
since (3.17)–(3.19) are equivalent to the first step of a singular value decomposition of Li.
For the rest of this analysis, it is more convenient notationally work with τ = λ/θ rather than with
λ directly. The condition
k∑
i=1
σ2i = 1 becomes
f(τ) =
k∑
i=1
∥∥τ(σ¯iu¯iv¯Ti +Rii)− emieTni∥∥2 − θ−2 = 0. (3.34)
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We will prove that there exists τ∗ > 0 such that f(τ∗) = 0. More precisely, we will focus our analysis of
f(τ) for τ ∈ [τ`, τu], where τ` is given by (3.110) and τu is given by (3.116) below and prove that there
exists τ∗ ∈ [τ`, τu] such that f(τ∗) = 0.
Letting Qij = Rij/
√
φiφj − µijemieTnj for i, j = 1, . . . , k, we have: Qij are b-subgaussian random
matrices with independent elements. The function f can be rewritten as follows:
f(τ) =
k∑
i=1
∥∥τ σ¯iu¯iv¯Ti − (1− τφiµii)emieTni + τφiQii∥∥2 − θ−2
=
k∑
i=1
‖P i(τ) + τφiQii‖2 − θ−2, (3.35)
where P i(τ) = τ σ¯iu¯iv¯
T
i − (1− τφiµii)emieTni . Applying triangle inequality, we have:
‖P i(τ)‖ − τφi ‖Qii‖ ≤ ‖P i(τ) + τφiQii‖ ≤ ‖P i(τ)‖+ τφi ‖Qii‖ . (3.36)
We start the analysis with ‖P i(τ)‖. We first define the following function
gi(τ ; a) = φ
2
i τ
2 − 2aφiτ(1− µiiφiτ) + (1− µiiφiτ)2, (3.37)
which is a quadratic function in τ with any fixed parameter a. Note by (3.119) below that τu ≤
0.3/(φiµii) for all i = 1, . . . , k, so 1 − µiiφiτ ≥ 0 and τ ≥ 0 for τ ∈ [τ`, τu]. Therefore, provided a ≤ 1
and τ ∈ [τ`, τu],
gi(τ ; a) = (φiτ − (1− µiiφiτ))2 + 2(1− a)φiτ(1− µiiφiτ)
≥ (φiτ − (1− µiiφiτ))2
= (φi(1 + µii)τ − 1)2 (3.38)
≥ 0. (3.39)
We now analyze the dominant singular triple of P i(τ) = τ σ¯iu¯iv¯
T
i − (1 − τφiµii)emieTni for a fixed
τ ∈ [τ`, τu]. It is clear that dominant right singular vector lies in span{v¯i, eni} since this is the range of
(P i(τ))
T . Letting ζi = ‖P i(τ)‖2 be the square of the dominant singular value, we have: ζi is a solution
of the following eigenvector problem:
(P i(τ))
T P i(τ)(αv¯i + βeni) = ζi(αv¯i + βeni).
Expanding and gathering multiples of v¯i and eni , we obtain the following 2× 2 eigenvalue problem
M i
 α
β
 = ζi
 α
β
 , (3.40)
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where
M i =
 τ2σ¯2i − τ σ¯ihi(τ) ‖u¯i‖1 ‖v¯i‖1 τ2σ¯2i − τ σ¯ihi(τ) ‖u¯i‖1 ni
(hi(τ))
2 ‖v¯i‖1mi − τ σ¯ihi(τ) ‖u¯i‖1 (hi(τ))2mini − τ σ¯ihi(τ) ‖u¯i‖1 ‖v¯i‖1
 , (3.41)
and hi(τ) = 1− τφiµii, i = 1, . . . , k. Thus, ζi is a root of the equation
ζ2i − trace(M i)ζi + det(M i) = 0, (3.42)
where
trace(M i) = τ
2σ¯2i − 2τ σ¯i(1− τφiµii) ‖u¯i‖1 ‖v¯i‖1 + (1− τφiµii)2mini
= mini
[
τ2φ2i − 2τφi(1− τφiµii)δu,iδv,i + (1− τφiµii)2
]
= minigi(τ ; δu,iδv,i). (3.43)
and
det(M i) = τ
2σ¯2i (1− τφiµii)2(mi − ‖u¯i‖21)(ni − ‖v¯i‖21)
= m2in
2
i τ
2φ2i (1− τφiµii)2(1− δ2u,i)(1− δ2v,i) (3.44)
≥ 0.
Here, we have introduced notation
δu,i = ‖u¯i‖1/√mi,
δv,i = ‖v¯i‖1/√ni,
that we will continue to use for the remainder of the proof. It is apparent that δu,i ∈ [δu, 1] by (3.3)
and similarly δv,i ∈ [δv, 1].
Let ∆ be the discriminant of the quadratic equation (3.42), that is,
∆ = trace(M i)
2 − 4 det(M i). (3.45)
We have:
∆ = mini
[
τ2φ2i − 2τφi(1− τφiµii)
(
δu,iδv,i +
√
(1− δ2u,i)(1− δ2v,i)
)
+ (1− τφiµii)2
]
·mini
[
τ2φ2i − 2τφi(1− τφiµii)
(
δu,iδv,i −
√
(1− δ2u,i)(1− δ2v,i)
)
+ (1− τφiµii)2
]
= (mini)
2gi
(
τ ; δu,iδv,i +
√
(1− δ2u,i)(1− δ2v,i)
)
· gi
(
τ ; δu,iδv,i −
√
(1− δ2u,i)(1− δ2v,i)
)
.(3.46)
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Note that 1−
(
δu,iδv,i +
√
(1− δ2u,i)(1− δ2v,i)
)2
=
(
δu,i
√
1− δ2v,i − δv,i
√
1− δ2u,i
)2
≥ 0. Therefore, the
second argument to each invocation of gi in the previous equation is less than or equal to 1. Since
τ ∈ [τ`, τu], it follows that both evaluations of gi yield nonnegative numbers, and therefore ∆ ≥ 0.
We next claim that
∆ = m2in
2
i gi(τ ; pi(τ))
2 (3.47)
for a continuous pi(τ) ∈ [δu,iδv,i, 1] for all τ ∈ [τ`, τu]. In other words, there exists a continuous pi(τ) in
the range [a, 1] satisfying the equation
gi(τ ; pi(τ))
2 = gi(τ ; a+ c)gi(τ ; a− c), (3.48)
where, for this paragraph, a = δu,iδv,i and c =
√
(1− δ2u,i)(1− δ2v,i). This is proved by first treating
pi as an unknown and expanding (3.48). After simplification, the result is a quadratic equation for pi.
The facts that 0 ≤ a, c ≤ 1 and a + c ≤ 1 allow one to argue that the quadratic equation has a sign
change over the interval [a, 1] for all τ ∈ [0, 1/(φiµii)] (hence for all τ ∈ [τ`, τu]). Thus, the quadratic
has a unique root in this interval, which may be taken to be pi; it must vary continuously with the
coefficients of the quadratic and hence with τ . The details are left to the reader. In addition to τ , pi(τ)
depends on µii, φi, δu,i and δv,i.
Thus, by the quadratic formula applied to (3.42), we can obtain ζi as the larger root
ζi =
1
2
(trace(M i(τ)) +
√
∆) = minigi(τ ; ai(τ)), (3.49)
where the second equation comes from adding (3.43) to the square root of (3.47) and noting that for
any τ, a, b, (gi(τ ; a) + gi(τ ; b))/2 = gi(τ ; (a+ b)/2). Here, we have:
ai(τ) =
1
2
(δu,iδv,i + pi(τ)) . (3.50)
By the earlier bound on pi(τ), this implies ai(τ) ∈ [ai, ai], where
ai = δu,iδv,i; ai =
1
2
+
1
2
δu,iδv,i. (3.51)
Clearly 0 ≤ ai ≤ ai ≤ 1 for all i since δu,i, δv,i ∈ [0, 1]. Note that tighter bounds are possible by a more
careful analysis of ∆.
Since ζi = ‖P i(τ)‖2, we can then express ‖P i(τ)‖ as follows:
‖P i(τ)‖ =
√
ζi =
√
minigi(τ ; ai(τ)). (3.52)
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Next, consider again (3.38); the right-hand side is a convex quadratic function of τ with minimizer
at 1/(φi(1 + µii)). It follows from (3.112) that τ` ≥ 2/φi for all i. Thus, for τ ∈ [τ`, τu], we have:
τ ≥ 2
φi
≥ 1
φi(1/2 + µii)
>
1
φi(1 + µii)
.
Thus, the right-hand side of (3.38) is an increasing function of τ for τ ∈ [τ`, τu]. We then have, for any
τ ∈ [τ`, τu]
gi(τ ; a) ≥
(
φi(1 + µii)
(
1
φi(1/2 + µii)
)
− 1
)2
=
(
1
1 + 2µii
)2
.
Thus,
‖P i(τ)‖ ≥
√
mini
1 + 2µii
(3.53)
for any τ ∈ [τ`, τu]. We also have a second lower bound that grows linearly with τ :√
gi(τ ; a) ≥ φi(1 + µii)τ − 1 (3.54)
= φiτ/2 + (φi(1/2 + µii)τ − 1)
≥ φiτ/2, (3.55)
where the first inequality follows from (3.38) and the other inequality is due to the fact that τφi ≥ 2 as
noted above. This implies
‖P i(τ)‖ ≥ √miniφiτ/2
= σ¯iτ/2. (3.56)
Next, we combine this linear lower bound on ‖P i(τ)‖ with an upper bound on ‖Qii‖ in order to be
able to take advantage of (3.36).
Claim 1.
∥∥Qij∥∥ ≤ (minj) 38 with probability exponentially close to 1 as mi, nj →∞ for all i, j = 1, . . . , k.
To establish the claim observe that Qij is random with i.i.d. elements that are b-subgaussian. Thus
by Lemma 5(i),
P
(∥∥Qij∥∥ ≥ (minj)3/8) ≤ exp
(
−
(
(minj)
3/4
81b2
− (log 7)(mi + nj)
))
, (3.57)
where u is set to be (minj)
3/8. The right-hand side tends to zero exponentially fast since (minj)
3/4
asymptotically dominates mi + nj under the assumption that m
1/4
i ≤ O(n1/2j ) and n1/4j ≤ O(m1/2i ),
which was stated as a hypothesis in the theorem.
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Then with a probability exponentially close to 1, the event in (3.57) does not happen, hence we
assume
∥∥Qij∥∥ ≤ (minj) 38 . Focusing on the i = j case for now, this implies
‖Qii‖ ≤
√
mini/40, (3.58)
for large mini; since the theorem applies to the asymptotic range, we assume this inequality holds true
as well. Combining the inequality (3.58) with (3.56) and (3.36), we obtain
‖P i(τ) + τφiQii‖ = (1 + γi(τ)) ‖P i(τ)‖
= (1 + γi(τ))
√
minigi(τ ; ai(τ)). (3.59)
In the first line, we have introduced scalar γi(τ) to stand for a quantity in the range [−1/20, 1/20] that
varies continuously with τ . This notation will be used throughout the remainder of the proof. The
second line follows from (3.52). Combining (3.59) and (3.56), we conclude
‖P i(τ) + τφiQii‖ ≥ 0.47σ¯iτ. (3.60)
Finally, because P i(τ) + τφiQii is a rescaling of the right-hand side of (3.17) by θ, we conclude that
σi ≥ 0.47σ¯iτθ. (3.61)
Applying (3.59) to the formulation of f(τ) in (3.35), we have, for τ ∈ [τ`, τu]:
f(τ) =
k∑
i=1
‖P i(τ) + τφiQii‖2 − θ−2
=
k∑
i=1
mini(1 + γi(τ))
2gi(τ ; ai(τ))− θ−2
= A(τ)τ2 − 2B(τ)τ − C(τ).
The third line is obtained by expanding the quadratic formula for gi(τ ; ai(τ)), which results in
A(τ) =
k∑
i=1
(1 + γi(τ))
2σ¯2i (1 + 2µiiai(τ) + µ
2
ii),
B(τ) =
k∑
i=1
(1 + γi(τ))
2√miniσ¯i(ai(τ) + µii),
C(τ) = θ−2 −
k∑
i=1
(1 + γi(τ))
2mini.
We will now prove that there exists τ∗ ∈ [τ`, τu] such that f(τ∗) = 0 by applying the following
lemma, which is a specific form of intermediate theorem for “pseudo-quadratic” functions.
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Lemma 7. Consider a real-valued function fˆ(τ) of the form
fˆ(τ) = A(τ)τ2 − 2B(τ)τ − C(τ),
where A(τ), B(τ), C(τ) are continuous functions of τ . Suppose there are two triples of positive numbers
(A,B,C) < (A,B,C) (where ‘<’ is understood element-wise). Define
τ ′` =
B +
√
B2 +A · C
A
, (3.62)
and
τ ′u =
B +
√
B
2
+A · C
A
. (3.63)
(Clearly τ ′` < τ
′
u.) Suppose further that there is an interval [τ`, τu] such that τ` ≤ τ ′` ≤ τ ′u ≤ τu and such
that for all τ ∈ [τ`, τu],
(A,B,C) ≤ (A(τ), B(τ), C(τ)) ≤ (A,B,C).
Then there exists a root τ∗ ∈ [τ ′`, τ ′u] (and therefore also in [τ`, τu]) such that fˆ(τ∗) = 0.
Proof. Some simple algebra shows that fˆ(τ ′`) = A(τ
′
`)(τ
′
`)
2 − 2B(τ ′`)(τ ′`) − C(τ ′`) ≤ 0 while fˆ(τ ′u) =
A(τ ′u)(τ ′u)2 − 2B(τ ′u)τ ′u − C(τ ′u) ≥ 0, so there is a τ∗ ∈ [τ ′`, τ ′u] such that fˆ(τ∗) = 0 by the intermediate
value theorem. 
In order to apply Lemma 7, we now define the following scalars:
A = (10/9)
k∑
i=1
σ¯2i (1 + 2µiiai + µ
2
ii),
A = 0.90
k∑
i=1
σ¯2i (1 + 2µiiai + µ
2
ii),
B = (10/9)
k∑
i=1
√
miniσ¯i(ai + µii),
B = 0.90
k∑
i=1
√
miniσ¯i(ai + µii),
C = (10/9)
(
θ−2 −
k∑
i=1
mini
)
,
C = (9/10)
(
θ−2 −
k∑
i=1
mini
)
.
It is obvious that (0, 0) < (A,B) < (A,B). It follows from (3.16), (3.111), and (3.115) below that the
parenthesized quantity in the definitions of C,C is positive,
θ−2 −
k∑
i=1
mini ≥
(
1
4c3(p)2
− 1
) k∑
i=1
mini = 1.2
4 (c4(p))
2
(
ρmρnk
k + ρmρn − 1
) k∑
i=1
mini > 0,
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and hence we also have 0 < C < C.
In addition, given the fact that ai(τ) ∈ [ai; ai] and γi(τ) ∈ [−1/20; 1/20] for τ ∈ [τ`, τu], so this
establishes for this interval that (A,B,C) ≤ (A(τ), B(τ), C(τ)) ≤ (A,B,C).
We now show that τ ′` ≥ τ` and τ ′u ≤ τu. We have
τ ′` =
B +
√
B2 +A · C
A
≥
√
A · C
A
.
Using the facts that 0 ≤ ai ≤ 1, 0 ≤ µii ≤ c2(p, c0) ≤ 0.08 (see (3.118) below), and θ−2 −
k∑
i=1
mini ≥
1.24 (c4(p))
2
(
ρmρnk
k + ρmρn − 1
) k∑
i=1
mini > 0 as above, we have:
τ ′` ≥
(
ρmρnk
k + ρmρn − 1
)1/2
c4(p)
(
k∑
i=1
mini
)1/2( k∑
i=1
σ¯2i
)−1/2
.
Next, observe that (
k∑
i=1
σ¯2i
)−1/2
≥ k−1/2σ−11
while (
k∑
i=1
mini
)1/2
≥
(
1 +
k − 1
ρmρn
)1/2
(m1n1)
1/2.
Since φ1 = σ1/
√
m1n1, we conclude that
τ ′` ≥ c4(p)φ−11 = τ`,
given the definition of τ` in (3.110).
We now consider the condition for τ ′u. We have:
τ ′u =
B +
√
B
2
+A · C
A
=
B
A
+
√
B
2
A2
+
A · C
A2
.
Using the fact that 0 ≤ ai ≤ 1, 0 ≤ µii ≤ 0.08, we have
B
A
≤ 100
81
·
(
1.08
k∑
i=1
σ¯i
√
mini
)(
k∑
i=1
σ¯2i
)−1
≤ 4
3
·
(
1 + (k − 1)√ρmρn
1 + (k − 1)ρ−2σ
)
φ−11 ,
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and, using also (3.16),
A · C
A2
≤ 16
9
· (c3(p)−2 − 1)( k∑
i=1
mini
)(
k∑
i=1
σ¯2i
)−1
≤ 16
9
· (c3(p)−2 − 1)(1 + (k − 1)ρmρn
1 + (k − 1)ρ−2σ
)
φ−21 .
Note that 0 < c3(p) < 1 given its definition in (3.115). Now, combining these terms and we conclude
that
τ ′u ≤ c5(p)φ−11 = τu,
given the definition of τu in (3.116) below with c5(p) defined in (3.117). Thus applying Lemma 7, we
prove that there exists τ∗ ∈ [τ`, τu] such that f(τ∗) = 0. This also means the existence of λ∗ = θτ∗. For
the remainder of this proof, we will drop the asterisks and simply write these selected values as τ and
λ.
Since ‖|A|‖?k,2,θ = 1/λ, the ‖| · |‖?k,2,θ-norm of A is already determined at this step of the proof even
though the random variables R for the off-diagonal blocks of A are not yet chosen. (Recall that we are
assuming for the purpose of this analysis that the random variables are staged, and that the diagonal-
block random variables are chosen before the off-diagonal blocks.) It should not be surprising that the
norm can be determined even before all entries are chosen; for many norms such as the vector ∞-norm,
it is possible to make small perturbations to many coordinate entries without affecting the value of the
norm.
3.1.2 Upper bound on ‖Wii‖
Now consider the condition (3.32) for block (i, i), i = 1, . . . , k. By (3.33), it suffices to show
σ2(P i(τ) + τφiQii) ≤
1
k + 1
σ1(P j(τ) + τφjQjj) (3.64)
for all j = 1, . . . , k. In order to analyze σ2(P i(τ) + τφiQii), we start with σ2(P i(τ)). Since P i(τ) has
the rank of at most two, ζ¯i = σ
2
2(P i(τ)) can be computed as the smaller root of the quadratic equation
(3.42), i = 1, . . . , k. Using the fact that ζiζ¯i = det(M i), we have
ζ¯i =
miniτ
2φ2i (1− τφiµii)2(1− δ2u,i)(1− δ2v,i)
gi(τ ; ai(τ))
(3.65)
from (3.44) and (3.49).
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Now we note that from standard singular value perturbation theory (see, for example, Theorem
7.4.51 from Horn and Johnson [12]) that
σ2(P i + τφiQii) ≤ σ2(P i) + τφi ‖Qii‖
≤
(
miniτ
2φ2i (1− τφiµii)2(1− δ2u,i)(1− δ2v,i)
gi(τ ; ai(τ))
)1/2
+ τφi(mini)
3/8
≡ T1 + T2.
We handle the two terms separately. Since we are interested in the asymptotic case of mi, ni →∞, we
will assume
(mini)
−1/8 ≤ 1
10(k + 1)ρσ
, (3.66)
for all i, j = 1, . . . , k.
First, we have:
T1 =
(
miniτ
2φ2i (1− τφiµii)2(1− δ2u,i)(1− δ2v,i)
gi(τ ; ai(τ))
)1/2
≤
(
miniτ
2φ2i
φ2i τ
2/4
)1/2
= 2
√
mini (3.67)
≤ 2φjτ
√
mjnj
6(k + 1)
=
τ σ¯j
3(k + 1)
≤ σ1(P j(τ) + τφjQjj)
3 · 0.47(k + 1) . (3.68)
The inequality in the second line follows from the fact that 0 < 1 − τφiµii ≤ 1 for τ ∈ [τ`, τu] for
the numerator and (3.55) for the denominator. The inequality in the fourth line follows from τφj ≥
6(k + 1)
√
ρmρn, which follows from (3.112). The last line follows from (3.60). Next, we have:
T2 = τφi(mini)
3/8
= τ σ¯i/(mini)
1/8
≤ τ σ¯j/(10(k + 1))
≤ σ1(P j(τ) + τφjQjj)
10 · 0.47(k + 1) ,
where the third line follows from (3.66) and the fourth again from (3.60). This inequality and (3.68)
together establish (3.64).
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3.1.3 Positivity of ui and vi
The final condition for the (i, i) block is the positivity of singular vectors. We will show that with high
probability, the matrix Si = (P i(τ) + τφiQii)
T (P i(τ) + τφiQii) is positive, which implies the positivity
of the right singular vector. (At the end of this subsection we consider the left singular vector.) We
have: Si = S
1
i + S
2
i + S
3
i + S
4
i , where S
1
i = (P i(τ))
TP i(τ), S
2
i = τφi(P i(τ))
TQii, S
3
i = τφiQ
T
iiP i(τ),
and S4i = τ
2φ2iQ
T
iiQii. Start with S
1
i . Recall δu,i = e
T
miu¯i/
√
mi and σ¯i = φi
√
mini. Then we have:
S1i (l, j) = (1− τφiµii)2mi
(√
ni max{v¯i,l, v¯i,j}ψi
(√
ni min{v¯i,l, v¯i,j}ψi − δu,i(v¯i,l + v¯i,j)
max{v¯i,l, v¯i,j}
)
+ 1
)
≥ (1− τφiµii)2mi [√ni max{v¯i,l, v¯i,j}ψi(ξvψi − 2) + 1] , (3.69)
where we let ψi denote τφi/(1 − τφiµii) for the remainder of the analysis of the positivity condition,
and where ξv was defined by (3.6).
From (3.113), τ` ≥ 4/(ξvφi). Since τ ∈ [τ`, τu], we have τφi ≥ 4/ξv (and similarly, τφi ≥ 4/ξu) for all
i = 1, . . . , k. Thus, since 0 < 1− µiiτφi ≤ 1, we also conclude ψi ≥ 4/ξv and hence ψiξv − 2 ≥ ψiξv/2.
Substituting into (3.69) yields
S1i (l, j) ≥ (1− τφiµii)2mi
[√
ni max{v¯i,l, v¯i,j}ψ2i ξv/2 + 1
]
≥ (1− τφiµii)2mi(ψ2i ξ2v/2 + 1), (3.70)
for l, j = 1, . . . , ni.
Now considering the matrix S2i , we have:
S2i (l, j) = τφi
mi∑
s=1
(τ σ¯iv¯i,lu¯i,s − (1− τφiµii))Qii(s, j)
= τ2φiT1 − τφiT2 (3.71)
where
T1 ≡
mi∑
s=1
(σ¯iv¯i,lu¯i,s + φiµii)Qii(s, j),
T2 ≡
mi∑
s=1
Qii(s, j).
According to Lemma 4, T1 and T2 are both subgaussian random variables with parameters b1 ≡
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b‖σ¯iv¯i,lu¯i + φiµiiemi‖ and b2 ≡ b
√
mi respectively. We can derive an upper bound on b1:
b1 = b‖σ¯iv¯i,lu¯i + φiµiiemi‖
≤ bσ¯iv¯i,l‖u¯i‖+ bφiµii‖emi‖
= bφi(mini)
1/2v¯i,l + bφiµii
√
mi
≤ bφi√mi(piv + µii), (3.72)
where the third line used the definition φi = σi/(mini)
1/2 and ‖u¯i‖ = 1, while the fourth line used (3.8).
Considering the T1 term first, let us determine the probability that the negative of τ
2φiT1 exceeds
1/6 times the lower bound given by (3.70):
P
(
τ2φiT1 ≤ −(1− τφiµii)
2miψ
2
i ξ
2
v
12
)
= P
(
T1 ≤ −miφiξ
2
v
12
)
≤ exp
(
− miξ
4
v
288b2(piv + µii)2
)
, (3.73)
where the first line is obtained by dividing both sides by τ2φi and substituting the definition of ψi,
while the second line is from (3.2) with t = miφiξ
2
v/12 and the “b” of (3.2) given by (3.72).
Now let us consider the probability that the negative of τφiT
2 exceeds the same quantity:
P
(
τφiT2 ≤ −(1− τφiµii)
2miψ
2
i ξ
2
v
12
)
= P
(
T2 ≤ −miτφiξ
2
v
12
)
≤ P
(
T2 ≤ −miξv
3
)
≤ exp
(
−miξ
2
v
18b2
)
, (3.74)
where, for the first line we again used ψi = τφi/(1− τφiµii), for the second τφi ≥ 4/ξv derived above.
The third uses (3.2) with t = miξv/3 and the subgaussian parameter given by b2 above.
Combining (3.71), (3.73), and (3.74) via the union bound yields
P
(
S2i (l, j) ≤ −
(1− τφiµii)2miψ2i ξ2v
6
)
≤ exp
(
− miξ
4
v
288b2(piv + µii)2
)
+ exp
(
−miξ
2
v
18b2
)
. (3.75)
Note that S3i = (S
2
i )
T , which means the analysis is the same.
For the matrix S4i , we have S
4
i (l, j) = τ
2φ2i [(Qii(:, l))
TQii(:, j)], where the square-bracketed factor is
the inner product of two independent b-subgausian random vector for all l 6= j. (Note that when l = j,
S4i (l, j) ≥ 0 so there is nothing to analyze.) We again bound the probability that the negative of this
term exceeds 1/3 times the lower bound given by (3.70):
P
(
S4i (l, j) ≤ −
(1− τφiµii)2miψ2i ξ2v
6
)
= P
(
(Qii(:, l))
TQii(:, j) ≤ −
miξ
2
v
6
)
≤ exp
(
−mi ·min
(
ξ4v
576e2b4
,
ξ2v
24eb2
))
. (3.76)
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where, for the second line, we applied Lemma 6 with t = miξ
2
v/6 and n = mi. Combining (3.70), (3.75),
and (3.76), we have:
P
(
min
l,j
S(l, j) ≤ 0
)
≤ ni(ni − 1) ·
[
exp
( −miξ4v
288b2(pi2v + 1)
)
+(1/2) exp
(
−mi ·min
(
ξ4v
576e2b4
,
ξ2v
24eb2
))]
. (3.77)
For the left singular vector, define the matrix,
T i = (P i(τ) + τφiQii)(P i(τ) + τφiQii)
T .
The analogous analysis (i.e., writing T i = T
1
i + T
2
i + T
3
i + T
4
i as above and analyzing the four terms
separately) yields,
P
(
min
l,j
T (l, j) ≤ 0
)
≤ mi(mi − 1) ·
[
exp
( −niξ4u
288b2(pi2u + 1)
)
+(1/2) exp
(
−ni ·min
(
ξ4u
5762e2b4
,
ξ2u
24eb2
))]
. (3.78)
3.2 Analysis for block (i, j), i 6= j, i, j = 1, . . . , k
We now consider the off-diagonal (i, j) block, i 6= j, i, j = 1, . . . , k. Recall our notation: ui, vi stand
for the unit-norm dominant left and right singular vectors respectively of the right-hand side of (3.17),
or, equivalently, of P i(τ) + τφiQii.
Let us consider the following construction
V ij = τ
(
emi(u
T
i Rij)
‖ui‖1
+
(Rijvj)e
T
nj
‖vj‖1
− u
T
i Rijvj
‖ui‖1 ‖vj‖1
emie
T
nj
)
.
The matrix W ij = λRij − θV ij clearly satisfies two orthogonal requirements, (3.21) and (3.22). We
now just need to find the conditions so that ‖W ij‖ ≤ 1
k + 1
min
i=1,...,k
σi and ‖V ij‖∞ ≤ 1.
3.2.1 Upper bound on ‖V ij‖∞
We have:
|Vij(s, t)| ≤ τ
(∣∣∣∣uTi Rij(:, t)‖ui‖1
∣∣∣∣+ ∣∣∣∣Rij(s, :)vj‖vj‖1
∣∣∣∣+ ∣∣∣∣ uTi Rijvj‖ui‖1 ‖vj‖1
∣∣∣∣) .
28
In order to show ‖V ij‖∞ ≤ 1 with high probability, we will show the sufficient condition that all
probabilities,
P
(
τ
∣∣∣∣uTi Rij(:, t)‖ui‖1
∣∣∣∣ > 13
)
, (3.79)
P
(
τ
∣∣∣∣Rij(s, :)vj‖vj‖1
∣∣∣∣ > 13
)
, (3.80)
P
(
τ
∣∣∣∣ uTi Rijvj‖ui‖1 ‖vj‖1
∣∣∣∣ > 13
)
, (3.81)
are exponentially small.
Since τ ∈ [τ`, τu], we have τ
√
φiφj ≤ 0.3/µij by (3.120). Thus we have:
P
(
τ
∣∣∣∣Rij(s, :)vj‖vj‖1
∣∣∣∣ > 13
)
≤ P
(
τ
∣∣∣∣∣(Rij(s, :)− µij
√
φiφje
T
nj )vj
‖vj‖1
∣∣∣∣∣ > 130
)
.
Thus, to analyze (3.80), it suffices to show that the probability on the right-hand side of the preceding
inequality is exponentially small. Since ‖vj‖ = 1, ((φiφj)−1/2Rij(s, :) − µijeTnj )vj is a b-subgaussian
random variable by Lemma 4. (Note that vj depends on the (j, j) diagonal block of A, which in turn
depends on Rjj and hence is random. However, recall also that we have assumed that the random
variables in the block diagonals of R are chosen before the off-diagonal blocks, so that vj may be
considered as a deterministic quantity when analyzing Rij .)
By (3.2), we have:
P
(
τ
∣∣∣∣∣(Rij(s, :)− µij
√
φiφje
T
nj )vj
‖vj‖1
∣∣∣∣∣ > 130
)
≤ 2 exp
(
− 0.1
2 ‖vj‖21
18b2τ2φiφj
)
. (3.82)
We now must show that the the probability on the right-hand side of (3.82) is exponentially small.
First, we observe that
τ2φiφj ≤ (τ ′u)2φiφj
≤ c5(p)2φiφj/φ21
≤ c6(p),
where c6(p) = c5(p)
2ρ2σρmρn with c5(p) defined in (3.117) below. This follows from the fact that, for
any i, j = 1, . . . , k,
φi/φj = (σ¯i/σ¯j)
√
mj/mi
√
nj/ni ≤ ρσρ1/2m ρ1/2n . (3.83)
We now provide a lower bound on ‖vj‖1. We start with the right singular vector vˆ(P j(τ)) of
the matrix P j(τ). As noted prior to (3.40), this singular vector may be written as αˆj v¯j + βˆjenj . Let
29
v(P j(τ)) be the rescaling of vˆ(P j(τ)) with the scale chosen so that v(P j(τ)) = αj v¯j+enj (i.e., βj = 1).
Then we can obtain the value of αj using the second equation obtained from (3.40) (see also Lemma
4.5 in [6]), and simplifying by substituting (3.37) yields
αj =
√
nj
hi(τ)
· τφj [τφj − (2aj(τ)− δu,iδv,i)hj(τ)]
δv,jhj(τ)− τφjδu,j , (3.84)
where hj(τ) = 1 − τφjµjj , which lies in [0.7, 1] since τ ≤ τu, and aj(τ) is defined as in (3.50). (Note
that the scaling βj = 1 is valid only if the denominator of the above fraction is nonzero, which we shall
show next.) Observe that the square-bracketed quantity in the second numerator is nonnegative and at
least τφj − 2 since aj ≤ 1 and τ ≤ τu.
Using the facts that δu ≤ δu,i ≤ 1 and δv ≤ δv,i ≤ 1 we conclude from (3.114) that τφj ≥ 2+2δu,j/δv,j
and τφj ≥ 2 + 2δv,j/δu,j for all j = 1, . . . , k whenever τ ≥ τ`.
Now, ignoring the additive term of 2 for a moment, this assumption implies that the second denom-
inator is negative and no more than τφjδu,j in absolute value. Thus we have:
αj ≤ −
√
nj(τφj − 2)
δu,j
.
As noted in the previous paragraph τφj − 2 ≥ 2δu,j/δv,j , hence
αj ≤ −2√nj/δv,j . (3.85)
Now we write the 1- and 2-norms of v(Pj) in terms of αj and the other parameters. Starting with
the 1-norm,
‖v(Pj)‖1 =
∥∥αj v¯j + enj∥∥1
≥ ‖αj v¯j‖1 − nj
= |αj |√njδv,j − nj
≥ |αj |√njδv,j/2,
where, to obtain the last line, we used the fact that |αj |√njδv,j/2 ≥ nj , a consequence of (3.85). Also,
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‖v(Pj)‖ ≤ |αj |+√nj by the triangle inequality. Thus, we conclude that
‖vˆ(Pj)‖1 =
‖v(Pj)‖1
‖v(Pj)‖
≥ |αj |
√
njδv,j/2
|αj |+√nj
=
√
njδv,j
2(1 +
√
nj/|αj |)
≥
√
njδv,j
2(1 + δv,j/2)
≥
√
njδv,j
3
(3.86)
Next, we observe by the triangle inequality that
‖vj‖1 ≥ ‖vˆ(P j)‖1 − ‖vˆ(P j)− vj‖1
≥ ‖vˆ(P j)‖1 −
√
nj ‖vˆ(P j)− vj‖ . (3.87)
We will use Wedin’s theorem on perturbation of singular vectors (see Doan and Vavasis [6] and references
therein for details) to analyze the final norm in the above inequality since vj is the leading singular
vector of P j(τ) + τφjQjj while vˆ(P j) is the leading singular vector of P j(τ).
For Wedin’s theorem, we choose A = P j(τ), T = τφjQjj , and B = A + T . We have: ‖T ‖ ≤
τφj(mjnj)
3/8. In addition,
σ1(B) ≥ σ1(A)− σ1(T )
≥
√
mjnjgj(τ ; aj)− τφj(mjnj)3/8,
where the second line is obtained from (3.52). Finally, using (3.65),
σ2(A) = τφjhj(τ)
(
mjnj(1− δ2u,j)(1− δ2v,j)
gj(τ ; aj)
)1/2
.
Therefore,
sin θ (vj , vˆ(P j(τ))) ≤ τφj(mjnj)
3/8
√
mjnjgj(τ ; ai)− τφj(mjnj)3/8 − τφjhj(τ)
(
mjnj(1− δ2u,j)(1− δ2v,j)
gj(τ ; aj)
)1/2
=
(mjnj)
−1/8
√
gj(τ ; aj)/(τφj)− (mjnj)−1/8 − hj(τ)
(
(1− δ2u,j)(1− δ2v,j)
gj(τ ; aj)
)1/2 .
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Observe that the numerator tends to zero like (mjnj)
−1/8 while the denominator does not depend on
mjnj (except for a vanishing term). Furthermore, the denominator is positive; this follows from the
fact that the first term in the denominator is at least 0.5 by (3.55) whereas the last term is at most
1/
√
5 again by (3.55) and the fact that φiτ ≥ 5 thanks to (3.112).
This shows that
‖vj − vˆ(P j(τ))‖2 ≤ O
(
(mjnj)
− 1
8
)
. (3.88)
Combining (3.86), (3.87) and (3.88), we can then pick a constant less than 1/3, say 0.3, and claim
that
‖vj‖1 ≥ 0.3δv,j
√
nj ≥ 0.3δv√nj , (3.89)
as long as mj , nj are large. Combining this bound with (3.82), we can claim that the probability (3.80)
is exponential small:
P
(
τ
∣∣∣∣Rij(s, :)vj‖vj‖1
∣∣∣∣ > 13
)
≤ 2 exp
(
−0.1
20.32δ2vnj
18b2c6(p)
)
. (3.90)
Similarly, the first probability (3.79) can also be proved to be exponentially small using the analogous
lower bound of ‖ui‖1:
‖ui‖1 ≥ 0.3δu
√
mi. (3.91)
The bound for the first probability can therefore be written as follows:
P
(
τ
∣∣∣∣uTi Rij(:, t)‖ui‖1
∣∣∣∣ > 13
)
≤ 2 exp
(
−0.1
20.32δumi
18b2c6(p)
)
. (3.92)
For the third probability (3.81), we again use the fact that τ
√
φiφj ≤ 0.3/µij since τ ≤ τu:
P
(
τ
∣∣∣∣ uTi Rijvj‖ui‖1 ‖vj‖1
∣∣∣∣ > 13
)
≤ P
(
τ
∣∣∣∣∣u
T
i (Rij − µij
√
φiφjemie
T
nj )vj
‖ui‖1 ‖vj‖1
∣∣∣∣∣ > 130
)
,
where uTi (Rij/
√
φiφj − µijemieTnj )vj is a b-subgaussian random variable since ‖ui‖2 = ‖vj‖2 = 1. We
again can bound this probability using the lower bounds of ‖ui‖1 and ‖vj‖1 as follows:
P
(
τ
∣∣∣∣ uTi Rijvj‖ui‖1 ‖vj‖1
∣∣∣∣ > 13
)
≤ 2 exp
(
−0.1
20.34δ2uδ
2
vminj
18b2c6(p)
)
. (3.93)
Combining (3.90), (3.92), (3.93), we obtain the following tail bound:
P
(‖V ij‖∞ > 1) ≤ 2 exp(−0.120.32δ2vnj18b2c6(p)
)
+ 2 exp
(
−0.1
20.32δ2umj
18b2c6(p)
)
+ 2 exp
(
−0.1
20.34δ2uδ
2
vminj
18b2c6(p)
)
. (3.94)
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3.2.2 Upper bound on ‖W ij‖
The second constraint for this type of block is ‖W ij‖ ≤ 1
k + 1
min
i=1,...,k
σi. Using the fact that Qij =
Rij/
√
φiφj − µijemieTnj , we have:
W ij = τθ
√
φiφj
(
Qij −
emiu
T
i Qij
‖ui‖1
− Qijvje
T
nj
‖vj‖1
+
uTi Qijvj
‖ui‖1 ‖vj‖1
emie
T
nj
)
.
We will establish that ‖W ij‖ ≤ 1
k + 1
min
i=1,...,k
σi by showing that
τθ
√
φiφj
∥∥∥∥∥Qij2 − emiuTi Qij‖ui‖1
∥∥∥∥∥ ≤ 13(k + 1) mini=1,...,k σi, (3.95)
τθ
√
φiφj
∥∥∥∥∥Qij2 − Qijvje
T
nj
‖vj‖1
∥∥∥∥∥ ≤ 13(k + 1) mini=1,...,k σi, (3.96)
τθ
√
φiφjminj
∣∣∣∣∣ uTi Qijvj‖ui‖1 ‖vj‖1
∣∣∣∣∣ ≤ 13(k + 1) mini=1,...,k σi. (3.97)
Given that mi, ni →∞ for all i = 1, . . . , k, we make the following assumption:
(mjni)
−1/8 ≤ .47
3(k + 1)(ρ¯mρ¯n)1/8ρσc7(p)
, (3.98)
for all i, j = 1, . . . , k, where we introduce
c7(p) = max
{
1
2
+
1
0.3δu
,
1
2
+
1
0.3δv
,
1
0.32δuδv
}
. (3.99)
Now, inequality (3.95) is derived as follows:∥∥∥∥∥Qij2 − emiuTi Qij‖ui‖1
∥∥∥∥∥ ≤ ∥∥Qij∥∥ ·
∥∥∥∥I2 − emiuTi‖ui‖1
∥∥∥∥
≤ (minj)3/8 ·
(
1
2
+
√
mi
‖ui‖1
)
≤ (minj)3/8 ·
(
1
2
+
1
0.3δu,i
)
.
The first line uses submultiplicativity of the 2-norm since we have:
Qij/2− emiuTi Qij/ ‖ui‖1 = (I/2− emiuTi / ‖ui‖1)Qij .
The second uses the triangle inequality, and the third uses (3.91). Multiply by the scalar τθ
√
φiφj and
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let l = 1, . . . , k be arbitrary:
τθ
√
φiφj
∥∥∥∥∥Qij2 − emiuTi Qij‖ui‖1
∥∥∥∥∥ ≤ τθ√φiφj(minj)3/8 ·
(
1
2
+
1
0.3δu,i
)
= τθ
√
σ¯iσ¯j
m
1/8
i n
1/8
j
m
1/4
j n
1/4
i
·
(
1
2
+
1
0.3δu,i
)
≤ .47τθ
3(k + 1)
σ¯l
≤ σl
3(k + 1)
.
The third line follows from (3.98) and the last from (3.61). Inequality (3.96) is established using
the same argument. Finally, (3.97) is established by a similar argument starting from the inequality
|uTi Qijvj | ≤
∥∥Qij∥∥ ≤ (minj)3/8.
3.3 Analysis for block (k + 1, j), j = 1, . . . , k
We now consider the (k + 1, j) block. Similar to the above approach, we will construct the following
matrix V k+1,j :
V k+1,j = τ
R¯k+1,jvje
T
nj
‖vj‖1
.
3.3.1 Upper bound on ‖V k+1,j‖∞
The condition ‖V k+1,j‖∞ ≤ 1 can be dealt with using the same approach as before. We have:
Vk+1,j(s, t) = τ
R¯k+1,j(s, :)vj
‖vj‖1
.
Since τ ≤ τu, we can conclude from (3.121) that τ ≤ 0.9/(µij
√
φiφj) for all i = k + 1, . . . , k0. Thus, we
have
P
(
τ
∣∣∣∣R¯k+1,j(s, :)vj‖vj‖1
∣∣∣∣ > 1) ≤ P
(
τ
∣∣∣∣∣(R¯k+1,j(s, :)− µi(s),j
√
φi(s)φje
T
nj )vj
‖vj‖1
∣∣∣∣∣ > 0.1
)
,
where i(s) is the corresponding original block (row) index for the sth row of R¯k+1,j . Since ‖vj‖ = 1,
(R¯k+1,j(s, :)/
√
φi(s)φj − µi(s),jeTnj )vj is a b-subgaussian random variable. Thus, by (3.2), we have:
P
(
τ
∣∣∣∣∣(R¯k+1,j(s, :)− µi(s),j
√
φi(s)φje
T
nj )vj
‖vj‖1
∣∣∣∣∣ > 0.1
)
≤ 2 exp
(
− 0.1
2 ‖vj‖21
2b2τ2φi(s)φj
)
.
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To show this is exponentially small, we first analyze the denominator. We start by noting that
τ2φi(s)φj ≤ (τ ′u)2φi(s)φj
≤ c5(p)2φi(s)φj/φ21
≤ c5(p)2c0φj/φ1
≤ c5(p)2c0ρσ(ρmρn)1/2
≡ c8(p).
The second line was obtained from (3.117) and the third from (3.13), and the last line introduces another
constant. Combining with (3.89) for the numerator, we obtain the following tail bound:
P
(‖V k+1,j‖∞ > 1) ≤ 2 exp(−0.120.32δ2vnj2b2c8(p)
)
. (3.100)
3.3.2 Upper bound on ‖W k+1,j‖
Now consider W k+1,j . It is clear that W k+1,jvj = 0. In addition, we have:
W k+1,j = τθΦQ¯k+1,j
(
I − vje
T
nj
‖vj‖1
)
, (3.101)
where Q¯k+1,j ∈ Rm¯k+1×nj is a b-subgaussian matrix that is a concatenation of Qlj , l = k+ 1, . . . , k0 and
Φ =

√
φk+1φjImk+1
. . . √
φk0φjImk0
 .
By the same argument as before,∥∥∥∥∥I − vje
T
nj
‖vj‖1
∥∥∥∥∥ ≤ 1 + 10.3δv,j ≤ c7(p) + 1/2. (3.102)
where c7(p) was defined by (3.99). Also,
‖Φ‖ =
√
φ¯k+1φj , (3.103)
where φ¯k+1 = max
i=k+1,...,k0
φi. Now suppose
‖Q¯k+1,j‖ ≤ c9(p)(mjnj)1/2/
√
c0, (3.104)
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where
c9(p) =
0.47
ρσ(c7(p) + 1/2)(k + 1)
(3.105)
and c0 was defined in (3.13). (Below we will argue that (3.104) happens with high probability.)
Using the hypothesis (3.104),
‖W k+1,j‖ ≤ τθ ‖Φ‖ ·
∥∥∥∥∥I − vje
T
nj
‖vj‖1
∥∥∥∥∥ · ∥∥Q¯k+1,j∥∥
≤ τθ
√
φ¯k+1φj(c7(p) + 1/2)c9(p)(mjnj)
1/2/
√
c0
≤ τθφj(c7(p) + 1/2)c9(p)(mjnj)1/2
= τθσ¯j
0.47
ρσ(k + 1)
≤ 0.47τθ
k + 1
σ¯k
≤ 1
k + 1
· min
i=1,...,k
σk.
The first line follows from (3.101), the second from (3.103), (3.102), and (3.104). The third and fifth
follow from (3.13) and (3.11) respectively, and the last from (3.61).
Now we show that the hypothesis (3.104) holds with high probability using Lemma 5. As mentioned
above, m¯k+1 denotes the number of rows of Q¯k+1,j , i.e., mk+1 + · · ·+mk0 .
P
(∥∥Q¯k+1,j∥∥ > c9(p)(mjnj)1/2/√c0) ≤ exp(−8c9(p)281b2c0 mjnj + (log 7)(m¯k+1 + nj)
)
= exp
(
−4c9(p)
2
81b2c0
mjnj + (log 7)m¯k+1
)
· exp
(
−4c9(p)
2c0
81b2
mjnj + (log 7)nj
)
.
The second exponent in the second line tends to −∞ linearly with mj ; the first exponent also tends to
−∞ linearly provided that
m¯k+1
mjnj
≤ K < 4c9(p)
2
81b2c0(log 7)
, (3.106)
where K is some constant (independent of mi, ni for any i), which holds under the assumption (3.14).
The analysis of (i, k + 1) block is similar for i = 1, . . . , k.
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3.4 Analysis for block (k + 1, k + 1)
3.4.1 Upper bound on ‖V k+1,k+1‖∞
For the last block (k + 1, k + 1), we will simply construct V k+1,k+1 ∈ Rm¯k+1×n¯k+1 from (k0 − k)2
sub-blocks V
(k+1)
st ∈ Rms×nt ,
V
(k+1)
st = τµst
√
φsφtemse
T
nt , s, t = k + 1, . . . , k0.
Since τ ≤ τu, by (3.122) we have: τ ≤ 0.9/(µst
√
φsφt) for all s, t = k+ 1, . . . , k0. Thus, ‖V k+1,k+1‖∞ ≤
1.
3.4.2 Upper bound on ‖W k+1,k+1‖
We have, W k+1,k+1 is composed of blocks: W
(k+1)
s,t = τθ
(√
φsφtQ¯st + B¯s,t
)
, where Q¯s,t ∈ Rms×nt . We
will write the sum as:
W k+1,k+1 = τθ(Φ2Q¯k+1,k+1Φ3 + B¯k+1,k+1)
where Q¯k+1,k+1 contains entries chosen from a b-subgaussian distribution, and
Φ2 =

√
φk+1Imk+1
. . . √
φk0Imk0
 ,
and
Φ3 =

√
φk+1Ink+1
. . . √
φk0Ink0
 .
We have:
∥∥B¯k+1,k+1∥∥ = max
l=k+1,...,k0
σ¯l = σ¯k+1 and ‖Φ2‖ = ‖Φ3‖ = (φ¯k+1)1/2, where φ¯k+1 was defined
as in (3.103). Thus
‖W k+1,k+1‖ ≤ τθφ¯k+1
∥∥Q¯k+1,k+1∥∥+ τθσ¯k+1. (3.107)
Applying the assumption (3.12) to the second term of (3.107), we have:
τθσ¯k+1 ≤ 0.47τθσ¯k
2(k + 1)
≤ 1
2(k + 1)
· min
i=1,...,k
σi.
The second line follows from (3.61).
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Now turning to the first term, let us suppose that
∥∥Q¯k+1,k+1∥∥ ≤ 0.23√mlnl(k + 1)c0 , (3.108)
where c0 is from (3.13) and l is the index of the min of σ1, . . . , σk. (Below we will argue that this holds
with probability exponentially close to 1.) Then
τθφ¯k+1
∥∥Q¯k+1,k+1∥∥ ≤ 0.23τθφk+1√mlnl(k + 1)c0
≤ 0.23τθφl
√
mlnl
k + 1
=
0.46τθσ¯l
2(k + 1)
≤ 1
2(k + 1)
· min
i=1,...,k
σi.
The second line uses (3.108) and the last line uses (3.61) and the choice of l. Thus, we have analyzed
both of the terms of (3.107) and established ‖W k+1,k+1‖ ≤ 1
k + 1
min
i=1,...,k
σi as required.
We now analyze the probability that (3.108) fails. According to Lemma 5
P
(∥∥Q¯k+1,k+1∥∥ > 0.23√mlnl(k + 1)c0
)
≤ exp
(
− 8 · 0.23
2mlnl
81b2(k + 1)c0
+ (log 7)(m¯k+1 + n¯k+1)
)
.
This quantity tends to zero exponentially fast as long as
m¯k+1 + n¯k+1
mini=1,...,kmini
≤ K < 8 · 0.23
2
81b2(k + 1)c0(log 7)
, (3.109)
where K is some constant (independent of the matrix size), which holds under the assumption (3.14).
3.5 Definitions of the scalars
The definitions of the scalars appearing in the theorem and the proof can now be provided based on
the inequalities developed during the proof.
We start by defining τ` as follows:
τ` = c4(p)φ
−1
1 , (3.110)
where c4(p) is defined as
c4(p) = ρσ
√
ρmρn max
{
6(k + 1)
√
ρmρn,
4
ξu
,
4
ξv
, 2 +
2
δu
, 2 +
2
δv
}
. (3.111)
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Applying inequality (3.83), the following inequalities that have already been used in the preceding
analysis indeed hold:
τ` ≥ 6(k + 1)√ρmρn max
i=1,...,k
φ−1i , (3.112)
τ` ≥ max
{
4
ξu
,
4
ξu
}
max
i=1,...,k
φ−1i , (3.113)
τ` ≥
(
2 + max
{
2
δu
,
2
δv
})
max
i=1,...,k
φ−1i . (3.114)
The constant c3(p) is then defined as follows:
c3(p) =
1
2
(
1.24 (c4(p))
2
(
kρmρn
k + ρmρn − 1
)
+ 1
)−1/2
. (3.115)
Next, we define
τu = c5(p)φ
−1
1 , (3.116)
where
c5(p) =
4
3
1 + (k − 1)√ρmρn
1 + (k − 1)ρ−2σ
+
√(
1 + (k − 1)√ρmρn
1 + (k − 1)ρ−2σ
)2
+
(1 + (k − 1)ρmρn) (c3(p)−2 − 1)
1 + (k − 1)ρ−2σ
 .
(3.117)
Note that c4(p) =
25
36
·
√
k + ρmρn − 1
kρmρn
·
√
c3(p)−2/4− 1 from (3.115), which implies c4(p) < c5(p) or
τ` < τu.
We now define
c2(p, c0) =
1
c5(p)
·min
{
0.3
ρσ
√
ρmρn
,
0.9(
c0ρσ
√
ρmρn
)1/2 , 0.9√c0
}
. (3.118)
Clearly, since c5(p) ≥ (4/3)
(
1 + (c3(p))
−1
)
≥ 4 and ρσ, ρm, ρn ≥ 1, we have: c2(p, c0) ≤ 0.075 < 0.08.
Now, using (3.83) and the upper bound φi/φj ≤ c0 for all i = 1, . . . , k + 1 and all j = 1, . . . , k (a
restatement of (3.13)), the following inequalities indeed hold:
τu ≤ min
i=1,...,k
0.3
µiiφi
, (3.119)
τu ≤ min
i,j=1,...,k
0.3
µij
√
φiφj
, (3.120)
τu ≤ min
i=k+1,...,k0;j=1,...,k
0.9
max {µij , µji}
√
φiφj
, (3.121)
τu ≤ min
i,j=k+1,...,k0
0.9
µij
√
φiφj
. (3.122)
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The last scalar to define is c1(p, c0, b). We define it as follows:
c1(p, c0, b) = min
(
4c9(p)
2
81b2c0(log 7)
,
8 · 0.232
81b2(k + 1)c0(log 7)
)
, (3.123)
where c9(p) was defined by (3.105).
4 Numerical Examples
4.1 Biclique example
We consider a simple example that involves a bipartite graph G = (U, V,E) with two non-overlapping
bicliques given by U1 × V1 and U2 × V2, where U1 ∩ U2 = ∅ and V1 ∩ V2 = ∅. The remaining edges in
E are inserted at random with probability p. The U -to-V adjacency matrix can be written in the form
A = B +R, where B is a block diagonal matrix with k0 = 3 diagonal blocks, the last of which is a
block of all zeros while the other two of which are blocks of all ones. If U1 ∪ U2 = U and V1 ∪ V2 = V ,
we can consider B with just k0 = 2 diagonal blocks. We also assume that |U1| = |U2| = 1/2 |U | = m/2
and |V1| = |V2| = 1/2 |V | = n/2. We would like to find these k = 2 planted bicliques within the graph
G under the presence of random noise simultaneously.
For this example, u¯i = emi/
√
mi and v¯i = eni/
√
ni for i = 1, 2. In addition, σ¯i =
√
mini, i = 1, 2,
which means φ1 = φ2 = 1. We can then choose ρu = ρv = 1, ξu = ξv = 1, piu = piv = 1, ρm = ρn = 1,
and ρσ = 1. Under the random setting described above, µij = p for all i 6= j = 1, 2. Given that
k = k0, we can set c0 = 0 and there is no need to consider the conditions related to noise blocks. With
u¯i = emi/
√
mi and v¯i = eni/
√
ni for i = 1, 2, the analysis is simpler and we only need c4(p) = 2 since
(3.112) and (3.113) are not needed while (3.114) can be relaxed to τ` ≥ 2 max
i=1,...,k
φ−1i . The constant
c3(p) has a better approximation:
c3(p) =
1
2
(
36
25
c4(p)− 1
)−1
=
25
94
≈ 0.266.
We then can compute c2(p, c0) as follows:
c2(p, c0) = 0.3/c5(p) = (0.9/4)
(
1 + (c3(p))
−1
)−1 ≈ 0.047,
which means with p ≤ 0.047, we are able to recover two planted cliques using the proposed convex
formulation in (2.8) with 0.376 · (mn)−1/2 ≤ θ ≤ 0.752 · (mn)−1/2 with high probability. The results
are quite restricted given the way how we construct the dual solutions solely based on matrices of all
ones. Having said that, these conditions are theoretical sufficient conditions. Practically, the convex
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formulation (2.8) with a wider range of θ can recover planted bicliques under the presence of more
random noise, i.e., higher probability p. The numerical computation is performed with CVX [10] for
the biclique example discussed here with m = n = 50. We test the problem with 10 values of p ranging
from 0.05 to 0.95. For each value of p, we construct a random matrix A and solve (2.8) with 20 different
values of θ ranging from 0.005 to 1.0. The solution X is scaled so that the maximum value of its entries
is 1. We compare X and B by taking the maximum differences between their entries in diagonal blocks
of B, δ1, and that of off-diagonal blocks, δ0. For this example, we are not able to recover two planted
bicliques, i.e., the block diagonal structure of the matrix B, with θ = 0.005 for any p given large values
for δ0 and δ1. It is due to the fact that for smaller values of θ, the objective of achieving better rank-2
approximation is more prominent than the objective of achieving the sparse structure. In addition, we
cannot recover the two bicliques for p ≥ 0.75. Figure 1 shows the minimum values θmin(p) of θ with
which (2.8) can be used to recover the planted bicliques when there is a significant reduction in the
values of δ0 and δ1. The graph indicates that we need larger θ for the settings with more random noise.
Figure 2 plots these differences (in log scale) for p = 0.30 and we can see that δ0 and δ1 change from
10−2 to 10−10 between θ = 0.03 and θ = 0.04. When the planted bicliques can be recovered, all of these
values are in the order of 10−6 or less, which indicates the recovery ability of our proposed formulation
for this example under the presence of noise. Note that for this special example of binary data, the
range of the values of θ with which two planted bicliques can be recovered is usually large enough to
cover the whole remaining interval [θmin(p), 1] considered in this experiment.
Under the setting of this experiment, two blocks have the same size, i.e., m1n1 = m2n2 = mn/4,
which means σ¯1 = σ¯2. As mentioned previously, if we replace the Ky Fan 2-k-norm in (2.8) by the Ky
Fan k-norm, it is likely that we can still retrieve the information of singular vectors, which is enough for
this experiment. We now run the Ky Fan k-norm formulation with different levels of noise by varying
p from 0.05 to 0.95. Similarly, we also test the trace norm formulation proposed by Ames [1] under
the Bernoulli model with α = 1 and β = p given this is a biclique instance. Figure 3 show the plots
of max{δ0, δ1} obtained from the three different models. It shows that all of three models can handle
noisy instances with p ≤ 0.7 with the trace norm model achieving the best result in terms of accuracy.
It is due to the fact that if the trace norm model is successful, it returns the (unique) exact solution.
In the next examples, we will demonstrate that if singular values are needed as parts of the recovery
result, both Ky Fan k-norm and the trace norm model are not able to deliver.
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Figure 2: Maximum differences between entries in diagonal blocks and off-diagonal blocks for p = 0.30
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4.2 Examples with synthetic gene expression data
In this section, we apply our formulation for synthetic gene expression data sets studied in Prelic´ et
al. [18]. Under this setting, biclusters are transcription modules, which are defined by a set of genes
Gi and a set of experimental conditions Ci. Prelic´ et al. [18] provide two types of biclusters, constant
clusters with binary gene expression matrices, which are similar to data inputs in the bicliqe problem,
and additive clusters with integer gene expression matrices. We will focus on additive clusters in this
section. Following Prelic´ et al. [18], we will examine the effects of noise with k = 10 non-overlapping
transcription modules, each of which consists of 10 genes and 5 experimental conditions. The resulting
gene expression matrices E are 100× 50 matrices with element values range from 0 to 100. Within the
implanted biclusters, the values are at least 50 while the background values, i.e., outside the biclusters,
are less than 50. Furthermore, average gene expression values are different from one implanted bicluster
to another and within each bicluster, the values are also different from one another. We add random
normal noise, rij ∼ N(0, (50σ)2), where σ is the noise level, 0 ≤ σ ≤ 0.1, to the gene expression values
while maintaining their non-negativity, i.e., eij ← max{eij + rij , 0}. More details of how to construct
these gene expression matrices can be found in Prelic´ et al. [18].
In order to compare different biclustering methods, Prelic´ et al. [18] defined a match score of two
43
biclusters B = (Gi, Ci)i=1,...,k and B′ = (G′i, C′i)i=1,...,k as
S∗G(B,B′) =
1
k
k∑
i=1
max
j=1,...,k
∣∣∣Gi ∩ G′j∣∣∣∣∣∣Gi ∪ G′j∣∣∣ . (4.1)
Clearly, S∗G(B,B′) ∈ [0, 1] and S∗G(B,B′) = 1 if B and B′ are the same. The match score is not symmetric
and given the implanted bicluster B∗, each biclustering method with the resulting bicluster B is measured
by two measures, the average bicluster relevance, S∗G(B,B∗), and the average module recovery, S∗G(B∗,B).
According to Prelic´ et al. [18], we can also define a similar match score S∗C for experimental conditions.
Having said that, to be consistent with the comparative study discussed in Prelic´ et al. [18], we will
focus only on S∗G match scores. In addition, for these gene expression applications, we also believe
that it is of greater importance to correctly determine the clustering of the genes rather than of the
experimental conditions. Now, for each noise level between 0 and 0.1, we will generate 10 noisy gene
expression matrices and as in Prelic´ et al. [18], the two performance measures will be averaged over
these 10 instances. Similar to the biclique example, we solve (2.8) with 20 different values of θ ranging
from 0.005 to 1.0. For each run, the resulting matrix is scaled to best approximate the (noisy) input
matrix, i.e., to minimize ‖αX∗ −E‖, and element values are rounded down to zeros according to an
appropriate threshold. The threshold is determined when there is a significant ratio (usually in the order
of 103) between two consecutive sorted element values of the resulting matrix. The final computational
issue is how to select the appropriate value for the parameter θ. Theoretically, there is a range of θ in
which the recovery holds. For example, when all data blocks are square matrices of size n, θ is required
to be in the order of O(1/(n
√
k)). Having said that, it is difficult to find correct constants in practice.
For this particular example, we follow the heuristic used in Doan et al. [5], which finds the balance
between the magnitude of the resulting matrix measured by the norm of its k-approximation and the
approximation averaging effect measured by the norm of the residual. Figure 4 shows the plot of these
two measures for our first run without noise (σ = 0) and an appropriate value of θ can be selected from
the distinct middle range. We pick θ = 0.07, which is in the middle of that range. Sorted element values
of the resulting matrix is plot in Figure 5 and we can see a significant transition (with a ratio of more
than 104) between large and small values. The threshold for zero rounding can be set to be 5× 10−4 in
this case knowing that all larger element values are larger than 5.
The recovered transcription modules are displayed in Figure 6 alongside the display of the original
gene expression data. It clearly shows that all 10 transcription module are recovered exactly, which
means both performance measure, average bicluster relevance and average module recovery, achieve
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Figure 4: Approximation averaging effect vs. magnitude of resulting blocks
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
10
-10
10
-8
10
-6
10
-4
10
-2
10
0
10
2
10
4
S
o
r t
e
d
 e
l e
m
e
n
t  
v
a
l u
e
s
 o
f  
X
Figure 5: Distinction between large and small element values of the resulting matrix
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the maximum value of 1. In addition, differences in gene expression levels between different implanted
biclusters are present in the recovered transcription modules as in the original gene expression data. We
also try to run the Ky Fan k-norm formulation and the trace norm model proposed by Ames [1] for the
original gene expression data. Figure 7 shows the recovered transcription modules from the two models.
Even though the recovered modules are correct, there is no significant difference in gene expression
levels from one implanted bicluster to another as in the original gene expression data in the results
of these two models. Furthermore, the trace norm model, which is developed for biclique problems,
provides a single gene expression level within each implanted bicluster and this level is the same for all
implanted biclusters. It shows that these two models cannot recover the information of singular values
as expected.
Figure 6: Original gene expression data vs. recovered transcription module
The effect of noise is captured in Figure 8. Both measures, average bicluster relevance and average
module recovery, are the same in these instances and they are very close to 1 with the minimum value is
larger than 0.99. As compared to results reported in Prelic´ et al. [18, Figs. 3(a),3(b)], for this particular
numerical example, our proposed method is comparable to (if not better) the best algorithms such as
BiMax, ISA, and Samba.
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Figure 7: Recovered transcription modules from two different models
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Figure 8: Match scores with different noise levels
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When the noise level goes higher, not all of 10 modules can be recovered given the fact that the
noisy background data can be misunderstood for actual expression data. Figure 9 shows an example of
noisy gene expression data at the noise level of σ = 0.3. We run the proposed formulation with k = 10
and recover 6 largest modules, which are not all perfect. We solve the problem again with k = 6 instead
and achieve much better results. The results are shown in Figure 10.
Figure 9: A noisy gene expression data matrix with σ = 0.3
We conclude this section with a remark regarding algorithms used to solve the optimization problem
(2.8). For the numerical examples discussed in this section, we solve its equivalent semidefinite opti-
mization formulation (2.9) that involves semidefinite constraints for matrices of size (m+n)× (m+n).
For instances with m = 50 and n = 100, the computational time in 64-bit Matlab 2013b with the CVX
solver on our machine (3.50 GHz CPU and 16.0 GB RAM) is approximately 130 seconds. Clearly, for
larger instances, we would need to develop appropriate first-order algorithms for the problem. A similar
algorithmic framework as the one in Doan et al. [5] developed for the nuclear norm formulation could
be an interesting topic for future research.
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Figure 10: Recovery modules obtained with different k
5 Conclusions
We have shown that a convex optimization problem with Ky Fan 2-k-norm and `1-norm can recover
the k largest blocks of nonnegative block diagonal matrices under the presence of noise under certain
conditions. This is an extension of the work in [6] and it could be used in biclustering applications.
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