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THE REFINED ANALYTIC TORSION AND A WELL-POSED BOUNDARY
CONDITION FOR THE ODD SIGNATURE OPERATOR
RUNG-TZUNG HUANG AND YOONWEON LEE
Abstract. In this paper we discuss the refined analytic torsion on an odd dimensional compact ori-
ented Riemannian manifold with boundary under some assumption. For this purpose we introduce two
boundary conditions which are complementary to each other and well-posed for the odd signature op-
erator B in the sense of Seeley. We then show that the zeta-determinants of B2 and eta-invariants of B
subject to these boundary conditions are well defined by using the method of the asymptotic expansions
of the traces of the heat kernels. We use these facts to define the refined analytic torsion on a compact
manifold with boundary and show that it is invariant on the change of metrics in the interior of the
manifold. We finally describe the refined analytic torsion under these boundary conditions as an element
of the determinant line.
1. Introduction
The refined combinatorial torsion was introduced by V. Turaev ([32], [33]) and further developed by
M. Farber and V. Turaev ([12], [13]). It is defined by the representation of the fundamental group to
GL(n,C), the Euler structure and the cohomology orientation. As an analytic analogue of the refined
combinatorial torsion, M. Braverman and T. Kappeler introduced the refined analytic torsion on an
odd dimensional closed Riemannian manifold ([4], [5]), which is an element of the determinant line
Det(H•(M,E)) and is defined by using the graded zeta-determinant of the odd signature operator B.
Even though these two objects do not coincide exactly, they are closely related.
In this paper we are going to discuss the refined analytic torsion on a compact Riemannian manifold
with boundary under some assumption (Assumption A in Section 2.3). Roughly, the refined analytic
torsion consists of two ingredients, which are the Ray-Singer analytic torsion and the eta invariant of the
odd signature operator. To extend the refined analytic torsion to a compact manifold with boundary,
we need a boundary condition which is able to define both the Ray-Singer analytic torsion and the eta
invariant. Local boundary conditions such as the absolute and relative boundary conditions are natural
to the Ray-Singer analytic torsion but they do not fit to the eta invariant. Similarly, the Atiyah-Patodi-
Singer (APS) boundary condition is natural to the eta invariant but it does not fit to the Ray-Singer
analytic torsion. Hence, none of them is a good choice to define the refined analytic torsion. For this
reason we introduce two new boundary conditions which are complementary to each other and show that
the refined analytic torsion is well defined under these boundary conditions.
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Let (M,Y, gM ) be a compact oriented Riemannian manifold with boundary Y . Throughout this paper
we assume that the metric gM is a product one on a small collar neighborhood of Y . Let E → M be
a complex flat vector bundle with a flat connection ∇ associated to the representation ρ : π1(M) →
GL(n,C). Then ∇ is extended to the de Rham operator acting on E-valued differential forms Ω•(M,E),
which we denote by ∇ again. Using ∇ and the chirality operator Γ (cf. (2.1)), we define the odd signature
operator B by B = ∇Γ+Γ∇, which is a Dirac type operator. It is a well-known fact that the odd signature
operator B may not admit a local elliptic boundary condition ([15]), which implies that we need to find a
well-posed boundary condition for B in the sense of R. Seeley ([16], [29]). The APS boundary condition
is a well-posed boundary condition for a Dirac type operator, but simple computation shows that the
APS boundary condition does not fit to the de Rham operator nor the analytic torsion and hence it is
not a proper one for the refined analytic torsion.
In this paper we introduce new boundary conditions P−,L0 and P+,L1 , which are complementary to
each other and are defined by using the Hodge decomposition of Ω•(Y,E|Y ) and the symplectic structure
of H•(Y,E|Y ) under the assumption A in Section 2.3. We show that they are well-posed boundary
conditions for B in the sense of R. Seeley ([16], [29]). It is not difficult to see that these boundary
conditions fit to the de Rham operator and the odd signature operator B (Lemma 2.7) and induce the
following cochain complex (see (4.2))
0 −→ Ω0,∞P−,L0 (M,E)
∇−→ Ω1,∞P+,L1 (M,E)
∇−→ · · · ∇−→ Ωm−1,∞P−,L0 (M,E)
∇−→ Ωm,∞P+,L1 (M,E) −→ 0. (1.1)
The boundary conditions P−,L0 , P+,L1 and the realizations BP−,L0 , BP+,L1 of B satisfy the relations
P−,L0ΓY = ΓY P+,L1 and BP−,L0Γ = ΓBP+,L1 ((2.19), (2.21)), which shows that (1.1) satisfies the
Poincare´ duality.
We show that the realizations BP−,L0/P+,L1 and B2P−,L0/P+,L1 have their spectra in an arbitrarily
small sector containing the real axis except only finitely many ones (Theorem 2.12), which shows that
we can choose Agmon angles for the zeta and eta functions arbitrarily close to any given angle φ with
−π2 < φ < 0. We use the method of the asymptotic expansions of the trace of heat kernels to show
that the zeta-determinant of B2 and the eta invariant of B subject to P−,L0 and P+,L1 are well-defined,
from which we define the graded determinant of B acting on even forms under these boundary conditions
and finally define the refined analytic torsion for the complex (1.1) on a compact oriented Riemannian
manifold with boundary.
The boundary conditions P−,L0 and P+,L1 are comparable with the absolute and relative boundary
conditions in the following sense. For each 0 ≤ q ≤ m, ker∆q,P−,L0 = Hqrel(M,E) ∼= Hq(M,Y ; ρ) and
ker∆q,P+,L1 = Hqabs(M,E) ∼= Hq(M ; ρ) (Lemma 2.9). In particular, if ∇ is a Hermitian connection,
then ∆q,P−,L0 = B2q,P−,L0 and ∆q,P+,L1 = B
2
q,P+,L1 .
When the odd signature operator B is defined from an acyclic Hermitian connection on a closed
manifold, the refined analytic torsion is a complex number whose modulus part is the Ray-Singer analytic
torsion and the phase part is the rho invariant. In this point of view we compared, in [19] and [20],
the analytic torsions subject to P−,L0/P+,L1 with the analytic torsion subject to the absolute/relative
boundary conditions (Theorem 4.12). We also compared the eta invariant of Beven,P−,L0/P+,L1 with the
eta invariant of Beven,Π>,L0/Π>,L1 , where Π>,L0 and Π>,L1 are generalized APS boundary conditions
(Theorem 4.13). Using these results, we proved in [19] the gluing formula of the refined analytic torsion
with respect to P−,L0 and P+,L1 (Theorem 4.14).
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Our paper is organized as follows. In Section 2 we introduce the boundary conditions P−,L0 and
P+,L1 for B under the Assumption A and show that they are well posed for B. In Section 3 we show
that the zeta functions associated to B2q,P−,L0/P+,L1 acting on q-forms and the eta functions associated
to Beven,P−,L0/P+,L1 acting on even forms are regular at s = 0 by computing the asymptotic expansions
of the traces of the heat kernels. In Section 4 we define the graded determinant of Beven,P−,L0/P+,L1
and define the refined analytic torsion under P−,L0/P+,L1 when the cochain complex (1.1) is acyclic and
Beven,P−,L0/P+,L1 is invertible. We then show that the refined analytic torsion is invariant on the change
of metrics in the interior of the manifold. In Section 5 we finally define the refined analytic torsion as an
element of the determinant line Det(H•(M,E)).
As related works, B. Vertman has already studied the refined analytic torsion on a compact Riemannian
manifold with boundary ([34], [35]) but our approach is completely different from what he presented. The
comparison of these two constructions has been discussed in [20]. Burghelea and Haller have studied the
complex-valued analytic torsion associated to a non-degenerate symmetric bilinear form on a flat vector
bundle ([8], [9]), which we call the Burghelea-Haller analytic torsion. Cappell and Miller used non-self-
adjoint Laplace operator to define another complex valued analytic torsion and proved the extension of
the Cheeger-Mu¨ller theorem ([10]), which we call the Cappell-Miller analytic torsion. Inspired by the
result of B. Vertman, G. Su ([30]) and the first author ([18]) studied the Burghelea-Haller analytic torsion
and the Cappell-Miller analytic torsion, respectively, on a compact oriented Riemannian manifolds with
boundary. O. M. Molina ([25]) discussed the Burghelea-Haller analytic torsion on a compact Riemannian
manifold with boundary by using the relative/absolute boundary conditions.
The original form of this paper appeared in 2010 in arXiv. Recently the authors rewrote the paper
more precisely under the Assumption A.
2. The boundary conditions P−,L0 and P+,L1 for the odd signature operator B
We begin this section by describing B on a compact manifold with boundary when the product metric
is given near the boundary. And then, we discuss the boundary conditions P−,L0 and P+,L1 .
2.1. The odd signature operator on a manifold with boundary. Let (M,Y, gM ) be a compact
oriented odd dimensional Riemannian manifold with boundary Y , where gM is assumed to be a product
metric near Y . We denote the dimension of M by m = 2r − 1. Suppose that ρ : π1(M) → GL(n,C)
is a representation and E = M̂ ×ρ Cn is the associated flat vector bundle with the flat connection ∇,
where M̂ is a universal covering space of M . Without loss of generality, we may assume that ∇ is a flat
connection in temporal gauge (Section 3 in [35]).
We extend ∇ to the de Rham operator
∇ : Ω•(M,E)→ Ω•+1(M,E).
Using the Hodge star operator ∗M , we define the involution Γ = Γ(gM ) : Ω•(M,E)→ Ωm−•(M,E) by
Γω := ir(−1) q(q+1)2 ∗M ω, ω ∈ Ωq(M,E), (2.1)
where r = m+12 . It is straightforward that Γ
2 = Id. We define the odd signature operator B by
B = B(∇, gM ) := Γ∇ + ∇Γ : Ω•(M,E) −→ Ω•(M,E). (2.2)
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Then B is an elliptic differential operator of order 1. Let N be a collar neighborhood of Y which is
isometric to [0, ǫ0)× Y for some ǫ0 > 0. We have a natural isomorphism
Ψ : Ωp(N,E|N )→ C∞([0, ǫ0),Ωp(Y,E|Y )⊕ Ωp−1(Y,E|Y )), (2.3)
defined by Ψ(ω1 + du ∧ ω2) = (ω1, ω2), where u is the coordinate normal to Y on N . We denote by ∇Y
the restriction of ∇ on E|Y , and define the Hodge star operator ∗Y : Ω•(Y,E|Y )→ Ωm−1−•(Y,E|Y ) from
the orientation defined by d vol(M) = du ∧ d vol(Y ). We define two maps β, ΓY by
β : Ωp(Y,E|Y )→ Ωp(Y,E|Y ), β(ω) = (−1)pω
ΓY : Ωp(Y,E|Y )→ Ωm−1−p(Y,E|Y ), ΓY (ω) = ir−1(−1)
p(p+1)
2 ∗Y ω.
(2.4)
It is straightforward that
β2 = Id,
(
ΓY
)2
= Id . (2.5)
Simple computation shows that
Γ = iβΓY
(
0 −1
1 0
)
, ∇ =
(
0 0
1 0
)
∇∂u +
(
1 0
0 −1
)
∇Y . (2.6)
Hence the odd signature operator B is expressed, on N , by
B = −iβΓY
{(
1 0
0 1
)
∇∂u +
(
0 −1
−1 0
)(∇Y + ΓY∇Y ΓY )} = γ (∇∂u +A) , (2.7)
where
γ := −iβΓY , A :=
(
0 −1
−1 0
)(∇Y + ΓY∇Y ΓY ) . (2.8)
The equations (2.4) and (2.5) show that
γ2 = − Id, γA = −Aγ. (2.9)
Since ∇∂u∇Y = ∇Y∇∂u , we have
B2 = −
(
1 0
0 1
)
∇2∂u +
(
1 0
0 1
)(∇Y + ΓY∇Y ΓY )2 = (−∇2∂u + B2Y )( 1 00 1
)
, (2.10)
where
BY = ΓY∇Y +∇Y ΓY .
2.2. Green formula for the odd signature operator. We choose a fiber metric hE for the flat bundle
E so that together with the Riemannian metric gM we define an L2-inner product 〈 , 〉M on Ω•(M,E).
We assume that on a collar neighborhood N hE satisfies the following property: hE |N = π∗Y hE |Y , where
πY : Y × [0, ǫ0) → Y is the natural projection. We choose the dual connection ∇′ with respect to hE
satisfying the following property. For φ, ψ ∈ C∞(M,E),
d(hE(φ, ψ)) = hE(∇φ, ψ) + hE(φ,∇′ψ).
We then extend ∇′ to the de Rham operator ∇′ : Ω•(M,E)→ Ω•+1(M,E). The following lemma shows
that the formal adjoint of ∇ is Γ∇′Γ and the formal adjoint of B is B′ := Γ∇′ + ∇′Γ. When ∇ = ∇′,
we call ∇ a Hermitian connection with respect to the metric hE . We also define an L2-inner product
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〈 , 〉Y on Ω•(Y,E|Y ) using gY , ∗Y and hE |Y , where gY , ∗Y are the metric and Hodge star operator on
Y induced from gM and ∗M .
Definition 2.1. For φ ∈ Ωq(M,E) we write φ, on a collar neighborhood [0, ǫ0)× Y , by
φ = φtan + du ∧ φnor,
where φtan ∈ C∞([0, ǫ0),Ωq(Y,E|Y )) and φnor ∈ C∞([0, ǫ0),Ωq−1(Y,E|Y )). For the natural inclusion
ι : Y →M , we denote φtan|Y := ι∗φ and ψnor|Y := (−1)q−1 ∗Y ι∗ (∗Mφ).
The following lemma is well-known.
Lemma 2.2. (1) For φ ∈ Ωq(M,E), ψ ∈ Ωm−q(M, E), 〈Γφ, ψ〉M = 〈φ, Γψ〉M .
(2) For φ ∈ Ωq(M,E), ψ ∈ Ωq+1(M,E),
〈∇φ, ψ〉M = 〈φ, Γ∇′Γψ〉M + 〈φtan|Y , ψnor|Y 〉Y .
Proof. The first assertion is straightforward. For the second statement we may assume that
φ = ω ⊗ a, ψ = ξ ⊗ b,
where ω ∈ Ωq(M), ξ ∈ Ωq+1(M), and a, b ∈ C∞(M,E). Then simple computation shows that
〈∇φ, ψ〉M =
∫
M
d
(
hE(a, b)ω ∧ ∗Mξ
)− ∫
M
hE(a,∇′b) ∧ ω ∧ ∗Mξ − (−1)q
∫
M
hE(a, b)ω ∧ d ∗M ξ
=
∫
∂M
hE(a, b)ω ∧ ∗Mξ −
∫
M
hE(a,∇′b) ∧ ω ∧ ∗Mξ +
∫
M
hE(a, b)ω ∧ ∗Md∗ξ.
On the other hand, we note that Γψ = Γξ ⊗ b and ∇′Γψ = dΓξ ⊗ b+ (−1)qΓξ ∧ ∇′b, which leads to
Γ∇′Γψ = ΓdΓξ ⊗ b+ (−1)qΓ(Γξ ∧ ∇′b) = d∗ξ ⊗ b− ∗M ((∗Mξ) ∧ ∇′b).
By direct computation we have
〈φ, Γ∇′Γψ〉M =
∫
M
hE(a, b)ω ∧ ∗Md∗ξ −
∫
M
hE(a,∇′b) ∧ ω ∧ ∗Mξ,
which proves the second statement. 
The following corollary gives the Green formula for the odd signature operator B.
Corollary 2.3. (1) For φ ∈ Ωq(M,E), ψ ∈ Ωm−q−1(M,E),
〈Γ∇φ, ψ〉M = 〈φ, Γ∇′ψ〉M + 〈φtan|Y , iβΓY ψtan|Y 〉Y .
(2) For φ ∈ Ωq(M,E), ψ ∈ Ωm−q+1(M,E),
〈∇Γφ, ψ〉M = 〈φ, ∇′Γψ〉M + 〈φnor|Y , iβΓY ψnor|Y 〉Y .
(3) For φ, ψ ∈ Ωeven(M,E) or Ωodd(M,E),
〈Bφ, ψ〉M = 〈φ, B′ψ〉M + 〈φtan|Y , iβΓY (ψtan|Y )〉Y + 〈φnor|Y , iβΓY (ψnor|Y )〉Y .
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2.3. Boundary conditions for B. In this subsection we define boundary conditions P−,L0 and P+,L1
under some assumption on the boundary Y of M . We begin with analyzing the flat bundle E|Y → Y .
Let pY : Ŷ → Y be a universal covering space of Y and ι : Y → M be the natural inclusion with
ι♯ : π1(Y ) → π1(M). From the free action of π1(Y ) on Ŷ , we put Z := Ŷ / ker ι♯. Then, Z → Y is
a covering space of Y , where π1(Z) ∼= ker ι♯ and each fiber of y ∈ Y is isomorphic to π1(Y )/ ker ι♯.
For a representation ρ : π1(M) → GL(n,C), we consider representations ρ ◦ ι♯ : π1(Y ) → GL(n,C) and
ρ˜ ◦ ι♯ : π1(Y )/ ker ι♯ → GL(n,C). Since E|Y → Y is a flat vector bundle with the flat connection ∇Y , E|Y
can be obtained by some representation of π1(Y )→ GL(n,C), which is ρ◦ ι♯. We recall that π : M̂ →M
is a universal covering space of M and put π−1(Y ) = ∪αY˜α, where each Y˜α is a component of π−1(Y ).
Lemma 2.4. Each qα : Y˜α → Y is a covering space of Y with π1(Y˜α) = ker ι♯ and fiber π1(Y )/ ker ι♯,
where qα = π|Y˜α . Moreover, each Y˜α is isomorphic to Z as covering spaces of Y .
Proof. It is straightforward that qα : Y˜α → Y is a covering space of Y . We fix y˜α ∈ Y˜α and y0 ∈ Y
with qα(y˜α) = y0. For [β] ∈ π1(Y, y0), we consider ι♯([β])) ∈ π1(M, y0). We lift the curve β(t) to
β˜ : [0, 1]→ M̂ with π(β˜(t)) = β(t) and β˜(0) = y˜α. By connectedness, β˜(t) ∈ Y˜α and hence β˜(t) is a lift
of β(t) to Y˜α. Moreover, [β] ∈ ker ι♯ ⊂ π1(Y ) if and only if β˜(1) = y˜α. In general, β˜(1) = ι♯([β])(y˜α), the
action of ι♯([β]) to y˜α, which shows that the fiber of qα : Y˜α → Y has one to one correspondence with
π1(Y, y0)/ ker ι♯. It is straightforward that Y˜α is isomorphic to Z as covering spaces of Y . 
Corollary 2.5.
E|Y = p−1M (Y )×ρ Cn ∼= Y˜α ×ρ˜◦ι♯ Cn ∼= Ŷ ×ρ◦ι♯ Cn.
All through this paper, we assume the following assumption.
Assumption A : The representation ρ◦ ι♯ : π1(Y )→ GL(n,C) is equivalent to a unitary representation.
Remark : (1) Every Hermitian connection ∇ satisfies the Assumption A (Proposition 1.4.21 in [23]).
(2) If ι♯(π1(Y )) is a finite subgroup of π1(M), the Assumption A is satisfied.
If the Assumption A is satisfied, there exists a Hermitian fiber metric hY such that ∇Y is a Her-
mitian connection with respect to hY on Ω•(Y,E|Y ) and hence Ω•(Y,E|Y ) satisfies the following Hodge
decomposition.
Ωq(Y,E|Y ) = Ωq−(Y,E|Y ) ⊕ Ωq0(Y,E|Y )⊕ Ωq+(Y,E|Y ), (2.11)
where
Ωq−(Y,E|Y ) = ∇Y
(
Ωq−1(Y,E|Y )
)
, Ωq+(Y,E|Y ) = ΓY∇Y ΓY
(
Ωq+1(Y,E|Y )
)
,
Ωq0(Y,E|Y ) = ker∇Y ∩ kerΓY∇Y ΓY ∩ Ωq(Y,E|Y ) =: Hq(Y,E|Y ). (2.12)
We extend hY to [0, ǫ0) × Y by using the product structure, which we denote it hY again. Finally, we
extend hY again arbitrary to obtain a Hermitian fiber metric hE . In the remaining part of this paper, we
fix a Hermitian fiber metric hE of E obtained in this way. Let ∇′ be a dual connection with respect to
hE . Then ∇ and ∇′ induce the same flat connection ∇Y on Yǫ := Y × {ǫ}, 0 ≤ ǫ < ǫ0. The connection
∇ itself is not a Hermitian connection but its restriction ∇Y to Y is a Hermitian connection.
We denote
∇˜ = 1
2
(∇+∇′) . (2.13)
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Then, ∇˜ is a Hermitian connection with respect to hE , which is not necessarily a flat connection. If
∇˜φ = Γ∇˜Γφ = 0 for φ ∈ Ω•(M,E), simple computation shows that φ is expressed on Y by
φ|Y =
(∇Y ϕ1 + ϕ2)+ du∧ (ΓY∇Y ΓY ψ1 + ψ2) , ϕ1, ψ1 ∈ Ω•(Y,E|Y ), ϕ2, ψ2 ∈ H•(Y,E|Y ). (2.14)
In other words, ϕ2 and ψ2 are harmonic parts of ι
∗φ and β (∗Y ι∗(∗Mφ)). We denote K by
K := {ϕ2 ∈ H•(Y,E|Y ) | ∇˜φ = Γ∇˜Γφ = 0}, (2.15)
where φ has the form (2.14). The first assertion in Corollary 2.3 shows that K is perpendicular to ΓY K.
If φ satisfies ∇˜φ = Γ∇˜Γφ = 0, so is Γφ. Hence
ΓYK = {ψ2 ∈ H•(Y,E|Y ) | ∇˜φ = Γ∇˜Γφ = 0}, (2.16)
where φ has the form (2.14). We then have the following lemma (cf. Corollary 8.4 in [21]).
Lemma 2.6. We have the following equality.
K ⊕ ΓY K = H•(Y,E|Y ).
Hence, (H•(Y,E|Y ), 〈 , 〉Y , −iβΓY ) is a symplectic vector space with Lagrangian subspaces K and ΓYK.
Proof. Since K ⊕ ΓY K ⊂ H•(Y,E|Y ), we have dimK ≤ 12 dimH•(Y,E|Y ). For the opposite direction
of the inequality we are going to use the scattering theory for Dirac operators ([17], [26]). Let M∞ :=
M ∪Y ((−∞, 0]× Y ). We extend E, ∇˜, B˜ := Γ∇˜ + ∇˜Γ to M∞ canonically, which we denote by E∞,
∇˜∞, B˜∞. Let Llim be the space of the limiting values of extended L2-solutions of B˜∞. We refer to
[1], [2], [17], [26] for the definitions of the limiting values and extended L2-solutions of B˜∞. Obviously,
Llim ⊂
( K
ΓYK
)
. It is well known that 2 · dimLlim is equal to the dimension of the kernel of the
tangential operator of B˜ (cf. [17], [26]). Hence,
1
2
dim
( H•(Y,E|Y )
H•(Y,E|Y )
)
=
1
2
dimker
(
0 −1
−1 0
)
(∇Y + ΓY∇Y ΓY )
= dimLlim ≤ dim
( K
ΓYK
)
≤ 1
2
dim
( H•(Y,E|Y )
H•(Y,E|Y )
)
,
from which the result follows. 
Remark : The above lemma shows that K and ΓYK are the sets of all tangential and normal parts of the
limiting values of extended L2-solutions to B˜∞ on M∞, respectively (cf. Corollary 8.4 in [21]).
We put
L0 :=
( K
K
)
, L1 :=
(
ΓYK
ΓYK
)
(2.17)
and denote by PL0/L1 the orthogonal projections onto L0/L1. We next define orthogonal projections P−
and P+ as follows.
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P−, P+ : Ω•(Y,E|Y )⊕ Ω•(Y,E|Y )→ Ω•(Y,E|Y )⊕ Ω•(Y,E|Y )
P− = ∇Y ΓY∇Y ΓY
(
B2Y + prkerB2Y
)−1
B2Y
(
1 0
0 1
)
,
P+ = ΓY∇Y ΓY∇Y
(
B2Y + prkerB2Y
)−1
B2Y
(
1 0
0 1
)
.
Then P−, P+, PL0 , and PL1 are projections onto
(
Ω•−(Y,E|Y )
Ω•−(Y,E|Y )
)
,
(
Ω•+(Y,E|Y )
Ω•+(Y,E|Y )
)
,
( K
K
)
and(
ΓYK
ΓYK
)
, respectively. Moreover, P± are ΨDO’s of order 0 and PL0/L1 are smoothing operators.
We define
P−,L0 = P− + PL0 , P+,L1 = P+ + PL1 . (2.18)
Then L0, L1, P−,L0 and P+,L1 satisfy
ΓL0 = L1, ΓL1 = L0, P−,L0 Γ = Γ P+,L1 . (2.19)
In the next subsection 2.5 we show that P−,L0 and P+,L1 give well-posed boundary conditions for B.
We define the realizations BP−,L0 , B2P−,L0 by the operators B, B
2 with domains
Dom
(BP−,L0 ) = {ψ ∈ Ω•(M,E) | P−,L0 (ψ|Y ) = 0} ,
Dom
(
B2P−,L0
)
= {ψ ∈ Ω•(M,E) | P−,L0 (ψ|Y ) = 0, P−,L0 ((Bψ)|Y ) = 0} . (2.20)
We define BP+,L1 , B2P+,L1 , B
2
rel, B2abs, and BΠ>,L0 , BΠ>,L1 (cf. Theorem 4.12) in a similar way. The equality
(2.19) shows that Γ maps Dom
(BP−,L0 ) isomorphically onto Dom (BP+,L0 ) and vice versa. Moreover, we
have
BP−,L0 Γ = Γ BP+,L1 . (2.21)
The next lemma shows that the boundary conditions P−,L0 and P+,L1 fit well to the graded structure
of Ω•(M,E) and the odd signature operator B.
Lemma 2.7. (1) If ψ ∈ Dom
(
B2P−,L0
)
, then ∇ψ belongs to Dom (BP+,L1 ).
(2) If ψ ∈ Dom
(
B2P−,L0
)
is an eigenform of B2 with eigenvalue λ2, then ∇ψ belongs to Dom
(
B2P+,L1
)
and an eigenform of B2 with eigenvalue λ2.
(3) Let ψ1, · · · , ψk be generalized eigenforms of B2 with generalized eigenvalue λ2 in Dom
(
B2P−,L0
)
satisfying (B2 − λ2)ψj = ψj−1, where ψ0 = 0. Then ∇ψ1, · · · ,∇ψk belong to Dom
(
B2P+,L1
)
and are
generalized eigenforms of B2 with generalized eigenvalue λ2.
(4) Similar statements hold for Dom
(
B2P+,L1
)
.
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Proof. Since the proofs of the assertion (2) and (3) are similar to that of the assertion (1), we are going
to prove (1). We note that for ψ ∈ Ω•(M,E), ψ is written on a collar neighborhood of Y by
ψ = ψ−tan + ψ
+
tan + du ∧ (ψ−nor + ψ+nor),
where
(
ψ−tan
ψ−nor
)
∈ ImP−,L0 and
(
ψ+tan
ψ+nor
)
∈ ImP+,L1 . The fact ψ ∈ Dom
(BP−,L0 ) implies that
ψ−tan|Y = ψ−nor|Y = 0. (2.22)
We note that by (2.7)
Bψ = −iβΓY
{
∇∂u +
(
0 −1
−1 0
)(∇Y + ΓY∇Y ΓY )}( ψ−tan + ψ+tan
ψ−nor + ψ
+
nor
)
= −iβΓY
( ∇∂uψ−tan +∇∂uψ+tan −∇Y ψ+nor − ΓY∇Y ΓY ψ−nor
∇∂uψ−nor +∇∂uψ+nor −∇Y ψ+tan − ΓY∇Y ΓY ψ−tan
)
. (2.23)
The above equality with (2.22) shows that
(Bψ)|Y = −iβΓY
( ∇∂uψ−tan|Y +∇∂uψ+tan|Y −∇Y ψ+nor|Y
∇∂uψ−nor|Y +∇∂uψ+nor|Y −∇Y ψ+tan|Y
)
. (2.24)
The fact Bψ ∈ Dom (BP−,L0 ) implies
∇∂uψ+tan|Y = ∇∂uψ+nor|Y = 0. (2.25)
Hence, if ψ ∈ Dom
(
B2P−,L0
)
, then (2.22) and (2.25) show that ψ satisfies
ψ−tan|Y = ψ−nor|Y = 0, ∇∂uψ+tan|Y = ∇∂uψ+nor|Y = 0. (2.26)
We next note that by (2.6)
∇ψ =
( ∇Y 0
∇∂u −∇Y
)(
ψ−tan + ψ
+
tan
ψ−nor + ψ
+
nor
)
=
( ∇Y ψ+tan
∇∂uψ−tan +∇∂uψ+tan −∇Y ψ+nor
)
.
This equality together with (2.26) leads to
(∇ψ) |Y =
( ∇Y ψ+tan|Y
∇∂uψ−tan|Y −∇Y ψ+nor|Y
)
∈ ImP−,L0 ,
which shows that ∇ψ ∈ Dom (BP+,L1 ). 
The boundary conditions P−,L0 and P+,L1 have similar properties with the relative and absolute
boundary conditions.
Definition 2.8. Let φ ∈ Ωq(M,E) be expressed by φ = φ1 + du ∧ φ2 on a collar neighborhood of Y .
(1) φ satisfies the absolute boundary condition if φ2|Y = 0 and (∇∂uφ1)|Y = 0.
(2) φ satisfies the relative boundary condition if φ1|Y = 0 and (∇∂uφ2)|Y = 0.
We denote by Ω•abs / rel(M,E), Ω
•
P−,L0/P+,L1 (M,E) the spaces of E-valued differential forms satisfying the
absolute/relative and P−,L0/P+,L1 boundary conditions, respectively. Since Γ∇′Γ is the formal adjoint
of ∇, we define the Laplacian ∆q acting on q-forms by
∆q = Γ∇′Γ∇+∇Γ∇′Γ. (2.27)
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If ∇ is a Hermitian connection, then ∆q = B2q . We denote by
Hqabs(M,E) = ker∇ ∩ ker Γ∇′Γ ∩ Ωqabs(M,E), Hqrel(M,E) = ker∇ ∩ kerΓ∇′Γ ∩ Ωqrel(M,E). (2.28)
Since ∆q is same as B2 on a collar neighborhood of Y , we consider ∆q on ΩqP−,L0 (M,E) and Ω
q
P+,L1 (M,E).
Then we have the following result.
Lemma 2.9. For each q, ∆q,P−,L0/P+,L1 is a self-adjoint operator on Ω
q
P−,L0/P+,L1 (M,E) and
ker∆q,P−,L0 = Hqrel(M,E) ∼= Hq(M,Y ; ρ), ker∆q,P+,L1 = Hqabs(M,E) ∼= Hq(M ; ρ).
Proof. We are going to prove the lemma for the operator ∆q,P−,L0 . The same argument works for
∆q,P+,L1 . The self-adjointness comes from Corollary 2.3 and hence ker∆q,P−,L0 = ker∇ ∩ ker Γ∇′Γ ∩
ΩqP−,L0 (M,E). Let φ ∈ H
q
rel(M,E). Then φ on Y has the form of (cf. (2.14) - (2.16))
φ|Y = du ∧
(
ΓY∇Y ΓY ψ1 + ψ2
)
with ψ2 ∈ ΓY K.
Hence,
P−,L0
(
0
ΓY∇Y ΓY ψ1 + ψ2
)
=
(
0
0
)
,
which shows that φ ∈ ker∆q,P−,L0 ∩ Ωq(M,E). Let φ ∈ ker∆q,P−,L0 ∩ Ωq(M,E). Then on Y
φ|Y =
(∇Y ϕ1 + ϕ2)+ du ∧ (ΓY∇Y ΓY ψ2 + ψ2) , φ1 ∈ K, ψ2 ∈ ΓY K.
Since φ ∈ Dom (Bq,P−,L0 ),
P−,L0
( ∇Y ϕ1 + ϕ2
ΓY∇Y ΓY ψ2 + ψ2
)
=
( ∇Y ϕ1 + ϕ2
0
)
=
(
0
0
)
,
which shows that φ ∈ Hqrel(M,E). This completes the proof of the lemma. 
2.4. Well-posed Boundary value problem for Dirac type operators. In this subsection we show
that both P−,L0 and P+,L1 give well-posed boundary conditions for the odd signature operator B. We
begin with brief description of the well-posed boundary value problem for a Dirac type operator on a
compact oriented manifold with boundary. We refer to [16] and [29] for more details. Let X be a compact
manifold with boundary Y and F → X be a Hermitian vector bundle of rank k over X . We suppose that
D : C∞(F )→ C∞(F ) is a first order elliptic differential operator on X which is represented, on a small
collar neighborhood of Y , by
D = G(∂u +A), (2.29)
where G is a unitary bundle automorphism of F |Y and A is a self-adjoint elliptic differential operator of
order 1 acting on C∞(F |Y ). We call D a Dirac type operator. For s > 12 , we define the Cauchy data
space Ns+ by
Ns+ = { φ|Y | φ ∈ Hs(M,F ), Dφ = 0 }
and define the Caldero´n projector C+ by the orthogonal projection from Hs− 12 (Y, F |Y ) to Ns+. We put
C− = I − C+ and recall that the principal symbols σL(C±) of C± are bundle maps σL(C±) : T ∗Y →
End(F |Y ). We put N±(x′, ξ′) = Im (σL(C±)(x′, ξ′)) ⊂ Fx′ = Ck. The following definition is due to Seeley
([16], [29]).
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Definition 2.10. (Well-posedness). Let X be a compact oriented manifold with boundary Y and D :
C∞(F )→ C∞(F ) be a Dirac type operator. Suppose that B : C∞(F |Y )→ C∞(F |Y ) is a classical ΨDO
of order 0. Then B is well-posed for D when :
(1) The mapping defined by B in Hs(F |Y ) has closed range for each s ∈ R.
(2) For each (x′, ξ′) ∈ T ∗Y with ‖ ξ′ ‖= 1, the principal symbol b0(x′, ξ′) for B maps N+(x′, ξ′) injectively
onto the range of b0(x′, ξ′) in Ck.
When B is well-posed for D, the realization DB is a Fredholm operator and has a compact resolvent.
In particular, its spectrum is discrete and each generalized eigenvalue has a finite multiplicity. Let Π≥ be
an orthogonal projection onto the non-negative eigenspaces of A, where A is the self-adjoint tangential
operator in (2.29). It is a well-known fact that σL(Π≥)(x′, ξ′) is an orthogonal projection onto the space
of positive eigenvectors of σL(A)(x
′, ξ′). If D is a Dirac type operator, it is also a well-known fact that
C+ − Π≥ is a classical ΨDO of order −1 and hence σL(C+)(x′, ξ′) is an orthogonal projection onto the
space of positive eigenvectors of σL(A)(x
′, ξ′).
Now we go back to the odd signature operator. From the Assumption A, we have
A =
(
0 −1
−1 0
)(∇Y + ΓY∇Y ΓY ) .
It is well-known (cf. p.47 in [14]) that
σL(∇Y ), σL(ΓY∇Y ΓY ) : T ∗Y → End (∧•T ∗Y ⊗ E|Y )
σL(∇Y )(x′, ξ′)(ω) = iξ′ ∧ ω, σL(ΓY∇Y ΓY )(x′, ξ′)(ω) = −iξ′y ω, (2.30)
where ξ′y is the interior product with ξ′. This leads to
σL(A)(x
′, ξ′) =
(
0 (−iξ′∧ ) + (iξ′y )
(−iξ′∧ ) + (iξ′y ) 0
)
:
(
(∧•T ∗Y ⊗ E)x′
(∧•T ∗Y ⊗ E)x′
)
→
(
(∧•T ∗Y ⊗ E)x′
(∧•T ∗Y ⊗ E)x′
)
.
Simple computation shows that
the positive eigenspace of (−iξ′∧ ) + (i ξ′y ) = {‖ ξ′ ‖ ω − iξ′ ∧ ω | ξ′y ω = 0},
the negative eigenspace of (−iξ′∧ ) + (i ξ′y ) = {‖ ξ′ ‖ ω + iξ′ ∧ ω | ξ′y ω = 0}.
Hence, the positive eigenspace of σL(A)(x
′, ξ′), which is N+(x′, ξ′), is spanned by( ‖ ξ′ ‖ ω − iξ′ ∧ ω
‖ ξ′ ‖ ω − iξ′ ∧ ω
)
and
( ‖ ξ′ ‖ ω + iξ′ ∧ ω
− ‖ ξ′ ‖ ω − iξ′ ∧ ω
)
, (2.31)
and σL(C+)(x′, ξ′) is an orthogonal projection onto the above space.
We next compute the principal symbols of P− and P+ by using (2.30). We first note that
σL
(
∇Y ΓY∇Y ΓY
(
ΓY∇Y ΓY∇Y +∇Y ΓY∇Y ΓY + prkerB2Y
)−1)
(x′, ξ′) =
1
‖ ξ′ ‖2 (iξ
′∧)(−iξ′y )
= the orthogonal projection onto {ξ′ ∧ ω ∈ (∧•T ∗Y ⊗ E)x′ | ξ′y ω = 0},
σL
(
ΓY∇Y ΓY∇Y
(
ΓY∇Y ΓY∇Y +∇Y ΓY∇Y ΓY + prkerB2Y
)−1)
(x′, ξ′) =
1
‖ ξ′ ‖2 (−iξ
′
y )(iξ′∧)
= the orthogonal projection onto {ω ∈ (∧•T ∗Y ⊗ E)x′ | ξ′y ω = 0},
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which shows that
σL(P−)(x′, ξ′), σL(P+)(x′, ξ′) :
(
(∧•T ∗Y ⊗ E)x′
(∧•T ∗Y ⊗ E)x′
)
→
(
(∧•T ∗Y ⊗ E)x′
(∧•T ∗Y ⊗ E)x′
)
are orthogonal projections onto( {ξ′ ∧ ω ∈ (∧•T ∗Y ⊗ E)x′ | ξ′y ω = 0}
{ξ′ ∧ ω ∈ (∧•T ∗Y ⊗ E)x′ | ξ′y ω = 0}
)
,
( {ω ∈ (∧•T ∗Y ⊗ E)x′ | ξ′y ω = 0}
{ω ∈ (∧•T ∗Y ⊗ E)x′ | ξ′y ω = 0}
)
,
respectively.
Lemma 2.11. P− and P+ are well-posed boundary conditions for B.
Proof. We are going to check that P− is well-posed for B. The same argument works for P+. We note
that for each s ∈ R,
Hs ((∧•T ∗M ⊗ E)|Y ) = (ImP− ∩Hs ((∧•T ∗M ⊗ E)|Y ))⊕ (ImP+ ∩Hs ((∧•T ∗M ⊗ E)|Y ))
⊕ (ImP(ker∇Y ∩ker ΓY∇Y ΓY ) ∩Hs ((∧•T ∗M ⊗ E)|Y )) ,
which shows that the range of P− in Hs ((∧•T ∗M ⊗ E)|Y ) is a closed subspace of Hs ((∧•T ∗M ⊗ E)|Y ).
In view of (2.31) we next note that
σL(P−)((x′, ξ′))
( ‖ ξ′ ‖ ω − iξ′ ∧ ω
‖ ξ′ ‖ ω − iξ′ ∧ ω
)
=
( −iξ′ ∧ ω
−iξ′ ∧ ω
)
,
σL(P−)((x′, ξ′))
( ‖ ξ′ ‖ ω + iξ′ ∧ ω
− ‖ ξ′ ‖ ω − iξ′ ∧ ω
)
=
(
iξ′ ∧ ω
−iξ′ ∧ ω
)
.
The above equalities show that σL(P−)((x′, ξ′)) (N+(x′, ξ′)) is spanned by
(
iξ′ ∧ ω
0
)
and
(
0
iξ′ ∧ ω
)
,
which is same as Im (σL(P−)((x′, ξ′))). Hence, P− is well-posed for B. 
2.5. Agmon angles for the operators BP−,L0 and B2P−,L0 . In this subsection we prove an analogue of
Lemma 4.1 in [10], which shows the distribution of generalized eigenvalues of BP−,L0 and B2P−,L0 . From
this fact we can choose an Agmon angle arbitrarily close to any given angle φ for −π2 < φ < 0.
Since ∇Y is a Hermitian connection with respect to hY , Corollary 2.3 and (2.11) show that for φ,
ψ ∈ Dom (BP−,L0 ), we have we have 〈Bφ, ψ〉M = 〈φ, B′ψ〉M . We define operators U and F by
U = 1
2
(B + B′) , F = 1
2
(B − B′) . (2.32)
Then U is an elliptic ΨDO of order 1 having the same principal symbol as B and F is a ΨDO of order 0.
In particular, F is a bounded operator and UP−,L0 is a self-adjoint operator with BP−,L0 = UP−,L0 + F ,
which leads to the following result.
Theorem 2.12. In the decomposition B = U + F , we put N0 =‖ F ‖. Then :
(1) If λ is an eigenvalue of BP−,L0 , then | Imλ| ≤ N0.
(2) If µ = λ2 is an eigenvalue of B2P−,L0 , then Reµ ≥
1
4N 20 (Imµ)
2 −N 20 .
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Proof. Suppose that Bψ = λψ with ψ ∈ Dom (BP−,L0 ) and ‖ ψ ‖M= 1. Then from B = U + F , we have
λ 〈ψ, ψ〉M = 〈Bψ, ψ〉M = 〈Uψ, ψ〉M + 〈Fψ, ψ〉M .
Since U is self-adjoint, we have (Imλ)〈ψ, ψ〉M = Im(〈Fψ, ψ〉M ), from which the assertion (1) follows.
Putting λ = x+ iy with x, y ∈ R, then λ2 = (x2 − y2) + 2xyi. Hence,
(Imµ)2 =
(
Imλ2
)2
= 4x2y2 = 4y2(x2 − y2 + y2) = 4y2 (Re(λ2) + y2) ≤ 4N 20 (Reµ+N 20 ) ,
from which the second assertion follows. 
Definition 2.13. The angle θ is called an Agmon angle for an elliptic operator D if :
(1) Spec (σL(D)(x, ξ)) ∩Rθ = ∅ for all x ∈M and ξ ∈ T ∗xM − {0}, where Rθ = {ρeiθ | 0 < ρ <∞}.
(2) Spec (D) ∩ L[θ−ǫ,θ+ǫ] = ∅ for some ǫ > 0, where L[θ−ǫ,θ+ǫ] = {ρeiφ | 0 < ρ <∞, θ − ǫ ≤ φ ≤ θ + ǫ}.
Theorem 2.12 shows that if φ is an angle with −π2 < φ < 0, both operators BP−,L0 and B2P−,L0
have only finitely many eigenvalues in the sectors L[−π2+φ,φ] and L[−2φ,2π+2φ]. Moreover, for each (x, ξ),
σL(B)(x, ξ) is a symmetric matrix and has real eigenvalues. This shows that we can choose an angle θ
arbitrarily close to φ so that θ is an Agmon angle for BP−,L0 and 2θ for B2P−,L0 .
3. The heat kernel asymptotics of Tr(e
−tB2q,P−,L0 ) and Tr(Bevene−tB
2
even,P−,L0 )
In this section we discuss the small time asymptotic expansions of the traces of heat kernels of
e
−tB2q,P−,L0 and Bevene−tB
2
even,P−,L0 to compute the pole structures of the zeta and eta functions asso-
ciated to B2q,P−,L0 and Beven,P−,L0 , where B
2
q,P−,L0 and Beven,P−,L0 are the restrictions of the operators
B2P−,L0 and BP−,L0 to Ω
q(M,E) and Ωeven(M,E), respectively. For this purpose we adopt the method
of [1] to construct parametrices for the heat kernels of e
−tB2q,P−,L0 and Bevene−tB
2
even,P−,L0 by combining
the heat kernels on the interior part and the heat kernels on the collar of the boundary part. We begin
with the computation of the heat kernels on the half-infinite cylinder Z := [0,∞)× Y .
3.1. The heat kernels on the half-infinite cylinder. We define the odd signature operator Bcyl and
its square B2cyl on Z by (2.7) and (2.10). We denote by Bcyl,even, B2cyl,q, B2cyl,even the restrictions Bcyl and
B2cyl to the space of even forms or q-forms and denote by Ecylq (t, (u, y), (v, y′)) and Ecyleven(t, (u, y), (v, y′))
the kernels of e
−tB2cyl,q,P−,L0 and e
−tB2cyl,even,P−,L0 on Z. The boundary condition that we impose is equal
to the Dirichlet condition on ImP−,L0 and the Neumann condition on ImP+,L1 .
We denote Kq := K ∩ Ωq(Y,E|Y ) and (ΓY K)q := ΓY K ∩ Ωq(Y,E|Y ) and note (cf. (2.17), (2.18)) that
for each 0 ≤ q ≤ m− 1,
ImP−,L0 ∩ Ωq(M,E)|Y =
(
Ωq−(Y,E|Y )⊕Kq
Ωq−(Y,E|Y )⊕Kq
)
,
ImP+,L1 ∩ Ωq(M,E)|Y =
(
Ωq+(Y,E|Y )⊕ (ΓYK)q
Ωq+(Y,E|Y )⊕ (ΓYK)q
)
. (3.1)
Each component in (3.1) is decomposed into the sums of the eigenspaces of B2,∓Y,q and B2,∓Y,q−1, where B2,∓Y,q
are the restriction of B2Y,q to Ωq−(Y,E|Y )⊕Kq and Ωq+(Y,E|Y )⊕ (ΓY K)q , respectively. For example,
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Dom
(
B2,−Y,q
)
= Ωq−(Y,E|Y )⊕Kq = ⊕∞k=0Λq,−k (Y,E|Y ), (3.2)
where Λq,−k (Y,E|Y ) is the eigenspace of B2,−Y,q with eigenvalue λ−q,k and eigenform φ−q,k. The corresponding
heat kernel is given by
Ecyl,−q (t, (u, y), (v, y′)) =
∑
λ−q,k
e−tλ
−
q,k√
4πt
{
e−
(u−v)2
4t − e− (u+v)
2
4t
}
φ−q,k ⊗ (φ−q,k)∗.
We can construct the heat kernel Ecyl,−q−1 (t, (u, y), (v, y′)) for B2,−Y,q−1 in the same way.
We next consider the case of Neumann condition. We recall that
Dom
(
B2,+Y,q
)
= Ωq+(Y,E|Y )⊕ (ΓY K)q = ⊕∞k=0Λq,+k (Y,E|Y ), (3.3)
where Λq,+k (Y,E|Y ) is the eigenspace of B2,+Y,q with eigenvalue λ+q,k and eigenform φ+q,k. The corresponding
heat kernel Ecyl,+q,k (t, (u, y), (v, y′)) is given by
Ecyl,+q (t, (u, y), (v, y′)) =
∑
λ+q,k
e−tλ
+
q,k√
4πt
{
e−
(u−v)2
4t + e−
(u+v)2
4t
}
φ+q,k ⊗ (φ+q,k)∗. (3.4)
We can construct the heat kernel Ecyl,+q−1,k(t, (u, y), (v, y′)) for B2,+Y,q−1 in the same way. Finally, the heat
kernel Ecylq (t, (u, y), (v, y′)) is given by
Ecylq (t, (u, y), (v, y′)) =
(Ecyl,−q (t, (u, y), (v, y′)) + Ecyl,+q (t, (u, y), (v, y′)))( 1 00 0
)
+
(
Ecyl,−q−1 (t, (u, y), (v, y′)) + Ecyl,+q−1 (t, (u, y), (v, y′))
)( 0 0
0 1
)
. (3.5)
3.2. Construction of parametrices for the heat kernels of e
−tB2q,P−,L0 and Bevene−tB
2
even,P−,L0 .
Let M˜ be the closed double of M , i.e., M˜ = M ∪Y M . We can extend B and E on M to M˜ , which
we denote by B˜ and E˜. We also denote by B˜q, B˜even the operator B˜ acting on the space of q-forms and
even forms and denote by E˜q(t, x, x′), E˜even(t, x, x′) the kernels of e−tB˜2q , e−tB˜2even , respectively. It is a
well-known fact (cf. p.225 in [2]) that
|E˜q(t, x, x′)| ≤ c1t−m2 e−c2
d(x,x′)2
t and |DxE˜q(t, x, x′)| ≤ c3t−m+12 e−c4
d(x,x′)2
t , (3.6)
where ci’s are positive constants and D is a differential operator of order 1.
Recall that N = [0, ǫ0)× Y is a collar neighborhood of Y . Let ρ(a, b) be a smooth increasing function
of real variable such that
ρ(a, b)(u) =
{
0 for u ≤ a
1 for u ≥ b .
We put
φ1 := 1− ρ(5
7
ǫ0,
6
7
ǫ0), ψ1 := 1− ρ(3
7
ǫ0,
4
7
ǫ0), φ2 := ρ(
1
7
ǫ0,
2
7
ǫ0), ψ2 := ρ(
3
7
ǫ0,
4
7
ǫ0),
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and
Qq(t, (u, y), (v, y′)) = φ1(u)Ecylq (t, (u, y), (v, y′))ψ1(v) + φ2(u)E˜q(t, (u, y), (v, y′))ψ2(v). (3.7)
Then Qq(t, (u, y), (v, y′)) is a parametrix for the kernel of e−tB
2
q,P−,L0 . Let Eq(t, (u, y), (v, y′)) be the kernel
of the heat operator e
−tB2q,P−,L0 on M . Then standard computation using (3.3), (3.4) and (3.6) shows
(cf. [2], [11], [22]) that for 0 < t ≤ 1,
|Eq(t, (u, y), (u, y))−Qq(t, (u, y), (u, y))| ≤ c1e−
c2
t (3.8)
for some positive constants c1 and c2. Similarly, we put
Reven(t, (u, y), (v, y′))
= φ1(u)Bcyl,evenEcyleven(t, (u, y), (v, y′))ψ1(v) + φ2(u)B˜evenE˜even(t, (u, y), (v, y′))ψ2(v). (3.9)
ThenReven(t, (u, y), (v, y′)) is a parametrix for BevenEeven(t, (u, y), (v, y′)), the kernel of Bevene−tB
2
even,P−,L0
on M and the standard computation shows that for 0 < t ≤ 1,
|BevenEeven(t, (u, y), (u, y))−Reven(t, (u, y), (u, y))| ≤ c3e−
c4
t (3.10)
for some positive constants c3 and c4. It is also a well-known fact that for t→ 0+,
∫
M
Tr E˜q(t, (u, y), (u, y))ψ2(u) dvol(M) ∼
∞∑
j=0
ajt
−m2 +j ,
∫
M
Tr
(
B˜evenE˜even(t, (u, y), (v, y′))ψ2(v)
)
|(v,y′)=(u,y) dvol(M) ∼
∞∑
j=0
bjt
−m+1−j2 . (3.11)
The pole structure of the eta function associated to Beven,P−,L0 at s = 0 is closely related to bm in (3.11).
Lemma 3.1. The coefficient bm appearing in (3.11) is equal to zero.
Proof. Let B˜trivialeven : Ωeven(M˜,C) → Ωeven(M˜,C) be the odd signature operator on M˜ obtained by the
trivial connection on the trivial line bundle M˜ × C → M˜ . We consider the asymptotic expansion of the
trace of the heat kernel
Tr
(
B˜trivialeven e−t(B˜
trivial
even )
2
)
∼
∞∑
j=1
b˜jt
−m+1−j2 ,
where b˜j =
∫
M˜
b˜j(x)dvol(M˜ ) for some local invariant b˜j(x). Since B˜trivialeven is a compatible Dirac operator,
the local invariant b˜m(x) = 0, which was shown in Theorem 3.2 in [3]. The coefficient bm in (3.11) is
given by bm =
∫
M
bm(x)ψ2(x)dvol(M) for some local invariant bm(x) on M˜ . Let Idn be the n×n identity
matrix, where n = rank(E). Since B˜trivialeven Idn and B˜even are locally same operators, nb˜m(x) = bm(x) = 0,
from which the result follows. 
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3.3. Asymptotics of Tr(e
−tB2q,P−,L0 ) and Tr(Bevene−tB
2
even,P−,L0 ) for t → 0+. From (3.2) - (3.5), we
have
∫ ∞
0
∫
Y
Tr Ecylq (t, (u, y), (u, y))ψ1(u) dvol(Y )du (3.12)
=
∑
λ−q,k
e−tλ
−
q,k√
4πt
∫ ∞
0
(1− e−u
2
t )ψ1(u) du +
∑
λ+q,k
e−tλ
+
q,k√
4πt
∫ ∞
0
(1 + e−
u2
t )ψ1(u) du
+
∑
λ−q−1,k
e−tλ
−
q−1,k√
4πt
∫ ∞
0
(1− e−u
2
t )ψ1(u) du +
∑
λ+q−1,k
e−tλ
+
q−1,k√
4πt
∫ ∞
0
(1 + e−
u2
t )ψ1(u) du.
It is a well-known fact that for t→ 0+ the following sums∑
λ−q,k
e−tλ
−
q,k ,
∑
λ+q,k
e−tλ
+
q,k ,
∑
λ−q−1,k
e−tλ
−
q−1,k ,
∑
λ+q−1,k
e−tλ
+
q−1,k ,
have asymptotic expansions of the type
∞∑
j=0
cjt
−m−12 +j . (3.13)
The equalities (3.8), (3.11), (3.12) and (3.13) with the fact
∫∞
0 e
−u2t ψ1(u)du =
√
πt
2 +O(e
− ct ) show that
for t→ 0+, Tr
(
e
−tB2q,P−,L0
)
has an asymptotic expansion of the following type
Tr
(
e
−tB2q,P−,L0
)
∼
∞∑
j=0
c˜jt
−m−j2 . (3.14)
We next discuss the asymptotic expansion, for t→ 0+, of
Tr
(
φ1(u)Bcyl,evenEcyleven(t, (u, y), (v, y′))ψ1(v)
) |u=v,y=y′ .
From (2.7) and (3.5), we have
Tr
{
φ1(u) (−iβ)
(
0 −1
−1 0
)(
ΓY∇Y +∇Y ΓY ) (Ecyl(t, (u, y), (v, y′))ψ1(v)) |u=v,y=y′} = 0. (3.15)
Since ΓY maps (ImP−,L0) onto (ImP+,L1) and vice versa, we have
Tr
{
φ1(u) (−iβ) ΓY
(
1 0
0 1
)
∇∂u
(Ecyl(t, (u, y), (v, y′))ψ1(v))}
u=v,y=y′
= 0. (3.16)
Hence, (3.15) and (3.16) yield
Tr
(
φ1(u)Bcyl,evenEcyleven(t, (u, y), (v, y′))ψ1(v)
) |u=v,y=y′ = 0, (3.17)
which together with (3.11) and Lemma 3.1 shows that
Tr (BevenEeven(t, (u, y), (u, y))) ∼
∞∑
j=0
bjt
−m+1−j2 with bm = 0. (3.18)
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3.4. The regularities of the zeta and eta functions at s = 0. For any angle φ with −π2 < φ < 0
Theorem 2.12 shows that we can choose an angle θ arbitrarily close to φ so that θ is an Agmon angle
for Beven,P−,L0 and 2θ is an Agmon angle for B2even,P−,L0 . In this subsection we fix an angle θ satisfying
this property. Moreover, Theorem 2.12 shows that all the generalized eigenvalues of B2q,P−,L0 except
only finitely many ones have positive real parts. Let τ1, · · · , τl and λ1, λ2, · · · be generalized non-zero
eigenvalues of B2q,P−,L0 counted with their multiplicities, where Re τj ≤ 0 and Reλj > 0. We define the
zeta function ζB2q,P−,L0
(s) by
ζB2q,P−,L0
(s) =
l∑
j=1
τ−sj +
∞∑
j=1
λ−sj . (3.19)
Similarly, let ir1, · · · , irk, κ1, · · ·κl1 , κl1+1, · · · , κl1+l2 and µ1, µ2, · · · be generalized non-zero eigenvalues
of Beven,P−,L0 counted with their multiplicities, where rj ∈ R, κj ∈ C − iR with Reκ2j ≤ 0 and
Reκj > 0 for 1 ≤ j ≤ l1, Reκj < 0 for l1+1 ≤ j ≤ l1+ l2, and µj ∈ C− iR with Reµ2j > 0. We define
the eta function ηBeven,P−,L0 (s) by
ηBeven,P−,L0 (s) =
l1∑
j=1
κ−sj −
l1+l2∑
j=l1+1
(−κj)−s +
∑
Reµj>0
µ−sj −
∑
Reµj<0
(−µj)−s. (3.20)
The asymptotic expansions (3.14) and (3.18) imply that for some constants C1, C2 and δ > 0,
| Tr e−tB
2
q,P−,L0 −
l∑
j=1
e−τjt | ≤ C1 t−m2 e−δt,
| Tr
(
Bevene−tB
2
even,P−,L0
)
− i
k∑
j=1
rje
r2j t −
l1+l2∑
j=1
κje
−tκ2j | ≤ C2 t−m+12 e−δt,
which shows (cf. Lemma 2.3 and Lemma 2.4 in [15]) that
H1(s) =
1
Γ(s)
∫ ∞
0
ts−1
Tr e−tB2q,P−,L0 − l∑
j=1
e−τjt
 dt,
H2(s) =
1
Γ( s+12 )
∫ ∞
0
t
s−1
2
Tr(Bevene−tB2even,P−,L0)− i k∑
j=1
rje
r2j t −
l1+l2∑
j=1
κje
−tκ2j
 dt (3.21)
are holomorphic functions for Re s≫ 0. We note that
ζB2q,P−,L0
(s) =
l∑
j=1
τ−sj +H1(s),
ηBeven,P−,L0 (s) =
l1∑
j=1
κ−sj −
l1+l2∑
j=l1+1
(−κj)−s +H2(s). (3.22)
Then, (3.14) and (3.18) imply that ζB2q,P−,L0
(s) and ηBeven,P−,L0 (s) have regular values at s = 0. Similarly,
ζB2q,P+,L1
(s) and ηBeven,P+,L1 (s) have regular values at s = 0. We summarize the above arguments as
follows.
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Lemma 3.2. Let (M,Y, gM ) be a compact oriented Riemannian manifold with boundary Y and E →M
be a complex flat vector bundle satisfying the Assumption A. We assume that gM is a product metric
near Y . Then :
(1) For each q, ζB2q,P−,L0
(s) and ζB2q,P+,L1
(s) have regular values at s = 0 and hence the zeta-determinants
Det
(
B2q,P−,L0
)
and Det
(
B2q,P+,L1
)
are well-defined.
(2) ηBeven,P−,L0 (s) and ηBeven,P+,L1 (s) have regular values at s = 0.
(3) The zeta-determinants Det
(Beven,P−,L0 ) and Det (Beven,P+,L1 ) are well-defined.
For later use we define the eta invariant η(Beven,P−,L0 ) for Beven,P−,L0 as follows.
Definition 3.3. Let L+P−,L0 (L
−
P−,L0 ) and L
0
P−,L0 be the dimensions of the generalized eigenspaces cor-
responding to positive (negative) imaginary generalized eigenvalues and zero generalized eigenvalue of
Beven,P−,L0 , respectively. We define η(Beven,P−,L0 ) by
η(Beven,P−,L0 ) =
1
2
(
ηBeven,P−,L0 (0) + L
+
P−,L0 − L
−
P−,L0 + L
0
P−,L0
)
.
We define η(Beven,P+,L1 ) in the same way.
3.5. The value of zeta functions at s = 0. Before finishing this section we compute the values of the
zeta functions ζB2
q,P−,L0
/P+,L1
(s) at s = 0 for later use. Let L0,qP−,L0 and L
0,q
P+,L1 be the dimensions of the
generalized 0-eigenspaces of B2q,P−,L0 and B
2
q,P+,L1 , respectively. Then by (3.7) and (3.8) we have
ζB2q,P−,L0
(0) + L0,qP−,L0 = lims→0
1
Γ(s)
∫ 1
0
ts−1Tr e
−tB2q,P−,L0 dt
= lim
s→0
1
Γ(s)
∫ 1
0
ts−1
∫
M
TrQq(t, x, x) dvol(x)dt
= lim
s→0
1
Γ(s)
∫ 1
0
ts−1
∫
Y×[0,∞)
Tr Ecylq (t, (u, y), (u, y))ψ1(u) dvol(y)dudt, (3.23)
where in the last equality we used the fact that m = dim M˜ is odd. Moreover, (3.12) shows that
lim
s→0
1
Γ(s)
∫ 1
0
ts−1
∑
λ−q,k
e−tλ
−
q,k√
4πt
∫ ∞
0
ψ1(u)du +
∑
λ+q,k
e−tλ
+
q,k√
4πt
∫ ∞
0
ψ1(u)du
 dt
=
(
lim
s→0
1
Γ(s)
∫ 1
0
ts−
3
2
(
Tr e−tB
2
Y,q
)
dt
)(
1√
4π
∫ ∞
0
ψ1(u)du
)
= 0,
since Tr e−tB
2
Y,q has an asymptotic expansion of the form
∑∞
j=0 ajt
−m−12 +j . Similarly, we have
lim
s→0
1
Γ(s)
∫ 1
0
ts−1
 ∑
λ−q−1,k
e−tλ
−
q−1,k√
4πt
∫ ∞
0
ψ1(u)du +
∑
λ+q−1,k
e−tλ
+
q−1,k√
4πt
∫ ∞
0
ψ1(u)du
 dt = 0.
These two equalities with (3.12) and (3.23) lead to
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ζB2q,P−,L0
(0) + L0,qP−,L0 (3.24)
= lim
s→0
1
Γ(s)
∫ 1
0
ts−1 Tr
(
e−tB
2,+
Y,q − e−tB2,−Y,q + e−tB2,+Y,q−1 − e−tB2,−Y,q−1
)( 1√
4πt
∫ ∞
0
e−
u2
t ψ1(u)du
)
dt.
We denote
lq := dimΛ
q
0(Y,E|Y ), l−q := dimKq , l+q := dim(ΓY K)q, (3.25)
so that lq = l
−
q + l
+
q . Using the fact ζB2,−Y,q (s) = ζB2,+Y,q−1 (s) (cf. (3.2), (3.3)) and (3.24), we have
ζB2q,P−,L0
(0) + L0,qP−,L0
=
1
4
(
ζB2,+Y,q (0) + l
+
q − ζB2,−Y,q (0)− l
−
q + ζB2,+Y,q−1(0) + l
+
q−1 − ζB2,−Y,q−1(0)− l
−
q−1
)
=
1
4
(
ζB2,+Y,q (0)− ζB2,−Y,q−1 (0) + l
+
q − l−q + l+q−1 − l−q−1
)
. (3.26)
Similarly, we have
ζB2q,P+,L1
(0) + L0,qP+,L1 =
1
4
(
−ζB2,+Y,q (0) + ζB2,−Y,q−1 (0)− l
+
q + l
−
q − l+q−1 + l−q−1
)
. (3.27)
Summarizing the above argument, we have the following result.
Lemma 3.4.
ζB2q,P−,L0
(0) + L0,qP−,L0 =
1
4
(
ζB2,+Y,q (0)− ζB2,−Y,q−1 (0) + l
+
q − l−q + l+q−1 − l−q−1
)
= −
(
ζB2q,P+,L1
(0) + L0,qP+,L1
)
.
4. The graded zeta-determinant of the odd signature operator on a compact manifold
with boundary
4.1. The graded determinant of Beven,P−,L0 . In this section we are going to define the graded deter-
minant of Beven,P−,L0 and the refined analytic torsion under the Assumption I and II below. We begin
with the following definitions.
Definition 4.1. We define projections P˜0, P˜1 : Ω•(Y,E|Y )⊕Ω•(Y,E|Y )→ Ω•(Y,E|Y )⊕Ω•(Y,E|Y ) as
follows. For φ ∈ Ωq(M,E)
P˜0(φ|Y ) =
{
P−,L0(φ|Y ) if q is even
P+,L1(φ|Y ) if q is odd,
P˜1(φ|Y ) =
{
P+,L1(φ|Y ) if q is even
P−,L0(φ|Y ) if q is odd.
For each q we define
Ωq,∞P−,L0 (M,E) = {φ ∈ Ω
q(M,E) | P−,L0
((Blφ) |Y ) = 0, l = 0, 1, 2, · · · },
Ωq,∞P+,L1 (M,E) = {φ ∈ Ω
q(M,E) | P+,L1
((Blφ) |Y ) = 0, l = 0, 1, 2, · · · }. (4.1)
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Then by Lemma 2.7 we have the following cochain complexes
(Ω•,∞P˜0 (M,E), ∇) : 0 −→ Ω
0,∞
P−,L0 (M,E)
∇−→ Ω1,∞P+,L1 (M,E)
∇−→ · · · ∇−→ Ωm,∞P+,L1 (M,E) −→ 0, (4.2)
(Ω•,∞P˜1 (M,E), ∇) : 0 −→ Ω
0,∞
P+,L1 (M,E)
∇−→ Ω1,∞P−,L0 (M,E)
∇−→ · · · ∇−→ Ωm,∞P−,L0 (M,E) −→ 0.(4.3)
Recall that ∇′ is the dual connection of ∇ with respect to hE . Since ∇ and ∇′ are same on a collar
neighborhoodN of Y , Lemma 2.7 shows that Γ∇′Γ maps Ωq,∞P−,L0/P+,L1 (M,E) into Ω
q−1,∞
P+,L1/P−,L0 (M,E) .
This fact together with (2.28) and Lemma 2.9 leads to the following Hodge decomposition.
Ωq,∞P−,L0 (M,E) = Im∇⊕H
q
rel(M,E)⊕ ImΓ∇′Γ,
Ωq,∞P+,L1 (M,E) = Im∇⊕H
q
abs(M,E)⊕ ImΓ∇′Γ. (4.4)
This decomposition leads to the following result (cf. Lemma 2.9).
Lemma 4.2. The complexes (4.2) and (4.3) compute the following cohomologies.
HqP−,L0 (M,E)
∼= Hq(M,Y ; ρ), HqP+,L1 (M,E) ∼= H
q(M ; ρ).
Now we are going to discuss the refined analytic torsion for the cochain complex (4.2). The exact same
method works for the cochain complex (4.3). In this section we make the following two assumptions and
the general case will be discussed in Section 5.
Assumption I : The cochain complex (4.2) is acyclic.
Assumption II : B : Ω•,∞P˜0 (M,E)→ Ω
•,∞
P˜0 (M,E) is invertible.
For each q we define
Ωq,∞P˜0,−(M,E) = Ω
q,∞
P˜0 (M,E) ∩ ker∇, Ω
q,∞
P˜0,+(M,E) = Ω
q,∞
P˜0 (M,E) ∩ ker Γ∇Γ. (4.5)
Then the Assumption I and II imply (cf. Subsection 6.9 in [4]) that
Ωq,∞P˜0 (M,E) = Ω
q,∞
P˜0,−(M,E)⊕ Ω
q,∞
P˜0,+(M,E). (4.6)
We denote by
Ωeven,∞P˜0,± (M,E) =
r−1⊕
p=0
Ω2p,∞P−,L0 ,±(M,E), Ω
odd,∞
P˜0,± (M,E) =
r−1⊕
p=0
Ω2p+1,∞P+,L1 ,±(M,E). (4.7)
Then, B maps Ωeven / odd,∞P˜0,± (M,E) onto Ω
even / odd,∞
P˜0,± (M,E) and induces the following commutative dia-
gram.
Ωeven,∞P˜0,± (M,E)
B−−−−→ Ωeven,∞P˜0,± (M,E)
Γ
y yΓ
Ωodd,∞P˜1,∓ (M,E)
B−−−−→ Ωodd,∞P˜1,∓ (M,E)
(4.8)
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We note that the spectra of B defined on Ωeven,∞P−,L0 ,±(M,E) (Ω
odd,∞
P+,L1 ,±(M,E)) are equal to those of B
defined on Dom
(
B±even,P−,L0
) (
Dom
(
B±odd,P+,L1
))
and the spectra of B2 defined on Ωq,∞P˜0,±(M,E) are
equal to those of B2 defined on Dom
(
B2,±
q,P˜0
)
. From this observation we abuse notations a little bit so that
we write B or B2 defined on Ωeven,∞P−,L0 ,±(M,E), Ω
odd,∞
P+,L1 ,±(M,E), Ω
q,∞
P˜0,±(M,E) by B
±
even,P−,L0 , B
±
odd,P+,L1 ,
B2,±
q,P˜0 , respectively. The diagram (4.8) leads to the following result.
Lemma 4.3. (1) For each q, the zeta-determinants Det
(
B2,±q,P−,L0
)
and Det
(
B2,±q,P+,L1
)
are well-defined
and
Det
(
B2,+q,P−,L0
)
= Det
(
B2,−q+1,P+,L1
)
, Det
(
B2,−q,P−,L0
)
= Det
(
B2,+q−1,P+,L1
)
. (4.9)
(2) Recall that dimM = m = 2r − 1. If r is odd,
ηBeven,P−,L0 (s) = ηB+even,P−,L0
(s) = ηB+r−1,P−,L0
(s), ηB−even,P−,L0
(s) = 0,
ηBodd,P−,L0 (s) = ηB−odd,P−,L0
(s) = ηB−r,P−,L0
(s), ηB+
odd,P−,L0
(s) = 0. (4.10)
If r is even,
ηBeven,P−,L0 (s) = ηB−even,P−,L0
(s) = ηB−r,P−,L0
(s), ηB+even,P−,L0
(s) = 0,
ηBodd,P−,L0 (s) = ηB+odd,P−,L0
(s) = ηB+r−1,P−,L0
(s), ηB−odd,P−,L0
(s) = 0. (4.11)
Proof. The first assertion comes from Lemma 3.2. For the second assertion, we consider only B+even,P−,L0 .
Other cases are treated in the same way. We note that Beven maps Ωq+,P−,L0 (M,E)⊕Ω
m−q−1
+,P−,L0 (M,E) into
Ωq+(M,E)⊕Ωm−q−1+ (M,E). Let φ ∈ Ωq+,P−,L0 (M,E) and ψ ∈ Ω
m−q−1
+,P−,L0 (M,E). If φ+ψ is a generalized
eigensection of Beven with a generalized eigenvalue λ, then φ − ψ is a generalized eigensection of Beven
with a generalized eigenvalue −λ. This observation leads to the second assertion. 
Throughout this paper, for an elliptic differential operator D we mean by logDetθD the particular value
of the negative of the derivative of the zeta function at zero, i.e.
logDetθD := −
(
d
ds
ζD,θ(s)
)
|s=0.
The following result is straightforward.
Lemma 4.4.
logDetθ B+even,P−,L0 =
1
2
logDet2θ B2,+even,P−,L0 − iπη(B
+
even,P−,L0 ) +
iπ
2
ζB2,+even,P−,L0 ,2θ
(0).
If r is even with dimM = 2r − 1, then η(B+even,P−,L0 ) = 0. Similar statement holds for B
+
even,P+,L1 .
We now define the graded zeta-determinant of Beven with respect to P−,L0 and P+,L1 .
Definition 4.5. Under the Assumption I and II, we define the graded determinant Detgr,θ Beven,P−,L0
and Detgr,θ Beven,P+,L1 by
Detgr,θ Beven,P−,L0 =
Detθ B+even,P−,L0
Detθ(−B−even,P−,L0 )
, Detgr,θ Beven,P+,L1 =
Detθ B+even,P+,L1
Detθ(−B−even,P+,L1 )
.
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We introduce the notations B2
q,P˜0 and B
2
q,P˜1 defined by
B2
q,P˜0 =
{
B2q,P−,L0 for q even
B2q,P+,L1 for q odd,
B2
q,P˜1 =
{
B2q,P+,L1 for q even
B2q,P−,L0 for q odd.
(4.12)
Then simple computation shows that
logDetgr,θ(Beven,P−,L0 ) = logDetθ(B+even,P−,L0 )− logDetθ(−B
−
even,P−,L0 )
=
1
2
(
logDet2θ B2,+even,P−,L0 − logDet2θ B
2,−
even,P−,L0
)
+
πi
2
(
ζB2,+even,P−,L0
(0)− ζB2,−even,P−,L0
(0)
)
− iπ
(
η(B+even,P−,L0 ) + η(B
−
even,P−,L0 )
)
=
1
2
(
logDet2θ B2,+even,P−,L0 − logDet2θ B
2,+
odd,P+,L1
)
+
πi
2
(
ζB2,+even,P−,L0
(0)− ζB2,+
odd,P+,L1
(0)
)
− iπη(Beven,P−,L0 )
=
1
2
m∑
q=0
(−1)q+1 · q · logDet2θ B2q,P˜0 − iπη(Beven,P−,L0 ) +
πi
2
m∑
q=0
(−1)q+1 · q · ζB2
q,P˜0
(0). (4.13)
Similarly, we have
logDetgr,θ(Beven,P+,L1 ) =
1
2
m∑
q=0
(−1)q+1 · q · logDet2θ B2q,P˜1 − iπη(Beven,P+,L1 )
+
πi
2
m∑
q=0
(−1)q+1 · q · ζB2
q,P˜1
(0). (4.14)
The equations (4.13) and (4.14) with Lemma 3.4 lead to the following results.
Corollary 4.6. Putting l±q = dim kerB2,±Y,q , the following equalities hold under the Assumption I and II.
(1) logDetgr,θ(Beven,P−,L0 ) =
1
2
m∑
q=0
(−1)q+1 · q · logDet2θ B2q,P˜0 − iπ η(Beven,P−,L0 )
+
πi
2
(
1
4
m−1∑
q=0
ζB2Y,q (0) +
r−2∑
q=0
(r − 1− q)(l+q − l−q )
)
.
(2) logDetgr,θ(Beven,P+,L1 ) =
1
2
m∑
q=0
(−1)q+1 · q · logDet2θ B2q,P˜1 − iπ η(Beven,P+,L1 )
− πi
2
(
1
4
m−1∑
q=0
ζB2Y,q (0) +
r−2∑
q=0
(r − 1− q)(l+q − l−q )
)
.
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4.2. The metric dependency of the graded determinant of Beven,P−,L0 . In this subsection we
discuss the metric dependency of the graded determinant Detgr,θ Beven,P−,L0 . Let {gMv | −δ < v < δ},
δ > 0, be a family of Riemannian metrics on M such that each gMv is a product metric and does not
vary on [0, ǫ)× Y for fixed ǫ > 0. We denote by Beven(v) (B2q(v)) the (square of) odd signature operator
corresponding to gMv . In this subsection we assume that Beven(v) and B2q(v) have the same Agmon angles
θ and 2θ (−π2 < θ < 0) which does not depend on v.
Lemma 4.7. We assume that for each q, B2
q,P˜0(v) : Ω
q,∞
P˜0 (M,E)→ Ω
q,∞
P˜0 (M,E) is an invertible operator
and has the same Agmon angle 2θ. Then :
d
dv
m∑
q=0
(−1)q+1 · q · logDet2θ B2q,P˜0(v) = 0.
The same assertion holds for B2
q,P˜1(v).
Proof. The metric gMv varies only in the interior of the manifold, which shows that the boundary condition
does not change and the derivative of gv vanishes near the boundary. Since the argument of Lemma 9.9
in [4] (or in [28]) is purely local, verbatim repetition gives the proof. 
We next discuss the variation of the eta invariant η(Beven,P−,L0 (v)) for −δ < v < δ. We are going to
follow the arguments in [26]. We choose c > 0 such that (i) any generalized eigenvalue κ of Beven,P−,L0 (v)
with |κ| > c satisfies Re(κ2) > 0 and (ii) Beven,P−,L0 (v) does not have any generalized eigenvalues of
absolute value c for −δ0 < v < δ0, 0 < δ0 ≤ δ. Let K(v) be the subspace of Ω•(M,E) spanned by the
generalized eigenforms with generalized eigenvalues κ with |κ| ≤ c. Theorem 2.12 shows that K(v) is a
finite dimensional vector space with a constant dimension with respect to v for −δ0 < v < δ0. We denote
by Q(v) the spectral projection onto K(v) and denote P (v) = I−Q(v). Then Q(v) and P (v) are smooth
1-parameter families of projections. We define
η˜(s, v) =
1
Γ( s+12 )
∫ ∞
0
t
s−1
2 Tr
(
P (v)Beven(v)e−tBeven,P−,L0 (v)
2
)
dt.
For fixed v, ηBeven,P−,L0 (v)(s)− η˜(s, v) is an entire function of s and hence η˜(s, v) has a regular value at
s = 0. Moreover,
(
ηBeven,P−,L0 (v)(s)− η˜(s, v)
)
|s=0 does not depend on v modulo 2Z. To compute the
variation of η˜(s, v) we note that
∂
∂v
Tr
(
P (v)Beven(v)e−tBeven,P−,L0 (v)
2
)
= Tr
(
P˙ (v)Beven(v)e−tBeven,P−,L0 (v)
2
)
+ Tr
(
P (v)B˙even(v)e−tBeven,P−,L0 (v)
2
)
+ Tr
(
P (v)Beven(v) ∂
∂v
e
−tBeven,P−,L0 (v)
2
)
, (4.15)
where P˙ (v) and B˙even(v) denote the derivatives of P (v) and Beven(v) with respect to v. Since P˙ (v) =
−Q˙(v), P (v)Q(v) = 0, P˙ (v) = P˙ (v)P (v) + P (v)P˙ (v), Q˙(v) = Q˙(v)Q(v) + Q(v)Q˙(v) and Beven(v)
commutes with P (v) and Q(v), we have
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Tr
(
P˙ (v)Beven(v)e−tBeven,P−,L0 (v)
2
)
= 2 Tr
(
P˙ (v)Beven(v)e−tBeven,P−,L0 (v)
2
P (v)
)
= − 2 Tr
(
Q˙(v)Beven(v)e−tBeven,P−,L0 (v)
2
P (v)
)
= − 2 Tr
(
Q˙(v)Q(v)Beven(v)e−tBeven,P−,L0 (v)
2
P (v)
)
− 2 Tr
(
Q(v)Q˙(v)Beven(v)e−tBeven,P−,L0 (v)
2
P (v)
)
= 0. (4.16)
The following formula is well-known (cf. [26]).
∂
∂v
e
−tBeven,P−,L0 (v)
2
= −
∫ t
0
e
−(t−r)Beven,P−,L0 (v)
2
(B˙even(v)Beven(v) + Beven(v)B˙even(v))e−rBeven,P−,L0 (v)
2
dr. (4.17)
Hence, we have
∂
∂v
Tr
(
P (v)Beven(v)e−tBeven,P−,L0 (v)
2
)
= (1 + 2t
d
dt
)Tr
(
P (v)B˙even(v)e−tBeven,P−,L0 (v)
2
)
, (4.18)
which leads to
∂
∂v
η˜(s, v) = − s
Γ( s+12 )
∫ ∞
0
t
s−1
2 Tr
(
P (v)B˙even(v)e−tBeven,P−,L0 (v)
2
)
dt. (4.19)
By the same way as in Section 3, there exists an asymptotic expansion for t→ 0+
Tr
(
P (v)B˙even(v)e−tBeven,P−,L0 (v)
2
)
∼
∞∑
j=0
c˜j(v)t
−m+1−j2 , (4.20)
which shows that ∂∂v η˜(s, v) has a regular value at s = 0 and
∂
∂v
η˜(s, v)|s=0 = −2c˜m(v)√
π
. (4.21)
Setting
Tr
(
B˙even(v)e−tBeven,P−,L0 (v)
2
)
∼
∞∑
j=0
cj(v)t
−m+1−j2 , (4.22)
we have c˜j(v) = cj(v) for 0 ≤ j ≤ m. Hence we have the following result.
Lemma 4.8. Let Beven,P−,L0 (v) be a smooth 1-parameter family of odd signature operators which does
not vary near the boundary and have the same Agmon angle θ (−π2 < θ < 0). Then :
∂
∂v
η(Beven,P−,L0 (v)) = −
cm(v)√
π
(mod Z),
where cm(v) is the coefficient of t
− 12 in (4.22).
To cancel the metric dependence of the eta invariant we consider the following odd signature operator
Btrivialeven,P−,L0 (v) : Ω
even,∞
P−,L0 (M,C)→ Ω
even,∞
P−,L0 (M,C) obtained by the trivial connection ∇
trivial on the trivial
line bundle M ×C→M with respect to the metric gv, −δ < v < δ. Since Btrivialeven,P−,L0 (v) is a self-adjoint
operator, we define the eta invariant η(Btrivialeven,P−,L0 (v)) for B
trivial
even,P−,L0 (v) by
η(Btrivialeven,P−,L0 (v)) =
1
2
(
ηBtrivialeven,P−,L0 (v)
(0) + dimkerBtrivialeven,P−,L0 (v)
)
. (4.23)
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Lemma 2.9 shows that dimkerBtrivialeven,P−,L0 (v) is a topological invariant and hence it does not depend on
the metric gMv . Lemma 4.8 implies that
rank(E) · d
dv
η(Btrivialeven,P−,L0 (v)) =
1
2
rank(E) · d
dv
(
ηBtrivialeven,P−,L0 (v)
(0)
)
= − rank(E) · c
trivial
m (v)√
π
,
where ctrivialm (v) is the coefficient of t
− 12 in (4.22) for Btrivialeven,P−,L0 (v). Since B˙evenP−,L0 (v) vanishes near
the boundary, the asymptotic expansion (4.22) is determined completely by the interior data (cf. Section
3). Since the coefficients cm(v) and c
trivial
m (v) are given locally, we have cm(v) = rank(E) · ctrivialm (v) and
hence we have the following corollary.
Corollary 4.9.
η(Beven,P−,L0 )− rank(E) ·
1
2
ηBtrivialeven,P−,L0
(0)
is invariant on modulo Z under the change of metrics in the interior of M .
Now we are ready to define the refined analytic torsion on a compact manifold with boundary when
∇ satisfies the Assumption I and II.
Definition 4.10. Let (M,Y, gM ) be a compact Riemannian manifold with boundary Y , where gM is
a product metric near the boundary. We denote by E the complex flat bundle with the flat connection
∇ associated to the representation ρ : π1(M) → GL(n,C). We assume the Assumption A made in
Subsection 2.3. We also assume that ∇ satisfies the Assumption I and II. We choose an angle θ with
−π2 < θ < 0 such that θ is an Agmon angle for Beven,P−,L0 and 2θ for each B2q,P−,L0 . Then we define the
refined analytic torsion TP−,L0 (g
M ,∇) by
TP−,L0 (g
M ,∇) = Detgr,θ Beven,P−,L0 · e
πi
2 (rankE)·ηBtrivial
even,P−,L0
(0)
.
Similarly, we define TP+,L1 (g
M ,∇) by
TP+,L1 (g
M ,∇) = Detgr,θ Beven,P+,L1 · e
πi
2 (rankE)·ηBtrivial
even,P+,L1
(0)
.
Theorem 4.11. We assume the same assumptions as in Definition 4.10. Then the refined analytic
torsion TP−,L0 (g
M ,∇) and TP+,L1 (gM ,∇) are independent of the choice of Agmon angles and invariant
under the change of metrics among metrics which satisfy the Assumption I and II and are fixed as a
product metric on some collar neighborhood of Y .
Proof. The independence of the choice of the Agmon angles follows from the argument in the Subsection
3.10 in [4]. Let {gMv | −δ < v < δ} be a family of metrics satisfying the Assumption I and II and
gMv = g
M
0 (= g
M ) on some collar neighborhood of Y . Corollary 4.6, Lemma 4.7 and Corollary 4.9 imply
that TP−,L0 (g
M
v ,∇) and TP+,L1 (gMv ,∇) are invariant up to modulo Z. Lemma 2.9 shows that the dimen-
sions of kerBtrivialeven,P−,L0 (v) and kerB
trivial
even,P+,L1 (v) are topological invariants. Hence ηBtrivialeven,P−,L0 (g
M
v )
(0) and
ηBtrivialeven,P+,L1 (g
M
v )
(0) are continuous with respect to v and have no integer jump. Since Detgr,θ Beven,P−,L0 (v)
and Detgr,θ Beven,P+,L1 (v) are continuous with respect to v, the result follows. 
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Remark : Corollary 4.6 and Theorem 4.12 below imply that both TP−,L0 (g
M ,∇) and TP+,L1 (gM ,∇) may
depend on a metric on the boundary Y .
4.3. The case of an acyclic Hermitian connection. Before finishing this section we include some
results obtained in [19] and [20]. Here we assume that ∇ is a Hermitian connection i.e. ∇ = ∇′. The
following result was obtained in Theorem 3.11 in [20] and Theorem 2.12 in [19].
Theorem 4.12. Let (M,Y, gM ) be a compact Riemannian manifold with boundary Y and gM be a product
metric near Y . We assume that ∇ is a Hermitian connection. Then :
(1)
m∑
q=0
(−1)q+1q ·
(
logDetB2
q,P˜0 + logDetB
2
q,P˜1
)
=
m∑
q=0
(−1)q+1q · (logDetB2q,rel + logDetB2q,abs) .
Moreover, if Hq(M ;E) = Hq(M,Y ;E) = {0} for each 0 ≤ q ≤ m, then :
(2)
m∑
q=0
(−1)q+1 · q · log Det2θ B2q,P˜0 =
m∑
q=0
(−1)q+1 · q · logDet2θ B2q,rel +
1
4
m−1∑
q=0
logDet2θ B2Y,q
(3)
m∑
q=0
(−1)q+1 · q · log Det2θ B2q,P˜1 =
m∑
q=0
(−1)q+1 · q · logDet2θ B2q,rel −
1
4
m−1∑
q=0
logDet2θ B2Y,q
We denote by (Ωeven(M,E)|Y )∗ the orthogonal complement of
( Heven(Y,E|Y )
Hodd(Y,E|Y )
)
in (Ωeven(M,E)|Y ),
i.e.
Ωeven(M,E)|Y = (Ωeven(M,E)|Y )∗ ⊕
( Heven(Y,E|Y )
Hodd(Y,E|Y )
)
,
and denote by P∗ the orthogonal projection onto (Ωeven(M,E)|Y )∗. We define one parameter families of
orthogonal projections P˜−(θ), P˜+(θ) : Ωeven(M,E)|Y → Ωeven(M,E)|Y by
P˜−(θ) = Π> cos θ + P− sin θ + 1
2
(1 − cos θ − sin θ)P∗ + PL0 ,
P˜+(θ) = Π> cos θ + P+ sin θ + 1
2
(1 − cos θ − sin θ)P∗ + PL1 , (0 ≤ θ ≤
π
2
),
where Π> is an orthogonal projection onto the positive eigenspace of A (cf. (2.8)), Li (i = 0, 1) are
chosen by (2.15), (2.16) and (2.17), and PLi are orthogonal projections onto Li. P˜−(θ) (P˜+(θ)) is a
smooth curve of orthogonal projections connecting P−,L0 (P+,L1) and Π>,L0 (Π>,L1). We denote the
Caldero´n projector for B by CM . We also denote the spectral flow for (BP˜±(θ))θ∈[0,π2 ] and Maslov index for
(P˜±(θ), CM )θ∈[0,π2 ] by SF(BP˜±(θ))θ∈[0,π2 ] and Mas(P˜±(θ), CM )θ∈[0,π2 ]. We refer to [2], [21] and [27] for
the definitions of the Caldero´n projector, the spectral flow and Maslov index. We obtained the following
result in Theorem 3.12 in [19].
Theorem 4.13. Let (M,Y, gM ) be a compact Riemannian manifold with boundary Y and gM be a product
metric near Y . We assume that ∇ is a Hermitian connection. Then :
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(1) η(BP−,L0 )− η(BΠ>,L0 ) = SF(BP˜−(θ))θ∈[0,π2 ] = Mas(P˜−(θ), CM )θ∈[0,π2 ].
(2) η(BP+,L1 )− η(BΠ>,L1 ) = SF(BP˜+(θ))θ∈[0,π2 ] = Mas(P˜+(θ), CM )θ∈[0,π2 ].
Using Theorem 4.12 and Theorem 4.13 together with results in [7], [24], [6], [21], we obtained the gluing
formula of the refined analytic torsion as follows (Theorem 4.3 in [19]).
Theorem 4.14. Let (M˜, gM˜ ) be a closed Riemannian manifold of dimension m = 2r − 1 and Y be a
hypersurface so that M˜ = M1 ∪Y M2. We assume that gM˜ is a product metric near Y and for each
0 ≤ q ≤ m, i = 1, 2, Hq(M˜, E˜) = Hq(Mi, Y ;Ei) = Hq(Mi;Ei) = 0, where Ei = E˜|Mi . Then for a
Hermitian connection ∇, we have
T
M˜
(gM˜ ,∇) = TM1,P+(gM1 ,∇) · TM2,P−(gM2 ,∇).
5. The refined analytic torsion as an element of a determinant line
In this section we are going to define the refined analytic torsion without assuming the Assumption I
and II in Subsection 4.1. For this purpose we begin with the cochain complex (4.2). We can define the
refined analytic torsion for the complex (4.3) in the same way.
5.1. Decomposition of the complex and the graded determinant. For λ ≥ 0 we define a spectral
projection ΠB2
P˜0
,[0,λ] : Ω
•,∞
P˜0 (M,E)→ Ω
•,∞
P˜0 (M,E) onto the generalized eigenspace of B
2
P˜0 corresponding
to generalized eigenvalues in { z ∈ C : |z| ≤ λ } by
ΠB2
P˜0
,[0,λ] =
i
2π
∫
|z|=λ+ǫ
(B2P˜0 − z )−1 dz,
where ǫ > 0 is small enough so that there are no generalized eigenvalues of B2P˜0 whose absolute values
are in the interval (λ, λ + ǫ]. We note that ΠB2
P˜0
,[0,λ] commutes with B2P˜0 and ImΠB2P˜0 ,[0,λ] is a finite
dimensional vector space. Putting
Ω•,∞P˜0,[0,λ](M,E) := ΠB
2
P˜0
,[0,λ]
(
Ω•,∞P˜0 (M,E)
)
, Ω•,∞P˜0,(λ,∞)(M,E) :=
(
Id−ΠB2
P˜0
,[0,λ]
)(
Ω•,∞P˜0 (M,E)
)
,
we have
Ω•,∞P˜0 (M,E) = Ω
•,∞
P˜0,[0,λ](M,E) ⊕ Ω
•,∞
P˜0,(λ,∞)(M,E). (5.1)
Let I be either [0, λ] or (λ,∞). Since ∇ commutes with B2P˜0 , ∇ commutes with ΠB2P˜0 ,[0,λ] and hence
(Ω•,∞P˜0,I(M,E),∇) is a subcomplex of (Ω
•,∞
P˜0 (M,E),∇). Similarly, Γ acts on (Ω
•,∞
P˜0,I(M,E),∇). We
denote by H•P˜0(M,E) and H
•
P˜0,[0,λ](M,E) the cohomologies of the complexes
(
Ω•,∞P˜0 (M,E),∇
)
and(
Ω•,∞P˜0,[0,λ](M,E),∇[0,λ]
)
, respectively, where ∇[0,λ] := ∇|Ω•
P˜0,[0,λ]
(M,E). Then, we have the following
lemma. Since the proof is similar to the proof of [25, Proposition 3] or [31, Proposition 2.2], we skip the
details.
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Lemma 5.1. For each λ ≥ 0, the complex (Ω•,∞P˜0,(λ,∞)(M,E),∇) is acyclic and
H•P˜0(M,E)
∼= H•P˜0,[0,λ](M,E).
In particular, the inclusion (Ω•,∞P˜0,[0,λ](M,E),∇) →֒ (Ω
•,∞
P˜0 (M,E),∇) induces an isomorphism in coho-
mology and
HqP˜0(M,E) =
{
Hq(M,Y ; ρ) if q is even
Hq(M ; ρ) if q is odd.
Setting
Ωq,−,∞P˜0,(λ,∞)(M,E) := ker∇∩ Ω
q,∞
P˜0,(λ,∞)(M,E), Ω
q,+,∞
P˜0,(λ,∞)(M,E) := ker(Γ∇Γ) ∩ Ω
q,∞
P˜0,(λ,∞)(M,E),
we have
Ωq,∞P˜0,(λ,∞)(M,E) = Ω
q,−,∞
P˜0,(λ,∞)(M,E)⊕ Ω
q,+,∞
P˜0,(λ,∞)(M,E). (5.2)
We denote by B2,I
q,P˜0 , B
I
even,P−,L0 and B
±,(λ,∞)
even,P−,L0 the restriction of B
2, Beven and Beven,P−,L0 to Ωq,∞P˜0,I(M,E),
Ωeven,∞P−,L0 ,I(M,E) and Ω
even,±,∞
P−,L0 ,(λ,∞)(M,E). Then we have the following direct sum decomposition
B(λ,∞)even,P−,L0 = B
−,(λ,∞)
even,P−,L0 ⊕ B
+,(λ,∞)
even,P−,L0 . (5.3)
Definition 5.2. Let θ ∈ (−π2 , 0) be an Agmon angle for B(λ,∞)even,P−,L0 . Then the graded determinant
associated to B(λ,∞)
even,P˜0 and θ is defined by
Detgr,θ(B(λ,∞)even,P−,L0 ) :=
Detθ(B+,(λ,∞)even,P−,L0 )
Detθ(−B−,(λ,∞)even,P−,L0 )
. (5.4)
We define the graded determinant Detgr,θ(B(λ,∞)even,P+,L1 ) in the same way.
5.2. The canonical element of the determinant line. In this subsection we briefly review the refined
torsion for a finite complex. We refer to [5] for more details. Let (C•, ∂,Γ) be a finite complex consisting
of finite dimensional vector spaces as follows.
(C•, ∂, Γ) : 0 −→ C0 ∂−→ C1 ∂−→ · · · ∂−→ Cm−1 ∂−→ Cm −→ 0.
Here Γ : C• → C• is an involution satisfying Γ(Cq) = Cm−q for 0 ≤ q ≤ m. We call Γ a chirality
operator. We define the determinant line of (C•, ∂,Γ) by
Det(C•) =
m⊗
q=0
Det(Cq)(−1)
q
, m = 2r − 1, (5.5)
where Det(Cq) is the top exterior power of Cq and Det(C•)(−1) := Hom
(
Det(C•),C
)
. We define the
canonical element cΓ of Det(C
•) as follows. We first extend the chirality operator Γ : C• → C• to
determinant lines and choose arbitrary non-zero elements cq ∈ Det(Cq). Then we define cΓ by
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cΓ := (−1)R(C•) · c0 ⊗ c−11 ⊗ · · · ⊗ c(−1)
r−1
r−1 ⊗
(Γcr−1)(−1)
r ⊗ (Γcr−2)(−1)r−1 ⊗ · · · · · · ⊗ (Γc1)⊗ (Γc0)(−1) ∈ Det(C•), (5.6)
where (−1)R(C•) is a normalization factor defined by (cf. (4-2) in [5])
R(C•) = 1
2
r−1∑
q=0
dimCq · (dimCq + (−1)r+q) ,
and c−1 ∈ Det(Cq)−1 is the unique dual element of c ∈ Det(Cq) such that c−1(c) = 1. We denote by
H•(∂) the cohomology of the complex (C•, ∂). Then there is a standard isomorphism
φC• : Det(C
•)→ Det(H•(∂)).
We refer to Subsection 2.4 in [5] for the definition of the isomorphism φC• . The refined torsion of the
pair (C•,Γ) is the element ρΓ in Det(H•(∂)) defined by
ρΓ = ρC•,Γ := φC•(cΓ) ∈ Det(H•(∂)). (5.7)
Denote by ρP˜0,[0,λ] the refined torsion of the complex
(
Ω•P˜0,[0,λ](M,E),∇[0,λ]
)
. Then we have the
following lemma (cf. Proposition 7.8 in [5] and Proposition 3.18 in [34]).
Definition 5.3. Let θ ∈ (−π2 , 0) be an Agmon angle for the operator B(λ,∞)even,P˜0 . We define
ρ(P˜0,∇, gM ) := Detgr,θ(B(λ,∞)even,P˜0) · ρP˜0,[0,λ] ∈ Det
(
H•P˜0(M,E)
)
. (5.8)
Lemma 5.4. ρ(P˜0,∇, gM ) is independent of the choice of λ ≥ 0 and choice of Agmon angle θ ∈ (−π2 , 0)
for the operator B(λ,∞)P˜0 .
Proof. For 0 ≤ λ < µ we have
Detgr,θ(B(λ,∞)even,P˜0) = Detgr,θ(B
(λ,µ]
even,P˜0) ·Detgr,θ(B
(µ,∞)
even,P˜0).
Further, Proposition 5.10 in [5] shows that
ρP˜0,[0,µ] = Detgr,θ(B
(λ,µ]
even,P˜0) · ρP˜0,[0,λ].
These two equalities show that (5.8) is independent of the choice of λ ≥ 0. If θ, θ′ ∈ (−π2 , 0) are both
Agmon angles for B(λ,∞)
even,P˜0 , Theorem 2.12 shows that there are only finitely many eigenvalues of B
(λ,∞)
even,P˜0
in the solid angle between θ and θ′ and hence the independence of the Agmon angles follows from the
argument in the Subsection 3.10 in [4]. 
Remark : Since different Hermitian metrics give rise to equivalent L2-norms over compact manifolds, the
domain of BP˜0 is independent of the choice of the Hermitian metric hE . Moreover, since the definition
of BP˜0 does not use the Hermitian structure, ρ(P˜0,∇, gM ) is independent of the choice of the Hermitian
metric hE (cf. p.2004 in [34]).
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We recall the Definition 3.3 for the eta invariants η(B[0,λ]
even,P˜0), η(B
(λ,∞)
even,P˜0). Then
η(Beven,P˜0) = η(B
[0,λ]
even,P˜0) + η(B
(λ,∞)
even,P˜0).
We next define ξλ,P˜0(∇, gM ) and Lq,λ,P˜0 by
ξλ,P˜0(∇, gM ) := −
1
2
m∑
q=0
(−1)q+1 · q · d
ds
∣∣
s=0
ζB2,(λ,∞)
q,P˜0
(s),
Lq,λ,P˜0 := dimΩ
q
P˜0,(0,λ](M,E).
The following lemma is analogous to Corollary 4.6.
Lemma 5.5. Recall that L0,qP˜0 the dimension of 0-generalized eigenspace of B
2
q,P˜0 . Then :
ρ(P˜0,∇, gM ) = ρP˜0,[0,λ] · e
ξλ,P˜0
(∇,gM ) · e−iπη(B
(λ,∞)
even,P˜0
) ·
e
πi
2
(
−∑mq=0(−1)q+1·q·Lq,λ,P˜0 −
∑m
q=0(−1)q+1·q·L0,qP˜0 +
1
4
∑m−1
q=0 ζB2
Y,q
(0) +
∑r−2
q=0(r−1−q)(l+q −l−q )
)
.
Proof. It’s enough to compute logDetgr,θ(B(λ,∞)even,P˜0). The computation similar to (4.13) shows that
logDetgr,θ(B(λ,∞)even,P−,L0 ) = logDetθ(B
+,(λ,∞)
even,P−,L0 )− logDetθ(−B
−,(λ,∞)
even,P−,L0 )
=
1
2
m∑
q=0
(−1)q+1 · q · logDet2θ B2,(λ,∞)q,P˜0 +
πi
2
m∑
q=0
(−1)q+1 · q · ζB2,(λ,∞)
q,P˜0
(0)
−πi
2
(
ηB(λ,∞)even,P−,L0
(0) + L
+,(λ,∞)
P−,L0 − L
−,(λ,∞)
P−,L0
)
= ξλ,P˜0(∇, gM )− iπη(B
(λ,∞)
even,P˜0) +
πi
2
m∑
q=0
(−1)q+1 · q · ζB2,(λ,∞)
q,P˜0
(0).
Using the fact ζB2,(λ,∞)
q,P˜0
(0) = ζB2
q,P˜0
(0)− Lq,λ,P˜0 and Lemma 3.4, the result follows. 
Finally, we define the refined analytic torsion as an element of a determinant line as follows.
Definition 5.6. We assume the same assumptions as in Definition 4.10 except the Assumption I and II
in Subsection 4.1. We define the refined analytic torsions ρan,P˜0(g
M ,∇) and ρan,P˜1(gM ,∇) by
ρan,P˜0(g
M ,∇) := ρ(P˜0,∇, gM ) · exp
{
iπ
2
(rankE)ηBtrivialeven,P−,L0 (g
M )(0)
}
∈ Det
(
H•P˜0(M,E)
)
,
ρan,P˜1(g
M ,∇) := ρ(P˜1,∇, gM ) · exp
{
iπ
2
(rankE)ηBtrivialeven,P+,L1 (g
M )(0)
}
∈ Det
(
H•P˜1(M,E)
)
.
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5.3. The metric dependency of the refined analytic torsion. In this subsection we discuss the
metric dependency of ρ(P˜0,∇, gM ). We suppose that {gMv | −δ < v < δ}, δ > 0, is a family of
Riemannian metrics on M such that each gMv is a product one and does not vary on [0, ǫ)× Y for some
fixed ǫ > 0. We denote by Γv and BP˜0(v) = BP˜0(∇, gMv ) the chirality operator and the odd signature
operator corresponding to gMv . We define Beven,P˜0(v), B
[0,λ]
even,P˜0(v) and B
(λ,∞)
even,P˜0(v) in similar ways. Then
we get the associated refined torsion ρP˜,[0,λ](v) of the complex (Ω
•,∞
P˜0,[0,λ],gMv
(M,E),∇[0,λ]) (cf. (5.7)) and
we denote by ρ(v) = ρ(P˜0,∇, gMv ) the canonical element defined in (5.8). Then we have the following
lemma, whose proof is a verbatim repetition of Lemma 9.2 in [5] (cf. Proposition 4.5 in [34]).
Lemma 5.7. We choose λ and δ˜0 ( 0 < δ˜0 ≤ δ ) so that B2P˜0(v) does not have any generalized eigenvalues
whose absolute values are equal to λ for −δ˜0 < v < δ˜0. Then the product
eξλ,P˜0 (∇, g
M
v ) · ρP˜0,[0,λ](v) ∈ Det
(
H•P˜0(M,E)
)
is independent of v ∈ (−δ˜0, δ˜0).
Let Btrivialeven,P−,L0 (v) be the odd signature operator induced from ∇
trivial and the Riemannian metric gMv
(cf. (4.23)). Then we have the following result.
Lemma 5.8. For large enough λ ∈ R,
η(B(λ,∞)even,P−,L0 (v)) −
1
2
rank(E) ηBtrivialeven,P−,L0 (v)
(0) (5.9)
is independent of v ∈ (−δ, δ).
Proof. From the definition of η(B[0,λ]even,P−,L0 (v)) and η(B
[0,λ],trivial
even,P−,L0 (v)) (cf. Definition 3.3), it is straight-
forward that η(B[0,λ]even,P−,L0 (v)) and η(B
[0,λ],trivial
even,P−,L0 (v)) are, on modulo Z, independent of v. Since
η(Beven,P−,L0 (v)) = η(B
[0,λ]
even,P−,L0 (v)) + η(B
(λ,∞)
even,P−,L0 (v)),
η(Btrivialeven,P−,L0 (v)) = η(B
[0,λ],trivial
even,P−,L0 (v)) + η(B
(λ,∞),trivial
even,P−,L0 (v)),
Corollary 4.9 implies that (5.9) is independent of v ∈ (−δ, δ) modulo Z. Theorem 2.12 shows that B(λ,∞)
has no zero eigenvalue nor pure imaginary eigenvalues for large enough λ ∈ R and Lemma 2.9 shows that
dimkerBtrivialeven,P−,L0 (v) is a topological invariant and hence independent of v. These facts show that both
η(B(λ,∞)even,P−,L0 (v)) and ηBtrivialeven,P−,L0 (v)(0) are continuous with respect to v and have no integer jump, which
completes the proof of the lemma. 
Summarizing the above argument, we obtain the following result.
Theorem 5.9. We assume the same assumptions as in Definition 5.6. Then the refined analytic torsions
ρan,P˜0(g
M ,∇) and ρan,P˜1(gM ,∇) are independent of the choice of the Agmon angles and invariant under
the change of metrics in the interior of M .
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5.4. Ray-Singer norm on the determinant line of cohomologies in case of Hermitian con-
nections. In this subsection we discuss briefly the Ray-Singer norm on the determinant line of the
cohomologies only when ∇ is a Hermitian connection. In this case B2P˜0 is a non-negative self-adjoint
operator and hence we take −π as an Agmon angle. For λ ≥ 0 the cohomologies of Ω•,∞P˜0,[0,λ](M,E) is nat-
urally isomorphic to H•P˜0(M,E) (Lemma 5.1). We define the determinant lines Det
(
Ω•,∞P˜0,[0,λ](M,E)
)
and
Det
(
H•P˜0(M,E)
)
as in (5.5). Then Det
(
Ω•,∞P˜0,[0,λ](M,E)
)
is naturally isomorphic to Det
(
H•P˜0(M,E)
)
and we denote this natural isomorphism by φλ, i.e.
φλ : Det
(
Ω•,∞P˜0,[0,λ](M,E)
)
→ Det
(
H•P˜0(M,E)
)
. (5.10)
The scalar product 〈 , 〉M on Ω•,∞P˜0,[0,λ](M,E) defined by g
E and hE induces a scalar product on
Det
(
Ω•,∞P˜0,[0,λ](M,E)
)
. Let ‖ · ‖λ denote the metric on Det
(
H•P˜0(M,E)
)
such that the isomorphism
(5.10) is an isometry. We define the Ray-Singer norm on Det
(
H•P˜0(M,E)
)
by
‖ · ‖RSDet(H•
P˜0
(M,E)) := ‖ · ‖λ · TRS(λ,∞)(∇), (5.11)
where TRS(λ,∞)(∇) is defined by
TRS(λ,∞)(∇) := exp
{
1
2
m∑
q=0
(−1)qq · logDet−π
(
B2q |(Ωq,∞
P˜0,(λ,∞)
(M,E))
)}
=
1
e
ξ
λ,P˜0
(∇,gM ) . (5.12)
The definition (5.11) does not depend on the choice of λ. Since Γ is a unitary self-adjoint operator with
respect to the scalar product 〈 , 〉M , we have ‖ ρP˜0,[0,λ] ‖λ= 1 (cf. Lemma 4.5 in [5] and Theorem 6.2 in
[34]) and hence
‖ ρan,P˜0(∇) ‖RSDet(H•
P˜0
(M,E)) = 1.
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