This article gives an existence theory for weak solutions of second order non-elliptic linear Dirichlet problems of the form
The principal part ξ ′ P (x)ξ of the above equation is assumed to be comparable to a quadratic form Q(x, ξ) = ξ ′ Q(x)ξ that may vanish for non-zero ξ ∈ R n . This is achieved using techniques of functional analysis applied to the degenerate Sobolev spaces QH 1 (Θ) = W 1,2 (Ω, Q)
and QH 1 0 (Θ) = W 1,2 0 (Θ, Q) as defined in [R1] , [SW2] , [MRW] and [CRW] . In [SW1] , with generalizations in [SW2] , the authors give a regularity theory for a subset of the class of equations dealt with here.
Notation
This work will use the basic notation of [SW1] and some of it is recalled now. Given two subsets Θ, Ω of R n , the notation Θ ⋐ Ω indicates that Θ ⊂ Ω with Θ ⊂ Ω. Unless otherwise specified, vectors are always viewed as column vectors. Given a vector ξ ∈ R n , we denote its transpose by ξ ′ . A vector valued function will always be indicated using bold faced characters except when speaking of the gradient, ∇f , of a function f . When two vector valued functions H, G are written as a product HG, this denotes the standard dot product of H with G.
Given a measurable subset E ⊂ R n , |E| denotes its Lebesgue measure. For N ∈ N, 1 ≤ p < ∞ [L p (E) ] N denotes the classical N -dimensional Lebesgue space L p (E) × · · · × L p (E) with norm ||f || L p (E) = ||(f 1 , ..., f N )|| [L p (E) 
Note that the form of the norm on the right is taken in context with regard to the function f inserted on the left.
Objects of the form T (x) = n i=1 t i (x) ∂ ∂x i are called vectorfields. The formal adjoint of T (x) is denoted by T ′ (x), that is T ′ (x) is defined by T ′ (x)u = −Div(t(x)u) where t(x) = (t 1 (x), ..., t n (x)).
Given an N -tuple T = (T 1 (x), ..., T N (x)) of vectorfields T i (x) and an R N -valued function g = (g 1 , ..., g N ), Tg denotes the dot product of T with g. That is,
where t i,j (x) is the j th coefficient of T i (x). Similarly, we have
Lastly, given an R N -valued function H = (h 1 (x), . . . , h N (x)) and a real valued function u(x), a term of the form HTu denotes
Again, an analogous formula to (1.3) holds for terms of the form T ′ Hu.
Introduction
[SW1] and [SW2] give a regularity theory for weak solutions of second order linear subelliptic equations under the hypothesis of local Poincaré/Sobolev type inequalities in the presence of a homogeneous space structure. This paper gives an existence theory for weak solutions to Dirichlet problems involving second order linear non-elliptic equations of a class containing many of those studied in [SW1] / [SW2] . Local boundedness estimates and a treatment of Neümann boundary value problems for equations in this class will appear in a sequel.
Let Ω ⊂ R n be open and bounded and Θ ⊂ Ω. Throughout this paper Q(x) denotes a bounded measurable non-negative definite symmetric matrix defined on Ω × R n and Q(x, ξ) = ξ ′ Q(x)ξ is its related quadratic form. That is, Q is a measurable symmetric quadratic form in Ω satisfying (i) 0 ≤ Q(x, ξ) for all ξ ∈ R n and a.e. x ∈ Ω. Note that Q(x, ξ) may vanish for non-zero
(ii) There is a C 0 > 0 so that Q(x, ξ) ≤ C 0 |ξ| 2 for all ξ ∈ R n and a.e. x ∈ Ω.
In what follows, this quadratic form Q will be referred to as a bounded measurable non-negative definite symmetric quadratic form in Ω.
The focus of this paper is the existence of weak solutions to Dirichlet problems related to linear equations with rough coefficients of the form
Here, P (x) is an n × n bounded measurable non-negative definite symmetric matrix with related quadratic form ξ ′ P (x)ξ comparable to Q(x, ξ) in Θ. That is, there are constants c 1 , C 1 > 0 so that
for all ξ ∈ R n and a.e. x ∈ Θ. The coefficient functions H, G are, for some N ∈ N, R Nvalued measurable functions in Θ and F is a real valued measurable function defined in Θ. These coefficient functions will belong to Lebesgue spaces whose orders are related to the gain in a given Sobolev inequality, see (2.10) below. The data functions f, g are, for some K ∈ N, L 2 (Θ) and [L 2 (Θ) ] K functions respectively. R, S are N -tuples and T a K-tuple of first order vectorfields assumed to be subunit with respect to the quadratic form Q. As can be seen in [R2] and [SW1] , a first order vectorfield
is said to be subunit with respect to the quadratic form Q on Θ if and only if v j is defined and measurable in Θ for each 1 ≤ j ≤ n and
for all ξ ∈ R n and a.e. x ∈ Θ. Note that for a function w ∈ Lip(Θ), V (x)w(x) = v(x) · ∇w(x) for almost every x ∈ Θ and (2.3) gives
As in the elliptic case presented in [GT] , a negativity condition for the lower order terms G, S and F of X will be required. That is, it will be assumed that
Remark 2.1. As will be seen below in the proof of Theorem 2.10, condition (2.4) is the key property that allows the application of the Fredholm Alternative enabling one to conclude existence of weak solutions. This can also be seen in the elliptic case. For example, setting G = H = 0, g = 0, F = c for a fixed constant c and P (x) = Id, equation (2.1) becomes the elliptic equation
Here, the negativity condition (2.4) becomes c ≤ 0 which is sufficient for the existence of weak solutions to equations of this type, see [GT] . Lastly, condition (2.4) may seem to differ from that of [GT] by a negative sign, see [GT] condition (8.8), but they are equivalent. This is due to the usage of the formal adjoint S ′ of the vectorfield S in (2.1). This term appears as −S ′ in [GT] .
In current literature, the word "subelliptic", when applied to equations of the form (2.1), refers to second order equations possessing certain regularity properties, (see [SW1] ). These equations are, up to condition (2.4), a special case of the equations one can solve via the methods presented in this work. This motivates the following definition naming operators that belong to what is referred to here as "the subelliptic class". This definition will be used in the statements of the main theorems greatly reducing the length of their statements. Definition 2.2. Let Θ ⊂ Ω. A second order operator X of the form
is said to be of the subelliptic class related to (Ω, Q, Θ) if and only if (i) P (x) is a bounded measurable non-negative definite symmetric matrix defined in Θ satisfying (2.2), (ii) R, S are, for some N ∈ N, N -tuples of first order vectorfields subunit with respect to Q in Θ, (iii) H, G are measurable R N -valued functions defined in Θ, F is a real valued measurable function defined in Θ and (iv) S, G, F satisfy the negativity condition (2.4).
The major hypotheses of the results contained in this article are local Poincaré and Sobolev inequalities adapted to the quadratic form Q. These inequalities will be assumed to hold on quasimetric balls given by a quasimetric µ(x, y) defined in Ω and upper semicontinuous in the second variable. The quasimetric ball of radius r > 0 centred at x ∈ Ω is given by
For the purposes of this work, it will be assumed that the pair (Ω, µ) is a homogeneous space. As in [SW1] , a pair (Ω, µ) is a homogeneous space if µ is as above and the collection of quasimetric balls {B r (y)} r>0;y∈Ω satisfies a doubling condition with respect to Lebesgue measure. That is, there are constants c 2 > 1, C 2 > 0 so that
for all y ∈ Ω and r > 0. The reader is referred to section 2.2 of [SW1] for a development of properties of homogeneous spaces. In the case where Q(x, ·) is continuous in Ω, one can picture the quasimetric µ as the Carnot-Carathéodory control metric for familiarity, however the homogeneous space structure is the essential property needed for this work. We assume that there are constants C 3 , C 4 , δ > 0 and σ > 1 so that the following inequalities hold on these balls. Note that for x ∈ Ω, the quantity dist(x, ∂Ω) denotes the Euclidean distance from x to the boundary of Ω.
The Poincaré Inequality: Given x ∈ Ω and 0 < r < δdist(x, ∂Ω) we have that
Q(y, ∇w)dy
< ∞} where w Br(x) = ffl Br(x) w(y)dy is the average of w over B r (x).
The Sobolev Inequality: Given x ∈ Ω and 0 < r < δdist(x, ∂Ω) we have that
for all w ∈ Lip 0 (B r (x)).
These local inequalities give rise to an inequality of the utmost importance for this work and is presented in the following proposition. Proposition 2.3. Let Ω be a bounded open subset of R n and suppose that the pair (Ω, µ) defines a homogeneous space in the sense of [SW1] . Let Θ ⋐ Ω be open and suppose that the local Poincaré and Sobolev inequalities, (2.9) and (2.10) respectively, hold. Then, the global Sobolev inequality
holds for all w ∈ Lip 0 (Θ) where C 5 > 0 is independent of w.
This proposition is proved in [R2] using the existence of weak solutions to a parametrized family of Dirichlet problems related to operators in the subelliptic class satisfying H = G = 0. This development is quite lengthy and the reader is referred to [R2] for a complete presentation.
Remark 2.4. The proof of Proposition 2.3 in [R2] is given with µ identified with the CarnotCarathéodory control metric. It should be noted that nowhere in the argument is it needed that µ be so specific. Rather, the argument uses that µ is a quasimetric for which the pair (Ω, µ) is a homogeneous space.
The global Sobolev inequality (2.11) given by Proposition 2.3 is the key to solving Dirichlet problems related to operators in the subelliptic class. As the local Sobolev and Poincaré inequalities are also needed for Proposition (3.13) below, the theorems presented in this paper will contain the hypotheses of Proposition 2.3 in their statements.
Remark 2.5. In the elliptic case, where Q(x, ξ) = |ξ| 2 , the classical Sobolev inequality has the form (2.11), for n ≥ 3, where σ = n n − 2 > 1 and C 5 = 2(n − 1) √ n(n − 2) , see [GT] .
Before presenting the main theorems, a definition of Sobolev space and weak solution is required. The development of the degenerate Sobolev spaces presented here is quite brief. For a complete discussion see [SW2] and also [CRW] for weighted versions.
Definition 2.6. Let Θ ⊂ Ω and Q a measurable non-negative definite symmetric quadratic form defined in Ω.
is defined as the completion of Lip Q,0 (Θ) = {ϕ ∈ Lip 0 (Θ) :ˆΘQ(x, ∇ϕ)dx < ∞} with respect to the norm (2.12).
Remark 2.7.
(1) The space
as the collection of equivalence classes of measurable vector valued functions
Two vector valued functions f , g are regarded as equivalent if and only if ||f −g||
is a Hilbert space with respect to the inner product
(2) In view of functional analysis methods; using that Θ is bounded, Hölder's inequality together with (2.11) gives that the norm (2.13) is equivalent to the norm (2.12) on QH 1 0 (Θ). As defined, QH 1 0 (Θ) consists of equivalence classes of Cauchy sequences of Lipschitz functions with compact support in Θ. For a sequence {f j } ∈ QH 1 0 (Θ), its equivalence class is denoted by
Since these spaces are isomorphic, no distinction will be made between them. For simplicity, the vector function g in (2.15) will be referred to as ∇f even though g may not be uniquely determined by f ; see the example found in [FKS] and/or [R1] for a development of this idea. Further abuse of notation will be made when referring to an element of QH 1 0 (Θ). Indeed, the notation u ∈ QH 1 0 (Ω) refers to a specific pair (u, g) ∈ L 2 (Θ) × L 2 (Θ, Q) (written as (u, ∇u)) and/or the equivalence class of Cauchy sequences of Lipschitz functions written, again with abuse of notation, as [u] . When working with a specific sequence of [u] , it will be referred to as a sequence representing u. Lastly, as can be seen in [R1] and [SW2] , QH 1 0 (Θ) is a Hilbert space with respect to the inner product
(1) If inequality (2.11) holds it is evident that (2.11) extends by density to hold for all w ∈ QH 1 0 (Θ) with the same constant C 5 . That is, for an element w = (w, g) ∈ QH 1 0 (Θ), the extended Sobolev inequality is
This inequality will be used in the form (2.11) with the abuse of notation g = ∇w.
(2) In the case where Q(x, ·) is bounded (i.e. the case where Q(x) is a bounded non-negative definite symmetric measurable matrix defined in Ω), Lip Q,0 (Θ) = Lip 0 (Θ). Thus, in the elliptic setting (when Q(x, ξ) = |ξ| 2 ), QH 1 0 (Θ) = H 1 0 (Θ). In order to define a notion of weak solution of equation (2.1), we turn to the divergence formula for motivation. For a suitable set Θ ⊂ Ω, setting n as the unit outward normal to ∂Θ, the divergence theorem says that
Hence, for v with compact support in Θ this simplifies tô
Definition 2.9.
(1) An element u ∈ QH 1 0 (Θ) is called a weak solution of the homogeneous Dirichlet problem
if and only if the equality
if and only if u satisfies (2.22), ϕ ∈ QH 1 (Θ) and u − ϕ = (u − ϕ, ∇u − ∇ϕ) ∈ QH 1 0 (Θ). We now state the first result of this paper. The reader is reminded here that Q(x, ·) is a bounded measurable non-negative definite symmetric quadratic form defined in Ω × R n .
Theorem 2.10. Suppose that the pair (Ω, µ) defines a homogeneous space in the sense of [SW1] and that the local Poincaré and Sobolev inequalities (2.9) and (2.10) hold. Fix q > 2σ ′ , where σ ′ is the dual of the exponent σ appearing in (2.10), and let Θ ⋐ Ω be open. Fix N, K ∈ N and let X be an operator of the subelliptic class related to (Ω, Q, Θ)
and T is a K-tuple of first order vectorfields subunit with respect to Q in Θ then the homogeneous Dirichlet problem (2.21) is uniquely solvable in QH 1 0 (Θ).
As a corollary to this, we obtain an existence result for the general Dirichlet problem
Theorem 2.11. Suppose that the pair (Ω, µ) defines a homogeneous space in the sense of [SW1] . Assume that the Poincaré inequality (2.9) and the Sobolev inequality (2.10) hold. Let Θ ⋐ Ω be an open set, fix q, r, s ≥ 1 so that q > 2σ ′ and q ≥ max{2r, 2s}. Fix N, K ∈ N and let X be an operator of the subelliptic class related to (Ω, Q, Θ)
and that T is a K-tuple of first order vectorfields subunit with respect to Q in Θ. Further, suppose that the boundary value ϕ ∈ QH 1 (Θ) with ϕ ∈ L 2r ′ (Θ) and Q(x, ∇ϕ) ∈ L s ′ (Θ). Then, the Dirichlet problem (2.24) is uniquely solvable in QH 1 (Θ).
The reader may feel at this point that the integrability conditions imposed on (ϕ, ∇ϕ) seem artificial. However, Proposition 2.3 offers some answers. Indeed, assume that Θ ⊂ V ⊂ Ω are open sets with V ⊂ Ω and that ϕ ∈ QH 1 0 (V). If (Ω, µ) is a homogeneous space in the sense of [SW1] and the local Sobolev and Poincaré inequalities hold, Proposition 2.3 gives that the boundary value ϕ ∈ L 2σ (V) and hence, as Θ ⊂ V, ϕ ∈ L 2σ (Θ). The next theorem incorporates this with Theorem 2.11. Since the proof of this next theorem is identical to the proof of the previous upon setting r = σ ′ , it is omitted.
Theorem 2.12. Suppose that the pair (Ω, µ) defines a homogeneous space in the sense of [SW1] . Assume that the Poincaré inequality (2.9) and the Sobolev inequality (2.10) hold. Let Θ ⊂ V ⊂ Ω be open sets with V ⊂ Ω. Fix q, s ≥ 1 so that q > 2σ ′ and q ≥ 2s. Let N, K ∈ N and X be an operator of the subelliptic class related to (Ω, Q, Θ)
and that T is a K-tuple of first order vectorfields subunit with respect to Q in Θ. Further, suppose that the boundary value ϕ ∈ QH 1 0 (V) with Q(x, ∇ϕ) ∈ L s ′ (Θ). Then, the Dirichlet problem (2.24) is uniquely solvable in QH 1 (Θ).
Preliminaries
In order to shorten proofs, the following collection of preliminary propositions and lemmas is given. The first result to be discussed is a compact "embedding" result for degenerate Sobolev spaces. The proof of this theorem can be found in [R2] and with weighted versions in [CRW] .
Proposition 3.13. Let Ω be a bounded open subset of R n and (Ω, µ) a homogeneous space in the sense of [SW1] . Let Θ be an open subset of Ω with Θ ⊂ Ω. Let Q be a bounded measurable non-negative semidefinite symmetric matrix in Ω for which the local Poincaré inequality (2.9) and local Sobolev inequality (2.10) hold. Then the projection map P :
is a compact mapping.
Remark 3.14. The projection map in Proposition 3.13 is not referred to as an embedding as it fails to be 1-1 in general. See [R1] and [SW2] for more details.
Before focusing on the bilinear form L , it is essential that terms of the form T u and T uv for u, v ∈ QH 1 0 (Θ) are defined when T is a vectorfield subunit to Q. This is achieved via the action of a subunit vectorfield on Lip Q (Θ) functions.
Lemma 3.15. Suppose that Θ is a bounded subset of R n . Let (u, ∇u), (v, ∇v) ∈ QH 1 (Θ) with representative sequences {u j }, {v j }. Then, if T = t(x) · ∇ is subunit with respect to Q in Θ we have that 1. there is a unique L 2 (Θ) function associated to (u, ∇u) that we denote by T u = t(x) · ∇u. Further, if u ∈ Lip Q (Θ) then T u = t(x) · ∇u where ∇u is the gradient of u defined almost everywhere in Θ.
2. If (u, ∇u), (v, ∇v) ∈ QH 1 0 (Θ) and the global Sobolev inequality (2.11) holds, there is a unique L 2σ σ+1 (Θ) function T uv associated to (u, ∇u) and (v, ∇v). Moreover, T uv = uT v+vT u as L 2σ σ+1 (Θ) functions where T u, T v are defined as in 1.
Remark 3.16. Note that the notation T u is an abuse since T is acting on u = (u, g) ∈ QH 1 (Θ). Formally, T u = T (u, g) = t(x) · g is accurate but we will employ T u for notational convenience.
Proof: For each j, set w j (x) = T u j (x). Then, w j is a measurable function since u j ∈ Lip(Θ) and T has measurable coefficients. Also, {w j } is Cauchy in L 2 (Θ). Indeed,
(by subuniticity)
Thus, {w j } is Cauchy in L 2 (Θ) as {u j } is Cauchy in QH 1 (Θ). Therefore, a unique function w ∈ L 2 (Θ) is associated to (u, ∇u) and we write w = T u. This gives 1.
Next, suppose that (u, ∇u), (v, ∇v) ∈ QH 1 0 (Θ) and that the global Sobolev inequality (2.11) holds. Notice that for each j ∈ N, T u j v j = u j T v j + v j T u j a.e. in Θ. Thus, setting s = 2σ σ + 1 we have by adding and subtracting
Terms I and II of the above are estimated in the same way as is the case for terms III and IV. Therefore, we focus only on terms I and III. Using Hölder's inequality with exponent σ + 1 and conjugate σ+1 σ , we obtain
by the Sobolev inequality (2.11) and using that T is subunit with respect to Q in Θ. Using the same argument, we have
Therefore, noting similar estimates for II and IV, {T u i v i } is Cauchy in L s (Θ). Thus, to the pairs (u, ∇u), (v, ∇v) we associate the unique function T uv = lim j→∞ T u j v j where the limit is taken in L s (Θ). Lastly, to see that T uv = uT v+vT u as L s (Θ) functions, recall that T u j v j = u j T v j +v j T u j a.e. Further, the sequences {u i T v i } and {v i T u i } both converge in L s (Θ) to uT v and vT u respectively by the same application of Hölder's inequality above. Thus, T uv = uT v + vT u in L s (Θ).
Remark 3.17. Lemma 3.15 indicates that integrals of the formˆΘHT uvdx are finite provided
′ . Further, we may writeˆΘHT uvdx = Θ HvT udx +ˆΘHuT vdx for u, v ∈ QH 1 0 (Θ).
To simplify computations we give the following lemma demonstrating a pointwise estimate for terms of the form |Tu| where T = (T 1 , ..., T N ) with each T i a vectorfield subunit with respect to Q in Θ.
Lemma 3.18. Fix N ∈ N and T(x) = (T 1 (x) , ..., T N (x)) where each T i (x) = n j=1 t i,j (x) ∂ ∂x j identified with the vector t(x) = (t i,1 , ..., t i,n ) satisfies
for every ξ ∈ R n and a.e. x ∈ Θ. Then, for any (u, ∇u) ∈ QH 1 0 (Θ) and a.e. x ∈ Θ we have the pointwise estimate
Proof: Fix (u, ∇u) ∈ QH 1 (Θ). The proof of this result is the following calculation using subuniticity of T.
In order to apply functional analysis techniques to the bilinear form L acting on the Hilbert space QH 1 0 (Ω) we require boundedness and coercivity estimates for L . These are contained in the next two lemmas.
Lemma 3.19. Suppose that Θ ⊂ Ω and that the global Sobolev inequality (2.11) holds. Fix N ∈ N and suppose that R = (R 1 , ..., R N ), S = (S 1 , ..., S N ) are N -tuples of first order vector fields subunit with respect to Q in Θ, H, G ∈ [L 2σ ′ (Θ)] N and that F ∈ L σ ′ (Θ) where σ ′ is the dual exponent to σ > 1 in (2.11). Then, the bilinear form L satisfies
for all u, v ∈ QH 1 0 (Θ) where C > 0 is independent of both u and v. Proof: Let u, v ∈ QH 1 0 (Θ). Applying Lemma 3.18 to R and S we have
This last line is obtained via an application of the Cauchy Schwarz inequality. Applying Hölder's inequality with exponents σ, σ ′ we obtain
Lastly, we apply the Sobolev inequality (2.11) (noting Remark 2.8-1) to the L 2σ (Θ) norms appearing above giving
The next lemma yields the "almost coercivity" of the bilinear form L . This result indicates that the operator X is only a compact operator away from having an associated coercive bilinear form. In fact, as will be seen in the remark following the lemma, if the lower order terms of X satisfy H = G = 0, F = 0, then L is coercive and existence of weak solutions to the homogeneous Dirichlet problem (2.21) is concluded via the Lax-Milgram theorem.
Lemma 3.20. Suppose that Θ ⊂ R n is open and that the global Sobolev inequality (2.11) holds. Fix N ∈ N, q > 2σ ′ and suppose that R = (R 1 , ..., R N ), S = (S 1 , ..., S N ) are N -tuples of first order vectorfields subunit with respect to Q in Θ, that H, G ∈ [L q (Θ)] N and that F ∈ L q/2 (Θ). Then, the bilinear form L satisfies the almost coercive estimate
for all u ∈ QH 1 0 (Ω) where c 1 > 0 is as in (2.2) and C > 0 is independent of u.
Proof: Fix u ∈ QH 1 0 (Θ). By the triangle inequality we have that L satisfies
We estimate terms I and II separately beginning with I. By Lemma (3.18) we have that
where the last line is obtained using an application of Hölder's inequality with q 2 > σ ′ and
(3.14)
where C ǫ,q,σ = ǫ − σ q(σ−1)−2σ and ǫ > 0 is to be chosen in a moment. Note that
. Using that (a + b) 1/2 ≤ a 1/2 + b 1/2 for a, b ≥ 0, inserting (3.14) into (3.13) with an application of the Sobolev inequality (2.11) gives
Turning our attention to term II of (3.12), Hölder's inequality with exponents q 2 ,−2 gives the following using the same argument as in (3.14).
|II| ≤ ||F ||
, the global Sobolev inequality (2.11) gives
where
Inserting (3.16) and (3.18) into (3.12) yields
where C III = C I + C II . Adding and subtracting c 1 4 ||u|| 2 L 2 (Θ) on the right gives (3.11) with C = C III + c 1 4 .
Remark 3.21. Since Θ is a bounded subset of R n , if H = G = 0, F = 0 we can show that L is a coercive bilinear form via an application of the Sobolev inequality (2.11). Indeed, for (w, ∇w) ∈ QH 1 0 (Θ) we have that ||w||
gives that L is coercive on QH 1 0 (Θ). This leads immediately to the following existence result via the Lax-Milgram theorem.
Theorem 3.22. Suppose that the pair (Ω, µ) defines a homogeneous space in the sense of [SW1] and that the local Poincaré and Sobolev inequalities (2.9) and (2.10) hold. Fix q > 2σ ′ , where σ ′ is the dual of the exponent σ appearing in (2.10), and let Θ ⋐ Ω be open. Fix K ∈ N and let X be an operator of the subelliptic class related to (Ω, Q, Θ) with coefficients H, G = 0 and F = 0. Then, with data f ∈ L 2 (Θ), g ∈ [L 2 (Θ)] K and T = (T 1 , ..., T K ) with each T i a subunit vector field with respect to Q in Θ, the homogeneous Dirichlet problem (2.21) is uniquely solvable in QH 1 0 (Θ). We now turn to the Homogeneous Dirichlet problem with data zero and show that if it admits a weak solution then that solution must be zero a.e. In order to prove such a result, a definition of w + for a generic element w ∈ QH 1 0 (Θ) is needed. This requires a chain rule for QH 1 0 (Θ) functions. The next lemma is an adaptation to QH 1 0 (Θ) of lemma 20 found in [SW2] and the the reader is referred there for its proof.
Lemma 3.23. (Sawyer & Wheeden 2008) Suppose that (u, ∇u) ∈ QH 1 (Θ) where Θ is a bounded subset of R n .
1. If φ ∈ Lip Q (Θ) then the pair (φu, φ∇u + u∇φ) ∈ QH 1 (Θ).
3. Both u + , X {u>0} ∇u and u − , X {u<0} ∇u are elements of QH 1 (Θ). Moreover, if (u, ∇u) ∈ QH 1 α (Θ) with α ≥ 0 then u + , X {u>0} ∇u ∈ QH 1 α (Θ) and u − , X {u<0} ∇u ∈ QH 1 0 (Θ) -the opposite holds if α < 0. ** For a set E, X E denotes the characteristic function of E. 
is a weak solution of the Dirichlet problem
We begin by showing that u = 0 a.e. in Θ. Let (u, ∇u) ∈ QH 1 0 (Θ) be a weak solution of the Dirichlet problem (3.21) such that u = 0 and let {u j } be a sequence representing (u, ∇u) . Note that since u = 0, the Sobolev inequality (2.11) gives that supp(Q(x, ∇u)) has positive measure. Choose k > 0 so that 0 < k < sup Θ u (If no such k exists, see the paragraph following (3.29)). Then,
We conclude that the pair (u − k, ∇u) ∈ QH 1 −k (Θ). By part 3. of Lemma 3.23, we have that v = ((u − k) + , X u>k ∇u) ∈ QH 1 0 (Θ) is a valid test function for u. That is, the following equality holds:
Using that GS(uv) = uGSv + vGSu (see Remark 3.17) and that ∇u = ∇v on the support of ∇v, we have by the negativity condition (2.4) that
Using that the vectorfields R i and S i are subunit with respect to Q in Θ and that c 1 Q(x, ξ) ≤ ξ ′ P (x)ξ for each ξ ∈ R n and a.e. x ∈ Θ, we have with Γ = supp Q(x, ∇v) that
We estimate the right hand side of (3.24) using Hölder's inequality with exponents q 2 and−2 . Indeed,
Since q > 2σ ′ we use Hölder's inequality once again with exponent p = σ(q−2) q > 1 and dual
Finally, applying the Sobolev inequality (2.11) we obtain the estimate (3.27) Combining (3.27) with (3.24) gives
Dividing by
, noting that
This estimate is independent of k and so sending k → sup u gives us that v = 0 a.e. while the L 1 (Θ) function (∇v) ′ Q∇v has support with positive measure. This contradicts inequality (3.24).
Repeating the above argument with v = ((u + k) − , X u<−k ∇u), where k > 0 is chosen so that 0 < k < − inf u, gives that u = 0 a.e. in Θ.
Suppose again that u ∈ QH 1 0 (Θ) is a weak solution of (3.21). Then, u = (0, y) for some y ∈ L 2 (Θ, Q). Further, for any v ∈ QH 1 0 (Θ) we have
and sô
where y j is the j th component of y, R = (R 1 , ..., R N ) and r i,j is the j th coefficient of R i . Since (3.30) holds for every v ∈ QH 1 0 (Θ) it must also hold for v = u = (0, y). That is,
Thus, using (2.2), it must be the case that y = 0 in L 2 (Θ, Q) giving that u = 0 in QH 1 0 (Θ).
Proof of Theorem 2.10
We begin by remarking that Proposition 2.3 applies and we have a global Sobolev inequality of the form (2.11) holding on Θ. Recall that we are interested in finding a weak solution of the Dirichlet problem
That is, we wish to find an element u = (u, ∇u) ∈ QH 1 0 (Θ) so that
Fix p > C where C is as in Lemma 3.20. Lemmas 3.19 and 3.20 then give that L p is both bounded and coercive on the Hilbert space QH 1 0 (Θ). Thus, the Lax-Milgram theorem gives that for any
there is a unique y = (y, ∇y) ∈ QH 1 0 (Θ) for which
That is, the equation
In order to avoid confusion in the next development, an element (w, ∇w) ∈ QH 1 0 (Θ) will be denoted by w. For each w = (w, ∇w) ∈ QH 1 0 (Θ) define a map J :
Then J is a compact mapping. Indeed, we may write J = I 1 P where P :
is the mapping of Proposition 3.13 defined by P (w) = w and I 1 :
by I 1 w(v) = I 1 w(v, ∇v) =ˆΘwv. As I 1 is continuous and P compact, the composition I 1 P = J is compact.
To conclude the proof, notice that the original equation Xw = f + T ′ g is equivalent to
where F is the continuous linear functional defined by F((v, ∇v)) = −ˆΘf v −ˆΘgTv. The continuity of F is due to the fact that T is a K-tuple of first order vectorfields subunit with respect to Q in Θ. Applying X −1 p to (4.7) we obtain
The mapping −pX −1 p J is compact by the compactness of J and the continuity of X −1 p . Therefore, the existence of a unique u = (u, ∇u) ∈ QH 1 0 (Θ) satisfying (4.8) is guaranteed by Proposition 3.23 and the Fredholm Alternative.
Proof of Theorem 2.11
Assume the hypotheses and consider the homogeneous Dirichlet problem Xu = f + T ′ g − ∇ ′ P (x)∇ϕ − HRϕ − S ′ Gϕ − F ϕ in Θ,
The goal is to show that this equation satisfies the hypotheses of Theorem 2.10. Set f 1 = HRϕ, f 2 = Gϕ and f 3 = F ϕ. Then, since ϕ ∈ L 2r ′ (Θ) and Q(x, ∇ϕ) ∈ L s ′ (Θ) we have that Θ) ] N , and (5.3)
To verify (5.2) we use Hölder's inequality and the subuniticity of the components of R. Indeed,
since Q(x, ∇ϕ) ∈ L s ′ (Θ), q ≥ 2s and Θ is bounded. Verification of (5.3) is achieved using that ϕ ∈ L 2r ′ (Θ) and q ≥ 2r. Indeed,
< ∞ (5.6) since q ≥ 2r and Θ is bounded. (5.4) is verified using the same argument as for (5.3) replacing G with F .
Before moving forward we concern ourselves with the term −∇ ′ P (x)∇ϕ. Since P (x) is nonnegative definite and symmetric for each x ∈ Θ, it has a unique symmetric non-negative definite square root P (x) defined in Θ, see appendix 2 of [MRW] . With this, we may write ξ ′ P (x)ξ = ( P (x)ξ) ′ P (x)ξ for every ξ ∈ R n . Thus, the term of the bilinear form associated to −∇ ′ P (x)∇ϕ can be written as −ˆΘ(∇ϕ) ′ P (x)∇vdx = −ˆΘ( P (x)∇ϕ) ′ P (x)∇vdx (5.7) = −ˆΘ( C 1 P (x)∇ϕ)
This integrand is viewed as the dot product of the [L 2 (Θ)] n function f 4 = − √ C 1 P (x)∇ϕ with an n-tuple of subunit vectorfields V(x) = (V 1 (x), ..., V n (x)) applied to (v, ∇v) . Here, V i (x) = 1 √ C 1 p i (x) · ∇ where p i (x) is the i th row vector of P (x). Thus we write −∇ ′ P (x)∇ϕ = V ′ f 4
where V ′ is the adjoint of V. To see that each V i (x) is subunit with respect to Q in Θ we perform the following calculation. Let ξ ∈ R n , ξ j denote its j th coordinate and p i,j denote the j th coordinate of p i . Then, we have for each 1 ≤ i ≤ n that We now apply Theorem 2.10 to obtain a unique weak solution u ∈ QH 1 0 (Θ) of (5.9). Setting w = u + ϕ ∈ QH 1 (Θ) gives a weak solution of (2.24) by the linearity of X. To see that our weak solution w is unique, notice that if (y, ∇y) ∈ QH 1 (Θ) is a weak solution of (2.24) then by definition (y − ϕ, ∇y − ∇ϕ) ∈ QH 1 0 (Θ) is a weak solution of (5.1). Thus, (y − ϕ, ∇y − ∇ϕ) = (u, ∇u) giving that y = w in QH 1 (Θ).
