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1. Introduction     
 
Industrial systems such as production systems and distribution systems are often 
characterized as batch processes where materials are processed in batches and many 
operations are usually performed in batch modes to take advantages of the economies of 
scale or because of the batch nature of customer orders. The Batch Deterministic and 
Stochastic Petri Nets (BDSPN) is a class of Petri nets recently introduced for the modelling, 
analysis and performance evaluation of such systems which are discrete event dynamic 
systems with batch behaviours. The BDSPN model enhances the modelling and analysis 
power of the existing discrete Petri nets. It is able to describe essential characteristics of 
logistics systems (batch behaviours, batch operational policies, synchronization of various 
flows, randomness) and more generally discrete event dynamic systems with batch 
behaviours. The model is particularly adapted for the modelling of flow evolution in 
discrete quantities (variable batches of different sizes) and is capable of describing activities 
such as customer order processing, stock replenishment, production and delivery in a batch 
mode. The capability of the model to meet real needs is demonstrated through applications 
to modelling and performance optimization of inventory systems (Labadi et al., 2007,2005) 
and a real-life supply chain (Amodeo et al., 2007; Chen et al., 2005,2003). 
Graph transformation is a fundamental concept for analysis of the systems described by 
graphs. The state of the art reporting for languages, tools and applications for graph 
transformation is given in the “Handbook of Graph Grammars and Computing by Graph 
Transformation” (Ehrig et al., 1999). In contrast to most applications of the graph 
transformation approach, where the states of a system are denoted by a graph, and 
transformation rules describe the state changes and the dynamic behaviour of systems, in 
the area of Petri nets (Murata, 1989) we apply transformation rules to modify a net in a 
stepwise way. This kind of transformation for Petri nets is considered to be a vertically 
structural technique, known as rule-based net transformation. This approach has been 
applied to various Petri net models such as basic Petri nets (Lee-Kwang et al., 1985, 1987), 
timed Petri nets (Juan et al., 2001; Wang et al. 2000) , stochastic Petri nets (Ma & Zhou, 1992;  
Li-Yao et al. 1995), and coloured Petri nets  (Haddad, 1988). There are different types of 
reduction/transformation techniques proposed in the literature. As we know, the reduction 
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is generally applied to resolve the state explosion problem of Petri nets. It aims at reducing 
the size of a Petri net model while retaining important properties of the model, such as 
liveness, safety, and boundeness. We can also find the work which transforms a Petri net 
model into another model such as UML (unified modelling language), diagrams, max + 
algebra model or vice versa. The objective of such a transformation is to use analysis 
methods of the resultant model to analyze the original model. Finally, one class of Petri nets 
may be transformed into another class in order to use theoretical results and analysis 
methods of the latter class to analyze the former class. A typical example of such a 
transformation is the transformation of a coloured Petri into an ordinary Petri net. 
This chapter is organized into two parts. The first part is dedicated to a general description 
of the BDSPN model. A formal description of the model and its dynamic execution rules are 
presented with some illustrative examples. The capability of the model for modelling 
discrete event dynamic systems with batch behaviours is demonstrated through these 
examples. The second part of this chapter presents our recent work on structural and 
behavioural analysis of the BDSPNs by transforming them into other Petri nets. Two 
transformation analysis methods for the model are developed. The first method transforms 
a BDSPN into an equivalent classical discrete Petri net under some conditions. In this case, 
the corresponding transformation procedures are presented. For other cases, especially for 
BDSPNs with variable arc weights depending on their marking, the transformation is 
impossible. The second method analyzes a BDSPN based on its associated discrete Petri net 
which is obtained by converting the batch components (batch places, batch tokens, batch 
transitions) of the BDSPN into discrete components of the discrete Petri net. We show that 
although a BDSPN and its associated discrete Petri net behave differently, they have several 
common qualitative properties. This study establishes a relationship between BDSPNs and 
classical discrete Petri nets and demonstrates the necessity of the introduction of the BDSPN 
model. 
 
2. Fundamentals of the BDSPN model 
 
BDSPN extend Deterministic and Stochastic Petri Net (DSPN) (Lindemann, 1998; Ajmone 
Marsan et al. 1995) by introducing batch components, new transition enabling and firing 
rules, and specific policies defining the timing concept of the model. A BDSPN consists of 
places, transitions, and arcs that connect them. As shown in Fig. 1, a BDSPN has two types 
of places: discrete places and batch places. Discrete places can contain discrete tokens as in 
standard Petri nets. Batch places can contain batch tokens which are represented by Arabic 
numbers that indicate the sizes of the tokens. The current state of the modelled system (the 
marking) is given by the number of tokens in each discrete place and a list of positive 
integers in each batch place. Transitions are active components. They model activities which 
can occur (by firing transitions), thus changing the state of the system. Transitions are only 
allowed to fire if they are enabled, which means that all the preconditions for the activity 
must be fulfilled. When the transition fires, it removes tokens from its input places and adds 
some at all of its output places. The enabling and the firing of a transition depends on the 
cardinality of each arc, and on the current marking of each input places allowing the 
synchronization of discrete and batch token flows in the model. Since transitions are often 
used to model activities (production, delivery, order, etc.), transition enabling duration 
corresponds to activity execution and transition firing corresponds to activity completion. 
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Hence, a timing concept is naturally included into the formalism of the model. In a BDSPN, 
three types of transitions can be distinguished depending on their associated delay: 
immediate transitions (no delay), exponential transitions (delay is an exponential distribution), 
and deterministic transitions (delay is fixed). In this section, we recall the basic definition and 
the dynamical behaviour of the model. 
 
2.1 Definition of the model 
A BDSPN is a nine tuple (P, T, I, O, V, W, Π, D, µ0) where : 
„ P = {p1, p2, …, pm} = Pd ∪ Pb is a finite set of places consisting of the discrete places in set Pd 
and the batch places in set Pb. Discrete places and batch places are represented by single 
circles and squares with an embedded circle, respectively. Each token in a discrete place 
is represented by a dot, whereas each batch token in a batch place is represented by an 
Arabic number that indicates its size. 
„ T = {t1, t2, …, tn} = Ti  ∪ Td  ∪ Te is a set of transitions consisting of immediate transitions in 
set Ti, the deterministic timed transitions in set Td, and exponentially distributed 
transitions in set Te. T can also be partitioned into Td ∪ Tb: a set of discrete transitions Td 
and a set of batch transitions Tb. For simplicity, here we abuse the notation Td which is 
used for both the set of deterministic timed transitions and the set of discrete transitions 
in case of non confusion. A transition is said to be a batch transition (respectively a 
discrete transition) if it has at least an input batch place (respectively if it has no input 
batch place). 
„ I ⊆ (P×T), O ⊆ (T×P), and V ⊆ (P×T) define the input arcs, the output arcs and the 
inhibitor arcs of all transitions, respectively. It is assumed that only immediate transitions 
are associated with inhibitor arcs and that the inhibitor arcs and the input arcs are two 
disjoint sets.  
„ W is the arc weight function that defines the weights of the input, output, and inhibitor 
arcs. For any arc (i, j), its weight w(i, j) is a linear function of the M-marking with integer 
coefficients α, β, i.e., w(i, j) = αij + ∑p∈ P β(i, j)p × M(p). The weight w(i, j) is assumed to take a 
positive value. 
„ Π: T → IN is a priority function assigning a priority to each transition. Timed transitions 
are assumed to have the lowest priority, i.e.; Π(t) = 0 if t ∈ Td ∪ Te. For each immediate 
transition t ∈ Ti, Π(t) ≥ 1.  
„ D: T→ [0, ∞) defines the firing times of all transitions. It specifies the mean firing delay 
for each exponential transition, a constant firing delay for each deterministic transition, 
and a zero firing delay for each immediate transition 
„ µ0 is the initial µ-marking, a row vector that specifies a multiset of batch tokens for each 
batch place and a number of discrete tokens for each discrete place.  
The state of the net is represented by its µ-marking. We use two different ways to represent 
the µ-marking of a discrete place and the µ-marking of a batch place. The first marking is 
represented by a nonnegative integer as in standard Petri nets, whereas the second marking 
is represented by a multiset of nonnegative positive integers. The multiset may contain 
identical elements and each integer in the multiset represents a batch token with a given 
size. Moreover, for defining the net, another type of marking, called M-marking, is also 
introduced. For each discrete place, its M-marking is the same as its μ-marking, whereas for 
each batch place its M-marking is defined as the total size of the batch tokens in the place. 
The state or µ-marking of the net is changed with two types of transition firing called “batch 
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firing” and “discrete firing”. Whether the firing of a transition is batch firing or discrete firing 
depends on whether the transition has batch input places. To introduce batch firing, we 
need some notations. A place connected with a transition by an arc is referred to as input, 
output, and inhibitor place, depending on the type of the arc. The set of input places, the set 
of output places and the set of inhibitor places of transition t are denoted by •t, t•, and °t, 
respectively, where •t  = { p| (p, t) ∈ I }, t• = { p| (t, p) ∈ O }, and  °t  = { p| (p, t) ∈ V }. The 
weights of the input arc from a place p to a transition t, of the output arc from t to p are 
denoted by w(p, t), w(t, p) respectively.  
 
2.2 Batch enabling and firing rules 
A batch transition t is said to be enabled at µ-marking µ if and only if there is a batch firing 
index (positive integer) q ∈ IN (q > 0) such that: 
 
 ),(/:)(, tpwbqpµbPtp b =∈∃∩∈∀ •  (1) 
 
 ),()(, tpwqpMPtp d ×≥∩∈∀ •  (2) 
 
 ),()(, tpwpMtp <∈∀ o  (3) 
 
The batch firing of t leads to a new µ-marking µ’:  
 
 ),()()(, tpwqpµpµPtp d ×−=′∩∈∀ •  (4) 
 
 { }),()()(, tpwqpµpµPtp b ×−=′∩∈∀ •  (5) 
 
 ),()()(, ptwqpµpµPtp d ×+=′∩∈∀ •  (6) 
 
 { }),()()(, ptwqpµpµPtp b ×+=′∩∈∀ •  (7) 
 
A batch transition t is said to be enabled if : (i) Each batch input place p of the transition has a 
batch token with size b such that all these batch tokens have the same batch firing index q 
defined as b/w(p, t) for the transition, (ii) Each discrete input place of the transition has 
enough tokens to simultaneously fire the transition for a number of times given by the 
index, (iii) The number of tokens in each inhibitor place of the transition is less than the 
weight of the inhibitor arc connecting the place to the transition. For any batch output place, 
the firing of an enabled batch transition generates a batch token with the size given by the 
multiplication of the batch firing index and the weight of the arc connecting the transition to 
the batch place. For any discrete output place, the firing of the transition generates a number 
of discrete tokens with the number given by the multiplication of the discrete firing index 
and the weight of the arc connecting the transition to the discrete place. 
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2.3 Batch firing example 
To well understand the mathematical and intuitive meaning of the batch transition firing of 
the BDSPN model, consider the net in Fig.1 describing an assembly-to-order system that 
requires two components. In the model, discrete places p1 and p2 are used to represent the 
stock of component A and the stock of component B respectively. Batch place p3 is used to 
represent batch customer orders with different and variable sizes. To fill a customer order of 
size b, we need b × w(p1, t1) = 2b units of component A from the stock represented by p1 and b 
× w(p2, t1) = b units of component B from the stock represented by p2. These components will 
be assembled to b units of final product to fill the order. For instance, at the current µ-
marking µ0 = (4, 3, {4, 2, 3},∅, 0)T, it is possible to fill the batch customer order b = 2 in batch 
place p3 since the batch transition t1 is enabled with q = b / w(p3, t1) = 2. After the batch firing 
of transition t1 (start assembly), the corresponding batch token b = 2 will be removed from 
batch place p3, q × w(p1, t1) = 4 discrete tokens will be removed from discrete place p1, and q × 
w(p2, t1) = 2 discrete tokens will be removed from discrete place p2. A batch token with the 
size equal to q × w(t1, p4) = 2 will be created in batch place p4 and two discrete tokens will be 
created in discrete place p5. Therefore, the new µ-marking of the net after the batch firing is: 
µ1 = (0, 1, {4, 3}, {2}, 2)T and its corresponding M-marking is M1 = (0, 1, 7, 2, 2)T. 
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Fig. 1. An assembly-to-order system: synchronization and coordination of material and 
information flows (Batch firing example) 
 
2.4 Discrete enabling and firing rules 
A discrete transition t is said to be enabled at µ-marking µ (its corresponding M-marking M) 
if and only if: 
 
 ),()(, tpwpMtp ≥∈∀ •  (8) 
 
 ),()(, tpwpMtp <∈∀ o  (9) 
 
The discrete firing of t leads to a new µ-marking µ’: 
 
 ),()()(, tpwpµpµtp −=′∈∀ •  (10) 
 
 ),()()(, ptwpµpµPtp d +=′∩∈∀ •  (11) 
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 { }),()()(, ptwpµpµPtp b +=′∩∈∀ •  (12) 
 
The firing rules in this case are the same as those for a transition in a classical Petri net. For 
each output batch place p, after the firing of transition t, a batch token with the size equal to 
the weight w(p, t) will be created. The discrete enabling and firing rules of a discrete 
transition t can be regarded as a special case of the batch enabling and firing rules of a batch 
transition. For q = 1 and •t ∩ Pb = ∅ the batch firing rules are reduced to the discrete firing 
rules. A close look of the enabling conditions (2) and (3) finds that they are actually the q-
enabling conditions for a standard Petri net. In other words, in a standard Petri net, a 
transition t is said to be q-enabled at a marking M if and only if (2) and (3) are satisfied (i.e., 
there is at least q × w(p, t) tokens in each input place of t and the number of tokens in each 
inhibitor place p does not exceed w(p, t)). The q-firing of a q-enabled transition t consists of 
firing the transition q times simultaneously. 
 
2.5 Discrete firing example 
As an example, consider an inventory control system represented in Fig. 2. The inventory 
control policy used in the system is a continuous review (s, S) policy specified by the 
immediate transition t3. The order-up-to-level of the policy are taken as s = 3 and S = 10 
respectively, and the initial µ-marking of the net is µ0 = (2, 2, ∅). The model is explained in 
more detail in section 3 (see Fig. 8). At the current µ-marking µ0 = (2, 2,∅)T, the discrete 
transition t3 is enabled since M(p2) = 2 < 3. After the firing of transition t3, a batch token with 
the size equal to w(t3, p3) = 10 – 2 = 8 will be created in batch place p3 and w(t3, p2) = 8 
discrete tokens will be created in discrete place p2. Therefore, the new µ-marking of the net 
after the firing is: µ1 = (2, 10, {8})T. 
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Delivery 
t2 
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Fig. 2. An inventory control system (discrete firing example) 
 
As shown in the two examples given in Fig. 1 and Fig 2, with their powerful graphical and 
mathematical formalism, BDSPNs are able to adequately describe the batch behaviour 
occurring at various stages of discrete event dynamic systems. Batch tokens are used to 
model batch quantities of material and/or information entities (batch customer orders, batch 
products, etc.). The sizes of the batch tokens have a quantitative meaning in defining the 
dynamic behaviour of the model. This is different from the concept of colors used in colored 
Petri nets (Jensen, 1997). The colors are rather qualitative attribute; programming languages 
are usually needed to define their data types and values. The BDSPN model keeps the 
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simplicity and the pertinence of standard discrete Petri nets while being able to model batch 
behaviours. 
 
2.6 Analysis methods 
As a mathematical tool, the BDSPN model has a number of properties. These properties, 
when interpreted in the context of the system modelled, allow the identification of the 
presence or absence of functional properties of the system. Besides the graphical 
representation, a fundamental advantage of the BDSPN is its capacity to systematically 
investigate many properties and characteristics of the system modelled. Specific analysis 
methods for BDSPN developed include: (1) the coverability (reachability) tree method, (2) 
the matrix algebraic approach, (3) reduction techniques, and (4) transformation techniques.  
One ultimate goal for the introduction of the BDSPN model is to evaluate the performance 
of discrete event dynamic systems with batch behaviours, which requires a stochastic 
BDSPN model.  It is clear that when the timing concept is considered in the model, 
particular policies should be specified to choose a batch token in each batch input place to 
fire its output transition and to resolve the conflict when multiple transitions are enabled. 
The temporal and the stochastic behaviour of the model are defined in our previous papers 
(Chen et al. 2005; Labadi et al. 2007). Similar to the existing stochastic Petri nets, the main 
performance analysis approach for BDSPN is based on the analysis of the stochastic marking 
process of the net. The approach is feasible particularly when the underlying stochastic 
process has a finite number of states (Labadi et al., 2007). For complex systems, simulation 
methods may be required (Chen et al., 2005, Amodeo et al. 2007). 
 
2.7 Applications of the model 
The BDSPN model increases the modelling and analysis power of the existing discrete Petri 
nets. It is able to describe essential characteristics of logistics systems (batch behaviours, 
randomness, operational policies, synchronization of various flows) and more generally 
discrete event dynamic systems that are characterized as being concurrent, asynchronous, 
distributed, parallel, nondeterministic, and/or stochastic. The model is particularly adapted 
for the modelling of flow evolution in discrete quantities (variable batches of different sizes) 
and makes it possible to describe more specific activities such as customer order processing, 
replenishment of stocks, production and delivery in a batch mode. The capability of the 
model to meet real needs is shown through applications dedicated to modelling and 
performance optimization of inventory control systems (Labadi et al., 2007) and a real-life 
supply chain (Chen et al., 2005; Amodeo et al., 2007). 
 
3. Transformation into an equivalent classical Petri net 
 
The objective of this section is to study the transformation of a BDSPN model into an 
equivalent classical Petri net model. Such a transformation is possible in some cases for 
which the corresponding transformation methods are developed. We will also show that for 
the model with variable arc weights depending on its marking, the transformation is 
impossible. This study establishes a relationship between BDSPNs and classical discrete 
Petri nets and demonstrates the necessity of the introduction of the BDSPN model. 
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3.1 Reachability graph 
For the introduction of the transformation methods for the BDSPN model, we need to define 
two types of reachability graphs of the model. An illustration example of the reachability 
concept of the model is given in Fig. 3. A µ-marking reachability graph of a given BDSPN is 
a directed graph (Vμ, Eμ), where the set of vertices Vμ is given by the reachability set (µ0*: all 
μ-markings reachable from the initial marking μ0 by firing a sequence of transitions and the 
initial marking), while the set of directed arcs Eμ is given by the feasible µ-marking changes 
in the BDSPN due to transition firing in all reachable μ-markings. Similarly, we define M-
marking reachability graph (VM, EM) which can be obtained from (Vμ, Eμ) by transforming 
each μ-marking in Vμ into its corresponding M-marking and by merging duplicated M-
markings (and duplicated arcs). 
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Fig. 3. An illustration of the µ-reachability and the M-reachability graphs 
 
3.2 Special case with simple batch places 
Firstly, we consider the case where all batch tokens in each batch place of the BDSPN are 
always identical (have the same size). A batch place pi is said to be simple if the sizes of its 
all batch tokens are the same for any µ-marking reachable from µ0.  
 
 
 constant:)(, placebatch  simple a is 
*
0
=∈∀∈∀⇒∈ bpbPp
bi
μμμ  (13) 
 
In order to facilitate the description of the transformation method for this case, we consider 
an illustrative example given in Fig. 4. As shown in the figure, the net (a) whose all batch 
places are simple can be easily transformed into an equivalent classical discrete Petri net (b). 
We observe that the two nets have the same M-marking reachability graph (the same 
dynamical behaviour). Indeed, the two properties, (i) all batch places of the net are simple 
and (ii) the net has no variable arc weight, lead to a constant batch firing index qj for each 
batch transition tj ∈ Tb of the net. As formulated in the following procedure, the 
transformation method consists of (i) transforming each batch place into a discrete place and 
(ii) integrating the constant batch firing index of each batch transition in the weights of its 
input and output arcs in the resulting classical net in order to respect the dynamic behaviour 
of the original batch net. 
Transformation procedure (special case) 
Given a batch deterministic and stochastic Petri net BDSPN = (P, T, I, O, V, W, Π, µ0) whose 
all batch places are simple and whose all arcs have a constant weight. This net can be 
transformed into an equivalent classical discrete Petri net, denoted by DPN = (P*, T, I, O, V, 
W*, Π, M0), by the following procedure: 
Step 1.  The set of discrete places Pd of the BDSPN and their markings remain unchanged 
for the DPN. 
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 ).()(,
00 iidi
ppMPp μ=∈∀  (14) 
 
Step 2.  Each batch place of the BDSPN is transformed into a discrete place M-marked in 
the DPN. 
 
 .)(, 0 ∑∈=∈∀ )µ(pbibi ibpMPp  (15) 
 
Step 3.  The set of transitions T of the BDSPN remains unchanged for the DPN.   
Step 4.  The weight of each output arc of each batch place pi ∈ Pb of the BDSPN is set to the 
size of its batch tokens bi. 
 
 .
),(
),(),(,, * i
ji
i
jijiijbi b
tpw
b
tpwtpwptPp =×=∈∀∈∀ •  (16) 
 
Step 5.  The weight of each output arc of each batch transition tj ∈ Tb of the BDSPN is set to 
its original weight multiplied by its batch firing index qj. 
 
 .
),(
),(),(),(,, *
ji
i
ijjijijijbi
tpw
b
ptwqptwptwptPp ×=×=∈∀∈∀ •  (17) 
 
Step 6.  The weight of each output arc of each discrete transition tj ∈ Td of the BDSPN 
remains unchanged for the DPN. 
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Fig. 4. Transformation of a BDSPN into an equivalent classical Petri net (special case) 
 
3.3 General case  
The proposed transformation procedure can be generalized to allow the transformation of a 
BDSPN containing batch places which are not simple into an equivalent classical Petri net. 
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The transformation is feasible if we know in advance all possible batch firings of all batch 
transitions and all possible batch tokens which can appear in each batch place of the net 
during its evolution. In other words, the transformation can be performed when we well 
know the dynamic behaviour of the BDSPN for its given initial µ-markings µ0. 
„ Let D(tj) denote the set of all q-indexed transitions tj[q] generated by the firings of the 
batch transition tj with all possible batch firing indexes q during the evolution of the 
BDSPN starting from µ0. Formally:  
 
 [{ }. , )( ][*0][ →∈∃= qjqjj tttD μμμ  (18) 
 
where µ0 denotes the set of reachable µ-markings of the net from µ0 and µ[tj[q] → denote that 
the batch transition tj can be fired from µ with a batch firing index q. For example, the batch 
transition t1 of the net in Fig. 5(a) can be fired during the evolution of the net (see the 
reachability graph) by two possible batch firings indexes q = 1 and q = 2, then D(t1) = {t1[1], 
t1[2]}. 
„ Let D(pi) denote the set of all possible batch tokens which can appear in the batch place pi 
during the evolution the BDSPN starting from its initial µ-marking µ0. Formally: 
 
 { }.)(, )( *0 ii pbbpD μμμ ∈∈∃=  (19) 
 
For example, the set of all possible batch tokens which can appear in the batch place p1 of the 
BDSPN in Fig. 5(a) during its evolution starting from µ0 = ({1,2}, ∅, 6, 3)T is B(p1) = {1, 2} as 
shown in the reachability graph. 
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Fig. 5. Transformation of a BDSPN into an equivalent classical Petri net (general case) 
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By analogy with the transformation procedure for the special case, the transformation for 
the general case consists of the transformation of its each batch place pi into a set of discrete 
places corresponding to D(pi) and the transformation of its each batch transition tj into a set 
of discrete transitions corresponding to D(tj). For example, the transformation of the BDSPN 
into a classical Petri net given in Fig. 5 is realized by transforming the batch transition t1 
(resp. t2) into a set of discrete transitions {t1[1], t1[2]} (resp {t2[1], t2[2]}) and by transforming the 
batch place p1 (resp. p2) into a set of discrete places  {p1[1], p1[2]} (resp. {p2[1], p2[2]} as shown in 
Fig. 5(b). Similar to the special case, to respect the dynamical behaviour of the BDSPN, each 
possible batch firing index of each batch transition is integrated in the weights of the input 
and output arcs of the corresponding transition in the resulting classical net. After a close 
look of the reachability graphs of the two nets, we find that the two nets have the same 
behaviour. As illustrated in the figure, each µ-marking µi of the BDSPN corresponds to the 
marking Mi of the resulting classical Petri net. The M-marking of each batch place pi is 
expressed by its corresponding set of discrete places D(pi). The transformation procedure for 
the general case is outlined in the following. 
 
Transformation procedure (general case) 
Step 1. The set of discrete places Pd of the BDSPN and their markings remain unchanged for 
the DPN. 
 
 ).()(, 00 iidi ppMPp μ=∈  (20) 
 
Step 2. Each batch place pi of the BDSPN is converted into a set of discrete places D(pi) in the 
DPN such as:  
 
 { } .)(),( and )( )(
 and )(
][0][][ ∑ =∈=∈∀∈= blpµlbiibiibii i lpMpDppDbppD  (21) 
 
Step 3. Each batch transition tj of the BDSPN is converted into a set of discrete transitions 
D(tj) in the DPN such that: 
 
 { }.)(  )( ][][ jqjqjj tDtttD ∈=  (22) 
 
 
The set of discrete transitions Tb of the BDSPN remains unchanged for the DPN. 
Step 4. Each place )(][ ibi pDp ∈  is connected to the output transitions •)( ][bip such that: 
 
 { }. ),(/ and  )(),( ][][][ jiijqjbiibi tpwbqpttppDp =∈=∈∀ ••  (23) 
 
 .),(),(,)(),( ][][][][][ btpwtpwptpDp jiqjbibiqjibi ×=∈∀∈∀ •  (24) 
 
Step 5. Each transition )(][ jqj tDt ∈  is connected to the output places •)( ][qjt  such that: 
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 { } { }. )),(/( and )()),(( 
)(),(
][][
][][
djiijidjiibibi
qjjqj
PtpptpwbqPtppDpp
ttDt
∩∈∪=∩∈∈
=∈∀
••
•
 (25) 
 
 
Clearly for each tj[q], its output places will be all discrete output places of transition tj and all 
places generated by the batch output places of transition tj. The weights of the 
corresponding arcs are given by:  
 
 
 ).,(),(,)()(),( ][][][][][ ijbiqjqjbiijqj ptwqptwtpptDt ×=∈∨∀∈∀ •  (26) 
 
Step 6. Each place )(][ ibi pDp ∈  is connected to the input transitions )( ][bip•  such that:  
 
 { } { }. )(   ),(/ and  )(),( ][][][ dijijijqjbiibi PptptwbqpttppDp ∩∈∪=∈=∈∀ •••  (27) 
 
Clearly for each pi[b], its input transitions will be all discrete input transitions of transition tj 
and all transitions generated by the output batch transitions of transition tj. The weights of 
the corresponding arcs are given by:  
 
 ).,(),(),(),(),( ][][][][][ ijbiqjbiqjjibi ptwqptwpttpDp ×=∈∀∈∀ •  (28) 
 
Step 7. Each transition )(][ jqj tDt ∈  will be connected to the set )( ][qjt•  of input places such 
that: 
 
 { } { }. )),(/( and )( )(),( ][][][ djiijidjibiqjjqj PtpptpwbqPtppttDt ∩∈∪=∩∈=∈∀ •••  (29) 
 
Clearly for transition tj[q], its input places will be all discrete input places of transition tj and 
all places generated by the output batch places of transition tj. The weights of the 
corresponding arcs are given by: 
 
 ).,(),(),( )(),( ][][][][][][ qjiqjbiqjbiijqj tpwqtpwtpptDt ×=∈∨∀∈∀ •  (30) 
 
Step 8. The arcs which connect discrete places with discrete transitions in the BDSPN and 
their weights remain unchanged in the DPN. 
 
3.3 Case with inhibitor arcs 
The transformation is also possible for BDSPNs with inhibitor arcs whose weights are 
constant. We will illustrate it by using some examples. 
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Fig. 6. Transformation of a BDSPN with inhibitor arc connecting a discrete place to a batch 
transition 
 
Sub-case 1: Inhibitor arc connecting a discrete place to a batch transition.  
As shown in the net depicted in Fig. 6(a), in the case where there is an inhibitor arc 
connecting a discrete place pi to a batch transition tj, the corresponding inhibitor condition 
must be reproduced in the resulting classical Petri net for all q-indexed transitions tj[q] 
generated by the batch transition tj. Clearly, in this example, the batch transition t1 can be 
fired with three possible batch firing indexes during the evolution of the net. In other words, 
the transition t1 generates three possible q-indexed transitions t1[1], t1[2], t1[3]. Thus, in the 
corresponding classical Petri net there are three inhibitor arcs which connect the discrete 
place p2 to the three q-indexed transitions, respectively. The reason for the duplication of the 
inhibitor arc is obvious: Firing the transition t1 with one of the three possible batch firing 
indexes must respect the enabling condition M(p2) < w(t1, p2) in the net (a). In the classical 
net, the condition is expressed as M(p2) < w(t1[q], p2) for each q-indexed transition generated 
by t1. It is easily to observe that the two nets are identical in terms of their dynamical 
behaviours. 
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Fig. 7. Transformation of a BDSPN with inhibitor arc connecting a batch place to a transition 
 
Sub-case 2: Inhibitor arc connecting a batch place to a transition 
We now consider the case as shown in Fig. 7(a) where there is an inhibitor arc connecting a 
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batch place to a transition. The enabling of the transition t1 for a given batch firing index q in 
the net (a) must satisfy the condition M(p2) < w(t1, p2) imposed by the inhibitor arc. After the 
transformation of each batch place (resp. batch transition) into a set of discrete places (resp. 
a set of transitions), we observe that to respect the enabling condition imposed by the 
inhibitor arc in the net (a), it is necessary to capture the total marking of the discrete places 
generated by the batch place p2 by using a supplementary place ps in the classical Petri net. 
 
3.4 Case of the timed model 
The transformation techniques discussed so far do not consider temporal and/or stochastic 
elements in a BDSPN, but they can be adapted for timed and stochastic BDSPN models. The 
basic idea is as follows: Each discrete transition in the BDSPN model keeps its nature 
(immediate, deterministic, stochastic) in the resulting classical Petri net. The q-indexed 
transition tj[q] which may be generated by each batch transition tj has the same nature as the 
transition tj. Other elements of the BDSPN model may also be taken into account in the 
resulting classical model such as the execution policies; the firing priorities of some 
transitions; etc. 
 
3.5 Necessity of the BDSPN model 
In this section, the necessity of the introduction of the BDSPN model is demonstrated 
through an analysis of the transformation procedures presented in the previous section. The 
advantages of the model are discussed in two cases:  the case where a BDSPN can be 
transformed into a classical Petri net and the case where the transformation is impossible. 
Case 1 - the BDSPN model is transformable  
In the case where the transformation is possible, the advantages of the BDSPN model are 
outlined in the following: 
„ As shown in the transformation procedures developed in this section, we note that the 
resulting classical Petri net depends on the initial µ-marking of the BDSPN. Obviously, if 
we change the initial µ-marking of the BDSPN given in Fig. 5(a), we will obtain another 
classical Petri net. For example, if there is another batch token of different size in the 
batch place p1, all the structure of the corresponding classical Petri net must be changed. 
In fact, the batch places of the BDSPN may not generate the same set of q-indexed 
transitions D(tj) for each batch transition tj and may not generate the same set of discrete 
places D(pi) for each batch place pi during the evolution of the net. 
„ The transformation of a given BDSPN model into an equivalent classical Petri net may 
lead to a very large and complex structure. According to the transformation procedure 
developed in subsection 3.2, the number of places |P*| and the number of transitions 
|T*| in the equivalent classical Petri net are given by:  
 
 ∑
=
+= bP
i
id pDPP
1
* )(  (31) 
 
 ∑
=
+= bT
j
jd tDTT
1
* )(  (32) 
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where |Pb| is the number of the batch places; |Pd| is the number of the discrete places; 
|Tb| is the number of the batch transitions; |Td| is the number of the discrete transitions of 
the given BDSPN. D(tj) is the set of q-indexed transitions generated by each batch transition 
tj ∈ Tb and D(pi) is the set of all possible batch tokens which appear in each batch place pi ∈ Pb during the evolution of the BDSPN. 
As an example, if a BDSPN contains 10 batch places, 10 batch transitions, and its evolution 
leads to 10 different possible batch tokens in each batch place, and 10 different batch firing 
indexes for each batch transition, then we need at least 100 places and 100 transitions to 
construct an equivalent classical Petri net. Note that the number of arcs to be introduced in 
the classical Petri net is also very large.  We see a much higher complexity of the resulting 
Petri net compared to the original BDSPN. 
Case 2 - the BDSPN is not transformable 
The modelling of some discrete event systems such as inventory control systems and logistic 
systems, as shown in (Labadi et al. 2007,2005), require the use of the BDSPN model with 
variables arc weights depending on its M-marking and possibly on some decision 
parameters of the systems. It is the case of the BDSPN model of an inventory control system 
whose inventory replenishment decision is based on the inventory position of the stock 
considered and the reorder and order-up-to-level parameters (see Fig. 8). The modelling of 
such a system is possible by using a BDSPN model with variables arc weights depending on 
its M-marking. This kind of BDSPN model is particularly adapted for the modelling of flow 
evolution in discrete quantities (variable batches of different sizes). 
The BDSPN model shown in Fig. 8 represents an inventory control system where its 
operations are modelled by using a set of transitions: generation of replenishment orders 
(t3); inventory replenishment (t2); and order delivery (t1) that are performed in a batch way 
because of the batch nature of customer orders represented by batch tokens in batch place p4 
and the batch nature of the outstanding orders represented by batch tokens in batch place p3. 
In the model, the weights of the arcs (t3, p2), (t3, p3) are variable and depend on the 
parameters s and S of the system and on the M-marking of the model (S - M(p2) + M(p4); s + 
M(p4)). The model may be built for the optimization of the parameters s and S. In this case, 
the techniques for the transformation of the BDSPN model into an equivalent classical Petri 
net model proposed in the previous section is not applicable. 
 
 
Outstanding 
orders  
t1 
S-M(p2)+M(p4) 
Stock 
s+M(p4) 
t3 
Batch customer 
demands 
Backorders 
  
p1 
p2 p3 
p4 
S-M(p2)+M(p4) 
On-hand inventory+ 
outstanding orders  
Batch order 
Replenishment 
Delivery 
t2 Supplier 
 
Fig. 8. BDSPN model of an inventory control system: a model that is not transformable 
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In fact, contrary to the example given in Fig. 5, in this model, the sizes of the batch tokens 
that may be generated depend on both the initial µ-marking of the model and the 
parameters s and S. In other words, a change of the decision parameters s and S of the 
system or the initial µ-marking of the model will lead to another way of the evolution of the 
discrete quantities (variable batches of different sizes). Moreover, the appearance of 
stochastic transitions in the model makes more difficult to characterize all possible sizes of 
the batch tokens that are necessary to be known for the application of the transformation 
methods. 
 
4. Transformation into an associated discrete Petri net 
 
In this section, the associated discrete Petri net of a BDSPN is defined and the relationships 
between the two models are then explored. Because the objective is to develop structural 
(qualitative) analysis methods for the BDSPN model, we confine ourselves hereafter to the 
untimed version of BDSPN model obtained by removing the firing times of all transitions 
from the model. Before giving a formal definition of the associated discrete Petri net, we 
recall the state equation and the q-firing of a transition of the model. 
 
4.1 Incidence matrix and state equation 
Suppose that the current μ-marking of a BDSPN is μk and transition tj is enabled at the µ-
marking. The firing of the transition will result in a new marking µk+1 written as: 
 
 ),()()(, 1 j
k
jkkj tpwqpptp ×−=∈∀ +• μμ  (33) 
 
 ),()()(, 1 ptwqpptp j
k
jkkj ×+=∈∀ +• μμ  (34) 
 
 ( ) )()(, 1 ppttp kkjj μμ =∪∉∀ +••  (35) 
 
where kq j is the batch firing index of the transition tj at the µ-marking µk such that: 
 
 ⎪⎩
⎪⎨⎧ ∅≠∩∈
∅≠∩= •
•
bjk
bjk
j Ptpbtpwb
Pt
q
if  )(      ),(/
if                                     1
μ  (36) 
 
 
Similar to classical Petri nets, the incidence matrix W of a BDSPN with m places and n 
transitions is an n × m matrix W = [wt, p] whose entries are defined as:  
 
 ),(),(, tpwptww pt −=  (37) 
 
where w(t, p) is the weight of the arc from transition t to its output place p and w(p, t) is the 
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weight of the arc to transition t from its input place p. The equations (33), (34), and (35) can 
then be written in matrix form (38), called state equation, as:  
 
 QWkk ×+=+ μμ 1   (38) 
 
where µk+1 is the µ-marking obtained (reached) after the firing of transition tj from µ-
marking µk. µk+1 and µk are both m × 1 column vector. The entry µk+1(p) is the number of 
discrete tokens if p is a discrete place or the multiset of batch tokens (positive integers) is p is 
batch place. Q is an n × 1 column vector with (n – 1) zero entries and one nonzero entry. A 
nonzero entry kq j  in the j
th position indicates that transition tj is fired at the kth firing. Q is 
called firing count vector defined as:  
:assuch    ][ 1×= nkjqQ  
 
 
( )( )⎪⎩
⎪⎨⎧ ∅≠∩∈
∅≠∩= •
•
bjk
bjk
j Ptpbtpwb
Pt
q
 if )(      ),(/
 if                                     1
μ  (39) 
 
4.2 The q-firing of a transition 
The q-firing of a q-enabled transition t consists of firing the transition q times 
simultaneously. In a classical Petri net, a transition tj is said to be q-enabled at a marking M if 
and only if: 
 
 ),()(, jiiji tpwqpMtp ×≥∈∀ •  (40) 
 
 ),()(, jiiji tpwpMtp <∈∀ o  (41) 
 
From the above definition, a transition tj is q-enabled if and only if there is at least  q × w(pi, 
tj) tokens in each input place of tj and the number of tokens in each inhibitor place pi does 
not exceed w(pi, tj). The q-firing of a q-enabled transition tj consists of a sequential firing of tj 
where tj is fired q times.  
The matrix equation which characterizes a q-firing of transition tj is as follows: 
 
 qUWMM kk ××+=+1  (42) 
where 
⎩⎨
⎧
=
≠=
j i
j i
iU
 if    1
 if    0
][  
 
We can also write the equation (42) as:  
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 QWMM kk ×+=+1  (43) 
where 
⎩⎨
⎧
=
≠=
j iq
j i
iQ
 if    
 if    0
][  
 
Note that for a BDSPN the equation (43) is similar to the state equation (38) if we consider 
the M-marking. This leads us to a certain dynamic analogy between a BDSPN and its 
associated discrete Petri net. 
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Fig. 9. An illustration of the q-firing concept in a BDSPN and a classical Petri net 
 
The basic idea of the analogy is illustrated by an example given in Fig. 9, where the M-
marking graph of a BDSPN is presented in an unfolded form in the marking graph of its 
associated discrete Petri net. As shown in the previous section, the discrete enabling and 
firing rules of a discrete transition t can be regarded as a special case of the batch enabling 
and firing rules of a batch transition. For q = 1, the batch rules are reduced to the discrete 
rules. A close look of the enabling conditions (2) and (3) finds that they are actually the q-
enabling conditions for a standard Petri net. In other words, in a standard Petri net, a 
transition t is said to be q-enabled at a marking M if and only if (2) and (3) are satisfied (i.e., 
there is at least q × w(p, t) tokens in each input place of t and the number of tokens in each 
inhibitor place p does not exceed w(p, t)). 
 
4.3 Associated discrete Petri net 
Any BDSPN can be associated with a discrete Petri net, denoted by DPN, which is obtained 
by: 
 
„ Transforming each batch place into a discrete place with the initial number of tokens in 
the discrete place equal to the initial total size of the batch tokens in the batch place, i.e.,  
∑
∈
=∈∀
)(
0
0
)(,
ip p
pibi pMPp μμ
μ  
„ Keeping all its transitions and arcs unchanged in the associated discrete Petri net. 
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An illustrative example of the transformation of a BDSPN into its associated discrete Petri 
net is given in Fig. 10, where an order treatment system is modelled by both the BDSPN 
model (a) and its associated classical discrete Petri net (b). Each transition tj (t1 and t2), in the 
two Petri nets, represents the same operation. Contrary to those in the classical model (b), 
the places p2 and p3 in the BDSPN are batch places with batch tokens. 
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Fig. 10. Synchronization and coordination of material and information flows 
 
In the BDSPN model (a), customer orders with different sizes arrive and are recorded in the 
batch place p2 where they wait for treatment according to their dates of arrival. In the 
example, three customer orders currently arrived in the batch place p2:  two customer orders 
with size 2 and one customer order with size 4 (i.e., µ(p2) = {2, 4, 2}). The customer orders 
will be filled, according to their orders of arrival in batch place p2, from the stock of finished 
products, represented by the discrete place p1, if the stock is sufficient. At the current µ-
marking of the BDSPN, there is only one unit of finished product available in the stock (i.e., 
µ(p1) = 1). The transition t2 is not enabled and the customer orders must keep waiting until 
stock is sufficient to fill any of the orders. Contrary to the behaviour of the BDSPN, in the 
classical model (b), the orders are recorded in the discrete place p2. In this representation, 
there are no informations about the various sizes of the customer orders, except for their 
total size M(p2) = 8 which corresponds to the M-marking of the place p2 in the BDSPN model 
(sum of the sizes of its batch tokens). In this case the transition t2 is enabled at the current 
marking of the net. The place p3 in the two models corresponds to the customer orders ready 
for delivery. The delivery is carried out in batch mode in the BDSPN by firing the transition 
t2 and each customer will receive his/her order as it is ordered. This is not the case in the 
discrete Petri net model where the delivery is carried out by multiple firings of the discrete 
transition t2. 
This illustration clearly shows that the BDSPN and its associated discrete Petri nets behave 
differently. However, despite this difference, the BDSPN and its associated discrete Petri net 
have several common qualitative properties. The rest of this section is thus dedicated to 
establish formal relationships between the two models. 
 
4.4 Relationships between a BDSPN and its associated discrete Petri net 
Before conducting a formal analysis of a BDSPN and its associated discrete Petri net to 
explore the relationships, we first examine an illustrative example given in Fig. 11. 
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Important observations can be obtained by a careful investigation of the two marking 
graphs in the figure. The M-marking graph of the BDSPN is reproduced in an unfolded 
form in the marking graph of its associated discrete Petri net. In fact, each one-step state 
transition Mk[tj[q] → Mk+1 appeared in the M-marking graph of the BDSPN has its 
corresponding multi-step state transition presented as Mk[tj tj…. tj → Mk+1 in the marking 
graph of its associated discrete Petri net. For instance, the batch firing of the transition t1 
with batch firing index q = 2 (i.e, firing of t1[2]) at the M-marking M0 which leads to a new M-
marking M2 (i.e., M0[t1[2] → M1) in the M-marking graph of the BDSPN has its corresponding 
multi-step transition firing presented as M0[t1t1 → M1 in the marking graph of the discrete 
Petri net. In other words, each batch firing of a batch transition tj with a batch firing index q 
at a given M-marking Mk can be interpreted as q discrete firings occurred concurrently in the 
associated discrete Petri net. Consequently, the set of reachable M-marking of the BDSPN is 
included in the set of reachable marking of its associated discrete Petri net. 
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Fig.  11. An illustration of the behaviours of a BDSPN and its associated discrete Petri net 
 
As shown in Fig. 12, due to the unfolding operation of batch firings, the associated discrete 
Petri net may generate some intermediate states (markings) between two states (markings) 
in the BDSPN model. In general case, the intermediate states may be evaluated to other 
states which do not appear in the BDSPN model. 
As shown by an example given in Fig. 13, when the BDSPN contains an inhibitor arc, some 
of its reachable M-markings are not reproduced by its associated discrete Petri net. It is 
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simply due to the different effect of the inhibitor arc on the behaviours of the two nets. 
Contrary to the BDSPN, in the associated discrete Petri net, the inhibitor arc prevents the 
occurrence of the sequence of firings of the transition t1 which corresponds to the batch 
firings of t1[3] and t1[2] in the BDSPN. 
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q  frings of t1 
commun states intermediate states 
p1 t1 
3
p1 t1 
                 states generated by the 
intermediate states 
 
Fig. 12. Common and intermediate states of a BDSPN and its associated discrete Petri net 
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Fig.  13. Illustration of the case of a BDSPN with inhibitor arcs. 
 
The above discussion leads to some important properties about the behaviours of the 
BDSPN and its associated discrete Petri. In the following, it is assumed that the BDSPN 
model has no inhibitor arc. We use Gµ(BDSPN, µ0), GM(BDSPN, M0) and GM(DPN, M0) to 
denote the µ-marking reachability graph of the BDSPN, the M-marking reachability graph of 
the BDSPN, and the reachability graph of the associated discrete Petri net DPN, respectively. 
„ Property 1. A BDSPN and its associated discrete Petri net have the same initial M-
marking M0 and the same incidence matrix W. 
Proof: This property is a direct consequence of the definition of the associated discrete Petri 
net. 
„ Property 2. The set of the reachable M-markings of a BDSPN, M*BDSPN, is included in the 
set of the reachable markings, M*DPN, of its associated discrete Petri net, i.e., 
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****
DPNBDSPNDPNBDSPN MMMMMM ∈⇒∈∀⇔⊆  
Proof: The property 1 implies that: *0
*
0 DPNBDSPN MMMM ∈⇒∈∀  
Let tj be a transition enabled at the initial µ-marking µ0 (its corresponding M-marking M0) in 
the BDSPN. The transition is also enabled at the marking M0 in the associated discrete Petri 
net. 
i) If tj is a discrete transition, after the firing of the transition tj in the two nets, their M-
marking (marking) will be changed to the same marking M1. Thus, the marking M1 appears 
in the two reachability graphs GM(BDSPN, M0) and GM(DPN, M0). We then have: 
*
1
*
1 DPNBDSPN MMMM ∈⇒∈  
ii) If tj is a batch transition in the BDSPN, then it can be fired at M0 with a batch firing index 
q. This batch firing corresponds to q consecutive firings of the transition in the associated 
discrete Petri net as represented by: 
 [ [ k
q
jjjjkqj MttttMMtM →⇔→
times 
0][0 ...  
We then have: ** DPNkBDSPNk MMMM ∈⇒∈  
Continuing this process, for each new reachable marking Mk in the BDSPN, it is reachable in 
the associated discrete Petri net. 
„ Property 3. All feasible sequences of firings (multiple transitions which can be fired 
consecutively) in a BDSPN are also feasible in its associated discrete Petri net, i.e., ( ) ( )00 ,, μμ DPNGSBDSPNGS Mµ ∈⇒∈∀  
Proof: This property is an implication of the property 2 which says that all reachable M-
markings of the BDSPN are included in the set of reachable markings of its associated 
discrete Petri net. For example, consider S = t3[2] t1 t2[4] as a feasible sequence by a given 
BDSPN from M to M’.  ( ) ( )022221330]4[21]2[3 ,[,[ MDPNGMtttttttMBDSPNGMtttM M∈′→⇒∈′→ μμ  
„ Property 4. If the associated discrete Petri net of a BDSPN is bounded then the BDSPN is 
also bounded ( undedBDPN is bonded DPN is bou ⇒ ). 
Proof: By definition, a DPN is bounded if all its places are bounded. Formally:  ( ) )IN(  ,)(,, 0 ∈≤⇒∈∀∈∀ kkpMMDPNGMPp M  
However, all the M-markings of the BDSPN are included in the set of reachable markings of 
its associated discrete Petri net, then: ( ) kpMMBDSPNGMPp M ≤⇒∈∀∈∀ )(,, 0 . Hence the 
BDSPN is bounded. 
„ Property 5. The boundness of a BDSPN does not imply the boundness of its associated 
discrete Petri net. 
Proof. As illustrated in Fig. 13, the associated discrete Petri net of a BDSPN may generate 
some intermediate states (markings) which do not appear in the BDSPN. These intermediate 
markings, which are not included in the states of the BDSPN, may be unbounded. 
„ Property 6. All P-invariants (resp. T-invariants) of the associated discrete Petri net of a 
BDSPN are also P-invariants (resp. T-invariants) of the BDSPN. 
Proof. By definition, every P-invariant (resp. T-invariant) of a net is a solution of the equation 
YT × W = 0 (resp. W× X = 0), where W is the incidence matrix of the net. Since the BDSPN 
and its associated discrete Petri net have the same incidence matrix W, they have the same 
P-invariants and T-invariants. 
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„ Property 7. The liveness (resp. the reversibility) of a BDSPN can not be concluded from 
the liveness (resp. the reversibility) of its associated discrete Petri net.  
Proof. As we know, intermediate markings may appear in the reachability set of the 
associated Petri net. At these intermediate markings, transitions may be fired, leading to 
other markings (see Fig. 13). For the reversibility of the associated discrete Petri net, it is 
possible that the return to the initial marking starting from a given marking is made through 
a sequence of transitions which is not feasible in the BDSPN. Moreover, because of possible 
transition firings at the intermediate states, the liveness of the associated discrete Petri net 
does not imply the liveness of the BDSPN due to the existence of some sequences of 
transitions which are not feasible in the BDSPN.  
„ Property 8. A BDSPN is reversible if its associated discrete Petri net is reversible. In this 
case, all reachable markings of the two nets are identical. 
Proof. By definition, the associated discrete Petri net is reversible if for every reachable 
marking M there exists a sequence of transitions whose firing reproduces M0. That is, 
WMMMM DPN ×=∈∀ 0* ,  
Since the BDSPN and its associated discrete Petri net have the same incidence matrix, they 
have the same set of reachable markings. Hence, the BDSPN is reversible. 
 
M0 M0 
(a) (b) 
BDSPN Associated discrete 
Petri net 
 
Fig.  14. Illustration of the ideal configuration between a BDSPN and its associated discrete 
Petri net 
 
From the above discussion, we know that although a BDSPN and its associated discrete 
Petri net behave differently, formal relationships between the two models and their common 
qualitative properties can be explored. More results can be derived from the properties 
presented above. Intuitively, a case with common qualitative properties (liveness, 
reversibility, boundness, …) of the BDSPN and its associated discrete Petri net is illustrated 
in Fig. 14. 
 
5. Conclusion 
 
In the first part of this chapter, a new class of Petri nets, called batch deterministic and 
stochastic Petri nets (BDSPN), is presented as a powerful modelling and performance 
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evaluation tool for discrete event dynamic systems with batch behaviours. The model 
enhances the modelling and analysis power of the existing discrete Petri nets. It is 
particularly adapted for the modelling of flow evolution in discrete quantities (variable 
batches of different sizes) and is capable of describing activities such as customer order 
processing, stock replenishment, production and delivery in a batch mode. The model and 
its associated analysis methods are particularly suitable for the modelling and analysis of 
industrial and manufacturing systems where materials are processed in batches and 
operations are performed in batch modes to take advantages of the economies of scale or 
because of the batch nature of customer orders. As demonstrated in our previous 
applications (Amodeo et al., 2007; Labadi et al., 2007, Chen et al., 2005), the model is able to 
describe essential characteristics of logistics and inventory control systems (batch 
behaviours, batch operational policies, synchronization of various flows, randomness) and 
more generally discrete event dynamic systems with batch behaviours. The second part of 
this chapter contributes to the structural and behavioral analysis of the model by using the 
transformation approach. The first method proposed transforms a BDSPN into an 
equivalent classical discrete Petri net under some conditions. In this case, the corresponding 
transformation procedures are presented. For other cases, especially for BDSPNs with 
variable arc weights depending on their marking, the transformation is impossible. The 
second method analyzes a BDSPN based on its associated discrete Petri net which is 
obtained by converting the batch components (batch places, batch tokens, batch transitions) 
of the BDSPN into discrete components of the discrete Petri net. We show that although a 
BDSPN and its associated discrete Petri net behave differently, they have several common 
qualitative properties. This study establishes a relationship between BDSPNs and classical 
discrete Petri nets and demonstrates the necessity of the introduction of the BDSPN model. 
In the future, we intend to develop new efficient methods for analysis of the BDSPN model 
based on the obtained formal relationships between the BDSPNs and classical discrete Petri 
nets and by exploring existing results for classical Petri nets. With the formal relations 
obtained in this work, we think that some results of classical Petri nets can be adapted and 
extended for the BDSPN model. On the other hand, we want to develop reduction rules for 
the BDSPNs following the methodology of the transformation approach. In this case, the 
BDSPN model will not be converted into a classical Petri net as shown in this chapter, but 
the size of the model will be reduced. The reduced model can be used for deriving 
qualitative and/or quantitative proprieties of the original BDSPN model and the analysis of 
the original model is thus simplified. This expected research aims at the development of an 
automated toolset which can help us to efficiently model and analyze untimed, timed and 
stochastic discrete systems with batch behaviours. 
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