In this paper, we investigate adaptive relevance feedback algorithms for interactive multimedia content personalization. In particular two interesting scenarios are examined. The first uses a weighted cross correlation similarity measure for ranking multimedia data. The second exploits concepts of functional analysis to model the similarity measure as a non-linear function, the type of which is estimated by the users' preferences. The algorithms are computationally efficient and they can be recursively implemented.
Introduction
Managing multimedia content presents new challenges that should be addressed since modeling and description of multimedia data is an arduous task for any generic visual information 1 . Humans perceive and characterize content using high-level concepts, such as the amount of action, romance or emotional factors, which are not related in a straightforward way to visual attributes of pixels that compose images. Furthermore, there is vagueness as far as multimedia content is concerned mainly due to the subjective perception of humans, which usually interpret the same semantic content in a different way 2 . This "time varying" multimedia content interpretation and classification can be addressed by introducing on line strategies for interactive learning, originally called relevance feedback. In this case, the retrieval results are evaluated by the user and a degree of relevance is assigned to some selected images so that the system response is adapted to satisfy the current user's information needs and preferences.
Recently several relevance feedback algorithms have been proposed. In [2] , a relevance feedback algorithm is introduced using as metric the weighted Euclidean distance and, a heuristic scheme is adopted to perform the weight updating. However, this approach is an ad hoc method and thus there is a need for an optimal learning strategy. The first approaches towards this direction have been reported in [3] and [4] , using the weighted and the generalized Euclidean distance respectively. However, the work of [3] , yields unstable performance in case of negative examples, while [4] , involves the inversion of the covariance matrix of the selected samples, which is not always invertible. To confront this difficulty, a "hierarchical model" has been proposed in [5] , for decomposing the feature vectors into vectors of smaller size.
In this paper, an adaptive framework for optimal relevance feedback is examined by investigating two different scenarios. The first assumes as similarity measure a weighted correlation metric, while the second confronts the relevance feedback problem in the most general form, by considering that the similarity measure can be any type of non-linear functions (apart from some restrictions regarding function continuity). Particularly, in the first case, an optimal and computationally efficient weight updating strategy is proposed, which maximizes the correlation over all selected relevant data and minimizes over all selected irrelevant data. In the second case, the similarity measure is considered to be any type of non-linear functions, handling the problem of relevance feedback in the most general form. In this paper, the similarity measure is optimally estimated based on a recursive and computationally efficient algorithm, which exploits concepts derived from functional analysis.
Correlation-Based Relevance Feedback
In this section, we describe the optimal weight updating in case that cross correlation is used as similarity measure,
We call this approach, Method A in the rest of this paper. The optimal weights are computed by setting the derivatives of (1) equal to zero.
∀ n=0,1,…,P. A method for solving the non-linear system of Eqs. (2) is to divide one equation over the other. Then, (4) with respect to 0 w .
Generic Non-Linear Relevance Feedback
In this section, we address the relevance feedback problem in its most generic form by allowing the similarity measure to be of any generic non-linear function (apart from a restriction regarding function continuity) and to be adapted according to the user' actual information needs and preferences. This means that
However, the main difficulty in implementing Eq. (5) 
where number L expresses the approximation order for function ) (⋅ g . In Eq. (6), 
Experimental Results
The image database of the National Technical University of Athens, enhanced by key-frames obtained from the digitalization of video sequences of the Hellenic Radio-Television broadcasting channel archives captured in the framework of "PANORAMA" project is used for our experiments. The overall data set consists of around 15,000 images covering a wide variety of content. All images have been classified into 80 categories according to their content, such as space equipment, tigers&lions, fractals, cars, cats, cartoons, landscape. 
Synthetic Example
The efficiency of both the investigated optimal relevance feedback schemes (Methods A & B) is initially examined using a synthetic experiment. In particular, a database is constructed consisting of 51 frames of a synthetic shot, which depict a red circle moving in an elliptic trajectory in a static black background. The shot content is shown in Figure 1(a) . To investigate and compare the performance of the proposed relevance feedback schemes, we examine the following scenario. In particular, we assume that all frames, which depict the red circle in the gray color region of Figure 1(b) are relevant. The precision-recall curve, after the weight adaptation, is shown in Figure  2 (a) for both the investigated algorithms. In this figure, we also compare the precision recall results with the algorithms reported in [4] and [5] . As is observed, both the proposed relevance feedback schemes yield better results compared to the methods of [4] and [5] , with Method B comes the first. The similarity measure after the weight adaptation over all 51 frames of the synthetic database is depicted in Figure 2(b) for both the investigated relevance feedback algorithms and the method of [5] , which provides better precision-recall results than of [4] .
(a) (b) Figure 2 . (a) The precision-recall curve of both the proposed schemes (Methods A&B) compared with the methods of [4] and [5] for the first scenario. (b) the normalized similarity measure, after the relevance feedback, over all frames of the synthetic database.
Real-Life Experiment
In this subsection, we evaluate the performance of the both the investigated relevance feedback schemes and compare them with the works of 4, 5 and 5, using the real image database described previously. Figure 3(a) presents the average precision-recall curve for around 3,000 randomly selected queries submitted to the database at the fifth feedback iteration. As is expected, the best precision for every recall value is achieved using the Method B, while the second best for method A. [6] 0.12 The Method of [5] 0.14 The Method of [4] 0.19
The ANMRR values measured for the two proposed relevance feedback algorithms along with the works of 4, 5 and 5, are shown in Table 1 . As can be seen, Method B provides the smallest values of the ANMRR measure, with the Method A the second one. This means that the presented algorithms not only yield the best results retrieval results, but also provides the smallest ranking of the relevant images. The precision values with respect to feedback iterations for recall 10% and 30% are shown in Figure 3 (b) respectively for the aforementioned algorithms. As is observed, the improvement ratio decreases The method of [4] meaning that beyond a limit only a slight precision increase is accomplished. It can be seen that both the proposed schemes outperform the other three for every feedback iteration, with the Method B comes the first one. Method A The method of [6] The method of [5] The method of [4] 
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