In this paper, we show that the moving average and series representations of fractional Brownian motion can be obtained using the spectral theory of vibrating strings. The representations are shown to be consequences of general theorems valid for a large class of second-order processes with stationary increments. Specifically, we use the 1-1 relation discovered by M.G. Krein between spectral measures of continuous second-order processes with stationary increments and differential equations describing the vibrations of a string with a certain length and mass distribution. r
Introduction
In recent years, there has been significant progress in the study of the fractional Brownian motion (fBm). In general, the analysis of this process can be rather of the fBm X as a stochastic integral of a deterministic kernel w t with respect to an ordinary Brownian motion W. See for instance Molchan [19] , Decreusefond and Ü stu¨nel [6] , Norros et al. [21] , Nuzman and Poor [23] or Pipiras and Taqqu [24] for various proofs of this result. The moving average representation allows us to obtain results regarding for instance prediction, absolute continuity, maximal inequalities, stochastic calculus, etc. (cf. e.g. [6, 21, 22, 18, 24, 27] , to mention but a few). More generally, it allows us to apply the results and techniques available for general Volterra processes to the fBm (see e.g. [2, 3, 13] for such results).
In this paper, we present an approach to (1.1) which has remained unexplored so far. The method also yields a new proof of the series representation of the fBm obtained recently in Dzhaparidze and Van Zanten [11] . The presented approach is not just yet another ad hoc method applicable only to the fBm. On the contrary, the purpose of the paper is to show that the moving average and series representations of the fBm are in fact special cases of results for a much wider class of second-order processes with stationary increments (si-processes). Since there is an increasing interest in general Gaussian si-processes as building blocks for models (cf. e.g. [1, 15, 17, 4] ), it seems quite relevant to explore methods that allow us to understand the structure of such processes better.
The approach we take was pioneered by M.G. Krein in the 1950s. He investigated problems like interpolation and prediction for stationary processes. The central observation of Krein was that there is a 1-1 relationship between symmetric, Borel measures m on the line satisfying Z mðdlÞ
and differential operators of the form f 7 !df 0 =dm associated with a vibrating string with mass distribution m. Roughly speaking, the measure m associated with a string describes the kinetic energy of the string as it vibrates at different frequencies. When combined with the theory of reproducing kernel Hilbert spaces (RKHSs) of entire functions of de Branges [5] , very precise results are obtained concerning the structure of (subspaces of) L 2 ðmÞ. The general Krein-de Branges theory can be found in Dym and McKean [8] and is recalled for convenience in Section 2 of this paper.
The relevance of this theory for the study of second-order si-processes is easily explained. It is a classical fact that for a continuous, centered, second-order si-process X ¼ ðX t Þ tX0 there exists a unique symmetric Borel measure m on the line for s; tX0 (see e.g. [7, Section XI.11] ). Using the Krein-de Branges theory we can associate a unique string with m and obtain results on the analytic structure of L 2 ðmÞ. Using (1.3) again these translate into probabilistic results for the process X.
To obtain concrete results for a specific process, one has to compute the mass distribution m associated with the given measure m appearing in (1.3) . In general this is a nontrivial task. Krein carried it out for spectra with rational densities and some other examples, see Dym and McKean [8, Chapter 6] . For the fBm, the spectral measure m in (1.3) is given by
where c H ¼ ðGð1 þ 2HÞ sin pHÞ=ð2pÞ (see for instance [26, 29] ). The string associated with this measure has, as far we know, never been computed, except for the standard Brownian case H ¼ 1 2 . In Section 4.1 of the present paper the string associated with the fBm is identified. We prove it is the infinitely long string with mass distribution mðxÞ ¼ C H x ð1ÀHÞ=H , for some explicitly given constant C H . In particular, we will see that the mass distribution arising from the fBm is smooth. For such smooth mass distributions we derive a number of results on the structure of L 2 ðmÞ from the general Krein-de Branges theory in Section 3. Specialized to the fBm case, we rediscover the results first presented in Dzhaparidze and Van Zanten [11] on the structure of the space L T , defined as the closure in L 2 ðmÞ of the span of the collection of functions fl 7 !ðexpðiltÞ À 1Þ=il : tpTg. The results show that L T is a RKHS and we obtain an explicit expression for the reproducing kernel. Moreover, we construct a Fourier-type transform on L T and exhibit an explicit orthogonal basis. Using the isometry (1.3) these results on the structure of L T translate into results on the structure of the process X.
The essential difference with Dzhaparidze and Van Zanten [11] is that in the latter paper we took the moving average representation as given, and used it to derive the results for L 2 ðmÞ. In the present paper the order is reversed. In Section 4 we first derive the results on the structure of L 2 ðmÞ from the general theory of vibrating strings, without assuming the moving average representation. Then in Section 5 we obtain the moving average and series representations of the fBm as easy consequences.
The identification of the string associated with the fBm also sheds some light on the form of frequency domain results for the fBm obtained in previous papers. In Dzhaparidze and Ferreira [9] and Dzhaparidze and Van Zanten [10, 11] we observed that Bessel functions play an important role in the frequency domain, but the deeper reason for their appearance remained unclear. The results in Section 4 of the present paper explain what is going on. It turns out that the spectral measure of the fBm is the principle spectral measure of a differential equation whose eigenfunctions are expressed in terms of Bessel functions (see Corollary 4.3). Properties of Bessel functions are used extensively in various proofs below. For background information we refer to the classic Watson [28] , or for instance Lebedev [16] .
Elements of the spectral theory of vibrating strings
In this section, we recall the elements of the spectral theory of vibrating strings relevant to the study of stochastic processes with stationary increments. This theory was developed by M.G. Krein in the 1950s (see e.g. the historical remarks in [14] ). It becomes particularly useful for our purposes when combined with the theory of RKHSs of entire functions of de Branges [5] . In Sections 2.1-2.8 we essentially follow the presentation of this material given in Dym and McKean [8, Chapters 5 and 6] . Omitted proofs and further details can be found there.
Mathematical description of a vibrating string
Consider a number lp1 and a nonnegative, right-continuous, nondecreasing function m on the interval ½0; lÞ. The number l is interpreted as the length of a string in equilibrium, x 2 ½0; l is thought of as a location on the string, x ¼ 0 corresponding to the left endpoint and x ¼ l to the right endpoint, and mðxÞ is interpreted as the mass of the piece of string from the left endpoint up to (and including) the point x. The jump of m at the point xX0 is denoted by DmðxÞ ¼ mðxÞ À mðxÀÞ, and mð0ÀÞ ¼ 0.
From classical mechanics we know that the motion of the vibrating string is described by the solutions u ¼ uðt; xÞ of the wave equation 
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Starting from this observation it is possible to associate with every string a unique symmetric measure m on R which has the property that R ð1 þ l 2 Þ À1 mðdlÞo1, and such that l 2 =mðdlÞ can be interpreted as the kinetic energy of the string which vibrates at the frequency l. In the remainder of this section we recall the construction of this so-called principal spectral measure of a string and some additional facts that we need below.
Differential operator associated with a string
For general, not necessarily smooth mass distribution functions m, the eigenvalue problem (2.2) can be written as
Here f þ denotes the right-hand side derivative of the function f and, similarly, f À is the left derivative. If we restrict the operator A 7 !dA þ =dm to an appropriate domain it becomes a self-adjoint, negative definite, densely defined operator on the Hilbert space L 2 ðmÞ ¼ L 2 ð½0; l; mÞ. We will denote this operator by G, and its domain by DðGÞ.
The first requirement on f 2 DðGÞ is of course that Gf ¼ df þ =dm exists, by which we mean that we can write
Gf ðzÞ dmðzÞ dy (2.4) for x 2 ½0; lÞ. We think of functions in DðGÞ as being defined on the entire real line by putting m constant outside ½0; l, so that f ðxÞ ¼ f ð0Þ þ xf À ð0Þ for xp0 and f ðxÞ ¼ f ðlÞ þ ðx À lÞf þ ðlÞ for xXl if lo1. Secondly, the functions in DðGÞ have to satisfy the appropriate boundary conditions. To make G self-adjoint we need to impose the boundary condition f À ð0Þ ¼ 0 at the left endpoint of the string. For a long string, meaning that l þ mðlÀÞ ¼ 1, this is the only boundary condition and the situation can be summarized as follows, see Dym If the string is short, i.e. l þ mðlÀÞo1, we also have to prescribe how the string is tied down at the right end point. On this side of the string there is a continuum of possible boundary conditions, each leading to a self-adjoint, negative definite operator. The condition can be described by introducing an additional tying constant k 2 ½0; 1 and prescribing that f ðl þ kÞ ¼ 0 for f 2 DðGÞ. Since f ðl þ kÞ ¼ f ðlÞ þ kf þ ðlÞ, this means that f ðlÞ þ kf þ ðlÞ ¼ 0. If the string is short the function 1=A 2 is integrable, so D is well defined. In the case of a long string the integral is to be taken from x to 1, and it exists as an improper integral. The function D ¼ DðÁ; lÞ satisfies GDðÁ; lÞ ¼ Àl 2 DðÁ; lÞ; D À ð0; lÞ ¼ À1.
It is constructed in such a way that for the Wronskian of A and D, we have
A third function that will play an important role below is defined by
It satisfies dB ¼ lA dm and Bð0; lÞ ¼ lDmð0Þ.
Resolvents of the string operator
For l 2 outside ½0; 1Þ the operator Àl 2 I À G is invertible, so that the resolvent
is well defined. For all l 2 outside ½0; 1Þ we have that R l : L 2 ðmÞ ! L 2 ðmÞ is a bounded, self-adjoint operator. Its image, which is DðGÞ, is dense in L 2 ðmÞ.
The resolvent R l is an integral operator with a kernel that can be expressed in terms of the ''eigenfunctions'' A and D of the operator G we introduced in the previous subsection. We define r l ðx; yÞ ¼ Aðx; lÞDðy; lÞ if xpy; Aðy; lÞDðx; lÞ if xXy:
The following result can be found in Dym 
Spectral measure of a string
If the string is short, so l þ mðlÀÞo1, the spectrum of the operator G is fÀl at the points AEl n . We remark that m has a clear physical interpretation. Up to a constant, the mass mðfl n gÞ is equal to l 2 n =Kðl n Þ, where KðlÞ is the kinetic energy of the string which vibrates at the frequency l (cf. (2.3)). The measure m is called the principal spectral measure of the string. For l 2 outside ½0; 1Þ, the resolvent kernel r l can be expressed in terms of the measure m and the eigenfunctions of the string:
Note that this implies in particular that we have the integrability property
For long strings the spectral measure can be constructed by first cutting the string to make it short, and then letting the cutting point tend to infinity. The resulting measure is then no longer discrete, in general, but the spectral representation (2.7) of the resolvent kernel still holds. Moreover, there is only one measure with this property. In view of this theorem, the following definition makes sense.
Definition 2.5. The principal spectral measure of the string is the unique measure m which satisfies (2.7).
Odd and even transforms
Now let m be the principal spectral measure of the string and let L 2 even ðmÞ, resp. L 
It holds that
So, up to a factor ffiffiffi p p , the map T even is a Hilbert space isometry between L 2 ðmÞ and L 2 even ðmÞ. As usual in this kind of setting, the integrals in the statement of the theorem should be interpreted in the wide sense: for short strings they converge as ordinary Lebesgue integrals, but for long strings they may only converge in an L 2 -sense. The domain of the corresponding map into L 2 odd ðmÞ is a subspace X of L 2 ð½0; l þ k; dxÞ, where k is the tying constant if the string is short, and k ¼ 0 if it is long. For ko1, X is defined as the space of functions in L 2 ð½0; l þ k; dxÞ which are constant on mass-free intervals. For k ¼ 1 we require in addition that the functions vanish on ½l; 1. 
.
If the spectral measure m has an atom at o (and hence also at Ào), Theorem 2.6 states that
AðÁ; oÞmðfogÞ.
Hence, under the even transform the function 1 fÀog þ 1 fog 2 L 2 even ðmÞ corresponds to a function in L 2 ðmÞ describing a vibration at frequency o, with weight, or power, 2mðfogÞ=p. In general, the theorem allows us to think of an arbitrary element c 2 L 2 ðmÞ as a frequency domain description of a vibration of the string, 2cðlÞmðdlÞ=p being the contribution of frequency l.
Note that if we apply the Parseval relation kT even f k
for the even transform with f ¼ 1 fxg we see that for all x, Z R A 2 ðx; lÞ mðdlÞ ¼ p DmðxÞ .
In particular, it holds that the principal spectral measure m has finite total mass if and only if Dmð0Þ40.
RKHS of entire functions associated with a string
We now come to the description of the structure of L 2 ðmÞ. The central result is that for short strings, this space is a RKHS of entire functions of the type studied by de Branges [5] . The reproducing kernel can be expressed in terms of the functions A and B introduced in Section 2.3.
Throughout this section, we consider a string with length l, mass distribution m and tying constant k. The following result is proved in Dym 
2 ðmÞ in the remainder of the paper, we will always assume it is the smooth version. Secondly, the evaluation of the function A on the right of l should be interpreted as explained in Section 2.1, i.e.
Aðl
Finally, we note that expression (2.8) of course only makes sense for oal. Since l 7 !Kðo; lÞ is smooth, however, Kðo; oÞ is given by the limit for l ! o of the righthand side of (2.8 T ðmÞ correspond to motions of a finite piece of the string. For T40, we define xðTÞ as the smallest root xX0 of the equation
where m 0 is the derivative of the absolute continuous part of m. Note that the function xðTÞ is the inverse of the function TðxÞ defined by (2.1). Hence, a wave starting at location x ¼ 0 at time zero arrives at location xðTÞ at time T.
Theorem 2.9. Suppose that 0oTo
where m T is the principal spectral measure of the string with length xðTÞ, the same mass distribution m, and tying constant k ¼ 1. In particular, L We have that L 2 T ðmÞ ¼ L 2 ðm T Þ, where m T is the spectral measure of the string with mass m, length xðTÞ and tying constant k ¼ 1. As explained in Section 2.5, this means that m T is a measure which only has isolated masses, located at the zeros o n of BðxðTÞ; ÁÞ. Hence, a function c 2 L 2 T ðmÞ ¼ L 2 ðm T Þ vanishes if it vanishes at every zero o n . Now suppose that c is orthogonal to every K T ðo n ; ÁÞ. Then by the reproducing property, cðo n Þ ¼ 0 for every n 2 Z, hence c vanishes in L T ðmÞ. This shows that the functions K T ðo n ; ÁÞ form a complete system.
Since the K T ðo n ; ÁÞ form a complete orthogonal system, we have
T ðmÞ. By the reproducing property the inner product appearing in the sum equals cðo n Þ. The squared norm was just shown to be K T ðo n ; o n Þ. & Let us remark here that it is also possible to produce different orthogonal bases of L 2 T ðmÞ, using the zeros of equation (2.6) for different k 2 ½0; 1Þ. See Section 6.11 of Dym and McKean [8] . Theorem 2.10 deals with the case k ¼ 1.
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RKHS associated with a smooth string
Given a spectral measure m, Theorem 2.9 describes the RKHS structure of the space L 2 T ðmÞ ¼ spf1 ð0;t : t 2 ½ÀT; Tg L 2 ðmÞ. In connection with our study of stochastic processes, however, we are more interested in the space
From the simple observation that if c 2 L 2T , then l 7 ! expðÀilTÞcðlÞ belongs to L 2 T ðmÞ, it easily follows that the reproducing kernel on L 2T is given by
In this section, we study the structure of the RKHS L T in the case that the mass distribution function m is smooth. We first derive an integral representation of the reproducing kernel and use it to define a Fourier-type transform on L T . In addition we obtain an orthogonal basis of the space L T . So far, in the presentation of the classical results in Section 2, we either considered functions of the variable l (or o), which denotes a frequency, or functions of the variable x (or y), which denotes a location on the string. For our present purposes it is necessary to replace the location variable x by the time variable t. This change of variables appeared already implicitly in the preceding section, where we introduced the inverse xðTÞ of the function TðxÞ defined by (2.1).
In this section, we suppose that the mass distribution function m is continuously differentiable, its derivative m 0 is strictly positive and we have the finite propagation speed property
Observe that the map t 7 !xðtÞ is then differentiable, whence we can define the functions a and b by aðt; lÞ ¼ AðxðtÞ; lÞ; bðt; lÞ ¼ BðxðtÞ; lÞx 0 ðtÞ. Note that the assumptions on m imply that V is smooth, strictly increasing, and V ð0Þ ¼ 0.
The following theorem gives an integral representation for the reproducing kernel of L T . for c 2 L T .
Proof. By (3.5) the operator U maps the indicator function 1 ð0;t to S t ð0; ÁÞ 2 L t L T . Hence, by linearity, the simple functions in L 2 ð½0; T; V Þ are mapped to spfS t ð0; ÁÞ : t 2 ½0; Tg L T . Moreover, using the preceding theorem it is straightforward to verify that U is an isometry between these two subspaces. Since the simple functions are dense in L 2 ð½0; T; V Þ and spfS t ð0; ÁÞ : t 2 ½0; Tg is dense in L T , we see that U is indeed an isometry between L 2 ð½0; T; V Þ and L T . Since U is an isometry, its inverse U À1 coincides with its adjoint U Ã . For the adjoint we have
; lÞ mðdlÞ for every tX0. By differentiating with respect to t and using (3.6) we obtain the formula for U À1 . &
Observe that if the function c 2 L T is such that the order of the differentiation and integration operations in (3.7) may be reversed, the inversion formula reduces to U À1 cðtÞ ¼ Z cðlÞjðt; lÞ mðdlÞ. (3.8)
In general, however, this integral on the right-hand side does not converge as a Lebesgue integral, but only in an L 2 -sense. We have an explicit expression for the reproducing kernel S T in the spirit of Theorem 2.9. cðo n Þ S T ðo n ; lÞ S T ðo n ; o n Þ .
Proof. Follows from Theorem 2.10 and (3.1). &
String and RKHS associated with the fBm
The string associated with the fBm
In this section, we identify the string associated with the fBm with Hurst index H 2 ð0; 1Þ. We prove that the spectral measure m H of the fBm is the principal spectral measure of an infinitely long string with mass distribution C H x ð1ÀHÞ=H , for an explicitly given constant C H , and we give explicit expressions for the eigenfunctions A; B and D introduced in Section 2.3. We will see in particular that the string associated with ordinary Brownian motion is the infinitely long string with mass distribution mðxÞ ¼ 4p 2 x. This is in fact a known result, cf. e.g. Dym and McKean [8, Chapter 5] . The results obtained for Ha1=2 are new.
We begin with the observation that just from scaling properties, it follows that the principal spectral measure of an infinitely long string with power mass function is an absolutely continuous measure with a power density, and the two powers can be related explicitly. In probabilistic terms: we will see that it follows from the H-self similarity of the fBm that the corresponding mass function is some constant times x 7 !x ð1ÀHÞ=H .
Theorem 4.1. The principal spectral measure of an infinitely long string with mass distribution function mðxÞ ¼ cx p for c; p40 is absolutely continuous, and its density is given by l 7 !Cjlj ðpÀ1Þ=ðpþ1Þ for some C40.
Proof. The eigenfunction A of the string solves the eigenvalue problem 
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We see that F satisfies the same equation as Aðx; a ðpþ1Þ=2 lÞ. Hence, since it also satisfies the same initial conditions F ð0; lÞ ¼ 1 and F 0 ð0; lÞ ¼ 0, we have F ðx; lÞ ¼ Aðx; a ðpþ1Þ=2 lÞ. In other words, the eigenfunctions have the property that Aðax; lÞ ¼ Aðx; a ðpþ1Þ=2 lÞ, or Aðx; alÞ ¼ Aða 2=ðpþ1Þ x; lÞ. Differentiation of the latter identity yields the relation Bðx; alÞ ¼ a ð1ÀpÞ=ð1þpÞ Bða 2=ð1þpÞ x; lÞ for the function B defined in Section 2.3.
These scaling properties of the functions A and B carry over to the odd and even transforms introduced in Section 2.
, it follows that 
Frequency domain RKHS associated with the fBm
The results of the preceding subsection show that the mass function m of the string associated with the fBm is smooth, and its density is given by
This implies in particular that we have the finite propagation speed property
so all conditions posed in Section 3 are satisfied.
To compute the functions a; b; j and V defined by (3.2), (3.3) and (3.4) in the present case, observe first that the function T defined by (2.1) is now given by 
The three theorems below are now immediate consequences of the results for general smooth strings obtained in Section 3. Observe that the statements are precisely those of, respectively, Dzhaparidze and Van Zanten [11, Corollary 6.2, Theorems 3.2 and 7.2]. In the latter paper, however, we derived the results by taking the whitening formula and moving average representation of the fBm as the starting point. In the present paper, we argue in the opposite direction. The results for L T are derived from general results for smooth strings, and the cð2o n =TÞ S T ð2o n =T; lÞ S T ð2o n =T; 2o n =TÞ .
Proof. Follows from Theorem 3.5. &
ARTICLE IN PRESS
Representations of fractional Brownian motion
Let X ¼ ðX t Þ tX0 be a fractional Brownian motion (fBm) with Hurst index H 2 ð0; 1Þ. Say the process is defined on the probability space ðO; F; PÞ, and for some fixed time horizon TX0, define the linear space H T ¼ spfX t : t 2 ½0; Tg L 2 ðPÞ. The spectral representation EX s X t ¼ h1 ð0;s ;1 ð0;t i m H gives rise to an isometry between H T and L T ¼ spf1 ð0;t : t 2 ½0; Tg L 2 ðm H Þ, determined by the relation X t !1 ð0;t . We call this map the spectral isometry.
The spectral representation can be used to define a stochastic integral with respect to X of a large class of deterministic integrands. Consider the class of functions
ðm H Þg and endow it with the inner product hf ; gi I T ¼ hf ;ĝi m H : Then the spectral representation can be written as EX s X t ¼ h1 ð0;s ; 1 ð0;t i I T : In particular, the mapping 1 ð0;t ! X t extends to a linear map I : I T ! H T with the property that Ið1 ð0;t Þ ¼ X t and for f ; g 2 I T ,
We denote the random variable Iðf Þ by R f dX or R T 0 f ðtÞ dX t , and call it the Wiener integral of f with respect to X. (We note that in general not every element of H T can be represented as such an integral, since for H4 1 2 the space I T is not complete, see [24] .)
Fundamental martingale
For every tX0, define the random variable M t 2 H t as the image under the spectral isometry of the function S t ð0; ÁÞ 2 L t . Then in particular, M is adapted to the filtration generated by the fBm X. From the reproducing property of S t it immediately follows that M has uncorrelated increments, i.e. it is a martingale. Indeed, for sptpu we have For the variance function of M we have
We will see below that M is the martingale considered for instance by Norros et al. [21] . In accordance with their terminology, we call M the fundamental martingale. We wish to show that M t is in fact a Wiener integral of some deterministic kernel k t 2 I t with respect to the fBm X. In spectral terms, this means we have to show that S t ð0; lÞ is the Fourier transform of some square integrable kernel. By substituting o ¼ 0 in the formula given in Theorem 4.4 and using the basic property 
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Series representation
We can argue exactly as in Dzhaparidze and Van Zanten [11] to deduce the following series representation of the fBm from Theorem 4.6. EjZ n j 2 ¼ 1 S T ð2o n =T; 2o n =TÞ .
With probability one, the series converges uniformly in t 2 ½0; T.
Proof. By Theorem 4.6 we have, for tpT, 1 ð0;t ðlÞ ¼ X n2Z1 ð0;t 2o n T S T ð2o n =T; lÞ S T ð2o n =T; 2o n =TÞ in L T . It follows that for Z n the random variable corresponding to the function S T ð2o n =T; ÁÞ=S T ð2o n =T; 2o n =TÞ under the spectral isometry, the series representation holds in L 2 . By the reproducing property, we have 
