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The present thesis is devoted to the simulations of aqueous systems from the gas to the condensed
phase. Here we used complementary approaches and methods to study both homogeneous and
heterogeneous aqueous systems. In particular, we provided a detailed analysis on their, structural,
thermodynamical, spectroscopical and transport properties at different thermodynamic conditions.
Along the whole work, comparisons between experiment and theory were established based on the
nature of the interactions between different systems. It was divided into three main parts corresponding
to: water-water, ion-water and guest-host(water network). In the first part, classical molecular dynamic
simulations were performed as a function of temperature, to study and determine the structural and
transport properties (both single and collective) of liquid water. Nowadays, the estimation of viscosities
from simulations is a challenging computational problem, as long simulation times are required to reach
statistical accuracy. So several simulation strategies were compared being able to validate interaction
model potentials available in the literature. In the second part, state-of-the-art electronic structure
calculations were employed to design, from a bottom-up approach, highly accurate analytical potential
energy surfaces. Such transferable interaction models are the first fully ab-initio polarizable ion-water
potentials for studying electrolytes at different aqueous environments i.e. from the microsolvation of
monohydrates, to polyhydrates, as well as solutions at infinite dilution, and interfacial properties. In a
collaboration with two experimental groups (USA and EU) we predict and validate the temperature
dependence vibrational predissociation mechanism of an ion in contact with two water molecules
by means of mixed quantum-classical molecular dynamic simulations. Finally in the third part, we
studied the encapsulation of atoms and molecules within the cavities of sI type clathrate hydrates.
These investigations were motivated by available experimental measurements from X-ray diffraction
and IR spectra, as well as observed phase transitions in the bulk. For such, we took as reference systems
the carbon dioxide clathrate hydrate and the rare gases (Rg) clathrate hydrates. In particular, we
performed quantum multi-configuration time-dependent Hartree calculations for the two cages of the sI
CO2 clathrate hydrate, and we reported for the first time results on the translational, rotational and
vibrational states. Additionally, we tested the performance of different analytical interaction models, as
well as electronic structure calculations for describing the rotational orientations and angular anisotropy
of the CO2 within both cages. Moreover, classical parallel-tempering Monte Carlo simulations in the
isobaric-isothermic (NPT) ensemble were carried out for size-selected Rg clathrate-like clusters and
we presented a detailed analysis of their temperature-pressure phase diagrams, as well as structural




La presente tesis está dedicada a la simulación de sistemas acuosos desde la fase gas hasta la fase
condensada. En la misma, se utilizaron enfoques y métodos complementarios para estudiar sistemas
acuosos homogéneos y heterogéneos. En particular, se ofrece un análisis detallado de las propiedades
estructurales, termodinámicas, espectroscópicas y de transporte en distintas condiciones termodinámi-
cas para estos sistemas. A lo largo de todo el trabajo, las comparaciones entre el experimento y la teoría
se establecieron sobre la base de la naturaleza de la interacción entre diferentes sistemas: Agua-Agua,
Ion-Agua y hospedador-huésped (agua). Así, el presente trabajo se ha dividido en tres partes principales.
En la primera parte, se realizaron simulaciones de dinámica molecular clásica en función de la temper-
atura para estudiar y determinar las propiedades estructurales y de transporte (tanto individuales como
colectivas) del agua líquida. Hasta la fecha, la estimación de viscosidades a partir de simulaciones
representa un problema computacional desafiante ya que se requieren tiempos de simulación largos
para alcanzar precisión estadística, por lo que aquí se compararon varias estrategias de simulación
y también se validan diversos potenciales de interacción disponibles en la literatura. En la segunda
parte, se utilizaron cálculos de estructura electrónica de última generación para diseñar, desde un
enfoque bottom-up, superficies de energías de potencial analíticas de alta precisión. Dichos modelos de
interacción transferibles, son los primeros potenciales de ion-agua polarizables completamente ab-initio
para el estudio de electrolitos en diferentes entornos acuosos, por ejemplo, desde la microsolvatación
de monohidratos a polihidratos, así como soluciones a dilución infinita, y propiedades interfaciales. En
una colaboración con dos grupos experimentales (EEUU y UE), predecimos y validamos la dependencia
de la temperatura en el mecanismo de predisociación de un ion en contacto con dos moléculas de
agua mediante simulaciones de dinámica molecular mixtas clásico-cuánticas. Finalmente en la tercera
parte, estudiamos la encapsulación de átomos y moléculas dentro de las cavidades del clatrato hidrato
sI. Estas investigaciones estuvieron motivadas por la disponibilidad de mediciones experimentales a
partir de difracción de rayos X y espectros IR, así como de transiciones de fase observadas en el bulk.
Para ello, se tomaron como sistemas de referencia el hidrato clatrato de dióxido de carbono, y los
hidrato clatrato de gases nobles. En particular se llevaron a cabo cálculos cuánticos con el método
de “Multiconfigurational Time Dependent Hartree” para las dos cavidades de clatrato CO2@sI, y por
primera vez se presentan resultados sobre los estados traslacionales-rotacionales-vibracionales de dicho
sistema. Además, se comprobó el rendimiento de diferentes modelos de interacción analítica, así como
cálculos de estructura electrónica para describir la orientación rotacional y la anisotropía angular dentro
de ambas cavidades. De igual manera, se llevaron a cabo simulaciones clásicas de “parallel-tempering
Monte Carlo” en el ensamble isobárico-isotérmico (NPT) para agregados tipo clatratos con gases nobles
de tamaño seleccionado y se presentó un análisis detallado de sus diagramas de fase en temperatura y
presión, así como cambios estructurales en un amplio rango de presiones y temperatura.
d.arismenfi@iff.csic.es
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1.1 Water is all around us: an overview
Water is so familiar to us that most of the time we take for granted its unusual properties, however
during many decades it has been a subject of controversy and it’s still present in many research activities
in various fields [1–24]. As a very “simple” polar molecule, H2O is able to form a very complex hydrogen
bond network (HBN) when in contact with other water molecules and/or other species (see Fig. 1).
Figure 1: The water molecule and its acceptor or donor moieties
On Earth, water exist in all tree phases (gas, liquid and solid) subject on temperature and pressure
conditions thus strongly influencing its HBN [7]. In Fig. 2 we present its phase diagram where we
observe how the solid and gas phases occupy a great part of it. In the gas phase (steam or water vapor)
it behaves as any other isolated molecule and represents two thirds of the greenhouse gases due to its
strong absorption in a broad infrared (IR) region. As it comes close to other water molecules at low
temperatures, its HBN shows few possibilities to evolve and becomes solid, with the hexagonal phase
(ordinary ice) as the most known to us and common form on Earth. So far, seventeen crystalline phases
have been found experimentally, with labels according to their order of discovery. Below 1 atm (approx.
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101 kPa) only two of then have lower density than normal ice (see Ref. [25] and references therein).
Upon compression, the HBN adapts itself by minimizing the strain and presents a particularly rich
number of arrangements as showed on Fig. 2. Beside the stable crystalline phases, meta-stable/glassy
water have also been synthesized (amorphous solid water-AWS, high-density amorphous ice-HDA,
low-density amorphous ice-LDA, etc.), although the relation between such forms it not clear yet [26,
27]. Interestingly, these amorphous meta-stable ices are thought to be the most abundant form of water
in the Universe [26, 28]. At moderate pressures (< 1GPa) and with the increase of temperature, the
HBN gains flexibility and a quasi-liquid layer is created serving as the interface between the solid and
the liquid.
Figure 2: Phase diagram of water as a function of temperature and pressure, took from [29]
In liquid water the flexible HBN gives it even more exceptional chemical and physical properties, and
in fact makes it “the most anomalous liquid” [22]. Below the melting point, its anomalous properties
in the supercooled region become more pronounced [30, 31], while in the supercritical state (high
temperature and pressure conditions) water is still able to establish (weak) HBNs which are surprisingly
more reactive [18]. All of these aspects are far from understood, and it is essential to create a unifying
picture across its fluctuating landscapes in order to provide a molecular level understanding into many
physicochemical processes encountered in biology, astrophysics, the environment, industry, agriculture
and geology.
As if pure water were not complicated enough, heterogeneous aqueous media introduces additional
conceptual difficulties. As the major component on such environments, the lack on its understanding
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could possibly impact on its understanding the rest of the system. In this sense, we should expect
that the degree of aggregation and critical temperatures for melting, freezing, evaporating, etc. will
depend not only on pressure, but also on the additional chemical impurities and the conditions of
its confinement. This indicates that the presence of ions, solutes, and interfaces modulate water’s
properties in ways that are not clearly understood as HBNs and water molecules are so intricately
linked that cannot be separated.
Given its large electric dipoles and its efficiency for electrical screening, water serves as a very powerful
environment to dissolve acid/bases, solvate salts/molecules and to accommodate embedded molecules
with original molecular structures such as micelles, biological membranes, etc [7, 9, 15, 16, 19, 20,
32–39]. Many biological processes take place at ambient conditions, with water making up to 60
% of the human body, and forming 90 % of human blood composition. The prerequisite for life is
consequently the presence of H2O molecules embedded or surrounded with biological macromolecules
that are able to interact between them through the exchangeable and flexible HBN [20, 39, 40]. Under
high external conditions (temperature, pressure, concentration) water often play an important role in
geochemical and chemical technologies (development of undersea deposits of gas hydrates) [41, 42].
It strongly affects the formation, structure, and stability of adsorption complexes in soil systems [43];
and controls the aggregation and sorption of species on mineral surfaces [43]. At its supercritical
state [18], it plays a central role on industrial technologies while serving for different industrial
purposes (electric power generation, desalination, extraction processes, decontamination, etc). In
a cosmic scale, amorphous ices, offer the possibility of encapsulating impurities, as they tend to be
expelled during the crystallization of ice [26, 28]. In addition, they might acts as catalyzes for the
radical recombination and synthesis of organic molecules in the interstellar medium [26, 28, 44]. On
Earth atmosphere, aerosols support the condensation of liquid or solid microdroplets that drives the
reactivity and transport of chemicals [7, 45–49]. On the surface, when snow and the ice that covers the
land melts, they can release accumulated pollutants and toxins into the rivers, oceans and the air. At
the bottom of the sea or in the ice permafrost, clathrate hydrates can be formed under low temperature
and/or high pressure conditions by homogeneous [41, 42, 50, 51] or heterogeneous [41, 42, 50, 51]
nucleation of labile water clusters surrounding gas molecules. Such systems represent a new source of
energy, but at the same time could become into hazardous problem that could enhance climate change.
Up to date, multiple debating theories on its understanding lacks reconciliation between them [21,
22, 31, 52]. Even if we understand qualitatively some of its properties and their origins, we do
not yet know how to precisely describe them, and for sure we are still far from being systematic
and consistent. This suggests, that no one really understands water and the most important nature
substance is still a mystery [53]. However, if we choose to look at the understanding of aqueous
systems as a half-empty/half-full glass, then we could appreciate that progress has been made during
the last decades, although important questions such as the nature of its structure [22, 52], the
existence of a second critical point in supercooled water [31], the influence of solutes on the structure,
dynamics and transport properties of aqueous electrolytes [37, 54, 55], as well as the nature of
hydrophobic/hydrophilic hydration and the ion-specific adsorption at interfaces [34, 37, 54–56], etc;
still remains unanswered.
1.2 Simulating the physical world: a microscopic view
Understanding the behavior of aqueous systems from an atomistic point of view 1 is fundamental to
modern science and technology. Indeed, trying to address its heterogeneous, non-additive, collective
and quantum nature represents a severe challenge that requires the concerted effort between the 4
paradigms of science (see Fig. 3). In this sense, experiments, theory, simulations, as well as (big)
1With an atomistic approach we englobe both the discrete molecular and condensed matter theories
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data driven science [57] are required to reach the goal of a unified description through alternative
ways of thinking and multiple means of approaches/methods. On the one hand, experiments (1st
paradigm), have propelled advancement with state-of-the-art probing techniques [58–66]. However,
the interpretations of their results in some cases are usually limited by the simplified models in the
post-processing of raw data [67]. Theoretical studies (2nd paradigm), on the other hand, have been
limited by the accuracy of the employed models as the nature of the interactions in aqueous systems
are specially sensitive and demands basic understanding. The 3rd paradigm of computational sciences
has contributed towards advancing and unifying the previous two paradigms (experiment and theory),
and we expect that in the long term the 4th paradigm of data-driven science (currently at its nascent
stage) will unify the existing so far: experiment, theory and computation/simulation, and for sure will
increase dramatically our capabilities for revealing the mysteries of microscopic physical world [68].
Figure 3: The four paradigms of science: experiments, theory, simulations and big data-driven, took from [57]
The question is then, why computer simulations?. Well, in any field experiments and theory still
represents a very remarkable challenge. In the first case, there are many questions often not accessible
by experiment alone. This might be for a number of reasons. We could not have available the tools to
probe the properties of our interest. If we have them, then it is not straightforward to access all the
microscopic details of structure or dynamics due to a limited resolution. Even if we are able to achieve
the required resolution, then we have to care of isolating our system from other species, impurities, a
physical environment, an external field or the experimental probe, which might requires modifications
or otherwise could interfere with, the system we want to study, possibly changing its behavior. Moreover,
and more important, experiments tend to be very expensive, requiring large amount of involvement
and human time. Consequently, the number of experiments performed is often small, and in some cases
they might be limited by the simplified models in the post-processing of raw data. It’s true, however,
that experiments are the only way to give definite and authoritative answers to the questions about
these processes. On the theoretical side, quantum mechanics (QM) is the the most accurate theory for
describing processes at atomic scales. However, solving the time-dependent Schrödinger equation is
rarely feasible except for the smallest systems. In addition, it has to be performed numerically using
computers. A series of approximations and sophisticated numerical techniques has led to various
implementations of the originally exact quantum mechanical theory, which can be now routinely used
in studies of different systems.
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Computer simulations of atomic systems serves by filling the gaps between theory and experiment,
and nowadays most of the current activity is directed at developing methods to tackle the strangling
of the computational demand and to treat such problems in sufficient detail [69]. In this context,
simulations of molecular processes provide useful information by accessing a great number of properties
of the system. This, provides an excellent opportunity to appreciate the effects of manipulating it with
a level of tuning and control that in the real world would be difficult or impossible to accomplish.
It is important to note that simulations do not make experiments redundant as they also poses a
predictive character. The results provided by simulations are the consequences of a model that in
ultimate instances is controlled by the details of the atomic interaction. Therefore, its accuracy and
its predictions need to be validated by experiments. In fact, computer simulations can often be
complementary to experiments, providing a bridge between real world and theory. Simulations can
assist us in devising and refining experiments, and can help us understand and interpret experimental
observations. To be useful, a model should accurately represent those features of the real system in
which we are interested. Moreover, it should make quantitative predictions that can be compared,
where possible, with experimental results. Only then a simulation is a valuable tool.
Despite of an exponential grow in computational power since the last few decades, it is evident, that
the size of the system will play a key role, given the large number of degrees of freedom (electrons and
nuclei). Therefore, in most practical applications, the electrons and the nuclei are treated separately.
Typically, the Born-Oppenheimer (BO) approximation [70, 71], which represents one of the cornerstones
of quantum chemistry and solid-state physics, serve as the framework to separate the fast motion
of the electrons from the far slower motions of the nuclei, and therefore simplifies substantially the
quantum, as well as the classical treatment of molecules and extended systems. The essence of this
approximation is that the nucleus will move on the adiabatic potential provided by the electronic
energy, latter commonly called the potential energy surface (PES) [72]. Although many processes in
nature have a non-adiabatic character, and thus one need to resort on approximations beyond the
BO [73–76], in this work, we’ll remain in BO approximation as it is considered compatible with the
range of molecular processes of our interest.
Nowadays, atomistic simulations carried out to understand our physical word employs in an integral
and systematic way two ingredients:
1) Accurate descriptions of the interactions on the system under study.
2) Simulation methods, which allow efficient sampling of those regions of phase space that contribute
to the property under study.
From a methodological point of view, the two important subfields introduced by the BO approximation:
electronic structure theories, with emphasis on representing the local and global PESs (focus of the 1st
point), and nuclear motion theories (focus of the 2nd point) are described in the following subsections.
Dealing with the electrons
Solving the electronic Schrödinger equation for a system of (interacting) electrons an account for
its dynamical and non-dynamical correlation, the former resulting from the instantaneous Coulomb
repulsion between electrons, while the latter describing the fundamental QM entanglement of several
configurations; is at the heart of first principle electronic structure methods [77–83]. Notice that
aqueous systems are not conventionally considered strongly correlated (with a multi-reference character
necessary to account for non-dynamical correlation), although there are evidences opposing such
view [84]. In this work however, we use all the time single reference electronic calculations for dealing
with the dynamical correlation.
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Figure 4: Summary of electronic structure methodologies
As we summarized in Fig. 4 there are two highly differentiated approaches for finding the solution of
the many-electron problem in both finite-size (molecules, clusters and extended systems (bulk and
interfaces): wave function based and density functional based methods.
Within the wave function theory (WFT), the Hartree-Fock self-consistent field approach (HF) [85–87]
is the simplest procedure and the starting point for most ab initio methods that describe many-electron
systems . It treats each electron as moving under the influence of the average effect of all other electrons.
This means that HF suffers from an exaggeration of electron-electron repulsion, and it doesn’t consider
the correlated movement of electrons. Neglecting electron correlation can lead to large deviations,
thus a number of approaches to this weakness, collectively called post-Hartree-Fock methods, have
been devised to recover all or part of the correlation energy included in the multi-electron wave
function [77–81]. Among the generally applicable methods [77–81], the Møller–Plesset perturbation
theory (MBPT) [88] treats correlation employing a truncated expansion at the second-order of the
Hamiltonian (MP2). It is computationally very efficient and well parallelizable, and at the same time
covers a major portion of the electron correlation. The configurational interaction (CI) approach
[77, 78] expands the multi-electron wave function as a linear combination of the ground (reference
configuration) and excited Slater determinants. A full CI recovers all of the electron correlation energy
(for a given basis set), but can be applied only for very small molecules, while for larger molecules
the CI expansion has to be truncated in order to make the computation feasible. Nevertheless, such
truncation makes the calculations not size consistent, thus the energy won’t behave properly as the
system’s components are separated to infinity. To get more accurate energies, one usually applies the
coupled-cluster (CC) [89] approach. In this anzat, a more compact and efficient expansion of the
correlated wave function uses the exponential cluster operator to account for electron correlation. As
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in CI methods one needs to truncate the expansion to some excitation level, but in this case with the
guarantee of size consistency. Moreover, the important aspect in CC methods is that excitations of
higher order, than the truncation of the cluster operator, enter the amplitude equation and therefore
more correlation is obtained.
In addition, systematic studies of convergence of results with increasing size of the basis set leads
to an increasing number of applications where the results claim accuracy of the complete basis set
(CBS) limit [90–95]. Moreover, explicitly correlated wave functions [96–98] and quantum Monte
Carlo (QMC) methods [99, 100] have been used for reaching highly accurate energies in finite-size and
extended systems [93–96, 101–105]. In summary, the coupled cluster method with single, double, and
non-iterative triple excitations [CCSD(T)], represents the “gold standard” in quantum chemistry and
molecular physics [92], while in the solid state (including solids, surfaces and interfaces) community
QMC is largely regarded as essentially exact [102].
Density functional theory (DFT) [81, 106–117], initially developed for extended systems, has become
very useful method providing an alternative approach to dynamical electron correlation. On its basic
statements [118, 119], DFT establishes that we can find the exact ground-state energy and density
of N electrons in an external potential v(~r) by solving an Euler equation for the density as proved
by Hohenberg and Kohn [120], or by solving the self-consistent one-electron Schrödinger equation
for the orbitals as proved by Kohn and Sham [121]. In practice, the latter approach is used to find
the exchange-correlation energy, which is a rather small fraction of the total energy and is then the
only unknown functional, thus it must be approximated [81, 110, 111, 114–116, 118, 119, 122].
Since DFT was proposed, it started to receive a massive development as it still provides an ab initio
representation of the interactions at a computational cost equivalent to that of the HF method [81,
110, 111, 114, 116]. However, the main disadvantage of such approach is that there is no hierarchy of
increasingly better functionals. The performance of a given functional must be assessed by comparison
with experimental data, and there is no consistent way to improve the quality of a given functional.
This is in contrast with WFT methods, in which a more complete treatment of electron correlation
means a closer approach to the exact solution. Nevertheless, a classification (not an exclusive one)
called “Jacob Ladder” [123] exists and with this we organize the standard density functional families
[LSDA, GGA, meta-GGA, Hybrids(global/range-separated) and RPA-like or double hybrids functionals]
(see Fig. 5). Climbing up different rungs [111, 114, 123, 124], the approximations become more
complicated, more sophisticated and typically more accurate and computational more demanding. All
rungs, now have non-empirical constructions and the computational cost increase modestly from LSDA
to GGA to meta-GGA (the three semi-local rungs) but can increase considerably on ascent to higher
rungs (non-local rungs). Nowadays, there are different groups working on the fundamental aspects of
DFT [111].
Figure 5: Key ideas of current density functional developments, took from [116]
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Purists [114, 118, 119, 123] like to use exact conditions of quantum mechanics to derive the pa-
rameters in their approximate functionals, and so claim to be non-empirical, and on the other hand
pragmatists [113, 115], have allowed a minimal number of parameters to be fit to specific systems in
which the approximations have been based on sound physical reasoning underlying the structure of the
approximation. More recently, has appeared a new school [112] dedicated to adjust the amount of mix-
ing by using the same basic ingredients as the standard approximations, but optimizing performances
on a training set of energies by fitting up several dozen parameters with the goal to produce more
accurate results on systems close to those trained on and beyond. In general, DFT errors for local or
semi-local functionals are attributed to the incorrect cancellation of electron self-interaction and incor-
rect treatment of dynamic correlation, among others.Currently, work is in progress on the improvement
of functionals at the highest rungs and the addition long-range correlation interactions [125, 126].
Figure 6: Scaling of the many-electron problem in different electronic structure methods, took from [127]
Due to the nature of electronic structure methods, it is evident that a compromise between system
size and accuracy has driven the development of efficient computational approaches (see Fig. 6).
Therefore, an enormous effort has been invested in the past few years in the development of accurate
and computationally efficient methods, either based on WFT, DFT or QMC. Similarly and more
recently, linear scaling DFT approaches [128–130] have been designed with the purpose of treating
much bigger and complex systems. We note that it is also possible to perform combined QM/MM
simulations [131] that treat certain parts of a model quantum-mechanically, and use molecular
mechanics (MM) approximations [81] for the rest of the system. Finally, the potential advent of
quantum computers promises to tackle down the most complex problems at the hearth of chemistry
and material science [132].
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Although all the previous electronic structure methods predict molecular properties related with intra
and intermolecular interactions, for the latter it is convenient to introduce the difference between the
energies of isolated molecules and their assembly (interaction energy). Intermolecular interactions [90,
92, 133–135] do not involve forming of chemical bonds between the interacting species and their
character of weak interactions, also called van der Waals (vdW) interactions, determine the structure
and properties of clusters, nanostructures and condensed phase systems, including biosystems and
materials. There are two main routes to calculating interaction energies: the supermolecular ap-
proach [136, 137] and the symmetry-adapted perturbation theory (SAPT) [138–140]. Within the SAPT
approach, the interaction energy is decomposed into a sum of terms with physical interpretations such
as electrostatic, induction, dispersion, and exchange interactions, allowing calculations at an accuracy
similar to that achieved by the CCSD(T) method [140]. The Supermolecular approach can be applied
to any of the electronic structure method mentioned before, by computing the interaction energy as the
total complex energy minus the sum of monomer energies. Due to incompleteness and overlapping
of finite basis two common errors are found in calculations of intermolecular interactions: The the
basis set incompleteness error (BSIE), and the basis set superposition error (BSSE). Counterpoise
correction [141] (CP) is often employed to reduce BSSE, which tend to overbound complexes in
uncorrected (unCP) computations. However if the basis aren’t large enough, CP computations tends
to underbound the complexes due to BSIE. One pragmatic approach then is to average CP and unCP
quantities as the CBS limit tends to be bounded by CP and unCP values [90]. When large basis set are
affordable, then common extrapolation schemes are suitable to reach the CBS limit [142, 143].
The realm of potential energy surfaces
A common approach for determining the energies and forces in large-scale simulations is to replace
computationally demanding electronic structure calculations by more efficient analytical potentials.
The aim is to provide access to the PES, which is defined as a high-dimensional function of the atomic
positions yielding the potential energy. While computationally demanding electronic structure methods
only permit the calculation of a few selected points on the PES, a full representation of PESs is usually
defined by more or less sophisticated analytic functions of the atomic coordinates. Therefore, they can
be evaluated several orders of magnitude faster, and thus enable the calculation of very large numbers
of configurations.
The key point in the development of interparticle potentials or force fields, is the representation and
characterization of the PES to which we adjust the function. Such functions only depend on the atomic
positions without an explicit consideration of the electronic degrees of freedom. Thus, assuming the
validity of the BO, the electronic Hamiltonian is fully defined by specifying the atomic positions and the
electronic state of the system. If the PES is available in closed form, very efficient simulations could be
carried out without solving the electronic structure problem in each simulation step. Unfortunately, the
topology of multidimensional PESs is extremely complicated for all but the most simple systems, since
it is determined by the high complexity of the underlying quantum mechanical many-electron problem.
A lot of effort has been devoted over last decades in devising and improving methods to construct
model potentials for all imaginable applications [144]. Without doubt, significant progress has been
already made, although the construction of reliable potentials is still far from a trivial and easy task,
and often an experience as well as chemical intuition are required to lead in an acceptable output. In
principle, potential models are built for certain applications, therefore couldn’t be universal or even
transferable for a wide range of applications. Atomistic potentials establish a direct functional relation
between the atomic positions and the potential energy, and a wide range of approaches are involved
ranging from simple classical force fields to very sophisticated and highly system-specific potentials.
One classification is based on the type of information employed to construct such model potentials, e.g.
making use of experimental data combined occasionally by additional theoretical results (empirical
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or semiempirical potentials), or based exclusively on first-principles data from electronic structure
calculations (ab-initio). Also, another classification is based on the type of the functional form, such as
physically or mathematically based potentials.
An example of the first class is the widely used Lennard-Jones form (LJ), which it is common for
describing intermolecular vdW interactions in classical force fields. Further typical intramolecular
components are internal valence harmonic terms for bonds, angles and dihedrals, as well as electrostatic
interactions. Nowadays, classical force fields are the most popular non-reactive models due to their
high efficiency and ability to describe the geometry of common organic molecules and bio-molecules
with good accuracy. Other physically motivated analytical representations are also common and their
corresponding functional form is typically chosen by analyzing as much information available about
the system of interest: metallic, ionic, covalent-network, etc. If we look for instance, at the modeling
of water in a history line (see Fig. 7), we can appreciate how different philosophies have produced
hundreds of models of increasing complexity (see Ref. [145])
Figure 7: History line of the main families of water models, took from [145]
Concerning the second class of purely mathematical approaches, an enormous progress during the
recent years has also been made on their development [146]. Such potentials, are highly flexible
functional forms that don’t rely on any assumptions on the physical nature of the atomic interactions,
so they contain a rather large number of adjusted parameters. Thus, they can be called non-physical
indicating that they are completely unbiased, and do not favor one type of physical interaction over
another. Functions, such as polynomials, splines, Gaussians, sigmoid-like functions, etc have been
proposed. In particular, the construction of interatomic potentials based on polynomials has been
pioneered by Bowman and coworkers [147, 148]. Moreover, the modified Shepard interpolation
method of Collins and coworkers[149], and many other mathematical potentials have been reported
in the literature [150, 151]. As the parameters of such model potentials have been determined using
a known, normally full-dimensional data set, generated from electronic structure calculations; such
techniques are also called as “machine learning" [152] because the shape of the PES’s topology is
“learned" from the corresponding training set. The most popular of such approaches, are the artificial
neural networks (NNs) [151] and the Gaussian approximation potentials (GAP) [150] based on
Bayesian regression.
Another possibility is to avoid any analytical representation or interpolation of the PES, by using
“on the fly” (also called “direct dynamics”) calculations of the potential [153–155]. This means that
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the PES is only generated by performing first-principles electronic structure computation where the
system goes rather than globally. A disadvantage of such approach is that the number of energies
to be computed is larger than the number of points used to develop analytical potentials and each
calculation has to be performed for the whole simulated system. Nevertheless, it can be competitive
if both reasonable accuracy and low computational cost are obtained for such representation of the
PES. In this context, only MP2 and DFT methods can be used in practice. Clearly, for some systems the
“on the fly” approach would have been the only viable method if not for the fact that the interaction
potential can be represented in the form of a rapidly convergent many-body expansion [156, 157].
This expansion represents the total interaction energy of an N-body system as a sum of the two-body
term, e.g., the sum of all water-water pair interactions in a water cluster, and the three, four, and
higher-body (non-pairwise-additive) terms. The leading components of this expansion have a much
lower dimensionality than the N-body potential, and can be calculated at a sufficient number of grid
points using accurate ab initio methods. Then, either an analytical or a generalization scheme of the
PES can be used to fit the computed data points and finally perform a simulation of the system.
Dealing with the nucleus
As we have mentioned in the previous sections, after invoking the BO approximation and representing
the PES through analytical functions, or “on the fly” calculations, we immediately focus on the nuclear
motions. When we say nuclear motion and nuclear degrees of freedom (DOF) in this work, we refer
to the global or local motions of individual atoms or groups of atoms. Several approximations, based
on quantum [158–162], classical [68, 163–166], or combined descriptions [153, 154, 167–173] can
be used to treat the time evolution of such systems by following a dynamical equation. In addition,
stochastic approaches mainly based on Monte Carlo (MC) simulations have been also developed [164,
167, 174, 175] to sample the probabilistic interpretation of wave functions in quantum mechanics
(even with the difficult goal of simultaneously creating and sampling from the a priori unknown
quantum distribution), and to connect directly with the ensemble concept introduced into the statistical
mechanics. It is evident that for large systems we need an statistical approach [165], in which the state
of a classical or quantum mechanical system is no longer modelled as a point in phase space/vector
in Hilbert space, but rather as a probability density ρ on phase space or as a non-negative self-adjoint
operator ρˆ of unit trace called the density operator (or density matrix). These ρ and ρˆ encodes the
fact that one is ignorant about the exact states (positions and momenta) of individual particles in the
system, and one becomes primarily concerned with computing statistical quantities, like ensemble
averages of a given observable, for a given phase density through the partition function and the density
of states. In addition to the previous description, a more general connection can be found if we describe
the interactions of large systems following the path integral formulation of quantum mechanics [176,
177].
The choice of an specific approximation will depend on at least two factors: first on the nature of
the molecular properties to be studied, either static or dynamic, and second on the size and the
number of DOF. The latter, will imply a compromise between size of the system and the accuracy of
a specific method to treat it. While static properties will depend on one time-point (e.g., structure
and its minimum energy, transitions points, zero point energies (ZPE) and thermodynamical values
obtained by sampling the accessible microscopic states of a specific ensemble), and dynamic properties
(e.g., time evolution of an structure as well as the response of it to an small perturbation in time)
will depend on correlations between two different time-steps. Regarding to the size of the system,
which is the main restriction in many cases, “exact” quantum mechanical treatments (also considered
standard methods) are available only for small number of DOF (up to 6-7). In practice, one has to
solve either the time-independent Schrödinger equation (TISE) by diagonalization of the Hamiltonian
(employing dense or iterative diagonalizers, such as Householder or Jacobi for the first case and
Lanczos o Davidson for the second) [178–182], or the time-dependent Schrödinger equation (TDSE)
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by propagation of a wavepacket with different integrators (such as Chebyshev, Lanczos, Split operator,
etc) [183, 184]. To calculate the matrix Hamiltonian elements in both pictures (TISE and TDSE) one
needs a set of basis functions (made of mathematical functions such as spherical harmonics, Hermite,
sine, and exponential functions [185, 186]) in a finite basis representation (FBR) or the so called
discrete variable representation (DVR) in which the kinetic energy operator might be analytical, simple
and the potential matrix diagonal [187]. Since the time and energy variables are conjugate in the same
sense as the position and momentum are, the choice to exploit one of the two pictures mostly depends
upon the numerical efficiency. Indeed, the time-independent or the time-dependent pictures lead to
very different mathematical problems, namely an eigenvalue problem or an initial value problem,
respectively. The superiority of one approach over the other depends on the physical system and the
physical quantities in question (statical or dynamical properties).
For medium-large systems (between 7-30 DOF), quantum dynamics methods based on the variational
principle and contracted basis functions have also been developed for both the TISE and TDSE. If we
specifically turn to the time-independent picture, a systematic comparison between quantum dynamics
and quantum chemistry can be made. Such contracted functions play the same role as the molecular
orbitals and the atomic orbital basis set functions in quantum chemistry, respectively. Several variants
have been proposed, and here we mention some of them, vibrational self-consistent field (VSCF)
methods combined with perturbation theory [188–193], with CI method [194–196] (giving rise to
the MULTIMODE package [197, 198]) and with a multi-configurational approach (similar to the
Complete Active-Space SCF (CASSCF) [199, 200]. From the time-dependent picture we can mention
the time-dependent Hartree (TDH) method [201, 202], the multi-configuration time-dependent self-
consistent field method [203, 204] and more precisely to the multi-configuration time-dependent
Hartree (MCTDH) method [160, 205–207]. In addition, QMC methods such as variational Monte Carlo
(VMC), Green Function Monte Carlo (GFMC), diffusion Monte Carlo (DMC), etc [167, 174, 208–210]
have been also developed to treat not only electronic structure problems, but also to rovibrational
problems. Moreover, for large or complex systems (more than 30 DOF) we can use the the multilayer
or cascading formulation of MCTDH [160, 207, 211].
Previous quantum methods, do not consider the effect of temperature and results are obtained only at
T=0 K. Therefore, to account for finite temperature effects in both gas and condensed phase (employing
periodic boundary conditions (PBC)) we can adopt the path integral formulation of quantum mechanics
by mapping the density matrix through stochastic path integral Monte Carlo (PIMC) approaches [212–
215], or path integral molecular dynamics (PIMD) [216] methods, and its variants centroid molecular
dynamics (CMD) [217, 218] as well as ring polymer molecular dynamics (RPMD) [219]. Moreover,
one have the possibility to use semiclassical methods [167–170, 220, 221] (in which quantum effects
are included along a classical trajectory), quasiclassical methods [171, 172] (which takes into account
the quantum effects at the initial state of a classical trajectory), or even more approximate methods like
mixed quantum-classical approximations (MQC)[222], where some of the DOF are treated quantum
mechanically and the other nuclear degrees of freedom are treated with classical mechanics.
Over the years, purely classical simulation methods have become a very powerful tool to attack the
many-body problem from the point of view of statistical mechanics [68, 163, 164, 166]. They are
usually the first attempt when no possibilities are available to treat such large/complex systems by one
of the previous approximations, and frequently includes PBC. In general they are also divided into two
classes, one stochastic which is largely covered by the Monte Carlo (MC) method [164, 175, 223–226]
and another deterministic, called molecular dynamic (MD) method [164, 227], in which the system is
governed by the Hamilton’s equations. These approaches map the equilibrium configurational space
(MC) or even the whole space of a system (MD) by including not only the temperature, but also the
pressure, thus they are used to describe realistic thermodynamic (temperature and pressure) conditions.
MC methods exhibit a powerful ability to analyze thermodynamic equilibrium, but are unsuitable for
investigating dynamic phenomena. MD methods are useful for thermodynamic equilibrium and are
14
1.3. WHEN MICRO MEETS MACRO: OUTLINE OF THE THESIS
more advantageous for investigating the dynamic properties of a system in a nonequilibrium situation.
1.3 When micro meets macro: outline of the thesis
When going from the gas to the condensed phase, clusters/aggregates/nanoparticles are the objects
that connects both worlds. In fact, statistical mechanics serve as the link between the micro and macro
description that allows us to analyze the behavior in an assemble of several, hundred or thousand
of entities. As aggregation occurs, interesting analogies between clusters and the condensed phase
can be drawn from the underlying interactions. It is known that many body interactions significantly
affects the water properties in condensed phases, so having small model systems larger than dimers is
a valuable source of information for understanding both worlds.
In this sense, aqueous clusters, serve as excellent model systems for calibration interaction potential
models and testing our understanding of hydrogen bonding in pure water or in contact with other
species. Even if the number of hydrogen bonds in aqueous clusters is lower than their bulk tetrahe-
dral arrangements counterparts, it is possible to view clusters as models for surfaces or interfaces.
Indeed, it’s often suggested that studies in aqueous clusters or aggregates are relevant to model liquid
water, crystalline or amorphous ice, clathrate hydrates, microsolvation of solutes, nucleation process,
interfacial properties, etc.
So, the idea is then, to provide a link between the microscopic world, described by the quantum
mechanics, and the macroscopic observables that are actually measured in experiments, including
thermodynamical, structural, spectroscopical or transport properties. So, clusters are a very important
form of matter in nature due to their transient character in the condensed phase, they are useful tools
for describing the local arrangement of molecules in short or long time scales, and in some cases
clusters might exhibit properties differing from the bulk that are also worth to study.
In this thesis, we have implemented and developed complementary approaches to study both homoge-
neous and heterogeneous aqueous systems of different nature (from the gas to the condensed phase).
For dealing in an explicit or implicit way with the electronic degrees of freedom, such approaches
include: electronic structure calculations, develop of potential energy surfaces and comparisons with
available model potentials both semiempirical and ab initio. Similarly, for dealing with the nuclear
degrees of freedom, the complementary approaches include: classical molecular dynamics for finite-size
and extended systems, quantum exact, quantum statistical, quantum/classical, and enhanced Monte
Carlo techniques.
We have divided the study according to the type of the interactions involved: Water-Water, Ion-Water
Guest-Host(Water network). In the first part, we dedicate to the simulations of water-water systems
by studying their structural and transport properties under different thermodynamical conditions. We
were motivated by the fact that such properties, specially viscosity coefficients are very challenging to
obtain due to the accumulation of noise (statistical errors) in their autocorrelation functions at long
time simulations. Unlike difussion, which is a single particle property, viscosities (shear and bulk) are
collective properties that requires very long simulation times that cannot be improved by averaging
over all the particles, so an effective procedure from the point of view of equilibrium molecular dynamic
simulations is required. Additionally, shear and bulk viscosities offer valuable information about the
underlying intermolecular interactions constituying a challenging test for modeling interactions.
In the second part, we embark on the modeling of ion-water systems with ab-initio polarizable potentials.
So far, reliable potentials are still far from a trivial and easy task, and as in the case of water models,
empirical models are constrained by their limited predictive abilities. Therefore, is highly desirable
to have a universal or even transferable model for a wide range of environments and conditions. In
this sense, we propose a bottom-up approach from monohydrates to polyhydrates that could serve as
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a systematic route to the study the microsolvation of ions in the gas, as well as in diluted solutions
or interfaces. By combining computational efficiency and fitting accuracy with a strong theoretical
basis, we develop an effective many body ab-initio potential for monoatomic/monovalent ions, and in
a collaboration with two experimental groups, we simulate the predissociation dynamics of I−·(H2O)2
with quantum/classical approaches.
Finally, the third part of this thesis is focused on guest-host(water-networks) systems. Nowadays
researchers are facing two fundamental problems in the field of hydrates: the chemical and thermody-
namical conditions where the gas hydrate may be formed or decomposed, and what type of gas hydrate
may be obtained at these conditions. In this sense, we study the dynamical and thermodynamical
properties of the clathrate hydrate building blocks aiming to provide new valuable information that
help us to describe the nanoencapsulation of CO2@SI as well as Rg@sI hydrates.
In the first case, we implement a quantum exact treatment for studying the translational-rotational-
vibrational states of CO2 within the cavities of the sI hydrate, and we provide information about
cage occupancy and specific orientation. Moreover, we benchmarked such guest-host interactions
for different DFT approaches as well as analytical semiempirical and ab initio model potentials by
establishing a protocol for assessing the performance of the underlying interactions . In the second
case, enhanced Monte Carlo simulation techniques are implemented for computing thermodynamic
properties of specific size clathrate-like clusters. From such simulations phases changes are obtained







Effective charge effects in the
structural and transport properties of
rigid water models
2.1 Introduction
One of the major motivation for research on liquid water is due to its ubiquity in our environment,
and thus its presence among a variety of research areas, from industrial applications to environmental,
planetary and natural sciences, e.g. biology, chemistry and physics. So, as early as 1933 Bernal and
Fowler [228] proposed the first molecular model for water, and since then numerous of them have
been reported with an increasing degree of complexity, e.g. from rigid to flexible and from pairwise to
polarizable, based on empirical [229–231] or ab initio data [232–235].
During the last years in several review articles the performance of different water models has been
assessed and discussion on the aspects of their forms have been reported [236–238]. Finney in
2001 [236] has presented four particular aspects of the forms used for water models in terms of
four myths related to the tetrahedral structure, the spherical repulsive core of water molecule, the
electrostatic nature of water-water hydrogen bond, and the pair-additive form for the water-water
interactions. Next year Guilot [237] in his extensive review on what we have learned from computer
simulations on water, concluded that, modeling of water still leaves a taste of incompletion, and
discussed some guidance for possible improvement. Recently, Vega and Abascal [238] have also
reported a variety of properties predicted with rigid, non-polarizable water models. They have
proposed an evaluation test consisting on 17 different properties of water in order to assess the overall
performance of a water model. Among five water models they examined, the TIP4P/2005 [239]
was found to be the most accurate rigid non-polarizable water model with an average score 7 out
of 10. This model [239] can be regarded as a small variation of the first water model proposed by
Bernal and Fowler [228], although it took more than 70 years its optimum parameterization and the
accurate analysis of its capacity. The overall score of the TIP4P/2005 still leaves space for considerable
improvements, [238] and in this direction, the accurate description of the many-body polarization
effects is considered to have the most important contribution. A second factor that is currently examined
is the flexibility of the water monomer, although in a recent study [240] it was found that its inclusion
in the TIP4P/2005f model did not substantial improve the performance of the original (TIP4P/2005)
model. Finally, the performance of quantum instead of classical molecular simulations in order to
explicitly account for the nuclear quantum effects, may significantly affect the performance of the
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model.
Moreover, apart from empirical water models, which are parameterized for reproducing experimentally
determined properties of liquid water, progress has been made on the ones following an ab initio-
based strategy. These latter water models are improved representations, accounting explicitly for
electrostatic interactions, dispersion, exchange repulsion, polarizability, and monomer flexibility, while
their parameters were obtained by fitting to high-level ab initio calculations for water clusters. In
particular, such potentials have been first reported by Clementi and coworkers (see Refs. [232, 241] for
the MCY and NCC models, respectively), and most recently by Fanourgakis and Xantheas the TTM2.1-F
and TTM3-F models [233, 242], Bukowski et al. the CC-pol model [234], and from Jordan group [235]
the DPP2 one. Nowadays, it is also possible to approach the problem of water modelling by carrying
out direct DFT calculations, although current functionals are still not so successful, and development of
new ones is currently in progress [243, 244]. Moreover, we should point out that the computational
cost increases rapidly as we go from rigid empirical models to more sophisticated models, and to the
DFT ones. Unfortunately, up to now no significant improvement to the predicted properties has been
achieved by increasing the degree of complexity of the water model, and thus, rigid empirical models,
which are easy to implement and computationally inexpensive for simulations studies, are still the most
commonly used [238].
Here we are interested in the study of transport properties of liquid water which are in general difficult
to model accurately, using molecular simulation for their prediction, and aiming to understand the
links between molecular structure and macroscopic behavior of liquid water. The central goal for this
work is to reveal the capabilities and limits of a simple rigid model for predicting self-diffusion and
viscosity coefficients of liquid water at various temperatures. As for non-polarizable models, the use of
an enhanced dipole moment with respect to that in the gas phase can be regarded as a possible way of
accounting for many-body effects in a condensed environment, we consider here only the two-body
part of an ab initio-based water model, namely NCC proposed by Niesar et al. [232]. NCC is a four-site
model as it places the negative charge on an extra dummy atom (M-site) along the bisector of the HOH
angle of the water molecule. We choose this interaction model as in contrast to several other commonly
used water models, it includes anisotropy in the repulsive interactions, by replacing the Lennard-Jones
(LJ) oxygen centered term by exponential ones for both oxygen and hydrogen atoms, as well as for
the M-site. By changing the values of the atomic charges we adjust its dipole moment value to that of
four commonly used water models, and more specifically to the rigid NCC (NCC without polarizability
part [232], and we called it NCCa here), TIP4P/2005 [239], and SPC/E [229] with values of 1.85 D,
2.305 D, and 2.35 D, respectively, and the flexible SPC/Fw [231] with µ=2.39 D. The results presented
in this article could provide insight into the effect of the dipole moment in the transport properties of
the liquid water as a function of the temperature. A detailed analysis of them could serve to limit the
directions for an improvement searching, e.g to define more appropriate functional forms, and/or to
propose target properties in the process for developing empirical potential models.
The chapter is organized as follows: The next section describes the protocol used in the Molecular
Dynamics simulations and provides details for the procedure was employed for the calculation of
the structural and transport properties of water. In section III the results obtained in this study for a
range of different thermodynamical conditions are presented and compared with the experimental data
available in the literature, while a short discussion is also provided. Finally, the summary and some
conclusive remarks constitute the closing section.
2.2 Computational and simulation details
The molecular dynamics (MD) simulations were carried out using the program MOLDY [245]. A cubic
box containing 256 water molecules with standard periodic boundary conditions in the three directions
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and density adjusted to the experimental value was used to simulate liquid water [246]. Short-range
intermolecular interactions were truncated at a distance rc=10 Å. The shifted-force potential was
applied for the van der Waals interactions, while for the treatment of the long-range electrostatic
interactions the standard Ewald summation technique was employed [247]. The modified Beeman
algorithm [248] was used to integrate the equations of motion with a time step of 0.1 fs, and the
temperature was controlled using a velocity scaling procedure.
Radial distribution functions (RDFs) and transport properties were estimated for temperatures between
273 and 373 K. First, a constant volume and temperature (NVT ensemble) MD simulation was
performed to compute the average energy of the system at the given temperature, following the
procedure described in Ref. [249]. Then a set of 20 independent constant volume and energy (NVE)
simulations were carried out for a total time of 200 ps each, with a tolerance of ∆E/E ≤ 10−4 in the
energy value.
Equilibrium MD simulations and the Green-Kubo (GK) formula were used to calculate the self-diffusion
viscosities along with the shear and bulk viscosities [250]. This formalism establishes a direct rela-
tion between a transport coefficient and the equilibrium time autocorrelation function XACF of the













〈vj(t) · vj(0)〉 (2)
is the velocity autocorrelation function while the summation over all Nm molecules indicates the
average contribution of all independent particles. In turn, the GK expression for the viscosity is written
as
ηX = lim







where X is S for the shear and B for the bulk viscosity, V stands for the volume, T denotes the
temperature of the system and kB is the Boltzmann constant. The corresponding XACF is expressed as







BACF(t) = 〈δP (t)δP (0)〉 (5)
where Pi are the five independent components of the traceless stress tensor, (Pxx−Pyy)/2, (Pyy−Pzz)/2,
Pxy, Pyz, Pzx, and δP (t) = P (t)− P gives the pressure fluctuations of the instantaneous pressure P (t)
from its average value P .
It is already known that a direct estimation of ηX from the asymptotic limit of ηX(t) in Eq. 3 usually
has a large statistical error. For that reason estimation of ηX based on the value of ηX(t) at early
correlation times has been proposed [250], or alternatively, the replacement of the numerically
computed correlation function XACF(t) in Eq. 3 by an analytical function X
f
ACF(t). The latter should
be fitted to the XACF(t). The following functional form has been used
XfACF(t) = (1− C) exp[−(t/τKf )βf ] cos(ωt) + C exp[−(t/τKs)βs ] (6)
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The previous expression contains 6 parameters (C, τKf , βf , ω, τKs and βs) and it is based on the
Kohlrausch law for the description of a fast (first term) and a slow (second term) relaxation process [249,
251]. In the present study, for the estimation of the viscosities, the latter approach was employed.
As it was mentioned above, the NCC model describes the repulsive part of the total interaction between
two water molecules by considering repulsive interactions between all atoms and the M-site of the two
molecules. This part of the NCC model has been kept unchanged in all simulations performed. However,
in order to evaluate the role of the electrostatic contribution, we performed a series of simulations with
different partial charges placed on the Hydrogen atoms and the M-site at the NCC geometry of the
water molecule with rOH=0.9572 Å, rOM=0.2371 Å, and ∠(MOH)=52.26◦. Based on the definition
of the dipole moment µ = |∑ qiri| (i indicates the Hydrogen atoms and the M-site while qi and ri are
their corresponding partial charges and positions) we adjusted the charges in order to reproduce the
electric dipole moment of the TIP4P/2005, SPC/E and SPC/Fw [229, 231, 239] water models. The
values of partial charges are given in Table 1.
µ (D) (Model) qH (e) qM (e)
1.85 (NCCa) 0.5526223 -1.1050744
2.305 (TIP4P/2005) 0.6884418 -1.3768836
2.352 (SPC/E) 0.7024733 -1.4049467
2.39 (SPC/Fw) 0.7138180 -1.4276360
Table 1: Values of the point charge on the hydrogen atoms (qH) and M-site (qM=-2 qH) using the NCCa water
model geometry for the electric dipole moment predicted by the indicated water models from Refs. [229,
231, 232, 239].
2.3 Results and Discussion
Structural properties
Radial distribution functions: We first evaluate the effect of the electrostatic interactions in the structure
of the liquid water, by analyzing the RDFs computed for different molecular dipole moments and
comparing them with experiment, while keeping the remaining two-body terms of the NCC model
unchanged. Such a comparison is shown in Figure 1 in which the Oxygen–Oxygen(gOO), Oxygen–
Hydrogen (gOH), and Hydrogen–Hydrogen (gHH) RDFs calculated at T=303 K and for dipole moment
values between 1.85 and 2.39 D are compared to the experimental ones at T=298 K. In general,
one can see that for the higher values of the dipole moment considered here, all RDFs approach the
experimental distributions. Briefly, we observe that the average distance between water molecules
is larger than the one predicted experimentally. This is probably due to the parameterization of the
repulsive OO interaction, and as the model is rigid, this directly affects the gOH , and gHH distributions.
Apart of the shifts, compared to the experiment, in the first and second peaks, new weak structures
appear at larger intermolecular OH and HH distances. We found that the parameterized form for
µ=2.305 D, that corresponds to the TIP4P/2005 model (we call it NCC(Q) from now on), shows better
agreement with the experimental distributions [252].
Any further increase in the value of µ does not significantly change the structure of the RDFs. As it can
be seen the peaks of the gOH , and gHH distributions are higher than the experimental ones, while the
ones of the gOO are lower. Thus, in principle, the chosen dipole moment value should be somewhat
higher, either permanently of by polarizability. By including polarizability is expected to increase the
local electric field and this could bring closer the first peaks. Nevertheless, the NCC(Q) model shows an
overall good agreement with the experiment, while for any further improvements adjustments in the
two-body repulsive parts are required.
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Figure 1: Comparison of the gOO, gOH , and gHH RDFs at T=303 K obtained with the indicated dipole moment µ of
the NCC model with the corresponding experimental ones (see Ref. [252]). The theoretical calculated RDFs
from the TIP4P/2005, SPC/E and SPC/Fw (see Ref. [249]) water models are also shown.
In particular the OO and OM interaction should be reparameterized, while minor modification for the
OH part is envisaged. By comparing NCC with the TIP4P/2005, SPC/E and SCP/Fw models for the
same dipole moment values (see Figure 1) we can see that the larger differences are found in the first
peaks of the gOO, gOH , and gHH , indicating again that reparameterization is mainly needed to the OO
short-range part. In general, a slightly better agreement is obtained by the SCP/Fw model for the gOO.
For the gOH , and gHH the TIP4P/2005 model shows better behavior for the first two peaks, while for
the next peaks the agreement between all the present models and experiment is rather poor. Figure 2
presents the RDFs calculated with the NCC(Q) model at a temperature range from 273–373 K. As
it was expected the effect of temperature moves slightly the peak positions to larger distances, and
reduces appreciably their heights, in accordance with previous studies using, for example the SPC/E
and SPC/Fw models [249].
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Figure 2: Temperature dependence of the gOO, gOH , and gHH distributions for the NCC(Q) water model.
Transport properties
Self-diffusion coefficient: As it was mentioned above the self-diffusion coefficient is calculated from the
VACF (see Eq. 1) for sampling length of 10 ps. Figure 3 (top panel) displays the self-diffusion coefficient
values obtained for the above mentioned dipole moments, while in the bottom panel we compare the
calculated values obtained with the NCC(Q) model with the experimental data available [253, 254]
in the temperature range 273–373 K. One can see that the models with dipole moments 1.85 D and
2.352, 2.39 D overestimate and underestimate, respectively, the D coefficient for T=303 K, while the
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prediction of the NCC(Q) model is very close to the experimental one. Also as the temperature increases
the value of D also increases following the Arrhenius-like behavior. However, at temperatures above
325 K NCC(Q) tends to underestimate the self-diffusion coefficient, indicating that the dynamics is
slower than the experimental one at high temperatures. The statistical error in the present simulations
counts for about 3.5%. By comparing now the D values of the NCC(Q) model with the ones previously
predicted [255] by the SPC/E, TIP4P and TIP4P/2005 models, we should say that the NCC(Q) follows
the predictions of the TIP4P/2005 one up to temperature of 320 K, and this seems to be related with
the position of the negative charge and/or the dispersion interactions. We should comment here that
finite size effects, e.g. the number of molecules in the simulation box, has been found to influence the
D value, [255] and thus somehow higher estimates should be obtained.












































Figure 3: Self-diffusion coefficient values as a function of the dipole moment at T=303 K (top panel) and as a
function of temperature (bottom panel) for the NCC(Q) water model. The experimental values from
Refs. [253, 254], and the theoretical ones for the SPC/E, TIP4P and TIP4P/2005 models from Ref. [255]
are also displayed.
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Shear and Bulk viscosity: An accurate determination of the shear and bulk viscosity requires simulation
times of at least an order of magnitude longer than the ones for the self-diffusion coefficient, and
for this reason time series of 200 ps were used in these calculations. In addition, in order to avoid
convergence issues we employed the fitting procedure presented in the previous section.
In Figure 4 we plot the normalized stress-tensor auto-correlation functions of the shear (left panels)
and bulk (right panels) viscosity obtained from Eqs. 4 and 5 using the NCCa (top panels) and NCC(Q)
(bottom panels) water models. The corresponding XfACF fitting curves obtained from Eq. 6 are also
displayed, and are reproducing very well the simulation results. In the figure inset the decay of the
XACF(t) functions to zero is shown for the time intervals between 0.2 to 100 ps and 1 to 100 ps for
the NCCa and NCC(Q) models, respectively. One can see that the fluctuations in the XACF become
significant for long correlation times giving rise to statistical errors, which are larger for the bulk
viscosity, around 5.7% compared to the shear viscosity around 2.7% . By examining the effect of the
dipole moment on the shear ACFs, we observe that by increasing it from NCCa to NCC(Q) model faster
relaxation for short correlation times, and more pronounced oscillating response at longer correlation
times. The SACF and BACF functions obtained from the TIP4P/2005 model [256] seem to compare well
with the ones from the NCC(Q) model, showing a faster relaxation at short times and a very similar
pattern for longer times.




























































Figure 4: Normalized stress-tensor auto-correlation functions for the shear (left panels) and bulk (right panels)
of the NCCa (top panels) and NCC(Q) (bottom panels) models of water at T=303 K. The fitting curves
XfACF from the Eq. 6 are also plotted. For purposes of comparison the XACF functions of the TIP4P/2005
(dotted-dashed line) from Ref. [256] are displayed.
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In turn, in Figure 5 we present the calculated values of the shear and bulk viscosity (from Eq. 3)
at T=303 K as a function of the dipole moment, and we compare them with the experimental ones
available at the same temperature [257, 258]. As it can be seen the NCC(Q) model with µ=2.305 D



































Figure 5: Shear and bulk viscosity values as a function of the dipole moment for T=303 K. The experimental values
from Refs. [257, 258] are also presented at T=303.15 K.
Figures 6 and 7 show the shear and bulk viscosities of the NCC(Q) water model as a function of the
temperature, in comparison with experimental [257–260] and previous theoretical results obtained
using the NCCa, TIP4P, and TIP4P/2005 model potentials [256, 261]. We should note that by simply
adjusting the value of the dipole moment of the NCCa to 2.305 D, the performance of the NCC(Q)
on the calculation of the shear viscosity is improved substantially compare to its predecessor. We
can also see that this is almost the case between the TIP4P (with µ=2.177 D) and TIP4P/2005 (with
µ=2.305 D) water models, although in the last two models further modifications are also made in the
LJ parameters and the position of the M-site. In the temperature range of 290–313 K both the NCC(Q)
and TIP4P/2005 values are very close to the experimental ones. For higher temperatures the NCC(Q)
overestimates the shear viscosity, and the TIP4P/2005 slightly underestimates it, probably due to the
dispersion interactions, while for lower temperature values both models underestimate it, indicating
the need of reparameterization of the repulsive part of the models. As in a previous study [255], we
also show here that the water models that overestimate/underestimate the value of the self-diffusion
coefficient at a given temperature predict, lower/higher values, respectively, for the shear viscosity
coefficient at the same temperature. This is clearly demonstrated in Figures 3 (bottom panel) and 6
for the NCC(Q) model. It is also seen that at the low temperature regime small differences from the
experimental values for the self-diffusion coefficient result to larger deviations for the shear viscosity,
for both NCC(Q) and TIP4P/2005 models.
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Figure 6: Experimental (from Ref. [257]) and theoretical shear viscosity values for the NCC(Q) model of water as a
function of the temperature. Previously reported theoretical values for the NCCa and TIP4P, TIP4P/2005
models are from Refs. [256, 261], respectively.
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Figure 7: Same as Fig. 6 for the bulk viscosities. The experimental values indicating with filled 4 and 5 are from
Refs. [258, 259] and [260], respectively, while theoretical ones are from Refs. [256, 261].
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The computed temperature dependence of the bulk viscosity (see Fig. 7) shows a similar behavior as
the shear viscosity, when compared with the experiment [258–260] for all water models examined. We
should note that again the NCC(Q) model predicts bulk viscosity values lower than the experimental
ones at low temperatures, while the agreement is very good for temperatures between 293 K < T <
313 K. Finally, for higher temperatures the NCC(Q) model overestimates the bulk viscosity values, with
the TIP4P/2005 providing the best estimates.
2.4 Summary and conclusive remarks
We carried out a theoretical investigation of several structural and transport properties of liquid water
using equilibrium MD methods based on reparameterized NCC-type water models. Dipole moment
values previously employed in several commonly used empirical water models are considered here by
appropriately modifying the point charges of the H-atom and M-site of the NCC model.
Radial distribution functions for the OO, OH and HH distances are computed, and the comparison
with the experimental data, as well as with previous reported theoretical ones obtained with different
empirical models, provides insights for the two-body part of the NCC potential, and could serve for
guiding the reparameterization of these terms of the NCC(Q). From the computer simulations we also
calculated transport coefficients (e.g. self-diffusion and shear/bulk viscosity) using the velocity and
stress-tensor autocorrelation functions and the Green-Kubo formalism. The results obtained for both the
shear and bulk viscosities with the NCC(Q) model are compared with the corresponding experimental
measurements at various temperatures between 273–373 K, as well as with other theoretical studies
employing the NCCa, TIP4P and TIP4P/2005 water models. We found that the predictions of the
NCC(Q), that incorporates the dipole moment of the TIP4P/2005 model, are in much better agreement
with the experiment than its predecessor. We also show that the self-diffusion results follow similar
trends with the ones for the viscosity. By analyzing them we conclude that the NCC(Q) presents an
overall correct behavior, although a further parameterization is still needed for the repulsion-dispersion
terms in order to improve its prediction with respect to the experimental data in the whole temperature
range studied.
In the majority of studies, the parameters of the water models have been chosen to reproduce the
density of the liquid, and/or the vaporization enthalpy at ambient conditions. Here, we propose that
the inclusion of transport coefficients, such as the self-diffusion, which usually do not considered as
a target property in developing any water potential model up to now, could be quite useful given its
connection with the vaporization enthalpy and viscosity coefficients. Moreover further efforts are still






The viscosity of rigid polarizable water
models
3.1 Introduction
Water belong to the class of associated liquids whose structural relaxation plays a key role in many
physical processes [262, 263]. In such relaxations the collective dynamics and transport properties
of the liquid are associated to the rearrangement of molecules due to internal friction, giving raise to
viscosity.
As a compressible Newtonian liquid, it exhibit two types of viscosity: one of them is the viscous
resistance to shape changes under shear stress (shear or dynamic viscosity), while the other refers
to the resistance to changes in volume under external pressures (bulk viscosity) [264]. Latter is also
termed as volume viscosity, second viscosity coefficient, expansion coefficient of viscosity and coefficient
of bulk viscosity [265].
The shear and bulk viscosities of liquid water are of fundamental importance in several scientific fields,
such as in the study of biological systems [266, 267]. According to Temkin [268], they can also provide
valuable information at the molecular level. More specifically, the collective translational molecular
motion is associated to the shear viscosity, while rotational and vibrational intermolecular motions are
related to the bulk viscosity.
Shear viscosity in fluids is a well known property and in the case of water there is plenty of available
experimental data in a wide range of different conditions [246, 257]. In contrast to the shear viscosity,
bulk viscosity is rarely measured, and is often poorly determined. For water, there is a rather limited
number of experimental studies going few decades back, [258, 269], and only recently the value of
bulk viscosity at room temperature was accurately measured using acoustic spectroscopy [259] and
Brillouin scattering [270].
From the theoretical standpoint, computer simulations are the most powerful tool for understanding
and interpreting experimental results at the molecular level (see Ref. [271] and references therein).
Nowadays several approaches have been used to to obtain statistically meaningful results on the
estimated viscosity values by molecular dynamic (MD) simulations. The most frequently used methods
in equilibrium MD simulations are the Stokes-Einstein (SE) [272] and Green-Kubo (GK) methods [273,
274], while in nonequilibrium MD simulations are the Couette shear flow and Poiseuille flow meth-
ods[275, 276]. The disadvantage of non-equilibrium methods is the impossibility to extract bulk
viscosity values from the simulations, while in the equilibrium MD simulations the SE approach is
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just valid for the shear viscosity under a range of temperatures due to the break-down of the SE and
the Stokes–Einstein–Debye (SED) relations for low temperatures [277, 278]. In this sense, the GK
approach is the more suitable approach for estimating both shear and bulk viscosities, nevertheless
computationally expensive due to the fact that the stress is a collective property and long molecular
simulations are required.
Over the last years several new water models describing intermolecular interactions have been de-
veloped, aiming to accurately predict properties of water at various environments [145, 279] and
thermodynamic conditions. Some of the most sophisticated ones account for many-body interactions
by describing polarization effects, [242, 280, 281] while, quite often, results of high-level ab initio
calculations [282–285] are used for their parameterization. [233, 242, 286–289]. However, despite
all these efforts for the development of new models and simulation methodologies, only very few
theoretical results for the shear and bulk viscosity of liquid water can be found in the literature, with
most of the studies focusing on rigid-nonpolarizable models [249, 256, 261, 290–292].
In turn, as estimations of collective transport properties is a challenging test for molecular models it is
evident that, computational methodologies that can provide statistically accurate estimates for these
properties[249, 256, 293] can be used for the evaluation of existing and the development of new, more
accurate potential models. Thus, in the present work, we focus on the calculation of such collective
transport properties of liquid water and, in particular, bulk viscosity as it is an important parameter for
the description of the kinetics of fluids that have a more wider range of variation than shear viscosity
indicating that it’s more sensible to the molecular structure of the liquid. This can also serve to a better
understanding of the molecular interactions, in particular the strength of the hydrogen-bond.
The chapter is organized as follows: In section II, all technical details regarding the molecular dynamics
simulations are given while the procedure followed for the calculation of the shear and bulk viscosity is
presented. In section III, the results for the shear and bulk viscosities are given along with a discussion
regarding their accuracy. At the same time, the performance of all water models examined here is
evaluated by comparing their predictions with experiment. Finally, a short discussion with some
conclusive remarks is given in the last section.
3.2 Computational details
Polarizable water models
In order to examine the predictability of some rigid-polarizable water models on the collective transport
properties of water, here we assess the effect of different molecular geometries, number of sites
representing the water molecule and number of point-dipole sites dealing with the polarizability.
More specifically, we have employed the Dang-Chang (DC) or POL1 model [294] which is a four-site
charge/one polarizable site model. The POL3 [295] models contains three-site charge/three polarizable
sites. Both of them employ Lennard Jones (LJ) potentials to describe the vdW interactions between
water-water molecules. The Gaussian charge polarizable model (GCPM) [280] is a modification of
the original SPC model [296], with an smeared Gaussian charge distribution at the SPC charged sites,
replaces the LJ term with a Buckingham-type term and include one polarizable site at the water center
of mass, TTM2.1R is the rigid version of the TTM2.1F [233] transferable all-atom ab-initio model that




All molecular simulations were performed with a cubic simulation box containing 256 water molecules
with periodic boundary conditions applied using the minimum image convention [297]. It has
been found in the past [250, 275, 298], that when equilibrium molecular simulation techniques are
employed, larger system sizes do not significantly affect the obtained values of the shear viscosity. All
intermolecular interactions were truncated at a cutoff distance of 9.0 . For the dispersion interactions,
the standard long-range corrections were used [297] while, for the long-range electrostatic interactions,
the standard Ewald summation technique was employed [299]. Additionally, we also validate a recent
extension of the Wolf method [300] which allows up to 3 times faster electrostatics interactions when
similar cutoff distances are used as in the Ewald approach.
The velocity Verlet [301] method was used to integrate the equations of motion with a time step
δt = 1 fs, while the RATTLE algorithm [302] guaranteed that the coordinates and velocities of the
atoms in a water molecule satisfy the internal constraints. The Andersen thermostat [303] and the
isotropic Berendsen barostat [304] were employed to maintain temperature and pressure control
respectively. All MD simulations were performed using our own parallel computer codes [256, 292,
305]
Calculation of the viscosity
For all of water models, the values of shear and bulk viscosity were estimated in the temperature
range T = 273 − 373 K and pressure P = 1 atm. At the beginning, a MD simulation was performed
at constant temperature and pressure conditions (NPT ensemble) for a period of 2 ns, in order to
determine the density of liquid water as it is predicted by each water model. The average energy 〈E〉
of the system at that density was computed from a second constant volume and temperature (NVT
ensemble) simulation of 2 ns.
For the calculation of the bulk and shear viscosities at each temperature, we have performed a set of
100 independent constant volume and energy (NVE ensemble) simulations. For each trajectory, initial
atomic momenta were sampled from a Maxwell distribution at temperature T . After an equilibration
period of 10 ps, a configuration with total energy equal to the 〈E〉 decided before was selected. For that
configuration and for the next 300 ps, the instantaneous stress tensor elements were collected every
20 fs for further analysis. In total, data from trajectories longer than 30 ns were used for the calculation
of each value of viscosity.
Then,the average temperature obtained from the 100 NVE simulations was very close to the desired
one. The advantage of the previous scheme over a direct simulation in the canonical NVT ensemble,
where a thermostat (i.e. Nose-Hoover) is used to control the temperature, is that the artificial coupling
between the physical system and the heat bath is avoided. In principle, this coupling may affect in an
undesired way the time correlation functions computed here. In practice, though, we found that our
results are very close to the results obtained from previous simulations in the NVT ensemble [251, 292,
293].
As it was mentioned before, in the present study for the estimation of both bulk and shear viscosities,
we employed the Green-Kubo formula (GK), and an analysis scheme similar to the one proposed in
Ref. [249, 251, 256, 292].
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3.3 Results and discussion
At the beginning, we proceeded to the calculation of the density ρ(T ) predicted by all polarizable water
models with both electrostatic approaches (Ewald and SP3) at various temperatures T and pressure
P = 1 atm. The results shown in figure 1, indicates that for the SP3 approach the densities are slightly
overestimated (approx. 0.001) due to the cutoff employed. However, if a longer cutoff (12 Å) is used,
then the agreement between Ewald and SP3 approaches could be better. Here for practical reasons we
employed 9 Å and during the course of the simulations we check their relative differences.
For comparison reasons, we also include results for the rigid non-polarizable water model SPCE and
TIP4P2005 water models [229, 306]. In the case of the TIP4P2005, when the SP3 electrostatic scheme
is used our results agree with previous studies [256] using the Ewald summation approach. As a matter
of fact, the TIP4P2005 model predicts very successfully the temperature dependence of the density
with respect to the experimental values. It is worth mentioning that the results improve for the rigid
polarizable GCPM model with respect to the rigid-non-polarizable SPC/E. However, as the temperature
decreases GCPM slightly overestimate the experimental values. This is also observed for the rigid
version of the TTM2.1 water model which predicts a more compact arrangement of the water molecules
along the whole range of temperatures. When going from the DC to the GCPM we observe how the
anisotropy of the functional form improve the predictions of the experimental results. Also when going
from one polarizable (DC) site to 3 (POL3) the results shows an improvement of the predicted density
values.


























Figure 1: Temperature dependence of the density at P = 1 atm predicted by each water model. Experimental
values [246].
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Regarding the calculation of viscosities, as their values depends on the volume of the simulation box, for
each temperature and water model we employed the corresponding predicted density. Figure 2 shows
the running integral of the shear viscosity (with both electrostatic approaches), ηS(t), obtained from
simulations of the TIP4P2005 at different temperatures for simulation times up to t = 100 ps. It can be
seen that for all temperatures, ηS(t) quickly reaches a plateau while for longer times it remains almost
constant. As it has been already discussed by several authors in the past[250, 293, 307], estimations of
the viscosity should be made at correlation times shortly after the ηS(t) reaches the plateau instead of
longer correlation times, in which larger statistical errors are involved. Additionally, we also presents
the shear viscosities estimated from the analytical Kohlrausch law representation. It can bee seen that,
for values of t < 10 ps the ηS(t) computed from the SACF(t) (see Eq. 4 in previous chapter) practically
coincides with the one obtained from the SfACF(t) (dashed line). Here the asymptotic values of the
analytical representations are used to estimate the values of the shear viscosity.

























Figure 2: Running integrals at different temperatures for the shear viscosity of TIP4P2005
In Figure 3 the results obtained for the shear viscosity with all water models are plotted as a function
of temperature, along with the experimental ones [257, 308]. In the same figure, we also compare the
estimations of the shear viscosity from a fixed density simulation (NVT) and a relaxed NPT simulation
for the SPCE water model. The observed differences comes from the fact that the SPCE model predicts
a lower density with respect to the experimental values (see Fig. 1) and this in turns decrease the final
estimated values, as the simulation box for the fixed NVT simulation corresponds to the experimental
density. Indeed, if the number of water molecules is the same in both cases, then in the relaxed NPT
case the volume of the simulation box is larger. Concerning both electrostatic approaches (Ewald
and SP3), the differences between them are very small, with the non-polarizable rigid water model
presenting larger deviations at low temperatures that could be mitigated if a higher cutoff value is used.
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When including the polarizability one would expect an improvement of the results with respect to the
non-polarizable models, however no clear trends are observed for the different water models. In fact
when a polarizable model have more complex functional forms than just LJ interactions (GCPM and
TTM2.1R), such models tend to overestimate the experimental data and presents an slower collective
dynamics than the real liquid. In overall, the TIP4P2005 model has the best performance with small
deviations at low temperatures coming from the lack of explicit many body terms. In comparison
with previous studies[256, 275], our viscosity estimations are smaller. This is mainly due to shorter
simulation times as well as the different treatment of long-range electrostatic interactions. As we
showed in the previous chapter, the calculation of the SACF(t) (Eq. 4) incorporates, in total, five
elements of the stress tensor, while that of the BACF(t) (Eq. 5) uses just one. It is, therefore, expected
that for a simulation of a specific length, the statistical uncertainty in the value of the shear viscosity
will always be lower to that of the bulk viscosity. Figure 4 illustrates the difficulties encountered when
estimating the bulk viscosities (for the TIP4P2005 water model and both electrostatic schemes) from
the asymptotic values of the running integral, especially at low temperature. When they diverge for
long times it then makes an almost impossible task to define the plateau as we proceeded in the case
of shear viscosity. Nevertheless, if we consider the short time periods of the correlation times in the
running integrals, it’s possible to extract the relevant information, and have a fairly accurate estimation
of the bulk viscosity with the Kohlsrauch representation.




























Figure 3: Temperature dependence of the shear viscosity at P = 1 atm. Triangles up (Ref. [257]) and Triangles down
(Ref. [308]) correspond to the experimental results. Solid lines are just guide to the eyes
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Figure 4: Running integrals at different temperatures for the bulk viscosity of TIP4P2005































Figure 5: FIG. 3: Temperature dependence of the bulk viscosity at P = 1 atm. Triangles up (Ref. [260]), Triangles
down (Ref. [258]) and Triangles left (Ref. [259]) correspond to the experimental results.
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So for the bulk viscosity, on figure 5 we present for the first time values for the different rigid-polarizable
water models used in this study as a function of temperature. As we expected, the bulk viscosity is
more sensible to the intermolecular interactions and the deviations are considerably larger than those
reported for the shear viscosity. However, by including polarization terms in the potentials as in GCPM
and TTM2.1R, we are able to improve upon the rigid non-polarizable water models. TIP4P2005 is
again the water model that shows the best agreement with respect to the experimental results for
temperatures higher than 290 K, below such temperature all the water models presents significant
differences. Regarding the use of the SP3 approach with respect to the Ewald method, the bulk viscosity
presents larger deviations indicating that it might be necessary to sacrifice more computational time by
extending the cutoff radii in order to achieve a reasonable accuracy with respect to the Ewald approach.
3.4 Summary and conclusive remarks
It was found that, despite the larger statistical uncertainties involved in the calculations of the bulk
viscosity ηB, compared to that of the shear viscosity ηS , still reasonable estimations of the ηB, could be
made from MD simulations using the GK formalism along with an objective procedure. More specifically,
we saw that, in several cases, in particular at low temperatures, the running value of the bulk viscosity
ηB(t) diverges at long correlation times, making impossible a fair estimation of ηB. However, during
the first picoseconds, the corresponding correlation function, BACF(t), varies smoothly having relatively
small statistical errors and therefore, it can be used for an accurate estimation of ηB, in a similar
manner that SACF(t) is used to determine ηS
Here, for the first time, the temperature dependence of the bulk viscosity was examined systematically
for rigid-polarizable models and was found to be in reasonable agreement with experiments. It was
found that despite the inclusion of the many-body effects (and the significantly higher computational
effort that is required for the performance of such MD simulations) simpler pairwise additive water
models, such as the SPC/E [229] and in particular the TIP4P/2005 [306] can provide more accurate
estimations of these transport properties. However, it should be understood that the current work is
focused to demonstrate the procedure of the viscosity calculations, and at the same time drawn some








Polarizable Thole type ab-initio
models
4.1 Introduction
Ion hydration plays a central role in many natural and industrial processes, including those that take
place inside living cells, in marine environments, on atmospheric aerosol particles, and at electro-
chemical interfaces.[7, 40] In all cases, the thermodynamic and dynamical properties of the solutions
depend, often in a highly specific way, on the nature of the interactions between the ionic species
and the surrounding water molecules.[309] Despite numerous experimental and theoretical studies, a
molecular-level understanding of how ionic species are hydrated and the extent to which differences in
the local hydration structure can result in different solution properties has just started emerging.[33,
310–319] The progress in characterizing ion hydration through computer simulations has been par-
ticularly significant in the last years thanks to the development and application of efficient ab initio
molecular dynamics approaches [32, 309, 320] and the advent of polarizable force fields [32, 36, 310,
321–325], which have enabled more realistic simulations of ionic solutions at finite concentrations
both in the bulk and at interfaces.
Aqueous solutions containing halide ions are of particular interest (e.g., see Ref. [326] and references
therein) due to their relevance in heterogeneous chemistry at environmental surfaces,[32, 309]
solvation mechanics, and desalination processes.[16, 67, 327] In this context, the investigation of
structural, thermodynamic, and spectroscopic properties of small X−(H2O)n clusters (with X− being a
generic halide ion) represents the first step toward the development of a molecular-level understanding
of the hydration properties of ionic solutions in different environments and conditions. In particular,
the analysis of both structure and energetics of X−(H2O)n clusters can provide fundamental insights
into emerging cooperative effects that lead to different hydrogen-bonding (HB) topologies as the cluster
size approaches the bulk. As the number of water molecules increases, the low-energy structures of
the halide-water clusters display two competing types of hydrogen bonds, corresponding to O–H· · ·X−
and O–H· · ·O configurations, respectively. It has been demonstrated that these hydrogen-bonding
motifs manifest themselves in the infrared (IR) spectra of halide-water clusters as two distinct peaks
associated with the OH stretches of the corresponding hydrogen-bonded water molecules, with the
OH peak associated with the ionic-hydrogen bond (O–H· · ·X− ) being significantly redshifted.[326,
328–330] Very recently, monitoring the evolution of these specific spectroscopic features as a function of
cluster size and temperature has also become possible thanks to further developments of experimental
techniques for predissociation vibrational spectroscopy. [331]
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From a theoretical standpoint, a systematic analysis of the properties of X−(H2O)n clusters provides a
direct path to the development of accurate halide-water interaction potentials. Although most of ion-
water models reported in the literature are represented in terms of empirical force fields, there has been
a long standing effort to derive potential energy functions entirely from ab initio data, starting with the
pioneering work by Clementi and coworkers.[332] Several theoretical studies have employed different
electronic structure methods to determine structural, thermodynamic, dynamical, and spectroscopic
properties of X−(H2O)n clusters (e.g., see Refs. [333–335] and references therein). To date, ab initio
multidimensional potential energy surfaces (PESs) for halide-water systems have only been reported
for F−(H2O)n and Cl−(H2O)n complexes with n = 1 and 2 [336–339], which, by construction, are not
transferable to larger clusters and bulk solutions. More recently, scaled versions of common potential
energy functions describing effective two-body interactions have been derived from fits to electronic
structure data calculated at the MP4 level of theory along relaxed and fixed radial scans for X−(H2O)
dimers, with X− = F−, Cl−, Br−, and I−.[340] Several polarizable force fields, introducing different
levels of empiricism, have been developed and used in computer simulations to understand specific
ion effects both in bulk water and at the air/water interface.[321, 324, 325, 341–349] However, most
of existing halide-water polarizable force fields assume the water molecules to be rigid, which thus
prevents any direct comparison with the available spectroscopic measurements.[327, 331, 350–353]
In this study, the development of ab initio-based halide-water PESs, compatible with the full-dimensional
ab initio many-body MB-pol water potential,[289, 354–356] is reported. The new PESs are derived
from fits to correlated electronic structure data and are built upon an extended Thole-type polarizable
model[357] that takes explicitly into account the mutual polarization between the halide ions and the
water molecules. The chapter is organized as follows. The functional form of the new halide-water
potentials, called i-TTM (ion-Thole-type model) potentials, is described in section 2. The accuracy of
the i-TTM potentials is assessed in section 3 through comparisons with both ab initio and force field
results obtained for small X−(H2O)n clusters, with X− = F−, Cl−, Br−, and I−, and n = 1 − 8. The
summary and outlook are given in section 4.
4.2 Model development and computational details
The interaction model
The total energy, Vtot, of a system containing a single halide anion and n water molecules can be
formally decomposed into a sum of three distinct terms describing the energy contributions associated
with the intramolecular distortions of each water molecule, V intraw , the intermolecular water-water








In this study, V intraw corresponds to the Partridge-Schwenke PES [358] and V
inter
w is represented by the
flexible and fully ab initio many-body MB-pol water potential described in Refs. [289, 354, 355, 359].
MB-pol was shown to reproduce the vibration-rotation tunneling spectrum of the water dimer with an
accuracy below 1 cm−1,[354] the relative energies[355] and quantum free-energy differences[360]
of small water clusters, the bulk properties of liquid water including nuclear quantum effects,[289]
and both infrared and Raman spectra of liquid water.[356] More recently, MB-pol was shown to
predict relative energies of liquid water configurations in closer agreement with quantum Monte Carlo
reference data than common (both GGA and hybrid) DFT models.[356]
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V i−TTM , which is introduced here, is given by a sum of four terms









V repi is the repulsive energy defined as a sum of pairwise interactions between the O and H atoms of
the i-th water molecule and the specific halide ion (X−),




where Aαβ and bαβ in each Born-Mayer function are fitting parameters, and Rαβ are the interatomic
distances between atoms α = O, H and β = X−. V TTM,elec and V TTM,ind in Eq. 2 represent, respectively,
the electrostatic interactions between the permanent and induced moments generated by the charge
distributions of the water molecules and the halide ion. To guarantee full compatibility with the elec-
trostatics scheme adopted by the MB-pol potential,[354, 355] V TTM,elec and V TTM,ind are represented
by an extended version of the Thole-type model (TTM) originally introduced in the TTM4-F water
potential.[357] As shown in Figure 1, the i-TTM model thus makes use of three geometry-dependent
point charges located on the M-site and H atoms, and three inducible point dipoles located on the O
and H atoms of the water molecules according to the MB-pol potential,[354] with both a negative unit
charge and an inducible point dipole being located on the halide ion.
The dispersion energy, V disp in Eq. 2, is represented by damped 1
R6
terms between all O–X− and H–X−
pairs of atoms,
















where each f(R, δ) is a Tang-Toennies damping function,[361] C6,OX− and C6,HX− are the OX− and







Figure 1: Schematic representation of the i-TTM electrostatic model, showing the location of both smeared point
charges and inducible point dipoles.
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Electronic structure calculations
Based on the convergence of the total energy for the X−(H2O) dimers (X− = Cl− and Br−) [362] all
interaction energies used in the i-TTM fits were calculated at the CCSD(T)-F12 level of theory[363,
364] in the complete basis set (CBS) limit, which was achieved from a two-point extrapolation of the
results obtained using triple-ζ and quadruple-ζ basis sets.[91, 365] All calculations were carried out
with MOLPRO.[366, 367] The aug-cc-pVTZ and aug-cc-pVQZ basis sets were used for the H, O, F−, and
Cl− atoms, while the aug-cc-pVTZ-PP and aug-cc-pVQZ-PP were used for Br− and I−.[368–372]
Figure 2: Reference coordinate system used in the radial scans of the X−(H2O) dimer potential energy surfaces
carried out at the CCSD(T)-F12 level of theory. The water molecule lies on the x-y plane with the x-axis
corresponding to the HOH bisector.
The CCSD(T)-F12 energies were computed for X−(H2O) dimer configurations extracted from radial
scans corresponding to different orientations of X− relative to H2O which were defined within the
reference coordinate system shown in Figure 2. Specifically, R was set to vary from 1.6 to 12.0 Å for
F−(H2O), and from 2.0 to 12.0 Å for all other halide-water dimers, with the polar angle θ varying from
0◦ to 90◦ in intervals of 45◦ and the azimuthal angle φ being equal to 0◦, 52.345◦, 90◦, and 180◦. In
these dimer calculations, the water molecule was kept fixed at the vibrationally averaged geometry,
with rOH = 0.9716257 Å and θHOH =104.69◦.[373] In total, ∼420 dimer configurations were included
in the training sets used to fit each i-TTM potential. Following Ref. [370], the dipole polarizability of
each halide ion, α−X , was computed at the CCSD(T) level of theory using the even-tempered basis sets
t-aug-cc-pV5Z for F− and Cl−, and t-aug-cc-pV5Z-PP for Br− and I−. The values of α−X obtained for F
−,
Cl−, Br− and I− are 2.4669, 5.3602, 7.1668, and 10.1184 Å3, respectively, which are in line with other
theoretical estimates previously reported in the literature.[370, 374, 375]
Additional calculations were performed at the CCSD(T)-F12 and DF-MP2 levels with MOLPRO[366,
367] and at the DFT level with Gaussian 09[376] for X−(H2O)n clusters with n ≥ 2 to assess the overall
accuracy of the i-TTM potentials.
Fitting procedure
Within the i-TTM model, the VTTM,elec and VTTM,ind terms of Eq. 2 are obtained directly from the
interaction of the atomic charges and dipole polarizabilities of the halide ions with the corresponding
44
4.3. RESULTS
i-TTM terma Parameter F−(H2O) Cl−(H2O) Br−(H2O) I−(H2O)
Vrep AOX− (kcal/mol) 29560.1 36426.7 24721.0 12952.8
AHX− (kcal/mol) 684.686 2000.66 3222.26 5648.58
bOX− (Å−1) 3.43413 3.10623 2.81098 2.39451
bHX− (Å−1) 2.47548 2.51048 2.64273 2.73150
VTTM,ind αX− (Å3) 2.4669 5.3602 7.1668 10.1184
Vdisp C6,OX− (Å6 kcal/mol) 721.684 1074.17 2451.04 6322.18
C6,HX− (Å6 kcal/mol) 512.463 1303.14 980.383 746.732
Table 1: Parameters for the i-TTM halide-water potentials defined in Eq. 2. a In the VTTM,ind term, the polarizabili-
ties of the O and H atoms of the water molecules and associated damping parameters correspond to the
MB-pol values defined in Ref. [354]
.
MB-pol quantities defined in Ref. [354]. All other i-TTM parameters were obtained following a fitting
procedure in which the optimization of the linear parameters was performed using the singular value
decomposition while the nonlinear parameters were obtained using the simplex algorithm. Specifically,
the VTTM,elec and VTTM,ind contributions were subtracted from the CCSD(T)-F12 interaction energies
and the differences were used to determine AOX− , AHX− , bOX− , and bHX− of V rep defined in Eq. 3
as well as C6,OX− , C6,HX− , δOX− and δHX− of V disp defined in Eq. 4. Following Ref. [361], the
parameters δOX− and δHX− of the Tang-Toennies damping functions were respectively set equal to the
parameters bOX− and bHX− of the corresponding Born-Mayer functions since the damping of both Vdisp
and V rep has the same physical origin, i.e., the overlap of the electron densities of the two monomers
(X− and H2O).
In the fitting procedure, the weighted sum of the squared residuals,
χ2 =
∑
N wN [(Vi−TTM (N)−∆Eref (N)]2, was minimized with respect to the CCSD(T)-F12 interaction
energies. The weights, wN were chosen to emphasize dimers with low total energies according to
w(E) = ( DEE−Emin+DE )
2, whereEmin is the X−(H2O) global minimum energy andDE corresponds to the
range of favorably weighted energies. Specifically, DE = 50 kcal/mol for F−(H2O), DE = 40 kcal/mol
for Cl−(H2O), DE = 30 kcal/mol for Br−(H2O), and DE = 30 kcal/mol for I−(H2O), and the root-
mean-square deviations (RMSDs) associated with the fits are 1.49 kcal/mol for F−(H2O), 0.20 kcal/mol
for Cl−(H2O), 0.19 kcal/mol for Br−(H2O), and 0.24 kcal/mol for I−(H2O). All i-TTM parameters are
listed in Table 1.
4.3 Results
Monohydrates
The binding energies calculated with the i-TTM potentials for the four X−(H2O) dimers are compared
in Table 2 with the corresponding values obtained at the DF-MP2 and CCSD(T)-F12 levels of theory.
The DF-MP2 and CCSD(T)-F12 binding energies were calculated in the complete basis set limit through
a two-point extrapolation of the results obtained using the aug-cc-pVTZ and aug-cc-pVQZ basis sets,
including pseudopotentials for Br− and I−.[91, 365] Also listed in Table 2 are the corresponding values
previously reported in the literature obtained at the MP2 level of theory [334] as well as using analytical
PESs.[337, 339, 340] In all cases, the i-TTM values are in good agreement with the corresponding
CCSD(T)-F12/CBS data, with the accuracy improving from F−(H2O) to I−(H2O).
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Method/Model F−(H2O) Cl−(H2O) Br−(H2O) I−(H2O)
i-TTM 27.91 14.62 12.64 10.65
MP2 [334] 26.60 14.80 12.69 10.59
DF-MP2 (this work) 27.60 15.44 13.16 10.86
CCSD(T)-F12/CBS (this work) 27.39 14.88 12.82 10.63
(eM)/(gBe− 6) [340] 26.99 15.38 13.38 11.38
Analytical PESs 27.83[337] ∼14.5[339] - -
Table 2: Comparison between the binding energies (in kcal/mol) for X−(H2O) dimers calculated at the CCSD(T)-
F12/CBS, DF-MP2, and i-TTM levels of theory. Also included are the corresponding values reported in the





































































Figure 3: i-TTM potential energy scans (solid lines) and corresponding CCSD(T)-F12/CBS reference data (symbols)
for X−(H2O) dimers with X− = F−, Cl−, Br−, and I−. The numbers in parenthesis indicate different (θ, φ)
orientations (in degrees) of X− relative to H2O within the coordinate frame defined in Figure 2.
Figure 3 shows a comparison between the i-TTM and CCSD(T)-F12/CBS potential energy curves for
the four X−(H2O) dimers as a function of R for different (θ, φ) orientations of X− relative to H2O (see
Figure 2 for the definition of the reference coordinate system). As expected from the RMSD values
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associated with the fits, the i-TTM models correctly reproduce both anisotropy and relative strength of
the different halide-water interactions. The relatively larger RMSD obtained for the F−(H2O) dimer is
reflected in somewhat larger deviations between the i-TTM and CCSD(T)/CBS results. These differences
can be explained by considering the relatively more pronounced molecular character of HF (i.e., higher
basicity of F−) compared to the other hydrogen halides, which results in stronger (and more covalent-
like) interactions between F− and H2O. These interactions cannot be completely recovered by classical
potential energy functions such as V i−TTM and require either a more sophisticated representation of
the short-range interactions or the use of reactive potential energy functions capable of describing both
the molecular and the ionic character of the F−(H2O) dimer.


















Figure 4: Potential energy angular profiles on the X−(H2O) dimer PESs with X− = F−, Cl−, Br−, and I− calculated
as a function of φ for θ = 90◦ (see Figure 2) for R equal to the minimum energy distance of each dimer,
keeping the water molecule fixed at its vibrationally averaged geometry. The i-TTM and CCSD(T)-F12/CBS
results are shown as solid lines and filled symbols, respectively.
As mentioned above, the water molecule within each X−(H2O) dimer can establish one ionic hydrogen
bond (IHB) with the halide ion. For water configurations with OH bonds of the same length, the
potential energy surface of each dimer thus displays two symmetric energy minima separated by an
isomerization barrier in the C2v plane. Figure 4 shows potential energy angular profiles (PEAPs) along
φ for planar configurations (θ = 90◦) of each dimer calculated at both CCSD(T)-F12/CBS and i-TTM
levels of theory keeping the water molecule fixed at its vibrationally averaged geometry. In these
calculations R was fixed to the minimum energy distance of each dimer for φ = 52.345◦ and θ = 90◦,
i.e., R = 2.749 Å for F−(H2O), R = 3.097 Å for Cl−(H2O), R = 3.301 Å for Br−(H2O), and R =
3.593 Å for I−(H2O). The i-TTM PEAPs closely follow the corresponding CCSD(T)-F12/CBS curves,
displaying two symmetric energy minima at φ ≈ 55◦ and φ ≈ 305◦. However, some differences exist
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Halide ion n(symmetry) CCSD(T)-F12 DF-MP2 δE i-TTM δE
F− 1(Cs) -32.8010 -32.7385 0.0175 -31.1218 1.6792
2(C2) -52.5197 -52.3945 0.1252 -52.6704 -0.1507
3(C′3) -70.0546 -70.0546 0.3190 -70.7082 -0.3346
4(3+1 Cs) -84.8594 -85.1886 -0.3292 -82.7304 2.1290
Cl− 1(Cs) -15.5837 -16.0550 -0.4713 -15.1918 0.3919
2(C1) -31.1489 -31.9417 -0.7928 -30.5667 0.5822
3(C3) -47.7525 -48.7494 -0.9969 -47.0420 0.7105
4(C4) -62.0851 -63.3822 -1.2971 -60.7955 1.2896
Br− 1(Cs) -13.3358 -13.6047 -0.2689 -13.0953 0.2405
2(C1) -27.5512 -28.1854 -0.6342 -27.2688 0.2824
3(C3) -42.4318 -44.3688 -1.9370 -43.2383 -0.8065
4(C4) -57.5455 -58.8713 -1.2971 -56.8895 0.6560
I− 1(Cs) -10.9932 -11.1926 -0.1994 -10.8531 0.1401
2(C1) -23.5869 -24.3041 -0.7172 -23.5310 0.0559
3(C3) -38.5564 -39.6798 -1.1234 -38.7135 -0.1571
4(C4) -52.3054 -53.9124 -1.6070 -52.0918 0.2136
Table 3: CCSD(T)-F12, DF-MP2, and i-TTM interaction energies (in kcal/mol) for X−(H2O)n clusters, with n = 1 -
4 and X− = F−, Cl−, Br−, and I−. Also reported are the DF-MP2 and i-TTM deviations (δE, in kcal/mol)
from the CCSD(T)-F12 values. All calculations were carried out for cluster geometries optimized at the
DF-MP2/aug-cc-pVTZ level of theory. See the main text for details.
between the two sets of results, which are more pronounced for F−(H2O) and becomes negligible
for I−(H2O). The distinct behavior of F−(H2O) is particularly evident in the attractive region of the
PEAP, with the two minima being from 2 to 3 times deeper than those for the other three halide-water
dimers. These results reinforce the notion that, due to a more pronounced molecular character, a more
sophisticated representation of the interactions, especially at short range, is likely needed to accurately
reproduce the relatively stronger interactions between F− and H2O. A systematic analysis in terms
of many-body expansions of the interaction energies in halide-water clusters will be the subject of a
forthcoming publication.
Polyhydrates
To assess the transferability of the i-TTM potentials to larger halide-water systems, the i-TTM interaction
energies calculated for small X−(H2O)n clusters with n = 1 – 4 are compared in Table 3 with the
corresponding CCSD(T)-F12 and DF-MP2 values. The interaction energies for each PES were obtained
by subtracting the energies of the individual water molecules (in the distorted configurations within the
cluster) from the total energy of the cluster optimized at the DF-MP2/aug-cc-pVTZ level of theory. To
approach the complete basis set limit, the CCSD(T)-F12 values were obtained as described in Ref. [365]
using a two-point extrapolation of the two-body contributions calculated with the aug-cc-pVTZ and
aug-cc-pVQZ (aug-cc-pVTZ-PP and aug-cc-pVQZ-PP for Br− and I−) basis sets, to which all higher-body
contributions (i.e., three-body and four-body contributions, depending on the cluster size) were added
from CCSD(T)-F12 calculations carried out with the aug-cc-pVTZ (aug-cc-pVTZ-PP for Br− and I−). It
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was shown in Ref. [365] that this approach currently provides the most accurate interaction energies
for molecular clusters at the CCSD(T) level. Due to a lower computational cost, the DF-MP2 interaction
energies were instead calculated using the aug-cc-pVQZ (aug-cc-pVQZ-PP for Br− and I−) basis set at
all orders. As expected from the comparisons shown in Figs. 3 and 4, the agreement between the i-TTM
results and the CCSD(T)-F12 reference data improves going from F−(H2O)n to I−(H2O)n clusters.
Importantly, with the exception of the F−(H2O)n clusters, the i-TTM potentials perform better than
DF-MP2 in reproducing the CCSD(T)-F12 reference data, indicating that the interaction energy in these
clusters is primarily due to classical electrostatic contributions.
Figure 5: Optimized structures for X−(H2O)n clusters with X− = F− (green), and Cl−, Br−, and I− (purple) for
n = 1− 8 calculated with the i-TTM potentials.
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The i-TTM minimum energy structures for clusters with n = 1 – 8 are shown in Figure 5 and labeled
according to the notation (m+m’) where m is the number of water molecules directly hydrogen-bonded
to the halide ion and m′ is the number of water molecules found in the outer hydration shells. In
agreement with the DF-MP2 results and previous MP2 studies, [334] the i-TTM potentials predict
C2, C′3, and (3+1)Cs symmetries for F−(H2O)n clusters with n = 2, 3 and 4, respectively. C1, C3
and C4 symmetries are instead predicted for the corresponding clusters containing the other three
halide ions. As the cluster size increases, different HB patterns start emerging, with the H2O molecules
either forming a single hydration shell around X− (e.g., see the (3+0) and (4+0) configurations)
or developing a multi-shell structure (e.g., (3+1) configuration for F−(H2O)4 and all configurations
with n > 4 for the other X−(H2O)n clusters). Different minimum energy structures are predicted for
clusters containing F− and the other three halide ions when n ≥ 6. Despite the structural differences,
for all minimum energy structures with n = 1 – 8, the i-TTM potentials predict that the halide ions
preferentially reside on the surface of the clusters, accepting hydrogen bonds from the water molecules
located in the first hydration shell.















































































































Figure 6: Deviations in the interactions energies, δE = EDFT - ECCSD(T )−F12, calculated for X−(H2O)n clusters
with n = 1 - 4 using different DFT models with (red) and without (blue) dispersion energy corrections.
Values of δE < −6 kcal/mol are not shown. The dashed lines are just guides for the eyes.
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In this section the accuracy of the i-TTM potentials in predicting the energetics of X−(H2O)n clusters is
compared with that of DFT models that are commonly used in simulations of ionic solutions. Initially,
eleven functionals were considered, including GGA functionals (BLYP, BLYP-D3BJ, PBE, PBE-D3BJ),
meta-GGA functionals (TPSS, TPSS-D3, M06L, M06L-D3), hybrid-GGA functionals (PBE0, PBE0-D3BJ,
B3LYP, B3LYP-D3BJ), hydrid-meta-GGA functionals (M062X, M062X-D3), double-hybrid functionals
(B2PLYP, B2PLYP-D3BJ), and range-separated hybrid functionals (LC-ωPBE, LC-ωPBE-D3BJ, CAM-B3LYP,
CAM-B3LYP-D3BJ, ωB97X and ωB97XD). The D3 dispersion energy corrections with the original [377]
or Becke-Johnson (D3BJ) [378] damping functions were applied accordingly.
Using the DF-MP2 optimized structures for X−(H2O)n clusters with n = 1 – 4 as in the analysis
presented in Section 3.2, the accuracy of the different functionals was determined by comparing the
DFT interaction energies, EDFT , with the corresponding CCSD(T)-F12 values, ECCSD(T )−F12, reported
in Table 3. The deviations, δE = EDFT - ECCSD(T )−F12, shown in Figure 6 as a function of the
cluster size indicates that, in general, functionals including dispersion corrections are consistently more
accurate. Among all functionals considered in this study, TPSS-D3BJ, B3LYP-D3BJ, LC-ωPBE-D3BJ,
and ωB97XD provide, overall, the closest agreement with the CCSD(T)-F12 reference values, with
deviations ranging from <1 kcal/mol for n = 1 to ∼2 -4 kcal/mol for n = 4. These deviations must
be compared with the corresponding δE values calculated for DF-MP2 and i-TTM in Table 3. The
comparison between the DFT and i-TTM deviations indicates that, except for the F−(H2O) dimer, the
i-TTM potentials predict interaction energies that are often in closer agreement with the CCSD(T)-F12
reference values than those obtained with the large set of functionals considered in this study.
Based on the analysis of Figure 6, the i-TTM interaction energies for X−(H2O)n clusters with n = 1 - 8
are compared in Figure 7 with the corresponding values obtained using the TPSS-D3BJ, B3LYP-D3BJ,
LC-ωPBE-D3BJ, and ωB97XD functionals. To provide a direct comparison between the different models,
removing any dependence on the (intramolecular) distortion of the water molecules and specific
cluster geometries, all calculations were carried out on cluster geometries optimized with the i-TTM
potentials and the interaction energies were calculated by subtracting the individual energies of the
water molecules in the cluster geometry from the total energy of the cluster. As expected from the
results of Table 3 and Figure 6, the largest deviations are found for the F−(H2O)n clusters. For all other
clusters, the predictions of the i-TTM potentials and the four DFT models are comparable, although the
values obtained with the B3LYP-D3BJ and ωB97XD functionals appear to deviate more as the cluster
size increases. It should be noted that the water-water interactions effectively dominate in the larger
clusters and MB-pol, which is the underlying water PES of the i-TTM potentials, has been shown to
be consistently more accurate than DFT models from small clusters in the gas phase to the liquid
phase.[289, 354, 355, 379] Therefore, the deviations seen in Figure 7 for the larger clusters are possibly
associated with inaccuracies in the water-water interactions predicted by DFT.
This analysis thus indicates that the i-TTM potentials developed in this study represent an accurate and
efficient alternative to DFT models which can be used in molecular dynamics simulations to characterize
the structural, thermodynamic, and dynamical properties of ionic solutions. Importantly, since the
water molecules within the i-TTM models are represented as fully flexible and polarizable monomers,
the i-TTM potentials can be applied to the calculation of vibrational spectra, including infrared, Raman,
and sum-frequency generation spectra, of ionic systems from clusters to the condensed phase, which is
currently challenging using existing halide-water potentials. In this context, it should be noted that the
MB-pol potential has already been shown to predict highly accurate vibrational spectra of water from
the gas to the condensed phase, explicitly including nuclear quantum effects.[354, 356]
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Figure 7: i-TTM interaction energies for the X−(H2O)n=1−8 clusters in comparison with the corresponding DFT
values calculated with the TPSS-D3BJ, B3LYP-D3BJ, LC-ωPBE-D3BJ, and ωB97XD functionals.
Comparison between i-TTM and polarizable models
The accuracy of the i-TTM potentials is also assessed relative to that of several polarizable models
that have recently been reported in the literature. Specifically, the comparison is made with the
AMOEBA,[324] SWM4-NDP,[347] SWM4-DP,[321] and BK3[325] force fields. Within AMOEBA, the
water molecules are flexible and molecular polarization is represented through an induction model with
distributed atomic polarizabilities up to the quadrupole moment based on Thole’s damping scheme.
By contrast, the SWM4-NDP, SWM4-DP, and BK3 force fields treat the water molecules as rigid and
include polarization effects through charge-on-spring (i.e., Drude oscillator) models.
Although a direct comparison between flexible- and rigid-water PESs is not strictly possible due to
the different treatment of the intramolecular distortion, in an attempt to provide at least a qualitative
analysis of the relative accuracy of the five polarizable potentials considered here, the binding energies
of small X−(H2O)n clusters with n =1 – 4 were calculated for cluster geometries optimized within each
potential by subtracting the energies of the optimized water molecules from the total energy of the
cluster (Table 4). The AMOEBA and SWM4-NDP calculations were performed with OpenMM[380]
and CHARMM[381], respectively, while the corresponding values for the SWM4-DP and BK3 force
fields were taken from Refs. [321] and [325], respectively. Also reported in Table 4 as a reference
point for comparison of the accuracy of the different potentials are the CCSD(T)-F12 and DF-MP2
binding energies. Following Ref. [365], the CCSD(T)-F12 values were obtained by adding the monomer
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Ion n CCSD(T)-F12 DF-MP2 i-TTM AMOEBA SWM4-NDP SWM4-DP BK3
(symmetry)
F− 1(Cs) -27.34 -27.60 -27.91 -27.96 -23.50 -23.41 -25.37
2(C2) -48.57 -48.85 -50.03 -50.51 -46.54 -45.79 -47.30
3(C′3) -67.23 -67.44 -69.20 -70.67 -69.29 -67.54 -69.02
4(3+1 Cs) -81.25 -82.15 -85.40 -86.29 -84.08 -84.05 -85.58
Cl− 1(Cs) -14.83 -15.44 -14.62 -15.54 -14.03 -14.46 -14.66
2(C1) -29.84 -30.90 -29.62 -31.14 -29.52 -30.10 -30.55
3(C3) -45.97 -47.40 -45.83 -47.92 -46.59 -47.14 -49.42
4(C4) -59.84 -61.71 -59.53 -61.97 -60.78 -61.70 -63.89
Br− 1(Cs) -12.77 -13.16 -12.69 -12.89 -12.35 -12.75 -12.82
2(C1) -26.45 -27.34 -26.52 -26.86 -26.61 -27.19 -27.75
3(C3) -40.87 -43.22 -42.16 -42.66 -42.86 -43.54 -45.84
4(C4) -55.42 -57.31 -55.63 -56.42 -56.71 -57.67 -60.17
I− 1(Cs) -10.55 -10.86 -10.60 -10.62 -10.19 -10.64 -10.66
2(C1) -22.73 -23.67 -23.00 -23.04 -22.83 -23.59 -23.95
3(C3) -37.27 -38.77 -37.87 -37.74 -38.05 -39.02 -41.28
4(C4) -50.42 -52.57 -51.00 -51.16 -51.34 -52.54 -55.15
Table 4: Binding energies (in kcal/mol) calculated for X−(H2O)n clusters with n = 1 - 4 using different ab initio
methods (CCSD(T)-F12 and DF-MP2) and polarizable potentials (i-TTM, AMOEBA,[324] SWM4-NDP,[347]
SWM4-DP,[321] and BK3[325]).
distortion energies to the interaction energies listed in Table 3 using the DF-MP2 optimized structures
for both clusters and individual water molecules. The CCSD(T)-F12 monomer energies were calculated
in the complete basis set limit using a two-point extrapolation of the results obtained with triple-ζ
and quadruple-ζ basis sets. The DF-MP2 values were calculated using the aug-cc-pVQZ basis set
(aug-cc-pVQZ-PP for Br− and I−) for structures optimized at the same level of theory.
The results reported in Table 4 indicate that none of the five potentials are capable of correctly describing
the energetics of the F−(H2O)n clusters. As described in Section 3.2, this failure is not unexpected since
the relatively more pronounced molecular character of HF gives rise to more covalent-like interactions
between F− and H2O which cannot be completely recovered by purely classical potential energy
functions. For all other halide-water clusters, the i-TTM provides the closest agreement with the
CCSD(T)-F12 reference values among the five polarizable potentials considered here. The AMOEBA
and SWM4-NDP potentials predict binding energies of similar accuracy, which is often higher than
that associated with the DF-MP2 calculations. On the other hand, the binding energies obtained with
both SWM4-DP and BK3 show significant deviations from the CCSD(T)-F12 results for all X−(H2O)n
clusters, with the largest differences being ∼3 kcal/mol and ∼5 kcal/mol, respectively.
4.4 Summary and conclusive remarks
An accurate molecular-level modeling of ion hydration is key to understanding the thermodynamic and
dynamical properties as well as the phase behavior of ionic solutions in different environments and
under different conditions. In this study, we have described the development of ab initio-based i-TTM
potential energy functions representing the interactions between halide ions and water molecules. The
i-TTM potentials include an explicit treatment of two-body repulsion, electrostatics, and dispersion
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energy, with many-body effects being taken into account through classical polarization within an
extended version of the Thole-type model. All parameters entering in the expressions of the i-TTM
potentials were obtained from ab initio data. By construction, the i-TTM functional form are compatible
with the many-body MB-pol water potential, which has recently been shown to provide an accurate
description of the water properties from the gas to the condensed phase.[289, 354–356]
The accuracy of the i-TTM potentials was validated through an extensive analysis of both energies and
structures of X−(H2O)n clusters, with X− = F−, Cl−, Br−, and I−, and n = 1 - 8, which were compared
with ab initio data calculated at the CCSD(T)-F12, DF-MP2, and DFT levels of theory as well as with
results obtained using modern polarizable force fields. The agreement obtained with the ab initio data
suggests that the i-TTM potentials provide an accurate and efficient representation of halide-water
interactions which correctly include many-body effects. In the future, simulation studies with the i-TTM
potentials will focus on the characterization of the hydration properties of halide ions both in the bulk







Over the past decade, considerable progress has been made in the determination of the structural
motifs at play in the formation of the first hydration shell around small anions [244, 326, 328, 330,
382–390]. In general, halide hydration occurs with one hydrogen atom pointing toward the ion in
a “single ionic hydrogen bond” or SIHB donor configuration, leaving the second OH bond to form
hydrogen bonding networks with the other water molecules, typically in an asymmetrical fashion.
The calculated minimum energy structure of the iodide dihydrate is displayed in Fig. 1, and it has
been evident since the earliest spectroscopic investigations of this system that cooling is essential to
recover the pattern of fundamentals associated with this cyclic structure, thus ushering in a wave of
renewed activity using rare gas tagging methods to reveal the spectral signatures of the global minima
[326]. The first such measurements on this system were reported over 15 years ago and established
that, when cooled to near its ground state with Ar tagging, the zero-point energy in the vibration that
breaks the hydrogen bond between the water molecules is well-below the energy of the shelf region of
the potential (region (II) in Fig. 1a). In this geometry, the experimental spectrum is well-described
by the harmonic spectrum shown in Fig. 1b. As such, the band assignments of the four OH stretch
fundamentals are labeled according to the calculated displacement vectors in Fig. 1b: the central
two bands ( and IH) are traced to the symmetric and antisymmetric stretches of the double H-bond
donor water molecule (DD) while the outer two bands arise from the acceptor-donor (AD) molecule as
indicated. The predissociation spectrum of the Ar-tagged complex reported earlier is in line with this
harmonic expectation. Interestingly, patterns such as this were not even qualitatively present in the
analogous predissociation spectra of the bare, warm hydrated halide clusters [391] indicating that the
bands do not simply broaden upon internal excitation about a particular band origin, as is common
in polyatomic molecule vibrational spectroscopy [392]. Instead, the bare cluster spectra displayed
completely different distributions of oscillator strengths. This situation was rationalized1[392] as
being due to break-up of the water dimer in the first hydration shell in the warm cluster ensembles
such that the spectra evolve from that of an intact H-bonded dimer to two independently orbiting
water molecules about the ion. Unfortunately, because it was not possible in that era to establish
the temperature of the ions, such hypotheses could not be challenged or verified experimentally. A
one dimensional cut through the potential energy surface (PES) along the oxygen - oxygen distance
underlying such a scenario is presented in Fig. 1a, which features a shallow minimum associated
with the cyclic, ground state structure that evolves into a relatively flat region lying far below the
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energy required to remove one of the water molecules. This is consistent with the observation that the
dissociation energy of the bare water dimer (3.16 kcal/mol or 1105 cm−1) [393] is much smaller than
that required to dissociate the iodide monohydrate (3460 ± 50 cm−1) [394, 395]. Over a decade ago,
Xantheas and co-workers explored the spectroscopic implications of cluster temperature in a theoretical
study of the Cl− ·(H2O)2 vibrational spectrum [336, 344], which introduces many aspects relevant to
the iodide system of primary interest here.
Figure 1: (a) Relaxed PES (MP2/aug-cc-pVDZ) along the O-O distance, capturing both, the intramolecular water
bond cleavage ((I) to (II)) and the cluster dissociation upon loss of a neutral water molecule (III). The
PES displays a broad and shallow shelf (II) on which each water molecule can move as independent
monomers orbiting the iodide center, upon breaking the inter-water hydrogen bond between the two water
monomers. The harmonic frequencies of the minimum energy structure using MP2/aug-cc-pVTZ and
MP2/aug-cc-pVTZ-pp [396] for iodide (scaled by 0.951) is presented in (b) and displacement vectors for
the four dominant transitions are shown in the insets. The transition most sensitive to the H-bond between
the two water molecules is highlighted in blue.
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His analysis of the Cl− ·(H2O)2 cluster predicted that the key band associated with the inter-molecular
linkage of the water molecules (analogous I− ·(H2O)2 band denoted IH (blue) in Fig. 1b) would be lost
in the temperature range 30 - 50 K. This suggests that the water dimer indeed becomes surprisingly
fragile upon attachment to an anion, in part accounting for the fact that it was much more difficult
to experimentally obtain well-resolved spectra of the hydrated ions as compared to the situation in
neutral hydrates also prepared with supersonic jet cooling techniques [397–399] Certainly the increased
binding energy of water molecules to the ion also places increased demands on the cooling capacity of
the ion source, so both effects are in play. ; here we use recent advances in cryogenic ion processing
[400] to disentangle the relative contributions of cooling and the reduction in intrinsic strength of the
inter water H-bond when the dimer attaches to an iodide ion. In particular, we report the evolution
of the vibrational spectra of size-selected I− ·(H2O)2 clusters over the temperature range 10 - 300 K.
One of the important aspects of this study is that completely complementary measurements of the
temperature-dependent I− ·(H2O)2 spectra were carried out in two laboratories, the Asmis Lab at
the FHI in Berlin and the Johnson Lab at Yale. We chose this system because the cold clusters yield
relatively well defined features associated with the formation of an inter-water hydrogen bond, and the
binding energy of water molecules to the large iodide ion is sufficiently small (D0 [I− ·(H2O)] = 3460
± 50 cm−1) [395] that most of the key bands can be observed in a linear action regime without a tag
[394]. We then carry out a van’t Hoff analysis of the temperature-dependent signatures of the water
dimer and independent monomer moieties to quantify the enthalpy and entropy associated with dimer
dissociation on the iodide “surface”. A more quantitative understanding of how the potential surface is
sampled with increasing temperature is explored with classical trajectory simulations of the dynamics
of the I− ·(H2O)2 at temperatures ranging from 10 K to 300 K, where the shape of the extended surface
is obtained using an ab Initio-based and polarizable model for the iodide-water interactions, and the ab
Initio MB-pol many-body potential for the water-water interactions [289, 354, 355].
5.2 Results and Discussion
Spectral signature of intracluster water dimer dissociation
Both the FHI and Yale spectrometers record vibrational predissociation spectra of size-selected I−
·(H2O)2 clusters that are prepared in temperature controlled radio frequency ion traps. More details on
the experimental setups can be found at [331].
Figure 2 presents the predissociation spectra obtained from the two temperature-controlled ion traps
described in the experimental section. The top gray trace corresponds to the H2 tagged spectrum, and
it appears quite similar to the Ar predissociation spectrum (top black) reported earlier [391]. The lower
traces present the predissociation spectra of the bare I− ·(H2O)2 ion over the range 10 - 250 K, and
are clearly strongly dependent on temperature. Note that this dependence is not a situation where
bands broaden and red-shift as vibrational hot bands arise from population of excited states in the 3N-6
harmonic modes; rather, the coarse behavior is better described as a loss in the pattern of relatively
sharp features present in the cold spectra with a concomitant rise of a broad feature centered at 3450
cm−1 starting at around 100 K.
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Figure 2: Temperature-dependent vibrational predissociation study of the I− ·(H2O)2 anion at the FHI (gray)
and Yale (black). The top two traces compare a recent H2 tagged spectrum with the triple Ar tagged
results reported earlier [391]. The untagged traces present spectra, for which the ions are thermalized to
temperatures between 10 and 250 K. Spectra of the same temperature are essentially the same, independent
of the experimental apparatus used, an observation strongly supporting the idea of the cluster temperature
being a well-defined quantity. The † features correspond to combination band activities58
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The fact that the spectra exhibit marked changes continuously over such a large range in temperature
provides a stringent test for the equilibration of the ion ensembles to the set temperatures of the
traps. The spectra from the two instruments are overlaid in Fig. 2, with that obtained with the Yale
Paul trap displayed in black and the FHI RET data presented in gray. Close inspection reveals that
all features are very faithfully reproduced over the entire spectral range at all temperatures. As such,
we conclude that temperature is indeed reliably established in both instruments, an observation that,
to our knowledge, is the first of its type and thus represents a significant advance in the control
and characterization of gas phase ions. Cursory inspection of the spectral evolution with increasing
temperature reveals the qualitative origin of the strong thermochromic response. As anticipated by
Xantheas and co-workers over a decade ago [336], the IH band (blue dashed line) is lost with increasing
temperature, along with the other sharp features associated with the cyclic dimer ground state structure.
These give way to a broad band centered around 3450 cm−1 (red dashed line), which appears very
close to the location of the ion-bound OH stretch in the I− ·(H2O) monomer [330, 401–403]. Note
that we are certain that the spectrum arises from the I− ·(H2O)2 cluster, as this species is size-selected
prior to laser excitation, and the photodissociation signal is recorded above the minor background
from metastable decay in the drift region of the TOF mass spectrometers. This spectral evolution is
thus easily rationalized in a scenario where the two water molecules, initially docked together in the
global minimum (0K) configuration, effectively dissociate while remaining attached to the iodide ion.
This is clearly energetically possible since the shelf region of the potential that corresponds to two
non-interacting water molecules complexed to the iodide anion is at an energy that is well-below the I−
·(H2O) dissociation threshold. To better quantify how the I− ·(H2O)2 system behaves with increasing
internal energy, we calculated classical trajectories for the system on an accurate Born-Oppenheimer
potential energy surface, the details of which are provided in the supporting materials. Since we are
primarily interested in the spectral manifestation of the dynamics, we investigated the time evolution
of the cluster structure by calculating the local anharmonic frequencies of the four OH oscillators along
the classical trajectories as a function of temperature. Specifically, for each molecular configuration
visited during the classical dynamics, the instantaneous local frequencies were obtained independently
for the four OH oscillators by carrying out a scan along each OH stretching displacement, while keeping
the positions of all other atoms fixed. The corresponding one-dimensional Schrödinger equation was
then solved numerically for the first two eigenstates.
Figure 3 presents the local frequencies of the four OH oscillators along representative trajectories
corresponding to average temperatures of 10 K, 100 K and 300 K. In this analysis, the color scheme
defines the arrangement of the four hydrogen atoms at the beginning of the trajectory (t = 0 ps) as
indicated in the inset structure at the right of the lower panel. By following the time evolution of the
I− ·(H2O)2 hydrogen-bond topology along the dynamical trajectories, we reveal how the positions of
the four hydrogen atoms evolve as a function of temperature. At 10 K, the frequencies of the four
oscillators remain constant throughout the simulation, indicating that the cluster is locked near its
equilibrium position. At 100 K, one finds a correlated exchange of the two oscillators with low and with
high frequencies. This corresponds to exchange between the water molecule that is identified as the
hydrogen bond donor and the hydrogen bond acceptor in the water dimer. At the highest temperature
shown here, the exchanges become more pronounced and it becomes difficult to differentiate the
various bonding geometries, consistent with the breaking the water-water hydrogen bond in the
complex. The spectral response is thus consistent with the breakup of the cyclic dimer structure with
increasing energy, in turn raising the possibility to quantify the thermodynamics associated with this
structural change by following the evolution of bands traced to each structural class.
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Figure 3: Time dependence of the local frequencies of the four OH stretches calculated along classical MD trajectories
at 10 K (top panel), 100 K (middle panel), and 300 K (bottom panel). The color scheme defines the
position of the four hydrogen atoms at t = 0 ps according to the structural schematic shown in the inset.
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Comparison of predissociation spectra of bare and tagged I− ·(H2O)2
For the intensity of infrared features detected by action spectroscopy (predissociation) to be directly
proportional to the population of the corresponding cluster geometry, it is critical that excitation over the
entire spectral region yields fragmentation with essentially unity quantum yield. The wide popularity
of the messenger method is, indeed, due to the fact that this condition is achieved quantitatively over
the entire range of OH stretching fundamentals found in ionic hydrates. The situation here is more
complex, however, in that weakly bound messengers such as H2 and Ar (D0 = 500 cm−1) [396, 404]
are readily evaporated at temperatures far below that where the I− ·(H2O)2 spectra begin to show
dramatic changes. We have therefore chosen to study a dihydrate of the largest halide (iodide) as it has
the smallest binding energy and thus allows access to most OH bands upon excitation of the bare I−
·(H2O)2 cluster. To clarify the overall trends in the (experimental) temperature-dependent CIVP spectra,
we merge the data into the two dimensional contour plot, displayed in Fig. 4, where each spectrum is
normalized to its individual maximum peak. t (to our knowledge) of this type in size-selected clusters,
we suggest that this rather crude analysis captures the underlying mechanics of the thermochromicity
at play in this problem.
Figure 4: Contour plot of the cryogenic ion vibrational predissociation spectroscopy (CIVP) spectra normalized to
the individual maximum for each trap temperatures ranging from 10 - 300 K. The suppression of the low
frequency (IHBD1 and IHB
D
2 ) bands at temperature (dotted line) is lowtraced to the minimum internal
energy needed for IR excitation to reach the dissociation threshold. These features regain their intensities
at around 75 K. Most importantly, the feature at 3620 cm-1, associated with the intermolecular water
hydrogen bond (IH), disappears at around 100 K while a new feature arising from independent water
molecules (IHBM at 3450 cm-1) dominates the spectrum at high temperature.
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This presentation illustrates how bands expected for the cyclic structure are suppressed in the region
highlighted by the red dotted line (low temperature and low photon energy), but regain intensity such
that the more red shifted bands are incrementally accessed with increasing temperature. Two aspects
of the fragmentation photophysics are important in assessing the differences between the tagged and
bare ion spectra: The first issue concerns the role of the temperature-dependent internal energy in the
complex, Eint(T), prior to photoexcitation to yield a distribution of energies E = Eint(T) + hν. The
second issue involves the internal energy dependence of the unimolecular dissociation rate constant, k
(E - D0), as this determines the energy range over which the action spectra lag behind the absorption
spectra due to slow dissociation on the experimental timescale.
The main conclusion from this exercise is that, consistent with the experimental observation, kinetic
shifts are minimal (< 10 cm−1). In that case, the suppression of the low energy (IHBD1 and IHBD2 ) bands
can be understood if excitation of the OH stretching fundamentals fall below the dissociation threshold,
such that only the fraction of clusters with sufficient internal energy (Eint(T) ≥ D0 - hν) contribute
to the IHBM features. Here Eint(T) is accommodated by thermal population of low frequency modes,
ωi, with quanta vi, which at high resolution would be resolved into a series of closely spaced OH v=0
to 1 transitions with ∆vi=0. These transitions would be displaced from the vibrational band origin
according to the difference in frequencies between the OH(v=0) and (v=1) levels due to anharmonic
coupling. Because this coupling is small, these sequence bands fall quite close to the vibrational
origin, and at low resolution, the IHBD features will appear at their expected locations, but with lower
intensities that reflect the fact that only the sequence bands associated with members of the ensemble
with critical internal energies required for each hνIHB actually contribute to this intensity. A harmonic
analysis of the Boltzmann weighted vibrationally excited states indicates that the band of the cyclic
form can be efficiently accessed with soft mode excitation available at an ensemble temperature of
about 75 K, which is substantially below the value (≈ 125 K) where the strong nearby band associated
with breakup of the dimer becomes dominant. The situation at play in the weak low energy bands
in the 10 K spectra are less clear, as the band intensities can only be understood if the system has
an internal energy quantum of around 10 cm−1, which is considerably below the harmonic values
calculated for the minimum energy structure. In light of the photodissociation energetics discussed
above, we conclude that the relative photodissociation yields for excitation of the 3620 cm−1 IH and
3450 cm−1 IHBM bands (Fig. 2) can be used in a van’t Hoff analysis of temperature-dependent open
and cyclic populations without kinetic corrections above a temperature of approximately 75 K. To
carry this out, we corrected the raw (laser fluence normalized) intensities of the two transitions for
the calculated (harmonic) intensities of the fundamentals. This procedure clearly does not include the
temperature dependence of these intrinsic features, and as such must be considered an approximation.
However, given the large spectral changes in play and the fact that this analysis is the firs
Van’t Hoff analysis of I− ·(H2O)2 and comparison to neutral water dimer
Figure 5 presents a van’t Hoff analysis of the two populations recovered using the approximation
outlined above. Indeed, this analysis reveals an extended region of linearity in the logarithmic
dependence of the equilibrium constant over a factor of two in ion temperature. The slope of this plot
yields a ∆H0 value of 1.11 ± 0.09 kcal/mol and ∆So = 16.0 ± 0.7 cal/(K·mol).
If we take ∆H0 to be associated with the binding energy of the water dimer in the vicinity of the
iodide ion, we note that this value is about a factor of three smaller than that recently reported for
the bare water dimer (D0 = 3.16 ± 0.03 kcal/mol) [393], in turn suggesting that the dimer binding
energy is dramatically reduced in the presence of the iodide ion. This reduction is of interest in that it
provides a compelling explanation for the fact that in the early days of size-selected ion vibrational
spectroscopy, it was much more difficult to obtain sharp spectra of the ion hydrates compared to the
neutral water counterparts [397, 399]. The qualitative reason for this reduction likely reflects the
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distorted arrangement of the dimer when it is attached to the ion, which acts to weaken the inter-water
H-bond.
Figure 5: Intensity ratios of the bands associated with the interwater hydrogen bond IH and the ionic hydrogen
bond for the independent monomers IHBM , weighted by their harmonic fundamental transition dipole
moments, define the temperature-dependent equilibrium constants keq. Shown is a van’t Hoff plot, in
which the logarithm of keq is plotted against the inverse temperature of the ion trap. A linear fit from 100
to 200 K (blue data points) yields values DeltaH = 1.11 ± 0.09 kcal/mol and DeltaS = 16.0 ± 0.7
cal/(K·mol), which results in an internal dissociation temperature of TDiss = 70 ± 6 K.
Calculations of the binding energy of the water dimer in the I− complex place this value at 2.4 kcal/mol
(MP2/aug-cc-pVTZ with aug-cc-pVTZ-pp [371] basis set for I), or roughly 60% of the best calculations of
the binding energy of bare water dimer [405]. This value is more than twice the value of ∆H0 obtained
from analysis of the temperature dependence of the spectrum, described above. Much of this difference
can be accounted for by the relative zero-point energies of the two isomers. In fact, accounting for
this zero-point energy at the harmonic level gives a value of D0 = 1.3 kcal/mol, which is in good
agreement with the measured value of ∆H0. It is interesting to note that the leading contribution to
the lowering of D0 compared to De comes from the low-frequency intermolecular vibrations, and not
the OH stretches. This reflects the highly constrained structure of the water dimer when it is complexed
with I−, leading to an increase in the zero-point energy of the dimer compared to the two separate
I− ·(H2O)2 monomers. It is also of interest to note that the weakening of the inter-water H-bond is
reflected in the vibrational frequency of the donor OH group on the DD water molecule, which evolves
from 3597 cm−1 in the bare dimer [406] to 3620 cm−1 when this dimer is attached to the iodide. The
large positive ∆So value extracted from the van’t Hoff analysis is also qualitatively informative. It is
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instructive, for example, to consider the analogous situation involving the thermal dissociation of a
dimer such as N2O4 → 2NO2. In that case, the entropy change arises largely from the introduction of
two translating triatomic molecules for each dissociated dimer. This occurs such that the separated
monomers dominate the thermal ensemble at the characteristic temperature of T = ∆H/∆S ≈ 70 K,
reminiscent of the rule that applies to a bulk first order phase transition. The key point here is that,
because the open configuration occupies a phase space volume much larger than that of the cyclic form,
the open form dominates the behavior of the equilibrium ensemble. In this sense, the microscopic
dihydrate exhibits the observed spectroscopic behavior in which the spectra at elevated temperatures
are not simply broadened about normal mode fundamentals by excitation of sequence bands involving
soft modes that built upon the OH stretching band origins with ∆v = 0 selection rules. Rather, the
entire spectrum evolves to reflect the average nature of the fluctuating assembly.
Hot bands, isomers or a phase transition: A continuum of spectral response in micro-
scopic clusters
The thermodynamic perspective outlined above has important implications regarding the analysis of
temperature-dependent spectra of fragile clusters, especially hydrated ions. For example, it is often the
case that isomers are formed in ion sources, and it is often desirable to determine the relative energies
of these species by monitoring how they change with source conditions (e.g., tag identity [396, 407]).
The present demonstration of temperature control thus raises the important distinction between the
populations of persistent isomers (i.e., with a large barrier between them) and the current situation
regarding a dynamical evolution of the spectra. The open structure here is not an isomer per se, but
an extension of the ground state to a configuration that dominates the ensemble as the temperature
is raised. In the latter case, we do not expect a Boltzmann populated ensemble according the energy
differences between isomers (which would saturate at a 50% mixture at high T for similar overall
structures), but rather the character of the ensemble will simply reflect the properties of the nuclear
configurations that dominate the distribution, quite comparable to the observation of a roaming water
molecule in the entropically favored transition region for the monohydrated dihydrogen phosphate
anion [408]. This also clarifies the issues of “transparency” in infrared multiple photon dissociation
(IRMPD) [407], where IR-active vibrations predominantly involving distortions of the hydrogen bound
network are notably missing from the IRMPD spectra of these ions but are fully recovered by messenger-
tagging the clusters, because the warm ensemble displays only weak absorption in the vicinity of the
minimum energy fundamentals, similar to the I− ·(H2O)2 system.
5.3 Sumary and conclusive remarks
The bond enthalpy for dissociation of the water dimer attached to the iodide ion is determined by
following the temperature dependence of vibrational features arising from the intact dimer relative
to those from independent water molecules bound to the ion. The effective bond enthalpy is about a
factor of three lower than that reported for dissociation of the bare water dimer into free monomers.16
This reduction is traced to a three-body distortion of the intrinsic intermolecular (H2O-H2O) potential
upon attachment to the ion as well as a large contribution from the vibrational zero-point energy when









dynamics of CO2 inside the sI hydrate
cages
6.1 Introduction
Clathrate hydrates are naturally formed when simple gases are mixed with water at low temperatures
(few oC) and pressures above few MPa, and then the gas molecules or atoms occupy cage structures
formed by a framework of water molecules. [41] Clathrates have been extensively studied, [409–
417] and provide insights into the water-trapped gas interactions. They have been found to occur
naturally in large quantities, and have important industrial applications. Methane hydrates are the
most widespread type of clathrate, and thus are seen as a potentially vast energy resource, [409] while
carbon dioxide clathrate has been proposed as a method to capture and storage this greenhouse gas
from the atmosphere and control climate change. [418–420] The interest in CO2 hydrate is driven
in part by the possibility of its storage replacing and extracting of methane trapped in deep ocean
clathrates, [421, 422] as well as due to its interest in astrophysics and its formation conditions at Mars,
satellites, comets and dense interstellar clouds. [423] Therefore, quantitative understanding of physical
and chemical properties, as well as the factors that control the formation of CO2 hydrates, on both
macroscopic and microscopic levels is essential in several areas of physical science.
Carbon dioxide clathrate hydrates of sI type are essentially pure, while there are also some spectroscopic
evidence for formation of the sII type. [41, 410, 424] The unit shell of the sI clathrates is formed
from two small 512 cages and six large 51262 ones. The small and large cavities of the sI structure are
formed by 20 and 24 water molecules, respectively. The confinement of a molecule into a cage leads to
the quantization of the translational (T) degrees of freedom of its center of mass, and well as to its
rotational (R) and vibrational (V) states. This allows the investigation of the dynamics of the guest
molecule, and the effect of the size, shape and composition of the host cavity, as well as the occupancy
and identity of the trapped molecule/s. The occupancy of the small and large cages of the sI and sH CO2
clathrate hydrates have been studied theoretically by molecular dynamics simulations, [425–428] and
experimentally by X-ray, powder X-ray and neutron diffraction methods, [429–431] while spectroscopic
characterization of the sI and sII structure of the CO2 clathrate hydrates has been reported via Raman,
solid-state NMR, [421, 432] and the infrared (IR) transitions of the antisymmetric stretch (v3) and
bending (v2) of the CO2 vibrational modes. [424, 433] More recently, using FTIR spectroscopy, the
spectra of the sI type of carbon dioxide clathrate hydrate have been recorded in the near mid-infrared
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region at low temperatures down to 5.6 K, [423] confirming the encapsulation of the CO2 in the two
different cages, small and large, of the sI type structure. In particular, vibrational transitions of the v3
mode of the sI 12CO2 clathrate and its 13CO2 and 18OCO isotopes, as well as v1+v3 and 2v1+v3 Fermi
resonances up to energy of 5100 cm−1 have been reported. [423]
These experimental studies motivated us to perform quantum calculations of the T-R-V dynamics of the
CO2 molecule in both 512 and 51262 cages of the sI clathrate hydrate, and we report the results obtained
in this article. We adopt the multiconfiguration time-dependent Hartree (MCTDH) method [205,
206] in the present calculations, as in our earlier work on the computation of the T-R eigenstates of
one and two H2 molecules inside the sH cavities. [434, 435] In contrast with the H2 molecule the
CO2 is considerably more heavy, with a small rotational constant of 0.39 cm−1, that do not allow a
separation of the T-R states, while vibrational excitations are much higher, and therefore are weakly
coupled to the T-R ones. The small and large cages of the sI clathrate are taken to be rigid, and the
CO2 molecule is kept linear. Thus we carried out five-dimensional (5D), translational and rotational,
(T-R), and seven dimensional (7D) calculations, treating the two vibrational, two rotational and three
translational degrees of freedom of the trapped CO2 as anharmonic and fully coupled. So far, such
issues on ro-vibrational excitations of the trapped CO2 and their coupling with translations have not
been addressed by theory, although similar theoretical investigations on the T-R dynamics have been
reported for the H2 and CH4 clathrate hydrates.[434, 436–438] Here, for first time we aim to present a
quantitative description of the quantum dynamics of the encaged CO2 molecule. The comparison of the
calculated with the measured fundamental and combination frequencies provides information on the
encapsulated CO2-water interaction that could further serve to guide the refinement of the underlying
potential energy surface (PES).
The chapter is organized as follows. The details of the method and computations are presented in
the next section. We derive the expression of the exact kinetic energy operator, and we describe the
intermolecular PES employed. The results and discussion are given in section 3. The 5D and 7D
MCTDH calculations of the T-R-V eigenstates of the CO2 confined in the small and large cage of the sI
type clathrate are performed and presented in this section. The article ends with a summary and some
concluding remarks in section 4.
6.2 Methods and computational details
Hamiltonian: Kinetic and potential energy terms
The coordinate system is aligned with the three principal axes of the cage with its origin at the center
of mass (see Figure 1). The cages are considered rigid belonging to the 3D crystalline framework, as
was also done in previous studies (see Refs. [434, 438] and references therein), while the quantum
dynamics of the linear confined molecule is treated rigorously. We consider that such treatment retains
the key features of dynamics, as the CO2 molecule is much lighter than the sI cages of 20 and 24 water
molecules, the interaction between the CO2 and the host cage is much weaker than the hydrogen bond
interaction between the water molecules of the cage, and further the cage is part of an extended 3D
lattice that creates a fairly rigid framework. The geometries of the small (512) and large (51262) cages
of the sI clathrate hydrate are obtained from Ref. [416]. The position and orientation of oxygen atoms
in water molecules have been experimentally determined by X-ray diffraction analysis [429, 439], while
the water proton coordinates in the unit cell structures has been determined by satisfying the following
conditions: all water molecules obey the ice rules, [228] the net dipole moment of the unit shell is
zero, and the protons configuration has the lowest potential energy. [416]
We employed a set of seven coordinates (x,y,z,θ,φ,r1,r2) to describe the encaged linear CO2 molecule
(see right panel in Figure 1). The x, y and z are the Cartesian coordinates of the center of mass of the
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Figure 1: The small (512) and large (51262) cages of the sI structure (left and middle panels, respectively) and the
coordinate system (middle and right panels) for the CO2 clathrate hydrate.
CO2 molecule, θ and φ are the polar and azimuthal angles specifying the orientation of the linear CO2
molecule within the cage, and r1/r2 are the CO bondlengths. The Hamiltonian for the encaged linear
CO2 molecule is












+ Tint + V (x, y, z, θ, φ, r1, r2) (1)
where m = mC + 2mO is the mass of the CO2 molecule. The internal kinetic energy term, Tint, is
expressed as,








∇r1 · ∇r2 (2)
and in the case of a linear molecule has the form























with J being the total angular momentum of the CO2 molecule, and µ1 = µ2 = mCmOmC+mO .
The V (x, y, z, θ, φ, r1, r2) term is the potential energy surface describing the total interaction of the CO2
molecule encapsulated in the sI cages given by
V (x, y, z, θ, φ, r1, r2) = VCO2−cage(x, y, z, θ, φ) + VCO2(r1, r2), (4)
The interaction potential of the CO2 molecule encapsulated in the cage is constructed as a pairwise





VCO2−H2O(x, y, z, θ, φ), (5)
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Nw is 20 and 24 for the small and large cage, respectively. The VCO2−H2O potential form is taken
from Ref. [426]. The potential combines electrostatic point charge potentials centered on the carbons
and oxygen atoms of the CO2, and 3-point charges on the H2O molecules with van der Waals (vdW)
















where, i and j summation runs over all C, O centers on the CO2 molecule, and O, H centers on each
H2O molecule, respectively. The three qi point charges are placed on the CO2 atoms: +0.6645e on C
atom and −0.33225e on each O atom, [426] while the qj charges on H2O molecules are taken from
the SPC/E water model potential: −0.8476e on the O atom and +0.4238e on each H atom. [229] The
Lennard-Jones (LJ) potential parameters ijO−CO2 and σ
ij
O−CO2 are calculated using the standard Lorentz-
Berthelot combination rules between unlike atoms, ij = (iijj)1/2 and σij = (σii + σjj)/2, with the
ii and σii corresponding to the LJ parameters for the O atom from the SPC/E water model, [229]
and the jj and σjj for the C and O atoms of the CO2 are taken from the elementary physical model
(EPM). [440] In turn, as we mentioned above the CO2 molecule is assumed linear, and the analytical
PES by Zuñiga et al. [441] was employed to represent the VCO2(r1, r2) term in Eq. 4. We should also
comment that considering the CO2 molecule at linear configurations is mainly guided by the recent
IR experimental measurements involving the ν1 and ν3 excitations of the molecule in the sI type of
clathrate [423], as well as considerable methodological and computational limitations. In particular,
we should note the derivation and implementation of the full 9D Hamiltonian operator including
the bending configurations, together with the corresponding computationally rather expensive, if not
prohibitive, fully coupled quantum MCTDH calculations.
MCTDH calculations
The quantum calculations of the T-R-V levels are carried out by using the improved relaxation (IR) [442]
and block improved relaxation (BIR) [443] methods implemented in the Heidelberg MCTDH pack-
age. [444] The MCTDH method solves the time-dependent Schrödinger equation by representing
the wavefunction and Hamiltonian in basis set expansions. These multidimensional basis functions,
called single-particle functions (SPFs), are time-dependent, they follow the wavepacket, and are built
from products of time-independent primitive basis functions or discrete variable representation (DVR)
grids. [205, 206] The computation of Hamiltonian matrix elements speeds up substantially, if the
Hamiltonian is of product form, and thus multidimensional integrals are written as a sum of products
of one-dimensional integrals that can be solved efficiently. Kinetic energy operators are often of product
structure, while potential energy ones are not. Therefore, we used the POTFIT approach [445, 446] to
fit, as required by the MCTDH, the present PES to a sum of products of one-dimensional operators,
which are the natural potentials.
In Table 1 we list the number and type of the primitive basis, as well as the parameters used in the
refitting of the PES in the POTFIT calculations for the small and large cages of the sI CO2 clathrate
hydrate. The number of the natural potentials of the POTFIT calculations are given for all degrees of
freedom, with the (θ, φ) coordinates contracted into a single mode in both the 5D and 7D cases, as
well as the (r1, r2) ones in the 7D calculations. For the translational (x, y, z) and vibrational (r1, r2)
degrees of freedom we employed harmonic oscillator (HO) DVR functions, while for the rotational,
cos(θ) and φ, ones the sin functions are used. As all regions of the PES are not equally relevant, and in
order to increase the accuracy of the potential fits we introduce weights for the relevant regions, and
root-mean square (rms) error for the fits are also given in Table 1.
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Small Cage Large Cage
Primitive basis
Nr1/Nr2 (HO) –/17 –/17
r1/r2-range (bohr) –/[1.9, 2.6] –/[1.9, 2.6]
Nx/Ny/Nz (HO) 27/15 27/15
x/y/z-range (bohr) [-0.7, 0.7]/[-0.5, 0.5] [-1.5, 1.5]/[-2.0, 2.0]
Ncos(θ) (sin) 19/15 19/15
cos(θ)-range (radian) [-0.4, 0.4] [-0.4, 0.4]
Nφ (sin) 91/15 91/15





Relevant regions VCO2−cage < 7000 cm−1 VCO2−cage < 7000 cm−1
rms error on grid points < 0.1/2 cm−1 2/90 cm−1
Table 1: Parameters Used in the 5D/7D Calculations and in the POTFIT Program for the CO2 in the Small and Large
Cages. For Each Coordinate, the Range, the Number of the Primitive Basis Sets, as well as Their Type are
Given. The Number of Natural Potentials, the Relevant Regions of the Potential, and the rms Error for the
Fits are also Listed. Contr Indicates the Modes Over Which a Contraction is Performed in Each Case.
For the calculation of the ground and excited T-R (5D) states we employed the BIR method [443], that
is a more efficient way to compute a set of several eigenstates. We start with a block of initial states,
which then converged collectively to a set of eigenstates. We calculate 30 states for the small cage
and 40 states for the large cage. The BIR calculations requires considerable more memory than the
corresponding IR ones, and a number of (12, 12, 12, 28) and (12, 12, 12, 32) SPFs was needed to
reach convergence (see Table 2) for the small and large cage, respectively.
In the 7D case, due to the increasing number of states as the excitation energy increases, specific
excited T-R-V vibrational states, of interest in this study, are calculated using the IR method [442].
For the generation of the initial state guess we accelerate the relaxation process by determining
the MCTDH coefficient vector from diagonalization. Thus, we start with an initial state, which has
a reasonable overlap with the eigenstate of interest. Then, the Hamiltonian is diagonalized by a
Davidson routine within the SPFs, followed by the selection of the specific eigenstate, the evaluations
of the mean fields and the relaxation of the SPFs, and so on, until convergence is achieved. The
lowest energy eigenvector is selected for the calculation of the ground state, while for each excited
state the eigenvector that has the largest overlap with the initial state is chosen. As the energy
increases, converging to excited states is numerically more demanding, and depends mainly on how
well separated are the states of interest. In principle, we can converge to any of them by selecting
the appropriate initial wave function. So here, we are able to generate very convenient initial guess
state for each cage by contracting the strongly correlated r1 and r2 degrees of freedom and choosing
for each contracted (r1,r2)-mode the eigenfunction corresponding to the solutions of the 2D model









+ VCO2(r1, r2). In turn, the 7D IR method relaxes,
such initial states, to the corresponding energy levels of the CO2 molecule inside the small and large
cages, employing (4, 4, 4, 5, 8) SPFs for each cage. The number for SPFs, as well as the population of
the highest natural orbital are summarized in Table 2 for both 5D and 7D MCTDH computations.
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On the basis of the improved relaxation MCTDH calculations the populations of the highest natural
orbital are less than 10−6 and 10−3 in the 5D case for the CO2 in the small and large cage, respectively,
and less than 10−4 in the 7D calculations.
Mode No. SPFs






Population of the highest natural orbital 1×10−6/– 1×10−3/–
Population of the highest natural orbital for 1st excited state –/1×10−4 –/1×10−4
Table 2: Number of SPFs and Least Populated Orbital Population of the 5D BIR/7D IR MCTDH Calculations for Each
Cage.
6.3 Results and discussion
In Figure 3 we plot 1D profiles of the PES with the CO2 inside the small and large cages defined by Eq. 1
as a function of the Cartesian x, y, z coordinates (see left panel of the figure), and the R distance (see
right panel), which joins the center of masses of the cage and the CO2 molecule fixed in its equilibrium
configuration. One can see that the potential curve is tighter, restricting the motion of the CO2 more
in the small cage than in the large one in the R coordinate. Both curves are not symmetric in the R
coordinate, showing the anisotropy of the PES that reflects the symmetry of the cages, e.g. the small
cage has higher symmetry than the large one (see right panel of the Fig. 3). This is more clear in
the plot of the x, y, z coordinates (see left panel of the Fig. 3), where in the z coordinate the shape
of the curve in the large cage is quite different than the curves’ shape in the x, y for energies above
-1830 cm−1, while around the potential minimum smaller differences can be seen, with the curve in
the y coordinate to show the higher anharmonicity. In turn, for the small cage the three potential
curves are quite similar up to energies of about -1200 cm−1. Above this energy some differences in
the potential curve in the y coordinate can be first seen around -1000 cm−1, while for energies above
-800 cm−1 the x, y and z curves show again similar behavior. It is also obvious that the two PESs differ
substantially also in terms of well-depths, as the size of the cavity accessible to the CO2 molecule for
any given internal energy. The global minima for the PESs are at -1387.1 and -1967.1 cm−1 for the
small and large cage, respectively, while other differences not visible in Fig. 3, which influence the
calculated energy levels will be discussed in the following sections.
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Figure 2: The VCO2−cage potential as a function of the Cartesian coordinates x, y, and z (left panel) and of distance
R =
√
x2 + y2 + z2 (right panel) between the center of mass of the cage and the center of mass of the
CO2 molecule for the small (512) and large (51262) cages of the sI structure. The potential curves are
obtained by minimizing the interaction with respect to the angles θ and φ, keeping fixed the CO2 molecule
at its linear equilibrium configuration with r1=r2=2.192 bohr. The orientation of the R vector is also
kept fixed with its polar angle θR=45◦ and the azimuthal angle φR=60◦. The ground state energy values
of the 5D system for each cage together with the corresponding 1D probability along the z-coordinate (left
panel) and the encaged CO2 structures at their maxima (right panel) are also shown.
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Quantum 5D calculations of the T-R states
The T-R energy levels from the 5D MCTDH calculations of the CO2 in the small and large cages are listed
in Tables 4 and 3, respectively. These states correspond to the low-lying rotational and translational
excitations, and are obtained from the BIR computations, as described above. In the gas phase, the
rotational energy levels of the CO2 with quantum number j have degeneracy of 2j + 1. However, the
angular anisotropy of the CO2-cage potential causes completely different patterns of the rotational
levels in both, small and large cavities, and the rotational levels of the confined CO2 are not anymore
comparable with the free rotor model for the gas phase CO2 molecule. In the large cage we observe
double degeneracy in all calculated states (so, only 20 states are listed in Table 3) due to the symmetry
of the CO2 molecule associated to the angularφ mode. On the contrary, due to the constrained rotational
motions of the CO2 in the small cage, we didn’t observe any degeneracy in the computed states in this
case (all states are listed in Table 4). One can see that in order to accurately describe all energy levels,
taken into account their degeneracy in the large cage, a larger number of SPFs in the rotational mode
is iemployed (see Table 2).
In both tables, for each state we show its energy, as well as the corresponding assignment, if any. For the
translational excitations we used the Cartesian quantum numbers (vx,vy,vz), while for the rotational
ones the vθ and vφ are employed. The excitation energies, ∆E, are relative to the ground T-R state, E5D0 ,
of the CO2 in each cage, at energies of -1200.92 and -1893.20 cm−1, lying 186.2 and 73.9 cm−1 above
the energy of the corresponding potential minimum, in the small and large cages, respectively. For the
assignment of each of the excited T-R states we inspected the nodal structures of its corresponding
probability density distribution function. Such 2D plots of the probability distributions are shown in
Figs. 3 and 4 for the small and large cage, respectively, together with the corresponding contour plots
of the underlying PES.
n ∆E State




















Table 3: T-R Energy Levels (in cm−1) of a CO2 Molecule in the Large Cage of the sI Clathrate Hydrate
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n ∆E State






























Table 4: T-R Energy Levels (in cm−1) of a CO2 Molecule in the Small Cage of the sI Clathrate Hydrate.
On the one hand, we can see in Table 4 and Fig. 3 that the 6 lowest-lying T-R energy levels are
rotationally or translationally excited states of the CO2 in the small cage, with excitations in φ at
66.16 cm−1, x+ y at 72.51 cm−1, θ at 75.72 cm−1, and z ± y coordinates at 77.32 and 89.68 cm−1,
respectively, while higher in energy couplings between rotations and translations start to occur, e.g
x + y/φ at 138.31 cm−1, z/φ at 142.90 cm−1, x + y/θ at 148.65 cm−1, z/θ at 152.07 cm−1 (see
lower-right panel in Fig. 3), etc · · · . On the other hand in the case of the CO2 in the large cage, the 2
lowest-lying T-R energy levels correspond to coupled y + φ rotational and translational excitations at
13.14 and 19.22 cm−1, while rotational vφ=1, and 2 levels are at 22.84 and 44.98 cm−1, respectively,
(see Table 3 and Fig. 4). Higher T-R excited states with x + y and z excitations are found at 34.06
and 35.55 cm−1, and θ=1 appears at 49.54 cm−1. One can see that the density of states is higher in
the large cage than in the small one. The first excited T-R states is at 66.16 cm−1 in the case of the
CO2 inside the small cage, while the first 16 excited T-R states are within 51.33 cm−1 for the large
cage. Also, it is evident for the above that the quantum dynamics of the rotational and translational
excited CO2 in the small and large cavities is remarkably different, even for the low-energy excitations
investigated here. This behavior on the coupling of the T-R states clearly reflects the anisotropy of the
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underlying PES (see Figs. 3, 3, and 4). As we discussed above in Fig. 3, in the small cage we expect
coupling between the translational degrees of freedom, while in the large cage different behavior was
expected in each of the x, y and z degrees, and as we found there are coupled with the rotational
degree of φ at low excitation energies.
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Figure 3: Contour plots of the probability density for the indicated T-R states of the CO2 molecule in the small (512)
cage of the sI structure (see Table 4), together with the equipotential curves of the underlying PES.
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Figure 4: Contour plots of the probability density for the indicated T-R states of the CO2 molecule in the large (51262)
cage of the sI structure (see Table 3), and the equipotential curves of the corresponding potential.
As we mentioned above experimental data are available from single crystal X-ray [429] and more
recently from powder X-ray [431] diffraction experiments, providing information on the orientation
of the CO2 in small and large cages in sI hydrate. In these studies, it has been found that in the large
cage the CO2 is lying on the equatorial plane of the cage, with the center of the CO2 being 0.5755 Å
out off the center of mass of the cage, and at an angle of θ′=8 ◦ to the equatorial plane (equivalent to
the polar angle θ=82 ◦) from powder X-ray data, and between 6.6 and 14.4 ◦ (equivalent to θ 83.4
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and 75.6 ◦, respectively) from the single crystal X-ray experiments, while in the small case the CO2 is
located almost at the center of the cage (see Table 5). Further, the experimental 13C NMR lineshapes
have been simulated by molecular dynamics calculations [428], and temperature dependent polar
angle distributions for the CO2 in the large sI cages have been reported at T between 77 and 274 K. On
the basis of these calculations, at high temperatures θ′ has been predicted to be 31◦, and equivalently θ
is ranging between 90±31◦, in accord with the width of the angular probability distribution from the
molecular dynamics calculations in the large sI cage at T=274 K.
Coordinate Small/Large
This work Expt. [429, 431]
T=0 K T≈200/75 K T=163a,173b K
R (Å) 0.0/0.16 0.0/0.19 0.0/0.5755a
θ (deg) 92.44/89.89 93.22/86.64 90a,b/82a,83.4-75.6b
φ (deg) 148.69/184.95 149.0/193.1 -/-
Table 5: Spatial Orientation of the CO2 Molecule Encaged in the Small and Large Cages of the sI Clathrate at the





















































Figure 5: Left panel: 1D probability distributions in x, y, z, θ, and φ coordinates for the n indicated T-R states of
the small 512 (top panels) and large 51262 (bottom panels) cages. Right panel: Orientation of the CO2
molecule encaged in the small and large cages of the sI structure. Experimental data from Refs. [429, 431]
are depicted by yellow and green color, respectively, while blue color corresponds to the results of this study.
From the present T-R results and by analyzing the 1D (see left panels of Fig. 3) for the ground T-R
states, and Fig. 5 (see left panel) for specific excited T-R states, as well as the 2D (see Figs. 3 and 4)
probability densities of the eigenfunctions, we extracted structural information on the orientation of
the CO2 in each cage, and are summarized in the right panel of Fig. 5 and Table 5. In particular, we
found that the average values in the ground T-R state of the < θ > and < φ > are 92.44 and 148.69 ◦
in the small case, and 89.89 and 184.95 ◦ in the large cage (see 1D distributions in the left panel of
Fig. 5). In accordance with the X-ray experimental results [429, 431] and 13C NMR molecular dynamics
simulations [428] the nonspherical shape of the sI large cages leads to preferential alignment of linear
CO2 molecules in directions parallel to the two hexagonal faces of the cage. Also, the average value of
the < R > displacement for the ground T-R state is estimated to be 0.0 and 0.16 Å in the small and
large cage, respectively. We should mention that the X-ray and powder X-ray measurements [429, 431]
have been performed at temperature of 173 and 163 K, respectively. With this in mind, the obtained
results here corresponding to T=0 K are consistent with the experimental values, and they present a
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lower limit. By considering now excited T-R states (see Fig. 5) the average values of < θ >=86.64 ◦
and < R > of 0.19 Å are predicted for the large cage for temperatures about 75 K, while for the
small cage < θ > is computed to be 93.22 ◦ at T∼200 K (see Table 5). In turn, experimental data
for the φ angles have not been reported, although such distributions have been computed from the
molecular dynamics simulations [428] at temperatures of 77, 150 and 235 K for the large cages. It
has been found [428] that at temperature of 77 K the CO2 is constrained to a small range of φ angles,
and as the temperature increases the φ distribution is getting broader. At the high temperature limit
of 238 K a totally uniform distribution in φ has been obtained [428]. One can see that the result at
low temperature is consistent with the 1D distribution (see Fig. 5) of the n=16 excited T-R level (see
Table 3) of the large cage at 51.33 cm−1 (about 75 K) with an average value of < φ >=193◦. We
found that by including temperature effects through translational and rotational excitation a better
quantitative agreement with the experimental data can be achieved. However, the cage occupancies
have been also found to affect the average spatial orientations, since they values are refined in the
experiments by considering them as free parameters [431].
Quantum 7D calculations of the T-R-V states
As we mentioned above, experimental IR spectra of the sI carbon dioxide clathrate hydrate have been
recorded in the near to mid-infrared region at temperatures of 5.6 to 150 K. [423] These spectra have
shown characteristic double-peak profiles in the 3550–5100 cm−1 range, that have been attributed to
the transitions involving antisymmetric, ν3, stretching mode, as well as Fermi-resonances, ν1 + ν3 and
2ν1 + ν3, where ν1 is the symmetric stretching mode, for the CO2 and its isotopologues, 13CO2 and
18OCO, trapped in the two types of cage, small and large, of the sI clathrate structure.
As we pointed out above, the density of T-R-V states increases highly, as the energy is increasing,
therefore, here we carried out specific IR MCTDH calculations considering only the vibrational states of
interest. One can see in Table 6 that the energies of such states are in the range of 1300–5000 cm−1,
while the T-R ones are orders of magnitude smaller (see Tables 4 and 3). There is a huge number of
excited T-R levels even below the first vibrational CO2 fundamental, thus we only computed here those
levels assigned in the FTIR experiment [423] using the IR method [442], following the procedure
described in the previous section for the 7D case. In Table 6 we summarize the energies of these
calculated eigenstates, and compare them with theoretical and experimental data of the CO2 isotopes
in gas phase, as well as with results of a trapped CO2 (three different isotopes) in the two different
cages of the sI clathrate. For the ground vibrational state we found shifts of 12.58 (to the blue) and
3.91 (to the red) cm−1 for the small and large cage, respectively, compared to the gas phase results
for the 12CO2, while similar shifts are also obtained for the 13CO2 and 18OCO isotopologues. For the
excited vibrationally states, one can see that the differences between the frequencies in the large cage
and in the gas phase are also small around 2 cm−1, while in the small cage are larger accounting to
∼1% of the energy values. The effect of the isotopic substitution is similar for both cages. In the 18OCO
case both ν1 and ν3 energies are affected, and as it was expected for the 13CO2, the ν1 excitations have
the same energies, while for the ν3 ones differences of about 70 cm−1 are found.
In Figure 6 we display 2D plots of the probability density of the computed vibrational levels for the CO2
in the large cage together with the contours plots of the CO2 potential in r1 and r2 coordinates. One can
see that the corresponding states assigned to the ground T-R-V state (E0) at energy of 1815.83 cm−1, to
the ν1 excitation at 1337.65 cm−1 (above the ZPE of the system), to the ν3 excitation at 2360.57 cm−1,
and to 2ν1, 3ν1 and ν1 + ν3 excitations at 2669.68, 3995.99, and 3678.97 cm−1, respectively. The
energies of these states for the CO2 encapsulated in the small cavity are shifted to higher frequencies by
about 16 cm−1 for each of the ν1 and ν3 modes, while shifts of 32.8, 49.5 and 33.0 cm−1, are obtained
for the overtones (2ν1 and 3ν1) of the symmetric mode and the ν1 + ν3 one, respectively.
79

























































































































































































































































































































































































































































6.3. RESULTS AND DISCUSSION
        






























 1.9  2  2.1  2.2  2.3  2.4  2.5  2.6




















        














        














 1.9  2  2.1  2.2  2.3  2.4  2.5  2.6




















Figure 6: Contour plots of the probability density for the indicated 7D vibrational states of the CO2 molecule in
the large (51262) cage of the sI structure. The equipotential curves for the CO2 are also displayed from
0–10000 cm−1 with intervals of 1000 cm−1.
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Figure 7: Comparison between the FTIR spectra at T=5.6 K for the sI CO2 clathrate hydrate [423] with the 7D
MCTDH calculations (see vertical sticks’ position) of the ν3 (right panel) and ν1+ν3 (left panel) energy
levels for the 12CO2, 13CO2, and 18OCO isotopes in the small (512) and large (51262) cage of the sI
structure.
By comparing with the FTIR spectroscopic data [423] at the lowest temperature of 5.6 K, we can
see in Table 6 and Figure 7 that our results at T=0 K also predict the double-peak structure in the
spectra for both ν3 (see right panel of Fig.7) and ν1 + ν3 (see left panel of Fig.7) modes. In particular,
transitions involving the ν3 mode are found at 2376.95 and 2360.57 cm−1 for the 12CO2, at 2310.76
and 2294.06 cm−1 for the 13CO2, and 2359.59 and 2343.49 cm−1 for the 18OCO. We found that for
the ν3 mode the calculated frequencies for all isotopes studied are shifted to the blue compared with
the corresponding experimental bands. In contrast, one can see in Fig. 7 that the peaks for the 12CO2
ν1 + ν3 frequency in the small and large cages are shifted to the higher and lower values than the
experimental ones, while for the 13CO2 and 18OCO isotopes the ν1 + ν3 peaks are found to be at very
close frequency values for each cage, and around to the experimental observed band for each of these
isotopes. However the computed shifts are somehow higher by 4.5 cm−1 for the ν3 frequency in the
case of the 12CO2, and about 6 cm−1 for the 18OCO isotopes, while for the ν1 + ν3 one much higher
differences of 22.3 cm−1 are estimated. We should point out that similar shifts of around 16 cm−1 are
also obtained for the ν1 mode for these isotopologues. Regarding the first overtone of the asymmetric
stretch of the CO2, 2ν3, we should comment that such peak is not present in the FTIR spectra of the
CO2 clathrate [423], although it has been observed at 4678 and 4685 cm−1 in the near-IR spectra of
simple hydrates, H2O/CO2=5 and 25 ice mixtures, respectively, at 15 K [448]. This value is close to
the calculated frequency of this overtone in the large cage at 4696.35, 4564.64, and 4661.98 cm−1 for
the 12CO2, 13CO2 and 18OCO, respectively.
Among the questions to address about the origin of such close agreement with the experimental data,
this implies issues in relation with cage occupancy and host-guest interaction in the CO2 clathrate
hydrates. Given the large size of the CO2 molecule with respect to the sI clathrate type cages, it was
expected to occupy only the large cage. However, X-ray, neutron diffraction and IR spectroscopy [423,
424, 429, 431, 433] have already shown the occupation of both, small and large, cages. According
to neutron diffraction experiments, even CO2 double occupancy of the large sI cage has been sug-
gested [430], although, we should note, that no IR transitions associated with CO2 multiple occupancy
for these cages have been observed [423]. This later result justifies the theoretical model employed
in the present study, and further, the agreement obtained by comparing, one by one, the calculated
frequencies with the FTIR observed bands positions [423] clearly supports the single cage occupancy in
both cages of the sI CO2 clathrate at low temperatures.
In turn, regarding our quantum 7D results for the specific ν3 and ν1 + ν3 energy levels are found to
be larger than the corresponding spectroscopic values by 12.13, 29.95, and 25.57 cm−1 for the ν3
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mode frequency, while for the ν1 + ν3 combination mode differences of -34.73, 8.62 and -14.0 cm−1
from the experimental ones are found for the linear CO2 molecule in the gas phase, and trapped in
the small and large cages, respectively (see Table 6). It is evident that such quantitative discrepancies
between the calculated and experimental excitations are caused primarily by the deficiencies of the
spectroscopic and semiempirical underlying PESs for representing the CO2 molecule as well as the
CO2-water nanocage interactions, respectively, and can provide a guidance for further improvements.
6.4 Summary and conclusive remarks
We carried out a theoretical study on the T-R-V dynamics of the linear CO2 molecule trapped in the small
(512) and large (51262) cavities of the sI structure of the clathrate. By employing a quantum treatment
within the MCTDH framework the lowest 30/40 translational, rotational and specific vibrational levels
of the system are computed in each cage from 5D and 7D calculations, respectively. The Hamiltonian
operator is setup by an exact kinetic energy operator, while the potential energy operator is expressed
in sum of products using the POTFIT approach. The SPC/E water model was employed for the water-
water potential and pair additive terms for the CO2-water interactions. The present study had two
objectives. The first was to investigate the quantum T-R dynamics of the encapsulated CO2 molecule on
a semiempirical PES checking its quality by direct comparison with experimental X-ray results. The
second, and indeed the computationally most challenging objective, was to compute specific vibrational
states of the CO2 in both small and large cages of the sI clathate structure, in order to compare with
recent FTIR measurements on fundamental and combination stretching modes.
We found that in the small cage the CO2 molecule is located almost at its center, while in the large
one its center of mass is displaced by at least 0.2 Å out off the center of the equatorial plane of the
cage. This finding is consistent with data available from X-ray diffraction measurements. Also, we
show that the quantum dynamics of the rotational and translational excited states of the CO2 in small
and large cages is remarkably different, with the density of states to be higher and the T-R levels to
be highly coupled in the large cage, even at low-energies, than in small one. The specific T-R-V levels,
corresponding to ν1 and ν3 excitations, were calculated for the three different 12CO2, 13CO2, and 18OCO
isotopes. We observe that the fundamental ν1 and ν3 frequencies of the CO2 in the small and large
cage are shifted by about 16 cm−1, as well as their overtones and ν1 + ν3 combination modes. This is
in close agreement with the characteristic double-peak profiles observed in the IR spectra of the CO2
clathrate hydrate, supporting the CO2 single occupation of small and large cavities of the sI clathrate.
The results presented here are obtained from a quantum mechanical treatment based on semiempirical
potential forms, and are focused on structural and spectroscopic determination of the CO2 molecule in
the two types of cages of the sI clathrate. Our future efforts should first involve more sophisticated
interaction potentials, such as ab initio-based ones, and then extensions to the T-R-V calculations,
such as including the bending mode or reaching higher energy regimes, as well as the corresponding
transitions rules for a more direct comparison with the IR experiments. We hope that our theoretical
findings will stimulate and guide further experimental investigations. Such combined experimental and





Benchmarking the interactions of
CO2@sI clathrate with analytical
potentials, DFT and WF computations
7.1 Introduction
Significant developments in electronic structure methods and rapid advances in computer science
enable exciting progress in computer modeling of molecular systems and processes, providing reli-
able predictions for a variety of properties, that sometimes may rival experimental accuracy [449–
451]. There is a number of computational approaches available in describing molecular interactions,
ranging from the most accurate wavefunction (WF)-based methods to the computationally viable
density-functional theory (DFT) ones [82]. Highly accurate WF approaches suffer from scaling of the
computational cost with the system size, and thus are limited to systems of only few atoms, while
DFT methods could applied to numerous molecular and condensed phase systems. In recent years
tremendous amount of effort has been dedicated to development of new functional approximations, and
assessing their performance and accuracy [114, 115, 452]. Although, there is a hierarchy within the
DFT formalism (Jacob’s ladder) [123], the conventional density functionals are incapable of describing
the long-range dynamical correlations that give rise to the attractive dispersion interactions [125,
126]. However, systematic benchmark calculations have assess the performance of such functionals on
specific databases, and in this regard for a given type of noncovalent systems, the developed functional
may perform differently, without being a suitable choice [90, 92, 115, 453, 454].
Here, we focus on accurate description of noncovalent interaction in guest-host systems, such as CO2
clathrate-like complexes. Clathrates, are cage-like structures which can physically trap small molecules,
such as CH4, CO2, H2, and thus, can be of great potential for gas storage [41, 42, 455], indeed,
methane and hydrogen clathrates are considered as potential energy sources [409, 456], while carbon
dioxide clathrates has been proposed as a method to capture and storage this greenhouse gas from
the atmosphere and control climate change [418–420, 457]. As a result, they received considerable
attention from both scientific and industrial communities. The stability of the clathrates depends
on the collective guest-host interactions, hydrogen bonding and other, mainly van der Waals (vdW),
interactions can also be present, modifying structural and dynamic properties [458]. Known common
structures include clathrate structure I (sI), II (sII), and H (sH), although it is types I and II that are
mostly found in nature (especially sI), with sH occurring typically in high-pressure environments [459].
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Though several ab initio studies have addressed the intermolecular interactions of H2O-H2O, CO2-H2O
and CO2-CO2 complexes [354, 460–463], there is only few ab initio data on CO2 encapsulated water
cages. [464–467]. Such lack of ab initio reference computations motivates us to carry out high quality
benchmark data for the CO2@sI from first-principles approaches.
Nowadays, most of the computer simulations rely on empirical force fields, as an important tool for
investigating processes, such as the nucleation, growth, structural organization and cage occupancy of
clathrate hydrates and the dissolution of the guest gas in water [468–475], while simulations based
on density functional theory (DFT) [465, 467, 476, 477] have also been valuable for studying such
encapsulated systems.
In this vein, energy benchmarks from accurate quantum-mechanical calculations are essential for testing
both force fields and DFT methods. Therefore, clathrate hydrates offer the opportunity to validate
the ability or inability of current DFT methods to simultaneously describe both the hydrogen bonding
within water network, and the predominantly dispersion bound gas-water interactions. Within this
study, we focus on the most computationally inexpensive brand of dispersion corrections, the DFT-D3
approach [478] and its variants regarding the damping functions available in the literature D3(0)[478],
D3(BJ)[479], D3M(BJ) [480] and D3(op) [481].
The chapter is organized as follows: in Computational details we present the electronic structures
calculations used for the study, as well as some of the analytical potentials reported so far for the
CO2-water system; in section Results and Discussion we analyze the performance of the CO2-H2O
interactions within specific cavities of clathrates hydrates with a particular emphasis on the dispersion
effects for such guest-host systems; and finally, we summarize our findings and list some concluding
remarks.
Figure 1: Relative orientation of the CO2 in the small and large cages of the sI clathrate hydrate
7.2 Computational Methods and Details
Geometries for different size clathrate cages (small 512 and large 51262) were extracted from the 3D
crystalline framework as it is given in Ref. [416]. All water molecules obey the ice rules [228], the net
dipole moment of the unit shell is zero, and the configuration of the protons has the lowest potential
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energy [416]. The coordinate system in the cage is aligned as shown in Fig. 1. The origin is at the center
of mass of the cage, with the x,y axes lying in the equatorial plane, while the z-axis is perpendicular to
the parallel pentagonal and hexagonal faces; θ and φ are the polar and azimuthal angles indicating the
orientation of the linear CO2 molecule with respect to the cage, keeping fixed the CO2 bondlenghts at
their equilibrium values (r1=r2=2.192 Bohr).
Interaction model potentials
As we mentioned above, several interaction model potentials, both semiempirical and ab initio, have
been reported in the literature for describing the CO2-H2O potential energy surface (PES). [461, 462,
475, 482, 483] The potential form for the encapsulated CO2 molecules is expressed as a sum pairwise




VCO2−H2O(x, y, z, θ, φ), (1)
In Table 1 we summarize the parameters of all semiempirical models considered in this work. On
the one hand, semiempirical models have been adjusted to describe properties of the system at
specific thermodynamic conditions. In the case of CO2 pairwise interactions between three interacting
sites at each of C and O atoms, combine vdW terms (represented by Lennard-Jones potentials),
with electrostatic terms between the three point charges. The most popular models are the EMP,
EPM2, MSM, TraPPE and ZD [482], while for the H2O we used the SPC/E, TIP4P, TIP4Pice and
TIP4P/2005 models [482], the standard Lorentz-Berthelot combination rules. On the other hand, ab
initio potentials are usually designed to account for the complex short-range interactions, and the
subtle weak (long-range) interactions by fits to huge datasets of electronic structure calculations of
the system including many-body contributions for the CO2-H2O complex. Here, we used two recent,
high-level PESs reported in the literature for the CO2-H2O from Refs. [461, 462]. The most recent rigid-
monomer PES by Makarewicz [461] has employed a complex analytical expression of Morse type terms
including damped long-range electrostatic and dispersion contributions to represent the 5-dimensional
intermolecular PES fitted to ≈ 23000 MP2/aug-cc-pVTZ energies. The other PES reported by Bowman
and coworkers [462], is a fully flexible-monomer permutational invariant PES fitted to roughly 540000
CCSD(T)-F12b/aVTZ electronic energies.
Electronic structure calculations
All wave-function based calculations were carried out using MOLPRO 2012 [366], while the DFT
calculations were performed using Gaussian09 package [376]. The additional DFT-D calculations were
performed using the DFTD3 program [484].
In such large systems (such as the building blocks of the CO2@sI clathrate) coupled-cluster calcula-
tions are usually not affordable, so we obtained our reference energies from density fitting DF-MP2
computations [366] with a careful analysis against basis set superposition error (BSSE) and basis set
incompleteness error (BSIE) for different basis sets, such as aug-cc-pVXZ (namely AVXZ), with X=D, T,
and Q. Counterpoise corrections [141] (CP) where included to mitigate the effects of BSSE.
∆E = ECO2−cage − ECO2 − Ecage, ∆E(BSSE) = ∆E + ECP (2)
To reach the complete basis set (CBS) limit, different basis set extrapolation schemes are employed:
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System Model GEOMETRY Atom q (e) σ (Å)  (kJ/mol)
H2O
SPCE
rOH (Å) 1 O -0.8476 3.166 0.6502
rOM (Å) - H 0.4238 0 0
<OHO (Deg) 109.47 M 0 0 0
TIP4P
rOH (Å) 0.957 O 0 3.154 0.6485
rOM (Å) 0.15 H 0.52 0 0
<OHO (Deg) 104.52 M -1.04 0 0
TIP4P2005
rOH (Å) 0.957 O 0 3.1589 0.7749
rOM (Å) 0.1546 H 0.5564 0 0
<OHO (Deg) 104.52 M -1.1128 0 0
TIP4Pice
rOH (Å) 0.957 O 0 3.1668 0.8822
rOM (Å) 0.1577 H 0.5897 0 0
<OHO (Deg) 104.52 M -1.1794 0 0
CO2
EPM
rCO (Å) 1.16 C 0.6645 2.785 0.2411
<OCO (Deg) 180 O -0.33225 3.064 0.6901
EPM2
rCO (Å) 1.16 C 0.6512 2.757 0.2345
<OCO (Deg) 180 O -0.3256 3.033 0.6694
MSM
rCO (Å) 1.149 C 0.5957 2.785 0.2411
<OCO (Deg) 180 O -0.29785 3.014 0.609
TraPPE
rCO (Å) 1.16 C 0.7 2.8 0.2245
<OCO (Deg) 180 O -0.35 3.05 0.6568
ZD
rCO (Å) 1.163 C 0.5888 2.7918 0.2398
<OCO (Deg) 180 O -0.2944 3.0 0.6872
Ab initio Ref.(a)
Ab initio Ref.(b)
Table 1: Parameters of the indicated semiempirical CO2 and H2O model potentials. Ref.(a) [461] and Ref.(b) [462]
correspond to the ab-initio models used in this study.
Peterson et al., [486] ETotX = ECBSTot + Ae
−(X−1) + Be−(X−1)2; as well as, the simple arithmetic
average of Lee et al. (see Ref. [90] and references therein) ECBS∆E =
1
2(∆E + ∆E(BSSE)) and the
weighted average of Lee et al. [487] ECBS = 12
(δXX+1−δX+1X)
(δX−δX+1) , with δX = E
b
X − EnX , X = EbX + EnX ,
and Eb is the energy corrected for BSSE, while En represents the uncorrected one.
In total 15 DFT functionals (with and without dispersion corrections),namely DFT-D, were employed
from four categories within the DFT Jacob’s ladder: GGA functionals (BLYP, PBE, B97), meta-GGA
functionals (M06L, M11L, TPSS, SCAN), hybrid-GGA/metaGGA functionals (B3LY, PBE0, TPSSH,
M062X) and hybrid range-separated GGA/metaGGA functionals (LC-ωPBE, CAM-B3LYP, ωB97X, M11).
The D3 dispersion correction was used along the study with the original damping function D3(0)[377],
as well as the most popular Becke-Johnson damping function D3(BJ)[378]. In addition to the above
standard dispersion corrections, we also considered the recent D3M(BJ) [480] and D3(op) [481]
versions. The former is a modified version of D3(BJ) with an emphasis on nonequilibrium-particularly
compressed-geometries, while the latter is a generalization of the D3(BJ) with a more balanced tail
correction.
Validation protocol
Most benchmark studies are usually focused on databases including only near minimum geometries.
However it was found that good performance at the minimum, does not necessarily imply for other
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intermolecular configurations. Thus, nonminimum geometries should be selected, sampling the full
potential energy surface, in order to assess the accuracy of different DFT approaches. Semilocal
functionals cannot reproduce correctly long-range behavior, while functionals including nonlocal
dispersion perform, in general quite well at long distances, however their accuracy drop down at short
distances, due to the overestimation of exchange and the inadequacy of damping functions used in the
atom-pairwise dispersion expressions. In this sense, an analysis at multiple orientations of a molecular
system could provide information that could serve to evaluate and then optimize DFT approaches by
screening those unphysical interactions based on:
• Interaction energies should be bounded at configurations nearby the center of the cage.
• Around the minimum, correct angular anisotropy behavior against reference data.
• Interaction energies should converge from above the reference values.
• Around the edges of the cage, correct orientation behavior against reference data.
• If more than two functionals fulfil the above criteria, then the one with the lowest mean absolute
error and less computational cost should be chosen.
Thus, we propose a validation protocol based on different criteria that allow to critically examine differ-
ent functional approaches (or analytical model potentials available), and provide a global conclusion
for their performance and accuracy in future computer simulations of CO2 clathrate cavities. Such
validation protocol is based on error analysis for energies not only at their minima, but also along the
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Figure 2: Scheme of the validation protocol proposed.
7.3 Results and Discussion
Interaction energies: Analysis around the minima
In Figure 3 we plot 1D minimum energy profiles of the VCO2−cage PESs with the CO2 inside the small
(top panel) and large (bottom panel) cages (see Eq. 1), as a function of the distance R joining the center
89
CHAPTER 7. BENCHMARKING THE INTERACTIONS OF CO2@SI CLATHRATE WITH ANALYTICAL POTENTIALS, DFT
AND WF COMPUTATIONS
of masses of the cage and the CO2 molecule. Along the R coordinate, we optimized the orientation
(angles θ and φ) of the CO2 with respect to the cages using the analytical potentials discussed in
section 2.1. For both cages, one can see clear differences between the semiempirical and ab initio
pairwise interactions. In the small cage, both ab initio potentials show deeper wells with respect to
the semiempirical ones, with a difference of around 1500 cm−1. In the large cage the difference is of
about 1000 cm−1 for the ab initio potential by Bowman and coworkers [462], while the well-depth
of the potential by Makarewicz [461] is just slightly more deeper than the TIP4Pice models. The
semiempirical PESs are combinations of different CO2 and H2O potentials, and one can also see that
their behavior shows a clear trend. As it can be appreciated, the strength of the interaction is dictated
by the water model with the following trend: TIP4Pice > TIP4P2005 > TIP4P > SPCE for the small
cage; while in the large cage the same trend exists, although the curves for SPCE and TIP4P seem to be
overlapped. Regarding the position of the minima, in the small cage all the potentials predict the same
position at the center of the cage (R=0 Å), while in the large one the position of the minima is shifted,
and for the ab-initio potentials is located at -0.2Å(a shift of 0.1 with respect to the semiempirical
potentials) As the size of the cavity should influence the interaction (allowing rotations of the CO2),
one would expect that the well-depths should differ between both cages with the large cage being
more stable than the small cage. This is the case for the semiempirical potentials with a substantial
difference between small and large cages, although both ab initio-based potentials shows the opposite
trend on this aspect. We should also point out here that ab initio curves show higher anharmonicity
compared to the semiempirical ones, and this could also affect their stability when zero-point energy
effects are considered in the motion of their respective nuclei.
In Figure 3, we also include the reference values for the interaction energies obtained from converged
DF-MP2 calculations at the center of each cage, R=0 Å. Performing such computations, represents a
challenging and demanding task as large basis sets, needed to reach the CBS limit, are unaffordable for
large systems with the gold standard of chemistry, CCSD(T). Additionally, the systems under study have
the peculiarity of suffering from a huge BSSE errors, so a careful examination is required to extract
unbiased conclusions.
Therefore, in Table 2, we show how our interaction energies (∆E) with DF-MP2 calculations converges
for different correlation-consistent basis sets with and without CP-corrections. Additionally, we also
considered the convergence of our SCF values for the extrapolation scheme of Schwartz [485], so we
included 2 and 3 point CBS extrapolations for the HF energies []. As expected, both uncorrected and
corrected interaction energies converged from below and above for the conventional extrapolation
schemes, respectively. Corrected interaction energies presented their smooth monotonic decay at the
CBS with all the schemes. Similarly, previous studies[all references from lee, 90] have found that
the arithmetic average between the uncorrected (unCP) and the CP-corrected energy value converges
faster to the CBS limit, however as we go from AVDZ to AVQZ, there is still a large BSSE contaminating
the simple arithmetic average, so we decided to employ for our final reference energies the weighted
average of Lee and coworkers [487].
By comparing now the DF-MP2 data, one can appreciate that none of the analytical (semiempirical and
ab initio) pairwise representations is close to the reference values of -2150.75 cm−1 and -2371.36 cm−1
for the small and large cages, respectively. So, given the poor accuracy of different semiempirical and
analytical potentials, it seems appropriate to explore alternatives for benchmarking the interactions of
CO2 within different clathrate hydrate cavities. In this sense DFT approaches offer such an alternative
given their apparent ab initio nature.
Thus, as a first step, we performed partial optimizations of the CO2 orientation at the center of each
cage, R=0 Å, at the DF-MP2/CBS34c level of theory. We recorded the energy for every θ from 0 to
90, in steps of 30 degrees and for every φ from 0 to 360, in steps of 45 degrees. Then we employed
such configurations for carrying out a qualitative and quantitative error analysis. For the qualitative
error analysis, we employed the first and second criteria of our validation protocol. In Fig. 4 we show
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Figure 3: Minimum energy profiles of the VCO2−cage potential as a function of the distance R =
√
x2 + y2 + z2.
Top and bottom panels correspond to the interaction energy within the small and large cages, respectively.
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Method/Basis set/System CO2@(H2O)20 CO2@(H2O)24
∆E/∆E(CP)/(BSSE) ∆E(Average) ∆E/∆E(CP)/(BSSE) ∆E(Average)
DF-MP2/AVDZ -4382.98/-1635.77/-2747.21 -3009.38 -4196.83/-2141.14/-2055.68 -3168.98
DF-MP2/AVTZ -3149.01/-1996.72/-1152.29 -2572.86 -3245.52/-2303.90/-941.62 -2774.71
DF-MP2/AVQZ -2589.46/-2083.06/-506.40 -2336.26 -2743.18/-2342.67-400.51 -2542.92
CBS(234)(a) -2253.80/-2128.90 -2191.35 -2436.39/-2363.23 -2399.81
CBS(34)(b) -2341.04/-2147.21 -2244.13 -2534.23/-2388.65 -2461.44
CBS(34)(b)
′
-2265.57-2135.32 -2200.44 -2454.03/-2379.81 -2416.92
CBS(34)(b)
′′
-2287.65/-2146.83 -2217.24 -2487.46/-2388.60 -2438.03
CBS(34)(c) -2150.75 -2371.36
Table 2: Convergence of the reference DF-MP2 calculations. CBS values correspond to the two and three point
extrapolation formulas [485, 486], while simple and weighted CBS averages use [90, 487]. b, b’ and b”
are variations of the two point extrapolation for the correlation energy with a SCF energy coming from the
basis set of highest valence (AVQZ), as well as two and three point CBS point extrapolations for the HF
energies [365]
the results for different DFT functionals, with and without dispersion corrections, as well as analytical
model potentials. From all the possible choices there are five functionals (with possible dispersion
corrections in squared brackets), mainly belonging to the families of global and range separated hybrids
DFT, that apparently fulfill the validation protocol: B3LYP[D3 (BJ), D3M (BJ) and D3 (OP)], PBE0[D3
(0), D3 (BJ), D3M (BJ) and D3 (OP)], TPSSh[D3 (OP)], CAMB3LYP[D3 (BJ)] and LC-ωPBE[D3 (BJ)].
None of the analytical models passed the filtering.
we first part of our validation protocol, we screened at the center of the small and large cages
corresponded to a qualitatively analysis based on the 1st and 2nd criteria of our protocol. point of view.
bounded orientation minimum, maximum
DFT/PES
BLYP PURE¹ D3(0)² D3(BJ ) D3M(BJ ) D3(OP)² PURE¹ D3(0)³ D3(BJ )³ D3M(BJ )³ D3(OP)³
B97D PURE⁰ D3(0)¹ D3(BJ )⁰ D3M(BJ )⁰ D3(OP)⁰ PURE⁰ D3(0) D3(BJ )⁰ D3M(BJ )⁰ D3(OP)⁰
PBE PURE¹ D3(0) D3(BJ ) D3M(BJ ) D3(OP) PURE¹ D3(0)³ D3(BJ )³ D3M(BJ )³ D3(OP)³
M06L PURE³ D3(0)³ D3(BJ )⁰ D3M(BJ )⁰ D3(OP)⁰ PURE D3(0) D3(BJ )⁰ D3M(BJ )⁰ D3(OP)⁰
M11L PURE D3(0)⁰ D3(BJ )⁰ D3M(BJ )⁰ D3(OP)⁰ PURE³ D3(0)⁰ D3(BJ )⁰ D3M(BJ )⁰ D3(OP)⁰
TPSS PURE¹ D3(0)² D3(BJ )¹ D3M(BJ )⁰ D3(OP)¹ PURE¹ D3(0) D3(BJ ) D3M(BJ )⁰ D3(OP)³
SCAN PURE¹ D3(0)² D3(BJ )² D3M(BJ )⁰ D3(OP)⁰ PURE¹ D3(0) D3(BJ )³ D3M(BJ )⁰ D3(OP)⁰
B3LYP PURE¹ D3(0)² D3(BJ ) D3M(BJ ) D3(OP) PURE¹ D3(0) D3(BJ ) D3M(BJ ) D3(OP)
PBE0 PURE¹ D3(0) D3(BJ ) D3M(BJ ) D3(OP) PURE¹ D3(0) D3(BJ ) D3M(BJ ) D3(OP)
M062X PURE D3(0) D3(BJ )⁰ D3M(BJ )⁰ D3(OP)⁰ PURE D3(0) D3(BJ )⁰ D3M(BJ )⁰ D3(OP)⁰
TPSSH PURE¹ D3(0) D3(BJ )¹ D3M(BJ )⁰ D3(OP) PURE¹ D3(0) D3(BJ ) D3M(BJ )⁰ D3(OP)
CAMB3LYP PURE¹ D3(0)² D3(BJ ) D3M(BJ )⁰ D3(OP)⁰ PURE¹ D3(0) D3(BJ ) D3M(BJ )⁰ D3(OP)⁰
LCWPBE PURE¹ D3(0)² D3(BJ ) D3M(BJ )¹ D3(OP)⁰ PURE¹ D3(0) D3(BJ ) D3M(BJ ) D3(OP)⁰
WB97XD PURE³ D2(0)² D3(BJ )⁰ D3M(BJ )⁰ D3(OP)⁰ PURE D3(0)¹ D3(BJ )⁰ D3M(BJ )⁰ D3(OP)⁰
M11 PURE³ D3(0)⁰ D3(BJ )⁰ D3M(BJ )⁰ D3(OP)⁰ PURE D3(0)⁰ D3(BJ )⁰ D3M(BJ )⁰ D3(OP)⁰
SPCE EMP² EPM2² MSM² TraPPe² ZD² EMP² EPM2² MSM² TraPPe² ZD²
TIP4P EMP² EPM2² MSM² TraPPe² ZD² EMP³ EPM2³ MSM³ TraPPe² ZD³
TIP4P2005 EMP² EPM2² MSM² TraPPe² ZD² EMP³ EPM2³ MSM³ TraPPe³ ZD³
TIP4Pice EMP² EPM2² MSM² TraPPe² ZD² EMP³ EPM2³ MSM³ TraPPe³ ZD³
ABINITIO Ref.(a)³ Ref. (b) Ref. (a)³ Ref. (b)³
CO2@(H2O)20 CO2@(H2O)24
Figure 4: Qualitativelly screening of DFT functionals with and without dispersion corrections (Pure functionals) at
the center of the small and large cages, respectively. Green means, passed all the screening criteria and red
is used when any of the screening criteria is not fulfilled. 0 indicates not available, 1 is for not bounded, 2
for orientation at the minimum and 3 for orientation at the maximum. Ref.(a) [461] and Ref.(b) [462]
correspond to the ab-initio models
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For the quantitative validation, in Fig. 5 we present the relative errors of DFT functionals with and
without dispersion corrections against the reference DF-MP2 interaction energies at their equilibrium
orientation. For the sake of completion we also include results for the analytical interaction potentials,
both semiempirical and ab initio. Within the small cage (left panel), ∆E is -6.148 kcal/mol and the
CO2 is oriented as (θ,φ)= (60◦, 90◦), while in the large cage (right panel) ∆E is -6.779 kcal/mol and
the CO2 lies on the plane with an orientation of (θ,φ)= (90◦, 45◦). In the case of DFT functionals,
full color boxes correspond to DFT without dispersion corrections (Pure functionals) and those with
patterns are for the type of D3 correction, when available. Dashed lines separate the semiempirical and
ab initio potential results from the DFT calculations.
Positive relative error values correspond to underbound energies, while negative ones are for over-
bounded values. As a result of a more compact structure (repulsive interactions), one can see that larger
errors are obtained for the small cage when compared to the large one. In general, dispersion-corrected
functionals have smaller errors than their no-corrected analogues, as it was expected. Also, as we climb
up the Jacob’s ladder relative errors tend to decrease, although with no clear trend. In most of the
cases, pure functionals tend to predict unbound or almost unbound complexes, with an exception the
M06L, M062X, M11L and M11 functionals, which predict overbound complexes. The SCAN and ωB97X
are the only pure functionals which predict bounded energy values, with relative low errors. Regarding
the analytical potentials, the semiempiricals ones tend to have larger errors compared to the reference
values than the DFT-D dispersion-corrected functionals, while for the ab initio potentials relative errors
are of comparable size to the DFT energies, although the most recent PES [462] predicts overbound
energies for both cages.
If we now combine both qualitative and quantitative results with their corresponding screening criteria,
and we additionally consider that CCSD(T) might introduce a correlation energy that should increase
the final value of the interaction energy. Then we can assign a flexible upper and lower limit of
± 0.5 kcal/mol for our relative errors. In this sense, the number of functionals fulfilling the validation
protocol is now reduced from five to one with the B3LYP[D3 (BJ), D3M (BJ) and D3 (OP)] as the
functionals with lower relative errors and with the following tendency for dispersion corrections:
D3(BJ) > D3 (op) > D3M (BJ). Such results are consistent with the fact that more recent damping
dispersion corrections include non equilibrium geometries, as well as a more balanced parameterization
consistently improving upon their previous generations.
Interaction energies: Internal rotations, and angular anisotropy
In order to provide a global comparison for the VCO2−cage PES within the small and large cages of
the sI clathrate hydrate structure. In Fig. 6 we show potential contour plots in the (φ,θ)-plane to
account for its angular anisotropy at the center of each cage (see left and right panels, respectively).
Contour plots are depicted (from upper to lower panels) for the reference DF-MP2 energies, for the
DFT energies using the B3LYP-D3M (BJ) functional, for the two analytical ab initio PESs, and for two of
the semiempirical models corresponding to the SPC/EPM and TIP4Pice/ZD ones. In the case of the
reference contours, they shows an almost symmetrical mirror plane around the θ angle. Within the
small cage, the CO2 does not occupy all accessible space for the θ angle and its minima is located at
θ=60◦ and φ=90◦, while in the large cage the CO2 is able to move freely around the equatorial plane
of the cage and presents two degenerate minima at θ=90◦ and φ=45 and 225◦, respectively. Such
results are in very good agreement with respect to experimental X-ray diffraction studies [429, 431]
that measure the most frequently orientation of the CO2 with respect to the equatorial plane of the
cage.
Based on the results of the previous sections, the B3LYP functional including the D3M (BJ) dispersion-
corrections shows the most quantitative agreement with respect to the angular anisotropy of the
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reference data. Its mean absolute error (MAE) for the whole range of φ and θ is 0.13 kcal/mol in the
small cage, while 0.14 kcal/mol in the large one; with maximum absolute errors of 0.18 kcal/mol in
the small cage and 0.24 kcal/mol in the large one. The ab initio pairwise potentials shows a very good
qualitative agreement with respect to the orientational anisotropy, however it seems that many body
corrections should be included if quantitative results are expected. Finally, the semiempirical potentials
are not able to represent either qualitatively or quantitatively the globally anisotropy, so careful must
be taken into account when discussing the rotational ability of such models in studies that associate the
stability of the clathrate structure with respect to the CO2 orientational freedom.
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Figure 5: Relative errors at R0 for different DFT functionals, with and without dispersion corrections, as well as
analytical model potentials.
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Figure 6: Potential contour plots the for VCO2−cage PES at R=0 Å within the small (left panels) and large (right
panels) cages of sI clathrate in (φ,θ)-plane. Colors approaching to black indicates a deeper minimum,
while colors approaching to white indicate the maximum of the PES.
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Interaction energies: Analysis around the edges of the cavities
































































Figure 7: Scan along the R coordinate showing the energetic barriers at the edges of the small and large cages for
different analytical potentials.
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Following the proposed validation protocol, after examining the interaction around the minima of the
PESs, we proceed with the analysis around the edges of the cavities. The repulsive part of the interaction
plays an important role in the study of different processes, such as phase transitions, difussion, abortion
or release of CO2 within the cavities. In Fig. 7 we plot, the interaction energy for a fixed random
orientation of the CO2 (θ=61◦, φ= 127◦), as a function of R coordinate for the small (top panel) and
large (bottom panel) cages.
On one hand, and for the reference data, the small cage presents two smooth symmetric energy barriers
corresponding to the the CO2 crossing the center of a water pentagonal face at the edges of the cage.
On the other, within the large cage the height of the barriers is smaller as the CO2 has crossed the
hexagonal face of the cavity. Nevertheless, we still appreciate two smooth asymmetric barriers due
to the different orientation of the hydrogens atoms at each hexagonal ring. Regarding the analytical
models, they present maximums at the edges of each cages with oscillatory behavior indicating the
deficiencies on their parametrization around the repulsive wall. As in the case of comparison around
the minima, the semiempirical water models dictates the strength of the barrier height in both the
small and large cages. The fact that barriers are higher than the reference in analytical models might
be an indication of the properties they are build upon on. In the case of the semiempirical ones, they
are fitted to reproduce bulk macroscopic properties obtained from experimental data under given
thermodynamical conditions, while the barrier heights of the ab initio model from [461] seems to be
fitted to describe scattering processes. Regarding the recent ab initio PES [462], their apparently good
predictions are just a fortuitous cancellation of errors attributed to artifacts at short distances of the
CO2-H2O potential as we presented in the left panel of Fig. 3, as well as the oscillatory behavior around
the small cage.
Given the great agreement found for the B3lYP functional with dispersion corrections [D3 (BJ), D3M
(BJ) and D3 (OP)] at the center of each cage, in Fig. 8 we display the relative errors against the DF-MP2
reference data for the scan of the CO2 in the z direction. Top panel shows the results for the CO2 within
the small cage, while bottom panel corresponds to the relative errors in the large cavity. In both cases,
the barrier heights predicted by the DFT functional are underestimated, with the small cage having the
higher relative errors due to its more compact structure. The contribution from dispersion corrections
is found to be very small, and in fact results into an overcorrection. If we separate the relative errors
by regions as: outside the cage (between 5-6 Å), close to the edges (between 2-4 Å) and around the
minima (1 Å), then we again have an average relative error in very good agreement with respect to the
reference data. 4.6%, 8.23% and 4.18% for the B3LYP D3M (BJ) respectively
7.4 Summary and conclusive remarks
We have introduced a general protocol that can be used to examine globally the validity of any
potential against available reference data. Thus, we have assessed the performance of a variety of
DFT-based methods, as well as various pairwise semiempirical and ab-initio based models. by sampling
representative configuration on the PES of CO2@sI cages, following on the protocol criteria: minimum
and nonminimum configurations.
Converged DF-MP2 reference data are reported on these systems for the first time, and were used to
benchmark the performance of the two-body (semiempirical and ab-initio models) and cooperative
many-body (DFT) approaches. We found that semiempirical interaction models underestimate the
binding energies, while ab initio pair potentials tend to overestimate it. Regarding DFT approaches, we
found that B3LYP with dispersion corrections [D3 (BJ), D3M (BJ) and D3 (OP)] fulfils the proposed
criteria and is able to describe the underlying interactions in both cages. Regarding the dispersion
correction, they are necessary to recover the bounded interaction within the cage and D3M with the BJ
damping scheme shows the best performance against the reference data.
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size-selected water and Ar–water
clusters
8.1 Introduction
Clusters of finite size are to a certain extent an ideal tool to investigate macroscopic properties on a
microscopic level and to answer fundamental questions on the transition from the gas to condensed
phase. As model microsolutions they retain many characteristics of the bulk, are theoretically tractable,
and represent thus a useful approach to more complicated systems. In the case of water clusters, specific
size systems are currently receiving considerable attention, as models for inclusion compounds of
different type of clathrate hydrates. By assuming that hydrate formation starts from conceivably stable
clusters [488], and considering that usually these systems, e.g specific size gas-water clusters, are not
accessible to experimental investigations, then employing water clusters as the building blocks of those
hydrate lattices can be used as a model to probe the relevant guest/host interactions [489–494], as well
as to derive and to test intermolecular potentials that can be also used under different thermodynamic
conditions [495–498].
In order to provide insights into these aspects, rare-gas (Rg) hydrates are significant model systems
for the study of water-gas interactions, especially if we want to describe the nature of repulsive
interactions under high pressure conditions [459, 496–498]. A number of spectroscopic and diffraction
studies have been conducted to explore at which conditions (pressure, temperature, composition of
the aqueous solution) bulk rare-gas hydrates may be formed or decomposed and what types of them
may be obtained at these conditions [41, 459, 499]. The light He and Ne atoms are too small to
stabilize any cage, forming clathrates very similar to the original ice frameworks [413, 491], although
there is some evidence for the formation of Ne hydrate [499]. In turn, the heaviest Rg hydrates
are the most notable exception to the rules that enable the prediction of the expected clathrate by
considering the relationships between guest size and cage size. At pressure of 30 MPa for both Ar and
Kr hydrates the sII (cubic structure II) is the stable structure, while Xe forms sI (cubic structure I). In
high-pressures regimes (see Refs. [41, 459] and references therein) Ar clathrate hydrate transforms
to the sH (hexagonal structure H) form at 0.46 GPa, while the Kr hydrate transforms from the initial
sII to sI at 0.45 GPa before transforming to sH at 0.75 GPa, and Xe sI hydrate transforms to a sH at
1.6 GPa. However, there is not always a good agreement between different sets of experiments and
accepted resolution of the discrepancy. [500–504] Therefore, theoretical attempts to describe structural
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transitions in these clathrate hydrates could provide useful information, and could serve to settle such
disagreement.
The majority of results reporting structural changes for water clusters doped with impurities do not
consider the temperature and pressure effects [505, 506], and only recent studies have addressed this
issue employing genetic algorithms [507, 508] or more advanced Monte Carlo simulations [225, 226,
509]. Simulations of such systems is a computational challenge, as their potential energy landscapes
are often rugged, with a large number of close-lying local minima that requires considerable computer
time for sampling across them. Thus, in this article computer simulations are performed based on the
parallel tempering Monte Carlo method in the isothermal-isobaric (NPT ) ensemble, aiming to sample
the full configuration space of the system and to provide a complete description of the cluster phase
behavior under various temperature–pressure conditions.
In this context, it is clear that grids of simulated temperatures and pressures will usually be strongly
limited due to the computational demands, and to this end we adopt a recently implemented interpola-
tion scheme, called multiple-histogram technique [226], for constructing heat capacity phase diagrams
for specific size clusters. The goal of our study is twofold: (a) to calculate thermodynamical properties
and structural changes caused by a heavy Ar atom embedding in the small polyhedral cages of the
sI, sII and sH structures, and (b) by employing two completely different type of Rg-water interaction
potentials and examining the conditions at which such structures are formed and stabilized, more
information about the underlying intermolecular potential energy surface (PES) between the Rg and
host water molecules will be revealed.
The article is organized as follows. In the next section we briefly discuss the methods employed and
the computational details of the simulations, together with the description of the potential terms used
for the water–water and Ar–water interactions. The results on the (H2O)20 and Ar(H2O)20 systems
are presented and discussed in section 3. The structural changes observed in the phase diagrams,
induced by increasing pressure/temperature, are examined in terms of the intermolecular Ar–water
potential and a comparison with experimental data available for Ar hydrate is presented. Finally, some
concluding remarks are given in the last section.
8.2 Methods and Computational details
Parallel-tempering Monte Carlo and 2D Multiple-histogram calculations
A two-dimensional parallel-tempering (PT) algorithm has been used to accelerate the convergence of
the present NPT Monte Carlo (MC) simulations [223]. The PT methodology consists in simulating
many systems of identical composition (replicas), but under different external conditions (temperature
and pressure), in parallel and in periodically exchanging generalized configurations between different
systems. Usually, only neighboring systems are selected for this exchange move to keep the exchange
probability sufficiently large. Here, an exchange move has been proposed for a randomly selected pair
of neighboring systems each time one MC step has been completed for all replicas.
In the NPT ensemble, the residual part of the mean value of a dynamical parameter, F , if it depends
on the system configuration only through the interaction energy and system volume, is expressed at
particular temperature T and pressure P as,
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Ω(Eint, V ) dEintdV (2)
is the system configuration integral, V is the volume of the system, Eint is the interaction energy of the
system, and kB is the Boltzmann constant.
For a sufficiently accurate estimate of Ω(Eint, V ), we employed the multiple-histogram (MH) approach
(see Ref. [226] and references therein). First, 2D energy-volume histograms are collected from a
series of NPT PTMC simulations performed over a sufficiently broad range of temperatures and
pressures, and then the 2D density of states, Ω(Eint, V ), required for the evaluation of ensemble
averages, is obtained by an iterative scheme over the grid of interaction energies and volumes. The
PTMC calculations are carried out for 414 replicas of the system covering 23 values of pressure (Pm) in
the range of 3 kPa to 10 GPa, and 18 temperatures (Tn) in the range of 30 to 1000 K. We should note
that the upper limit in the temperature, which goes beyond a physically relevant value, is necessary
for achieving convergence in the PT simulations. In Table 1 all possible combinations of these 414
systems simulated in parallel are listed. For both temperatures and pressures, an exponential increase
of spacing is used, in order to efficiently sample the system configuration space, as energy and volume
fluctuations are small at low temperature and high pressure. The external pressure is modeled by
a hard-wall spherical container of a variable radius, with an upper limit set to 200 Å to control the
volume growth at low pressures and high temperatures.
It should be noted here that the high temperature values are used for achieving a rapid convergence
in the PTMC calculations. In total, 5×107 MC steps are performed for reaching each system at
thermodynamic equilibrium, and 5×107 more MC steps are then used to generate the energy-volume
histograms by collecting data from every 50th of these additional steps. The 2D density of states is
calculated from 414 energy-volume histograms, each of them having 2000000 points (1000 different
energies and 2000 different volumes), with exponential increase of spacing for increasing interaction
energy and volume. From the 2D density of states, we finally computed heat capacities and Pearson
correlation coefficients for 400 different temperatures and 400 different pressures, in total 160000
values of measured parameters in the (T ,P ) plane. One can see the main advantage of the method:
from the NPT PTMC calculations we obtained values of thermodynamics parameters only for 414
temperature-pressure pairs, while with the 2D MH method the thermodynamics parameters are
evaluated for 160000 temperature-pressure points.
We used the heat capacity as the tool for studying the phase change properties of the clusters in the
direction of temperature and the Pearson correlation coefficient in the direction of the pressure. In this
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where H int = Eint + PV , and the Pearson correlation coefficient for volume and energy,
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Table 1: Temperature (Tn) and pressure (Pm) values used in the present PTMC simulations.
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Using CresP and ρEint,V , we constructed temperature-pressure phase diagrams for the specific size
clusters (N=20) corresponding, as we mentioned above, to the building blocks (small or medium
cage) of sI, sII and sH hydrate lattices [41]. We should also note that in finite systems, the phase
changes are not sharp and occur over a more or less wide region of temperatures and pressures. We
represent these regions in a simplified way by curves, namely coexistence curves, corresponding to
the maxima of the heat capacity along the temperature axis, and the minima/maxima of the Pearson
correlation coefficient for interaction energy and volume detected along the pressure/temperature
axis [226]. For analyzing the structures under different T ,P conditions, local enthalpy optimizations
are also carried out for 128 ramdomly selected configurations for each T ,P point from the PTMC
simulations, with temperatures values up to 240 and 294 K for the (H2O)20 and Ar-(H2O)20 cluster,
respectively, and pressure values up to 5.4 GPa. Such minimizations are performed via the simulated
annealing method [510] for a NPT statistical ensemble using a probability weight of exp(− (Eint+PV )kBT )
for sampling the cluster configurations and volumes, with starting temperature of 5 K and final one
0.01 K. Current temperature has been decreased every 50th MC step by a factor of 0.999. We should
note that the fast cooling and the low initial temperature were adopted so that a local optimization to
the nearest local minimum be performed.
Model interaction potentials
Water model potential: For the water-water interactions the TIP4P/ice model [239] is used. Com-
parison between different water models have shown that the TIP4P/ice reproduces in a very good
agreement with the experiment three phase coexistence lines in methane-hydrate [498], and in general,
there is also a good correspondence with the relative isomer energetics for the (H2O)20 (D-cage) and
(H2O)24 (T-cage) clusters compared with results from other water model potentials, [511, 512] as well
as with those from MP2 and DFT calculations (see Refs. [284, 513] and references therein). In the
TIP4P/ice model a negative charge is placed (M-site) 0.1577 Å from the O atom along the the C2-axis
of the water molecule. The parameters of the TIP4P/ice are given in Table 1, with the a fixed C2v
geometry for each water molecule with the OH distance of 0.9572 Å, and ∠HOH of 104.5◦.
Atom q[e] σ[Å] [kJ/mol]
O(water) 0.0 3.1668 0.882159
H(water) +0.5897 0.0 0.0
M(water) -1.1794 0.0 0.0
Ar 0.0 3.359 1.183
Table 2: Partial atomic charges and LJ parameters for the TIP4P/ice [239] and the Ar atom [492] used in the present
PTMC simulations. The LJ potential parameters between Ar–O atoms are determined by combination rules
(see text).
Ar–water potential: For describing the Ar-water interaction, we choose two different types of interac-
tion potentials based on semiempirical and ab initio parameterized forms. In this way we could analyze
the effect of the Ar-H2O interaction on the structural stability and changes in the Ar–water cluster.
The semiempirical potential combines van der Waals (vdW) interactions between the Ar atom and the
water molecule, and electrostatic interactions between the point charges qi and qj centered on M-site
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where i and j summation runs over Ar and all O, H, M-site centers on each H2O molecule, respectively.
The standard Lorentz-Berthelot combination rules are used to determined the Lennard-Jones (LJ)
parameters between unlike atoms, ij = (iijj)1/2 and σij = (σii + σjj)/2. The LJ parameters between
similar type atoms, ii and σii corresponding to the O atom from the TIP4P/ice water model [239], and
jj and σjj corresponding to the Ar atom [492], are listed in Table 1 together with the partial charges
for the Coulombic interactions.
The ab initio PES for the Ar–water interaction is taken from Ref. [490]. This intermolecular potential
has been constructed by fitting an analytical many-body expression to high level CCSD(T) ab initio data
refined at the complete basis set limit by evaluating its correction at four stationary points of the PES.
The most stable geometry for the Ar-H2O interaction corresponds to a planar configuration, namely
M1, as well as the next S1, and S2 ones corresponding to saddle-points of the PES, while the S3 has an
out of plane configuration with the Ar atom in an almost perpendicular position to the H2O plane (see










Figure 1: Top panel: Ab initio and semiempirical potential energy curves are plotted for the Ar–H2O complex as a
function of the Ar–O distance. For the ab initio curves the structures of the minimum (M1, see color-dashed
line) and saddle-points (S1, S2, and S3, see color-dashed and black-solid line, respectively) of the ArH2O
system are also displayed (lower-side inset plot). In the upper-side inset plot the potential curves are shown
as a function of the distance along the z-axis between the Ar atom and the center of mass of a pentagon
of water molecules. Bottom panel: Ab initio and semiempirical potential energy curves are shown as a
function of the distance between the Ar atom and the center of mass of the 512 cage formed by 20 H2O
molecules (see upper-side inset plot and text).
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To compare the Ar-water interactions predicted by the semiempirical (see Eq. 4) and ab initio potentials,
we plot the potential curves as a function of the Ar–O distance in Fig. 1 (see top panel) for the
orientations corresponding to the M1, S1, S2 and S3 stationary points of the complex (see the lower
inset in the top panel of Fig. 1).
One can see that the semiempirical and ab initio curves for the S3 orientation of the Ar–H2O system are
very similar to each other, although the ab initio potential shows a deeper and more anharmonic well
than the semiempirical one. In addition, in the upper inset we display comparisons of these potential
curves for the interaction between the Ar atom and a pentagon formed by water molecules, as part of
the 512 (D-cage). As can be seen the differences between the semiempirical and ab initio potential wells
are now larger, as well as in the repulsive part of the curves. Finally, in Fig. 1 (see bottom panel) we
show the potential curves corresponding to the total interaction of the Ar atom with 20 H2O molecules
forming a 512 cage. The Ar atom could be inside (encapsulated) or outside the cavity (see upper inset
in bottom panel of Fig. 1) as it moves along the z-axis.
The main differences between the two, ab initio and semiempirical, types of curves (solid black and
blue lines, respectively) are in the repulsive part of the PESs, with the high barriers corresponding to
the “on surface" position of the Ar atom. The ab initio potential is close to the semiempirical one only
in the flat minimum area, at energies of about -1700 cm−1, corresponding to configurations with Ar
inside the cage. In contrast, the semiempirical curve is very different with much larger repulsion at
configurations nearby the surface of the cage. As we can see in the bottom panel of Fig. 1, the barriers
for the formation of the Ar–cage hydrate are much higher for the semiempirical interactions than for
the ab initio ones. The repulsive parts of the potentials, as we will discuss below, are related to the
outside-to-inside structural transition of the Ar atom in the high pressure regimes.
8.3 Results and Discussion
Pure water cluster:
As we mentioned above, the TIP4P/ice water model is employed here for the water-water interac-
tions. Previous studies on selected medium-size water clusters, with up to 24 molecules, have been
reported [508, 513, 514], although all of them are mainly dealing with structural transformation of
such clusters at zero temperature and pressure obtained from global cluster structure optimization
methods, while more recently the phase behavior of such cluster sizes have been presented up to
pressures of 1 GPa [226]. Here, as we are interested in structural changes in the region of higher
pressures, we extend this study up to pressures of 10 GPa. As we described in section 2, we used
the CresP and ρEint,V in order to construct temperature-pressure phase diagrams for the specific size
clusters. In Fig. 2 we display the phase diagram for the (H2O)20 pure water cluster. In general, the
contour lines correspond to the CresP values, while the coexistence curves indicate different types of
cluster transformation in the (T, P )–plane between three main regions corresponding to solid-like
(S), liquid-like (L), and gas-like (G) phase of the cluster. We are using here the same nomenclature
as used in the bulk, however, we should emphasize that the coexistence curves are just a simplified
representation of much broader coexistence regions typical for finite systems, and thus the analogy with
the bulk is only loose. The coexistence curve shown by black dot lines correspond to the maxima of the
heat capacity, while blue and red dot lines depict the minima and maxima of the Pearson correlation
coefficient, respectively, and cross symbols indicate the grid points (see Table 1) in (T ,P )-plane used
in the PTMC calculations. At low pressure the coexistence curves for the solid-like to liquid-like and
liquid-like to gas-like transitions are getting very close to each other as they enter to the triple-point
(TP) region of the cluster, a finite-size analogue to the macroscopic picture. Also, at high pressures the
solid-liquid curve disappears, the cluster approaches the critical-point (CP) region, and something like
supercritical fluid (SF) phase emerges.
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Figure 3: Structural changes occur for the (H2O)20 cluster at low temperatures as pressure increases. The “all
surface" correspond to the edge-sharing (left side) and face-sharing (right side) pentagonal prisms.
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By comparing with the phase diagram for the N=20 water cluster using the TIP4P water model
reported in Ref. [226] for pressure values up to 1 GPa, we see a similar pattern at the pressure range
between 10-100 MPa, while some differences are found at the higher pressure regime, P > 0.5 GPa. In
particular, we found that the transition at pressures around 30 MPa (15–60 MPa for the TIP4P) and
low temperatures occurs from the “all-surface" (all water molecules on the surface of the cluster) to
internally solvated or cage-1 like (one molecule at the center with the remaining ones forming a cage
around it) structures. In Fig. 3 we depict the evolution of the corresponding configurations, obtained
from local enthalpy minimizations, as we discussed in section 2, as temperature and pressure increase.
At 3 MPa < P < 30 MPa and T < 60 K we only observe “all-surface" configurations that correspond
to the edge-sharing and face-sharing pentagon prisms (see lower-side structures in Fig. 3), as well as
few irregular fused-cubes structures. Although the edge-sharing structure is the most abundant isomer,
after a slight increase of the temperature the face-sharing configurations are also detected.
For comparison reasons, in Table 3 we list the total binding energies of the four lowest (H2O)20 minima
from MP2 complete basis set (CBS) calculations [513], as well as those predicted by the TIP4P/ice [239]
and TIP4P [514] models. As we mentioned above, the TIP4P/ice water model has been designed to
describe solid-phase water properties, and as it was expected larger deviations are obtained in the
total binding energies compared to the TIP4P and MP2 results. However, we should point out that the
relative energies are comparable, with the edge-sharing pentagon prisms being the global minimum
of the MP2/CBS calculations and TIP4P/TIP4P/ice water models, and lower in energy by 5.3 and
0.9/0.9, 2.9 and 1.4/1.7 and 17.8 and 11.2/13.8 kcal/mol than the fused-cubes, face-sharing pentagon
prism and pentagon dodecahedron (D-cage) isomers, respectively. [513, 514] Further, we should note
that these potential minima are separated by high barriers, which might lead to non-ergodic behavior
by causing convergence problems in the simulations. However, all low-lying isomeric configurations
have been observed during the present simulations indicating that the PTMC methodology efficiently
prevents such effect. For pressures just above 30 MPa we start to observe irregular internally solvated
structures that the population of which rapidly grows as the pressure is increasing.
Cluster structure Energy
MP2/CBS TIP4P TIP4P/ice
Dodecahedron -200.1 -197.5 -237.7
Fused cubes -212.6 -207.8 -250.6
Face-sharing
pentagon prisms -215.0 -207.3 -249.8
Edge-sharing
pentagon prisms -217.9 -208.7 -251.5
Table 3: Total binding energies (in kcal/mol) for the four low-lying families of minima of the (H2O)20 calculated
at the MP2/CBS level of theory [513] and compared with the values from the TIP4P/ice [239] and
TIP4P [514] water models.
As we mentioned above, in this study we focus on transitions at high pressures, and therefore, as
one can see in Fig. 2, the grid of the points is denser in the high pressure/low temperature regime.
By analyzing the minima of the Pearson correlation coefficient, one can see that various structural
transitions appear to take place for pressure values P > 0.5 GPa.
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At pressure value around 0.7 GPa, the first of such solid-solid changes takes place, and corresponds to
the transition from irregular or cage-1 like to the regular cage-1 structure (see upper two structures in
Fig. 3), with the regular cage-1 configuration to be the dominant one for P > 1GPa. By examining the
heat capacity anomalies in the TIP4P/ice phase diagram (H2O)20 at this high pressure range, one should
expect additional transitions, however we did not observe any further structural changes, especially the
one corresponding to energetically higher family of pentagon dodecahedron (D-cage) minima on the
(H2O)20 cluster PES. We should note that such guest-free clathrates of sI and sII structures have been
predicted theoretically as stable phase of water at negative pressures. [515]
Note also that our PTMC results indicate only quantitative differences between the TIP4P and TIP4P/ice
water models on the observed transitions at low/high temperature/pressure regimes for the water
cluster under study.
Ar(H2O)20 cluster: In Figure 4 we present the phase diagrams calculated for the Ar(H2O)20 cluster
using the ab initio and semiempirical potentials (see top and bottom panels of the figure, respectively).
As previously, one can see the coexistence curves corresponding to evaporation of the systems (see red
and black dotted lines) for T > 300 K, and to the cluster melting (black dotted line) for P > 100 kPa and
T > 250 K, while at low temperatures and low pressures P < 100 kPa we detect some Ar evaporation
(black dotted line).
The decomposition curve of Ar hydrates has been measured by differential thermal analysis, and Raman
scattering up to pressures of 1.5, and 3 GPa, respectively, and temperatures between 233–443 K [499,
501, 516, 517]. Features on the curve, such as its maximum and fractures, have been used to suggest,
initially, the formation of at least three hydrates in the Ar–H2O system, with the sI structure to be stable
at high pressures of 15 kbar and up to temperature of 348 K [Dyadin_1997]. Later on, more detailed
diffraction studies [500, 503, 517] have been carried out, where discrepancies have been found in
the transition from the sII to sH structure at 0.46 GPa and ambient temperatures, while they agree in
the formation of the tetragonal structural type of clathrate at pressure around 0.7 GPa, and also for
the filled-ice structure at higher pressures [503, 517]. Here, one can see in Fig. 4 that the melting
curves of the phase diagrams show the decomposition of the Ar(H2O)20 cluster at high pressures (P
between 1 and 2 GPa) and at temperatures around 350 K for both ab initio and semiempirical potentials.
Below, we will discuss on the solid-solid structural changes predicted by the present results from the
semiempirical interactions, and will try to draw some relation with the above experimental findings.
In Figure 5 (see top panel) we plot the dependence of the system mean volume, interaction energy,
and Pearson correlation coefficient as a function of pressure at a temperature of 50 K. One can see
in Fig. 5 that the interaction energy and volume of the system become strongly anti-correlated in the
solid-to-solid transition region and, as a consequence, the ρ coefficient develops sharp minimum close
to -1. Similar behavior is also observed at other temperatures close to T = 50 K, with such transitions
to take place at pressure values around 100 MPa, 2.2 GPa, and 3.8 GPa, as we discuss below in Fig. 4. In
the bottom panel of Fig. 5 we show, as a function of temperature, the distance of the Ar atom from the
center of mass of the 20 water molecules, as well as the radius of the surrounding pressure container
at pressures of 3 and 30 kPa. One can observe the Ar evaporation at low temperatures of 50–70 K
and 60–100 K at 3 and 30 kPa pressure values, respectively, while the water molecule(s) evaporation
takes place at higher temperatures of 300–320 K for the low pressure value, as well as above 320 K for
P=30 kPa. This is in accord with the evaporation coexistence curves of Fig. 4, as we mentioned above.
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Figure 4: Phase diagrams of the Ar(H2O)20 cluster using the ab initio (top panel), and semiempirical (bottom panel)
Ar–H2O PESs. Black dot lines correspond to the maxima of the heat capacity, blue and red dot lines depict
the minima and maxima of the Pearson correlation coefficient profile, and the A, B, and C are for the
different solid–solid transitions (see in the text and Figure 6).
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Figure 5: Top panel: Mean volume (V ), interaction energy (Eint) and Pearson correlation coefficient (ρEint,V ) as a
function of pressure at T=50 K. The range for the ρEint,V is from -1.0 to 0. Bottom panel: The Ar distance
from the center of mass of the 20 water molecules and the radius of the pressure container as a function of
temperature at P=3 kPa (solid lines) and 30 kPa (dashed lines).
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Based on the Pearson correlation coefficient profile, for pressure values P > 0.5 GPa, we observed
transitions corresponding to solid–solid changes for both the ab initio and semiempirical potentials. In
particular, by performing local enthalpy optimizations and analyzing various optimized configurations
along the MC calculations performed at various temperatures and pressures we detected 3 main
transitions in the Ar(H2O)20 cluster, when the semiempirical Ar–H2O potential is used. They are
denoted by the labels A, B and C in Fig.. 4 and typical structures, obtained from local enthalpy
minimizations, as we discussed in subsection 2.1, which appear prior and after each particular transition
are given in Fig. 6. At low temperature, T < 100 K, and pressure values below 100 MPa we observed
structures corresponding to the Ar atom attached to “all-surface" configurations, such as the edge-
sharing pentagonal prisms, and as the pressure is increased one can see that the pentagonal prisms
structures are deformed and for P > 100 MPa we detect the transition to the water cage-1 structures
with the Ar atom outside. As we mentioned above, such a transition was observed at slightly lower
pressure of 30 MPa in the phase diagram of the (H2O)20 cluster (see Figs. 2 and 3). For pressure
values P < 2 GPa we only observe structures with the Ar atom attached to the pentagonal or cage-1
structures of the (H2O)20 cluster (see region A in Figs. 4 and 6), while at pressure of 2 GPa a transition
from outside to inside Ar configurations occurs. This transition is sharp at low temperatures, and it
proceeds gradually as the temperature increases (see region B in Figs. 4 and 6). One can see that at
low temperatures and high pressures we obtain configurations with the Ar atom inside to an irregular
cage formed by the 20 water molecules. Although such structures are the most abundant ones even
at higher pressures, up to 3.8 GPa, we also observe regular 512 cages for the Ar clathrate (see region
B), with a relative abundance about 10–15%. In addition, at P=2.7 GPa we found cages formed by
tetragons and pentagons, similar to the irregular cages found at lower pressures, while by increasing
the temperature at this pressure, as well as by increasing only the pressure, structures with tetragons,
pentagons and hexagons (see region C in Figs. 4 and 6) are also detected. Similar type of cages, e.g. the
medium size 435663 cage is one of building blocks of the sH clathrate structure, together with the 512
cage that also appears in both sI and sII type of clathrates. By analyzing the cages observed, we gain
more information on the structural changes and can draw some connections with phase transitions in
bulk, reported from different experiments performed for the Ar hydrate. [499, 501, 503, 516, 517]
In particular, on the basis of our results, we may speculate that structural changes from the irregular
cage/Ar inside to the regular 512 cage, taking place in region B of the phase digram, corresponds to the
formation of the Ar hydrate at pressure of 2 GPa, while the structural change from the small 512 to
the medium 435663 cage for the Ar(H2O)20 cluster taking place at P > 2.7 GPa (region C) could be a
germ of a transition from sI/sII to sH for the Ar hydrate observed experimentally at P > 0.46 GPa [499,
501, 516, 517]. However, such attempts should be seen as (partial) cluster approach to the unit shell
of such clathrates, and thus, as a starting point since further calculations are still needed in order to
provide solid insights.
By inspecting the phase diagram of the Ar(H2O)20 cluster using the ab initio Ar–H2O PES (see top
panel of Fig. 4), we found several differences compared to that obtained with the semiempirical
potential (see bottom panel of Fig. 4). One can see that the coexistence line corresponding to the
Ar evaporation at low temperatures and pressures, shows a slight displacement to lower pressures
and higher temperatures for the ab initio potential. The same occurs for the evaporation of the water
monomers from the cluster at the high temperature regime. The slope of the melting coexistence
curve is smaller for the ab initio potential at T > 260 K. In contrast to the semiempirical potential,
the melting curve shows several discontinuities at pressure values between 1–2 GPa and 3.8-5.4 GPa.
For the solid-solid transitions at high pressures, we can see that more structural changes are predicted
for the ab initio potential, however, in contrast to the semiempirical PES results, we did not observe
any transitions to clathrate-like structures in the range of T -P values studied. In particular, at low
pressures, structures with the Ar atom outside the water cluster are found, like the ones in the region
A of the Fig. 6, while by increasing the pressure the water molecules surround the Ar atom forming
an open-irregular-cage. As we mentioned above, such behavior is related to the repulsive part of the
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potential, that is accessible at high pressures, and as it can be seen in the bottom panel of Figure 1, the
semiempirical PES shows considerably higher barriers than the ab initio ones for the inside-to-outside
transition (see structures in Fig. 6), indicating more stable encaged structures for the Ar(H2O)20 cluster











"pentagons"  5 "tetragons+pentagons+hexagons"
(sH)
Figure 6: Structural changes occurring in the Ar(H2O)20 cluster as pressure and temperature increase using the
semiempirical Ar-H2O PES. The A, B, and C regions are indicated in bottom panel of Fig. 4 for the different
solid–solid transitions.
8.4 Summary and conclusive remarks
Temperature-pressure phase diagrams are constructed using a two-dimensional multiple-histogram
approach and from parallel-tempering isothermal-isobaric Monte Carlo simulations for (H2O)20 and
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Ar(H2O)20 clusters. The PTMC calculations are performed for a wide range of temperatures and
pressures. Various thermodynamic and structural parameters are recorded, such as cluster energy
and enthalpy, constant-pressure heat capacity, volume, and Pearson correlation coefficient for energy
and volume, as well as structural isomers, that subsequently are analyzed. In the following we briefly
summarize the main findings of this study, which is mainly focused on the high pressure and relatively
low temperature regimes.
For the pure water cluster, (H2O)20, we check the performance of the TIP4P/ice model potential and
found only quantitative differences comparing with previously reported results using the TIP4P water
model up to P=1 GPa. We observe structural changes corresponding to solid-solid transitions that at
low pressures correspond to changes from the “all-surface" (edge- and face-sharing pentagonal prisms)
structures to the cage-1 like structures, while at higher pressures transitions to the cage-1 isomeric
structure occur.
For the Ar(H2O)20 cluster we employed two different PESs for the Ar-H2O interaction. Using the
semiempirical Ar-H2O surface leads, as we have shown, to specific transitions at the high pressure
regime corresponding to structural changes from outside-to-inside structures, then to regular 512
structures at about 2 GPa, while at higher pressures structures formed by tetragons and hexagons are
also observed. Such transitions to regular 512 structures are not observed in the simulations employing
the ab initio Ar-H2O PES, thus we relate this behavior to the shape of the repulsive part of the two
potentials. Thus, structural transitions in Ar clathrates at high pressure are shown to be a consequence
of the increasing intermolecular interaction at the repulsive region.
The present work is intended as a first step towards a more detailed description and understanding
of structural changes in pure water and Ar-water clusters under high pressures. Ultimately, a direct
comparison with available experiments on Ar clathrate hydrate is desirable. However, even the size of
the unit cell of such clathrates are not tractable by such theoretical modelling, and to the best of our
knowledge no experimental data are available for Ar-water clusters. Thus, we hope that by extending
the present simulations to larger cluster sizes, such as 24 and 36, as well as with higher occupancy in
these large cages, we could then extract valuable information and insights for transitions occurring in





Structural transitions in Kr
clathrate-like clusters under pressure
9.1 Introduction
Simulations of cluster systems can be a challenging and computational demanding task, as the quality
and sampling of the underlying potential energy and free-energy surfaces are essential to reliably
determine both ground state and finite temperature/pressure properties. As with other finite systems,
heterogeneous water clusters have received considerable attention as models for investigating the
behavior of aqueous environments in the condensed phase. In particular, most of the studies on
neutral clusters of single atom/molecule solutes in water clusters have been motivated by using such
clusters as models to understand better properties of clathrate hydrates, [225, 494, 507, 509, 513, 518,
519] or clathrate-like hydration structures at the transition from the liquid to solid phase. [520, 521]
High pressure studies are also very important and informative for the understanding of the principal
properties of such clathrates, [459, 522] and the general features of their formation and dissociation.
Depending on the size of the encapsulated gas molecules, most clathrates form cubic (sI and sII) or
hexagonal sH crystal structures. For a fundamental understanding of the size effect on the crystal
structure, gas hydrate systems with the simplest guests, have been intensively studied, with the noble
gases to serve as prototypes for other guest molecules, e.g. Ne for H2, Ar for O2/N2, and Kr for
methane. [41, 523] As expected, the large rare gas atoms, such as Ar, Kr and Xe, are enclathrated
in sII and sI clathrates, respectively, at modest gas pressures, less than 1 GPa, and then, at higher
pressures they transform to sH ones. In addition to the classical clathrate structures transitions to two
new clathrate structures, structure T (sT) and filled-ice structure O (sO), have been observed at high
pressure in X-ray, neutron diffraction, [524] and Raman scattering studies. [504] In the case of Kr
hydrates both experimental studies, [504, 524] have observed that the sII structure transforms initially
to the sI, then to sH, and finally to the sO structure, although there is a disagreement between the two
different sets of experiments on the pressure range of these transitions.
Motivated by experimental and theoretical studies on rare-gas clathrate hydrates [413, 459, 491–493,
499, 500, 504, 524–529] we compute thermodynamic properties of specific size clusters. From our
simulations we can obtain not only the ground state properties, but also “phase transition" behavior
for such clusters. Of particular interest to us are the phase change properties of the cluster at low
temperatures as the pressure increases. Computational studies on the phase diagram of such noble
gas hydrate systems will contribute to our understanding, providing insights regarding the formation,
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and pressure transitions of some selective host water networks, that are able to leverage experimental
efforts. Thus, in this article, we report isothermal-isobaric (NPT) parallel tempering Monte Carlo
(PTMC) simulations at various temperature and pressure values for the Kr(H2O)20 cluster. Our choice
for the number of water molecules, forming the cluster under study, corresponds to the small (512)
polyhedral cavity, that is the common building block in all sI, sII and sH clathrate structures, as well as
to the medium (435663) cage of the sH structure (see Fig. 1).
512 43 56 63
Figure 1: The 512 and 435663 cages.
Determination of thermodynamic properties requires an extensive sampling of the system configuration
space that strongly related to the topology of the underlying potential energy surface (PES), and is
usually limited by the available computational technology. First-principles on-the-fly simulations based
on density functional theory methods (including dispersion corrections) for the electronic calculations
can be considered as an accurate approach for the potential model, although for systems of quite
limited size. [530] Thus, model potentials based on less computationally demanding force fields
have been employed usually for the description of water interaction. [238, 489, 495–497] Here, we
choose the TIP4P/ice water model [239] as it has been found to give the best description of the phase
diagram of the water and its polymorphs in the solid state, as well as the coexistence lines in clathrate
hydrate systems [495, 498, 531]. For the Kr–water interaction we used two different models based on
semiempirical and ab initio procedures, as there is also an underlying interest to explore their reliability
and their key role in the determination of thermodynamic properties and phase diagram calculations.
We should point out that we associate heat capacity and Pearson correlation coefficient peaks for the
cluster with solid-to-liquid like and solid-to-solid like phase changes. Although, current extrapolations
from clusters to bulk phase transitions rely on assumptions, the output of such comparison could
reveal trends for identifying essential interactions needed for a reliable description of the extended
systems. [532]
The contents of the remainder of the article are organized as follows: In section 2 we define the
potentials models chosen for the study of the cluster and describe out computational methodology;
in section 3 we present thermodynamic and structural results and discuss the performance of each











(Vw−w′ + VKr−w) (1)
In this work, we use the TIP4P/ice model [239] for the water-water interactions (Vw−w′), and two
different models for the Kr-water (VKr−w); one is semiempirical, and the other is the ab initio potential
for the Kr-H2O interaction by Makarewicz from Ref. [490]. The semiempirical potential expressions
include pair-wise interactions, combining electrostatic terms between the 3-point charges centered on
the M-site and H atoms of the H2O molecules, and with van der Waals (vdW) interactions between the

















where, i and j summation runs over Kr and all O, H, M-site centers on each H2O molecule, respectively.
The cross interaction between Kr and O atoms is described by the standard Lorentz-Berthelot combi-
nation rules between unlike atoms, ij = (iijj)1/2 and σij = (σii + σjj)/2, with the Lennard-Jones
parameters, σ and , between similar type atoms [239, 492] summarized in Table 1.
Atom/Site(molecule) q[e] σ[Å] [kJ/mol]
O(water) 0.0 3.1668 0.882159
H(water) +0.5897 0.0 0.0
M(water) -1.1794 0.0 0.0
Kr 0.0 3.599 1.616
Table 1: Semiempirical Force Field Parameters Used in This Work.
The ab initio Kr-H2O surface is based on an analytical many-body (up to 4-body) form, with each
term being representing by sums of Morse-type products, which has been corrected asymptotically by
introducing an additional dispersion term. This expression has been fitted to CCSD(T) data refined
at their complete basis set limit, and the corresponding 42 parameters are given in Ref. [490]. This
potential includes the anisotropy of the Kr-H2O interaction, and in the upper panel of Fig. 2 we plot the
ab initio potential curves as a function of the Kr–O distance, R, in comparison with the corresponding
semiempirical one. One can see that the most attractive geometry for the Kr-H2O interaction correspond
to planar configuration, namely M1 (see dashed line in Fig. 2), while a saddle point, namely S3 (see
solid line in Fig. 2), has an out of plane configuration with the Kr atom in an almost perpendicular
position to the H2O plane comparable with the one predicted by the semiempirical pair-wise PES. Thus,
based on the ab initio and semiempirical Kr–H2O interactions, we choose to show the potential curves
for the Kr atom with 5 water molecules forming a pentagon, common in both cavities, (see middle
panel) as a function of the Kr to center of mass of the water molecules distance, z+, and with 20 water
molecules forming a 512 cage (see lower panel) as a function of the z distance between Kr atom and
center of mass of the cage (see Fig. 1). We can see certain differences between the semiempirical and
ab initio potential curves, corresponding at their well-depths and positions, as well as in the repulsive
part of them, that are getting larger as the size of the system increases. In particular, in the case of the
117
CHAPTER 9. STRUCTURAL TRANSITIONS IN KR CLATHRATE-LIKE CLUSTERS UNDER PRESSURE
512 cage, the Kr atom could be inside or outside the cavity with the high barriers to correspond to the
interaction energy for the “on-the-surface" position of the Kr atom (see lower panel of Fig. 2). As the
Kr atom approaches the surface of the cage, the interaction is getting much more repulsive using the
semiempirical potential than the ab initio one, with the values for the barriers to be much higher in this
case. Thus, such characteristics of the potential are expected to affect the MC sampling, specially at
high pressure conditions.















































































Figure 2: Ab initio and semiempirical potential curves for the Kr–H2O (upper panel), the Kr–(H2O)5 (middle panel),
and the Kr–(H2O)20 (lower panel) interactions (see text).
Parallel-tempering Monte Carlo Computations
Generally, one has to resort into smart and accelerated Monte Carlo (MC) sampling techniques in order
to extract thermodynamical averages from free energy landscapes. In this vein, the PTMC method
has been derived [533, 534] to achieve an efficient sampling of systems that have rugged energy
landscapes, with a large number of close local minima. The general idea is to simulateM replicas of
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9.2. COMPUTATIONAL METHODOLOGY
the system for a specific ensemble, each of them at a different thermodymanic conditions (temperature
and pressure), and allowing completely configuration exchange between different systems.
Here, an isothermal-isobaric (NPT) ensemble is considered, and the residual part of the mean value
of a dynamic parameter, F , if it depends on the system configuration, q, only through the interaction
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Ω(Eint, V ) dEintdV (4)
is the system configuration integral, V is the volume of the system, Eint is the interaction energy of the
system, and kB is the Boltzmann constant.
A two-dimensional parallel-tempering algorithm has been used to accelerate the convergence of the
present NPT MC simulations [223]. Periodic swaps of configurations and volumes between replicas
of the simulated system have been used. Only neighboring systems are selected, maintaining in this
way the exchange probability sufficiently high, using the standard Metropolis-Hasting criterion [535]
for the acceptance probability for translational, rotational and volume changes. The MC simulations
are carried out in parallel for 23 pressure and 18 temperatures values, ranging between 3 kPa to
10 GPa and 30 to 1000 K, respectively. Note that the upper temperature limit is chosen to warranty a
rapid converge in the PTMC calculations. For both grid values a non-uniform exponential increase of
spacing is used for an efficient sampling of the system configurations, given that energy and volume
fluctuations are smaller at low temperatures and high pressures. The external pressure is approximated
by a hard-wall spherical container volume model of a variable radius, [536] with an upper limit for it
set to 200 Å for controlling the volume growth at low pressures and high temperatures. In total, 414
replicas of the system are simulated in parallel, about 5×107 MC steps are performed for reaching each
system at thermodynamic equilibrium, and another 5×107 MC whole-cluster and volume moves are
performed for each system replica by collecting data for the final analysis every 50th MC step to avoid
correlations.
Computation of Specific Thermodynamic Averages
For the evaluation of the ensemble averages (see Eq. 3) a sufficiently accurate estimate of the 2D density
of states, Ω(Eint, V ), is required. This represents a rather tough task consuming the more computer
time, and usually, the grid of (414 in this case) simulated temperatures and pressures is strongly
limited to the computational demands. Thus, we adopt the multiple-histogram (MH) approach [537,
538], as it has been recently implemented [226], for these calculations at an acceptable computational
cost. In a first step, the collected data from the above series of NPT PTMC simulations are used to
produce 414 energy-volume histograms, using exponential spacing grids each of them of 1000 different
energies and 2000 different volumes. In turn, the 414 energy-volume histograms are used in an
iterative scheme to obtain the values of interest at any thermodynamic condition (not included in the
particular simulations). In this way, using the 2D MH approach, the 2D density of states, Ω(Eint, V ),
is obtained from 160000 temperatures-pressure points, instead of the initial 414 ones from the NPT
PTMC simulations. Once the 2D density of states is calculated, the final calculation of the ensemble
averages from Eq. 3 is simply the computation of the 2D integral.
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In this way, selected thermodynamic averages, such as enthalpy, heat capacity and Pearson correlation
coefficient for energy and volume, are calculated. For interpreting phase changes in the Kr(H2O)20
cluster, we used the constant-pressure heat capacity, CP , along temperature, and the Pearson correlation
coefficient for energy and volume, ρEint,V , along the pressure/temperature. Here, the residual part of
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and 〈V 〉 denoting the mean values and σEint and σV being the variances of the interaction
energy and volume, respectively.
Phase diagrams are constructed by plotting the cluster heat capacity and the Pearson correlation
coefficient as a function of temperature and pressure. For finite systems the phase changes are not
so sharp transitions as in bulk, and cover a wide region of temperatures and pressures (coexistence
regions). However in a simplified way, we represent them by curves, calling them coexistence curves,
that correspond to the maxima of the heat capacity, CresP , along temperature, and to minima and
maxima of the Pearson correlation coefficient for interaction energy and volume, ρEint,V , along the
pressure and temperature, respectively. In particular, the ρEint,V minima (corresponding to strong
anti-correlation between interaction energy and volume of the system) along the pressure axis are
used to detect different solid-like phases, while its maxima (indicating a strong correlation between
interaction energy and volume of the system), as well as the maxima of the CresP , along temperature
axis correspond to evaporative regions of the cluster.
9.3 Results and Discussion
Phase Diagrams
In Fig. 3 we show temperature-pressure phase diagrams for the Kr(H2O)20 cluster calculating from
PTMC simulations using the ab initio (see upper panel) and semiempirical (see lower panel) potentials
for the Kr-water interaction and the TIP4P/ice model for the water-water one. As it can be seen, the
temperature-pressure plane is divided into several regions corresponding to different phases of the
cluster. The corresponding coexistence curves (as we mentioned above simplified representations
of broader coexistence regions for finite size systems) are obtained by calculating numerically the
maxima of the heat-capacity as [∂CresP /∂T ]P = 0 (see black dotted-lines), the maxima (see red dotted-
lines) and minima (see blue dotted-lines) of the Pearson correlation coefficient as [∂ρEint,V /∂T ]P = 0
and [∂ρEint,V /∂P ]T = 0, respectively. At low temperatures the cluster is solid-like, although as the
temperature increases the cluster becomes liquid-like, while at even higher temperatures a liquid-like
to gas-like transition occurs. In particular, in both phase diagrams we observe evaporation of the
water molecules in the cluster for T>300 K, the cluster melting for T>250 K and P>100 kPa, and
the evaporation of the Kr atom at T<150 K and P<100 kPa. One should note that for the cluster
evaporation both coexistence curves obtained either from the heat capacity (black dotted-lines) or from
the Pearson correlation coefficient (red dotted-lines) coincide up to pressure values of 10 MPa, while
for higher pressures deviations are found.
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Figure 3: Pressure-temperature phase diagrams for the Kr(H2O)20 cluster computed from the PTMC simulations
using the ab initio (upper panel) and semiempirical (lower panel) potential energy surfaces for the Kr–H2O
interaction, and the TIP4P/ice model for the water-water ones (see text). Cross symbols indicate the (T ,P )
grid points used in the present PTMC simulations.
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This is due to the flatness on the temperature dependence of the maxima of the heat capacity, with the
coexistence curve calculated using the Pearson correlation coefficient to represent better the liquid-like
to gas-like transition.
The dissociation curve of the Kr-water clathrate systems has been measured by Dyadin et al. [499, 539]
up to 1.5 GPa, and they have observed transitions from sII to sI and to sH structures. Such transitions
have been also found from X-ray diffraction studies [524] at ambient temperatures and at pressures of
0.3 and 0.6 GPa, respectively, in addition to the formation of sO structure at 1.8 GPa, which it is then
decomposed at 3.8 GPa. More recently, Raman scattering measurements [504] are also available for
the transitions from the sII to sI to sH and sO structures at 0.45, 0.75 and 1.8 GPa, respectively. They
observed that the sO structure of the Kr hydrate exists at least up to 5.2 GPa at 296 K, while a new
phase behavior at 1.0 GPa has been attributed to an increase in the large-cage occupancy. [504] Further,
in a recent theoretical study by Subbotin et al. [492] the sII to sI phase transition has been predicted
at 0.17 GPa. One can see that the available studies are all in accord regarding the formation of the
sI, sH and sO structures, although with discrepancies at the pressure values, where the corresponding
transitions occur.
Here, we should point out that the curve of the heat capacity maxima (solid-to-liquid like coexistence
curve) obtained by using the ab initio Kr–H2O interaction shows a discontinuous behavior at pressure
values higher than 0.7 GPa. As we mentioned above the heat capacity surface is getting very flat, and
very non significant maximum changes its own position. This is also the case for the Kr evaporations
curve at low temperature and pressures, which also shows similar behavior for the ab initio potential.
By comparing the behavior of the phase diagrams at low temperatures and high pressure regime
(P>50 MPa), corresponding to solid-to-solid like structural changes of the cluster, one can see that
the Pearson energy-volume correlation coefficient profiles show structural transformations at similar
pressures, for both type of Kr-water interactions, while some others take place at different values. In
particular, using the ab initio Kr-water interaction (see upper panel of Fig. 3) structural changes are
expected at pressures around 100 MPa, 0.3, 0.7, 1.0, 1.5, and 3.8 GPa, while for the semiempirical
model (see lower panel of Fig. 3) transitions are predicted for pressure values just above 100 MPa, 1.5,
2.0, and 3.8 GPa.
In Figure 4 we show the pressure dependence of the interaction energy and the mean simulation volume
for few selected temperatures for the semiempirical potential. As the cluster configuration sampling
during the NPT simulations is governed by the cluster enthalpy, it is expected that at low-pressure the
cluster interaction energy dominates with low-energy configurations being preferred, while at high-
pressures small volume configurations may be favored over the ones with lower energy. Consequently,
such behavior is expected to produce a smooth step in the curves of energy/volume as a function of
pressure in finite-size systems, indicating the region where a transformation of the cluster structures
takes place. One can see such sudden drop-off in both energy and volume curves in Fig. 4 particularly
at lower temperatures, e.g. T= 62, 104 and 166 K, indicating solid-to-solid like transformations. The
transition pressures (around 0.15, 1.5, 2.2 and 3.8 GPa) are almost independent of the temperature,
although at T=294 K the drop-off disappears as the cluster is in liquid-like phase. Also, as it was
expected the cluster energy and volume are strongly anti-correlated, due to the competition between
potential energy and the pressure-volume term in the enthalpy form. Such behavior is clearly reflected
to the minimum values of the Pearson correlation coefficient, ρEint,V , as are shown in Fig. 3, and below
we will discuss on the characterization of these observed transitions.
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Figure 4: Interaction energy and mean volume dependences of the pressure at the indicated temperatures T for the
Kr(H2O)20 using the semiempirical Kr-water potential model.
Structural Isomers and Specific Phase Transitions
For analyzing the structures under different T ,P conditions, local enthalpy optimizations are also
carried out for 96 randomly selected configurations for each T ,P point from the NPT PTMC simulations,
for all temperature grid values in the 62–294 K range, and all grid pressure values from 0.3 MPa up
to 10 GPa, in total 16416 configurations for each potential model. Such minimizations are performed
via the simulated annealing method [510] for a NPT statistical ensemble using a probability weight of
exp(− (Eint+PV )kBT ) for sampling the cluster configurations and volumes, with starting temperature of 5 K
and final one of 0.01 K. Current temperature has been decreased every 50th MC step by a factor of
0.999. We should note that the fast cooling and the low initial temperature were adopted so that an
optimization to the nearest local minimum for each configuration to be performed. We carried out such
analysis for both ab initio and semiempirical model potentials and we observed isomeric structures
such as the ones shown in Figure 5 (see lower panel), namely A, B C, D, E, and F. We should note that
for the ab initio potential (see upper panel in Fig. 5) we only found isomeric structures corresponding
to A, B C, E and F configurations, with C being the predominal one for low pressure (80.69%) and E for
high pressures (12.89%), while for the semiempirical model (see lower panel in Fig. 5) we observed all
the above mentioned structures.
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 -11.0           -10.5            -10.0              -9.5              -9.0              -8.5
Figure 5: Relative abundance of the six structural isomers of the Kr(H2O)20 cluster obtained by optimized locally
cluster enthalpies as a function of the interaction energy, Eint for the ab initio (upper panel) and
semiempirical (lower panel) Kr-water potential. The corresponding isomeric structures are also displayed.
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As the characterization of the structures are performed according to their interaction energy at each
(T ,P ) point of the grid, we thus first discuss the energy distribution of the structures. In Figure 5 we
show a plot containing the different isomeric structures observed classifying them according to their
abundances and energies. We choose to represent such distributions by Gaussian functions fitted to
the energy histograms for each isomeric structure. One can see that at lower energies we observed
the structures A and B (with a percentage of 4.15 and 0.73%, respectively), corresponding to an
edge-sharing pentagonal prism, and a near “all-surface" for the water cluster, respectively, with the Kr
atom outside. We should point out that the population of the structures is highly depending on the
(T ,P ) points as well as the (T ,P ) grid intervals (see Fig. 3). In Figure 5 we present relative abundance
from 171 temperature-pressure systems, and thus, by including the whole range of temperature and
pressure values the total abundance, especially of those isomers at low pressures, such as A and B ones,
should be increased. Next, the structure C: a cage-1 structure for the water with the Kr atom outside,
appears, and is present for a quite wide energy range from around -10.8 to -10.2 eV. This isomeric
structure is also the most abundant one for the semiempirical potential with 53.75%, while at energies
around -10.3, -10.0, and -9.5 eV we obtained the clathrate-like isomeric structures, D, E, and F with the
Kr atom at the interior of a 512 structure (see also left panel of Fig. 1), an irregular cage formed from
tetragons, pentagons, and hexagons (similar to the 435663 one shown in the right panel of Fig. 1), and a
cage formed from tetragons and pentagons, respectively. The abundance of the D structure is 5.22%, for
the E is 1.95%, while the F structure is the predominant one with 34.07% at energies of around -9.25 eV.
So, at low energies/pressures open/on-surface structures are found, while closed/clathrate-like ones
appear at high energies/pressures. We should also note the energy overlapping for different structures,
due to the competition between the potential and PV terms, at energies around -10.8 eV and between
-10.5 and -9.75 eV. In Figure 6 we present scans of the total potential energy corresponding to A,
B, C, D, E and F isomeric structures along the z-axis of the Kr(H2O)20 cluster. One can see that the
curves of the A, B and C open/on-surface structures show shallow minima at energies between -11.0
to 10.5 eV, while the minima of the D,E, and F close/clathrate-like structures are at energies above
-10.5 eV, sampling different configurations.






















Figure 6: Total potential energy (see Eq. (1)) scans using the TIP4P/ice for the water-water and the semiempirical
Kr-water models for each of the six isomeric structure observed for the Kr(H2O)20 along the z-axis (see
text).
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In Figure 7 we show the pressure dependence of each isomers’s abundance at specific temperature
values over all included systems, while in Figure 8 we display 2D contour plots of the isomeric structure
abundances, together with the coexistence curves corresponding to the maxima of the heat capacity
(black dotted lines) and to the minima of the Pearson correlation coefficient (blue dotted lines), as
shown in the lower-panel of Fig. 3, at low-ambient temperatures and all pressure values studied.
One can clearly see the (P ,T )-region where each structural transition occurs. In particular, at low
temperatures and as the pressure increases we observed the A−→B−→C, C−→D, D−→E, and E−→F
transitions near at 0.2, 1.5, 2.2, and 3.8 GPa, respectively. All these solid-to-solid like transitions are
clearly marked by the minima of the Pearson correlation coefficient (see blue dotted lines in Figure 8).
Further, at ambient temperatures one can see the C−→F transition above 2.0 GPa, while the solid-like
to liquid-like transition of the F structure, as it is shown by the corresponding coexistence curve at
T > 210 K and P > 2.0 GPa (see black dotted line in Figure 8). This latter transition appears by a
continuous rearrangement mainly of the hydrogens’ positions in the clathrate-like structure, similar to







































































Figure 7: Relative abundance of the indicated structural isomers (see A, B, C, D, E and F in the inset plots) of the
Kr(H2O)20 cluster obtained by optimized locally cluster enthalpies as a function of pressure at specific
temperature values using the semiempirical Kr-water potential.
Certainly the accuracy of the results depends on the accuracy of the potential model deployed. Here,
we used pairwise host-guest interactions from semiempirical and ab initio data for the Kr-water dimer.
We found that the ab initio-based interactions couldn’t predict the regular D clathrate-like structure. As
the main structure-determining factor for these clathrate hydrates, especially at high pressure, is the
guest-host lattice interaction, such finding indicates qualitatively differences between the two PESs. A
simple correction of the pairwise host-guest interaction, using MP2 or CCSD(T) results for the dimer
potential energy surface should provide an upper bound limit for the hydrate binding energies, that
leds to the instability of the regular clathrate structure. Moreover, density functional methods used
to predict interaction energies between similar rare-gas host and guest species, have been found to
overestimate the binding at least in small gas phase systems. [529] However, even if this overbinding
has been found less pronounced in the extended systems, [540] specialized treatments of such weak
host-guest interactions, for example, on the basis of semi-local or hybrid functionals including dispersion
and optimized exchange-correlation density functionals for condensed water systems [117, 541] or
optimized noble-gas-water pair potentials via Monte Carlo simulations [542], might be instructive and
lead to gain further insights.
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Figure 8: Contour plot of the abundance of each isomeric structure (A in green, B in red, C in orange, D in violet, E in
yellow, and F in blue color) observed for the Kr(H2O)20 at PT -plane. The coexisted curves corresponding
to the maxima of heat capacity (black dotted lines) and minima of Pearson correlation coefficient (blue
dotted lines) are also shown.
As we mentioned above, experimental data from X-ray diffraction [524] and Raman scattering [504]
measurements are available for Kr hydrate up to pressures of almost 5.2 GPa. Given the discrepancies it
has been argued [504] that transitions at high pressure are related with the occupancy of the large-cage,
and theoretical simulations [489] have provided some support, suggesting that pressure tends to
stabilize higher occupancy. However, here we have treated the small cage, and as we point out further
work is needed to explore the effects of guest-host interactions. In addition, and in connection with the
nature of the interaction, the effect of the volume definition model for simulations at NPT ensembles
on finite non-periodic systems should be also considered, e.g. by implementing more axiomatic volume
models, such as those using the convex polyhedron that circumscribed all atoms in the cluster, [543],
and/or the “quantum volume" occupied by the electronic charge density [544].
9.4 Summary and conclusions
Parallel-tempering isothermal-isobaric Monte Carlo simulations were carried out at temperature values
from 30 to 1000 K and pressures between 3 kPa–10 GPa for the Kr(H2O)20 cluster. We employed
pairwise interactions for representing the water-water and Kr-water potential terms using the TIP4P/ice
model, and a semiempirical or an ab initio-based potential, respectively. Structural and thermodynamic
properties, such as cluster energy and enthalpy, constant-pressure heat capacity, volume, and Pearson
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correlation coefficient for energy and volume, were calculated, and were used to construct temperature-
pressure phase diagrams. By focusing our analysis at low temperatures, we observe structural changes
corresponding to solid-solid like transitions, that at low/medium pressure values (up to 1.5 GPa) were
assigned to open/on-surface isomeric structures, such as the “all-surface" and cage-1 like structures for
the water cluster with the Kr atom outside, while as pressure increases (up to 10 GPa) closed/clathrate-
like isomers, like the regular 512, as well as other irregular new ones, occur. In particular, structural
changes from outside-to-inside structures are observed at 1.5 Pa to regular 512 structures, then at
2.2 GPa to irregular, similar to the 435663 cages, while at 3.8 GPa structures formed by tetragons and
hexagons are also found. We show that qualitatively differences between the semiempirical and ab
initio-based pairwise guest-host interactions, as well as, through the MC configurations sampling, the
volume definition model for non-periodic finite-size systems, could directly affect the formation of
specific isomeric structures, especially under high pressures. Therefore, the rational route to follow is,
to improve first the description of the interaction, and to check the effect of the volume definition in
the simulations. On the one hand, further work in this direction employing specialized first-principles
treatments for determining the weak host-guest interactions under pressure should be performed.
In this way, one could obtain an estimate of the systematic error and evaluate the accuracy of the
interaction potential from finite size to extended state systems. On the other hand, the volume definition
model for non-periodic finite-size systems should also be examined by implementing different more
axiomatic models, such as reservoir and extended Lagrangian approaches, in the PTMC simulations
for a better description of general shape finite systems that are caged. The output of such studies
could reveal trends for a more reliable representation of the interactions, which could then serve
for an accurate and complete analysis from finite size systems (clusters) to periodic 3D networks.
Unfortunately, no experimental data are yet available for Kr-water clusters of any size for a direct
comparison. However, we hope that our theoretical findings will stimulate and guide such experimental
investigations. Meanwhile our future efforts should focus to extend the present simulations to larger
size clusters, although theoretically still tractable. Such clusters correspond to the cavities of the sI,
sII, sH, sO, and sT type structures of the Kr clathrate hydrates aiming, as a first step, to an indirect
comparison with experimental observations available for these systems, and thus to a better quantitative
description of the underlying interactions.
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General Conclusions
The main subject of the Doctoral Thesis has been the simulation of aqueous systems from the gas phase
to the condensed phase with the purpose of studying structural, thermodynamic, spectroscopic and
transport properties. In this sense, it has been examined to what extent electronic structure calculations,
as well as semiempirical and ab-initio interaction models improve predictions of both classical and
quantum simulations. In particular, the objectives, have been organized and presented according to
the interaction and type of system to be treated: Water-water, Ion-water and Guest-(atoms and/or
molecules)-Host(water network). Therefore, and from the results obtained it can be concluded that:
Water-Water systems:
• If, as part of the electrostatic description of a non-polarizable rigid model, effective charges are
used from the dipole moment of the water molecule in the liquid phase. Then, as demonstrated
for the NCC (Q) model, it is possible to reproduce with good agreement individual and collective
transport properties, such as diffusion and viscosity, in relation to experimental results. Similarly,
when analyzing such properties over a wide range of temperatures, it has been found that the
TIP4P/2005 water model gives closer predictions to the experimental data. However, it is possible
to appreciate that at low temperatures the differences are more pronounced due to the lack of
electronic polarization in such model.
• It is important to note that a general and efficient simulation procedure has been established,
and in future applications of the present methodology it will be possible to describe, in a
systematic way, collective transport properties of fluids, in particular the bulk viscosity for
specific systems. In the same way, the influence of temperature on the collective movements
at low frequencies provided a connection between the microscopic image of the system with
its observable macroscopic properties. We concluded that, by performing the appropriate data
analysis, accurate estimates of the viscosities can be obtained, while, compared to the other simple
rigid/pairwise additive water models, the predictions of the TIP4P/2005 model are significantly
closer to the experiment.
Ion-Water systems:
• The first attempt is made to provide a bottom-up model of ion-water interactions, transferable
from the gas phase to condensed phases for classical and/or quantum simulations. It is a
versatile model based on calculations of first principles, relatively easy to implement with a solid
theoretical basis. In it, it has been possible to include the terms of polarization effectively, as well
as explicit two body interactions in the short and long range. The efficiency and feasibility of this
pioneering scheme for the modeling of aqueous systems has been verified through comparisons
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with electronic structure calculations.
• The first validations of the model have been carried out in collaboration with 2 experimental
groups, and it has been used to explain the mechanism of vibrational predissociation as a function
of temperature for an ion interacting with 2 water molecules. This work will lay the groundwork
for future investigations of aqueous solutions and in this way information about the influence of
ions on the hydrogen bond network in the bulk and at interfaces will be obtained.
Guest-Host(Water) systems:
• A pioneering methodology for the simulation and the exact quantum treatment of translational,
rotational and vibrational transitions of systems encapsulated in clathrates has been implemented.
It was found that CO2 occupies the individual cavities and from comparisons with X-ray diffraction
data and infrared spectra it was possible to determine their orientation as well as the frequency
shifts of the symmetric and antisymmetric modes of vibration. The excellent agreement with
the experiments allowed the evaluation of the theoretical approaches used, and it is expected to
support its application in other nanoconfined systems.
• The qualitative differences found between the theoretical predictions and the experimental
results in the case of the exact quantum treatment for CO2 within the clathrate cavities are due
to the nature of the potential models used to describe the interaction. Therefore, and given
the lack of a systematic benchmark from the point of view of electronic structure calculations,
a validation protocol was proposed to asses the predictions from DFT functionals, as well as
analytical interaction models in relation to reference DFMP2 calculations. It was found that the
semi-empirical models tend to underestimate the interaction energy, while the ab-initio models
tend to overestimate it, indicating the lack of many body interactions. For the case of the DFT
functionals, it is necessary to include dispersion corrections to describe many-body effects in such
guest-host interaction correctly. Finally it was found that only 1 functional belonging to hybrid
family fulfilled the requirements established by the protocol. B3LYP-D3M (BJ) obtained the best
score and offered the best results in relation to the reference calculations.
• Finally, it was also possible to implement parallel codes for the massive computation of ther-
modynamic properties and phase diagrams using advanced MC methods. For this purpose,
molecular aggregates of water and noble gases of specific size have been used in order to evaluate
the guest-host interactions between the different cavities of clathrates. By means of numerical
calculations, the phase and structural transitions have been assigned to different thermodynamic
conditions, facilitating answers to fundamental questions concerning the conditions of formation
of nanostructures and nanodroplets in systems of environmental, technological and industrial
relevance.
Given its implications in wide range of disciplines we conclude that understanding water could be a
frustrating although quite fruitful task, providing a numerous of future work to focus on.
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Conclusiones Generales
El objeto de la Tesis Doctoral ha sido la simulación de sistemas acuosos desde la fase gas hasta la
fase condensada con el fin de estudiar propiedades estructurales, termodinámicas, espectroscópicas y
de transporte. En este sentido, se ha examinado hasta qué punto cálculos de estructura electrónica,
así como modelos de interacción tanto semiempiricos como ab-initio mejoran las predicciones de
simulaciones tanto clásicas como cuánticas. De manera específica, los objetivos se han enmarcados en
función de la interacción y el tipo de sistema a tratar: Sistemas Agua-Agua, Ion-Agua y Guest (átomos
y/o moléculas)-Host (arreglo de moléculas de agua). Por lo tanto, y a partir de los resultados obtenidos
se puede concluir que:
Sistemas Agua-Agua:
• Si, como parte de la descripción electrostática de un modelo rigido no polarizable, se utilizan
cargas efectivas provenientes del momento dipolar de la molécula del agua en la fase líquida.
Entonces, como se demuestra para el modelo NCC(Q), es posible reproducir con buen acuerdo
propiedades de transporte individuales y colectivas, tales como difusión y viscocidad, en relación
a resultados experimentales. Del mismo modo, al analizar tales propiedades sobre un amplio
rango de temperaturas, se ha encontrado que el modelo de agua TIP4P/2005 da predicciones más
cercanas a los datos experimentales. No obstante, es posible apreciar que a bajas temperaturas
las diferencias son más pronunciadas debido a la falta de la polarización electrónica en dicho
modelo.
• Es importante destacar que se ha establecido un protocolo de simulación eficiente, de carácter
general, y en aplicaciones ulteriores de la presente metodología será posible describir de manera
sistemática propiedades de transporte colectivas en fluidos, en especial la viscosidad volumétrica
para sistemas específicos a la carta. Del mismo modo, se ha valorado la influencia de la temper-
atura sobre los movimientos colectivos de la red de enlaces de hidrógeno a bajas frecuencias
proporcionado una conexión entre la imagen microscópica del sistema con sus propiedades
macroscópicas observables. Concluimos que, al realizar el análisis de datos apropiado, se pueden
obtener estimaciones precisas de las viscosidades, mientras que, en comparación con los otros
modelos rigidos nopolarizables, las predicciones del modelo TIP4P2005 están significativamente
más cerca al experimento.
Sistemas Ion-Agua:
• Se realiza el primer intento de proporcionar un modelo bottom-up de interacciones ion-agua
transferible desde la fase gas a fases condensadas para simulaciones clásicas y/o cuánticas. Dicho
modelo es versátil, relativamente fácil de implementar y además posee una sólida base teórica
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basada en cálculos de primeros principios. En el mismo, se ha logrado incluir los términos de la
polarizabilidad de manera efectiva, así como interacciones explícitas de dos cuerpos a corto y
largo alcance. Mediante comparaciones con cálculos de estructura electrónica se ha comprobado
la eficacia y viabilidad de este esquema pionero para el modelado de sistemas acuosos.
• Las primeras valoraciones del modelo se han llevado a cabo en colaboración con 2 grupos
experimentales y ha sido posible explicar el mecanismo de predisociación vibracional en función
de la temperatura para un ion interactuando con 2 moléculas de agua. Este trabajo sentará las
bases para el estudio a futuro de soluciones acuosas y de esta manera se obtendra información
acerca de la influencia de los iones sobre la red de enlaces de hidrógeno en el bulk y en interfaces.
Sistemas Guest-Host(Agua):
• Se ha implementado una metodología pionera para la simulación y el tratamiento cuántico exacto
de transiciones traslacionales, rotacionales y vibracionales de sistemas encapsulados en clatratos.
Se encontró que el CO2 ocupa individualmente las cavidades de estos y a partir de comparaciones
con datos de difracción de rayos X y espectros infrarojos fue posible determinar su orientación
interna, así como los desplazamientos en frecuencia de los modos de vibración simétricos y
antisimétricos. El excelente acuerdo con los experimentos permitió una evaluación de los
enfoques teóricos utilizados, y se espera aplicar la metodología a otros sistemas nanoconfinados.
• Las diferencias encontradas entre las predicciones teóricas y los resultados experimentales en
el caso del tratamiento cuántico exacto del CO2 dentro de las cavidades del clatrato sI se deben
a la naturaleza de los modelos de potenciales utilizados para describir la interación. Por ello,
y dada la falta de un benchmark sistemático desde el punto de vista de cálculos estructura
electrónica. Se ha propuesto un protocolo de validación que permitió comprobar las interaciones
predichas por funcionales DFT y modelos de interación analíticos en relación a cálculos de
referencia DFMP2. Se encontró que los modelos semiempíricos tienden a subestimar la energía
de interación mientras que los modelos ab-initio tienden a sobreestimar dicha energía indicando
la falta de interacciones de muchos cuerpos. Para el caso de los funcionales DFT, es necesario
incluir correcciones por dispersión para describir efectos de muchos cuerpos, de manera correcta
la interación guest-host. Finalmente se encontró que solo 1 funcional de la clase híbrida cumplió
con los requisitos establecidos por el protocolo. B3LYP-D3M (BJ) obtuvo la mejor puntuación y
ofreció los mejores resultados en relación los cálculos de referencia.
• Finalmente, también fue posible la implementación de códigos en paralelo para el computo masivo
de propiedades termodinámicas y diagramas de fase mediante métodos avanzados MC. Para ello,
se han usado agregados moleculares de agua y gases noble de tamaño específico con el fin de
valorar las interacciones guest-host entre las distintas cavidades de clatratos. Mediante cálculos
numéricos se han asignado las transiciones de fase y estructurales encontradas a diferentes
condiciones termodinámicas, facilitando respuestas a preguntas fundamentales concernientes a
las condiciones de formación de nanoestructuras y nanogotas en sistemas de relevancia ambiental,
tecnológica e industrial.
Teniendo en cuenta las implicaciones del agua en una gran variedad de disciplinas, concluimos que la
comprensión de la misma puede ser una tarea frustrante aunque bastante fructífera, proporcionando
un gran número de oportunidades para estudios y trabajos futuros en los que enfocarse.
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