ABSTRACT
INTRODUCTION
The use of parallel simulation introduces many additional issues into the simulation design process. These include the hardware architecture, the decomposition approach used to produce the parallel software processes, mapping these processes onto the processors and the synchronization of the resulting parallel simulation. Reviews of the application of parallel simulation techniques to the performance evaluation of communication networks have been written by Mouftah and Sturgeon (1991) and by Hind (1991) . An excellent general review of parallel simulation has been written by Fujimoto (1990) .
BROADBAND NETWORKS
The CCITT define an integrated services digital network Adams and Falconer (1984) and Falconer and Adams (1985 
3.2
The Software Architecture
To isolate the simulation model, as far as possible, from the implementation detaila of the hardware, the simulator was structured in a hierarchical manner; each layer buildlng on the abstraction of the layer below in a similar approach to that of the ISO seven layer model. The Event scheduler is a control-plane for the upper layers.
3.2.1
The Multiplexer
The multiplexer is the loweat layer of the simulator kernel; it is responsible for the delivery of messages from one task in the simulator to another, regardless of the topological mapping of either the tasks or the processors upon which they are running. Each transputer in the network is allocated exactly one multiplexer task; all other tasks desiring to communicate with tasks on another processor do so by communicating indirectly via the multiplexer (figure 2). If two tasks that communicate are on the same processor then it is, of course, possible for them to be directly connected.
The result is that for large simulations a simulation task may have many of its channels connected to the multiplexer; the routeing decisions that the multiplexer makes are based solely upon the channel from which each message is received.
The Flow Control Mechanism
The flow control mechanism has to ensure two thhgs:
firstly that the multiplexer routeing, as a whole, can operate within a fixed amount of memory, i.e. a finite number of buffers (deadlock free); and secondly that all messages will be eventually delivered, regardless of the other traffic in the multiplexer (Iivelock free). The algorithm adopted for the implementation of the deadlockand livelock-free routeing is based on that of Toueg and Unman (1979) , using a forward state cent roller.
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3.2.3
The Packetizer
Messages between the simulation tasks commonly consist of several small pieces of information:
for example, a cell has associated with it not only the time of transmission and the data and header fields but also the time of creation, the size of the data field in use (for efficiency) and an optional series of trace information packets that can be used when debugging the simulator. For an ATM link it is possible to derive a simple formula that describes the number of cells that will be in transit across a link of given length at any one time (the link can be considered as a delay line):
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where L is the length of the link, S is its speed (adjusted to account for overheads such as framing), n is the refractive index of the transmission media (typically, about 1.5 for a glass fibre), 1 is the cell size and c is the speed of light. link: it compares the current simulation time with the time when a message wae last sent to the remote procesĩ f this is less than a propagation delay it simply reschedules itself to a time one propagation delay later than the time at which the last message was sent; otherwise, it must be exactly one propagation delay since a message was last sent, so a NIJLL-meseage is generated to the remote process and the generator reschedules itself one propagation delay later. The process blocker compares the simulation time against the time when a message was last received across a link from the remote process; if thk is less than a propagation delay then it simply reschedules itself for one propagation delay after the time the last message was received; otherwise it blocks the current process until a message is received and then reschedules itself accordingly.
The process blocker appears to the rest of the simulation sa a routine that takes just sufficiently long to execute that the process remains in synchronization with its neighbors; however, while blocking, it consumes no processing time.
THE SIMULATOR RESULTS
The results produced by the simulator consists of sets of statistics for the simulator performance, the traffic patterns and the switching-node activity. as shown in figure 8 : the network consists of four ATM exchanges in a fullyconnected trunk network and eight 'local' exchanges each of which is dual-parented onto two trunk exchanges; each local exchange has two traffic generators. The exchanges were all running the Orwell ring protocol (see section 2). Two sets of results were taken with differing switch capacities and traffic mixes. In both cases the links were running at 150 Mbit/s and the propagation delay was set to 1 x 10-4 s (equivalent to about 20 km of glass fibre, or about 35 cells). The results for the lower traffic loads were taken using 150 MbIt/s Orwell rings for the switches and with a mixture of voice and mobile traffic; the results for the higher loads used purely voice traffic and a ring speed of 600 Mbit/s.
With the smaller capacity switches the maximum link loading was about 15Y0, but was increased to about 50% for the high-capacity rings.
Two single processor simulations were run for each load: one with identical code to the multiprocessor version, the unoptimized version; the other with the redundant multiplexer removed to speed message transfer, the optimized version.
In the following graphs, when the load is shown it is expressed as the average percentage of the capacity of a link. Figure 4 shows the time taken to simulate the two models on twelve processors. The fact that the two curves do not pass through the origin has two causes: the N uLLmessage traffic for low loads and the overhead of simulating the ring slot-rotation action for the Orwell protocol.
That it is the latter that represents the largest factor can be inferred from the fact that the Nul&message traffic generated for each of the two curves is almost identical for a given link loading (see figure 7) ; so if this was the cause the two curves would cut the axis at the same point. Figure 5 shows, for the 600 Mbit/s rings that in comparison with the unoptimized single processor version the speed-up is greater than 9 for all loads simulated, and for link loads greater than 30% it is almost linear.
It can be seen from figure 6 that the speed-up degrades gracefully with increasing NUl&message ratio; but, fortunately, as can be seen from figure 7, the NuL.L-message ratio remains very low for a large range of the load.
