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A FAMILY OF NONLINEAR FOURTH ORDER EQUATIONS
OF GRADIENT FLOW TYPE
DANIEL MATTHES, ROBERT J. MCCANN, AND GIUSEPPE SAVARE´
Abstract. Global existence and long-time behavior of solutions to a family of nonlinear fourth
order evolution equations on Rd are studied. These equations constitute gradient flows for the
perturbed information functionals
Fα,λ(u) =
1
2α
Z
Rd
˛˛
D(uα)
˛˛
2
dx+
λ
2
Z
Rd
|x|2u dx
with respect to the L2-Wasserstein metric. The value of α ranges from α = 1/2, corresponding
to a simplified quantum drift diffusion model, to α = 1, corresponding to a thin film type
equation.
1. Introduction and Main Results
This paper is concerned with non-negative solutions to the following family of nonlinear fourth
order parabolic problems in (0,+∞)×Rd,
∂tu = − div
(
uD
[
uα−1∆uα
])
+ λdiv(xu) = 0,(1.1)
u(0, x) = u0(x) ≥ 0,
∫
Rd
(
1 + |x|2)u0(x) dx < +∞.(1.2)
For the exponent α in (1.1) we consider values 1/2 ≤ α ≤ 1, and we assume λ ≥ 0. This class of
equations has recently been considered by Denzler and McCann, who constructed special solutions
[21]. However, apart from the special cases α = 1/2 and α = 1, which are described in some detail
below, analytical results for general solutions to (1.1) do not seem to have been available until
now. The current paper provides proofs for the existence of weak solutions and their long-time
behavior under mild assumptions on u0.
Solutions to (1.1) can be interpreted as nonlinear (confined) diffusion processes. In fact, our
results show remarkable similarities between (1.1) and the well-studied second-order (non-)linear
Fokker Planck equations [39],
∂tv = Θα∆(v
α+1/2) + Λα,λ div(xv) if α > 1/2,(1.3a)
∂tv =
1
2
∆v + Λ1/2,λ div(xv) if α = 1/2,(1.3b)
with parameters defined by
Θα :=
√
2α
2α+ 1
, Λα,λ :=
√
λ/δα, δα := (2α− 1)d+ 2.(1.4)
The first similarity is that both equations (1.1) and (1.3) admit non-negative global weak solutions
u and v, respectively. The preservation of non-negativity by solutions to (1.1) is a remarkable fact
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in its own right, since maximum principles do not generally apply to fourth order equations.
Moreover, the integral (total mass)
(1.5) m = m(u) :=
∫
Rd
u dx
is preserved in time for both equations. It is no loss of generality to assume unit mass m = 1 in
the following.
Further, as is characteristic for diffusion processes, both solutions u and v dissipate a variety of
entropy functionals, like the perturbed entropy Hα,λ and perturbed information Fα,λ introduced
in (1.8)–(1.9b) below. For λ > 0, this leads to the convergence of u and v to stationary solutions
u∞ and v∞ in the limit t → ∞. The attained profiles u∞ and v∞ are independent of the initial
conditions u0 and v0, respectively.
In fact, the most striking similarity of (1.1) and (1.3), first observed in [21], is that the stationary
solutions u∞ and v∞ are identical. They are Barenblatt profiles or Gaussians, respectively,
bα,λ;m(x) =
(
a− b|x|2)1/(α−1/2)
+
, b =
α− 1/2√
2α
Λα,λ if α > 1/2,(1.6a)
b1/2,λ;m(x) = a exp
(− Λ1/2,λ |x|2) if α = 1/2.(1.6b)
Above, the positive parameter a is chosen to adjust the mass m to unity.
One of the goals of this paper is to provide an explanation of the aforementioned similarities be-
tween the fourth and the second order equations. By exploiting the gradient flow structure of (1.1),
these similarities turn out to reflect a natural correspondence between entropy and information
functionals.
Fourth order equations and gradient flows. The family (1.1) of nonlinear fourth order equa-
tions possesses a gradient flow structure [21]. This fact has been made use of by Giacomelli and
Otto [34] [25] in the case α = 1, and by Gianazza, Savare´ and Toscani [24] in the case α = 1/2,
but it seems not to have been exploited previously for the intermediate range 1/2 < α < 1.
The suitable metric space is that of probability measures onRd, endowed with the L2-Wasserstein
distance. Observe that equation (1.1) is formally equivalent to the canonical form of a Wasserstein
gradient flow [3, Ex. 11.1.2]
(1.7) ∂tu+ div
(
uv
)
= 0, v = −D δFα,λ(u)
δu
,
where Fα,λ is the perturbed information functional defined for smooth positive densities as
Fα,λ(u) :=
1
2α
∫
Rd
∣∣D (uα)∣∣2 dx+ λ
2
∫
Rd
|x|2u dx(1.8)
and δFα,λ/δu denotes its Eulerian first variation,
δFα,λ
δu
= −∇ · (αu2α−2D u) + α(α− 1)u2α−3
∣∣Du∣∣2 + λ
2
|x|2 = −uα−1∆(uα) + λ
2
|x|2.
We remark that the range 1/2 ≤ α ≤ 1 corresponds to the range of convexity of Fα,λ with respect
to linear interpolation of measures. On the other hand, we emphasize that even in this range of
α’s, the functionals Fα,λ are not geodesically convex (= displacement convex); see Carrillo and
Slepcˇev [13]. The latter fact makes it impossible to apply the standard machinery for metric
gradient flows developed e.g. by Ambrosio, Gigli and Savare´ [3] in a straight-forward manner.
The information establishes the link between (1.1) and the second order diffusion equation (1.3).
Namely, consider in addition the perturbed entropy functionals
Hα,λ(u) =
Θα
α− 1/2
( ∫
Rd
uα+1/2 dx−m(u)α+1/2
)
+
Λα,λ
2
∫
Rd
|x|2u dx if α > 1/2,(1.9a)
H1/2,λ(u) =
1
2
(∫
Rd
u logu dx−m(u) log (m(u)))+ Λ1/2,λ
2
∫
Rd
|x|2u dx if α = 1/2,(1.9b)
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which Otto showed generate (1.3) as gradient flow with respect to the L2-Wasserstein-metric [35].
Define the associated entropy production as the time derivative of Hα,λ along any sufficiently
regular solution v(t) to (1.3). The latter amounts to
− d
dt
Hα,λ(v(t)) = Fα,λ(v(t)) − (δα − 2)ΛHα,λ(v(t)).(1.10)
The special form of (1.10), as well as the choice of Λ and δ in (1.4), is related to the rescaling
properties of the unperturbed functionals Fα,0 and Hα,0 with respect to the “mass preserving
dilations”
(1.11) dru(·) := r−du(r−1 ·) r > 0,
which satisfy
(1.12) Fα,0(dru) = r
−δαF (u), Hα,0(dru) = r
(−δα+2)/2Hα,0(u) ∀ r > 0.
The connection between (1.12) and (1.10) are clarified in Remark 2.1.
Relation (1.10) is at the very basis of our investigations of the long-time behavior of solutions
u(t) to (1.1): as Hα,λ is a geodesically Λ-convex functional [32], it generates a Λ-contractive
gradient flow (1.3), as in Ambrosio, Gigli and Savare´ [3], Carrillo McCann and Villani [12], and
Sturm and von Renesse [38] [37], after work of Otto [35]. By means of (1.10), attraction towards
the fixed point is inherited by the gradient flow (1.1), regardless of the fact that its generating
functional Fα,λ is not geodesically convex. The respective proof, in a very general setting, is
contained in section 3.
The limiting cases: DLSS and thin film equation. Another motivation for studying the
family (1.1) originates from the equations obtained for α = 1/2 and α = 1. When α = 1/2 and
λ = 0, the respective entropy (1.9b) turns into (half) the Boltzmann functional,
H1/2,0[u] =
1
2
H(u), H(u) :=
∫
Rd
u log
( u
m(u)
)
dx,(1.13)
and the information coincides with the classical Fisher information,
F1/2,0(u) =
∫
Rd
∣∣D√u∣∣2 dx = 1
4
∫
Rd
|Du|2
u
dx.(1.14)
The minimizers of the associated λ-perturbed functionals are Gaussians (1.6b). For the respective
unperturbed gradient flow, one recovers the Derrida-Lebowitz-Speer-Spohn equation
∂tu+ div
(
uD
∆
√
u√
u
)
= 0.(1.15)
Originally, those four authors derived (1.15) in one spatial dimension on the half-line R+ as a
description for interface fluctuations in the Toom model [22] [23]. Later, this equation was re-
discovered in the mathematical theory of semiconductors. In three spatial dimensions, equation
(1.15) constitutes the low-temperature, field-free limit of a simplified quantum drift diffusion
system for the electron density u; see [31] and references therein. Existence of solutions to the
initial value problem for (1.15) has been studied by Bleher, Lebowitz and Speer [8], Gianazza,
Savare´, and Toscani [24], and Ju¨ngel with Pinnau [31] and with Matthes [29]. While still little
is known about the qualitative properties of general solutions (strict positivity is essentially an
open problem, as is uniqueness), a variety of results on the rates for relaxation to equilibrium are
available [30].
On the other hand, the parameter α = 1 corresponds to
H1,0(u) =
√
2
3
( ∫
Rd
u3/2 dx−m(u)3/2
)
, F1,0(u) =
1
2
∫
Rd
∣∣Du∣∣2 dx,
respectively, and their associated λ-perturbations. Notice that F1,0(u) is the Dirichlet energy of
u. Both H1,0(·) and F1,0(·) are minimized by the Smyth-Hill profiles
b1,λ;m(x) =
λ
8(d+ 2)
(
ρ2 − |x|2)2
+
, ρ > 0 being chosen to adjust the mass m to unity.
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Equation (1.1) turns into the following particular thin film equation,
∂tu+ div
(
uD∆u) = 0.(1.16)
The degenerate parabolic fourth order thin film (or lubrication) equations of the more general
form
∂tu+ div
(
m(u)D∆u) = 0(1.17)
with an increasing, non-negative mobility function m have been extensively studied in the math-
ematical literature since the seminal paper of Bernis and Friedman [6]. The theory of existence
of weak solutions to (1.17) in dimensions d = 1, 2, 3 with physically relevant mobility functions is
quite complete, see Bertsch, Dal Passo, Garcke and Gru¨n [7] and the references there. Proper-
ties of the solution, in particular the rate of convergence to the equilibrium state, the spreading
behavior of the support, and waiting time phenomena have been heavily investigated in a series
of publications; see e.g. [16, 26] and the review by Becker and Gru¨n [5]. However, fundamental
questions — like the rupture of film for specific mobility functions — still remain largely open,
even in one spatial dimension.
The particular equation (1.16), which is (1.17) with the linear mobility function m(ξ) = ξ,
plays a distinct role in the theory, at least in d = 1 spatial dimension. The equation generates the
so-called Hele-Shaw flow, which describes the pinching of thin necks (with thickness u) in a Hele-
Shaw cell. The mathematical literature on problems related to the Hele-Shaw flow is extensive;
an overview over classical results can be obtained e.g. in Myers [33]. Analytical treatment in
the spirit of our investigations is found in Almgren, Bertozzi, and Brenner [1], Otto [34], and
particularly in Carlen and Ulusoy [10] and Carrillo and Toscani [15].
Main results. The results of this paper are twofold. The first concerns the existence of global
weak solutions to the initial value problem (1.1)&(1.2).
In order to formulate the existence theorem, we introduce our notion of weak solution. Observe
that the non-linearity q inside the first divergence operator of (1.1) can be formally rewritten as
(1.18) q = uD
(
uα−1∆uα
)
= D
(
uα∆uα)− uα−1(∆uα)Du = D (uα∆uα)− α−1(∆uα)D uα.
This expression has a (distributional) meaning even if σ = uα ∈W 2,2loc (Rd) only.
Theorem 1.1. Assume that the non-negative initial condition u0 ∈ L1(Rd) satisfies
(1.19)
∫
Rd
|x|2u0(x) dx < +∞, H(u0) =
∫
Rd
u0(x) log
(
u0(x)
)
dx < +∞.
Then there exists a non-negative global solution u ∈ C0([0,+∞);L1(Rd)) with u(0) = u0 and
uα ∈ L2loc([0,+∞);W 2,2(Rd)), satisfying the initial value problem (1.1)&(1.2) in the following
sense
∂tu+ div
(
D
(
uα∆uα)− α−1(∆uα)Duα − λu x
)
= 0,(1.20)
i.e., for every test function ζ ∈ C∞0 ((0,+∞)×Rd) one has
(1.21)
∫ +∞
0
∫
Rd
(− ∂tζ + λx ·D ζ)u dxdt+
∫ +∞
0
∫
Rd
∆uα
(
uα∆ζ + α−1Duα ·D ζ
)
dxdt = 0.
Remark 1.1 (Weaker formulation). An even weaker form of (1.1) exists, which just requires
σ = uα ∈ L1loc((0,+∞);W 1,2(Rd)). Indeed, observe that the vector q defined in (1.18) has
components (repeated indices are summed)
qi = ∂i
(
σ∂2jjσ
)− α−1(∂iσ)∂2jjσ = 12∂i∂2jj(σ2)− ∂i|∂jσ|2 − α−1∂j
(
∂iσ∂jσ) + α
−1(∂2ijσ)∂jσ
=
1
2
∂i∂
2
jj
(
σ2)− (1 − 1
2α
)∂i|∂jσ|2 − 1
α
∂j
(
∂iσ∂jσ).
The respective weaker formulation of (1.20) reads for λ = 0 as
(1.22) ∂tu+
1
2
∆2(σ2)− (1 − 1
2α
) ∆|D σ|2 − 1
α
∑
ij
∂2ij
(
∂iσ∂jσ) = 0, σ = u
α.
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This corresponds to the integral condition
(1.23)
∫ +∞
0
∫
Rd
(− ∂tζ + λx ·D ζ)u dxdt+
∫ +∞
0
Nα(u; D ζ) dt = 0 ∀ ζ ∈ C∞0 ((0,+∞);Rd),
upon defining for u ∈ W 1,1(Rd) with σ = uα ∈ W 1,2(Rd) and ζ = D ζ ∈ C∞0 (Rd;Rd)
(1.24) Nα(u; ζ) := − 1
2α
∫
Rd
(
α Dσ2 ·Ddiv ζ + (2α− 1)|Dσ|2 div ζ + 2D ζDσ ·D σ
)
dx.
It is not difficult to check that (1.24) and (1.21) are equivalent if σ = uα ∈ L1loc((0,+∞);W 2,2(Rd)).
Although the link of (1.1) to (1.22) is less evident than to (1.20), the weaker form (1.22) is well-
suited to our analysis for several reasons: first, (1.22) is the natural variational formulation of the
gradient flow equation that is obtained by the method of Jordan, Kinderlehrer and Otto [27], see
Lemma 2.5; second, the pointwise condition σ = uα ∈ W 1,2(Rd) is satisfied as soon as Fα,λ[u] is
finite; third, strong convergence of σ = uα in L1loc((0,+∞);W 1,2(Rd)) is sufficient to pass to the
limit in the nonlinear operator Nα. In particular, the last point is important for the passage to
the continuous time limit in the minimizing movement scheme introduced in the next paragraph.
The second result concerns the convergence of u in the long-time limit.
Theorem 1.2. If λ > 0 then the weak solutions u to the initial value problem (1.1)&(1.2) con-
structed as the small time-step limit of the minimizing movement variational scheme (1.32) (which
in particular satisfy the properties stated in Theorem 1.1) converge exponentially fast towards the
respective Barenblatt profile bα,λ;m in L
1(Rd),∥∥ u(t)− bα,λ;m∥∥L1(Rd) ≤ C
(
Hα,λ(u0)−Hα,λ(bα,λ;m)
)1/2
e−λt,(1.25)
where the constant C > 0 only depends on α, λ, d,m. Moreover, the entropy and the information
functionals Hα,λ, Fα,λ decay along this solution at an exponential rate,
Hα,λ(u(t))−Hα,λ(bα,λ;m) ≤
(
Hα,λ(u0)−Hα,λ(bα,λ;m)
)
e−2λt,(1.26)
Fα,λ(u(t))− Fα,λ(bα,λ;m) ≤
(
Fα,λ(u0)− Fα,λ(bα,λ;m)
)
e−2λt.(1.27)
We refer to section 5 for more details, and also an improved convergence result in W 1,2(Rd)
for the “thin film” case α = 1.
In the unconfined case λ = 0, there exists no non-trivial stationary solution, because u(t) tends
to zero in L1loc(R
d) as t → ∞. However, we are able to describe the intermediate asymptotics: u
approaches the self-similar spreading Barenblatt profile
(1.28) bα,0;m(t, ·) := R(t)−dbα,1;m(R(t)−1 ·) = dR(t)bα,1;m, R(t) :=
(
1 + (δ + 2)t
)1/(δ+2)
,
in L1(Rd) at an algebraic rate; see Corollary 5.5. Thanks to the scaling invariance (1.12) of equa-
tion (1.1), the latter result can be recovered from (1.25). The corresponding rescaling argument is
by now classical, see e.g. Dolbeault and del Pino [18]. In Section 5.3, we will present a variational
derivation of it, that is entirely based on the invariance property (1.12). In the particular case
α = 1 of the thin film equation, it leads the following result:
Corollary 1.3. Assume α = 1 and λ = 0. Then any weak solution u to the initial value problem
(1.1)&(1.2) constructed as limit of the minimizing movement variational scheme satisfies
(1.29) ‖u(t, ·)− b1,0;m(t, ·)‖L1(Rd) ≤ CR(t)−1, ‖Du(t, ·)−D b1,0;m(t, ·)‖L2(Rd) ≤ C R(t)−2−d/2.
Variants of the estimates in Theorem 1.2 are already known is two special cases. For the
situation α = 1/2 of the Derrida-Lebowitz-Speer-Spohn equation (1.15), results equivalent to
those of Theorem 1.2 have been recently obtained by Gianazza, Savare´ and Toscani [24]. Moreover,
alternative estimates on entropy and information decay are available for the Hele-Shaw flow (1.16)
in dimension d = 1,
∂tu = −
(
uuxxx
)
x
+ (xu)x.(1.30)
In [15], entropy decay for solutions to (1.30) — at the same exponential rate — has been obtained
for strong solutions u. Instead of resorting to the general formalism of Wasserstein gradient
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flows, Carrillo and Toscani rewrite (1.30) in an ingenious way, so that all estimates can be made
completely explicit. As we show in Section 5.4, their appealing formal idea can in fact be extended
to the whole family of equations (1.1) with α > 1/2, and to arbitrary dimensions d ≥ 1.
Finally, we mention that the behavior of the perturbed information
F1,1[u] =
1
2
∫
R
∣∣ux(x)∣∣2 dx+ 1
2
∫
R
x2u(x) dx
along solutions to (1.30) was studied recently. By proving asymptotic equipartition of kinetic
and potential energy, an algebraic decay estimate was derived by Carlen and Ulusoy [10], and
subsequently improved by Carlen [9], leading to the same exponential equilibration behavior that
we find.
The discrete variational scheme. In order to prove Theorem 1.1, we closely follow the strategy
introduced by Jordan, Kinderlehrer and Otto [27] in the framework of the Wasserstein space, and
further developed in the book of Ambrosio, Gigli and Savare´ [3]. After mass renormalization
m = 1, we associate to the time dependent density function u(t) satisfying (1.1) the (absolutely
continuous) probability measures µ(t) := u(t, ·)Ld in Rd. The quadratic moment of µ(t) is finite
for all times t > 0 if it is initially at t = 0. Hence µ attains values in the Wasserstein space P2(R
d),
metrized by the L2-Wasserstein distance W2(·, ·); we recall the relevant definitions in section 2.
A time-discrete approximation of solutions to (1.1)&(1.2) is constructed by application of De
Giorgi’s “minimizing movement” scheme to the information functional Fα,λ[µ] = Fα,λ(u) (defined
on Borel probability measures). We review this scheme below; see section 3.2 for a more detailed
description.
Let a partition Pτ of the time interval [0,+∞) be given,
(1.31) Pτ := {0 = t0τ < t1τ < · · · < tnτ < · · · }, τn := tnτ − tn−1τ , limn→+∞ t
n
τ
=
∑
n
τn = +∞.
Associated to the step sizes τ = (τn)n∈N and the initial measure M
0
τ
= u0L
d ∈ P2(Rd), we
consider the sequence (Mn
τ
)n∈N recursively defined by solving the following variational problem
in P2(R
d):
(1.32) find Mn
τ
∈ P2(Rd) which minimizes the functional M 7→ 1
2τn
W 22 (M
n−1
τ
,M) + Fα,λ[M ].
The measure Mn
τ
∈ P2 at the nth time step — which serves as approximation of µ(tnτ ) = u(tnτ )Ld
— is thus determined as the minimizer of a variational problem involving the Wasserstein distance
and Fα,λ.
Following this scheme, one obtains a family of piecewise constant approximating solutions
Mτ (t) ≡ Mnτ in each interval (tn−1τ , tnτ ], satisfying a suitable discrete version of (1.22). We prove
that in the limit as supn τn ↓ 0, one recovers a weak solution µ = uLd of (1.20). Since the
functional Fα,λ is not displacement convex, we cannot follows the standard procedures developed
in [3]. Strong a priori estimates are needed to pass to the limit and to characterize the equation
satisfied by the limit function.
Discrete dissipation estimates via auxiliary gradient flows. The standard strategy for
deriving these kinds of estimates is to get as much information as possible from the discrete
variational problems (1.32), usually by studying the first variation of the functional to be minimized
under suitable perturbations of the minimizer. The careful choice of such perturbations therefore
plays a crucial role.
In the present paper we propose a general strategy to find a sufficiently wide family of per-
turbations and to obtain corresponding discrete estimates, even in a general metric setting. The
underlying philosophy is simple: we perturb the minimizer Mn
τ
of (1.32) by moving it along the
gradient flows SV generated by other, simpler functionals V defined on P2(R
d). In order to obtain
useful information, V should be κ-displacement convex for some κ ∈ R, so that SV is κ-contracting
and can be characterized by a suitable variational inequality, see Theorem 2.4 and (3.16). Assume
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κ ≥ 0 temporarily, for ease of presentation. Assume further that the dissipation of Fα,λ along the
flow SV,
(1.33) DV Fα,λ[µ] := lim sup
h↓0
Fα,λ[µ]− Fα,λ[SVhµ]
h
,
is non-negative, possibly up to lower order terms. Then, the discrete solution Mnτ satisfies the a
priori bound
(1.34) V[Mn
τ
] + τnD
V
Fα,λ[M
n
τ
] ≤ V[Mn−1
τ
] or, equivalently,
V[Mn−1
τ
]− V[Mn
τ
]
τn
≥ DV Fα,λ.
See Theorem 3.2 for the complete statement, with κ ∈ R. We shall refer to inequality (1.34) —
or rather to its generalized form (3.22) — as the “flow interchange estimate” for the following
reason. The rate of dissipation τ−1
(
V[Mn−1τ ] − V[Mnτ ]
)
of the functional V along the “discrete
flow” generated by Fα,λ through the minimizing movement scheme (1.32) is bounded from below
by the rate of dissipation DV Fα,λ of Fα,λ along the continuous flow generated by V. It has the
advantage of converting the differential estimate of Fα,λ along a known evolution (1.33) into a
discrete estimate for the approximation scheme of the flow for (1.1).
In the present paper we will repeatedly apply this principle with various choices of V:
1. In Section 2.4 and Lemma 4.2: V[µ] =
∫
Rd
ζ dµ, for ζ ∈ C∞0 (Rd), generating the flow associated
to the linear transport equation
(1.35) ∂tv − div(vD ζ) = 0.
This first step (which goes back to the original ideas of [27]) shows that Mnτ is a weak solution
of a discrete version of (1.22).
2. In Lemma 2.6 and equation (4.9): V[µ] = m2[µ] :=
∫
Rd
|x|2 dµ, corresponding to the dilation
equation
(1.36) ∂tv − div(vx) = 0, SVt v(x) = edtv(etx) = de−tv (x).
It provides a control on the quadratic moments of the solution in terms of the behavior of Fα,λ
with respect to the dilations group SVt , see (1.12).
3. In Theorem 4.3: V[µ] = H[µ], the logarithmic entropy functional from (1.13), generating the
heat flow
(1.37) ∂tv −∆v = 0.
It provides the discrete prototype of the following a priori estimate for solutions u to (1.1),
(1.38) H(u(T, ·)) + c0
∫ T
0
∫
Rd
|D2 σ(t, x)|2 dxdt ≤ H(u0) ∀T > 0; c0 := 4d− 1
αd(d+ 2)
.
This estimate is crucial for the passage to the limit in the nonlinear discrete equation. With a
different technique, an analogous idea has been exploited in [24]. In order to capture the full
power of the estimate hidden in the term DV Fα,λ, which controls the second derivatives of u
α,
we will use in a very careful way the integration by parts rule proved by Gianazza, Savare´ and
Toscani [24] and by Ju¨ngel and Matthes [29] (see also [28] for the development of an algebraic
technique for dealing with such formulas).
4. In Theorem 5.1: V[µ] = Hα,λ[µ], the power entropy (1.9a), generating the porous medium flow
(1.3a). It provides all the asymptotic estimates on the exponential decay of Hα,λ and Fα,λ
of Theorem 1.2. This result is actually more subtle, since it also uses the particular relation
(1.10) between information function Fα,λ and the associated entropy Hα,λ.
Open problems. The restriction to the range 1/2 ≤ α ≤ 1 — although natural for several
reasons — is seemingly non-optimal with respect to where existence and equilibration results can
be proven. The authors suspect that all of the aforementioned results extend mutatis mutandis
at least to
(d− 1)2
2d2 + 1
< α <
3
2
.(1.39)
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The reason is that on this wider range an a priori estimate of the type (4.11) continues to hold
for sufficiently regular solutions.
Still, even the wider range (1.39) constitutes a rather unexpected restriction. In view of the
properties of the intimately connected slow and fast diffusion flows, the natural lower limit for α
should be α = 1/2− 1/d (which is when the entropy Hα,λ loses geodesical convexity), while there
should not exist any upper limit at all.
Plan of the paper. In Section 2 below we collect some essential facts on the L2-Wasserstein-
metric, its link with the entropy functionals (1.9a,b) and their gradient flows, and the related
properties of the information functional (1.8).
As explained in the previous paragraph, Section 3 is devoted to the core ideas of obtaining
dissipation estimates by using auxiliary gradient flows; its first part presents the basic heuristics,
deriving the estimates in the elementary case of smooth flows in the Euclidean space Rm. The
general abstract results in metric spaces are developed in 3.2.
The proof of the existence result Theorem 1.1, based on the convergence of the minimizing
movement scheme (1.32), is carried out in Section 4. Besides the general ideas we have just tried
to explain, the crucial estimate and many technical steps are contained in Lemma 4.4.
The large-time asymptotic estimates from Theorem 1.2 are derived in Section 5, as a direct
application of the results of Section 3. Section 5.4 and 5.3 might be of independent interest. In
the first, a formal argument for estimate (1.25) is presented, inspired by Carrillo and Toscani’s
approach to the special case α = d = 1 [15]. In the second, the intermediate asymptotics of
the unconfined gradient flow, i.e. equation (1.1) with λ = 0, are investigated. The crucial tool
is a rescaling property for the discrete solutions of the minimizing movement scheme (1.32) for
functionals satisfying (1.12) under the action of the dilation group dr.
2. Preliminaries
The framework of the proofs will be that of measures on Rd and the L2-Wasserstein distance.
For simplicity of notation, we restrict to probability measures from now on. Due to the scaling
invariance of (1.1), it costs little generality to consider only probability densities as solutions, i.e.
solutions of unit mass. In fact, if u(t, x) is any solution to (1.1) of mass m > 0 in dimension d ≥ 1,
then the rescaled function
u˜(t, ·) := m−1Qd u(t, Q ·) = m−1dQ−1u(t, ·), with Q := m(2α−1)/4+(2α−1)d,
is another solution to (1.1), and is of unit mass.
2.1. Wasserstein distance. Denote by P(Rd) (resp. P2(R
d)) the space of the Borel probability
measures on Rd (resp. with finite second moment m2[µ] =
∫
Rd
|x|2 dµ); further, Pr(Rd) (resp.
Pr2(R
d)) is the subset of all the measures which are absolutely continuous with respect to the
d-dimensional Lebesgue measure Ld. Convergence in P(Rd) refers to the weak convergence of
measures,
µn → µ∞ in P(Rd) iff
∫
X
φdµn →
∫
X
φdµ for all φ ∈ C0b (Rd).(2.1)
Given a measure µ ∈ P(Rd), its push-forward r#µ ∈ P(X) under a Borel map r : Rd → Rd is
defined by
r#µ(A) = µ
(
r−1(A)
)
,
for all Borel sets A ⊂ X . When µ = uLd is absolutely continuous with respect to the Lebesgue
measure Ld and r is an injective differentiable map with non singular differential Ld-a.e., then
µ˜ = r#µ ≪ Ld is concentrated on r(Rd) and its density u˜ = dµ˜/dLd can be expressed through
the formula
u˜(y) =
u∣∣detD r∣∣ ◦ r−1(y) for Ld-a.e. y ∈ r(Rd).(2.2)
Notice that the particular choice of the dilation map r(x) = rx, r > 0, corresponds to (1.11), i.e.
r#µ = (r id)#µ = (dru)L
d.
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For measures µ0, µ1 ∈ P2(Rd), denote by W2(µ0, µ1) their L2-Wasserstein distance
W 22 (µ0, µ1) = min
γ∈Γ(µ0,µ1)
∫
Rd×Rd
|x− y|2 dγ(x, y),(2.3)
where Γ(µ0, µ1) is the set of all couplings between µ0 and µ1, i.e. all probability measures γ on
Rd ×Rd whose marginals are µ0 and µ1 respectively. We collect in the following Theorem some
useful properties of the Wasserstein distance, whose proof can be found, e.g., in Villani’s book [40].
Theorem 2.1. (P2(R
d),W2) is a complete metric space and a sequence µn ∈ P2(Rd) converges
to µ ∈ P2(Rd) if and only if it converges (2.1) in P(Rd) and m2[µn] → m2[µ]. W2 is lower
semicontinuous in each argument with respect to convergence in P(Rd), and it is convex in each
argument, i.e. for µ¯, µ0, µ1 ∈ P2(Rd) and θ ∈ [0, 1], one has
W2
(
µ¯, (1− θ)µ0 + θµ1
) ≤ (1− θ)W2(µ¯, µ0) + θW2(µ¯, µ1).
If µ0 is absolutely continuous with respect L
d, then the minimum in (2.3) is achieved by a unique
coupling γopt which is induced by a transport map t = t
µ1
µ0 : R
d → Rd, i.e. γopt = (id, t)#µ0,
µ1 = t#µ0, and
(2.4) W 22 (µ0, µ1) =
∫
Rd
|t(x) − x|2 dµ0(x).
In this case the curve µϑ :=
(
(1 − ϑ) id+ϑ t)
#
µ0 for ϑ ∈ [0, 1] provides a (constant speed, mini-
mizing) geodesic connecting µ0 and µ1, i.e. satisfying
(2.5) W2(µϑ0 , µϑ1) = |ϑ0 − ϑ1|W2(µ0, µ1) for all ϑ0, ϑ1 ∈ [0, 1].
Following McCann [32], a functional U : P2(R
d)→ (−∞,+∞] with proper domain Dom(U) ⊂
Pr2(R
d) is called displacement κ-convex (or geodesically κ-convex ) if
(2.6) U(µϑ) ≤ (1 − ϑ)U(µ0) + ϑU(µ1)− κ
2
(1− ϑ)ϑW 22 (µ0, µ1) ∀ϑ ∈ [0, 1], µ0, µ1 ∈ Dom(U),
where µϑ is a geodesic connecting µ0, µ1 as in (2.5).
2.2. Integral functionals in P2(R
d). Since the natural framework will be the space P2(R
d) of
probability measures, we will use calligraphic letters H, F, to denote the natural extension of the
entropy H and the information functional F to P2(R
d), with the convention that they take the
value +∞ when are evaluated on a measure µ 6∈ Pr2(Rd).
For every measure µ = uLd ∈ Pr2(Rd) we thus set
Fα,λ[µ] := Fα,λ(u) =
1
2α
∫
Rd
∣∣D(uα)∣∣2 dx+ λ
2
∫
Rd
|x|2u(x) dx, provided uα ∈W 1,2(Rd),(2.7)
otherwise Fα,λ[µ] = +∞. Likewise, the associated entropy functional is given by (recalling our
convention that m(u) = 1)
Hα,λ[µ] := Hα,λ(u) =
Θα
α− 1/2
( ∫
Rd
uα+1/2 dx− 1
)
+
Λα,λ
2
∫
Rd
|x|2u dx if α > 1/2,(2.8)
H1/2,λ[µ] := H1/2,λ(u) = Θ1/2
∫
Rd
u log u dx+
Λ1/2,λ
2
∫
Rd
|x|2u dx,(2.9)
provided uα+1/2 ∈ L1(Rd), or u logu ∈ L1(Rd), respectively, and Hα,λ[µ] = +∞ otherwise.
Notice thatH1/2,0 coincides with the usual logarithmic entropy functional
1
2H associated to (1.13).
Our choice Λα,λ = λ
1/2
(
(2α− 1)d+ 2)−1/2 ≥ 0 is motivated by Corollary 2.3 and Remark 2.1.
Some preliminary properties of the information functional Fα,λ are collected below. Since
µ ∈ P2(Rd) and Fα,λ[µ] = Fα,0[µ] + λ2m2[µ], many properties of Fα,λ can be reduced to the
corresponding ones of Fα,0.
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Lemma 2.2 (Properties of the perturbed information functionals). For every α ∈ [1/2, 1] and
λ ≥ 0 the functional Fα,λ is lower semicontinuous with respect to convergence in P(Rd), and
for every sequence µn = σ
1/α
n L
d with σn ∈ W 1,2(Rd), weakly converging to µ on P(Rd) with
supn Fα,0[µn] < +∞, one has
(2.10) µ = σ1/αLd, σ ∈W 1,2(Rd), σn → σ strongly in L2(Rd) and weakly in W 1,2(Rd).
Fα,λ is convex
1 (strictly, if α > 1/2), i.e. for µ0, µ1 ∈ P2(Rd) and θ ∈ (0, 1), one has
Fα,λ
[
(1− θ)µ0 + θµ1
] ≤ (1− θ)Fα,λ[µ0] + θFα,λ[µ1],
with equality only if µ0 = µ1, or if α = 1/2. Moreover, Fα,λ[µ] is finite if and only if one of the
following two (equivalent) conditions holds:
(1) µ = vLd with v ∈ W 1,1loc (Rd) and vα−1|D v| ∈ L2(Rd);
(2) µ = vLd and vα+1/2 ∈ W 1,1loc (Rd) and v−1/2|D vα+1/2| ∈ L2(Rd).
If this is the case, then v ∈ W 1,p(Rd) for p = 2/(3 − 2α), vα+1/2 ∈ W 1,1(Rd), and F admits the
equivalent representations
(2.11) Fα,0[µ] =
1
2α
∫
Rd
|D vα|2 dx = α
2
∫
{v>0}
v2(α−1)|D v|2 dx = Θ2α
∫
{v>0}
v−1|D vα+1/2|2 dx.
Proof. We start by proving lower semicontinuity of Fα,0. Let a sequence µn = σ
1/α
n L
d of measures
in P(Rd) with limit µ have σn ∈ W 1,2(Rd) and supn Fα,λ[µn] < +∞. By Rellich’s compactness
theorem, there exists a subsequence (still denoted by µn) with σn strongly converging in L
2
loc(R
d)
to σ ∈ Lα(Rd) as n→ +∞. It follows that µ = σ1/αLd, and
lim inf
n→+∞
∫
Rd
|Dσn|2 dx ≥
∫
Rd
|Dσ|2 dx.
Lower semicontinuity of the perturbed functional Fα,λ (with λ ≥ 0) follows from the lower semi-
continuity of the second moment m2[·].
It follows further that the sequence σn above converges strongly to σ in L
1/α(Rd), since∫
Rd
σ
1/α
n dx = 1. As 1/α ≤ 2, and σn is bounded in L2∗(Rd), with 2∗ = 2d/(d − 2) > 2, the
Sobolev embedding theorem implies strong convergence of σn to σ in L
2(Rd).
In order to prove the second part of the statement and (2.11), observe that for σ = vα ∈
W 1,2(Rd) it is easily checked that both v = σ1/α and vα+1/2 = σ1+1/2α belong to W 1,1loc (R
d), and
that (1)–(2) are satisfied.
Conversely, if 0 < ε ≤ v(x) ≤ ε−1 Ld-a.e. in Rd, then the three conditions v ∈ W 1,1loc (Rd),
vα+1/2 ∈W 1,1loc (Rd), and v1/α ∈W 1,1loc (Rd) are equivalent, and any of them implies
D vα = αvα−1D v =
α
α+ 1/2
v−1/2D vα+1/2,
showing (2.11) in this case. By a standard truncation and approximation argument, this property
extends to the general situation.
Concerning the integrability of D v, we apply Ho¨lder’s inequality to the product D v = (vα−1D v)v1−α,∫
Rd
|D v|p dx ≤
(∫
Rd
(vα−1D v)2 dx
) p
2
( ∫
Rd
v dx
) 2−p
2
.
Next, we observe that vα−1D v ∈ L2(Rd) when Fα,λ[v] is finite, and trivially v ∈ L1(Rd). From
here, the Sobolev embedding theorem implies that v ∈ Lp(Rd). An analogous argument, based on
the splitting D vα+1/2 = v1/2
(
v−1/2D vα+1/2
)
with v1/2 ∈ L2(Rd) and v−1/2|D vα+1/2| ∈ L2(Rd),
shows that vα+1/2 ∈ W 1,1(Rd).
It remains to prove convexity of Fα,0. To this end, observe that the function
(x,y) ∈ R+ ×Rd 7→ xr|y|2
1We recall that Fα,λ is not geodesically convex.
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is jointly convex iff r = 2(α−1) ∈ [−1, 0]; this convexity is inherited by Fα,0, thanks to the second
representation in (2.11). In fact, the map above possesses a positive definite Hessian, and hence is
strictly convex, for −1 < r < 0, corresponding to 1/2 < α < 1. In the borderline case α = 1, the
strict convexity of
∫ |D v|2 dx is obvious. The situation α = 1/2 has been discussed by Gianazza,
Savare´ and Toscani [24]. Finally, Fα,λ differs from Fα,0 only by
λ
2m2[·], which is convex itself. 
We recall that the Wasserstein slope of a functional G : P2(R
d)→ (−∞,+∞] is defined (as in
any metric space) by the formula
(2.12) |∂G|(µ) := lim sup
ν→µ
(
G[µ]− G[ν])+
W2(µ, ν)
∀µ ∈ Dom(G).
Corollary 2.3 (Fundamental entropy–information relation). For every µ ∈ P2(Rd) with Hα,0[µ] <
+∞ we have
(2.13) Fα,0[µ] =
∣∣∂Hα,0∣∣2(µ).
Moreover, for every λ ≥ 0
(2.14) Fα,λ[µ] =
∣∣∂Hα,λ∣∣2(µ) + (δα − 2)Λα,λHα,λ[µ].
Proof. By [3, Theorem 10.4.6] the slope |∂Hα,λ|(µ) is finite if and only if µ = vLd with vα+1/2 ∈
W 1,1(Rd) and there exists a ξ ∈ L2(µ;Rd) such that
(2.15) vξ = ΘαD v
α+1/2; in this case |∂Hα,λ|2(µ) =
∫
Rd
|ξ + Λx|2 dµ.
In the unperturbed case λ = Λ = 0, relation (2.13) follows from the third representation of Fα,0
given in (2.11). In the general case, since ξ = Θαv
−1/2D vα+1/2 with
∫
Rd
|ξ|2v dx = Fα,0[µ] < +∞
and δα − 2 = (2α− 1)d, we obtain
∣∣∂Hα,λ∣∣2(µ) =
∫
v>0
|ξ + Λx|2v dx =
∫
Rd
|ξ|2v dx+ 2ΛΘα
∫
Rd
x ·D vα+1/2 dx+ Λ2m2[µ]
= Fα,0[µ]− 2ΛdΘα
∫
Rd
vα+1/2 dx+ Λ2m2[µ]
= Fα,0[µ]− Λ(δα − 2)Hα,λ[µ] + 1
2
Λ2δαm2[µ]
= Fα,λ[µ]− Λ(δα − 2)Hα,λ[µ],
where we applied the relation Λ2 = λ/δα and the integration by parts formula
(2.16)
∫
Rd
x ·D g(x) dx = −d
∫
Rd
g(x) dx to g = vα+1/2 ∈W 1,1(Rd).
Remark 2.1. The specific choice of Λ in (2.14) is probably best understood from an alternative
derivation of (2.14), which only uses relation (2.13) and the scaling invariance (1.12). To avoid
technical details, we shall sketch this argument in an analogous finite-dimensional framework.
Consider a smooth function V0 : R
m → R which is positively homogeneous of degree −δ/2 + 1.
Hence, its squared gradient U0(x) = |∇V0(x)|2 is homogeneous of degree −δ (homogeneity in the
euclidean setting corresponds to the scaling invariance (1.12) in the Wasserstein space). Setting
VΛ(x) = V0(x) +
1
2Λ|x|2, and observing that ∇V0(x) · x = (−δ/2 + 1)V0(x) by homogeneity, one
finds
|∇VΛ(x)|2 = |∇V0(x) + Λx|2 = |∇V0(x)|2 + Λ2|x|2 + 2Λ∇V0(x) · x
= U0(x) + Λ
2|x|2 − Λ(δ − 2)V0(x) = U0(x) + 1
2
Λ2δ|x|2 − Λ(δ − 2)VΛ(x).
Therefore, with λ := Λ2δ and Uλ(x) := U0(x) +
1
2λ|x|2, one arrives at the analogue of (2.14),
Uλ(x) = |∇VΛ(x)|2 + Λ(δ − 2)VΛ(x).
12 DANIEL MATTHES, ROBERT J. MCCANN, AND GIUSEPPE SAVARE´
2.3. A metric characterization of the Heat/Porous medium flow. For later reference, we
recall the “Wasserstein characterization” of the heat/porous medium equation, and its relationship
to displacement convexity of the functionals Hα,λ.
The following theorem summarizes some of the results from McCann [32], Otto [35], Ambrosio,
Gigli, and Savare´ [2]; see also Carrillo, McCann, and Villani [12] and Sturm [37]. For notational
convenience, we introduce the right time derivative
(2.17)
d+
dt
ζ(t) = lim sup
h↓0
ζ(t+ h)− ζ(t)
h
for real functions ζ : [0,+∞)→ R.
Theorem 2.4. The functional Hα,λ is displacement Λ-convex, in the sense of (2.6). It generates
a Λ-flow in P2(R
d): for a given initial condition µ0 = u0L
d ∈ Dom(Hα,λ) ⊂ Pr2(Rd), there exists a
unique, locally Lipschitz curve µ : (0,+∞)→ P2(Rd) with µt = utLd ∈ Dom(Fα,λ) ⊂ Dom(Hα,λ)
for every t > 0, which satisfies
(2.18)
1
2
d+
dt
W 22 (µt, ν) +
Λ
2
W 22 (µt, ν) +Hα,λ[µt] ≤ Hα,λ[ν] ∀ ν ∈ Dom(Hα,λ), t ≥ 0,
and attains the initial condition, limt↓0 µt = µ0 in P2(R
d). The associated densities ut constitute
a weak solution of the porous medium equation
∂tut −Θ∆uα+1/2t + Λdiv(xut) =0 in (0,+∞)×Rd,
with the values for Θ = Θα > 0 and Λ = Λα,λ ≥ 0 given in (1.4).
Remark 2.2. The case α = 1/2 and λ = 0 of the previous Theorem concerns the relative entropy
functional
(2.19) H[µ] = 2H1/2,0[µ] := H(u) =
∫
Rd
u log u dx, µ = uLd ∈ Pr2(Rd).
Up to a factor two, the Wasserstein gradient flow µt = utL
d of H = 2H1/2,0 corresponds to the
heat equation
(2.20) ∂tu−∆u = 0 in (0,+∞)×Rd,
whose solution can be expressed by convolution with the initial condition,
(2.21) ut(x) =
1
(4pit)d/2
∫
Rd
exp(−|x− y|2/4t) dµ0(y).
In particular, u ∈ C∞((0,+∞)×Rd), and it is strictly positive.
2.4. First variation in the Wasserstein space. As we are concerned with the gradient flow
of Fα,λ, we need to calculate its first variation in the L
2-Wasserstein-metric. Here, we resort to
a very direct approach to calculate the latter, which was introduced by Jordan, Kinderlehrer and
Otto [27]. The following notation is needed. For any smooth, compactly supported vector field ζ
on Rd, there exists an associated smooth flow map Xs : Rd → Rd, satisfying
(2.22)
d
ds
Xs(x) = ζ ◦Xs(x), X0(x) = x,
for all x ∈ Rd and all s ∈ R.
Lemma 2.5. Let a vector field ζ ∈ C∞0 (Rd) and a measure µ = uLd ∈ Pr2(Rd) with Fα,λ[µ] <∞
be given. Then the map s 7→ Fα,λ[Xs#µ] is differentiable at s = 0, and
d
ds
∣∣
s=0
Fα,λ[X
s
#µ] = Nα,λ[µ; ζ] = Nα[µ; ζ] + λ
∫
Rd
x · ζ(x) dµ(x),(2.23)
where the nonlinear operator Nα is defined in terms of σ := u
α as
(2.24) Nα[µ; ζ] = − 1
2α
∫
Rd
(
αD(div ζ) ·Dσ2 + 2D ζDσ ·Dσ + (2α− 1)(div ζ)|Dσ|2
)
dx.
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Remark 2.3 (First variation and weak formulation). Notice that the functional Nα[µ; ζ] corre-
sponds to the expression Nα(u; ζ) related to the weak formulation of (1.1) we discussed in Remark
1.1: in fact
(2.25) Nα[µ; ζ] = Nα(u; ζ) if µ = uL
d ∈ Pr(Rd).
Proof. It is sufficient to discuss the case λ = 0. The evaluation of the first variation for the linear
contribution can be found in e.g. [27].
Introduce the pushed-forward measure and its density,
µs =
(
Xs
)
#
µ, us =
dµs
dLd
,
and write σs = u
α
s . Moreover, for y ∈ Rd, define the volume distortion Vs(y) = det
(
DXs(y)
)
> 0.
According to formula (2.2),
us
(
Xs(y)
)
= u(y) · (Vs(y))−1, σs(Xs(y)) = σ(y) · (Vs(y))−α.(2.26)
Changing variables x = Xs(y) under the integral, we obtain
Fα,0[µs] =
1
2α
∫
Rd
∣∣Dx σs(x)∣∣2 dx = 1
2α
∫
Rd
∣∣(Dx σs) ◦Xs(y)∣∣2 Vs(y) dy.
Taking into account that X0 is the identity, it follows
d
ds
∣∣
s=0
Fα,0[µs] =
1
α
∫
Rd
Dx σ(y) · d
ds
∣∣
s=0
[(
Dx σs
) ◦Xs(y)Vs(y)1/2
]
dy.(2.27)
Differentiation of σs in (2.26) with respect to y gives(
Dx σs
) ◦ (Xs(y)) ·DyXs(y) = Dy σ(y)Vs(y)−α − ασ(y)Vs(y)−(α+1) ·Dy Vs(y).(2.28)
By multiplying both sides by the factor Vs(y)
1/2 and from the right by the matrix inverse of
DyX
s(y), one obtains a representation for the expression in the square brackets in (2.27),
(
Dx σs
) ◦ (Xs(y))Vs(y)1/2 = Vs(y)−(α−1/2)(Dy σ(y)− ασ(y)Dy(logVs(y))) · (DyXs(y))−1.
(2.29)
In order to evaluate the s-derivative of the right-hand side at s = 0, we make use of the following
elementary identities:
V0(y) = 1,
d
ds
∣∣
s=0
Vs(y) = div ζ(y),
d
ds
∣∣
s=0
(
DyX
s(y)
)−1
= −Dy ζ(y).(2.30)
The first identity is immediate. The second follows from the well-known relation between de-
terminant and trace, det(1 + sA) = 1 + s trA + o(s) for arbitrary square matrices A as s → 0.
The last identity is a consequence of the differentiation rule for inverse matrices, d(A−1)/ds =
−A−1 · (dA/ds) ·A−1. Applying (2.30) to the time-derivative of equation (2.29), one obtains
d
ds
∣∣
s=0
[
Dx σs
(
Xs(y)
)
Vs(y)
1/2
]
= −(α− 1/2)divyζ(y) Dy σ(y) − ασ(y) Dy divyζ(y)−Dy σ(y) ·Dy ζ(y).
Inserting this into the right-hand side of (2.27) yields the desired result (2.23). 
Another variation of Fα,λ of subsequent relevance is the one along the dilation group X
s(x) =
e−sx. A direct computation yields
Lemma 2.6. The derivative of Fα,λ along the dilation group X
s(x) = e−sx is given by
d
ds
∣∣
s=0
Fα,0[X
s
#µ] = δαFα,0[µ],
d
ds
∣∣
s=0
Fα,λ[X
s
#µ] = δαFα,0 − λm2[µ],(2.31)
where δα := (2α− 1)d+ 2 is the coefficient introduced in (1.4).
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Proof. If µ = uLd with σ = uα ∈ W 1,2(Rd) then, recalling (2.2), Xs#µ = usLd with us and
σs = u
α
s satisfying
us(x) = e
d su(esx), σs(x) = e
αd sσ(esx), Dσs(x) = e
(αd+1)sDσ(esx),
so that a simple computation yields
(2.32) Fα,0[X
s
#µ] = e
δαsFα,0[µ], m2[X
s
#µ] = e
−2s
m2[µ].
Differentiating (2.32) we obtain (2.31). 
Notice that (2.31) is consistent with (2.23), applied to ζ(x) = −x = −D(|x|2/2), which gen-
erates the dilation flow Xs. Although ζ is not compactly supported, Lemma 2.6 above can be
derived from Lemma 2.5 by an approximation argument. Fix a smooth real function ζ such that
ζ(r) ≡ 1 if r ≤ 1 and ζ(r) ≡ 0 if r ≥ 2 and we take a family of smooth functions
(2.33) ζR(x) := −1
2
|x|2ζ(|x|/R), ζR(x) = D ζR(x) = −ζ¯(|x|/R)x where ζ¯(r) = ζ(r)+
1
2
rζ′(r),
so that
(2.34) −ζR(x) ↑ 1
2
|x|2, ζR(x)→ −x as R ↑ +∞ ∀x ∈ Rd.
It is not difficult to check that
(2.35) lim
R↑+∞
Nα[µ; ζR] =
δα
2α
∫
Rd
|Dσ|2 dx = δαFα,0[µ].
3. Auxiliary estimates for metric gradient flows
This section contains two essential estimates. The first inequality (3.22), which we will refer to
as “flow interchange estimate”, gives a precise meaning to the following observation: the dissipation
of one functional along the gradient flow of another functional equals the dissipation of the second
functional along the gradient flow of the first. This estimate will be applied repeatedly in the
next section. The second inequality (3.25) provides an equilibration rate for a gradient flow whose
potential is the dissipation of another functional along its own gradient flow. Notice that, in view
of Corollary 2.3, the information Fα,λ and the entropy Hα,λ are connected exactly in this way.
3.1. Estimates in the smooth finite dimensional case. In order to clarify the main ideas,
we shall first derive analogous estimates in a smooth, finite dimensional setting. Suppose that
U,V : Rm → R are smooth functions and let us consider the associated gradient flows SU, SV :
[0,+∞)×Rm → Rm. For every u, v ∈ Rm the curves ut = SUt (u), vt := SVt (v) are defined as the
solutions of the ordinary differential equations
(3.1) u′t = −∇U(ut), v′t = −∇V(vt) with initial condition u0 = u, v0 = v.
It is a trivial calculation to check that V is decaying along SU at precisely the same rate that U
is decaying along SV. A quantitative estimate can be obtained in terms of the rate of dissipation
of U along SV:
(3.2) DVU[v] := − d
dt
U(SVt (v))|t=0.
Lemma 3.1. The solution ut = S
U
t (u) of the U-gradient flow satisfies
(3.3)
d
dt
V(ut) + D
VU[ut] = 0.
Suppose moreover that V is κ-convex, D2V ≥ κ I, with some constant κ > 0, and that U can be
written as
(3.4) U(u) = |∇V(u)|2 + 2(θ − κ)V(u)
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with some θ > 0. Then ut converges to the unique minimum point umin of V (and U) as t ↑ +∞
with explicit exponential rates,
κ
2
|ut − umin|2 ≤ V(ut)− V(umin) ≤
(
V(u0)− V(umin)
)
exp(−4κθ t),(3.5)
U(ut)− U(umin) ≤
(
U(u0)− U(umin)
)
exp
(− 4(κ ∧ θ)θ t).(3.6)
Proof. (3.3) follows immediately by the identity
DVU[ut] = 〈∇U(ut),∇V(ut)〉 = lim
h↓0
h−1
(
V(ut)− V(SUh (ut))
)
(3.7)
= lim
h↓0
h−1
(
V(ut)− V(ut+h)
)
= − d
dt
V(ut).(3.8)
Now assume that V is κ-convex, and U is given by (3.4). The uniform convexity of V entails the
existence of a unique minimizer umin satisfying
(3.9)
κ
2
|u− umin|2 ≤ V(u)− V(umin) ≤ 1
2κ
|DV(u)|2 for all u ∈ Rm.
Thanks to (3.4), and since θ > 0, umin is also the unique minimizer of U. A direct computation
shows
−DVU(u) = 2〈D2V(u)DV(u) + (θ − κ)DV(u),DV(u)〉 ≥ 2θ|DV(u)|2 ≥ 4κθ(V(u)− V(umin)).
An application of Gronwall’s estimate to (3.8) yields (3.5). In order to show the second estimate
(3.6), define
Ψ(u) := |DV(u)|2, DΨ(u) = 2D2V(u)DV(u).
Since U satisfies (3.4), it follows that
− d
dt
U(ut) = |DU(ut)|2 = |DΨ(ut)− 2κDV(ut) + 2θDV(ut)|2
= |DΨ(ut)− 2κDV(ut)|2 + 4θ 〈DΨ(ut)− 2κDV(ut),DV(ut)〉+ 4θ2|DV(ut)|2 ≥ 4θ2Ψ(ut),
where we have used that
〈DΨ(ut)− 2κDV(ut),DV(ut)〉 = 2〈D2V(ut)DV(ut),DV(ut)〉 − 2κ|DV(ut)|2 ≥ 0.
Since, moreover,
(3.10) U(u)−U(umin) = Ψ(u)+2(θ−κ)
(
V(u)−V(umin)
) ≤ (1+κ−1(θ−κ)+)Ψ(u) = θ ∨ κ
κ
Ψ(u),
we eventually obtain
(3.11) − d
dt
(
U(ut)− U(umin)
) ≥ 4θ2κ
θ ∨ κ
(
U(ut)− U(umin)
)
= 4θ(κ ∧ θ)(U(ut)− U(umin)).
Remark 3.1. Estimate (3.5) is sharp: one can simply take m = 1 and V(u) := κ2u
2, so that
U(u) = κθu2 and ut = u0 exp(−2κθ t). The same example shows that also (3.6) is sharp, at least
in the case θ ≥ κ.
3.2. Gradient flows in metric spaces. We shall now extend the estimates of the previous
section to functionals U,V and their gradient flows defined in a complete metric space (X, d).
Since the previous calculations heavily rely on the use of gradients and scalar products, it is not
immediate how to generalize the results in the absence of a linear structure.
κ-convexity and κ-flows. Let V : X → (−∞,+∞] be a proper and lower semicontinuous
functional, with proper domain Dom(V) = {x ∈ X : V(x) < +∞}. We will work under the
additional assumption that V is geodesically κ-convex: every u0, u1 ∈ Dom(V) can be connected
by a (minimal, constant speed) geodesic ϑ ∈ [0, 1] 7→ uϑ ∈ Dom(V) such that
(3.12) d(uϑ, uη) ≤ |ϑ− η|d(u0, u1), V(uϑ) ≤ (1 − ϑ)V(u0) + ϑV(u1)− κ
2
ϑ(1− ϑ)d2(u0, u1)
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for every θ, η ∈ [0, 1]. Geodesic convexity with κ > 0 implies the existence of a unique minimizer
umin for V. In fact, recall the definition of the slope from (2.12),
(3.13) |∂V|(u) := lim sup
v→u
(
V(u)− V(v))+
d(u, v)
.
Then umin satisfies
(3.14)
κ
2
d2(u, umin) ≤ V(u)− V(umin) ≤ 1
2κ
|∂V|2(u).
A gradient flow of V, which is referred to as a κ-flow, is a continuous semigroup SV ∈ C0(Dom(V); Dom(V)),
i.e.,
(3.15) SVh (S
V
t (u)) = S
V
t+h(u), lim
h↓0
S
V
h (u) = u for all u ∈ Dom(V), t ≥ 0,
which satisfies the evolution variational inequality
(3.16)
1
2
d+
dt
d2(SVt (u), v) +
κ
2
d2(SVt (u), v) + V(S
V
t (u)) ≤ V(v) for all u, v ∈ Dom(V), t ≥ 0.
Equivalently, the κ-flow of V is characterized in Ambrosio and Savare´ [2, Thm. 5.7] by
(3.17) |∂V|2(u) = lim
h↓0
V(u)− V(SVh (u))
h
= lim
h↓0
d2(SVh (u), u)
h2
for all u ∈ Dom(V).
Minimizing movements. We shall now consider another lower semicontinuous functional U :
X → (−∞,+∞] such that Dom(U) ⊂ Dom(V). But we will not impose any particular convexity
requirement on U. Thus, the construction of its gradient flow (which is not guaranteed to exist
a priori) is much more difficult in general, and one cannot expect to find an appealing metric
characterization like (3.16). Therefore, we shall not work on the continuous level; instead, we
reproduce the decay estimates from the finite dimensional situation at the time-discrete level, in
the framework of so-called minimizing movements described in [3, Chap. 2].
Our main assumption is that for every time step τ ∈ (0, τo], and every U¯ ∈ X, the functional
defined on X
(3.18) V 7→ 1
2τ
d2(V, U¯) + U(V ) admits a minimum point in Dom(U).
Assumption (3.18) expresses that time-discrete gradient flows of U can be obtained by means of
the implicit Euler scheme. The discrete solution is constructed as follows: let a partition Pτ of
the time interval (0,+∞) be given, with an associated sequence τ = (τn)n∈N of time steps,
(3.19) Pτ := {0 = t0τ < t1τ < · · · < tnτ < · · · }, τn = tnτ − tn−1τ , limn→+∞ t
n
τ
=
∑
n
τn = +∞.
For later reference, introduce the projection of an arbitrary t ≥ 0 onto the partition by
tτ = min{tnτ ≥ t | tnτ ∈ Pτ}.
Given further an initial datum U0
τ
∈ X, we can recursively define a sequence (Un
τ
)n∈N in X, such
that Un
τ
minimizes the functional (3.18) with U¯ := Un−1
τ
, i.e.
(3.20)
1
2τ
d2(Un
τ
, Un−1
τ
) + U(Un
τ
) ≤ 1
2τ
d2(V, Un−1
τ
) + U(V ) for all V ∈ Dom(U).
Finally, in analogy to (3.2) we set
(3.21) DVU(u) := lim sup
h↓0
U(u)− U(SVh (u))
h
.
We are now in the position to formulate and prove the analogous estimates to (3.3), (3.5) and
(3.6).
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Theorem 3.2. Let (Un
τ
)n≥0 be an arbitrary solution of (3.20). Then, for every n ≥ 1, the
following “flow interchange estimate” holds:
(3.22) V(Un
τ
) + τnD
V
U(Un
τ
) +
κ
2
d2(Un
τ
, Un−1
τ
) ≤ V(Un−1
τ
).
Moreover, assume that κ > 0, and that
(3.23) U(u) = |∂V|2(u) + 2(θ − κ)V(u) for all u ∈ Dom(U),
with some θ > 0. Then V and U have the same minimum point umin, and for every n ≥ 1, the
following estimates hold,
(1 + 4κθ τn)
(
V(Un
τ
)− V(umin)
) ≤ V(Un−1
τ
)− V(umin),(3.24)
(1 + 4θ(κ ∧ θ) τn)
(
U(Un
τ
)− U(umin)
) ≤ U(Un−1
τ
)− U(umin).(3.25)
Before proving Theorem 3.2, we briefly comment on its applicability. Lacking any convex-
ity property of U, the existence of its gradient flow is not guaranteed a priori. However, the
construction by means of (3.20) obviously provides a time-discrete approximation of the sought
time-continuous flow. Denote by Uτ : (0,+∞) → Dom(U) the piecewise constant interpolant of
the discrete values on the grid Pτ (1.31) defined by
(3.26) Uτ (t) := U
n
τ
if t ∈ (tn−1
τ
, tn
τ
].
A typical strategy to obtain the gradient flow of U is to pass to the limit as supn τn ↓ 0, in (a
suitable subsequence of) the time-discrete flows Uτ . In order to obtain the limit by a compactness
argument, τ -independent a priori estimates for the Uτ are needed. Formula (3.22) provides a
powerful tool to derive such estimates, as will be seen in section 4, where (3.22) is applied with
U = Fα,λ, and various choices of V (see also [3, chapters 2,3] for further examples).
On the other hand, estimates (3.24) and (3.25) are used to give a quantitative description of
the equilibration behavior of solutions to (1.1) in section 5. Notice that by Corollary 2.3, the
functionals Fα,λ and Hα,λ are related exactly in the way (3.23).
Proof. In order to prove (3.22), choose V := SVh (U
n
τ
) with h > 0 in the variational inequality
(3.20) for U. This gives
(3.27) U(Un
τ
)− U(SVh (Unτ )) ≤
1
2τn
(
d2(SVh (U
n
τ
), Un−1
τ
)− d2(Un
τ
, Un−1
τ
)
)
.
Dividing by h > 0 and passing to the limit as h ↓ 0, the variational characterization (3.16) of V,
with t = 0, u = Un
τ
and v = Un−1
τ
, yields
(3.28) DVU(Un
τ
) ≤ τ−1n
(
V(Un−1
τ
)− V(Un
τ
)− κ
2
d2(Un
τ
, Un−1
τ
)
)
,
which is estimate (3.22).
Let us now suppose that U is as in (3.23), with κ > 0. The existence of a (unique) minimum
point umin of V follows easily from the convexity assumption (3.12) and the completeness of X
(see e.g. [3, Lemma 2.4.8]). Inequality (3.14) and the fact that |∂V|(umin) = 0 show that umin is
also the unique minimum point of U.
From now on, we assume without loss of generality that V(umin) = U(umin) = 0. Since, by [2,
Thm. 5.7],
(3.29) lim sup
h↓0
|∂V|2(u)− |∂V|2(SVh (u))
h
≥ 2κ|∂V|2(u) for all u ∈ Dom(|∂V|),
the second characterization (3.17) of the κ-flow induces a lower bound on DVU,
(3.30) DVU(u) ≥ 2κ|∂V|2(u) + 2(θ − κ)|∂V|2(u) = 2θ|∂V(u)|2 ≥ 4θκV(u),
where the last inequality follows from the κ-convexity of V, see (3.14). Insert (3.30) in (3.22) and
neglect the non-negative term κd2(Un
τ
, Un−1
τ
)/2 to obtain estimate (3.24).
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It remains to prove the last inequality (3.25). Estimate the difference on the right hand side of
(3.27) by the triangle inequality to find
(3.31) U(Un
τ
)− U(SVh (Unτ )) ≤ d(SVh (Unτ ), Unτ )
(
d(SVh (U
n
τ
), Un−1
τ
) + d(Un
τ
, Un−1
τ
)
)
.
Divide this inequality by h and pass to the limit h ↓ 0, then use the second variational character-
ization (3.17) of SV to identify the limit on the right hand side. In combination with (3.30), we
obtain the two-sided estimate
(3.32) 2θτn|∂V|2(Unτ ) ≤ τnDVU(Unτ ) ≤ |∂V|(Unτ )d(Unτ , Un−1τ ).
This leads further to
(3.33) 2θτn|∂V|(Unτ ) ≤ d(Unτ , Un−1τ ), 4θ(θ ∧ κ)τ2nU(Unτ ) ≤ d2(Unτ , Un−1τ ).
For the derivation of the second estimate above, we have made use of (recall U(umin) = 0)
(3.34) U(u) ≤ θ ∨ κ
κ
|∂V|2(u),
which follows in the same way as (3.9) in the finite-dimensional case, simply using (3.23) instead
of (3.4), and (3.14) instead of (3.10).
Direct substitution of (3.33) into the characterization (3.20) of the time-discrete flow for U,
with V := Un−1
τ
, gives a bound similar to (3.25) but with the smaller constant 2θ(θ ∧ κ). A more
refined estimate is needed to recover the better constant.
To this end, introduce the so-called De Giorgi’s variational interpolants: for r ∈ (0, τn] we define
Un,r
τ
a minimizer of the functional V 7→ 12rd2(V, Un−1τ )+U(V ), thus obtaining a path joining Un−1τ
with Un
τ
(which can be chosen equal to Un,τn
τ
). Replacing τn with r, and U
n
τ
with Un,r
τ
, estimates
(3.33) and monotonicity of U, i.e. U(Un,r
τ
) ≥ U(Un
τ
), see [3, Lemma 3.1.2], yield
(3.35) 4θ(θ ∧ κ)r2U(Un
τ
) ≤ 4θ(θ ∧ κ)r2U(Un,r
τ
)
(3.33)
≤ d2(Un,r
τ
, Un−1
τ
) ∀ r ∈ (0, τn].
The crucial inequality satisfied by Un,r
τ
is provided by [3, Thm. 3.1.4], which shows that the map
r 7→ d(Un,r
τ
, Un−1
τ
) is Borel and
(3.36) U(Un
τ
) +
1
2τn
d2(Un
τ
, Un−1
τ
) +
∫ τn
0
1
2r2
d2(Un,r
τ
, Un−1
τ
) dr ≤ U(Un−1
τ
).
Inserting (3.33) and (3.35) into (3.36) we eventually get (3.25). 
The following remark shows that the discrete estimates (3.24) and (3.25) give rise to equilibra-
tion estimates analogous to (3.5) and (3.6).
Remark 3.2. Let (An
τ
)n≥0 be a sequence of non-negative numbers, and let Aτ be its piecewise
constant interpolant, taking the value An
τ
in the interval (tn−1
τ
, tn
τ
]. For a given time t ≥ 0 we set
tτ := inf{tkτ : tkτ ≥ t, k ∈ N}. Assume that
(3.37) (1 + c τn)A
n
τ
≤ An−1
τ
for all n ∈ N and some c ≥ 0.
Then, with cτ (t) := τ
−1
n log(1 + cτn) for t ∈ (tn−1τ , tnτ ], we get
(3.38) Aτ (t) ≤ Aτ (s) exp
(
−
∫ tτ
sτ
cτ (r) dr
)
∀ t > s > 0.
If A0
τ
is uniformly bounded, Helly’s Theorem shows that any sequence τ k of partitions admits a
subsequence (still denoted by τ k) and a limit function A such that limk↑∞ Aτk(t) = A(t) for every
t ≥ 0. If limk↑∞ tτk = t for every t ∈ [0,+∞) then we eventually get
(3.39) A(t) ≤ A(s) exp (− c(t− s)).
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4. Existence of Solutions
The existence proof follows the ideas first developed by Jordan, Kinderlehrer and Otto [27] and
later generalized in Ambrosio, Gigli and Savare´ [3]. First, a family of time-discrete approximative
solutions is constructed by means of the variational minimizing movement scheme, which has
been introduced in section 3.2 above. The decay of the information Fα,λ is immediate from the
construction and leads to a priori estimates. The latter provide weak compactness of the set of
discrete solutions, and thus allows to conclude the existence of a time-continuous limit curve.
In order to show that the limit curve constitutes a weak solution to the gradient flow, we need
to pass to the limit in the non-linear discrete equation. Additional compactness is needed for this
step. A sufficient a priori estimate is obtained by evaluating the dissipation of the logarithmic
entropy along the discrete flow.
The procedure is thus similar to the one developed in Gianazza, Savare´ and Toscani [24].
However, we will follow a different strategy to derive the a priori estimate and to prove the
convergence of the scheme.
4.1. The semi-discrete scheme. For the reader’s convenience, we review the main steps of
the semi-discretization procedure in a series of lemmas. For any further details, we refer to the
exhaustive treatment in [3]. Given a partition Pτ of [0,+∞) induced by the sequence of time-
steps τ = (τn)n∈N as in (3.19), and an initial measure M
0
τ
∈ P2(Rd), we consider the sequence
(Mn
τ
)n∈N recursively defined by solving the following variational problem in P2(R
d):
(4.1) find Mn
τ
∈ P2(Rd) which minimizes M 7→ 1
2τn
W 22 (M
n−1
τ
,M) + Fα,λ[M ].
The existence and uniqueness of a minimizer follows by standard methods from the calculus of
variations, employing the continuity and convexity properties ofW2 and Fα,λ collected in Theorem
2.1 and Lemma 2.2.
Lemma 4.1 (Basic discrete estimates). For each choice of τ and M0
τ
∈ P2(Rd), there exists a
unique sequence (Mn
τ
)n∈N ⊂ Pr2(Rd) solving (4.1). The information functionals Fα,λ[Mnτ ] are
finite and monotone non-increasing with respect to n,
Fα,λ[M
n
τ
] ≤ Fα,λ[Mn−1τ ] ≤ Fα,λ[M0τ ].(4.2)
Moreover, the quadratic moments and Wasserstein distances between measures at consecutive time
steps satisfy for every N > 0
∞∑
n=1
τn
(W2(Mnτ ,Mn−1τ )
τn
)2
≤ 2Fα,λ[M0τ ], sup
1≤n≤N
m2[M
n
τ
] ≤ 2m2[M0τ ] + 4tNτ Fα,λ[M0τ ].(4.3)
Proof. By the minimality property of Mn
τ
, one has
1
2τn
W 22 (M
n−1
τ
,Mn
τ
) + Fα,λ[M
n
τ
] ≤ Fα,λ[Mn−1τ ],(4.4)
which induces (4.2) and the first inequality of (4.3) by summation over n = 1, 2, . . .. In order to
prove the second bound, we sum up the triangular inequalities√
m2[Mnτ ] ≤
√
m2[M
n−1
τ ] +W2(M
n
τ
,Mn−1
τ
),
from n = 1 to n = N , observing that
N∑
n=1
W2(M
n
τ
,Mn−1
τ
) ≤
( N∑
n=1
τn
)1/2 ( N∑
n=1
τ−1n W
2
2 (M
n
τ
,Mn−1
τ
)
)1/2
. 
The traditional way to proceed from here is to introduce the discrete velocity vector fields.
However, for our existence proof, we shall not pursue that line of argument. Nonetheless, we
briefly recall the definition and basic properties of the velocity field for the sake of completeness,
and also since it provides a natural interpretation of the gradient flow structure.
As each Mn
τ
is absolutely continuous, Theorem 2.1 guarantees the existence and the (Mn
τ
-
essential) uniqueness of a Borel map tn
τ
: Rd → Rd with (tn
τ
)#M
n
τ
=Mn−1
τ
, realizing the optimal
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transport from Mn
τ
to Mn−1
τ
in the definition of the Wasserstein distance (2.3). Introduce the
discrete velocity vector field vn
τ
by
vn
τ
(x) :=
1
τn
(
x− tn
τ
(x)
)
.(4.5)
For each n = 1, 2, . . ., the vn
τ
satisfies the nonlinear characterization∫
Rd
ζ(x) · vn
τ
(x) dMn
τ
(x) = Nα,λ[M
n
τ
; ζ](4.6)
for all test vector fields ζ ∈ C∞0 (Rd,Rd), with Nα,λ as defined in (2.24). As showed by [27],
the relation (4.6) follows by taking the first variation of the minimizing functional (4.1) at the
minimum point Mn
τ
along the flow Ss(µ) := X
s
#µ, obtained by taking the push-forward of a
measure µ under the maps (2.22) induced by the vector field ζ.
The discrete solution thus satisfies a system composed of the non-linear constraint (4.6), and a
transport equation, which follows directly from the definition (4.5) and reads in weak form as∫
Rd
φ(x)d
(
Mn
τ
(x) −Mn−1
τ
(x)
)
=
∫
Rd
(
φ(x) − φ(x − τnvnτ (x))
)
dMn
τ
(x).(4.7)
The system (4.6)–(4.7) is a canonical starting point for studying the continuous time limit.
However, we shall take another approach which does not make use of the velocity vector fields.
Instead, we will derive the weak form of the gradient flow equations in the continuous time limit
by means of the next lemma.
Lemma 4.2 (Discrete time derivative). Let a test function ζ ∈ C∞0 (Rd) be given, which satisfies
−|κ|I ≤ D2ζ ≤ |κ|I for some κ < 0. Then
(4.8)
−|κ|
2
W 22 (M
n
τ
,Mn−1
τ
) ≤
∫
Rd
ζ dMn
τ
−
∫
Rd
ζ dMn−1
τ
+ τnNα,λ[M
n
τ
; D ζ] ≤ |κ|
2
W 22 (M
n
τ
,Mn−1
τ
).
Moreover, the second moment satisfies
(4.9) (1 + 2λτn)m2[M
n
τ
] +W 22 (M
n
τ
,Mn−1
τ
) = m2[M
n−1
τ
] + 2δατnFα,0[M
n
τ
].
Notice that (4.8) is a discrete local version of the weak formulation (1.23) for the gradient flow
of Fα,λ. This can be seen after division of both sides by τn > 0, and taking into account that we
expect W 22 (M
n
τ
,Mn−1
τ
) = o(τn) (at least in an integral sense) in the limit τn ↓ 0.
Proof. Choosing ζ := −D ζ, the semi-group SVs coincides with the κ-Wasserstein gradient flow of
the functional V(µ) :=
∫
Rd
ζ dµ [3, Example 11.2.2]. We apply the “flow interchange estimate”
(3.22) to U := Fα,λ, where
DV U(µ) = −Nα,λ[µ; ζ] = Nα,λ[µ; D ζ]
by Lemma 2.5. Substituting V with −V yields (4.8). The particular choices ζ := 12κ|x|2 with
κ = ±1 correspond to V(µ) = ± 12m2[µ] in Theorem 3.2 and yield (4.9) via Lemma 2.6. 
4.2. An a priori estimate related to entropy dissipation. The classical estimates (4.2)–(4.3)
on the discrete scheme are sufficient to prove the existence of continuous limits of Mτ and vτ as
sup |τn| → 0. An additional a priori estimate is needed to verify that these limits indeed satisfy
the desired nonlinear evolution equation (1.23). Below, we obtain a sufficient estimate from the
decay of the logarithmic entropy H = 2H1/2,0 along the discrete flow.
To simplify notations, we introduce
β :=
1− α
α
,(4.10)
which is in one-to-one correspondence to α, and varies between β = 0 for α = 1, and β = 1 for
α = 1/2.
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Theorem 4.3. Let Mn
τ
= Un
τ
Ld be any solution of the discrete variational scheme (4.1), and
define σn
τ
= (Un
τ
)α. Then Un
τ
∈W 2,1(Rd) and σn
τ
∈W 2,2(Rd) satisfy for every n ≥ 1
c0τn
∫
Rd
∥∥D2 σn
τ
∥∥2 dx ≤ H[Mn−1
τ
]−H[Mn
τ
] + dλτn, where c0 :=
1
α
(
1− (d− 1)
2
d(d + 2)
β
)
.(4.11)
Proof. The expression on the left-hand side of (4.11) constitutes a lower bound on the dissipation
rate of H along the gradient flow of Fα,λ. In the spirit of Theorem 3.2, the roles of H and Fα,λ will
be interchanged: we calculate the dissipation of the information Fα,λ along the Wasserstein gradi-
ent flow of H, which corresponds to the classical heat equation (see Remark 2.2). The regularizing
effect of the heat flow makes it comparatively easy to justify the necessary manipulations.
Apply the “flow interchange estimate” (3.22) with the choice V := H (which is geodesically
convex, thus κ = 0) and U := Fα,λ. Then (4.11) follows once we have shown that
(4.12) DV U(µ) ≥ c0
∫
Rd
∥∥D2 σ∥∥2 dx− dλ if µ = uLd, σ = uα.
This is the content of Lemma 4.4 below. 
A remark concerning the choice of the logarithmic entropy H as a Lyapunov functional is due
at this point. First, it is a convenient choice since the resulting entropy dissipation has the right
homogeneity to provide W 1,2-compactness for σ easily. Second, it is a canonical choice since the
heat flow generated by H dissipates every functional Ψ : P(Rd) → R that is jointly convex in u
and D u; so in particular it dissipates Fα,λ for 1/2 ≤ α ≤ 1.
Lemma 4.4. Let µ0 = u0L
d ∈ Dom(F) and let µs = usLd be the associated solution to the heat
equation (2.20) on Rd, which is given by (2.21). If the right derivative lim infh↓0
1
h
(
Fα,λ[µ] −
Fα,λ[µh]
)
is finite, then σ0 = u
α
0 ∈W 2,2(Rd) and
(4.13) −d
+
ds
Fα,λ[µs]|s=0 = lim infh↓0
1
h
(
Fα,λ[µ0]− Fα,λ[µh]
) ≥ c0
∫
Rd
∥∥D2 σ0∥∥2 dx− dλ.
Remark 4.1. We emphasize that the dimension-dependent prefactor of β in the definition of c0
is always less than one, and converges to one for d→∞. Hence, for 0 ≤ β ≤ 1 — corresponding
to 12 ≤ α ≤ 1 — the coefficient c0 is positive. Further, observe that in the case α = 1, it follows
σ = u, and (4.13) reduces for λ = 0 to the well known estimate
−d
+
ds
1
2
∫
Rd
|Dus|2 dx =
∫
Rd
|∆u0|2 dx =
∫
Rd
|D2 u0|2 dx.
Proof. Since Fα,λ[µ] = Fα,0[µ] +
λ
2m2[µ] and
(4.14)
d
ds
m2[µs] =
d
ds
∫
Rd
|x|2 dµs = −2
∫
Rd
x ·Dus dx (2.16)= 2d
∫
Rd
us dx = 2d,
thanks to us ∈ W 1,1(Rd), we can simply consider the case of λ = 0 and evaluate the time derivative
of Fα,0[µs] =
1
2α
∫
Rd
|Duαs |2 dx.
By standard parabolic theory, us is a C
∞-smooth, strictly positive probability density for each
s > 0. Moreover, for every s¯ > 0 there exists a constant Cs¯ such that for all s ≥ s¯ and p ∈ [1,+∞],
(4.15) ‖us‖Lp(Rd) + ‖Dus‖Lp(Rd;Rd) + ‖D2 us‖Lp(Rd;Rd×d) ≤ Cs¯.
We stress that this classical estimate holds with any probability density u0 as initial condition,
thanks to the representation (2.21) of solutions to the heat equation. For ε > 0 we consider the
smooth real functions
(4.16) fε(r) := (ε
1/α + r)α − ε, r ∈ [0,+∞),
whose first and second derivatives are uniformly bounded; recall that 1/2 ≤ α ≤ 1. Then the func-
tions ρε,s := fε(us) ∈ C∞(Rd) satisfy bounds analogous to (4.15) (with constants also depending
on ε > 0) and the evolution equation
∂sρε = ∆ρε + β(ε+ ρε)
−1|D ρε|2,(4.17)
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where β has been defined in (4.10). It follows that for every test function ζ ∈ C∞0 (Rd),
− 1
2α
d
ds
∫
Rd
|D ρε,s|2ζ dx = − 1
α
∫
Rd
D ρε · ∂sD ρε,s ζ dx
=
1
α
∫
Rd
∆ρε
(
∆ρε + β(ε+ ρε)
−1|D ρε|2
)
ζ dx+
1
α
∫
Rd
(
∆ρε + β(ε+ ρε)
−1|D ρε|2
)
D ρε ·D ζ dx
We integrate the previous inequality with respect to s from arbitrary points 0 < s1 < s2 and we
choose a family of cutoff functions ζ(x) = ζn(x) := ζ0(x2
−n), where 0 ≤ ζ0 ≤ 1 and ζ0(x) = 1
if |x| ≤ 1. The contribution of last integral vanishes in the limit as n → +∞, since D ζn(x) =
2−nD ζ0(x2
−n). Consequently,
− 1
2α
d
ds
∫
Rd
|D ρε,s|2 dx = 1
α
∫
Rd
((
∆ρε
)2
+ β∆ρε(ε+ ρε)
−1|D ρε|2
)
dx(4.18)
=
1
α
∫
Rd
((
∆ρε
)2
+ 4β∆ρε|D zε|2
)
dx.(4.19)
where zε := (ε+ ρε)
1/2 − ε1/2 satisfies 2D zε = (ε+ ρε)−1/2D ρε.
For further estimation, we recall that
(4.20) 0 =
∫
Rd
∥∥D2 ρε∥∥2 dx−
∫
Rd
(
∆ρε
)2
dx,
and the following integration by parts rule (see [24, Theorem 3.1] for a proof),
0 =
∫
Rd
div
(|D zε|2D ρε)dx =
∫
Rd
(
∆ρε
∣∣D zε∣∣2 + 2D2 ρεD zε ·D zε − 4∣∣D zε∣∣4
)
dx,(4.21)
Introducing the parameters
c1 = − 4dβ
α(d+ 2)
=
1
α
( 8β
d+ 2
− 4β
)
, c2 = c0 +
(d− 1)β
α(d+ 2)
=
1
α
(
1 +
(d− 1)β
d(d + 2)
)
,(4.22)
we add c1 times the equality (4.21) and c2 times the equality (4.20) to the dissipation relation
(4.19). This gives
− 1
2α
d
ds
∫
Rd
|D ρε|2 dx =c0
∫
Rd
‖D2 ρε‖2 dx+ β
α(d+ 2)
∫
Rd
{
(d− 1)
∥∥D2 ρε∥∥2 − d− 1
d
(
∆ρε
)2
− 8dD2 ρεD zε ·D zε + 8∆ρε
∣∣D zε∣∣2 + 16d ∣∣D zε∣∣4
}
dx.(4.23)
As a final ingredient, we need the following elementary estimate for the error term in the Cauchy-
Schwarz inequality (see e.g. [29, Lemma 2.1] for a proof).
Lemma 4.5. Let A = (aij) be a real symmetric d× d-matrix, and let 0 6= e ∈ Rd be an arbitrary
vector. Then the square-norm ‖A‖2 =∑ a2ij and the trace trA =∑ aii of A satisfy
(d− 1)‖A‖2 − d− 1
d
(
trA
)2 ≥ 1
d |e|4
(
dAe · e− trA |e|2)2.(4.24)
Lemma 4.5 is applied with A = D2 ρε and e = D zε to estimate the norm of the Hessian inside
the second integral in (4.23). A straight-forward calculation reveals
− 1
2α
d
ds
∫
Rd
|D ρε|2 dx ≥ c0
∫
Rd
‖D2 ρε‖2 dx(4.25)
+
dβ
α(d+ 2)
∫
Rd
(D2 ρεD zε ·D zε
|D zε|2 −
1
d
∆ρε − 4|D zε|2
)2
dx.(4.26)
In view of β ≥ 0, the last term is non-negative. Integration of (4.25) from s = 0 to s = h > 0 thus
provides
1
2α
∫
Rd
|D ρε,h|2 dx+ c0
∫ h
0
∫
Rd
‖D2 ρε,s‖2 dxds ≤ 1
2α
∫
Rd
|D ρε,0|2 dx
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By definition of ρε from u by means of fǫ given in (4.16), it follows,
ρε,s =
(
σ1/αs + ε
1/α
)α
, σs = u
α
s .
Using that α ≤ 1, we conclude by definition of Fα,0,
1
2α
∫
Rd
|D ρε,0|2 dx = α
2
∫
Rd
|Dσ0|2
(σ
1/α
0 + ε
1/α)2(1−α)
dx ≤ Fα,0[µ0].
Moreover, it clearly follows that uε,sL
d → µs = ρsLd in the sense of P(Rd) as ε ↓ 0, pointwise in
s ∈ [0, h]. Hence, by lower semi-continuity of Fα,0 and of the W 2,2-semi-norm,
Fα,0[µh] + c0
∫ h
0
∫
Rd
‖D2 ρh‖2 dxds ≤ Fα,0[µ0].
After addition of the contribution due to the confinement potential, and division by h > 0, the
limit h ↓ 0 provides the desired estimate (4.13). 
4.3. Passage to the continuous time limit. To conclude the construction of the discrete
approximation, we introduce interpolants of Mn
τ
and Un
τ
for all times t ≥ 0: denote by Mτ , Uτ ,
and tτ , respectively, the right-continuous piecewise constant functions with
Mτ (t) :=M
n
τ
= Un
τ
L
d, Uτ (t) := U
n
τ
, tτ := t
n
τ
for t ∈ (tn−1
τ
, tn
τ
]
.
Moreover, introduce accordingly στ = (Uτ )
α.
We recall the notion of generalized minimizing movement introduced by De Giorgi [17] (and
here adapted to the case of a scheme with variable time steps):
Definition 4.6 (Generalized minimizing movements). For a given partition Pτ , the function
Mτ : [0,+∞) → P2(Rd) obtained by piecewise constant interpolation of the solutions Mnτ of the
minimization scheme (4.1) are called discrete solutions.
We say that a curve µ ∈ C0([0,+∞);P2(Rd)) is a generalized minimizing movement for Fα,λ
with initial datum µ0 ∈ P2(Rd) if there exist
(i) a sequence of partitions τ k with limk→∞ sup
{
τn :
∑n
i=1 τi ≤ T
}
= 0 for every T > 0;
(ii) sequence of initial data M0
τk
converging to µ0 in P2(R
d) with Hα,λ[M
0
τk
] → Hα,λ[µ0] and
Fα,λ[M
0
τk
]→ Fα,λ[µ0];
(iii) a corresponding sequence of discrete solutions Mτk(t) such that
(4.27) Mτk(t)→ µ(t) in P2(Rd) ∀ t ≥ 0.
We denote by GMM(Fα,λ;µ0) the collection of all the generalized minimizing movements.
Concerning assumption (ii), we remark that convergence of Fα,λ implies convergence of Hα,λ if
µ0 ∈ Dom(Fα,λ).
The next theorem is the main statement of this section and in particular yields Theorem 1.1 in
the case µ0 ∈ Dom(Fα,λ).
Theorem 4.7. Assume that µ0 ∈ Dom(Fα,λ). For every sequence of partitions τ k and discrete
solutions Mτk(t) whose initial data Mτk(0) = M
0
τk
satisfy conditions (i) and (ii) of the previous
definition, there exists a subsequence (still denoted by τ k) such that as k →∞,
Mτk = UτkL
d → µ = uLd in P2(Rd), uniformly in each compact interval [0, T ],(4.28)
Uτk(t)→ u(t) in Lα+1/2(Rd) ∩ L1(Rd) ∀ t ≥ 0,(4.29)
στk → σ strongly in L2((0, T );W 1,2(Rd)), and weakly in L2((0, T );W 2,2(Rd)), ∀T > 0,(4.30)
Fα,λ[Mτk(t)]→ Fα,λ[µ(t)] for L1-a.e. t > 0.(4.31)
The limit u is a solution of (1.1) in the weak form (1.20), (1.21). In particular, any generalized
minimizing movement µ = uLd ∈ GMM(Fα,λ;µ0) is a weak solution of (1.1) in this sense.
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Proof. The proof is naturally divided into various steps.
Step 1: Compactness. We prove that there exists a suitable subsequence (still denoted by τ k) such
that for every t, T ≥ 0
Mτk(t) = Uτk(t)L
d → µ(t) = u(t)Ld in P(Rd), στk(t)→ σ(t) strongly in L2(Rd),(4.32)
στk(t)→ σ(t) weakly in W 1,2(Rd), στk → σ weakly in L2((0, T );W 2,2(Rd)).(4.33)
Pointwise weak convergence in P(Rd) follows immediately from (4.3) and a simple extension of
Ascoli-Arzela` compactness Theorem (see e.g. [3, Prop. 3.3.1]), which in particular implies
W2
(
Mτ (t),Mτ (s)
) ≤ (2Fα,λ[M0τ ])1/2 · (tτ − sτ )1/2 ∀ 0 ≤ s ≤ sτ ≤ t ≤ tτ .(4.34)
Strong (resp. weak) convergence in L2(Rd) (resp. in W 1,2(Rd)) then follows by the properties of
Fα,λ stated in Lemma 2.2, and the uniform bound Fα,λ[M
n
τ
] ≤ Fα,λ[M0τ ], see (4.2).
An explicit bound of the quadratic moment, even in the case λ = 0, can be easily obtained
from (4.9), which gives
(4.35) m2[Mτ (t)] ≤ m2[µ0] + 2δαtτFα,0(M0τ ).
Finally, weak convergence in L2((0, T );W 2,2(Rd)) is a consequence of the uniform bound
(4.36) c0
∫ T
0
∫
Rd
‖D2 στ ‖2 dxdt ≤ H[M0τ ] + pim2[M0τ ] + (dλ+ 2piδαFα,0[M0τ ])(T + τ) ∀T > 0.
Here and below, τ := sup{τi | i ∈ N} controls the time step size in the given partition, and
inequality (4.36) is obtained by summing the central a priori estimate (4.11) for στ with the
bound (4.9) on the second moment, taking into account (see e.g. [24, Sect. 2.3]) that
(4.37) H[µ] + pim2[µ] ≥ 0 ∀µ ∈ P2(Rd).
Step 2: Discrete equation. We prove that for every 0 ≤ s ≤ sτ = smτ ≤ t ≤ tτ = tpτ and ζ ∈
C∞0 (R
d) with −κI ≤ D2 ζ ≤ κI one has
(4.38)
∣∣∣
∫
Rd
ζ dMτ (t)−
∫
Rd
ζ dMτ (s) +
∫ tτ
sτ
Nα,λ[Mτ (r); D ζ] dr
∣∣∣ ≤ κτFα,λ[M0τ ]
Summing up (4.8) from n = m+ 1 to n = p one gets
∣∣∣
∫
Rd
ζ dMp
τ
−
∫
Rd
ζ dMm
τ
+
p∑
n=m+1
τnNα,λ[Mτ (r); D ζ]
∣∣∣ ≤ κ
2
p∑
n=m+1
W 22 (M
n
τ
,Mn−1
τ
).
Claim (4.38) above then follows recalling (4.3).
Step 3: Continuous limit equation. We prove for the limit curve µ of step 1, that for every 0 ≤
s ≤ t and ζ ∈ C∞0 (Rd), one has
(4.39)
∫
Rd
ζ dµ(t) −
∫
Rd
ζ dµ(s) +
∫ t
s
Nα,λ[µ(r); D ζ] dr = 0,
and that the Lebesgue density u(t, ·) of µ(t) satisfies the weak formulation (1.23) and (1.21) of the
gradient flow (1.1).
Equation (4.39) above follows by passing to the limit in (4.38) as k ↑ ∞ and applying Step
1. Notice that weak convergence of στk to σ in L
2((0, T );W 2,2(Rd)) and strong convergence in
L2((0, T );L2(Rd)) immediately yields strong convergence in L2((0, T );W 1,2(Rd)) and, up to the
extraction of a further subsequence, (4.31). Further, observe that the map σ 7→ N(σ1/α,D ζ) is
continuous and quadratic in W 1,2(Rd). Hence, one can pass to the limit in the integral term∫ tτ
sτ
Nα,λ[Mτ (r); D ζ] dr.
It is then a standard fact that (4.39) implies that σ satisfies the weak formulation (1.23). Finally,
the other weak formulation (1.21) can be deduced integrating by parts, which is admissible since
σ = uα ∈ L2loc([0,+∞);W 2,2(Rd)); see Remark 1.1.
Step 4: Convergence of quadratic moments. We prove that for every t ≥ 0,
(4.40) lim
k↑+∞
m2[Mτk(t)] = m2[µ(t)] so that Mτk(t)→ µ(t) in P2(Rd).
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Insert the family of test functions ζR — introduced in (2.33) — in formula (4.39) above. Recalling
that µ(t) ∈ P2(Rd) and arguing like in the derivation of (2.35), we get
(4.41) m2[µ(T )] + 2λ
∫ T
0
m2[µ(r)] dr = m2[µ0] + 2δα
∫ T
0
Fα,0[µ(r)] dr
On the other hand, summing up estimate (4.9) from n = 1 to N yields
(4.42) m2[Mτ (T )] + 2λ
∫ T
0
m2[Mτ (r)] dr ≤ m2[µ0] + 2δα
∫ Tτ
0
Fα,0[Mτ (r)] dr
The strong convergence of στk to σ in L
2
loc((0,+∞);W 1,2(Rd)) permits passage to the limit in the
right-hand side of (4.42) as k ↑ ∞. Convergence ofMτk(t) in P(Rd), and the lower semicontinuity
of the quadratic moment yield for all T > 0,
lim sup
k↑+∞
m2[Mτk(T )] ≤ m2[µ(T )] + 2λ
(∫ T
0
m2[µ(r)] dr − lim inf
k↑+∞
∫ T
0
m2[Mτk(r)] dr
)
≤ m2[µ(T )].
This implies pointwise convergence (and a posteriori also locally uniform convergence, see (4.34))
of Mτk(t) in P2(R
d).
Step 5: Convergence in Lα+1/2(Rd). We prove that the densities Uτ converge strongly in L
α+1/2.
In view of the previously established convergence results, is obviously sufficient to show that the
norms ‖Uτ (t)‖Lα+1/2(Rd) converge to their respective limits ‖u(t)‖Lα+1/2(Rd). Observe that these
norms and the (unperturbed) entropies are equivalent,
‖Uτ (t)‖α+1/2Lα+1/2 =
α− 1/2
Θα
Hα,0[Mτ (t)] + 1.
By the convergence of Mτk in P2(R
d) and the uniform boundedness of Fα,0,
(4.43)
∣∣∣Hα,0[Mτk(t)] −Hα,0[µ(t)]
∣∣∣ ≤W2(Mτk(t), µ(t))(Fα,0(Mτk(t)) + Fα,0(µ(t)))1/2
converges to zero, and so does the difference of the respective Lα+1/2(Rd)-norms.
Thus, the proof of Theorem 4.7 is complete. 
To complete the proof of Theorem 1.1, it remains to treat the case in which the initial condition
u0 has finite logarithmic entropy H , but infinite information.
Theorem 4.8 (Regularizing effect). Suppose µ0 = u0L
d /∈ Dom(Fα,λ) but (1.19) is satisfied,
and the discrete initial data M0
τ
= U0
τ
Ld converging to µ0 in P2(R
d) satisfy H[M0
τk
] → H [u0] <
+∞. Then the conclusions of Theorem 4.7 remain valid even in the absence of hypothesis (ii) of
Definition 4.6, except that (4.28) and (4.29) may fail at the endpoint t = 0.
Proof. A combination of Sobolev inequalities and standard interpolation results yields
(4.44) ∀ ε > 0 ∃Qε > 0 : ‖Dσ‖2L2(Rd) ≤ ε ‖D2 σ‖2L2(Rd) +Qε ‖σ‖2L1/α(Rd)
for every function σ ∈W 2,2(Rd) ∩ L1/α(Rd); recall that 1/α ≤ 2.
Multiply the bound (4.9) on moments by 2pi, and take the sum with the a priori estimate (4.11),
H[Mn
τ
] + 2pim2[M
n
τ
] + c0τn‖D2 σnτ ‖2L2(Rd) ≤ H[Mn−1τ ] + 2pim2[Mn−1τ ]
+ τn
(
λd+ 2α−1piδα‖Dσnτ ‖2L2(Rd)
)
.
Choosing ε > 0 in estimate (4.44) such that 2α−1piδαε = c0/2, and observing that ‖σnτ ‖L1/α(Rd) =
1, we obtain
(4.45) H[Mn
τ
] + 2pim2[M
n
τ
] +
c0
2
τn‖D2 σnτ ‖2L2(Rd) ≤ H[Mn−1τ ] + 2pim2[Mn−1τ ] + Cτn,
where C := λd+ 2α−1piδαQε. In particular, in view of inequality (4.37) this implies the estimate
(4.46)
c0
2
∫ T
0
∥∥D2 στ (t)‖2L2(Rd) dt ≤ H[M0τ ] + 2pim2[M0τ ] + CTτ .
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Now combine the fact that n 7→ Fα,λ[Mnτ ] is nonincreasing with the moment estimate (4.42) and
inequality (4.46) above to deduce both a pointwise and an integral bound for the functional Fα,λ:
T Fα,λ[Mτ (T )] ≤
∫ T
0
Fα,λ[Mτ (t)] dt
≤ (1 + δα/2)
∫ Tτ
0
Fα,0[Mτ (t)] dt+
1
4
m2[M
0
τ
]
≤ 1 + δα/2
2α
∫ Tτ
0
(
ε‖D2 στ (t)‖2L2(Rd) +Qε
)
dt+
1
4
m2[M
0
τ
]
≤ C1
(
H[M0
τ
] + 2pim2[M
0
τ
]
)
+ C2 (1 + Tτ ).
With these estimates at hand, we can repeat the arguments given in the proof of Theorem 4.7 on
each interval [εh,+∞), for a vanishing sequence εh > 0. A standard diagonal argument concludes
the proof. 
5. Convergence to Equilibrium
The large time behavior of the previously constructed weak solutions u(t) to (1.1) is described as
follows. For a positive confinement force λ > 0, the solutions converge to a Barenblatt profile bα,λ,
which is the common minimizer of the entropy Hα,λ and the information Fα,λ, in L
1(Rd) at the
exponential rate of λ; see section 5.1 below. In addition to the convergence estimates in L1(Rd),
we obtain estimates for the equilibration of the information Fα,λ. For α = 1, this translates into
a convergence estimate for u(t) in W 1,2(Rd); see section 5.2.
For vanishing confinement, no minimizer of Fα,0 exists, and solutions converge weakly to zero.
However, the solutions become asymptotically self-similar: they converge in L1(Rd) after a suitable
rescaling. The limit is again a Barenblatt profile bα,λ. The rescaling arguments are spelled out in
section 5.3.
To close the discussion, we provide an alternative (but largely formal) argument that leads to
L1(Rd) convergence in section 5.4. The argument extends the idea developed by Carrillo and
Toscani [15] for the confined thin film equation (α = 1 and λ = 1) in d = 1 dimension.
5.1. Equilibration of the confined gradient flow. Throughout this section, we assume posi-
tive confinement λ > 0.
In order to study the equilibration of solutions to (1.1), we shall employ the estimates (3.24)
and (3.38) that have been derived in the general metric framework in section 3. At the very basis
of our argument is the intimate relation (1.10) between the entropy Hα,λ and the information
Fα,λ. We recall their definitions,
Hα,λ[µ] := Hα,λ[u] =
Θα
α− 1/2
(∫
Rd
uα+1/2 dx−
( ∫
Rd
u dx
)α+1/2)
+
Λα,λ
2
∫
Rd
|x|2 µ(dx),
where
Θα =
√
2α
2α+ 1
, Λα,λ =
√
λ
δα
, δα = (2α− 1)d+ 2.(5.1)
And, according to Corollary 2.3, the information can be expressed in terms of the entropy as
follows,
(5.2) Fα,λ[µ] =
∣∣∂Hα,λ∣∣2(µ) + (δα − 2)ΛHα,λ[µ].
Thus, Fα,λ is connected to Hα,λ in precisely the same way that U is connected to V in the equation
(3.23) considered in section 3; see (5.7) below for the exact correspondences.
Since λ > 0, also Λ = Λα,λ > 0. Among the probability densities onR
d, there exists exactly one
minimizer βα,λ ∈ P2 ofHα,λ, and it is also the unique minimizer of Fα,λ. This follows immediately
from Theorem 3.2. For α ∈ (1/2, 1], the minimizer βα,λ = bα,λLd is given by a Barenblatt profile
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(1.6a) of mass m = 1, which naturally coincides with the unique stationary solution of the slow
diffusion equation (1.3a). With the coefficients defined as above, this profile takes the form
bα,λ(x) =
(
a− b|x|2)1/(α−1/2)
+
, b =
α− 1/2√
2α
Λ, so that D
( √2α
2α− 1b
α−1/2
α,λ +
Λ
2
|x|2) = 0.(5.3)
Here a > 0 is a parameter chosen to adjust the mass of bα,λ to one. For α = 1/2, the minimizer
β 1
2
,λ is a Gaussian measure.
To simplify calculations, we shall use normalized versions of entropy and information, which
are non-negative and vanish exactly in the equilibrium state of (1.1). Introduce accordingly
Hˆα,λ[µ] = Hα,λ[µ]−Hα,λ[βα,λ], Fˆα,λ[µ] = Fα,λ[µ]− Fα,λ[βα,λ], βα,λ = bα,λLd.
Since Hα,λ is geodesically Λ-convex in P2(R
d), it satisfies the bounds
Λ
2
W 22 (µ, βα,λ) ≤ Hˆα,λ[µ] ≤
1
2Λ
∣∣∂Hα,λ∣∣2(µ).(5.4)
As Otto and Villani note, these bounds generalize the logarithmic Sobolev and Talagrand trans-
portation inequalities [36].
The equilibration estimate (1.25) is a consequence of the following exponential decay of the
entropy.
Theorem 5.1. Under the assumption of a positive confinement strength λ > 0, any solution µ(t)
to problem (1.1)&(1.2) constructed in Section 4 satisfies
Λ
2
W 22 (µ(t), βα,λ) ≤ Hˆα,λ[µ(t)] ≤ exp(−2λt)Hˆα,λ[µ0],(5.5)
Fˆα,λ[µ(t)] ≤ exp(−2λt)Fˆα,λ[µ0].(5.6)
Proof. Since Hα,λ is geodesically Λ-convex in P2(R
d), it generates a Λ-flow (see Theorem 2.4).
Because Fα,λ satisfies (5.2), we can apply Theorem 3.2 in the complete metric space X := P2(R
d)
with
(5.7) V := Hα,λ, U := Fα,λ, κ := Λ, θ :=
1
2
Λ δ ≥ κ, 4κθ = 2λ.
By (3.24) the discrete solutions Mn
τ
introduced in section 4.1 satisfy
(5.8) (1 + 2λτn)Hˆα,λ[M
n
τ
] ≤ Hˆ[Mn−1
τ
], (1 + 2λτn)Fˆα,λ[M
n
τ
] ≤ Fˆα,λ[Mn−1τ ].
Recalling Remark 3.2, the lower semicontinuity of Hα,λ,Fα,λ, and the pointwise convergence of
Mτ to µ in P2(R
d) we conclude both (5.5) and (5.6). 
To conclude estimate (1.25) of Theorem 1.2, we invoke a Csiszar-Kullback inequality. The latter
allows to estimate the L1-distance of a given probability density u to the Barenblatt profile bα,λ
in terms of the normalized entropy Hˆα,λ. The following result can be found in [11, Theorem 30].
Lemma 5.2. There exists a positive constant cα,λ only depending on α and λ such that for every
measure µ = uLd ∈ Pr2(Rd)
‖u− bα,λ‖L1(Rd) ≤ cα,λ Hˆα,λ[µ]1/2.(5.9)
Clearly, (1.25) is obtained in combination of (5.9) with (5.5).
5.2. Equilibration in W 1,2(Rd) for the thin-film equation. In the special case α = 1 of the
thin film equation, the exponential convergence of the information functionals has the consequence
that the solution u(t) converges to its steady state in W 1,2(Rd), also exponentially fast.
Theorem 5.3. Assume α = 1 and λ > 0. Then there exists a constant Cλ,d (only depending on
λ and d) such that any weak solution u(t) constructed in the proof of Theorem 1.1 satisfies∥∥u(t)− b1,λ∥∥2W 1,2(Rd) ≤ Cλ,dFˆ1,λ(u0) exp(−2λt).(5.10)
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Above, the stationary state
b1,λ(x) =
λ
8(d+ 2)
(
ρ2 − |x|2)2
+
, ρ = ρλ > 0 chosen to adjust the mass to unity,
is the Smyth-Hill profile.
Proof. For a given probability density u, define the linear segment uθ = θu + (1 − θ)b1,λ for
0 ≤ θ ≤ 1. Since b1,λ is the minimizer of F1,λ,
F1,λ[uθ]− F1,λ[u0] ≥ 0(5.11)
for all θ ∈ [0, 1]. Divide (5.11) by θ > 0 and calculate the limit θ ↓ 0, finding∫
Rd
(
Du−D b1,λ
) ·D b1,λ dx+ λ
2
∫
Rd
|x|2(u − b1,λ) dx ≥ 0.
In view of the definition of F1,λ, it follows easily that
1
2
∫
Rd
∣∣Du−D b1,λ∣∣2 dx ≤ F1,λ(u)− F1,λ(b1,λ) = F1,λ[µ]− F1,λ[β1,λ] = Fˆ1,λ[µ].(5.12)
The information decay (1.27) thus implies∥∥Du(t)−D b1,λ∥∥2L2(Rd) ≤ 2Fˆ1,λ(u0) exp
(− 2λt).(5.13)
Interpolation of this estimate with the equilibration in L1 from (1.25) provides the L2-estimate
(5.14)
∥∥u(t)− b1,λ∥∥2L2(Rd) ≤ Hˆ1,λ(u0) exp
(− 2λt).
Since Λ > 0 and Fˆ ≥ |∂H|2 ≥ 2ΛHˆ, the claim (5.10) follows by combination of (5.13) with
(5.14). 
5.3. Equilibration in the absence of confinement. We shall now consider the gradient flow
(1.1) in the limit of vanishing confinement, λ = 0. In fact, one may argue that the most natural
gradient flow to study in this context is not (1.1) associated to the functional Fα,λ, but the one
for the unperturbed information Fα,0. The corresponding equation reads
∂tw = − div
(
wD
[
wα−1∆wα
])
.(5.15)
Since the unconfined information functional Fα,0 enjoys the scaling property (1.12), solutions w
to its gradient flow can be related to solutions u of a confined gradient flow as follows.
Lemma 5.4. A function u ∈ L2loc((0, T );W 2,2(Rd)) is a weak solution of (1.1) for λ = 1 if and
only if the function
(5.16) w(t, ·) = dR(t)u(logR(t), ·) = R(t)−du(logR(t), R(t)−1·), R(t) =
(
1+ (δα +2)t
)1/(δα+2)
,
is a weak solution of (5.15).
The proof follows by straight-forward calculations.
An immediate consequence of Lemma 5.4 is that equation (5.15) possesses self-similar solutions.
One is defined by
bα,0(t, ·) := R(t)−d bα,1
(
R(t)−1 · ) = dR(t)bα,1(·),(5.17)
where bα,1 is the Barenblatt profile from (5.3) with unit confinement strength, and the rescaling
factor is given by
R(t) =
(
1 + (δα + 2)t
)1/(δα+2)
.(5.18)
Another consequence of Lemma 5.4 are the intermediate asymptotics of solutions w. In the limit
t → ∞, any solution w to (5.15) converges to zero in L1loc(Rd), and does so by approaching the
self-similar solution w∗ from (5.17).
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Corollary 5.5. Let w be generalized minimizing movement induced by Fα,0 (and a fortiori a
weak solution to equation (5.15)). Then w approaches the self-similar solution bα,0 from (5.17) as
follows, ∥∥w(t, ·) − bα,0(t, ·)∥∥L1(Rd) ≤ C · R(t)−1,(5.19)
where C > 0 depends only on Hα,1(w0) only.
We remark that estimate (5.19) is a global estimate, which provides little useful information
locally. Indeed, on any bounded set M ⊂ Rd, the L1(M)-norm of w∗(t) obviously converges to
zero at rate R(t)−d, which is at least as fast as the approximation of w∗(t) by w(t) at rate R(t)
−1.
In order to obtain meaningful local rates, refined asymptotics would need to be studied, as has
been done for the related slow diffusion equation with α > 1/2 and d = 1 by Angenent [4], and
with α < 1/2 but d ≥ 1 by Denzler, Koch and McCann [20] [19]. Globally, however, (5.19) is a
non-trivial statement, by its equivalence to (1.25).
The goal is to obtain Corollary 5.5 as a consequence of estimate (1.25) of Theorem 1.2. The
obstacle is that (1.25) has not been proven for general weak solutions to (1.1), but just for those,
which are obtained by means of the minimizing movement variational scheme. Hence, it remains to
be shown that generalized minimizing movements for the rescaled and for the unrescaled equation
are in correspondence. To this end, we prove the following (generalized) discrete counterpart of
Lemma 5.4.
Theorem 5.6. Assume that a functional U : P2(R
d)→ (−∞,+∞] satisfies
(5.20) U(dRµ) = R
−δU(µ) ∀µ ∈ P2(Rd), R > 0; dRµ = (R id)#µ.
Let M¯ ∈ P2(Rd), τ > 0 and R > S > 0 be given. A measure M ∈ Dom(U) is a minimizer of the
functional
(5.21) µ 7→ Φ(µ; M¯, τ, λ) := 1
2τ
W 22 (µ, M¯) + U(µ) +
λ
2
m2[µ]
if and only if dRM minimizes
(5.22)
Φ(µ; dSM¯, τ˜ , λ˜) =
1
2τ˜
W 22 (µ, dSM¯) + U(µ) +
λ˜
2
m2[µ], with
τ˜ := τSRδ+1, λ˜ :=
S(1 + λτ) −R
τ˜R
.
In particular, the result applies to U = Fα,0 with δ = δα. When comparing discrete solutions
to (1.1) and (5.15), respectively, R represents the rescaling factor of the current time step, and S
that of the previous one; Theorem 5.6 is applied with λ˜ = 0, so that R = (1 + λτ)S.
Proof. By (5.20) and the rescaling property of the Wasserstein distance,
(5.23) W 22 (dSµ, dSν) = S
2W 22 (µ, ν) ∀µ, ν ∈ P2(Rd),
it is sufficient to prove the theorem in the case S = 1, when (5.22) corresponds to
(5.24) Φ(µ; M¯, τ˜ , λ˜) =
1
2τ˜
W 22 (µ, M¯) + U(µ) +
λ˜
2
m2[µ], with τ˜ := τR
δ+1, λ˜ :=
1 + λτ −R
τ˜R
.
Let us then introduce the functional Ψ : Dom(U) × (0,+∞)→ R
(5.25) Ψ(µ, r) :=
1
2
W 22 (drµ, M¯) + r τU(µ) +
1
2
r(1 + λτ − r)m2[µ].
Observe that
(5.26) τ−1Ψ(µ, 1) = Φ(µ; M¯, τ, λ),
(
τRδ+1
)−1
Ψ(µ,R) = Φ(dRµ; M¯, τ˜ , λ˜)
with τ˜ , λ˜ given by (5.24). For fixed µ ∈ P2, the expression Ψ(µ, ·) is linear in its second argument;
in fact, if γ ∈ P2(Rd × Rd) is an optimal coupling in Γ(µ, M¯), then (R id, id)#γ is an optimal
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coupling in Γ(dRµ, M¯). Hence,
W 22 (drµ, M¯) =
∫
Rd×Rd
|rx − y|2 dγ(x, y) =
∫
Rd×Rd
(
r2|x|2 − 2rx · y + |y|2
)
dγ(x, y)
= r2m2[µ]− 2r
∫
Rd×Rd
x · y dγ +m2[M¯ ],
and
Ψ(µ, r) = r
(
−
∫
Rd×Rd
x · y dγ + τU(µ) + 1 + λτ
2
m2[µ]
)
+
1
2
m2[M¯ ].
Differentiating with respect to r we get
∂
∂r
Ψ(µ, r) = −
∫
Rd×Rd
x · y dγ + τU(µ) + 1 + λτ
2
m2[µ]
=
1
2
W 22 (µ, M¯) + τU(µ) +
λτ
2
m2[µ]− 1
2
m2[M¯ ] = Ψ(µ, 1)− 1
2
m2[M¯ ].
If M is a minimizer of (5.21), then it is also a minimizer of Ψ(·, 1) and of ∂rΨ(·, r). It follows that
(5.27) Ψ(M, r) ≤ Ψ(µ, r) ∀ r > 1, µ ∈ Dom(U).
In view of the second relation in (5.26), it follows that dRM is a minimizer of (5.22). The same
argument shows that if M˜ is a minimizer in (5.22), then Ψ(dR−1M˜, 1) coincides with Ψ(M, 1), and
therefore dR−1M˜ is a minimizer in (5.21). 
By means of the previous theorem, we conclude that generalized minimizing movements indeed
enjoy the same rescaling property stated in Lemma 5.4.
Corollary 5.7. A continuous curve µ ∈ C0([0,+∞);P2(Rd)) belongs to GMM(Fα,1;µ0) iff the
rescaled curve ν(t) = dR(t)µ(logR(t)) belongs to GMM(Fα,0, µ0).
Proof. Let Mτ be a discrete solution associated to the functional Fα,1 for a given partition Pτ .
Define a sequence of discrete rescaling Sn
τ
inductively by
(5.28) S0
τ
:= 1, Sn
τ
= (1 + τn)S
n−1
τ
i.e.
Sn
τ
− Sn−1
τ
τn
= Sn−1
τ
.
We remark that this is the explicit Euler scheme for solution of the differential equation
(5.29)
d
dt
S(t) = S(t)
on the partition Pτ . Correspondingly, we introduce the new family of partitions Pη, induced by
(5.30) ηn := τnS
n−1
τ
(Sn
τ
)1+δα , sn
η
:=
n∑
m=1
ηm.
Further, we define the piecewise linear time rescaling map Lτ : [0,∞)→ [0,∞) by
(5.31) Lτ (t
n
τ
) := sn
η
, Lτ is linear in [t
n−1
τ
, tn
τ
].
By definition, L′
τ
(t) = Sn−1
τ
(Sn
τ
)δα+1 in (tn−1
τ
, tn
τ
). Employing Theorem 5.6 with S := Sn−1
τ
and
R := Sn
τ
, it is immediate to check that the sequence M˜n
η
defined as
(5.32) M˜n
η
:= dSnM
n
τ
is a discrete solution associated to the unperturbed functional Fα,0 with respect to the rescaled
partition η. The corresponding piecewise constant interpolant M˜η satisfies
(5.33) M˜η(Lτ (t)) = dSτ (t)Mτ (t),
with Sτ being the piecewise constant interpolant of the S
n
τ
with respect to the partition Pτ .
By definition, µ ∈ GMM(Fα,λ;µ0) implies that there exists a sequence of partitions τ k such
thatMτk → µ locally uniformly in P2(Rd). Moreover, Sτk(t)→ et locally uniformly and Lτk(t)→
L(t) = 1 + (δα + 2)
−1e(δα+2)t by (5.30). Thus, up to the extraction of a further subsequence, we
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find that M˜ηk converges locally uniformly in P2(R
d) to some limit curve ν. Again, by definition of
the generalized minimizing movements, ν ∈ GMM(Fα,0;µ0). Passage to the limit in (5.33) yields
(5.34) ν(L(t)) = detµ(t) ∀ t > 0.
Consequently, ν(s) = dR(s)µ(logR(s)), since L(t) = s means that t = logR(s). The reverse
implication can be proved in a similar way. 
Corollary 5.7 provides the sought correspondence between generalized minimizing movements
for equation (1.1) and for equation (5.15). Corollary 5.5 thus becomes a direct consequence of
estimate (1.25) from Theorem 1.2.
5.4. An alternative approach to entropy decay. The following constitutes an alternative
approach to the equilibrium estimate (5.5). This alternative approach is purely formal in the range
α > 1/2, where solutions are not generally smooth, but might be expected to apply rigorously
to the (upper end of) the range α ∈ [(d − 2)/2d, 1/2], where examples suggest broader classes of
solutions will be smooth (and possess rapid spatial decay). We include it here since it provides
an enlightening view on the very particular structure of the gradient flow (1.1). The key idea is
to rewrite the equation (1.1) in a way which is inspired by Carrillo and Toscani [15] and allows us
to perform completely explicitly the estimates that resulted in an abstract way from the theory
of gradient flows in the previous section.
Assume that u is a smooth and strictly positive solution to (1.1), which decays rapidly enough
at for |x| → ∞ to justify all subsequent integration by parts. A tedious but straight-forward
calculation reveals that u satisfies
∂tu = div
(
uDGα,λ
)− 2α− 1
2α+ 1
p∆
(
uα+1/2∆Gα,λ
)− 2
2α+ 1
pD2 :
(
uα+1/2D2Gα,λ
)
(5.35)
with the notation
Gα,λ = qu
α−1/2 +
λ
2
|x|2, p =
√
2α
Λ
λ
, q =
√
2α
2α− 1
λ
Λ
,
and Λ is as in (5.1). Notice that the representation for the one-dimensional thin film flow used in
[15] is a special case of the general formula (5.35) above.
Next, rewrite the definition of Hα,λ in the form
Hα,λ[µ] =
Λ
λ
∫ ( q
α+ 1/2
uα+1/2 +
λ
2
|x|2u
)
dx− Cα.
It is straight-forward to check that
|∂Hα,λ|2 =
(Λ
λ
)2 ∫
u|DGα,λ|2 dx.
On the other hand, the time derivative of the relative entropy along a solution becomes
− λ
Λ
d
dt
Hα,λ[µ(t)] = −
∫
Rd
Gα,λ ∂tu dx
=
∫
Rd
u
∣∣DGα,λ∣∣2 dx
+
2α− 1
2α+ 1
p
∫
Rd
uα+1/2
∣∣∆Gα,λ∣∣2 dx+ 2
2α+ 1
p
∫
Rd
uα+1/2
∥∥D2Gα,λ∥∥2 dx.
Neglect the contribution from the last two terms, which are non-negative for α ≥ 1/2. (In fact,
their sum is non-negative in the range α ≥ (d− 2)/2d where Hα,λ[µ] is W2-geodesically convex.)
Instead, relate the first term of the entropy production to the entropy itself, observing that
− d
dt
Hα,λ[µ(t)] ≥ Λ
λ
∫
Rd
u
∣∣DGα,λ∣∣2 dx = λ
Λ
|∂Hα,λ|2 ≥ (2λ) Hˆα,λ,
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employing the convexity estimate2 (5.4). One arrives again at the exponential decay estimate
(5.5), and thus at an alternative proof of Theorem 1.2. Currently — lacking estimates on higher
regularity of the solution u — it is, however, unclear how to turn this formal argument into a
rigorous proof.
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