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1 Einleitung
Aufbauend auf den Erfahrungen aus dem Projekt CarOLO der TU Braunschweig (Raus-
kolb u. a., 2008) und der damit verbundenen erfolgreichen Teilnahme an den Wettbe-
werben der DARPA Urban Challenge werden die Aktivita¨ten des langfristig angelegten
Forschungsvorhabens Stadtpilot vom abgeschlossenen Testgela¨nde mit definiertem Ver-
kehr in den realen innersta¨dtischen Verkehr verlagert. Im Sommer 2010 hat der Versuch-
stra¨ger bereits die ersten Testfahrten mit autonomer La¨ngs- und Querfu¨hrung auf dem
Braunschweiger Stadtring erfolgreich absolviert.
Das reale urbane Umfeld bietet dabei neue Herausforderungen, wobei fu¨r die Umfeld-
wahrnehmung im Wesentlichen die erho¨hte Eigengeschwindigkeit (von ca 30 km/h auf
bis zu 60 km/h bei U¨berholmano¨vern) und die damit verbundene ku¨rzere Sichtbarkeit
von Hindernissen sowie die deutlich erho¨hte Anzahl an Fremdfahrzeugen zu nennen sind.
Vergleichbar zu den Bedingungen bei der DARPA Urban Challenge ist die Komplexita¨t
der statischen und unstrukturierten Randbebauung.
Um das Fahrzeugumfeld maschinell wahrnehmen zu ko¨nnen, ist der eingesetzte Ver-
suchstra¨ger mit diversen Sensoren zur Umfeldwahrnehmung ausgestattet. Diese werden u.
a. mithilfe einer gitterbasierten Sensordatenfusion zu einem einheitlichen Bild der Umge-
bung fusioniert (Thrun u. a., 2005) und u¨ber eine Schnittstelle zur Umfeldwahrnehmung
einer Applikation zur Verfu¨gung gestellt.
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Da der Versuchstra¨ger nicht nur im Projekt Stadtpilot, sondern auch in verwand-
ten Projekten des Instituts eingesetzt (Saust u. a., 2010) und besta¨ndig weiterentwickelt
wird, muss die Softwarearchitektur der Umfeldwahrnehmung flexibel einsetzbar ausgelegt
werden.
In verschiedenen Beitra¨gen wurden bereits Architekturen fu¨r Sensordatenfusion vor-
gestellt (Scheunert u. a., 2008; Waltz und Llinas, 1990; Carvalho und Heinzelman, 2003;
Baig u. a., 2009). Alle teilen die Verarbeitung in unterschiedliche mehr oder weniger de-
taillierte Ebenen ein und betrachten dabei meistens die gesamte Verarbeitungskette eines
autonomen Systems. Eine verbreitete allgemeine Architektur zur Sensordatenfusion ist
das funktionale Modell der Joint Director of Laboratories (JDL) des US Department of
Defense (Steinberg u. a., 1999), das insgesamt fu¨nf Ebenen vorsieht, die u¨ber einen ge-
meinsamen Datenbus kommunizieren. Durch die Betrachtung der Architektur auf einem
hohen Level eignen sie sich jedoch nur bedingt zur direkten Implementierung einer Sen-
sordatenfusion.
In diesem Beitrag wird die Architektur zur gitterbasierten Sensordatenfusion des Pro-
jekts Stadtpilot vorgestellt. Diese Architektur stellt ein einfach zu nutzendes objektorien-
tiertes Framework zur Erstellung von gitterbasierten Sensordatenfusionen basierend auf
unterschiedlichen Sensoren bereit. Durch die Festlegung von definierten Schnittstellen
zwischen den einzelnen Elementen der Architektur bis auf Ebene einzelner Klassen kann
eine einfache Austauschbarkeit von Algorithmen und Verarbeitungsstufen sichergestellt
werden.
Zuna¨chst wird in Abschnitt 2 kurz auf den Kontext der Architektur eingegangen.
Darauf folgend beschreibt Abschnitt 3 allgemein die Architektur der gitterbasierten Sen-
sordatenfusion sowie die Aufteilung in unterschiedliche Layer. Anschließend werden die
Schnittstellen zur Decodierung der Kommunikationsprotokolle der Sensoren beschrieben.
Abschnitt 5 geht schließlich auf die Schnittstellen und Komponenten eines Grid-Moduls
innerhalb der Fusionsebene ein. Abschließend wird in Abschnitt 6 die derzeitige Aus-
pra¨gung der Architektur beschrieben.
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2 Architekturkontext
Die in diesem Beitrag beschriebene Architektur spezifiziert eine Sensordatenfusion zur
Umfeldwahrnehmung in einem Straßenfahrzeug, die zum Ziel hat, mehrere Messwerte
von einem oder mehreren Sensoren durch eine Gitterstruktur abzubilden. Dabei ist es un-
erheblich, welche Vorarbeitungsschritte die Messwerte vorher bereits durchlaufen haben.
Eine Gitterstruktur wird dabei beschrieben als die Abbildung einer realen Fla¨che durch
die Zusammenfassung von zweidimensionalen Bereichen (Zellen) deren Ausmaße durch
eine mathematische Vorschrift festgelegt werden (z. B. a¨quidistantes Gitter, radiales Git-
ter). Diese Gitterstruktur besitzt ein eigenes Koordinatensystem, welches Absta¨nde in der
Einheit [Zelle] misst. Ferner ist diese Gitterstruktur relativ zu einem festen Punkt eines
anderen Koordinatensystems, z. B. Weltkoordinaten- oder Fahrzeugkoordinaten, definiert.
Da diese Architektur sich explizit an gitterbasierte Sensordatenfusionen richtet, werden
beispielsweise Objekthypothesen basierte Sensordatenfusionen (Ohl und Maurer, 2011)
und Highlevel-Fusions-Systeme, die Entscheidungen unterschiedlicher Agenten zusam-
menfu¨hren (Rosenblatt, 1997) oder Situationen bewerten (Freyer u. a., 2007), nicht durch
die Architektur abgedeckt.
3 Softwarearchitektur der Fahrzeugumfeldwahrneh-
mung
Unter Softwarearchitektur wird im Allgemeinen Folgendes verstanden:
“Die Softwarearchitektur eines Systems beschreibt dessen Software-Struktur
respektive dessen -Stukturen, dessen Software-Bausteine sowie deren sichtbare
Eigenschaften und Beziehungen zueinander.” (Vogel u. a., 2009, Seite 48)
Die Festlegung einer Softwarearchitektur beginnt mit der Definition von Anforderun-
gen. Aufgrund der unterschiedlichen Rahmenbedingungen, durch den Einsatz in verschie-
denen Projekten, mu¨ssen unterschiedliche Sensoren und Schnittstellen genutzt bzw. be-
dient werden ko¨nnen. Bedingt durch den Einsatz in der Forschung sollen einzelne Algo-
rithmen innerhalb der Verarbeitung einfach tauschbar sein, um den Einsatz von neuen
Verfahren zu vereinfachen.
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Zusammenfassend ergeben sich daraus drei Anforderungen (Reihenfolge entsprechend
des Textes):
1. Unterschiedliche Sensorkonfigurationen mit unterschiedlichen Software- und Hardware-
Schnittstellen (z. B. CAN, LIN, Flexray, Ethernet) mu¨ssen genutzt werden ko¨nnen.
2. Die Unabha¨ngigkeit der einzelnen Verarbeitungsstufen und Algorithmen innerhalb
der Sensordatenfusion soll zum Zwecke der Austauschbarkeit gewa¨hrleistet sein.
3. Der Einsatz in unterschiedlichen Projekten soll mit geringem Aufwand mo¨glich sein.
Abbildung 1: Paketdiagramm der Architektur
Bezug nehmend auf die JDL-Architektur aus Waltz und Llinas (1990) wird diese Ar-
chitektur in mehrere Ebenen aufgeteilt. Abbildung 1 bildet die Ebenen durch UML-Pakete
ab. Die Sensorebene (Sensor Specific Layer) entspricht dem Level 0 der JDL-Architektur
und entha¨lt die Verarbeitung der sensorspezifischen Protokolle und Bussysteme sowie eine
ggf. notwendige Vorverarbeitung (z. B. Koordinatentransformationen). Die zweite Ebene,
entsprechend Level 1, wird als Fusionsebene (Grid Sensor Data Fusion Layer) bezeich-
net. Ihre Aufgabe ist es, die von der Sensorebene erzeugten Daten zu verarbeiten und der
Ebene der Applikation zur Verfu¨gung zu stellen. Diese letzte Ebene fasst die Level 2-4
der JDL-Architektur zusammen und entha¨lt die eigentliche Funktion des Fahrzeugs (Ap-
plication Layer) wie beispielsweise eine automatische Notbremsfunktion zur Reduzierung
von Unfallfolgen (Reichel u. a., 2010).
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Um die Schnittstellen so allgemein wie mo¨glich und dennoch austauschbar zu gestal-
ten, wird ein Container-Format, UnifiedPointCloud, fu¨r Messpunktwolken definiert. Dieses
entha¨lt, neben den Daten u¨ber die Position des Sensorkoordinatensystems, eine Menge
von Messpunkten in einem kartesischen 3D-Koordinatensystem.
Je sensorspezifischem Protokoll wird innerhalb der Sensorebene eine eigene Kompo-
nente (z. B. IBEOAlaskaSensorDeEncoder) erzeugt. Sie besitzt einen sensorspezifischen
Eingang zum Empfang von Messwerten und sensorspezifischen Ausgang zur Stimulation
des Sensors (z. B. mit Daten zur Fahrzeugeigenbewegung), sowie einen Ausgang an dem
das Containerformat bereitsteht. Durch diese Vereinheitlichung der Schnittstellen wird
Anforderung 1 erfu¨llt, da sich nun Sensoren austauschen lassen, ohne Schnittstellen an-
passen zu mu¨ssen.
Die Fusionsebene entha¨lt, je nach Anforderungen der Applikation, unterschiedliche
Sensordatenfusionen. Jede stellt ein Modul da, das nach dem gleichen Schema aufge-
baut ist (siehe Abschnitt 5) und Messdaten mithilfe einer oder mehrerer Gitterstrukturen
verarbeitet. Die Zusammenfassung aller enthaltenen Gitterstrukturen wird im Folgenden
als Grid bezeichnet, eine einzelne Gitterstruktur wird als Layer bezeichnet. Nach dem
in Thrun u. a. (2005) beschriebenen Algorithmus la¨sst sich eine gitterbasierte Sensor-
datenfusion in die Komponenten (inverses) Sensormodell, Filter sowie Datenspeicherung
aufteilen. Diese Basiselemente werden um eine Komponente zur Pra¨sentation der Daten
(View) gegenu¨ber der Applikation erweitert. Die einzelnen Schnittstellen zwischen die-
sen Komponenten werden in Abschnitt 5 erla¨utert. Sie ermo¨glichen die Umsetzung der 2.
Anforderung bezu¨glich der weitgehenden Unabha¨ngigkeit zwischen den Algorithmen.
Die Applikationsebene verarbeitet die in der Fusionsebene oder Sensorebene erzeugten
Daten und stellt auf ihrer Basis die gewu¨nschte Funktion dar. Durch die zwei der Appli-
kationsebene unterlagerten Ebenen sowie die Einfu¨hrung der Pra¨sentations-Komponente
wird die Applikation soweit von der eigentlichen Sensorik entkoppelt, dass die Bearbei-
tung von unterschiedlichen Projekten in einem Versuchstra¨ger (Anforderung 3) erheblich
vereinfacht wird.
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Abbildung 2: Klassendiagramm der sensorspezifischen Ebene
4 Sensorebene
Jeder Sensortyp wird von einer speziell auf den Sensor angepassten Klasse (z. B. IBEO-
AlaskaSensorDeEncoder) verarbeitet. Diese wird von der abstrakten Basisklasse Sens-
orDataPointCloudDeEncoder abgeleitet. Sie stellt Servicefunktionen (z. B. Koordinaten-
transformationen) sowie einen groben Rahmen zur Verarbeitung von Sensordaten bereit.
Der Empfang sowie der Versand von Datenpaketen wird bereits hier bzw. durch die Ba-
sisklasse SensorDataDecoder erledigt. Abbildung 2 zeigt ein Klassendiagramm der Kom-
ponente am Beispiel eines IBEO Alaska XT Sensors. Die konkrete Sensor-Komponente
widmet sich der De- bzw. Encodierung des sensorspezifischen Protokolls sowie den sensor-
spezifischen Aufgaben (z. B. Bereitstellen von Fahrzeugeigendaten). Der bereits erwa¨hnte
Sensordatencontainer UnifiedPointCloud bildet die Schnittstelle zur na¨chsten Ebene. In
ihm werden die gemessenen Punkte des Sensors abgelegt.
5 Fusionsebene
Die Fusionsebene entha¨lt, je nach Anforderungen der Applikation, mehrere Fusionsmo-
dule. Je nach verarbeitender Anwendung auf der Applikationsebene ko¨nnen aufwendige
Algorithmen eingesetzt oder nur das Umformen von unterschiedlichen Eingangsdaten zu
einem einheitlichen Format durchgefu¨hrt werden. Im Folgenden wird kurz auf die grund-
legenden Abla¨ufe innerhalb eines Fusionsmoduls eingegangen. Anschließend werden die
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internen Strukturen der enthaltenen Komponenten na¨her erla¨utert.
Abbildung 3: Komponentendiagramm der Fusionsebene
Die einzelnen Bestandteile dieser Ebene wurden bereits in Abschnitt 3 vorgestellt. In
Abbildung 3 sind sie in ihrem Zusammenspiel dargestellt. Ein Fusionsmodul ist nach dem
Pipes-And-Filter-Muster (Buschmann u. a., 1996) aufgebaut. Jede der Verarbeitungsstu-
fen arbeitet parallel zu den anderen und kommuniziert die Ergebnisse seiner Algorithmen
u¨ber definierte Schnittstellen. Dieses Prinzip ermo¨glicht eine Wiederverwendung der ein-
zelnen Algorithmen in unterschiedlichen Grid-Modulen. So kann beispielsweise ein fertiges
Sensormodell in ein Fusionsmodul mit einem experimentellen Filtertyp eingebracht wer-
den.
Innerhalb eines Grid-Moduls ko¨nnen alle Komponenten mehrfach vorkommen. Dies
ermo¨glicht den Einsatz von Layern mit z. B. unterschiedlichen Auflo¨sungen sowie die
Nutzung unterschiedlicher Eigenschaften von Sensoren (z. B. Ho¨henauflo¨sung und Hin-
dernisexistenz). Zwischen zwei Fusionsmodulen wird unterschieden, wenn sie eine unter-
schiedliche Zielsetzung haben. Wird beispielsweise der gleiche Bereich um das Fahrzeug
mit dem gleichen Zweck (z. B. Hinderniswahrnehmung) abgebildet, so wird von einem
Modul gesprochen. Hat das eine Modul jedoch die Aufgabe der Hinderniswahrnehmung
und das andere zum Ziel eine Ho¨henkarte der Umgebung zu bestimmen, so wird von
unterschiedlichen Modulen gesprochen.
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Abbildung 4: Logische Ebenen (Layer), z. B. Radar Layer, Lidar Layer und Gesamt Layer
5.1 Layer-Komponente
Die Layer-Komponente bildet die zentrale Komponente innerhalb der gitterbasierten Fusi-
on. Sie speichert und verwaltet die eigentlichen Daten. Eine Komponente stellt dabei eine
einzelne Gitterstruktur dar. Diese kann jedoch in Beziehung zu anderen Gitterstrukturen
stehen. Projiziert man die Beziehungen in die dritte Dimension, so kann von unterschied-
lichen logischen Ebenen (Layern) gesprochen werden. Im realen Einsatz kann mit diesen
Layer-Komponenten beispielsweise eine dezentrale Sensordatenfusion (Darms, 2007) auf-
gebaut werden. Hierbei ko¨nnte jeder Sensor zuna¨chst von einer Layer-Komponente mit
der fu¨r ihn optimalen Auflo¨sung verarbeitet werden, anschließend wu¨rden diese Daten, die
u. U. den gleichen Bereich um das Fahrzeug abdecken, miteinander kombiniert werden.
Abbildung 4 zeigt ein solches Beispiel. Hierbei werden ein Radar- und ein Lidarsensor
zuna¨chst von einer Layer-Komponente verarbeitet, um anschließend diese Daten mitein-
ander zu kombinieren.
In Abbildung 5 ist das Klassendiagramm der Layer-Komponente dargestellt. Eine
Layer -Klasse besitzt mehrere Eigenschaften, die es ihm ermo¨glichen, die Verwaltung der
Datenstruktur zu u¨bernehmen. Wie in Abschnitt 2 beschrieben, besitzt jeder Layer einen
Ursprung bezu¨glichen eines Koordinatensystems, zusa¨tzlich werden Ausdehnung und An-
zahl der Gitterzellen gespeichert. Um ein mo¨glichst paralleles Arbeiten sowie ein einfaches
Verschieben und Erweitern des abgedeckten Bereichs zu ermo¨glichen, wurde die Daten-
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Abbildung 5: Klassendiagramm der Komponente Layer
struktur zusa¨tzlich in Grid-Blo¨cke, unterteilt. Diese stellen Mikro-Grids dar und u¨berneh-
men die eigentliche Speicherung der Daten (siehe Abbildung 6). Jeder Grid-Block la¨sst
sich einzeln fu¨r den Schreib- und Lesezugriff sperren. Hierdurch ko¨nnen beispielsweise
zwei Filterkomponenten gleichzeitig Daten eintragen, wenn ihre Sichtbereiche sich nicht
u¨berschneiden. Die beiden angebotenen Schnittstellen des Layers werden von den anderen
Komponenten genutzt, um beispielsweise Koordinaten zu transformieren oder Zellen zu
aktualisieren.
5.2 Sensormodell-Komponente
Ein Sensormodell stellt die Abbildung von Messwerten auf die zur Aktualisierung einer
Zelle beno¨tigten Gro¨ßen dar (Scheunert u. a., 2008). Je nach Sensortyp werden spezielle
Modelle beno¨tigt. Insgesamt lassen sich vor allem Unterscheidungen nach der eingesetzten
Technologie treffen. So muss aufgrund eines Lasermesswerts eine andere Menge von Zellen
mit anderen Werten aktualisiert werden, als es beispielsweise fu¨r die Verarbeitung eines
Radarmesswerts no¨tig wa¨re.
Die abstrakte Klasse SensorModel mit den zugeho¨rigen Schnittstellen ist in Abbil-
dung 7 dargestellt. Die Schnittstelle zur Filter-Komponente bildet eine Liste von zu ak-
tualisierenden Zellen zusammen mit einem Filter spezifischen Datentyp. Stellvertretend
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Abbildung 6: Speicherabbild eines aus mehreren Grid-Blo¨cke bestehenden Layers
Abbildung 7: Klassendiagramm der Komponente Sensormodell
sind hier Eingangsgro¨ßen fu¨r ein Dempster-Shafer-Filter und ein Bayes-Filter abgebil-
det. An einen Filter u¨bergeben wird immer die Gesamtliste der aufgrund einer Unified-
PointCloud erzeugten Zellaktualisierungen. So ist sichergestellt, dass die Daten in einer
Layer-Komponente konsistent sind.
Da die Datenstruktur UnifiedPointCloud lediglich Messpunkte entha¨lt, aber keine In-
formationen u¨ber das zugeho¨rige Sensorkoordinatensystem umfasst, muss diese Informa-
tion zur korrekten Zellaktualisierung u¨ber die Sensoreigenschaften des Sensormodells ab-
gebildet werden. Am Beispiel eines rotierenden Laserscanners mit einem radialen Koor-
dinatensystem, der in einer Layer-Komponente mit Bayes-Filter eingetragen werden soll,
wu¨rde das Verfahren folgendermaßen ablaufen: Innerhalb der UnifiedPointCloud sind al-
le durch den Sensor gemessenen Laserreflexe enthalten. Messwerte, die jedoch außerhalb
der maximalen Reichweite des Sensors liegen, sind hier nicht gespeichert. Soll nun ein
Layer auf Basis eines Messpunkts der UnifiedPointCloud aktualisiert werden, so wird der
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Abbildung 8: Beispiel der Verarbeitung eines rotierenden Laserscanners in einem Sensor-
modell mit Belegt- (dunkelgrau), Frei-Eigenschaft (hellgrau), Objekt 1 innerhalb, Objekt
2 außerhalb der Sensorreichweite
Strahlengang vom Ursprung der Messung bis zu dem Messpunkt als frei und der Mess-
punkt selbst aber als ,,belegt“ angenommen (siehe Abbildung 8, Objekt 1). Strahlen ohne
Laserreflex oder mit einem Laserreflex außerhalb der gewu¨nschten maximalen Reichwei-
te mu¨ssen durch das Sensormodell bestimmt werden. Dies la¨sst sich u¨ber eine Analyse
der Winkelauflo¨sung (∆α) von vorhandenen Laserreflexen realisieren. Die so gefundenen
Strahlen, die zwar real existieren aber keinen Laserreflex geliefert haben, werden bis zur
gewu¨nschten maximalen Reichweite als ,,frei“ aktualisiert (siehe Abbildung 8, Objekt 2).
5.3 Filter-Komponente
Die Filter-Komponente tra¨gt die Ergebnisse der Sensormodelle in den Zellen einer konkre-
ten Layer-Komponente ein. Hierzu kann beispielsweise das Verfahren von Dempster-Shafer
oder von Bayes verwendet werden. Das Filter bestimmt die eigentliche Datenstruktur einer
Layer-Komponente, da das Filter die einzige Komponente ist, die Daten in einer Layer-
Komponente ablegen darf. Bei der Verarbeitung der Daten eines Sensormodells ist auf
eine geeignete Vorsortierung zu achten, um ein mo¨glichst paralleles Arbeiten zu ermo¨gli-
chen. Da jeder Grid-Block einzeln mit einem Mutex gesichert ist, lassen sich durch eine
auf Grid-Blo¨cke bezogene Sortierung mehrere Datensa¨tze gleichzeitig eintragen.
Abbildung 9 bildet die Klassenstruktur der Filter-Komponente ab. Zu sehen sind ferner
die genutzten Schnittstellen zum Zugriff auf eine Layer-Komponente sowie zum Empfang
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Abbildung 9: Klassendiagramm der Komponente Filter
der Ergebnisse eines Sensormodells.
5.4 Pra¨sentations-Komponente
In einer Layer-Komponente aggregierte Daten mu¨ssen zur spa¨teren Weiterverarbeitung
in einer Applikation oft noch konvertiert oder vorverarbeitet werden, um beispielsweise
befahrbare Bereiche zu detektieren (Leonard u. a., 2008). Die Gitterstruktur dazu zuna¨chst
an die Applikation zu u¨bermitteln, ist in der Regel nicht empfehlenswert, da hier sehr
große Datenmengen u¨bertragen werden mu¨ssen. Die Pra¨sentations-Komponente (View-
Komponente) stellt deshalb eine spezielle Sichtweise auf eine Layer-Komponente da. In
dieser ko¨nnen aufwendige Umformungen direkt auf den Datenstrukturen der Komponente
durchgefu¨hrt und speziell an die Applikation angepasst werden.
Abbildung 10: Klassendiagramm der Komponente View
Das Klassendiagramm der Pra¨sentations-Komponente ist in Abbildung 10 dargestellt.
Die Basisklasse View wird dabei durch ein externes Ereignis (z. B. zeitgesteuert) aktiviert
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und fu¨hrt anschließend die Umformung aus. Denkbar sind hier beispielsweise Verfahren zur
Objektrekonstruktion, die Bestimmung des befahrbaren Bereichs oder auch das Kopieren
der gesamten Daten einer Layer-Komponente oder lediglich vera¨nderter Grid-Blo¨cke zur
Darstellung in einer Visualisierung.
6 Einsatz im Projekt Stadtpilot
Die in den vorangegangenen Abschnitten vorgestellten Komponenten wurden im Rahmen
des Projekts Stadtpilot in der Programmiersprache C++ umgesetzt. Implementiert wurde
ein Sensormodell fu¨r Laserscanner, das unterschiedlich parametrisiert werden kann. Das
Ergebnis dieses Modells la¨sst sich mit einem Bayes Filter fusionieren. Die eingesetzte
Datenstruktur ist in der Lage sich mit dem Fahrzeug mitzubewegen oder auch ortsfest
eingesetzt zu werden.
Der Versuchstra¨ger des Projekts Stadtpilot ist mit Laser- und Radarsensoren aus-
geru¨stet worden (siehe Abbildung 11). Fu¨r die gitterbasierte Fusion werden bislang nur
die Lasersensoren genutzt. Im vorderen Bereich des Fahrzeugs sind zwei Laserscanner vom
Typ IBEO Alaska XT angebracht. Das Heck des Fahrzeugs ist mit einem Laserscanner
vom Typ IBEO Lux ausgeru¨stet. An zentraler Position auf dem Fahrzeugdach ist ferner
ein Laserscanner vom Typ Velodyne HDL-64ES2 montiert.
Abbildung 11: Gitterbasierte Sensorkonfiguration Versuchstra¨gers des Projekt Stadtpilot
“Leonie”
Die Befestigungspositionen und Blickwinkel richten sich nach dem Einsatzgebiet sowie
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den auftretenden Fahrsituationen. Ein besonderes Augenmerk liegt auf dem Front- sowie
Heckbereich des Fahrzeugs. Hier ist eine mehrfache Redundanz der Abdeckungsbereiche
durch unterschiedliche Sensorhersteller gegeben. Die Messdaten der Sensoren werden mit-
einander fusioniert, um die Rate der Fehldetektionen mo¨glichst gering zu halten.
Abbildung 12: Auspra¨gung der Architektur im Projekt Stadtpilot
Abbildung 12 stellt die genutzten Sensoren, die implementierten Module und die Kom-
ponenten in ihrem Zusammenhang dar. Die eingesetzte Layer-Komponente spannt eine
Fla¨che von 100m x 100m bei einer Auflo¨sung von 20mm x 20mm um das Fahrzeug auf. Auf-
geteilt ist der Layer insgesamt 8 x 8 Grid-Blo¨cke a` 64 x 64 Zellen. Derzeitig werden von den
Komponenten drei Sensoren verarbeitet, die in dieser gemeinsamen Layer-Komponente fu-
sioniert werden. Das Sensormodell zur Verarbeitung von rotierenden Lasersensoren la¨sst
sich in unterschiedlichen Parametrierungen hierzu einsetzen. Zur Verarbeitung der Mess-
werte des Velodyne HDL-64ES2 wird ferner eine Vorverarbeitung beno¨tigt, um Messwerte
des Bodens zu entfernen. Zur Pra¨sentation des Grids gegenu¨ber der Applikation wird ak-
tuell das gesamte Grid kopiert. Diese Schnittstelle wird auch zur Visualisierung eingesetzt.
Zusa¨tzlich wird momentan eine Komponente zur Objektrekonstruktion entwickelt.
7 Zusammenfassung
Durch die Verfu¨gbarkeit von bestehenden Algorithmen und die Definition der Schnittstel-
len innerhalb eines Grid-Moduls (siehe Abschnitt 5) lassen sich einfach Erweiterungen in
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bestehende und neu zu erstellende Fusionssysteme einbringen (Anforderung 2). Der Ein-
satz von unterschiedlichen Pra¨sentationsalgorithmen ermo¨glicht die Nutzung eines Um-
feldwahrnehmungssystems mit den Applikationen unterschiedlicher Projekte (Anforder-
ung 3). Durch Vereinheitlichung der Schnittstellen zur Sensorprotokolldecodierung (siehe
Abschnitt 4) wurde auch die Anforderung 1 nach dem Einsatz unterschiedlicher Sensor-
konfigurationen umgesetzt.
Insgesamt wurde die Umsetzung der Sensordatenfusionen des Projekts Stadtpilot ge-
genu¨ber dem Projekt CarOLO als deutlich einfacher wahrgenommen. Der Einsatz von
weiterentwickelten Algorithmen ließ sich leichter umsetzen, wa¨hrend durch die strikte De-
finition der Schnittstellen zwischen und innerhalb der drei Ebenen die Wiederverwendung
von Algorithmen und Komponenten in unterschiedlichen Projekten mit unterschiedlichen
Sensorkonfigurationen mo¨glich wurde.
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