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Notac¸o˜es
Durante este trabalho adotamos a convenc¸a˜o de que um ideal e´ sempre um ideal
bilateral.
• L(E) := { operadores limitados sobre o espac¸o de Banach E}.
• K(E) := { operadores compactos sobre o espac¸o de Banach E}.
• KE := K(L2(E)).
• LE := L(L2(E)).
• S1 := c´ırculo unita´rio em C.
• S1+ = S1 × {+∞}.
• S1− = S1 × {−∞}.
• C(X) := { func¸o˜es complexas cont´ınuas sobre X}.
• C∞(X) := { func¸o˜es complexas infinitamente diferencia´veis sobre X}.
• C∞c (X) := { func¸o˜es de C∞(X) com suporte compacto }.
• CS(R) := { func¸o˜es cont´ınuas de R em C com limites em +∞ e−∞} ∼= C([−∞,+∞]),
[−∞,+∞] denotando a compactificac¸a˜o de R que se obte´m acrescentando os pontos
−∞ e +∞.
• CS(Z) := { sequeˆncias complexas indexadas por Z com limites em +∞ e −∞}.
• P2π := { func¸o˜es cont´ınuas de R em C 2π-perio´dicas }.
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• C0(R) := { func¸o˜es cont´ınuas de R em C com limite zero em ±∞}.
• S(R) := {φ ∈ C∞(R) : sup
x
|xαφβ(x)| <∞, α, β ∈ N}.
• F denota a Transformada de Fourier em R:
Fu(x) =
1√
2π
∫
R
e−ixtu(t) dt.
• Id denota o operador identidade em um espac¸o de Hilbert.
• ind denota o ı´ndice de um operador de Fredholm.
• w denota o nu´mero de rotac¸a˜o de uma curva fechada em C \ {0}.
• δ0 e´ a aplicac¸a˜o exponencial da sequeˆncia exata c´ıclica de seis termos de K-teoria.
• δ1 e´ a aplicac¸a˜o do ı´ndice da sequeˆncia exata c´ıclica de seis termos de K-teoria.
• ∗ denota a operac¸a˜o convoluc¸a˜o.
• T ∗ denota o operador adjunto de T .
• Tˆ = FT .
• < ·, · > denota produto interno.
• a(M) denota o operador de multiplicac¸a˜o por a. Neste trabalho utilizamos
a(M) ∈ LR, isto e´ a(M)u(x) = a(x)u(x), a ∈ L∞(R).
a(M) ∈ LZ, isto e´ a(M)(uj)j = (a(j)uj)j, a : Z→ C limitada.
a(M) ∈ LS1 , isto e´ a(M)u(x) = a(x)u(x), a ∈ L∞(S1).
• Aut(A) denota o conjunto dos automorfismos de A, A uma C∗- a´lgebra.
• GL(A) denota o grupo dos elementos invers´ıveis de A, A uma C∗- a´lgebra com
unidade.
• U(A) denota o grupo dos elementos unita´rios de A, A uma C∗- a´lgebra com unidade.
• A˜ denota a unitizac¸a˜o da C∗- a´lgebra A.
• ϕ¯: dado o ∗-homomorfismo ϕ : A → B temos ϕ¯ : A˜ → B˜ onde ϕ¯(a + α1A˜) =
ϕ(a) + α1B˜, a ∈ A e α ∈ C.
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Introduc¸a˜o
Dado o espac¸o de Hilbert L2(R), seja L(L2(R)) o conjunto dos operadores limitados
de L2(R). E´ conhecido que L(L2(R)) e´ uma C∗- a´lgebra (veja, por exemplo, [28], exemplo
2.1.3).
Denotemos por A a C∗- suba´lgebra de L(L2(R)) gerada pelas seguintes classes de
operadores:
1. As multiplicac¸o˜es b(M) por func¸o˜es b ∈ CS(R).
2. As multiplicac¸o˜es eijM , j ∈ Z.
3. Os operadores da forma b(D) := F−1b(M)F , F denotando a transformada de
Fourier e b como no item anterior.
Denotemos por SL a C∗- suba´lgebra de L(L2(S1)) gerada pelos operadores a(M)
de multiplicac¸a˜o por func¸o˜es a ∈ C∞(S1) e por todos os operadores da forma b(Dθ) :=
F−1d b(M)Fd, onde Fd : L
2(S1) −→ L2(Z) denota a transformada de Fourier discreta e
b(M) ∈ L(L2(Z)) o operador de multiplicac¸a˜o por uma sequeˆncia (bj)j∈Z que possua
limites quando j tende a +∞ e −∞. E´ sabido que SL conte´m o ideal KS1 dos operadores
compactos de L2(S1) e que o quociente SL/KS1 e´ isomorfo a a´lgebra das func¸o˜es cont´ınuas
em S1 × {−1, 1}, com isomorfismo determinado por
a(M) 7−→ ((z,±1) 7→ a(z)) e b(D) 7−→ ((z,±1) 7→ lim
j→±∞
bj).
Seja E o menor ideal fechado contendo todos os comutadores de A. Enta˜o E conte´m
o ideal KR dos operadores compactos em L
2(R) e e´ isomorfo [13] ao produto tensorial
de C∗- a´lgebras SL ⊗ KZ, onde KZ e´ o ideal dos operadores compactos em L2(Z) (a
construc¸a˜o expl´ıcita de um isomorfismo depende da escolha de um isomorfismo entre
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L2(R) e L2(S1)⊗L2(Z)). Combinando-se esse isomorfismo com o do para´grafo anterior e
usando que KR e´ isomorfo a KS1 ⊗KZ, obte´m-se:
E/KR ∼= C(S1 × {−1, 1})⊗KZ. (1)
Decorre de resultados gerais sobre “a´lgebras de comparac¸a˜o” , que sa˜o certas C∗-
a´lgebras geradas por operadores pseudodiferenciais em variedades, estudadas por Cordes
e colaboradores [9], que KR ⊂ E e que existe um isomorfismo
A/E ∼= C(X × {−∞,+∞}), (2)
(onde X = {(x, eix) : x ∈ R} ∪ ({−∞,+∞} × S1) e´ um subconjunto fechado de
[−∞,+∞]× S1 ) determinado por:
1. [a(M)]E 7→ ((x, eiy),±∞) 7→ a(y), ∀ (x, eiy) ∈ X), se a e´ 2π-perio´dica.
2. [b(M)]E 7→ ((x, eiy),±∞) 7→ b(x), ∀ (x, eiy) ∈ X), se b ∈ CS(R).
3. [b(D)]E 7→ ((m,±∞) 7→ b(±∞), ∀m ∈ X), se b ∈ CS(R).
Denotamos, acima, por [A]E a classe de A ∈ A no quociente A/E.
O resultado central deste trabalho e´ o ca´lculo da K-teoria de A, e isto e´ feito nos
Cap´ıtulos 3 e 4. Nos Cap´ıtulos 1 e 2 demonstramos, ou citamos sem demonstrar, os
resultados preliminares necessa´rios para esse trabalho. A seguir detalhamos o conteu´do
de cada cap´ıtulo.
No Cap´ıtulo 1, provamos que
KR ⊂ E ⊂ A
e estabelecemos o isomorfismo (2). O que difere esse cap´ıtulo do trabalho de [13] e´
que para demonstrarmos que KR ⊂ E e a existeˆncia do isomorfismo (2) na˜o invocamos
resultados sobre a´lgebras de comparac¸a˜o, embora utilizemos muitas das ide´ias e te´cnicas
de [9, 10]. Para descrevermos o isomorfismo (1) utilizaremos o Teorema 2.6 de [13], que
sera´ enunciado mas na˜o demonstrado.
Denotemos por C a C∗- suba´lgebra de L(L2(R)) gerada pelas seguintes classes de
operadores:
1. As multiplicac¸o˜es a(M) por func¸o˜es a ∈ CS(R).
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2. Os operadores da forma b(D) := F−1b(M)F , F denotando a transformada de
Fourier e b como no item anterior.
No Cap´ıtulo 2 provamos que KR ⊂ C e estabelecemos o isomorfismo
C/KR ∼= C(MC)
(onde MC = {(x, y) ∈ [−∞,+∞]× [−∞,+∞] : |x|+ |y| =∞}). Introduzimos, tambe´m,
nesse cap´ıtulo um pouco sobre a teoria de espac¸os de Hardy (na reta e no c´ırculo). Essa
teoria foi utilizada na demonstrac¸a˜o de que, se T ∈ C e´ um operador de Fredholm, temos
ind(T ) = w(σT ) onde ind e´ o ı´ndice de Fredholm de T , w e´ o nu´mero de rotac¸a˜o e σ e´ a
composic¸a˜o do isomorfismo de Gelfand com a projec¸a˜o canoˆnica (observamos que, como
MC e´ homeomorfo ao c´ırculo, faz sentido calcular w(σT )). Utilizaremos os resultados
obtidos nesse cap´ıtulo nos cap´ıtulos que seguem.
A a´lgebra C foi estudada por Cordes e Herman [12] e Power [35]. No trabalho de Power
foi demonstrado que se T ∈ C e´ um operador de Fredholm enta˜o temos ind(T ) = w(σT ),
este resultado estava apenas impl´ıcito em [12]. Damos aqui uma apresentac¸a˜o detalhada
e auto-contida dos resultados de [12, 35], usando a linguagem da K-teoria de a´lgebra de
operadores.
Os isomorfismos (1) e (2) induzem uma sequeˆncia exata curta de C∗- a´lgebras
0 −→ C(S1 × {−1, 1})⊗KZ −→ A/KR −→ C(X × {−∞,+∞}) −→ 0. (3)
No Cap´ıtulo 3 calculamos explicitamente os “connecting mappings” da sequeˆncia
exata c´ıclica de seis termos associada a (3).
A composic¸a˜o do isomorfismo (1) com a projec¸a˜o canoˆnica (no quociente) pode ser
estendida a um ∗-homomorfismo, que chamamos γ, da a´lgebra toda para o conjunto
das func¸o˜es cont´ınuas de S1 × {−1, 1}, tomando valores em L(L2(Z)). No Cap´ıtulo 4,
calculamos precisamente a imagem de γ e verificamos que a mesma tem estrutura de
produto cruzado. Sua K-teoria poˆde enta˜o ser calculada pela sequeˆncia exata c´ıclica
de Pimsner-Voiculescu [34]. Obtivemos enta˜o uma nova sequeˆncia exata curta de C∗-
a´lgebras,
0 −→ J0/KR −→ A/KR −→ Im γ −→ 0 (4)
onde J0 e´ a C
∗- suba´lgebra de L(L2(R)) gerada por todos os operadores da forma
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a(M)b(D), onde a ∈ C0(R) e b ∈ CS(R). Calculamos explicitamente os “connecting
mappings” da sequeˆncia exata c´ıclica de seis termos associada a (4).
Os resultados obtidos com os ca´lculos dos “connecting mappings” das sequeˆncias
exatas c´ıclicas de seis termos associadas a (3) e (4) nos levaram ao ca´lculo da K-teoria de
A e a uma descric¸a˜o expl´ıcita da fo´rmula do ı´ndice de Fredholm ind : K1(A/KR) −→ Z.
Seja
A =
N∑
j=1
aj(M)bj(D), (5)
onde a1, . . . , aN pertencem a` a´lgebra finitamente gerada pelas func¸o˜es infinitamente difer-
encia´veis de per´ıodo 2π e por s(x) = x(1 + x2)−1/2 e b1, . . . , bN esta˜o na a´lgebra fini-
tamente gerada por {s, 1}. Temos que A e´ um operador pseudodiferencial cla´ssico (is-
to e´, com s´ımbolo poli-homogeˆneo, veja [18]). As func¸o˜es a1, . . . , aN sa˜o chamadas de
semiperio´dicas. A a´lgebra gerada pelos operadores do tipo (5) e´ densa em A. Logo A
tambe´m pode ser vista como uma C∗- a´lgebra gerada por uma certa classe de operadores
pseudodiferenciais com s´ımbolos semiperio´dicos.
Os resultados descritos acima sobre a estrutura de A foram estendidos em [23] para
uma C∗- a´lgebra, B, gerada por operadores pseudodiferenciais em variedades riemannianas
da forma B × R, onde B e´ uma variedade compacta n-dimensional.
Aparentemente para a a´lgebra B a Im γ na˜o apresenta estrutura de produto cruzado.
Sendo assim, na˜o basta utilizar os recursos descritos no Cap´ıtulo 4 para calcular sua K-
teoria. Para utilizarmos a estrate´gia do Cap´ıtulo 3, precisamos conhecer explicitamente
alguns elementos “ba´sicos” dos grupos Ki(B/E) e Ki(E/K), i = 0, 1, como por exemplo
seus geradores. Estas informac¸o˜es parecem ser bem mais dif´ıceis de obter nessa C∗-
a´lgebra.
Para as a´lgebras A e B temos a seguinte sequeˆncia de composic¸a˜o (no sentido de [14],
4.3.2)
0 ⊂ KR ⊂ E ⊂ A,
0 ⊂ KR ⊗KB ⊂ E ⊂ B.
Muitas outras C∗- a´lgebras geradas por operadores pseudodiferenciais apresentam se-
queˆncia de composic¸a˜o como acima. Por exemplo, para a C∗- a´lgebra UM gerada pelos
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operadores b-pseudodiferenciais de Melrose numa variedade compacta com bordo , Lauter
[20] achou a sequeˆncia de composic¸a˜o
0 ⊂ KR ⊂ E ⊂ UM
com UM/E isomorfo (via s´ımbolo principal) a uma a´lgebra de func¸o˜es cont´ınuas e E/KR
isomorfo a` soma direta (indexada pelas componentes conexas do bordo) da a´lgebra de
func¸o˜es cont´ınuas de R com valores em operadores compactos. Para mais exemplos ver
[10, 24, 26, 27].
Em 1963, M. Atiyah e I. Singer em [1] publicaram a primeira prova do teorema, que
posteriormente passou a chamar-se Teorema de Atiyah-Singer, que expressa o ı´ndice de
Fredholm de um operador el´ıptico somente em termos topolo´gicos. Outras provas podem
ser encontradas em [2, 3, 5, 16].
Em 1995, R. Nest e B .Tsygan em [29, 30, 31] publicaram generalizac¸o˜es do Teorema
de Atiyah-Singer em um contexto mais alge´brico. Para essas generalizac¸o˜es eles utilizaram
invariantes alge´bricos como cohomologia c´ıclica, K-teoria e cara´ter de Chern.
V. Nistor em 1997, apresentou em [32] uma nova prova do Teorema do ı´ndice de
Connes-Moscovici para recobrimento [8] usando apenas invariantes alge´bricos.
Desde enta˜o o interesse pelo estudo dos invariantes alge´bricos para a´lgebras de oper-
adores pseudodiferenciais tem crescido, veja por exemplo, [21, 22, 24, 25].
Temos tambe´m que a´lgebras de operadores pseudodiferenciais sa˜o a´lgebras na˜o-comu-
tativas naturalmente associadas a situac¸o˜es geome´tricas singulares, e existem boas razo˜es
para esperar que o estudo de invariantes dessas a´lgebras na˜o-comutativas revelem in-
formac¸o˜es sobre a geometria e ajudem a entender o que vem a ser uma variedade na˜o-
comutativa [7].
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Cap´ıtulo 1
A a´lgebra A
Neste cap´ıtulo estudaremos uma suba´lgebra de L(L2(R)), que chamamos A, obtida
como o fecho da a´lgebra gerada por:
i) operadores de multiplicac¸a˜o por func¸o˜es em CS(R).
ii) operadores de multiplicac¸a˜o por eijt, j ∈ Z.
iii) operadores da forma b(D) := F−1b(M)F , b ∈ CS(R) e F denotando a transformada
de Fourier.
E´ fa´cil verificar que A e´ invariante por adjunto, isto e´, dado T ∈ A temos T ∗ ∈ A.
Portanto A e´ uma ∗- suba´lgebra de L(L2(R)). Como A e´ fechada e tem unidade temos
que A e´ uma C∗- a´lgebra com unidade.
Seja E o ideal comutador de A, isto e´, E e´ o ideal fechado gerado pelos comutadores
[a, b] = ab− ba, a, b ∈ A. E´ fa´cil verificar que A/E e´ abeliano. Seja MA o espectro da C∗-
a´lgebra A/E, isto e´, o conjunto dos homomorfismos na˜o nulos de A/E em C munido da
topologia fraca-∗. Pelo Teorema 2.1.10, pa´g. 41 de [28] temos que ϕ : A/E −→ C(MA)
onde a 7−→ aˆ e aˆ(φ) = φ(a), para todo a ∈ A/E e φ ∈MA, e´ um *-isomorfismo isome´trico.
O isomorfismo ϕ e´ chamado de isomorfismo de Gelfand.
No Teorema 1.17 apresentaremos uma fo´rmula expl´ıcita para ϕ : A/E −→ C(MA).
Verificaremos no Lema 1.6 que KR ⊂ E e na Proposic¸a˜o 1.24 estabeleceremos um isomor-
fismo ψ : E/KR −→ C(S1×{−1, 1},KZ). Estes isomorfismos nos auxiliara˜o, no Cap´ıtulo
3, no ca´lculo da K- teoria de A.
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Vamos considerar tambe´m a C∗- a´lgebra conjugada Aˆ = F−1AF . Os geradores de Aˆ
correspondentes a i), ii) e iii) sa˜o dados por:
ıˆ) operadores da forma a(D), a ∈ CS(R).
ıˆˆı) operadores translac¸a˜o Tj , onde Tj(u)(τ) := u(τ + j) com u ∈ L2(R), j ∈ Z.
ıˆˆıˆı) operadores de multiplicac¸a˜o por func¸o˜es em CS(R).
1.1 Ideal comutador
O principal resultado desta sec¸a˜o e´ obtido na Proposic¸a˜o 1.7 onde mostraremos que
o ideal comutador, Eˆ = F−1EF , da a´lgebra Aˆ coincide com o fecho do conjunto:
{
N∑
j=−N
bj(D)aj(M)Tj +K ; N ∈ N , bj ∈ CS(R) , aj ∈ C0(R) , K ∈ KR}.
Logo podemos concluir que E coincide com o fecho do conjunto:
{
N∑
j=−N
bj(M)aj(D)e
ijM +K ; N ∈ N , bj ∈ CS(R) , aj ∈ C0(R) , K ∈ KR}.
Temos que o comutador [b(D), Tj] e´ igual a zero e e´ conhecido que
[a(M), b(D)] ∈ KR, para a, b ∈ CS(R) (1.1)
(veja por exemplo [10], cap´ıtulo III, Lema 9.4). E temos que
[Tj , a(M)] = (a(M + j)− a(M))Tj para a ∈ CS(R) e j ∈ Z. (1.2)
Definic¸a˜o 1.1 Seja H um espac¸o de Hilbert. Uma C∗- suba´lgebra A de L(H) e´ irredut´ıvel
se os u´nicos subespac¸os vetoriais fechados de H que sa˜o invariantes por A sa˜o {0} e H.
No Lema abaixo damos uma condic¸a˜o suficiente para que uma a´lgebra A ⊂ L(H) seja
irredut´ıvel.
Lema 1.2 Se A ⊂ L(H) e´ uma a´lgebra tal que {au : a ∈ A} e´ denso em H, para todo
u ∈ H na˜o nulo, enta˜o A e´ irredut´ıvel.
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Demonstrac¸a˜o:
Seja M ⊂ H um subespac¸o vetorial fechado e invariante por A, onde M 6= {0}.
Vamos provar que M⊥ = {0}, pois como H = M ⊕M⊥ teremos M = H .
Sejam x ∈ M⊥ e 0 6= y ∈ M . Como {ay : a ∈ A} e´ denso em H temos que existem
aj ∈ A tais que ajy → x e ajy ⊥ x. Enta˜o < x, x >=< lim
j→∞
ajy, x >= lim
j→∞
< ajy, x >= 0.
Logo x = 0 o que implica que M⊥ = {0}. Portanto A e´ irredut´ıvel.
Vamos verificar que o ideal comutador E da C∗- a´lgebra A e´ irredut´ıvel e enta˜o
utilizando o Teorema abaixo teremos KR ⊂ E.
Teorema 1.3 Seja A uma C∗- suba´lgebra de L(H) irredut´ıvel que tem intersec¸a˜o na˜o
nula com K(H). Enta˜o K(H) ⊂ A.
Demonstrac¸a˜o: Ver [28], pa´g. 58.
Enunciaremos agora o Teorema de Stone -Weierstrass (caso complexo) que sera´ uti-
lizado na demonstrac¸a˜o do pro´ximo resultado.
Teorema 1.4 Seja B uma suba´lgebra de C(X), X Hausdorff compacto, com a pro-
priedade de que se f ∈ B enta˜o f¯ ∈ B. Se B e´ fechada na norma do supremo, || · ||∞,
e separa pontos (isto e´, dados x 6= y em X, existe f ∈ B tal que f(x) 6= f(y)), enta˜o
B = C(X) ou B = {f ∈ C(X) : f(x) = 0} para algum x fixado.
Demonstrac¸a˜o: Ver [36], pa´g. 266.
Lema 1.5 Seja B a ∗-a´lgebra gerada por {a(x+ j)− a(x) : a ∈ C0(R), j ∈ Z} enta˜o B
e´ densa em C0(R).
Demonstrac¸a˜o:
Como R na˜o e´ compacto, para utilizarmos o Teorema 1.4 vamos considerar X a
compactificac¸a˜o de R por um ponto, isto e´, X = R∪{∞}. Temos que B e´ uma suba´lgebra
de C(X) e e´ evidente que se f ∈ B enta˜o f¯ ∈ B.
Sejam a(x) = 1
1+x2
e z, y ∈ R com z 6= y. Enta˜o para algum j ∈ Z, a(z + j)− a(z) 6=
a(y+ j)−a(y). Consideremos a mesma a, z =∞ e y ∈ R temos que a(z+1)−a(z) = 0 e
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a(y+1)−a(y) 6= 0 se y 6= −1/2 e a(y+2)−a(y) 6= 0 se y = −1/2. Logo B separa pontos
de X , enta˜o pelo Teorema de Stone-Weierstrass temos que B¯ = {a ∈ C(X) : a(+∞) =
0} = C0(R).
Seja T : CS(R) −→ L(L2(R)) definida por T (a) = a(M). T e´ um ∗-homomorfismo
injetivo, logo pelo Teorema 3.1.5 de [28] temos que T e´ uma ∗-isometria. Utilizando esta
∗-isometria temos que a ∗-a´lgebra gerada por {a(M + j) − a(M) : a ∈ C0(R), j ∈ Z} e´
densa em {b(M) : b ∈ C0(R)}.
Durante este trabalho estaremos muitas vezes identificando a func¸a˜o b ∈ CS(R) com
o operador b(M) atrave´s desta ∗-isometria.
Lema 1.6 O ideal comutador E da C∗- a´lgebra A e´ irredut´ıvel.
Demonstrac¸a˜o:
Consideremos η(x) = 1
1+x2
, x ∈ R. E´ conhecido que
F−1η(x) =
1√
4π
∫ +∞
0
e−δ√
δ
e
−|x|2
4δ dδ
(veja, por exemplo, [36] pa´g. 128).
Temos que |F−1η(x)| ≤ 1√
4π
∫ +∞
0
e−δ√
δ
dδ e sabemos que∫ 1
0
e−δ√
δ
dδ <
∫ 1
0
1√
δ
dδ <∞ e (1.3)
∫ +∞
1
e−δ√
δ
dδ ≤
∫ +∞
1
e−δ dδ <∞. (1.4)
Logo por (1.3) e (1.4) temos que F−1η e´ limitada. Fazendo u = x
2
√
δ
temos du = dx
2
√
δ
,
logo ∫
R
F−1η(x) dx =
2√
4π
∫ +∞
0
e−δ
∫ +∞
−∞
e−u
2
du dδ <∞
o que implica que F−1η ∈ L1(R).
Sejam ϕ ∈ S(R) e T = F−1η. Temos que η(D)(ϕ) = F−1(ϕˆTˆ ) e como T e´ uma
distribuic¸a˜o temperada pelo Teorema IX.4 de [36] sabemos que F−1(ϕˆTˆ ) = 1√
2π
T ∗ ϕ.
Como T ∈ L1(R) e ϕ ∈ S(R) ⊂ L1(R) podemos escrever
1√
2π
T ∗ ϕ(x) = 1√
2π
∫
R
T (x− y)ϕ(y) dy para todox ∈ R.
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Logo η(D) e´ um operador integral com nu´cleo T (x−y) > 0. Tomemos 0 6= u ∈ L2(R)
e ψ ∈ C∞c (R) tal que ψu 6= 0. Temos que η(D)ψu 6= 0, ja´ que η(M) e´ injetor, e vamos
verificar agora que η(D)ψu e´ cont´ınua.
Sabemos que para todo x ∈ R, η(D)ψu(x) = ∫
R
T (x− y)(ψu)(y) dy. Ja´ verificamos
que T ∈ L1(R) e e´ limitada. Por Holder temos que ψu ∈ L1(R) e como |T (x−y)(ψu)(y)| ≤
C|(ψu)(y)| segue que T (x−y)(ψu)(y) e´ limitada por uma func¸a˜o em L1(R), independente
de x. Enta˜o pelo Teorema da Convergeˆncia Dominada temos que para cada x0 ∈ R
lim
x→x0
∫
R
T (x− y)(ψu)(y) dy =
∫
R
lim
x→x0
T (x− y)(ψu)(y) dy.
Usando novamente o Teorema da Convergeˆncia Dominada temos que lim
v→v0
T (v) =
T (v0), logo
∫
R
lim
x→x0
T (x − y)(ψu)(y) dy =
∫
R
T (x0 − y)(ψu)(y) dy, ou seja, η(D)ψu e´
cont´ınua.
Como η(D)ψu 6= 0 temos que existe x0 ∈ R tal que η(D)ψu(x0) 6= 0. Enta˜o temos
que Re (η(D)ψu(x0)) 6= 0 ou Im (η(D)ψu(x0)) 6= 0 ou ambas o sa˜o.
Suponhamos que Re (η(D)ψu(x0)) 6= 0. Enta˜o temos que Re (η(D)ψu(x0)) > 0 ou
Re (η(D)ψu(x0)) < 0. Se Re (η(D)ψu(x0)) > 0 enta˜o pela continuidade de η(D)ψu temos
que Re (η(D)ψu) > 0 em um aberto B ⊂ R contendo x0. Pelo Corola´rio I.2.2 de [19]
existe ϕ ∈ C∞c (B) tal que 0 ≤ ϕ ≤ 1 e ϕ ≡ 1 em um aberto contido em B.
Portanto Re (ϕη(D)ψu)(x) ≥ 0 para todo x ∈ R. E como η(D) tem nu´cleo positivo
Re (η(D)ϕη(D)ψu)(x) > 0 para todo x ∈ R.
Se Re (η(D)ψu(x0)) < 0 devemos proceder como no caso da Re (η(D)ψu(x0)) > 0.
Se Im (η(D)ψu(x0)) 6= 0 e´ ana´logo ao caso da parte real ser diferente de zero. Portanto
existe ϕ ∈ C∞c (B) tal que [η(D)ϕη(D)ψu](x) 6= 0 para todo x ∈ R.
Dado v ∈ C∞c (R) seja w = vη(D)ϕ(M)η(D)ψ(M)u . Temos que
v = w(M)η(D)ϕ(M)η(D)ψ(M)u.
Como w(M), ϕ(M), ψ(M) ∈ A e no Lema 1.5 vimos que η(D) ∈ E temos que
v ∈ {Eu : E ∈ E} o que implica que C∞c (R) ⊂ {Eu : E ∈ E}.
Usando que C∞c (R) e´ denso em L
2(R) temos que {Eu : E ∈ E} e´ denso em L2(R),
para todo u 6= 0. Enta˜o pelo Lema 1.2 podemos concluir que E e´ irredut´ıvel.
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Temos que [a(M), b(D)] ∈ KR ∩ E, para a, b ∈ CS(R), e vamos verificar agora que
[a(M), b(D)] 6= 0 para algum a, b ∈ CS(R). Vamos verificar mais, que a e b podem ser
tomados em S(R).
Observac¸a˜o 1.6 1/2: [a(M), b(D)] 6= 0 para algum a, b ∈ S(R).
De fato, sejam a, b ∈ S(R), e´ fa´cil verificar que
[a(M), b(D)]u(x) =
√
2π
∫
R
((a(x)− a(y))F−1b(x− y))u(y)dy.
Logo [a(M), b(D)] e´ um operador integral com nu´cleo K(x, y) = (a(x)−a(y))F−1b(x−y).
Seja TK = [a(M), b(D)], afirmamos que ||K||L2 6= 0 implica TK 6= 0.
De fato, pelo Teorema VI.23 de [36] temos que a norma Hilbert-Schmidt ||TK||HS =
||K||L2, logo K = 0 se, e so´ se, TK = 0.
Consideremos enta˜o b(x) = e−x
2
e a na˜o constante. Temos que F−1b(x − y) =
√
2
2
e−(x−y)
2/4 > 0 para todo (x, y) ∈ R2 logo ||K(x, y)||L2 6= 0. Segue da afirmac¸a˜o que
TK 6= 0.
Portanto pelo Teorema 1.3 temos KR ⊂ E.
Proposic¸a˜o 1.7 O ideal comutador Eˆ da C∗- a´lgebra conjugada Aˆ coincide com o fecho
de
EˆA := {
N∑
j=−N
bj(D)aj(M)Tj +K ; N ∈ N , bj ∈ CS(R) , aj ∈ C0(R) , K ∈ KR}.
Demonstrac¸a˜o:
Como ja´ foi provado temos que KR ⊂ E, logo
KR ⊂ Eˆ. (1.5)
Por (1.2) temos que todos operadores da forma b(D)(a(M + j)− a(M))Tj esta˜o em
Eˆ para b ∈ CS(R), j ∈ Z e a ∈ C0(R). Assim, pelo Lema 1.5 temos EˆA ⊂ Eˆ.
Por outro lado, usando (1.1), (1.2), e (1.5), temos que EˆA e´ uma suba´lgebra de Aˆ que
conte´m os comutadores de todos os geradores de Aˆ listados no comec¸o do cap´ıtulo. Ale´m
disso, EˆA e´ invariante a direita ou a esquerda por multiplicac¸o˜es por estes operadores.
Tomando limite, segue que o fecho de EˆA e´ um ideal de Aˆ que conte´m todos os seus
comutadores. Logo, Eˆ esta´ contido no fecho de EˆA.
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1.2 A a´lgebra A♯
Nesta sec¸a˜o estudaremos A♯ a C∗- a´lgebra abeliana gerada pelos operadores do tipo
i) e ii) da pa´gina 17. No Lema 1.10 explicitaremos o espectro, M♯, de A
♯.
Seja A♯0 a a´lgebra finitamente gerada por CS(R) e P2π. Sejam χ+ e χ− ∈ CS(R) tais
que χ±(±∞) = 1, χ+ + χ− = 1 e χ±(t) = 0 se ∓t > 1. E´ fa´cil verificar que todo a ∈ A♯0
e´ da forma
a = a+χ+ + a−χ− + a0, a± ∈ P2π, a0 ∈ C0(R),
onde a escolha de a+, a− e a0 e´ u´nica. Vamos provar que A
♯
0 e´ fechada e assim teremos
A♯ = A♯0.
Seja fn = anχ+ + bnχ− + cn ∈ A♯0 e consideremos a sequeˆncia (fn)n convergindo
uniformemente para d. Vamos provar que d ∈ A♯0.
Para cada y > 10 temos que ||an||∞ = sup
x∈[y,y+2π]
|an(x)| ≤ sup
x∈[y,y+2π]
|an(x) + cn(x)| +
sup
x∈[y,y+2π]
|cn(x)| ≤ sup
x≥1
|an(x) + cn(x)| + sup
x∈[y,y+2π]
|cn(x)|. Fazendo y → ∞ temos que
||an||∞ ≤ sup
x≥1
|an(x) + cn(x)| ≤ ||fn||∞.
Com isto temos que (an)n e´ Cauchy e pelo mesmo argumento (bn)n e´ Cauchy. Digamos
que an → a e bn → b, a, b ∈ P2π. Temos enta˜o que d− aχ+ − bχ− = lim cn ∈ C0(R), logo
d ∈ A♯0. Portanto A♯0 e´ fechada. Provamos enta˜o que:
Proposic¸a˜o 1.8 Dado a ∈ A♯ e fixados χ+ e χ− como acima, esta˜o unicamente deter-
minados a0 ∈ C0(R) e a± ∈ P2π tais que a = a+χ+ + a−χ− + a0.
Vamos achar o espectro M♯ da C
∗- a´lgebra A♯. Para isto vamos definir duas classes
de funcionais lineares multiplicativos.
1) A cada t ∈ R vamos definir
wt : A
♯ −→ C
f 7−→ f(t)
2) Para θ ∈ R,
wθ,+ : A
♯ −→ C
18
f 7−→ lim
k→∞
f(θ + 2πk) := f+θ
wθ,− : A♯ −→ C
f 7−→ lim
k→∞
f(θ − 2πk) := f−θ
Usando que para f ∈ A♯ temos f = f+χ+ + f−χ− + f0 com f± ∈ P2π e f0 ∈ C0(R), e´
fa´cil verificar que os limites existem e que R ∋ θ 7−→ f±θ ∈ C sa˜o func¸o˜es 2π-perio´dicas.
Proposic¸a˜o 1.9 Os funcionais wt e wθ,±, t, θ ∈ R sa˜o todos os funcionais lineares mul-
tiplicativos de A♯. E temos que R e´ denso em M♯.
Demonstrac¸a˜o:
Temos que R ⊂M♯, pois basta considerarmos a identificac¸a˜o
i : R −→ M♯
t 7−→ wt.
Vamos verificar que i e´ cont´ınua e injetora.
⊲ injetividade
Sejam t, s ∈ R com t 6= s e ϕ ∈ CS(R) tal que ϕ(t) 6= 0 e ϕ(s) = 0. Temos que ϕ ∈ A♯ e
wt(ϕ) 6= ws(ϕ), isto e´, i(s) 6= i(t).
⊲ continuidade
Seja {tα} ∈ R uma rede com tα → t. Queremos mostrar que i(tα)→ i(t).
Temos que ϕ(tα) → ϕ(t) para todo ϕ ∈ A♯. Portanto wtα(ϕ) → wt(ϕ) para todo
ϕ ∈ A♯, logo i e´ cont´ınua.
Suponhamos que w ∈M♯ e seja s ∈ CS(R) a func¸a˜o s(t) = t√1+t2 .
Como −1 ≤ s ≤ 1 temos que −1 ≤ w(s) ≤ 1. Vamos provar que se |w(s)| < 1 enta˜o
w = wa onde a ∈ R resolve s(a) = w(s).
Por Stone-Weierstrass temos que os polinoˆmios em s sa˜o densos em CS(R) =
= C([−∞,+∞]), logo w e wa coincidem sobre CS(R).
Seja χ ∈ C0(R) satisfazendo χ(a) = 1, temos χ(M)eiM ∈ CS(R) e enta˜o wa(eiM) =
eia = wa(χ(M)e
iM ) = w(χ(M)eiM) = w(χ(M))w(eiM) = w(eiM). Provando que w e wa
coincidem sobre o conjunto de geradores de A♯.
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Para o caso w(s) = ±1, seja θ tal que w(eiM) = eiθ. Temos que wθ,±(s) = lim
k→∞
s(θ ±
2πk) = ±1. Portanto wθ,±(s) = w(s).
Usando novamente o fato de que os polinoˆmios em s sa˜o densos em CS(R) temos que
w e wθ,± coincidem em CS(R).
Temos que wθ,±(eiM) = lim
k→∞
ei(θ±2πk) = eiθ. Portanto w(eiM) = wθ,±(eiM), logo w e
wθ,± coincidem sobre os geradores de A♯.
Agora so´ nos falta provar que R, ou melhor, i(R) e´ denso em M♯.
Seja K = i(R) ⊂ M♯ e suponhamos que K 6= M♯. Enta˜o existe w0 ∈ M♯ \K, e pelo
Lema de Urysohn temos que existe fˆ ∈ C(M♯) tal que fˆ(w0) = 1 e fˆ ≡ 0 em K.
Temos que A♯ e´ isomorfo a C(M♯), pelo Teorema de Gelfand. Logo existe f ∈ A♯ tal
que fˆ e´ a imagem de f por este isomorfismo e temos que f(x) = wx(f) = fˆ(wx) = 0 para
todo x ∈ R, ou seja, f e´ nula. Absurdo, pois fˆ na˜o e´ nula. Portanto R e´ denso em M♯.
Lema 1.10 M♯ e´ homeomorfo a um subconjunto de [−∞,+∞] × S1 a saber, M♯ ≈
{(x, eix) : x ∈ R} ∪ ({−∞,+∞}× S1).
Demonstrac¸a˜o:
Pela Proposic¸a˜o acima temos que M♯ = {wt : t ∈ R} ∪ {wθ,± : θ ∈ R} com a
topologia fraca-∗. Usando as notac¸o˜es acima temos que f±θ+2πj = f±θ , logo f±θ e´ um par
de func¸o˜es em R/2πZ = S1.
Consideremos as incluso˜es
i1 : CS(R) −→ A♯
a 7−→ a(M)
e
i2 : P2π −→ A♯
a 7−→ a(M).
Temos que o espectro de CS(R) e´ o conjunto [−∞,+∞] e que o espectro de P2π e´
S1. Consideremos
i∗1 :M♯ −→ [−∞,+∞],
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onde i∗1(w) = w ◦ i1, e tambe´m
i∗2 : M♯ −→ S1,
onde i∗2(w) = w ◦ i2. As aplicac¸o˜es i∗1 e i∗2 sa˜o chamadas de aplicac¸o˜es duais de i1 e i2
respectivamente.
Seja j : M♯ −→ [−∞,+∞]× S1 dada por j(w) = (i∗1(w), i∗2(w)) para w ∈M♯.
Como Im i1 e Im i2 geram A
♯ e´ fa´cil ver que j e´ injetora. Como M♯ e´ compacto
(Teorema 1.3.5, [28]), [−∞,+∞] × S1 e´ Hausdorff e j e´ cont´ınua temos que j e´ um
homeomorfismo sobre a imagem. Podemos enta˜o identificar topologicamente M♯ com um
subconjunto de [−∞,+∞]× S1. Pela definic¸a˜o da aplicac¸a˜o dual, podemos concluir que
M♯ = {(x, eix) : x ∈ R} ∪ ({−∞,+∞}× S1).
Pelo Teorema de Gelfand, temos que ϕ : A♯ → C(M♯) definido por ϕ(a) = aˆ e´ um
∗-isomorfismo isome´trico. Mas sabemos quem sa˜o os funcionais de M♯, logo temos
aˆ(wt) = wt(a) = a(t), t ∈ R e
aˆ(wθ,±) = wθ,±(a) = a±θ , e
iθ
± ∈ S1.
1.3 A a´lgebra J0
Nesta sec¸a˜o estudaremos J0 ⊂ L(L2(R)) a C∗- suba´lgebra gerada por a(M)b(D),
a ∈ C0(R) e b ∈ CS(R). No Lema 1.15 mostraremos que J0/KR ∼= C0(R× {−∞,+∞})
e daremos uma fo´rmula expl´ıcita para o isomorfismo de Gelfand. E na Proposic¸a˜o 1.16
vamos verificar que J0 ∩ E = KR. Os resultados desta sec¸a˜o sera˜o utilizados na pro´xima
sec¸a˜o e tambe´m no Cap´ıtulo 4.
Definic¸a˜o 1.11 O espac¸o s´ımboloMA de uma C
∗- a´lgebra A e´ o espectro da a´lgebra A/E,
onde E e´ o ideal comutador de A.
Definic¸a˜o 1.12 O σ-s´ımbolo de uma C∗- a´lgebra A e´ a composic¸a˜o da projec¸a˜o canoˆnica
π com a transformada de Gelfand da C∗- a´lgebra A/E, onde E e´ o ideal comutador.
Notac¸a˜o: σ : A→ C(MA) com a 7→ σa = π̂(a).
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Lema 1.13 A C∗- a´lgebra J0 e´ irredut´ıvel.
Demonstrac¸a˜o:
Vamos verificar que {au : a ∈ J0} e´ denso em L2(R), para todo u na˜o nulo. Enta˜o
pelo Lema 1.2 teremos que J0 e´ irredut´ıvel.
Na demonstrac¸a˜o do Lema 1.6, vimos que, dados v ∈ C∞c (R) existem η, ϕ, ψ, w, u
tais que
v = w(M)η(D)ϕ(M)η(D)ψ(M)u.
Temos que w(M)η(D), ϕ(M)η(D) e ψ(M) ∈ J0, logo v ∈ {au : a ∈ J0}. Como v ∈ C∞c (R)
e´ qualquer temos que C∞c (R) ⊂ {au : a ∈ J0}. Portanto {au : a ∈ J0} e´ denso em L2(R),
para todo u na˜o nulo.
Lema 1.14 O comutador [a(M), b(D)] e´ compacto para a, b ∈ C0(R).
Demonstrac¸a˜o:
Consideremos a, b ∈ S(R). E´ fa´cil verificar que
a(M)b(D)u(x) =
1
2π
∫
R
(∫
R
eit(x−y)b(t)a(x)dt
)
u(y)dy
e tambe´m que
b(D)a(M)u(x) =
1
2π
∫
R
(∫
R
eit(x−y)b(t)a(y)dt
)
u(y)dy.
Logo a(M)b(D) e´ um operador integral com nu´cleo bˆ(y − x)a(x) ∈ L2(R2) e b(D)a(M) e´
um operador integral com nu´cleo bˆ(y − x)a(y) ∈ L2(R2). Portanto pelo Teorema VI.23
de [36] temos que a(M)b(D) e b(D)a(M) sa˜o compactos e assim [a(M), b(D)] e´ compacto
para a, b ∈ S(R).
O fim da demonstrac¸a˜o segue do fato de S(R) ser denso em C0(R).
Observac¸a˜o 1.14 1/2: Tambe´m temos que a(M)b(D) ∈ KR se a ∈ C0(R) e b ∈
L∞(R) ∩ L2(R), a demonstrac¸a˜o e´ ana´loga a do Lema acima.
Pelo Lema 1.14 e pela Observac¸a˜o 1.6 1/2 da pa´gina 22 temos que J0∩KR 6= 0. Logo
pelo Teorema 1.3 temos que KR ⊂ J0 e assim KR ⊂ J0 ∩ E.
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Seja G o ideal comutador de J0. Por (1.1) temos que G ⊂ KR e que G e´ na˜o nulo
pela Observac¸a˜o 1.6 1/2 da pa´gina 22. Como KR ⊂ J0 segue que G = KR, pois o u´nico
ideal na˜o nulo de KR e´ KR.
Lema 1.15 O espac¸o s´ımbolo MJ da C
∗- a´lgebra J0 e´ dado como:
MJ = R× {−∞,+∞}.
O σ-s´ımbolo e´ dado por:
σa(m,±∞) = a(m), m ∈ R, a ∈ C0(R) e
σb(D)(m,±∞) = b(±∞), m ∈ R, b ∈ CS(R).
Demonstrac¸a˜o:
Consideremos a aplicac¸a˜o
i : C0(R) −→ J0/KR
a 7−→ [a(M)]KR .
Temos que i e´ injetora ja´ que a(M) ∈ KR se, e so´ se, a ≡ 0, logo sua aplicac¸a˜o dual
i∗ : MJ −→ R onde R e´ o espectro de C0(R) e´ sobrejetora (veja, por exemplo, [10], pa´g.
314).
Para w ∈ MJ sejam t0 = i∗(w), φ ∈ C∞c (R), φ real, com φ igual a um em uma
vizinhanc¸a de t0.
Sejam A = φ(M)s(D) onde s(x) = x√
1+x2
e ξ0 = σA(w) = w([φ(M)s(D)]KR).
Temos que ξ0 e´ real, pois (φ(M)s(D))
∗ = s(D)φ(M) que e´ coˆngruo mo´dulo compacto
a φ(M)s(D). Logo [φ(M)s(D)]∗
KR
= [φ(M)s(D)]KR , consequentemente ξ0 = ξ¯0.
Definimos assim o par (t0, ξ0). Vamos verificar que ξ0 na˜o depende da φ considerada.
Sejam φ e ψ ∈ C∞c (R) com φ igual a um em uma vizinhanc¸a U de t0 e ψ igual a
um em uma vizinhanc¸a V de t0. Seja B = ψ(M)s(D), seja χ ∈ C∞c (R) com suporte
contido em U ∩ V e igual a um em uma vizinhanc¸a de t0. Como (1− χ)(φ− ψ) = φ− ψ
temos que A − B = (1 − χ)(M)(A − B). Logo σA−B(w) = σA−B(w)− σχ(M)(A−B)(w) =
σA−B(w)− σχ(M)(w)σA−B(w) = 0, pois σχ(M)(w) = χ(t0) = 1. Portanto σA(w) = σB(w).
Temos que φ(M)s(D)φ(M)s(D) e´ coˆngruo mo´dulo compacto a φ2(M)s2(D) e que
φ2(M)(1 − s2)(D) e´ compacto pelo Lema 1.14. Logo A2 e´ coˆngruo mo´dulo compacto a
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φ2(M), com isto temos que ξ20 = w([A]
2
KR
) = w([φ(M)]2
KR
) = φ2(i∗(w)) = 1. Portanto
ξ0 = ±1.
Definimos enta˜o
ν : MJ −→ R× {−1, 1}
w 7−→ (i∗(w), ξ),
onde ξ = w([φ(M)s(D)]KR), φ ∈ C∞c (R) com φ igual a um em uma vizinhanc¸a de i∗(w).
Vamos provar agora que se a ∈ C0(R) e ν(w) = (t, ξ) enta˜o w([a(M)s(D)]KR) = a(t)ξ.
De fato, seja χj ∈ C∞c (R) com χj igual a um em (−j, j) enta˜o ξ = w([χj(M)s(D)]KR).
Temos que w([χj(M)a(M)s(D)]KR) = a(t)ξ para todo j suficientemente grande, mas
χj(M)a(M)s(D)→ a(M)s(D). Logo temos o que quer´ıamos.
Vamos verificar que ν e´ um homeomorfismo.
⊲ injetora
Sejam w, w, ∈ MJ tais que (t0, ξ0) = ν(w) = ν(w,) = (t, ξ). Temos enta˜o que
t0 = i
∗(w) = i∗(w,) = t e σφ(w) = σφ(w,) para toda φ ∈ C∞c (R). Como ξ = ξ0 temos
tambe´m σφ(M)s(D)(w) = σφ(M)s(D)(w
,), para todo φ ∈ C∞c (R).
O conjunto de todos os φ(M)s(D) como acima geram J0, mo´dulo KR, logo σA(w) =
σA(w
,) para todo A ∈ J0. Portanto w = w,.
⊲ sobrejetora
Consideremos o operador paridade P , isto e´ (Pf)(x) = f(−x), f ∈ L2(R). E´ fa´cil
verificar quePa(M)P = a(−M) e Pb(D)P = b(−D) para a ∈ C0(R) e b ∈ CS(R).
Dado w ∈MJ vamos definir λ([A]KR) = w([PAP ]KR), A ∈ J0. Seja ν(w) = (t0, ξ0) =
(i∗(w), ξ0) como λ([a(M)]KR) = w([a(−M)]KR) temos que i∗(λ) = −t0.
Seja ψ ∈ C∞c (R) com ψ igual a um em uma vizinhanc¸a de −t0. Consideremos ψ˜(x) =
ψ(−x) enta˜o ψ˜ e´ igual a um em uma vizinhanc¸a de t0. Temos que λ([ψ(M)s(D)]KR) =
w([ψ(−M)s(−D)]KR) = −w([ψ˜(M)s(D)]KR) = −ξ0 ja´ que s e´ uma func¸a˜o ı´mpar.
Para t ∈ R vamos definir (Ttf)(x) = f(x + t), f ∈ L2(R). E´ fa´cil verificar que
Tta(M)T−t = (Tta)(M) e Ttb(D)T−t = b(D) para a ∈ C0(R) e b ∈ CS(R).
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Dado w ∈ MJ vamos definir τ([A]KR) = w([TtAT−t]KR), A ∈ J0. Seja ν(w) = (t0, 1).
Como τ([a(M)]KR) = w([(Tta)(M)]KR) temos que i
∗(τ) = t0 + t.
Seja ψ ∈ C∞c (R) com ψ igual a um em uma vizinhanc¸a de t0+t. Consideremos ψ˜(x) =
ψ(x+ t) enta˜o ψ˜ e´ igual a um em uma vizinhanc¸a de t0. Temos que τ([ψ(M)s(D)]KR) =
w([(Ttψ)(M)s(D)]KR) = w([ψ˜(M)s(D)]KR) = 1.
Portanto se (t0, 1) ∈ Im ν enta˜o (t0 + t, 1) ∈ Im ν para todo t ∈ R. Portanto usando
a sobrejetividade de i∗ e o que foi visto acima temos que ν e´ sobrejetora.
⊲ cont´ınua
Sejam {wα}α uma rede em MJ e w ∈ MJ com wα → w. Seja tambe´m ν(w) = (t, ξ)
e ν(wα) = (tα, ξα).
Como wα → w temos que i∗(wα)→ i∗(w) logo tα → t. Seja χ ∈ C∞c (R) com χ igual
a um em uma vizinhanc¸a de t, temos que ξ = w([χ(M)s(D)]KR). Seja α0 tal que para
todo α ≥ α0 temos tα ∈ U , U aberto de R onde χ e´ igual a um. Enta˜o para todo α ≥ α0
temos que ξα = wα([χ(M)s(D)]KR)→ w([χ(M)s(D)]KR) = ξ. Portanto ν e´ cont´ınua.
⊲ a inversa e´ cont´ınua
Consideremos w, wα, (t, ξ), (tα, ξα) como antes e seja (tα, ξα) → (t, ξ). Temos que
tα = i
∗(wα)→ i∗(w) = t logo wα([a(M)]KR)→ w([a(M)]KR) para todo a ∈ C0(R).
Enta˜o wα([a(M)s(D)]KR) = a(tα)ξα → a(t)ξ = w([a(M)s(D)]KR). Como
{[a(M)s(D)]KR : a ∈ C0(R)} gera J0/KR, segue que wα → w. Portanto ν e´ um homeo-
morfismo.
Para concluir a demonstrac¸a˜o basta usarmos o isomorfismo de C0(R × {−1, 1}) em
C0(R×{−∞,+∞}). Observar que s(±∞) = ±1 e usar que os polinoˆmios em s sa˜o densos
em CS(R).
Proposic¸a˜o 1.16 Temos que J0 ∩ E = KR.
Demonstrac¸a˜o:
Ja´ vimos que KR ⊂ J0 ∩ E, vamos verificar enta˜o que J0 ∩ E ⊂ KR.
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Decorre da Proposic¸a˜o 1.7 que E e´ o fecho do conjunto
{ N∑
j=−N
bj(M)aj(D)e
ijM +K:
N ∈ N, bj ∈ CS(R), aj ∈ C0(R), K ∈ KR
}
.
Sabemos que a(D− j)eijM = eijMa(D), logo aj(D)eijM = eijMaj(D+ j). Portanto E
e´ o fecho do conjunto{ N∑
j=−N
bj(M)e
ijMaj(D + j) + K: N ∈ N, bj ∈ CS(R), aj ∈ C0(R), K ∈ KR
}
.
Seja A ∈ (J0∩E) e consideremos χj ∈ C∞c (R) com 0 ≤ χj ≤ 1 e χj ≡ 1 em (−j, j) com
j ∈ N. Como A ∈ J0 podemos calcular o σ - s´ımbolo de A, logo σA = lim
j→∞
σχjA. Portanto
[A]KR = lim
j→∞
[χjA]KR em J0/KR, ou seja ||[χjA]KR − [A]KR || −→ 0 quando j −→∞. Logo
existem (Kj)j onde Kj ∈ KR tais que lim
j→∞
χjA+Kj = A.
Como A ∈ E temos, tambe´m, que A = lim
k→∞
Nk∑
l=−Nk
bkl (M)e
ilMakl (D + l) + Sk onde
bkl ∈ CS(R), akl ∈ C0(R) e Sk ∈ KR.
Logo
A = lim
j→∞
lim
k→∞
Nk∑
l=−Nk
χj(M)b
k
l (M)e
ilMakl (D + l) + Sk +Kj .
Como χj(M)b
k
l (M)e
ilMakl (D + l) e´ compacto, vem que A e´ o limite de uma soma de
compactos, logo compacto. Portanto (J0 ∩ E) ⊂ KR, assim J0 ∩ E = KR.
1.4 O espac¸o s´ımbolo de A
Nesta sec¸a˜o calcularemos o espac¸o s´ımbolo,MA, deA e daremos uma fo´rmula explic´ıta
para o homomorfismo ϕ : A −→ C(MA).
Teorema 1.17 O espac¸o s´ımbolo MA da C
∗- a´lgebra A e´ dado como:
MA = M♯ × {−∞,+∞}.
O σ-s´ımbolo e´ dado por:
σa(m,±∞) = a(m), m ∈M♯, a ∈ A♯ e
σb(D)(m,±∞) = b(±∞), m ∈M♯, b ∈ CS(R).
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Demonstrac¸a˜o:
Consideremos as aplicac¸o˜es
i1 : A
♯ −→ A/E
a(M) 7−→ [a(M)]E
e
i2 : CS(R) −→ A/E
b 7−→ [b(D)]E.
E suas aplicac¸o˜es duais
i∗1 : MA −→ M♯
e
i∗2 : MA −→ [−∞,+∞],
onde dado w ∈MA temos i∗j(w) = w ◦ ij , j = 1 e 2.
Consideremos i o produto das duais:
i : MA −→M♯ × [−∞,+∞],
com w ∈MA tendo imagem i(w) = (w ◦ i1, w ◦ i2).
Como Im i1 e Im i2 geram A/E e´ fa´cil ver que i e´ injetora. Como MA e´ compacto
(Teorema 1.3.5, [28]), M♯ × [−∞,+∞] e´ Hausdorff e i e´ cont´ınua temos que i e´ um
homeomorfismo sobre a imagem.
Usando este homeomorfismo como identificac¸a˜o temos que:
σa(m, t) = aˆ(m) e σb(D)(m, t) = b(t),
para a ∈ A♯, b ∈ CS(R) e (m, t) ∈M♯ × [−∞,+∞].
Ate´ aqui temos que MA ⊂ M♯ × [−∞,+∞]. Mas demonstraremos nos Lemas 1.20,
1.21 e 1.22 respectivamente que MA ∩ (R × {−∞,+∞}) 6= ∅; (x,+∞) ∈ MA ∩ (R ×
{−∞,+∞}) se, e so´ se, (−x,−∞) ∈ MA ∩ (R × {−∞,+∞}); (x,+∞) ∈ MA ∩ (R ×
{−∞,+∞}) se, e so´ se, (y,+∞) ∈ MA ∩ (R × {−∞,+∞}), para todo y ∈ R. Logo
R× {−∞,+∞} ⊂MA e como R e´ denso em M♯ temos que M♯ × {−∞,+∞} ⊂ MA. No
Lema 1.19 demonstraremos que (m, t) /∈MA se |t| <∞, logo MA =M♯×{−∞,+∞}.
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Lema 1.18 Dado qualquer x ∈M♯ existe y ∈ [−∞,+∞] tal que (x, y) ∈MA.
Demonstrac¸a˜o:
Dados a(M) ∈ E ∩ A♯ e χ ∈ C∞c (R) temos que χ(M)a(M) ∈ (J0 ∩ E) = KR, ja´ que
b(M) ∈ J0 se b ∈ C0(R) e E e´ ideal de A. Temos enta˜o que χa(M) = 0, logo χa ≡ 0 para
todo χ ∈ C∞c (R) o que implica que a ≡ 0. Portanto E ∩A♯ = {0}.
Consideremos a aplicac¸a˜o i1 do teorema acima, como E∩A♯ = {0} temos que i1 e´ um
isomorfismo sobre a imagem, logo i∗1 e´ sobrejetora (veja, por exemplo, pa´g. 314 de [10]).
Enta˜o dado x ∈ M♯ existe x′ ∈ MA tal que i∗1(x′) = x e i(x′) = (i∗1(x′), i∗2(x′)) =
(x, i∗2(x
′)) ∈MA.
Lema 1.19 (m, t) /∈MA se |t| <∞.
Demonstrac¸a˜o:
Dado t0 ∈ R, podemos escolher a ∈ C0(R) tal que a(t0) 6= 0. Temos que a(D) ∈ E =
Kerσ, logo σa(D)(m, t) = a(t) = 0, para todo (m, t) ∈ MA. Assim (m, t0) /∈ MA, para
qualquer m ∈M♯ ja´ que a(t0) 6= 0.
Lema 1.20 MA ∩ (R× {−∞,+∞}) 6= ∅.
Demonstrac¸a˜o:
Dado x ∈ R ⊂ M♯ temos pelo Lema 1.18 que existe y ∈ [−∞,+∞] tal que (x, y) ∈
MA. E pelo Lema 1.19 temos que se |y| < ∞ enta˜o (x, y) /∈ MA. Portanto (x, y) ∈
MA ∩ R× {−∞,+∞}.
Lema 1.21 (x,+∞) ∈MA∩(R×{−∞,+∞})⇐⇒ (−x,−∞) ∈MA∩(R×{−∞,+∞}).
Demonstrac¸a˜o:
Consideremos o operador paridade P , isto e´, (Pf)(x) = f(−x), f ∈ L2(R). E´ fa´cil
verificar que Pa(M)P = a(−M) e Pb(D)P = b(−D) para a ∈ A♯ e b ∈ CS(R).
Seja g : A/E −→ A/E, onde [a]E 7→ [PaP ]E. Dado λ ∈ MA definimos w = λ ◦ g.
Pode-se verificar sem dificuldades que w ∈MA.
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Se i(λ) = (x,+∞) enta˜o i(w) = (−x,−∞) e se i(λ) = (−x,−∞) enta˜o i(w) =
(x,+∞). Portanto temos o resultado.
Lema 1.22 (x,+∞) ∈MA ∩ (R×{−∞,+∞})⇐⇒ (y,+∞) ∈MA ∩ (R×{−∞,+∞}),
para todo y ∈ R.
Demonstrac¸a˜o:
Dado t ∈ R vamos definir (Ttf)(x) = f(x + t), f ∈ L2(R). E´ fa´cil verificar que
Tta(M)T−t = (Tta)(M) e Ttb(D)T−t = b(D) para a ∈ A♯ e b ∈ CS(R).
Seja g : A/E −→ A/E, onde [a]E 7→ [TtaT−t]E, a partir daqui a demonstrac¸a˜o e´
ana´loga a do Lema anterior.
1.5 O quociente E/KR
Nesta sec¸a˜o vamos construir o isomorfismo de E/KR para C(S
1 × {−1, 1},KZ).
Seja SL a C∗- suba´lgebra de L(L2(S1)) gerada pelos operadores a(M) de multipli-
cac¸a˜o por func¸o˜es a ∈ C∞(S1), e por todos os operadores b(Dθ) := F−1d b(M)Fd, onde
Fd : L
2(S1) → L2(Z)
f 7→ (fj)j
e´ a transformada de Fourier discreta, com fj =
1√
2π
∫ 2π
0
e−ijθf(eiθ)d θ, b ∈ CS(Z), b(M)(uj)j
= (b(j)uj)j e CS(Z) e´ o conjunto das sequeˆncias (bj)j que possuem limites quando j tende
a +∞ e −∞.
Podemos verificar que SL e´ irredut´ıvel (verificac¸a˜o ana´loga a` de E) e que todos os
seus comutadores sa˜o compactos (veja, por exemplo, [10]), enta˜o pelo Teorema 1.2 temos
que KS1 ⊂ SL. Usando a mesma estrate´gia do Teorema 1.17 podemos verificar que o
espac¸o s´ımbolo de SL e´ MSL = S
1 × {−1, 1}. Logo pelo Teorema de Gelfand temos que
SL/KS1 e´ isomorfo a C(S
1×{−1, 1}) e que σa(z,±1) = a(z) e σb(Dθ)(z,±1) = b(±∞),
a ∈ C∞(S1) e b ∈ CS(Z).
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Logo A⊗K 7−→ σA ⊗K induz um ∗-isomorfismo
SL⊗ˆKZ
KS1×Z
∼= SL⊗ˆKZ
KS1⊗ˆKZ
∼= SL
KS1
⊗ˆKZ ∼= C(MSL)⊗ˆKZ ∼= C(MSL,KZ). (1.6)
(veja [11], para mais detalhes). Acima ⊗ˆ denota o produto tensorial de C∗- a´lgebras
nucleares. Em particular SL⊗ˆKZ denota o fecho do produto tensorial alge´brico de SL⊗KZ
em L(L2(S1)⊗ˆL2(Z)).
Dado u ∈ L2(R) denotamos:
u⋄(ϕ) = (u(ϕ− j))j∈Z para cada ϕ ∈ R.
Temos, pelo Teorema de Fubini, que u⋄(ϕ) ∈ L2(Z) para quase todo ϕ ∈ R.
Para cada ϕ ∈ R definimos Yϕ = FdM−ϕF−1d , onde M−ϕ ∈ L(L2(S1)) e´ o operador
de multiplicac¸a˜o pela func¸a˜o (z 7→ z−ϕ), isto e´ (M−ϕf)(eiθ) = e−iϕθf(eiθ). Podemos
verificar que Yϕ, ϕ ∈ R, e´ uma famı´lia de operadores unita´rios de LZ com as seguintes
propriedades:
YϕYw = Yϕ+w, ϕ,w ∈ R e (Yku)j = uj+k, k ∈ Z, u ∈ L2(Z).
Podemos enta˜o definir o operador unita´rio (com S1 = {e2πiϕ : ϕ ∈ R})
W : L2(R) −→ L2(S1, dϕ;L2(Z))
u 7−→ (Wu)(ϕ) = Yϕu⋄(ϕ).
Usando a primeira propriedade de Yϕ verifica-se facilmente que se b ∈ CS(R), enta˜o
ϕ 7→ Yϕb(ϕ − M)Y−ϕ e´ 1-perio´dica e pode ser vista, portanto como um elemento de
C(S1,LZ).
Enta˜o pelo Teorema 2.6 de [13], que enunciamos abaixo, podemos definir o isomor-
fismo ψ.
Teorema 1.23 Temos que W EˆW−1 = SL⊗ˆKZ.
Ale´m disso, para b ∈ CS(R), a ∈ C0(R) e j ∈ Z, temos:
Yϕa(ϕ−M)Y−ϕ ∈ C(S1,KZ) e
W (b(D)aTj)W
−1 = b(Dθ)Yϕa(ϕ−M)Y−ϕ−j +K, K ∈ KS1×Z, (1.7)
onde denotamos por f(ϕ) func¸o˜es S1 ∋ e2πiϕ 7→ f(ϕ) ∈ KZ.
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Proposic¸a˜o 1.24 Existe um ∗-isomorfismo
ψ : E/KR −→ C(MSL,KZ)
tal que se γ˜ denota a composic¸a˜o de ψ com a projec¸a˜o canoˆnica E −→ E/KR, e se E ∈ E
satisfaz F−1EF = b(D)aTj, b ∈ CS(R), a ∈ C0(R), j ∈ Z enta˜o temos:
γ˜E(ϕ,±1) = b(±∞)Yϕa(ϕ−M)Y−ϕ−j, (e2πiϕ,±1) ∈MSL.
Demonstrac¸a˜o:
Vamos definir ψ como sendo a composic¸a˜o das aplicac¸o˜es:
E/KR −→ Eˆ/KR −→ SL⊗ˆKZK
S1×Z
−→ C(MSL,KZ),
onde, a primeira aplicac¸a˜o leva A+KR para F
−1AF+KR, a segunda paraWF−1AFW−1+
KS1×Z e a u´ltima e´ o isomorfismo (1.6). Pelo Teorema 1.23 e pela equac¸a˜o (1.7), temos o
resultado para γ˜E(ϕ,±1).
Estenderemos γ˜, definida sobre E, para a a´lgebra inteira A. Como E/KR e´ um ideal
de A/KR, todo A ∈ A define um operador TA em L(E/KR) por
TA(E +KR) = AE +KR.
Assim define-se:
T : A −→ L(E/KR).
Esta´ claro que ||TA|| ≤ ||A||. Vamos definir
γ : A −→ L(C(MSL,KZ))
A 7−→ ψTAψ−1.
(1.8)
Para E ∈ E, γE e´ uma multiplicac¸a˜o por γ˜E ∈ C(MSL,KZ) da Proposic¸a˜o 1.24.
Identificando func¸o˜es de C(MSL,KZ) com operadores de multiplicac¸a˜o correspondentes
em L(C(MSL,KZ)), no´s podemos enta˜o dizer que γ estende γ˜.
Proposic¸a˜o 1.25 Existe um ∗-homomorfismo
γ : A −→ C(MSL,LZ)
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estendendo γ˜ da Proposic¸a˜o 1.24. Sobre os geradores de A, γ e´ dada por:
γa(ϕ,±1) = a(±∞), a ∈ CS(R),
γb(D)(ϕ,±1) = Yϕb(M − ϕ)Y−ϕ, b ∈ CS(R) e
γeijM (ϕ,±1) = Y−j, j ∈ Z.
Demonstrac¸a˜o:
E´ suficiente provar as equac¸o˜es acima para a aplicac¸a˜o γ definida em (1.8). Por
continuidade, a imagem de γ estara´ enta˜o contida em C(MSL,LZ) considerada como uma
suba´lgebra fechada de L(C(MSL,KZ)).
Dado a ∈ CS(R), precisamos calcular γ˜aE em termos de γ˜E, para E ∈ E. Pela
Proposic¸a˜o 1.7, temos que basta considerar E tal que
F−1EF = d(D)cTk, d ∈ CS(R), c ∈ C0(R), e k ∈ Z.
Obtemos enta˜o F−1(aE)F = (ad)(D)cTj e portanto, pela Proposic¸a˜o 1.24,
γ˜aE(ϕ,±1) = a(±∞)d(±∞)Yϕc(ϕ−M)Y−ϕ−j = a(±∞)γ˜E(ϕ,±1).
Para E como acima e b ∈ CS(R),
F−1(b(D)E)F = b(−M)d(D)cTj = d(D)b(−M)cTj +K, K ∈ KR,
e, assim,
γ˜b(D)E(ϕ,±1) = d(±∞)Yϕb(−ϕ+M)c(ϕ−M)Y−ϕ−j = Yϕb(M−ϕ)Y−ϕγ˜E(ϕ,±1).
Para o mesmo E temos
F−1eijMEF = Tjd(D)cTk = d(D)c(M + j)Tj+k
e, enta˜o, usando que Y−jc(ϕ−M) = c(ϕ−M + j)Y−j,
γ˜eijME(ϕ,±1) = d(±∞)Yϕc(ϕ−M+j)Y−ϕ−j−k = Y−jd(±∞)Yϕc(ϕ−M)Y−ϕ−k =
Y−jγ˜E(ϕ,±1). A aplicac¸a˜o preserva ∗, pois preserva ∗ nos geradores.
Proposic¸a˜o 1.26 Seja A⋄ ⊂ A a suba´lgebra fechada gerada pelos operadores do tipo
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ii) e iii) da pa´gina 17. Se A ∈ A⋄ enta˜o f = (WF−1)A(WF−1)−1 ∈ C(S1,LZ) e
γA(z, 1) = f(z) = γA(z,−1) para todo z ∈ S1. Em particular, ||γA|| = ||A|| para todo
A ∈ A⋄.
Demonstrac¸a˜o:
Dado b ∈ CS(R), para cada ϕ ∈ R, (b(ϕ−j))j∈Z ∈ CS(Z); denotamos por b(ϕ−M) ∈
LZ o operador de multiplicac¸a˜o por esta sequeˆncia.
Para j ∈ Z, ϕ ∈ R e u ∈ L2(R) temos,
(Yϕb(ϕ−M)Y−jY−ϕ)(Yϕu⋄(ϕ)) = Yϕ(b(ϕ− k)u(ϕ− k + j))k∈Z,
logo WbTjW
−1 = Yϕb(ϕ−M)Y−ϕ−j, para b ∈ CS(R) e j ∈ Z.
Por outro lado segue das equac¸o˜es da Proposic¸a˜o 1.25 que
γb(D)eijM (ϕ,±1) = Yϕb(M − ϕ)Y−ϕ−j = Wb(−M)TjW−1 = WF−1b(D)eijMFW−1, o
que prova que γA(z, 1) = γA(z,−1), para todo A ∈ A⋄. Como WF−1 e´ um operador
unita´rio segue que ||γA|| = ||A|| para todo A ∈ A⋄.
Proposic¸a˜o 1.27 Seja J0 a C
∗- a´lgebra definida na sec¸a˜o 1.3. Temos que Ker γ = J0.
Demonstrac¸a˜o:
Se A ∈ J0, vimos na demonstrac¸a˜o da Proposic¸a˜o 1.16 que lim
j→∞
χjA +Kj = A onde
χj ∈ C∞c (R) com 0 ≤ χj ≤ 1 e χj ≡ 1 em (−j, j) com j ∈ N; Kj ∈ KR.
Agora se A ∈ A e lim
j→∞
χjA +Kj = A temos que A ∈ J0, ja´ que
A = lim
k→∞
Nk∑
l=−Nk
bkl (M)a
k
l (D)e
ilM + C; Nk ∈ N, bl ∈ CS(R), al ∈ CS(R), C ∈ KR e
a(D − j)eijM = eijMa(D).
Com isto provamos que A ∈ A pertence a J0 se, e so´ se, lim
j→∞
χjA+Kj = A, Kj ∈ KR.
Podemos enta˜o concluir que A ∈ A pertence a J0 se, e so´ se, σA(m,±∞) = 0 para
todo m ∈ S1+ ∪ S1−, onde S1+ = S1 × {+∞} e S1− = S1 × {−∞}. Pela Proposic¸a˜o 3.4 de
[13] temos que
sup{|σA(m, ξ)| : x ∈ S1+ ∪ S1−, ξ = ±∞} ≤ ||γA||.
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Logo se A ∈ Ker γ enta˜o σA(m,±∞) = 0 para m ∈ S1+ ∪ S1−. E vimos acima que isto
ocorre se, e so´ se, A ∈ J0, portanto Ker γ = J0.
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Cap´ıtulo 2
A a´lgebra C
Neste cap´ıtulo vamos estudar a C∗- suba´lgebra de L(L2(R)), que chamamos C, gerada
por operadores de multiplicac¸a˜o a(M) e b(D) := F−1b(M)F com a, b ∈ CS(R).
Calcularemos sua K - teoria e obteremos uma fo´rmula para o ı´ndice de Fredholm.
Definic¸a˜o 2.1 Seja C a C∗- suba´lgebra de L(L2(R)) obtida como o fecho da C∗- a´lgebra
gerada por:
i) operadores de multiplicac¸a˜o a(M), a ∈ CS(R).
ii) operadores da forma b(D) := F−1b(M)F , b ∈ CS(R).
E´ o´bvio que C e´ uma C∗- suba´lgebra de A, introduzida no Cap´ıtulo 1.
2.1 O espac¸o s´ımbolo de C
Nesta sec¸a˜o calcularemos o espac¸o s´ımbolo, MC , de C e daremos uma fo´rmula ex-
pl´ıcita para o homomorfismo ϕ : C −→ C(MC).
Proposic¸a˜o 2.2 A C∗- a´lgebra C e´ irredut´ıvel.
Demonstrac¸a˜o:
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Temos que {au : a ∈ C} e´ denso em L2(R), para todo u na˜o nulo. Pois do Lema 1.13
temos que {au : a ∈ J0} e´ denso em L2(R), para todo u na˜o nulo e J0 ⊂ C. Enta˜o pelo
Lema 1.2 temos que C e´ irredut´ıvel
Usando o Teorema 1.3, (1.1) e a Observac¸a˜o 1.6 1/2 temos que
KR ⊂ C. (2.1)
Seja J o ideal comutador de C, temos
J ⊂ KR (2.2)
ja´ que [a(M), b(D)] ∈ KR, a, b ∈ CS(R). Por (2.1), (2.2) e pela Observac¸a˜o 1.6 1/2 temos
J = KR.
Teorema 2.3 O espac¸o s´ımbolo MC da C
∗- a´lgebra C e´ dado como
MC = {(x, ξ) ∈ [−∞,+∞]× [−∞,+∞] : |x|+ |ξ| =∞}.
O σ- s´ımbolo e´ dado por:
σa(x, ξ) = a(x), (x, ξ) ∈MC,
σb(D)(x, ξ) = b(ξ), (x, ξ) ∈MC.
Demonstrac¸a˜o:
Consideremos as aplicac¸o˜es
i1 : CS(R) −→ C/KR
a 7−→ [a(M)]KR
e
i2 : CS(R) −→ C/KR
b 7−→ [b(D)]KR .
Note que ij , j = 1, 2, e´ injetora ja´ que a(M) ∈ KR se, e so´ se, a ≡ 0.
Temos que o espectro de CS(R) e´ o conjunto [−∞,+∞]. Consideremos as aplicac¸o˜es
duais de i1 e i2:
i∗1 : MC −→ [−∞,+∞] e
i∗2 : MC −→ [−∞,+∞],
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onde dado w ∈MC temos i∗j (w) = w ◦ ij , j = 1, 2. Como ij, j = 1, 2 e´ injetora temos que
i∗j , j = 1, 2 e´ sobrejetora (veja, por exemplo, [3], pa´g. 314).
Seja i o produto das duais
i : MC −→ [−∞,+∞]× [−∞,+∞],
onde w ∈MC tem imagem i(w) = (w ◦ i1, w ◦ i2).
Como Im i1 e Im i2 geram C/KR e´ fa´cil ver que i e´ injetora. Como MC e´ compacto,
[−∞,+∞]× [−∞,+∞] e´ Hausdorff e i e´ cont´ınua temos que i e´ um homeomorfismo sobre
a imagem.
Usando este homeomorfismo como identificac¸a˜o temos
σa(x, ξ) = a(x) e σb(D)(x, ξ) = b(ξ).
Sabemos que A = a(M)b(D) ∈ KR = Ker σ para a, b ∈ C0(R) e podemos escolher a
e b que nunca se anulam em R. Como
σA(x, ξ) = a(x)b(ξ) = 0 ∀ (x, ξ) ∈MC ,
e a(x)b(ξ) = 0 se, e somente se, |x| =∞ ou |ξ| =∞ ou ambos, segue que MC ⊂ {(x, ξ) ∈
[−∞,+∞]× [−∞,+∞] : |x|+ |ξ| =∞}.
Seja w = (x, ξ) ∈ MC e vamos definir λ([A]KR) = w([F−1AF ]KR). Temos que
λ([a(M)]KR) = w([a(D)]KR) = a(ξ) e λ([b(D)]KR) = w([b(−M)]KR) = b(−x), logo λ =
(ξ, x).
Usando o operador translac¸a˜o do Lema 1.22 temos que dado x ∈ R, (x,+∞) ∈ MC
se, e so´ se, (y,+∞) ∈ MC para todo y ∈ R. E usando o operador paridade do Lema
1.21 temos que dado x ∈ R, (x,+∞) ∈ MC se, e so´ se, (−x,−∞) ∈ MC . Usando a
sobrejetividade das aplicac¸o˜es duais, temos MC = {(x, ξ) ∈ [−∞,+∞] × [−∞,+∞] :
|x|+ |ξ| =∞}.
2.2 Espac¸os de Hardy e operadores de Toeplitz
Nesta sec¸a˜o apresentaremos a definic¸a˜o de espac¸os de Hardy no c´ırculo, H2(S1), e
na reta, H2(R), e provaremos que U(H2(S1)) = H2(R) (com S1 = R/2πZ), onde U e´ um
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operador unita´rio. Esta teoria sera´ necessa´ria na pro´xima sec¸a˜o.
Sejam D = {z ∈ C : |z| < 1} e H(D) a classe de todas as func¸o˜es anal´ıticas em D.
Para f ∈ H(D) definimos M2(f ; r) =
{
1
2π
∫ π
−π |f(reit)|2 dt
}1/2
, pelo Teorema 17.6 de [38]
temos que M2 e´ uma func¸a˜o mono´tona crescente de r ∈ [0, 1), logo podemos definir para
f ∈ H(D)
||f ||2 = lim
r→1
M2(f ; r).
Definic¸a˜o 2.4 H2(S1) = {f ∈ H(D) : ||f ||2 <∞}.
Aplicando a desigualdade de Minkowski para M2(f ; r) e´ fa´cil verificar que ||f ||2 satisfaz a
desigualdade triangular, logo H2(S1) e´ um espac¸o linear normado. Mais ainda, temos que
H2(S1) e´ um espac¸o de Banach, veja por exemplo na pa´gina 331 de [38] uma demonstrac¸a˜o
de que H2(S1) e´ completo.
Veremos a seguir que H2(S1) pode ser identificado com um subespac¸o de L2(S1),
S1 = {eiθ : θ ∈ R} munido da medida 1
2π
d θ.
Teorema 2.5 a) Uma func¸a˜o f ∈ H(D), da forma
f(z) =
∞∑
n=0
anz
n (z ∈ D),
esta´ em H2(S1) se, e somente se,
∞∑
n=0
|an|2 <∞; neste caso,
||f ||2 = {
∞∑
n=0
|an|2}2.
b) Se f ∈ H2(S1), enta˜o f tem limite radial f ∗(eit) = lim
r→1
f(reit) em quase todo ponto de
S1; f ∗ ∈ L2(S1); o n-e´simo coeficiente de Fourier de f ∗ e´ an se n ≥ 0 e zero se n < 0;
lim
r→1
1
2π
∫ π
−π
|f ∗(eit)− f(reit)|2 dt = 0.
Ale´m disso f e´ a integral de Poisson de f ∗, isto e´, se z = reiθ enta˜o
f(z) =
1
2π
∫ π
−π
Pr(θ − t)f ∗(eit) dt
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onde Pr(θ − t) e´ o nu´cleo de Poisson.
c) A aplicac¸a˜o f 7→ f ∗ e´ uma isometria de H2(S1) sobre o subespac¸o de L2(S1) que
consiste naquelas g ∈ L2(S1) que tem gˆ(n) = 0 para todo n < 0.
Demonstrac¸a˜o: Ver [38], Teorema 17.10.
Definic¸a˜o 2.6 H2(R) e´ o subespac¸o de L2(R) consistindo de todas as func¸o˜es f cuja
extensa˜o harmoˆnica F (x+ iy) = 1
π
∫
R
yf(t)
y2+(x−t)2 dt, e´ anal´ıtica no semi - plano superior.
Enunciaremos agora um Teorema de Paley e Wiener que nos mostra que FH2(R) =
L2(R+).
Teorema 2.7 Uma func¸a˜o f ∈ L2(R) pertence a H2(R) se, e somente se, fˆ e´ nula em
quase todo o ponto no eixo real negativo.
Demonstrac¸a˜o: Ver [17], pa´g. 101.
Provaremos agora um resultado que relaciona H2(S1) com H2(R).
Proposic¸a˜o 2.8 Seja U : L2(S1) −→ L2(R) onde g 7−→ (Ug)(t) = 1√
π(1−it)g(
1+it
1−it), t ∈ R.
Enta˜o U e´ um operador unita´rio de L2(S1) para L2(R) tal que U(H2(S1)) = H2(R).
Demonstrac¸a˜o:
Fazendo alguns ca´lculos, conclu´ımos que U e´ invers´ıvel e U−1 : L2(R) −→ L2(S1) e´
dada por h 7−→ (U−1h)(z) = 2
√
π
z+1
h( i(z−1)−z−1 ).
Vamos verificar que U e´ uma isometria. Temos que
||Ug||2L2(R) =
1
π
∫
R
1
|1− it|2
∣∣∣g(1 + it
1− it)
∣∣∣2 dt.
Seja eiθ = 1+it
1−it enta˜o e
iθ dθ = 2
(1−it)2 dt sendo assim dθ =
2
|1−it|2 dt. Substituindo esses
valores obtemos que ||Ug||2L2(R) = ||g||2L2(S1).
Verificaremos agora que U(H2(S1)) = H2(R). A aplicac¸a˜o conforme z = 1+iw
1−iw leva o
semi - plano superior sobre o disco unita´rio, com i sendo levado no zero e o zero sendo
levado no um. Sejam z1 = re
iθ e z2 = re
it, r ∈ [0, 1), temos que Pr(θ − t) = Re
[
eit+z1
eit−z1
]
.
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Como a aplicac¸a˜o conforme e´ bijetora temos que existem w1 = x1 + iy1 e w2 = x2 + iy2
tais que z1 =
1+iw1
1−iw1 e z2 =
1+iw2
1−iw2 . Na fronteira temos e
it = 1+ix2
1−ix2 logo
1
2π
dt = 1
π
1
(1+x22)
dx2.
Compondo a fo´rmula do nu´cleo de Poisson com a aplicac¸a˜o conforme obtemos
y1(1+x22)
y21+(x1−x2)2
.
Dada f ∈ H2(S1) consideremos f˜(z) = f(z) 1+z
2
√
π
. Temos que f˜ ∈ H2(S1). Enta˜o
pelo Teorema 2.5 item b temos que f˜(z1) =
1
2π
∫ π
−π
Pr(θ − t)f˜ ∗(eit) dt. Compondo com a
aplicac¸a˜o conforme temos f˜(1+iw1
1−iw1 ) =
1
π
∫
R
y1
y21+(x1−x2)2
f˜ ∗(1+ix2
1−ix2 ) dx2 =
= 1
π
∫
R
y1
y21+(x1−x2)2
1√
π(1−ix2)f
∗(1+ix2
1−ix2 ) dx2 =
1
π
∫
R
y1
y21+(x1−x2)2
(Uf ∗)(x2)d x2 que e´ anal´ıtica no
semi-plano superior.
Portanto U(H2(S1)) ⊂ H2(R). A demonstrac¸a˜o da volta utiliza a mesma estrate´gia.
Definic¸a˜o 2.9 Seja P a projec¸a˜o ortogonal de L2(S1) sobre H2(S1). Se ϕ ∈ L∞(S1), o
operador
Tϕ : H
2(S1) −→ H2(S1), ϕ 7−→ P (ϕf)
e´ chamado operador de Toeplitz com s´ımbolo ϕ.
Enunciaremos agora um teorema que sera´ utilizado na pro´xima sec¸a˜o.
Teorema 2.10 Se ϕ ∈ C(S1), enta˜o Tϕ e´ um operador de Fredholm se, e so´ se, ϕ nunca
se anula. Seja ϕ um elemento invers´ıvel em C(S1). Enta˜o o ı´ndice de Fredholm de Tϕ e´
menos o nu´mero de rotac¸a˜o de ϕ, isto e´,
ind(Tϕ) = −w(ϕ).
Demonstrac¸a˜o: Ver [28], pa´g. 103 e 104.
2.3 I´ndice de Fredholm e a K-teoria de C
Nesta sec¸a˜o e nos cap´ıtulos que seguem estudaremos a K-teoria de C∗- a´lgebras.
Como refereˆncia de um amplo estudo sobre K-teoria para C∗- a´lgebras recomendamos os
livros de B. Blackadar, K-Theory for Operator Algebras [4] e M. Rordam, F. Larsen e N.
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J. Laustisen, An Introduction to K-Theory for C∗- algebras [37]. Para um breve resumo
sobre K-teoria para C∗- a´lgebras recomendamos o Apeˆndice C de [6]. Utilizaremos neste
trabalho as notac¸o˜es e resultados de [4] e [37].
A K-teoria foi desenvolvida por Atiyah e Hirzebruch por volta de 1960, baseada
no trabalho de Grothendieck em geometria alge´brica. Ela foi introduzida como uma
ferramenta na teoria de C∗- a´lgebras por volta de 1970.
Resumidamente, K-teoria (para C∗- a´lgebras) e´ um par de funtores, chamados K0
e K1, que a cada C
∗- a´lgebra A associa dois grupos abelianos K0(A) e K1(A). Temos
que K0 e´ um grupo de diferenc¸as formais de classes de projec¸o˜es (matrizes) de tamanho
arbitra´rio e K1 e´ o grupo de classes de homotopias de matrizes unita´rias de tamanho
arbitra´rio. Uma das propriedades dos funtores K0 e K1 e´ que dada uma sequeˆncia exata
curta de C∗- a´lgebras
0 ✲ A ✲ B ✲ C ✲ 0
ϕ ψ
podemos associar uma sequeˆncia exata c´ıclica de seis termos de grupos abelianos
K0(A) ✲ K0(B) ✲ K0(C)
ϕ∗ ψ∗
✻
❄
δ1 δ0
K1(C) ✛ K1(B) ✛ K1(A)
ψ∗ ϕ∗
onde as setas horizontais sa˜o homomorfismos induzidos funtorialmente e a seta de conexa˜o
deK1 paraK0 e´ chamada aplicac¸a˜o do ı´ndice e a seta de conexa˜o deK0 paraK1 e´ chamada
aplicac¸a˜o exponencial.
Vimos na sec¸a˜o 1 que C/KR e´ isomorfo a C(MC). Usando que MC e´ homeomorfo
a S1 temos que Ki(C/KR) ∼= Ki(C(S1)), i = 0, 1. Pelo exemplo 11.3.3 de [37] sabemos
que Ki(C(S
1)) ∼= Z, i = 0, 1, onde a classe [.]1 da func¸a˜o f : S1 −→ C definida por
f(z) = z gera K1(C(S
1)) e a classe [.]0 da func¸a˜o g : S
1 −→ C definida por g(z) = 1 gera
K0(C(S
1)). Pelo exemplo 11.3.4 de [37] temos que
△ : K1(C(S1)) −→ π1(S1)
[u]1 7−→ < Det(u) >,
41
onde π1(S1) e´ o grupo fundamental de S1 e u e´ um unita´rio e´ um isomorfismo. Pelo
exemplo 8.3.2 de [37] temos que
w : π1(S1) −→ Z
< λ > 7−→ w(λ),
onde λ ∈ C(S1, S1) e´ um isomorfismo e satisfaz a seguinte propriedade u e´ homoto´pico a
v se, e so´ se, w(u) = w(v), u e v ∈ C(S1, S1).
Logo
w ◦ △ : K1(C(S1)) −→ Z
[u]1 7−→ w(Det(u))
e´ um isomorfismo. Com isto temos que a classe de qualquer f ∈ C(S1, S1) que tenha
w(f) = 1 ou −1 gera K1(C(S1)).
Fixando um homeomorfismo h de MC para S
1 temos que [1]0 gera K0(C(MC)) e [h]1
gera K1(C(MC)).
Usando o σ-s´ımbolo temos que [[Id]KR ]0 gera K0(C/KR) e [[e
2πic(M)b(D) + c(D)]KR ]1
onde b, c ∈ CS(R) sa˜o tais que b e´ crescente com b(x) = 0, se x ≤ −1 e b(x) = 1, se x ≥ 1
e c e´ decrescente com c(x) = 0, se x ≥ 1 e c(x) = 1, se x ≤ −1, b+ c ≡ 1 gera K1(C/KR),
isto e´,
K0(C/KR) = Z[[Id]KR ]0 e
K1(C/KR) = Z[[e
2πic(M)b(D) + c(D)]KR ]1.
Lema 2.11 Seja T ∈ C. Enta˜o T e´ um operador de Fredholm se, e somente se, σT e´
invers´ıvel.
Demonstrac¸a˜o:
Como C/KR e´ uma C
∗- suba´lgebra de L(L2(R))/KR, segue do Teorema 2.1.11 de [28]
que [T ]KR ∈ C/KR e´ invers´ıvel se, e somente se, [T ]KR ∈ L(L2(R))/KR e´ invers´ıvel. Pelo
Teorema 1.4.16 de [28] temos que [T ]KR ∈ L(L2(R))/KR e´ invers´ıvel se, e somente se, T
e´ de Fredholm. Por outro lado, segue do Teorema 2.3 que [T ]KR ∈ C/KR e´ invers´ıvel se,
e so´ se, σT (x, ξ) 6= 0 para todo (x, ξ) ∈MC .
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Sejam χ a func¸a˜o caracter´ıstica da semi-reta real positiva e φ ∈ CS(R) tal que
φ(+∞) = φ(−∞) = 1, φ na˜o nula e w(φ) = −1. Pelo Teorema 2.7 temos que χ(D)φ(M)χ(D)
e´ equivalente a um operador de Toeplitz em H2(R), logo unitariamente equivalente a um
operador de Toeplitz em H2(S1), pela Proposic¸a˜o 2.8. Enta˜o pelo Teorema 2.10 temos
que χ(D)φ(M)χ(D) e´ um operador de Fredholm com ı´ndice 1. Logo χ(D)φ(M)χ(D) ⊕
IdH2(R)⊥ = χ(D)φ(M)χ(D) + (Id− χ(D)) e´ um operador de Fredholm com ı´ndice 1.
Lema 2.12 O operador (Id− χ(D))φ(M)χ(D) e´ compacto.
Demonstrac¸a˜o:
Pela Proposic¸a˜o 2.8 e pelo Teorema 2.7 temos que U−1χ(D)U = P onde P e´ a
projec¸a˜o ortogonal em H2(S1). Temos tambe´m que U−1φ(M)U = φ˜(M) onde φ˜(z) =
φ
(
z−1
i(z+1)
)
.
Suponha φ(t) = 1 se |t| > 1, enta˜o φ˜(z) ≡ 1 em uma vizinhanc¸a de −1. Portanto
φ˜ ∈ C∞(S1). Logo, U−1(Id − χ(D))φ(M)χ(D)U = (Id − P )φ˜(M)P com P a projec¸a˜o
sobre H2(S1) e φ˜ ∈ C∞(S1).
Consideremos (ek)k∈Z base ortonormal de L2(S1) onde ek(z) = zk. Temos que
(Id− P )en(M)Pek = 0 se k < 0 e (Id− P )en(M)Pek = (Id− P )ek+n se k ≥ 0.
Mas (Id − P )ek+n = 0 se k + n ≥ 0. Vamos estudar enta˜o o que acontece para n ≥ 0 e
n < 0.
Se n ≥ 0 enta˜o k + n ≥ 0 para todo k ≥ 0, logo (Id− P )ek+n = 0.
Se n < 0 teremos k + n ≥ 0 se, e somente se, k ≥ −n. Enta˜o (Id− P )ek+n = 0 para
todo k ≥ −n e (Id− P )ek+n = ek+n caso contra´rio. Logo para n fixo Im [(Id− P )enP ] e´
gerada por {ek : 0 ≤ k ≤ −n}.
Com isto temos que (Id− P )pn(M)P e´ um operador de posto finito, logo compacto.
Logo se p e´ um polinoˆmio temos que (Id − P )p(M)P e´ compacto. Pelo Teorema de
Stone-Weierstrass temos que existem polinoˆmios pn convergindo uniformemente para φ˜
enta˜o
||(Id− P )φ˜(M)P − (Id− P )pn(M)P || ≤ ||φ˜(M)− pn(M)|| = ||φ˜− pn||∞ −→ 0.
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Como K(L2(S1)) e´ fechado em L(L2(S1)) temos que (Id−P )φ˜(M)P e´ compacto em
L2(S1). Logo (Id− χ(D))φ(M)χ(D) e´ compacto em L2(R).
Teorema 2.13 Seja T ∈ C um operador de Fredholm, temos que ind(T ) = δ1([[T ]KR]1) =
w(σT ), onde δ1 e´ a aplicac¸a˜o do ı´ndice da sequeˆncia de K-teoria associada a sequeˆncia
exata curta abaixo.
0 ✲ KR ✲ C ✲ C/KR ✲ 0
i π
Demonstrac¸a˜o:
Vamos considerar as seguintes sequeˆncias exatas curtas
0 ✲ KR ✲ C ✲ C/KR ✲ 0
i π
0 ✲ KR ✲ L(L
2(R)) ✲ L(L2(R))/KR ✲ 0
i π
onde i e´ a inclusa˜o e π a projec¸a˜o canoˆnica.
Sabemos pela Proposic¸a˜o 9.4.2 de [37] que o ı´ndice, δ¯1, para a sequeˆncia exata curta
0 ✲ KR ✲ L(L
2(R)) ✲ L(L2(R))/KR ✲ 0
i π
e´ o ı´ndice de Fredholm, isto e´ ind(T ) = δ¯1([[T ]KR ]1).
Consideremos o diagrama comutativo
0 ✲ KR ✲ C ✲ C/KR ✲ 0
i π
❄ ❄ ❄
i i
0 ✲ KR ✲ L(L
2(R)) ✲ L(L2(R))/KR ✲ 0
i π
Pela naturalidade da aplicac¸a˜o do ı´ndice, veja Proposic¸a˜o 9.1.5 de [37], temos que o
diagrama abaixo comuta
K1(C/KR)
δ1−→ Z
↓ ‖
K1(L(L
2(R))/KR)
δ¯1−→ Z
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Logo δ1 e´ o ı´ndice de Fredholm, ou seja ind(T ) = δ1([[T ]KR]1). Vamos verificar agora
que ind(T ) = w(σT ).
Consideremos S = χ(D)φ(M)χ(D) + (Id − χ(D)) + (Id − χ(D))φ(M)χ(D) =
φ(M)χ(D) + (Id − χ(D)). Como vimos no Lema 2.12 que (Id − χ(D))φ(M)χ(D) e´
compacto, temos que S e´ um operador de Fredholm com ı´ndice 1, pela observac¸a˜o antes
do Lema 2.12.
Seja T ′ = φ(M)b(D) + (Id − b(D)) com b cont´ınua crescente com b(x) = 0 para
x ≤ −1 e b(x) = 1 para x ≥ 1. Temos T ′ ∈ C e T ′ − S = (φ − 1)(M)(b − χ)(D) logo
T ′ − S e´ compacto pela Observac¸a˜o 1.14 1/2. Portanto T ′ = S + K, K compacto, logo
T ′ e´ Fredholm e ind(T ′) = 1 e temos tambe´m que w(σT ′) = 1. Concluimos assim que
ind(T ) = δ1([[T ]KR ]1) = w(σT ), T ∈ C um operador de Fredholm.
Proposic¸a˜o 2.14 Seja π : C −→ C/KR a projec¸a˜o canoˆnica. Enta˜o π∗ : K0(C) −→
K0(C/KR) e´ um isomorfismo. Ale´m disso, K1(C) = 0.
Demonstrac¸a˜o:
Consideremos a sequeˆncia exata curta
0 ✲ KR ✲ C ✲ C/KR ✲ 0
i π
e sua sequeˆncia exata c´ıclica de seis termos
K0(KR) ✲ K0(C) ✲ K0(C/KR)
i∗ π∗
✻
❄
δ1 δ0
K1(C/KR) ✛ K1(C) ✛ K1(KR)
π∗ i∗
Pelo corola´rio 6.4.2 e pelo exemplo 8.2.9 de [37] temos queK0(KR) = Z eK1(KR) = 0.
Substituindo enta˜o as K - teorias conhecidas temos
Z ✲ K0(C) ✲ Z
i∗ π∗
✻
❄
δ1 δ0
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Z ✛ K1(C) ✛ 0
π∗ i∗
Seja T ′ = φ(M)b(D)+(Id−b(D)) o operador do Teorema 2.13 , temos que [[T ′]KR ]1 ∈
K1(C/KR) e ja´ vimos que δ1([[T
′]KR ]1) = 1, logo δ1 e´ um isomorfismo. Portanto π∗ :
K0(C) −→ Z e´ isomorfismo e K1(C) = 0.
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Cap´ıtulo 3
K-teoria de A
Neste cap´ıtulo calcularemos a K-teoria da C∗- a´lgebra A utilizando a seguinte es-
trate´gia. Primeiro calcularemos a K-teoria de A/E e E/KR e para isto utilizaremos os
isomorfismos ϕ : A/E −→ C(MA) e γ : E/KR −→ C(MSL,KZ), estudados no Cap´ıtulo 1.
De posse dessas K-teorias e utilizando a seguinte sequeˆncia exata curta
0 ✲ E/KR ✲ A/KR ✲ A/E ✲ 0
calcularemos a K-teoria de A/KR. Por u´ltimo utilizamos a sequeˆncia exata curta abaixo
para o ca´lculo da K-teoria de A
0 ✲ KR ✲ A ✲ A/KR ✲ 0 .
3.1 A K-teoria de A/E e E/KR
Comec¸aremos o nosso trabalho por descrever geradores para Ki(C(M♯)), i = 0, 1,
ja´ que pelo Teorema 1.17 MA = M♯ × {−∞,+∞} e pelo Teorema de Gelfand temos
ϕ : A/E −→ C(MA) isomorfismo . Pelo Lema 1.10 podemos considerar M♯ = S1−∪R∪S1+,
onde S1+ = S
1 × {+∞} e S1− = S1 × {−∞}.
Proposic¸a˜o 3.1 Seja ψ : C(M♯) −→ C(S1 × {−∞,+∞}) a restric¸a˜o das f ∈ C(M♯)
a S1+ ∪ S1−. Para i = 0, 1 ψ∗ : Ki(C(M♯)) −→ Ki(C(S1 × {−∞,+∞})) e´ injetora. A
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imagem de ψ∗ : K0(C(M♯)) −→ K0(C(S1 × {−∞,+∞})) e´ isomorfa a Z e a imagem de
ψ∗ : K1(C(M♯)) −→ K1(C(S1×{−∞,+∞})) e´ isomorfa a Z⊕Z. Assim K0(C(M♯)) ∼= Z
e K1(C(M♯)) ∼= Z⊕ Z.
Demonstrac¸a˜o:
Consideremos a sequeˆncia exata curta
0 ✲ C0(R) ✲ C(M♯) ✲C(S
1 × {−∞,+∞}) ✲ 0ϕ ψ
onde ϕ e´ a inclusa˜o e ψ e´ a restric¸a˜o.
Sabemos que esta sequeˆncia exata curta induz a sequeˆncia exata c´ıclica de seis termos
em K-teoria
K0(C0(R)) ✲ K0(C(M♯)) ✲K0(C(S
1 × {−∞,+∞}))ϕ∗ ψ∗
✻
❄
δ1 δ0
K1(C(S
1 × {−∞,+∞}))✛ K1(C(M♯)) ✛ K1(C0(R))ψ∗ ϕ∗
Pelo exemplo 11.3.2 de [37] sabemos que K0(C0(R)) = 0 e K1(C0(R)) = Z. Assim
como pelo exemplo 11.3.3 de [37] e o fato de C(S1×{−∞,+∞}) ser isomorfo a C(S1)⊕
C(S1) temos para i = 0, 1 que Ki(C(S
1 × {−∞,+∞})) ∼= Z ⊕ Z onde a classe [.]0 das
func¸o˜es k, k˜ : S1 × {−∞,+∞} → C com k(z,+∞) = 1; k(z,−∞) = 0; k˜(z,+∞) = 0;
k˜(z,−∞) = 1 geram K0(C(S1 × {−∞,+∞})). E a classe [.]1 das func¸o˜es l, l˜ : S1 ×
{−∞,+∞} → C com l(z,+∞) = z; l(z,−∞) = 1; l˜(z,+∞) = 1; l˜(z,−∞) = z geram
K1(C(S
1 × {−∞,+∞})).
Substituindo na sequeˆncia exata c´ıclica de seis termos as informac¸o˜es acima temos
que δ1 ≡ 0. So´ nos falta calcular δ0 para obter a K-teoria de C(M♯).
Pela Proposic¸a˜o 12.2.2 de [37] sabemos que precisamos de func¸o˜es g e g˜ ∈ C(M♯)
reais tais que ψ(g) = k e ψ(g˜) = k˜.
Consideremos b : M♯ → R com b ≡ 0 em S1−; b ≡ 1 em S1+; b(x) = 0 para x ≤ −1 e
b(x) = 1 para x ≥ 1.
E tambe´m c : M♯ → R com c ≡ 1 em S1−; c ≡ 0 em S1+; c(x) = 1 para x ≤ −1 e c(x) = 0
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para x ≥ 1. As func¸o˜es b e c sa˜o extenso˜es cont´ınuas das func¸o˜es b e c definidas na pa´gina
47, mas utilizaremos a mesma notac¸a˜o.
Temos que ψ(b) = k e ψ(c) = k˜, enta˜o pela Proposic¸a˜o 12.2.2 de [37] temos que
existem (e sa˜o u´nicos) elementos u e u˜ ∈ U(C˜0(R)) tais que ϕ¯(u) = e2πib e ϕ¯(u˜) = e2πic.
Mas como C˜0(R) ⊂ C(M♯) temos que ϕ = ϕ¯, logo u = e2πib e u˜ = e2πic.
Portanto δ0([k]0) = −[u]1 e δ0([k˜]0) = −[u˜]1 onde [u]1 e [u˜]1 pertencem a K1(C0(R)).
Sabemos que K1(C0(R)) e´ isomorfo a K1(C(S
1)) e temos que o nu´mero de rotac¸a˜o induz
um isomorfismo de K1(C(S
1)) para Z.
Calculando o nu´mero de rotac¸a˜o de u e u˜ temos que w(u) = 1 e w(u˜) = −1. Logo
com respeito aos isomorfismos K0(C(S
1 × {−∞,+∞})) = Z[k]0 ⊕ Z[k˜]0 e K1(C(S1 ×
{−∞,+∞})) = Z[l]1⊕Z[l˜]1 discutidos acima, podemos escrever δ0(1, 0) = −1 e δ0(0, 1) =
1, consequentemente δ0 e´ sobrejetora e δ0(x, y) = −x+ y.
Segue da exatida˜o da sequeˆncia exata c´ıclica de seis termos que Imψ∗ = Ker δ0 ∼=
Z, Kerψ∗ = Imϕ∗ = 0, Imψ∗ = Ker δ1 ∼= Z ⊕ Z e Kerψ∗ = Imϕ∗ = 0. Portanto
K0(C(M♯)) ∼= Z e K1(C(M♯)) ∼= Z⊕ Z.
Usando os isomorfismos da Proposic¸a˜o acima podemos verificar que
K0(C(M♯)) = Z[1]0.
Sejam S1 = {eix : x ∈ R}, L e L˜ ∈ C(M♯) tais que:
L(eix,+∞) = eix em S1+; L(eix,−∞) = 1 em S1−; L(x) = eix, se x ≥ 0 e L(x) = 1, se
x < 0 e,
L˜(eix,+∞) = 1 em S1+; L˜(eix,−∞) = eix em S1−; L˜(x) = 1, se x > 0 e L˜(x) = eix, se
x ≤ 0.
Consideremos a restric¸a˜o de L a` reta. Enta˜o temos que b(x)eix+c(x)−L(x) ∈ C0(R),
onde b, c ∈ CS(R) sa˜o tais que b e´ crescente com b(x) = 0, se x ≤ −1 e b(x) = 1, se
x ≥ 1 e c e´ decrescente com c(x) = 0, se x ≥ 1 e c(x) = 1, se x ≤ −1, b + c ≡ 1.
Logo L(M) = b(M)eiM + c(M) − a0(M), onde a0 ∈ C0(R). O mesmo vale para L˜, logo
L˜(M) = b(M) + c(M)eiM − b0(M).
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Com o que acabamos de provar, conclu´ımos que L, L˜ esta˜o em A♯ (veja definic¸a˜o na
sec¸a˜o 1.2). Usando novamente o isomorfismo da Proposic¸a˜o acima conclu´ımos que
K1(C(M♯)) = Z[L]1 ⊕ Z[L˜]1.
Proposic¸a˜o 3.2 K0(C(MA)) e´ isomorfo a Z⊕Z e K1(C(MA)) e´ isomorfo a Z⊕Z⊕Z⊕Z.
Demonstrac¸a˜o:
Sabemos pelo Teorema 1.17 que MA = M♯ × {−∞,+∞}, enta˜o consideremos o iso-
morfismo
C(M♯ × {−∞,+∞}) −→ C(M♯)⊕ C(M♯)
f(z,±∞) 7−→ (f(z,+∞), f(z,−∞)).
Logo temos que Ki(C(MA)) ∼= Ki(C(M♯)⊕ C(M♯)), i = 0, 1.
Pelas Proposic¸o˜es 4.3.4 e 8.2.6 de [37] temos que Ki(C(M♯)⊕C(M♯)) ∼= Ki(C(M♯))⊕
Ki(C(M♯)), logo Ki(C(MA)) ∼= Ki(C(M♯)) ⊕ Ki(C(M♯)), i = 0, 1. Consideremos as
func¸o˜es:
f : M♯ × {−∞,+∞} −→ C com f(z,+∞) = 1 e f(z,−∞) = 0,
f˜ : M♯ × {−∞,+∞} −→ C com f˜(z,+∞) = 0 e f˜(z,−∞) = 1,
wi : M♯ × {−∞,+∞} −→ C, i = 1, .., 4, com
w1(z,+∞) = L(z) e w1(z,−∞) = 1,
w2(z,+∞) = L˜(z) e w2(z,−∞) = 1,
w3(z,+∞) = 1 e w3(z,−∞) = L(z),
w4(z,+∞) = 1 e w4(z,−∞) = L˜(z), z ∈M♯.
Utilizando o isomorfismo acima temos que
K0(C(MA)) = Z[f ]0 ⊕ Z[f˜ ]0 e
K1(C(MA)) = Z[w1]1 ⊕ Z[w2]1 ⊕ Z[w3]1 ⊕ Z[w4]1.
Agora utilizando o σ-s´ımbolo definido no Teorema 1.17 conclu´ımos que
K0(A/E) = Z[[b(D)]E]0 ⊕ Z[[c(D)]E]0 e (3.1)
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K1(A/E) = Z[[A1]E]1 ⊕ Z[[A2]E]1 ⊕ Z[[A3]E]1 ⊕ Z[[A4]E]1 (3.2)
onde A1 = L(M)b(D) + c(D), A2 = L˜(M)b(D) + c(D), A3 = b(D) + L(M)c(D) e A4 =
b(D) + L˜(M)c(D) com b, c as mesmas func¸o˜es definidas na pa´gina 54.
Proposic¸a˜o 3.3 O isomorfismo da Proposic¸a˜o 1.24, γ : E/KR −→ C(MSL,KZ), induz o
isomorfismo Ki(E/KR) ∼= Z⊕ Z, i = 0, 1.
Demonstrac¸a˜o:
Usando o isomorfismo γ : E/KR −→ C(MSL,KZ) temos que Ki(E/KR) e´ isomorfo a
Ki(C(MSL,KZ)), i = 0, 1 onde MSL = S
1 × {−1, 1}.
Enta˜o vamos calcular a K-teoria de C(MSL,KZ) para conhecermos a K-teoria de
E/KR. Comec¸aremos por calcular a K-teoria de C(S
1,KZ), por isso consideremos a
seguinte sequeˆncia exata curta cindida
0 ✲ SKZ ✲ C(S
1,KZ) ✲ KZ ✲ 0
µ ν
onde ν(f(z)) = f(1) e SKZ denota a suspensa˜o de KZ, isto e´ SKZ = {f : S1 → KZ :
f(1) = 0}.
E sua sequeˆncia exata c´ıclica de seis termos
K0(SKZ) ✲ K0(C(S
1,KZ)) ✲ K0(KZ)
µ∗ ν∗
✻
❄
δ1 δ0
K1(KZ) ✛ K1(C(S
1,KZ)) ✛ K1(SKZ)
ν∗ µ∗
Como a sequeˆncia e´ cindida temos que δ0 = δ1 = 0. Segue da exatida˜o da sequeˆncia
exata c´ıclica de seis termos que ν∗ : K0(C(S1,KZ))→ K0(KZ) = Z[E]0, onde E e´ qualquer
projec¸a˜o de posto 1 em L(L2(Z)) e´ isomorfismo e que µ∗ : K1(SKZ) → K1(C(S1,KZ)) e´
isomorfismo.
Usando o isomorfismo da periodicidade de Bott temos queK1(SKZ) = Z[1+(z−1)E]1
logo K1(C(S
1,KZ)) = Z[1 + (z − 1)E]1, z denotando a func¸a˜o identidade em S1.
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Considerando o isomorfismo
C(S1 × {−1, 1},KZ) −→ C(S1,KZ)⊕ C(S1,KZ)
f(z,±1) 7−→ (f(z, 1), f(z,−1)),
temos que K0(C(MSL,KZ)) ∼= Z⊕ Z e
K1(C(MSL,KZ)) = Z[u1]1 ⊕ Z[u2]1,
onde
u1(z, 1) = 1 + (z − 1)E e u2(z,−1) = 1
e
u2(z, 1) = 1 e u2(z,−1) = 1 + (z − 1)E.
Pelo isomorfismo γ temos que K0(E/KR) ∼= Z⊕ Z e K1(E/KR) ∼= Z⊕ Z.
3.2 A K-teoria de A/KR e A
Vamos calcular agora a K-teoria de A/KR e enta˜o estaremos prontos para calcular
a K-teoria de A. Enunciaremos e demonstraremos antes um Lema que sera´ utilizado no
ca´lculo da aplicac¸a˜o do ı´ndice da sequeˆncia exata c´ıclica de seis termos de A/KR. Nesta
sec¸a˜o e nas que seguem estaremos utilizando as definic¸o˜es deK0 eK1 de [4], isto e´K0 e´ um
grupo de diferenc¸as formais de classes de idempotentes (matrizes) de tamanho arbitra´rio
e K1 e´ o grupo de classes de homotopias de matrizes invers´ıveis de tamanho arbitra´rio. A
demonstrac¸a˜o de que as definic¸o˜es apresentadas em [4] e [37] (que usa diferenc¸as formais de
classes de projec¸o˜es ortogonais (matrizes) paraK0 e de unita´rios paraK1) sa˜o equivalentes
encontra-se em [4].
Lema 3.4 Sejam A uma C∗- a´lgebra e J um ideal de A. Consideremos a sequeˆncia exata
curta :
0 ✲ J ✲ A ✲ A/J ✲ 0
i π
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onde i e´ a inclusa˜o e π e´ a projec¸a˜o canoˆnica.
Se u ∈Mn(A/J) e´ invers´ıvel, π(a) = u e π(b) = u−1 enta˜o:
δ1([u]1) =
[(
2ab− (ab)2 a(2− ba)(1 − ba)
(1− ba)b (1− ba)2
)]
0
−
[(
1 0
0 0
)]
0
.
Demonstrac¸a˜o:
Seja w ∈M2n(A) definido por
w =
(
2a− aba ab− 1
1− ba b
)
E´ fa´cil verificar que w e´ invers´ıvel e
w−1 =
(
b 1− ba
ab− 1 2a− aba
)
.
Temos tambe´m que
π
(
2a− aba ab− 1
1− ba b
)
=
(
u 0
0 u−1
)
.
Pela definic¸a˜o 8.3.1 de [4] segue que
δ1([u]1) =
[(
2a− aba ab− 1
1− ba b
)(
1 0
0 0
)(
b 1− ba
ab− 1 2a− aba
)]
0
−
[(
1 0
0 0
)]
0
=
[(
2ab− (ab)2 a(2− ba)(1 − ba)
(1− ba)b (1− ba)2
)]
0
−
[(
1 0
0 0
)]
0
.
Teorema 3.5 Seja ψ : A/KR → A/E onde [a]KR 7→ [a]E, a ∈ A. Temos que ψ∗ :
K0(A/KR)→ K0(A/E) e´ injetora e a imagem de ψ∗ e´ isomorfa a Z. Assim, K0(A/KR) ∼=
Z e temos tambe´m que K1(A/KR) ∼= Z⊕ Z⊕ Z.
Demonstrac¸a˜o:
Consideremos a sequeˆncia exata curta:
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0 ✲ E/KR ✲ A/KR ✲ A/E ✲ 0
ϕ ψ
onde ϕ e´ a inclusa˜o e ψ : [a]KR 7−→ [a]E, a ∈ A.
E tambe´m sua sequeˆncia exata c´ıclica de seis termos para K-teoria
K0(E/KR) ✲ K0(A/KR) ✲ K0(A/E)
ϕ∗ ψ∗
✻
❄
δ1 δ0
K1(A/E) ✛ K1(A/KR) ✛ K1(E/KR)
ψ∗ ϕ∗
Substituindo as K-teorias que conhecemos temos
Z⊕ Z ✲ K0(A/KR) ✲ Z⊕ Zϕ∗ ψ∗
✻
❄
δ1 δ0
Z⊕ Z⊕ Z⊕ Z✛ K1(A/KR) ✛ Z⊕ Zψ∗ ϕ∗
Precisamos calcular δ0 e δ1 para conhecermos enta˜o a K-teoria de A/KR.
Vamos primeiro calcular δ0([[b(D)]E]0), onde [[b(D)]E]0 foi descrito na pa´gina 55
equac¸a˜o (3.1). Pela Proposic¸a˜o 12.2.2 de [37] sabemos que precisamos de um elemen-
to x ∈ A tal que [x]KR seja auto-adjunto e ψ([x]KR) = [b(D)]E.
Como b(D) ja´ e´ auto-adjunto em A basta enta˜o tomarmos x = b(D). Pela Proposic¸a˜o
12.2.2 de [37] temos que existe um u´nico elemento u ∈ U(E˜/KR) tal que ϕ¯(u) = e2πi[b(D)]KR .
Como E˜/KR ⊂ A/KR temos ϕ = ϕ¯, logo pela definic¸a˜o de ϕ temos que u = e2πi[b(D)]KR .
Portanto o gerador [[b(D)]E]0 de K0(A/E) e´ levado em −[e2πi[b(D)]KR ]1 ∈ K1(E/KR) pela
aplicac¸a˜o δ0. Utilizando o isomorfismo γ da Proposic¸a˜o 1.24 e homotopias verificamos em
seguida que [e2πi[b(D)]KR ]1 corresponde ao elemento (−1,−1) de K1(C(MSL,KZ)).
Usando o isomorfismo da Proposic¸a˜o 1.24 temos que [e2πi[b(D)]KR ]1 e´ levado em [h]1
onde h e´ a func¸a˜o:
h : MSL −→ KZ
(e2πiϕ,±1) 7−→ Yϕ(e2πib(M−ϕ))Y−ϕ.
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Com respeito ao isomorfismo da Proposic¸a˜o 3.3, sabemos que o elemento que corre-
sponde a (1, 1) ∈ Z⊕ Z em K1(C(MSL,KZ)) e´ dado pela classe em K1 de
l : MSL −→ KZ
(z,±1) 7−→ 1 + (z − 1)E,
onde E((an)n) = a0e0. Seja a ∈ CS(R) enta˜o,
Yϕ+1a(M − (ϕ+ 1))Y−(ϕ+1) = YϕY1a(M − (ϕ+ 1))Y−1Y−ϕ = Yϕa(M − ϕ)Y−ϕ
logo Yϕ(e
2πib(M−ϕ))Y−ϕ e´ perio´dica de per´ıodo 1. Consideremos enta˜o Yϕ(e2πib(M−ϕ))Y−ϕ
para ϕ ∈ [−1
2
, 1
2
].
Sem perda de generalidade podemos supor que a func¸a˜o b e´ constante em (−∞,−1/5]
e em [1/5,+∞). Se 1/5 ≤ |ϕ| ≤ 1/2 enta˜o |j − ϕ| ≥ 1
5
para todo j. Se |ϕ| < 1/5 enta˜o
|j − ϕ| ≥ 1
5
para todo j na˜o nulo.
Logo para todo ϕ ∈ [−1/2, 1/2] temos que
e2πib(j−ϕ) =
{
e2πib(−ϕ) se j = 0,
1 se j 6= 0.
Portanto e2πib(M−ϕ) = Id+ (e2πib(−ϕ) − Id)E para todo |ϕ| ≤ 1/2. Seja g(ϕ) = e2πib(−ϕ) −
Id temos que g ∈ C∞c ([−15 , 15 ]) e e2πib(M−ϕ) = g(ϕ)E + Id logo Yϕ(e2πib(M−ϕ))Y−ϕ =
Yϕ(g(ϕ)E + Id)Y−ϕ, para todo |ϕ| ≤ 1/2.
Seja Zt = Yh(t) onde h : [−1/2, 1/2]→ R com h ≡ 0 em [−1/4, 1/4]. Logo Zt = Id se
t ∈ [−1
4
, 1
4
].
Seja v : [0, 1] −→ U(C([−1/2, 1/2]),KZ)) onde x 7−→ vx definida por vx(t) =
Y(1−x)t+xh(t)(g(t)E+1)Y−[(1−x)t+xh(t)]. Se |t| ≥ 1/5 temos g(t)E+Id = Id. Logo para todo
x, vx pode ser encarado como um elemento de U(C(S
1,KZ)) e v0(t) = Yt(g(t)E + 1)Y−t
e v1(t) = Yh(t)(g(t)E + 1)Y−h(t) = Zt(g(t)E + 1)Z−t. Portanto Yt(g(t)E + 1)Y−t e
Zt(g(t)E + 1)Z−t sa˜o elementos homoto´picos de C(S1,KZ).
Como Zt = Id se t ∈ [−14 , 14 ] e g tem suporte contido em [−15 , 15 ] temos que Zt(g(t)E+
1)Z−t = g(t)E +1 para todo t ∈ [−1/2, 1/2] . Enta˜o pela Proposic¸a˜o 8.1.4 de [37] e pelos
resultados acima temos
[Yt(g(t)E + 1)Y−t]1 = [Zt(g(t)E + 1)Z−t]1 = [g(t)E + 1]1,
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onde F (t) denota a func¸a˜o (e2πit,±1) ∋MSL 7→ F (t) ∈ KZ.
Usando o que foi visto na pa´gina 47 sobre nu´mero de rotac¸a˜o temos que as func¸o˜es
z¯ = (z 7−→ z¯) e (e2πiϕ 7−→ e2πib(−ϕ)) = g˜(ϕ) sa˜o homoto´picas em U(C(S1)). Seja enta˜o
l : [0, 1] −→ U(C(S1)) tal que l(0) = z¯ e l(1) = g˜(ϕ) e seja v : [0, 1] −→ U(C(S1,KZ))
dada por x 7−→ (l(x) − 1)E + 1. Temos que v(0) = (g˜(ϕ) − 1)E + 1 = g(ϕ)E + 1
e v(1) = (z¯ − 1)E + 1. E sabemos que (z¯ − 1)E + 1 e´ o −1 em K1(C(S1,KZ)).(veja
demonstrac¸a˜o da Proposic¸a˜o 3.3)
Portanto pela Proposic¸a˜o 8.1.4 de [37] temos [g(ϕ)E + 1]1 = [(z¯ − 1)E + 1)]1, logo
δ0((1, 0)) = (1, 1).
Com uma demonstrac¸a˜o ana´loga podemos mostrar que δ0((0, 1)) = (−1,−1). Enta˜o
temos que δ0((x, y)) = (x − y)(1, 1). Com isto segue que Ker δ0 = {(x, y) ∈ Z ⊕ Z : x =
y} ∼= Z e Im δ0 = {(a, a) : a ∈ Z} ∼= Z.
Com isso encerramos o ca´lculo de δ0 e passaremos agora a calcular a aplicac¸a˜o δ1.
Ja´ sabemos pela Proposic¸a˜o 3.2 que os quatro geradores de K1(A/E) sa˜o [[A1]E]1,
[[A2]E]1, [[A3]E]1, [[A4]E]1, onde A1 = L(M)b(D) + c(D), A2 = L˜(M)b(D) + c(D), A3 =
b(D) + L(M)c(D), A4 = b(D) + L˜(M)c(D).
E´ obvio que a = [A1]KR e´ uma pre´-imagem de u = [A1]E. Como [A1]E = u e´ unita´rio
temos que b = a∗ e´ uma pre´-imagem de u−1. Pelo Lema 3.4 temos que
δ1([[A1]E]1) =
[(
2aa∗ − (aa∗)2 a(2− a∗a)(1− a∗a)
(1− a∗a)a∗ (1− a∗a)2
)]
0
−
[(
1 0
0 0
)]
0
onde δ1([[A1]E]1) ∈ K0(E/KR)
γ∗∼= K0(C(MSL,KZ))
ν∗∼= K0(KZ)⊕K0(KZ) (veja Proposic¸a˜o
3.3). Seja η = ν∗ ◦ γ∗ enta˜o considerando α = γA1(1, 1), α′ = γA1(1,−1), β = γA∗1(1, 1) e
β
′
= γA∗1(1,−1) temos
η ◦ δ1([[A1]E]1) =
([(
2αβ − (αβ)2 α(2− βα)(1− βα)
(1− βα)β (1− βα)2
)]
0
−
[(
1 0
0 0
)]
0
,
[(
2α
′
β
′ − (α′β ′)2 α′(2− β ′α′)(1− β ′α′)
(1− β ′α′)β ′ (1− β ′α′)2
)]
0
−
[(
1 0
0 0
)]
0
)
Vamos observar que γA1(1,±1) /∈ KZ, ja´ que A1 ∈ A e A1 /∈ E. Observemos tambe´m
que A∗1A1 − Id ∈ E enta˜o γA∗1A1(1,±1) − γId(1,±1) ∈ KZ. Portanto [γA1(1, 1)]KZ e
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[γA1(1,−1)]KZ sa˜o invers´ıveis em L(L2(Z))/KZ.
Temos enta˜o pelo Lema 3.4 que
δ¯1([γA1(1, 1)]1) =
[(
2αβ − (αβ)2 α(2− βα)(1− βα)
(1− βα)β (1− βα)2
)]
0
−
[(
1 0
0 0
)]
0
e
δ¯1([γA1(1,−1)]1) =
[(
2α
′
β
′ − (α′β ′)2 α′(2− β ′α′)(1− β ′α′)
(1− β ′α′)β ′ (1− β ′α′)2
)]
0
−
[(
1 0
0 0
)]
0
onde δ¯1 e´ o ı´ndice da sequeˆncia de K-teoria associada a sequeˆncia exata curta abaixo
0 ✲ KZ ✲ L(L
2(Z)) ✲ L(L2(Z))/KZ ✲ 0
i π
.
Mas o ı´ndice para esta sequeˆncia e´ o ı´ndice de Fredholm por 9.4.2 de [37] . Por 19.1.14
de [18] temos que
indγA1(1,±1) = Tr((Id− γA∗1(1,±1)γA1(1,±1))N)− Tr((Id− γA1(1,±1)γA∗1(1,±1))N)
para algum N > 0 natural para o qual se tenha
(Id− γA∗1(1,±1)γA1(1,±1))N e (Id− γA1(1,±1)γA∗1(1,±1))N trace-class.
O mesmo racioc´ınio vale para A2, A3, A4.
Utilizando a Proposic¸a˜o 1.25 temos que
γA1(1,−1) = Id e γA∗1(1,−1) = Id,
γA1(1, 1) = b(M − 1)Y−1 + Y1c(M − 1)Y−1 e γA∗1(1, 1) = Y1b(M − 1) + Y1c(M − 1)Y−1,
γA2(1,−1) = b(M − 1)Y−1+ Y1c(M − 1)Y−1 e γA∗2(1,−1) = Y1b(M − 1) + Y1c(M − 1)Y−1,
γA2(1, 1) = Id e γA∗2(1, 1) = Id,
γA3(1,−1) = Id e γA∗3(1,−1) = Id,
γA3(1, 1) = Y1b(M − 1)Y−1 + c(M − 1)Y−1 e γA∗3(1, 1) = Y1b(M − 1)Y−1 + Y1c(M − 1),
γA4(1,−1) = Y1b(M − 1)Y−1+ c(M − 1)Y−1 e γA∗4(1,−1) = Y1b(M − 1)Y−1 + Y1c(M − 1),
γA4(1, 1) = Id e γA∗4(1, 1) = Id.
Construindo as matrizes desses operadores podemos verificar que para N = 1 temos
que (Id − γA∗i (1,±1)γAi(1,±1)) e (Id − γAi(1,±1)γA∗i (1,±1)), para i = 1, .., 4, sa˜o de
posto finito.
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Apresentamos a seguir as matrizes dos operadores (Id− γA∗1(1, 1)γA1(1, 1)) e
(Id− γA1(1, 1)γA∗1(1, 1)).
0 0 . . . . . . . . . 0 0 0 0 0 . . .
0
. . .
...
...
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
...
...
...
...
...
...
... 0
...
...
...
...
...
...
...
...
...
...
... 0 −1/2 0 ... ...
...
...
...
...
...
... −1/2 1/2 −1/2 0 ...
...
...
...
...
...
... 0 −1/2 0 ... ...
...
...
...
...
...
...
... 0 0
. . .
...
...
...
...
...
...
...
...
...
...
...
. . .


0 0 . . . . . . . . . 0 0 0 0 0 . . .
0
. . .
...
...
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
...
...
...
...
...
...
... 0
...
...
...
...
...
...
...
...
...
...
... −1/4 −1/4 0 ... ...
...
...
...
...
...
... −1/4 −1/4 0 0 ...
...
...
...
...
...
... 0 0 0
...
...
...
...
...
...
...
...
... 0 0
. . .
...
...
...
...
...
...
...
...
...
...
...
. . .

Obtemos enta˜o:
δ¯1(γA1(1, 1)) = Tr(Id− γA∗1(1, 1)γA1(1, 1))− Tr(Id− γA1(1, 1)γA∗1(1, 1)) = 1,
δ¯1(γA1(1,−1)) = Tr(Id− γA∗1(1,−1)γA1(1,−1))− Tr(Id− γA1(1,−1)γA∗1(1,−1)) = 0,
δ¯1(γA2(1, 1)) = Tr(Id− γA∗2(1, 1)γA2(1, 1))− Tr(Id− γA2(1, 1)γA∗2(1, 1)) = 0,
δ¯1(γA2(1,−1)) = Tr(Id− γA∗2(1,−1)γA2(1,−1))− Tr(Id− γA2(1,−1)γA∗2(1,−1)) = 1,
δ¯1(γA3(1, 1)) = Tr(Id− γA∗3(1, 1)γA3(1, 1))− Tr(Id− γA3(1, 1)γA∗3(1, 1)) = −1,
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δ¯1(γA3(1,−1)) = Tr(Id− γA∗3(1,−1)γA3(1,−1))− Tr(Id− γA3(1,−1)γA∗3(1,−1)) = 0,
δ¯1(γA4(1, 1)) = Tr(Id− γA∗4(1, 1)γA4(1, 1))− Tr(Id− γA4(1, 1)γA∗4(1, 1)) = 0,
δ¯1(γA4(1,−1)) = Tr(Id− γA∗4(1,−1)γA4(1,−1))− Tr(Id− γA4(1,−1)γA∗4(1,−1)) = −1.
Portanto podemos concluir que
η ◦ δ1([[A1]E]1) = (1, 0),
η ◦ δ1([[A2]E]1) = (0, 1),
η ◦ δ1([[A3]E]1) = (−1, 0),
η ◦ δ1([[A4]E]1) = (0,−1).
Segue da exatida˜o da sequeˆncia exata c´ıclica de seis termos da pa´gina 59 que Im δ1 =
Kerϕ∗ ∼= Z⊕ Z; Imϕ∗ = Kerψ∗ = 0 e Imψ∗ = Ker δ0 = Z(1, 1) onde (1, 1) ∈ K0(A/E) =
Z[[b(D)]E]0 ⊕ Z[[c(D)]E]0 (veja pa´gina 55, (3.1)). Portanto
K0(A/KR) = Z[[Id]KR ]0.
Pelos ca´lculos acima temos que Ker δ1 = {(x, y, z, w) ∈ Z⊕Z⊕Z⊕Z : y = w e x =
z} logo (1, 0, 1, 0) e (0, 1, 0, 1) ∈ K1(A/E) = Z[[A1]E]1 ⊕ Z[[A2]E]1 ⊕ Z[[A3]E]1 ⊕ Z[[A4]E]1
(veja pa´gina 56, (3.2)) geram Ker δ1.
Novamente pela exatida˜o da sequeˆncia exata c´ıclica de seis termos temos que Imψ∗ =
Ker δ1 ∼= Z ⊕ Z. Pelo Teorema do homomorfismo e exatida˜o da sequeˆncia exata c´ıclica
temos que Kerψ∗ = Imϕ∗ ∼= Z⊕ Z/Z(1, 1) ∼= Z(1, 0) onde (1, 0) ∈ K1(E/KR).
Podemos enta˜o construir a seguinte sequeˆncia exata curta
0 ✲ Z ✲ K1(A/KR) ✲ Z⊕ Z ✲ 0i ψ∗
onde i e´ a inclusa˜o.
Pela Proposic¸a˜o 1.25 e demonstrac¸a˜o do Teorema 3.5 temos que [b(M)e2πic(D) +
c(M)]KR , b e c como na pa´gina 54, corresponde ao (1, 0) de K1(E/KR). Enta˜o usando a
sequeˆncia exata acima temos que
K1(A/KR) = Z[[L(M)]KR ]1 ⊕ Z[[L˜(M)]KR ]1 ⊕ Z[[b(M)e2πic(D) + c(M)]KR ]1.
Agora ja´ estamos prontos para calcular a K-teoria da C∗- a´lgebra A.
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Teorema 3.6 Seja π : A −→ A/KR a projec¸a˜o canoˆnica. Enta˜o π∗ : Ki(A) −→ Imπ∗ e´
um isomorfismo. Logo K0(A) ∼= Z e K1(A) ∼= Z⊕ Z.
Demonstrac¸a˜o:
Consideremos a sequeˆncia exata curta
0 ✲ KR ✲ A ✲ A/KR ✲ 0
i π
e sua sequeˆncia exata cicl´ıca de seis termos para K-teoria
K0(KR) ✲ K0(A) ✲ K0(A/KR)
i∗ π∗
✻
❄
δ1 δ0
K1(A/KR) ✛ K1(A) ✛ K1(KR)
π∗ i∗
Substituindo as K-teorias conhecidas temos
Z ✲ K0(A) ✲ Z
i∗ π∗
✻
❄
δ1 δ0
Z⊕ Z⊕ Z ✛ K1(A) ✛ 0π∗ i∗
Sabemos pela Proposic¸a˜o 9.4.4 de [37] que o ı´ndice para esta sequeˆncia e´ o ı´ndice de
Fredholm. Vamos calcular δ1 nos geradores de K1(A/KR).
Temos que b(M)e2πic(D) + c(M) ∈ C, logo [b(M)e2πic(D) + c(M)]KR ∈ C/KR e como
foi visto no Cap´ıtulo 2, Teorema 2.13, δ1([[T ]KR ]1) = ind(T ) = w(σT ) nesta a´lgebra.
Logo δ1([[b(M)e
2πic(D) + c(M)]KR ]1) = w(σb(M)e2piic(D)+c(M)) = −1. Sabemos tambe´m
que ind(L(M)) = ind(L˜(M)) = 0, pois sa˜o operadores de multiplicac¸a˜o. Portanto δ1 e´
sobrejetora e δ1(x, y, z) = −z.
Pela exatida˜o da sequeˆncia exata c´ıclica de seis termos temos que Im i∗ = Kerπ∗ = 0;
Im π∗ = Ker δ0 = Z; Im i∗ = Ker π∗ = 0 e Im π∗ = Ker δ1 ∼= Z⊕ Z, logo
K0(A) = Z[Id]0 e K1(A) = Z[L(M)]1 ⊕ Z[L˜(M)]1.
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Cap´ıtulo 4
K-teoria de A por produto cruzado
Neste cap´ıtulo calcularemos, novamente, a K-teoria de A utilizando a seguinte es-
trate´gia. Primeiro provaremos que a Im γ, onde γ e´ a aplicac¸a˜o da Proposic¸a˜o 1.25 tem
estrutura de produto cruzado e enta˜o usando a sequeˆncia exata de Pimsner-Voiculescu
[34] calcularemos sua K-teoria. Utilizando enta˜o a sequeˆncia exata curta induzida por γ
0 ✲ J0/KR ✲ A/KR ✲ Im γ ✲ 0
calculamos a K-teoria de A/KR. De posse desta K-teoria e usando a sequeˆncia exata
curta abaixo calculamos a K-teoria de A.
0 ✲ KR ✲ A ✲ A/KR ✲ 0 .
O que diferencia a estrate´gia deste cap´ıtulo para o anterior e´ que no Cap´ıtulo 3 utilizamos
uma sequeˆncia exata curta induzida pelo σ-s´ımbolo para calcular a K-teoria de A/KR.
Um estudo geral sobre produto cruzado de C∗- a´lgebras pode ser encontrado no
Cap´ıtulo 7 de [33]. Aqui, trabalharemos apenas em casos onde a C∗- a´lgebra A tem
unidade e o grupo e´ Z com a topologia discreta.
Dados uma C∗- a´lgebra A com unidade, o grupo Z com a topologia discreta, e uma
ac¸a˜o α de Z em A, define-se uma nova C∗- a´lgebra A ⋊
α
Z como sendo a C∗- a´lgebra
envolvente de l1(Z, A) (sec¸a˜o (2.7) de [14]), esta vista como uma a´lgebra de Banach com
a involuc¸a˜o, o produto e a norma definidos respectivamente por:
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y∗(n) = αn(y∗−n), α ∈ Aut(A),
y × z(n) =
∑
k∈Z
ykα
k(zn−k) e
||y||1 =
∑
n∈Z
|yn|
para todo y = (yn)n∈Z e z = (zn)n∈Z em l1(Z, A) e n ∈ Z. Temos que k(Z, A), func¸o˜es de
l1(Z, A) que tem suporte finito, e´ um subconjunto fortemente denso de l1(Z, A).
Sejam a ∈ A e n ∈ Z. Denote por aδn o elemento de l1(Z, A) dado por
aδn(k) =
{
0 se k 6= n,
a se k = n.
Note que (aδn)
∗ = α−n(a∗)δ−n e que (aδn) × (bδm) = aαn(b)δn+m para todo n,m ∈ Z e
todo a, b ∈ A. E na˜o e´ dif´ıcil mostrar que o conjunto {xδ0, 1δ1 : x ∈ A} gera l1(Z, A)
como a´lgebra de Banach.
4.1 A estrutura de produto cruzado de A⋄
Seja A = CS(R), e consideremos a sequeˆncia exata curta
0 ✲ C(C) ✲ C([0, 1]) ✲ C ✲ 0
i ψ
onde C(C) e´ o cone da a´lgebra C, isto e´ C(C) = {f : [0, 1]→ C : f(0) = 0}; ψ(f) = f(0)
e i e´ a inclusa˜o. Aplicando a sequeˆncia exata c´ıclica de seis termos para K-teoria na
sequeˆncia acima e usando que K0(C(C)) = K1(C(C)) = 0, veja exemplos 4.1.5 e 8.3 de
[37], obtemos K0(C([0, 1])) = Z[1]0 e K1(C([0, 1])) = 0. Como A e´ isomorfo a C([0, 1])
temos que K1(A) = 0 e K0(A) = Z[1]0.
Consideremos α : Z −→ Aut(A) onde n 7−→ [α(n)a](x) = a(x − n). A aplicac¸a˜o α
esta´ bem definida e temos que [α(n +m)(a)](x) = a(x − n − m) = [α(n) ◦ α(m)(a)](x)
para todo n,m ∈ Z. Logo α e´ um homomorfismo de grupo. Como Z e´ um grupo discreto
temos que α e´ cont´ınua, logo α e´ uma ac¸a˜o.
Usando a sequeˆncia exata de Pimsner-Voiculescu [34] temos
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K0(A) ✲ K0(A) ✲ K0(A⋊
α
Z)
id− α−1∗ i∗
✻
❄
δ
′
1 δ
′
0
K1(A⋊
α
Z) ✛ K1(A) ✛ K1(A)
i∗ id− α−1∗
Como α(n)(1)(x) = 1(x−n) = 1, segue que α∗ e´ igual a identidade deK0(A). Usando
que K1(A) = 0 e que K0(A) = Z[1]0 ficamos com a seguinte sequeˆncia exata
0 −→ K1(A⋊
α
Z)
δ
′
1−→ Z[1]0 0−→ Z[1]0 i∗−→ K0(A⋊
α
Z) −→ 0
Podemos concluir enta˜o que
K1(A⋊
α
Z) ∼= Z e
K0(A⋊
α
Z) = Z[1]0.
Se B e´ uma C∗- a´lgebra e α ∈ Aut(B) sempre existe um unita´rio u ∈ B ⋊
α
Z tal que
α(a) = uau∗ para todo a ∈ B (veja, por exemplo, [6], pa´g. 49). Diz-se que um tal u
implementa a ac¸a˜o α e que α e´ o automorfismo induzido por u. No nosso caso, temos que
α(n)a = δn1 a(M)(δ
∗
1)
n para todo a ∈ A e n ∈ Z, isto e´ α e´ o automorfismo induzido pelo
unita´rio δ1 ∈ A⋊
α
Z.
Pela equac¸a˜o apresentada no comec¸o da pa´gina 102 de [34] temos que δ
′
1([(1 ⊗ 1n −
F ) + Fx(u∗ ⊗ 1n)F ]1) = [F ]0, onde F, x ∈ A ⊗Mn, n ∈ N; F e´ uma projec¸a˜o e u e´ o
unita´rio que implementa a ac¸a˜o. Consideremos F = 1A = x e n = 1, pela equac¸a˜o acima
temos que δ
′
1([δ−1]1) = [1]0. E como foi visto acima que δ
′
1 e´ um isomorfismo temos que
K1(A⋊
α
Z) = Z[δ−1]1.
Consideremos a C∗- a´lgebra A⋄ definida na Proposic¸a˜o 1.26. Vamos verificar na
Proposic¸a˜o abaixo que A⋄ e´ isomorfo a A⋊
α
Z.
Proposic¸a˜o 4.1 Seja A = CS(R), enta˜o existe ϕ : A⋊
α
Z −→ A⋄ isomorfismo.
Demonstrac¸a˜o:
Seja B o fecho do conjunto B0 = {
∑
j∈F
aj(M)Tj : aj ∈ CS(R) }, onde F ⊂ Z finito.
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Daqui ate´ o fim dessa demonstrac¸a˜o estaremos considerando Tju(x) = u(x− j).
Consideremos f : k(Z, A) −→ B0 onde (aj)j 7−→
∑
j∈F
aj(M)Tj , F ⊂ Z finito. Vamos
verificar que f e´ um ∗ - homomorfismo cont´ınuo:
⊲ Produto
f((aj)j)f((bj)j) =
∑
j
∑
k
aj(M)Tjbk(M)Tk. Temos que Tjbk(M) = bk(M − j)Tj , enta˜o
f((aj)j)f((bj)j) =
∑
j
∑
k
aj(M)bk(M − j)Tj+k. Fazendo mudanc¸as de varia´veis e usando
a definic¸a˜o de α temos f((aj)j)f((bj)j) =
∑
j
(
∑
l
alα
l(bj−l))Tj = f((aj ∗ bj)j).
⊲ Involuc¸a˜o
f((aj)j)
∗ =
∑
j
T−ja
∗
j(M) =
∑
Tj′a
∗
−j′(M) =
∑
αj
′
(a∗−j′)Tj′ = f((aj)
∗).
⊲ Continuidade
||f((aj))j || = ||
∑
j
aj(M)Tj || ≤
∑
j
||aj(M)||||Tj|| =
∑
j
||aj(M)|| = ||(aj)j||1.
Como f e´ cont´ınua, k(Z, A) e´ denso em l1(Z, A) e B0 e´ denso em B temos que existe
∗ - homomorfismo f˜ : l1(Z, A) −→ B extensa˜o cont´ınua de f .
k(Z, A)
f→ B0
∩ ∩
l1(Z, A)
f˜→ B
Por 2.7.4 de [14] temos que existe ϕ : A ⋊
α
Z −→ B ∗ - homomorfismo cont´ınuo
estendendo f˜ .
l1(Z, A)
f˜→ B
∩ ր ϕ
A⋊
α
Z
Vamos verificar agora que ϕ e´ um isomorfismo.
⊲ ϕ e´ sobrejetora
Como Imϕ e´ fechada e conte´m B0 que e´ denso em B temos que ϕ e´ sobrejetora.
Para provar a injetividade de ϕ vamos utilizar a Proposic¸a˜o 2.9 de [15], que enunci-
amos abaixo,
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Proposic¸a˜o 4.2 Sejam C e C
′
C∗- a´lgebras e sejam α e α
′
ac¸o˜es de S1 em C e C
′
respectivamente. Suponha que ψ : C −→ C ′ e´ um homomorfismo covariante. Se a
restric¸a˜o de ψ a` suba´lgebra dos pontos fixos C0 e´ injetiva, enta˜o ψ e´ injetiva.
Enta˜o vamos definir ac¸o˜es γ e β de S1 em A ⋊
α
Z e B respectivamente tal que
βz(ϕ(x)) = ϕ(γz(x)), para todo z ∈ S1 e para todo x ∈ A⋊
α
Z.
Dado z ∈ S1 e a = (aj)j ∈ l1(Z, A) vamos definir γz(a) = (zjaj)j .
Temos que γ e´ uma ac¸a˜o de S1 em l1(Z, A). Seja i : l1(Z, A) −→ A⋊
α
Z a inclusa˜o. Enta˜o
i ◦ γz : l1(Z, A) −→ A⋊
α
Z e´ um ∗-homomorfismo cont´ınuo. Por 2.7.4 de [14] temos que γ
e´ uma ac¸a˜o de S1 em A⋊
α
Z.
Dado z ∈ S1 vamos definir o operador U em LR por (Uzf)(t) = ztf(t). Temos que
U e´ um operador unita´rio. Dado z ∈ S1 vamos definir βz(A) = UzA(Uz)−1 para todo
A ∈ B. Temos enta˜o que β e´ uma ac¸a˜o de S1 em B.
Agora vamos verificar que ϕ e´ um homomorfismo covariante, ou seja, vamos mostrar
que βz(ϕ(x)) = ϕ(γz(x)), para todo x ∈ l1(Z, A). Como {xδ0, 1δ1 : x ∈ A} gera l1(Z, A),
e´ suficiente verificarmos a equac¸a˜o nesses geradores de l1(Z, A). Para xδ0 temos que
γz(xδ0) = xδ0 e ϕ(xδ0) = f(xδ0) = x(M), logo
ϕ(γz(xδ0)) = x(M) = βz(ϕ(xδ0)).
Para 1δ1 temos γz(1δ1) = zδ1 e ϕ(1δ1) = f(1δ1) = T1, logo
ϕ(γz(1δ1)) = zT1 = βz(ϕ(1δ1)).
Vamos verificar agora quem e´ a a´lgebra dos pontos fixos de A⋊
α
Z. Seja C a a´lgebra
dos pontos fixos de A⋊
α
Z, temos que C ∩ l1(Z, A) = A.
De fato, consideremos a inclusa˜o i : A −→ l1(Z, A) onde x 7−→ xδ0. Se x ∈ A enta˜o
pela inclusa˜o temos que x ∈ l1(Z, A) e com isso γz(x) = x, logo x ∈ C ∩ l1(Z, A). Seja
x ∈ C ∩ l1(Z, A), temos que x =
∑
ajδj enta˜o γz(x) =
∑
zjajδj e como x ∈ C tambe´m
temos γz(x) = x. Logo
∑
zjajδj =
∑
ajδj, para todo z ∈ S1, o que implica que ajδj = 0
ou zj − 1 = 0, para todo z ∈ S1. O segundo caso acontece se, e somente se, j = 0.
Portanto aj = 0 para j 6= 0, logo x = a0δ0, isto e´, x ∈ A.
Consideremos agora a aplicac¸a˜o E : A⋊
α
Z −→ A⋊
α
Z definida por
E(b) =
∫ 2π
0
γz(b) dz, b ∈ A⋊
α
Z e dz = dθ
2π
.
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Se b e´ tal que γz(b) = b para todo z ∈ S1 enta˜o E(b) =
∫ 2π
0
b dz = b, logo C ⊂ ImE.
Seja b = (bj)j ∈ l1(Z, A) enta˜o
E(b) =
∫ 2π
0
γz(b) dz =
∫ 2π
0
(zjbj)j dz = (bj
∫ 2π
0
zj dz)j = b0δ0 ∈ A.
Enta˜o para todo a ∈ l1(Z, A) temos que E(a) ∈ A. Como l1(Z, A) e´ uma suba´lgebra
densa em A⋊
α
Z, temos a imagem de E contida em A. Portanto temos C ⊂ ImE ⊂ A =
C ∩ l1(Z, A), logo C = A.
Resta-nos provar que ϕ e´ injetora na a´lgebra dos pontos fixos. Consideremos a
inclusa˜o i : A −→ A ⋊
α
Z onde a 7−→ aδ0. Temos que ϕ(aδ0) = f(aδ0) = a(M) e
ϕ(aδ0) = ϕ(bδ0)⇔ a(M) = b(M)⇔ a = b.
Portanto ϕ e´ injetora na a´lgebra dos pontos fixos, logo pela Proposic¸a˜o 4.2 temos que ϕ
e´ injetora. Logo ϕ : A⋊
α
Z −→ B e´ um isomorfismo.
Como A⋄ = FBF−1 temos que A⋊
α
Z e´ isomorfo a A⋄.
Na pa´gina 68 vimos que K0(A⋊
α
Z) = Z[1]0 e que K1(A⋊
α
Z) = Z[δ−1]1, logo
K0(A
⋄) = Z[Id]0 e
K1(A
⋄) = Z[eiM ]1.
4.2 A K-teoria de A/KR e A
Temos que o conjunto
A0 =
{ N∑
j=−N
aj(M)bj(D)e
ijM +K;N ∈ N, aj ∈ CS(R), bj ∈ CS(R), K ∈ KR
}
(4.1)
e´ denso em A. Dado A =
N∑
j=−N
aj(M)bj(D)e
ijM ∈ A0, sejam A± =
N∑
j=−N
aj(±∞)bj(D)eijM .
Temos que A+ e A− ∈ A⋄ logo pela demonstrac¸a˜o da Proposic¸a˜o 1.26 e pela definic¸a˜o de
γ temos que γA = (WF
−1A+(WF−1)−1,WF−1A−(WF−1)−1).
Como isso vale para todo A em uma suba´lgebra densa de A, segue que a aplicac¸a˜o
A0 ∋ A 7−→ (A+, A−) ∈ A⋄ ⊕A⋄
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se estende a um ∗-homomorfismo
ψ : A −→ A⋄ ⊕A⋄
tal que, para todo A ∈ A, e com U =
(
WF−1 0
0 WF−1
)
temos Uψ(A)U−1 = γ(A).
Segue enta˜o que Kerψ = Ker γ = J0 (veja Proposic¸a˜o 1.27).
Proposic¸a˜o 4.3 K0(A/KR) e´ isomorfo a Z e K1(A/KR) e´ isomorfo a Z⊕ Z⊕ Z.
Demonstrac¸a˜o:
Consideremos a seguinte sequeˆncia exata curta:
0 ✲ J0 ✲ A ✲ A
⋄ ⊕A⋄ ✲ 0ι ψ
onde ψ(A) = (A+, A−) com A e A± como acima.
Podemos tomar enta˜o a seguinte sequeˆncia exata curta
0 ✲ J0/KR ✲ A/KR ✲ A
⋄ ⊕A⋄ ✲ 0ι ψ .
Como J0/KR e´ isomorfo a C0(R×{−∞,+∞}) (Lema 1.15) e C0(R×{−∞,+∞}) e´
isomorfo a C0(R)⊕ C0(R) temos que K1(J0/KR) ∼= Z⊕ Z e K0(J0/KR) = 0.
Usando o isomorfismo definido no Lema 1.15 temos que
K1(J0/KR) = Z[[U ]KR ]1 ⊕ Z[[V ]KR ]1
onde U = e2πib(M)b(D) + c(D) e V = e2πib(M)c(D) + b(D) com b e c as func¸o˜es definidas
na pa´gina 54.
Observemos que U e V pertencem a J0 ⊕ CId ⊂ L(L2(R)), pois (como b + c ≡ 1)
Id − U = (e2πib(M) − Id)b(D) = b˜(M)b(D) com b˜ ∈ C0(R), e analogamente para V .
Como, por definic¸a˜o, K1(J0/KR) = K1(J˜0/KR), segue que, de fato, [[U ]KR ]1 e [[V ]KR ]1 sa˜o
elementos de K1(J0/KR).
Aplicando a sequeˆncia exata c´ıclica de seis termos para K-teoria na sequeˆncia acima
obtemos
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0 ✲ K0(A/KR) ✲ Z⊕ Zι∗ ψ∗
✻
❄
δ1 δ0
Z⊕ Z ✛ K1(A/KR) ✛ Z⊕ Zψ∗ ι∗
Logo Im δ1 = 0 e Ker δ1 = Z⊕ Z.
Seja C a C∗- a´lgebra do Cap´ıtulo 2, neste cap´ıtulo vimos que C/KR ∼= C(Mc)
onde Mc = {(x, ξ) ∈ [−∞,+∞] × [−∞,+∞] : |x| + |ξ| = ∞} e que K1(C/KR) =
Z[[e2πic(M)b(D) + c(D)]KR ]1.
Consideremos as incluso˜es
J0/KR
i−→ C/KR j−→ A/KR.
Temos que ι = j ◦ i. Pela definic¸a˜o de ψ temos que ψ∗([Id]0) = ([Id]0, [Id]0). Logo com
respeito ao isomorfismoK0(A
⋄⊕A⋄) ∼= Z⊕Z podemos escrever que (1, 1) ∈ Imψ∗ = Ker δ0
e δ0(1, 1) = 0.
Seja W = e2πic(M)c(D) + b(D). Calculando o nu´mero de rotac¸a˜o de σU e σW temos
que w(σU) = w(σW ) = −1. Logo pelo o que vimos na pa´gina 47 sobre o nu´mero de
rotac¸a˜o temos que i∗([[U ]KR ]1) = i∗([[W ]KR]1) = [[e
2πic(D)b(M) + c(M)]KR ]1. Portanto
com respeito ao isomorfismo K1(J0/KR) = Z[[U ]KR ]1 ⊕ Z[[V ]KR ]1 temos que ι∗((1, 0) −
(0,−1)) = j∗ ◦ i∗((1, 0)− (0,−1)) = 0. Logo (1, 1) ∈ Ker ι∗ = Im δ0.
Suponhamos que δ0(1, 0) = (m,n), como (x, y) = (x − y)(1, 0) + y(1, 1) temos que
δ0(x, y) = (x− y)(m,n), para todo (x, y) ∈ Z⊕ Z.
Como (1, 1) ∈ Im δ0 temos que existe (x, y) ∈ Z⊕Z tal que (x−y)(m,n) = (1, 1), isto
e´, (x − y)m = 1 e (x − y)n = 1. Logo m = n 6= 0 e com isto Im δ0 = Z(m,n) e Ker δ0 =
Z(1, 1). Sabemos que (1, 1) ∈ Ker ι∗ = Im δ0 ∼= Z. Logo, Im δ0 = Ker ι∗ = (1, 1)Z.
Podemos enta˜o concluir pelo Teorema do homomorfismo que Im ι∗ ∼= Z(1, 0), onde
(1, 0) ∈ K1(J0/KR) = Z[[U ]KR ]1 ⊕ Z[[V ]KR ]1.
Pela exatida˜o da sequeˆncia exata cicl´ıca de seis termos temos que ψ∗ : K0(A/KR) −→
Imψ∗ = Z(1, 1) e´ um isomorfismo. Logo K0(A/KR) = Z[[Id]KR ]0.
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Como δ1 ≡ 0 temos que Imψ∗ ∼= Z⊕ Z ∼= K1(A⋄ ⊕A⋄). Enta˜o podemos construir a
seguinte sequeˆncia exata curta
0 ✲Z(1, 0) ✲ K1(A/KR) ✲ Z⊕ Z ✲ 0i ψ∗ .
Logo K1(A/KR) = Z[[A]KR ]1 ⊕ Z[[B]KR ]1 ⊕ Z[[U ]KR ]1 onde A e B sa˜o elementos de A
tal que ψ(A) = (eiM , 1) e ψ(B) = (1, eiM). Podemos tomar, por exemplo, A = L(M) e
B = L˜(M), L e L˜ definidas na pa´gina 54.
Agora ja´ e´ possivel calcular a K-teoria da C∗- a´lgebra A.
Teorema 4.4 Seja π : A −→ A/KR a projec¸a˜o canoˆnica. Enta˜o π∗ : Ki(A) −→ Imπ∗ e´
um isomorfismo.
Demonstrac¸a˜o:
Consideremos a sequeˆncia exata curta
0 ✲ KR ✲ A ✲ A/KR ✲ 0
i π
e sua sequeˆncia exata cicl´ıca de seis termos para K-teoria
K0(KR) ✲ K0(A) ✲ K0(A/KR)
i∗ π∗
✻
❄
δ1 δ0
K1(A/KR) ✛ K1(A) ✛ K1(KR)
π∗ i∗
Substituindo as K-teorias conhecidas temos
Z ✲ K0(A) ✲ Z
i∗ π∗
✻
❄
δ1 δ0
Z⊕ Z⊕ Z ✛ K1(A) ✛ 0π∗ i∗
Sabemos pela Proposic¸a˜o 9.4.4 de [37] que o ı´ndice para esta sequeˆncia e´ o ı´ndice de
Fredholm.
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Vamos calcular δ1 nos treˆs geradores de K1(A/KR). Temos que δ1([[L(M)]KR ]1) =
δ1([[L˜(M)]KR ]1) = 0 ja´ que eles sa˜o operadores de multiplicac¸a˜o.
E´ fa´cil ver que e2πib(M)b(D) + c(D) ∈ C logo [e2πib(M)b(D) + c(D)]KR ∈ C/KR e como
foi visto no Cap´ıtulo 2, Teorema 2.13, δ1([[T ]KR ]1) = ind(T ) = w(σT ) nesta a´lgebra. Logo
δ1([[e
2πib(M)b(D) + c(D)]KR ]1) = w(σe2piib(M)b(D)+c(D)) = −1. Portanto δ1 e´ sobrejetora e
δ1(x, y, z) = −z.
Usando a sequeˆncia exata c´ıclica de seis termos temos
K0(A) = Z[Id]0 e
K1(A) = Z[L(M)]1 ⊕ Z[L˜(M)]1.
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