Abstract. In this paper a new class of quasi-Newton methods, named LQN, is introduced in order to solve unconstrained minimization problems. The novel approach, which generalizes classical BFGS methods, is based on a Hessian updating formula involving an algebra L of matrices simultaneously diagonalized by a fast unitary transform.
Introduction
In this paper some new algorithms for the unconstrained minimization of an arbitrary function f : R n ! R are investigated. The novel methods are based on a generalized BFGS-type iterative scheme and are particularly e cient when n is large.
In the class of variable metric algorithms, which originated in the work of Davidon 15] , the method of Broyden, Fletcher, Goldfarb and Shanno (BFGS) is considered to be one of the most e cient 34]. Under suitable conditions on f, the BFGS method is globally convergent 40] and has a local superlinear rate of convergence 11], 16] , 40]. Moreover, BFGS is competitive even with a modi ed Newton-Raphson-type method, since each iteration can be performed with only O(n 2 ) arithmetic operations and no Hessian evaluation is required. In fact, the matrix H k+1 , replacing the Hessian r 2 f(x k+1 ) in the BFGS Quasi-Newton (QN) formula, is a rank-2 perturbation of the previous positive de nite (p.d.) Hessian approximation H k , de ned in terms of the two current di erence vectors s k = x k+1 ? x k and y k = rf(x k+1 ) ? rf(x k ).
However, for large scale optimization problems, conjugate gradient or \conjugate gradient-type" algorithms are in general preferred to BFGS since they have a lower complexity per step and require a lower amount of high speed storage on a computer.
Typeset by A M S-T E X 1 Among the latter algorithms, the L-BFGS (Limited memory BFGS) methods 34] have been studied extensively. L-BFGS algorithms update continuously a Hessian approximation by using the most recent second order information available in the form of the vectors s j , y j , j = k ? m + 1; : : : ; k. The Shanno 41 ] is a simple memory-less modi cation of the BFGS method, in which the identity matrix I instead of H k is used for the new approximation H k+1 . In 2] and 24] it is shown that suitable variants of this method, named OSS and OSSV , can be extremely competitive to perform optimal learning in a large Multi-Layer Perceptron (MLP) network. Unfortunately, by the very nature of the memory-less approach, the amount of second order information contained in OSS-OSSV is considerably reduced in comparison with the original BFGS method. In 33] iterative schemes updating the diagonal or the block-diagonal part of H k were introduced to improve the total e ciency.
The main problem connected to the calculation of the Hessian approximation H k+1 is in general to minimize the computational complexity per iteration, by maintaining a QN rate of convergence.
In this paper we introduce the following generalized iterative scheme, where H k+1 is de ned by utilizing an arbitrary matrixH k instead of H k (BFGS) or I (OSS-OSSV ): The most interesting property of LQN methods depends upon the fact that they require O(n log n) arithmetic operations per step (i.e. the same computational cost of the fast transform involved) and O(n) memory allocations. The strong reduction of space complexity is obtained since all iterative formulas exploited in LQN methods involve single-indexed arrays only. This allows to solve minimization problems for large values of n, which are unsuitable or even prohibitive for the application of BFGS. Moreover, it is important to emphasize that a theoretical convergence result can be obtained for a subclass of LQN methods, in contrast to the heuristic convergence regarding OSS-OSSV (see Section 5) . A fundamental property of L H k , which yields descent directions in LQN methods, is that L H k is p.d. whenever H k is p.d.. We point out that the latter property was already implemented in preconditioning techniques to reduce the number of steps of As a consequence, the following important result is easily derived (Theorem 5.6):
independently from the choice of L, the NS LQN algorithm generates a sequence ff(x k )g convergent to the least value of the function f, f(x ) = min x2R n f(x), provided that the initial level set I 0 = fx : f(x) f(x 0 )g is convex and bounded, and f is convex and twice continuously di erentiable in I 0 .
An interesting result regarding the rate of convergence of LQN methods is also obtained (Section 6). It states that if x is a strong local minimizer of f and if r 2 f(x ) is diagonalized by the same unitary matrix U de ning L, then the sequence fx k g generated by the inverse NS variant of the corresponding LQN method converges superlinearly to x . The latter result allows us to guess that the rate of convergence (not the convergence) of LQN methods depends upon the algebra L involved.
Work is in progress in order to obtain LQN convergence theorems under less restrictive assumptions on f. In particular, a sort of \weak form of discrete convexity" might be su cient to guarantee the convergence of the NS LQN approximating sequence (see Section 5 and 40] ). Recall that some analogous conditions, implying the convergence of the sequence generated by a minimization algorithm, are considered in 3].
Numerical experiences, reported in 6], show the particular e ciency of the new methods in training MLP-networks where, in most operational cases, n is in the range of at least several hundred 27]. More precisely, by using the S LQN method, an improvement factor between 2=3 and 1=3 (with respect to the most e cient methods available) is obtained in terms of CPU time.
All these theoretical-experimental results show the strong competitivity of LQN methods in solving large scale minimization problems.
A generalized BFGS-type iterative scheme
Let f : R n ! R and consider the minimum problem nd x such that f(x ) = min x2R n f(x) : (2:1) Denote by g(x) and by G(x) the gradient vector and the Hessian matrix of f, respec- 
, and the scalar k > 0 is chosen to assure that: (i) f(x k+1 ) < f(x k ) and (ii) the matrix H k+1 in (2.3), the BFGS update of H k , is positive de nite. Therefore we have:
x 0 2 R n ; H 0 = r:s:p:d: n n matrix:
For k = 0; 1; : : : : A natural way to improve the global e ciency of both previous methods may consist in the following steps:
1. construct an iterative formula, more general than (2. The previous two methods are here referred, respectively, as the basic S (secant) and NS (nonsecant) algorithms.
Let us now recall a well known property of the updating formula used in (2.9),(2.10). In fact, since d k is a descent direction in x k ( 0 k (0) = g T k d k < 0), the set k is nonempty, and the choice k 2 k yields the inequalities f(x k+1 ) < f(x k ) and Recall 40] that the prescription k 2 k and some further conditions on f and x 0 (f convex and with continuous second derivatives in fx : f(x) f(x 0 )g, and fx : f(x) f(x 0 )g bounded and convex), lead to the global convergence result for the BFGS method (i.e. S withH k = H k ):
Moreover, by assuming c 1 < 1 2 , which allows the choice k = 1 for large k, one can obtain a local superlinear convergence result for the same method. 
Moreover, by using (3.4), one easily realizes that L H is real whenever H is real and L is spanned by real matrices.
The LQN methods are de ned by settingH k = L H k orH k = L ?1
in the basic algorithms S and NS: x 0 2 R n ; H 0 = r:s:p:d: n n matrix:
For k = 0; 1; : : : :
x 0 2 R n ; H ?1 0 = r:s:p:d: n n matrix: For k = 0; 1; : : : : 
where i (X), i = 1; : : : ; n, denote the eigenvalues of X in nondecreasing order. For this reason, the search direction proposed in LQN methods appears to be (at least for the S and for the IS methods) much more related to the optimization criteria used by BFGS.
Some obvious questions could now be advanced: a) are there choices of L for which the LQN methods are e ective minimization methods (i.e. f(x k ) ! f(x ))? b) which is, and how much general can be the class of spaces L satisfying a)?
To answer to both a) and b), rstly it is important to point out that the procedures If L is a *space, then L is an algebra and is closed under conjugate transposition. Moreover the matrix B of the normal system (3.3) is such that B 2 L and the following implication holds:
where (X) denotes the generic eigenvalue of X. In particular (3.9) holds.
An example of *space that is not a SDU space is the group algebra L = fX : x i;j = x ki;kj ; i; j; k 2 Gg where G = f1; 2; : : : ; ng is the dihedral group (n even), i.e. As k(C + JC) H ? Hk F kC H ? Hk F a (C + JC)QN method could be more e cient than a CQN method. Thus it would be interesting to know if (3.9) (and therefore (3.8)) holds for L = C + JC.
Once the class of all subspaces of M n (C ) satisfying (3.8) is characterized, any space L of this class could lead, in principle, to a new preconditioner L H as well as to a new e ective LQN method.
In the next Sections only the LQN methods where L = SDU are considered. We shall see that if the unitary matrix U associated with L de nes a fast transform, then each step of these methods can be performed in O(n log n) a.o.. Moreover a global convergence result for the NS LQN algorithm will be obtained.
Computational complexity
Let U be a n n unitary matrix, U = U ?1 , and set L = fUd(z)U : z 2 C n g (4:1) where d(z) = diag(z i ; i = 1; : : : ; n), z = z 1 z 2 z n ] T : As L is a subspace of M n (C ), for an arbitrary matrix H 2 M n (C ) the best l.s. t to H from L, L H , is well de ned.
For the SDU spaces L in (4.1) one can prove two further properties of L H . 
By . Here below the algorithms (3.6) and (3.7) are rewritten using, respectively, (4.2), Proposition 4.4. Let H be an arbitrary n n matrix. For i = 1; : : : ; n set u i = (P i?1 1 ; H) = P n?i+1 k=1 h k;i+k?1 P n k=n?i+2 h k;k+i?1?n ; v i = (P n?i 1 J; H) = P i k=1 h k;i?k+1 P n k=i+1 h k;n+i+1?k ; The thesis (4.12) follows from (4.13) and (4.14).
In order to obtain the real versions of the C 
). In fact, some properties peculiar to L H turn out to be essential in this extension.
Global convergence results for the NS methods
In this section global convergence properties of the NS algorithms (2.10) and (3.6) are investigated assuming that the step-lengths k satisfy the AG conditions (2.11). Therefore, x k+1 2 I 0 and H k+1 = (H k ; s k ; y k ) is well de ned and r.s.p.d., until rf(x k ) = 0. From now on assume that rf(x k ) 6 = 0, 8k (otherwise the algorithm terminates in a nite number of steps at a stationary point for f). Since ff(x k )g is a lower bounded strictly decreasing sequence, obviously lim k!1 f(x k ) inf f(x).
In the following fundamental lemma we prove that under special prescriptions on the trace and on the determinant ofH k , a subsequence of frf( Since (5.7) and (5.11) hold simultaneously, a subsequence of fkg j kg must be convergent to zero.
Clearly , the above proof fails for the basic S method (2.9), asH j s j is no longer equal to ? j g j (H j s j = ? jHj H ?1 j g j ).
It is important to emphasize the fundamental role played by the condition ( under what assumptions can the above result be extended to the secant/nonsecant algorithms (2.9), (2.10), updatingH k instead of H k ?
For the sake of simplicity, set in algorithms (2. The inequality (6.3) and the Lemmas 6.1 and 6.2 allow us to state the next Propositions 6.3 and 6.5. By Proposition 6.3, the convergence result of Broyden-Dennis-Mor e holds for the general secant algorithm (2.9) (written in terms of B j andB j ) with j = 1 under the condition (6.4) shown below, which is slightly weaker thanB j = B j .
2. If x k 6 = x , then, by Lemma 6.1, B k g k 6 = 0 andSo the desired result follows as the latter conditions are simultaneously veri ed (for su ciently small 1 , ) i (6.4) holds. 
