Abstract. In this paper, we study two classes of BVPs for impulsive fractional differential equations. Some existence results for these boundary value problems are established. Some comments on three published papers are made.
Introduction
Impulsive fractional differential equations is an important area of study [1] . In recent years, boundary value problems (BVPs) or initial value problems (IVPs) for impulsive fractional differential equations (IFDEs) have been studied by many authors. For example, in [2, 4, 3, 9, 11, 14, 15] , the authors studied the existence or uniqueness of solutions of BVPs for IFDEs with Caputo type fractional derivatives and multiple starting points.
In [8] , Kosmatov where α ∈ (0, 1), D * 0 + is the standard Riemann-Liouville fractional derivative of order * , β ∈ (0, α), x 0 ∈ R, 0 = t 0 < t 1 < · · · < t m < t m+1 = 1, J k : R → R, f : [0, 1] × R → R are suitable functions.
In [9] , Liu studied the solvability of two classes of initial value problems of nonlinear impulsive multi-term fractional differential equations on half lines. One (IVP (1) for short) is as follows:
0 + x(t) + q(t)f (t, x(t), D (t − t i ) 1−α x(t) = I 1 (t i , x(t i ), D p t
where α ∈ (0, 1), 0 < p < α, D b a + is the standard Riemann-Liouville fractional derivative of order b > 0 with starting point a, x 0 ∈ R, N 0 m = {0, 1, 2, · · · , m} and N m 1 = {1, 2, 3, · · · , m}, 0 = t 0 < t 1 < t 2 < t 3 < · · · < t m < t m+1 = 1, q : (0, 1) → R is continuous and satisfies that there exists l ∈ (−1, −α) such that |q(t)| ≤ t l for all t ∈ (0, 1), q 1 :
(t i , t i+1 ) → R is continuous and satisfies that there exists k 1 > −1, l 1 ≤ 0 such that |q 1 (t)| ≤ (t − t i ) k1 (t i+1 − t) l1 for all t ∈ (t i , t i+1 )(i ∈ N 0 ), f : (0, 1) × R 2 → R is a I-Carathéodory function, f 1 :
(t i , t i+1 ) × R 2 → R is a II-Carathéodory function, I, I 1 : {t i : i ∈ N} × R 2 → R are discrete Carathéodory functions.
In [14] , the authors studied the existence of solutions of the following BVP for IFDE    D q 0 + x(t) + λ(t)x(t) = f (t, x(t)), t ∈ [0, 1] \ {t 1 , t 2 , · · · , t m }, In [17] , Zhao studied the following higher-order nonlinear Riemann-Liouville fractional differential equation with Riemann-Stieltjes integral boundary value conditions and impulses
∆x(t i ) = I i (x(t i )), i = 1, 2, · · · , m,
where D α 0 + is the standard Riemann-Liouville fractional derivative of order n − 1 < α ≤ n with n ≥ 3, the impulsive point sequence 0 = t 0 < t 1 
Motivated by [8, 17] , we investigate the solvability of the following two boundary value problems for impulsive fractional differential equations
7) and
where m, n are positive integers, α ∈ (n − 1, n), β > 0, λ ∈ R, 0 = t 0 < t 1 < · · · < t m < t m+1 = 1, x j ∈ R(j ∈ N n 1 , f : (0, 1) × R → R is a Carathéodory fraction,
The purposes of this paper are to establish existence results for solutions of IVP (1.7)(α − β − n = 0) and existence results for solutions of BVP(1.8) respectively. The method used is based upon the fixed point theorems. The results in this paper complement known ones in [8, 17] and generalize known ones [10] .
, and x satisfies all equations in (1.6) (or (1.8)). The remainder of this paper is divided into three sections. In Section 2, we present related definitions and preliminary results. In Section 3, we establish existence results for IVP (1.7) and BVP(1.8) respectively. In Section 4, we give comments on some published papers.
Preliminary results
For the convenience of the readers, we firstly present the necessary definitions from the fractional calculus theory. These definitions can be found in the literature [5, 6, 7] .
For two integers a < b, denote N b a = {a, a + 1, · · · , b}. Let the Gamma and beta functions Γ(α), B(p, q) and the Mitag-Leffler function E α,δ (x) be defined by
Definition 2.1. The Riemann-Liouville fractional integral of order α > 0 of a function g : (0, ∞) → R (may be piecewise continuous) is given by
provided that the right-hand side exists. Definition 2.2. The Riemann-Liouville fractional derivative of order α > 0 of a function g : (0, ∞) → R (may be piecewise continuous) is given by
where n − 1 < α < n, provided that the right-hand side exists. Remark 2.1. For a piecewise continuous function g which is continuous on (t i , t i+1 ] (i ∈ N m 0 , 0 = t 0 < t 1 < · · · < t i < · · · < t m < t m+1 = 1), and t ∈ (t i , t i+1 ], the Riemann-Liouville fractional integral of order α > 0 of g on (0, t] with t ∈ (t i , t i+1 ] is given by
provided that each term in the right-hand side exists. Let α ∈ (n − 1, n) with n being a positive integer. For a piecewise continuous function g which is continuous on (
, and t ∈ (t i , t i+1 ], the Riemann-Liouville fractional derivative of order α > 0 of g on (0, t] with t ∈ (t i , t i+1 ] is given by
provided that each term in the right-hand side exists. Definition 2.3. We call F : (0, 1) × R → R a Carathéodory function if it satisfies the followings:
Then P C n−α is a Banach space with the norm || · || defined. Theorem 2.1. Suppose that α ∈ (n − 1, n), λ ∈ R, h : (0, 1) → R is continuous and satisfies
if and only if there exist constants c νk ∈ R(ν ∈ N n 1 , k ∈ N 0 ) such that
Proof. We have
Step 1. Assume x ∈ P C n−α (0, 1] is a solution of (2.1). We prove x satisfies (2.2).
From (5.1)-(5.3) in [7] , there exist constants c ν0 ∈ R such that
It follows that (2.2) holds for j = 0. Now suppose that (3.7) holds for i = 0, 1, · · · , ω < m, i.e.,
We will prove that (2.2) holds for i = ω +1. Then by mathematical induction method, (2.2) holds for all i ∈ N m 0 . In order to get the exact expression of x on (t ω+1 , t ω+2 ], we suppose that there exists Φ such that
Using Definition 2.2, (2.3) and (2.4), we know for t ∈ (t ω+1 , t ω+2 ] by direct computation that
.
By (5.1)-(5.3) in [7] , we know that there exists constants c νω+1 ∈ R such that
Substituting Φ into (2.4). We know that (2.2) holds for i = ω + 1. By mathematical induction method, we know that (2.2) holds for i ∈ N m 0 .
Step 2. We prove that x is a piecewise continuous solution of (2.1) if x satisfies (2.2). Since x satisfies (2.2), we know that
exists and is finite for all i ∈ N m 0 . Furthermore, by direct computation similarly to Step 1, by Definition 2.1, we can get for t ∈ (t j , t j+1 ] that
We see that I
, j ∈ N m 0 ) are continuous and the limits
. So x is a piecewise continuous solution of (2.1). The proof is completed. Remark 2.1. Lemma 2.1 (when λ = 0) is one of the main results in [10] (see Theorem 3.2 in [10] ). So our results generalizes the one in [10] . Theorem 2.2. Suppose that x is a solution of (2.1) and is defined by (2.2). Then 6) and
Proof. We firstly prove (2.5). For t ∈ (t i , t i+1 ], by (2.2) and Definition 2.1, we get
Thus (2.5) is proved. Hence (2.6) holds by β = n − α. Now, we prove (2.7). In fact, for t ∈ (t i , t i+1 ], we have by using 2.2 and Definition 2.2 that
Banach space P C n−α (0, 1]. Let n be a positive integer, α ∈ (n − 1, n) and 0 = t 0 < t 1 < · · · < t m+1 = 1. Choose
Then P C n−α (0, 1] is a Banach space with the norm || · || defined.
Proof. Suppose that x is a solution of (2.15). By Theorem 2.1, there exist constants c νk ∈ R(ν ∈ N n 1 , k ∈ N 0 ) such that
Then Theorem 2.2 implies 11) and . Hence
The proof is completed. Theorem 2.4. Suppose that
if and only if
Proof. By using Theorem 2.1 (λ = 0), we get the proof similarly to that of Theorem 2.3 and the proof is omitted. Define the nonlinear operators T 1 , T 2 on P C n−α (0, 1] by Proof. The proof is standard and is omitted.
Main results
In this section, we establish existence results for IVP (1.6) when α + β ≥ n. Theorem 3.1. Suppose α + β = n and there exist constants σ, A, B, C i ≥ 0 and measurable function φ ∈ L 1 (0, 1) such that
Then IVP (1.7) has at least one solution if σ ∈ [0, 1) or σ = 1 with
where
Proof. By the definition of Φ, we know Φ ∈ P C n−α (0, 1]. For r > 0, denote
We will seek r > 0 such that T 1 Ω r ⊆ Ω r . Then Schauder's fixed point theorem implies that T 1 has a fixed point in Ω r . Thus IVP (1.7) has a solution by Theorem 2.5. For x ∈ Ω r , we have ||x|| ≤ r + ||Φ|| and
It is easy to see that there exists r > 0 such that
Case 2. σ = 1. It is easy to see that there exists r > 0 such tha
we know that
From above discussion, we know T 1 Ω r ⊂ Ω r . Then Schauder's fixed point theorem implies that T 1 has a fixed point in Ω r . Thus IVP (1.7) has a solution by Theorem 2.5. The proof is completed. Theorem 3.2. Suppose that there exist non-decreasing functions
Then VP (1.8) has at least one solution if there exists r > 0 such that
Proof. For r > 0, denote Ω r = {x ∈ P C n−α (0, 1] : ||x|| ≤ r}. We will seek r > 0 such that T 2 Ω r ⊆ Ω r . Then Schauder's fixed point theorem implies that T 2 has a fixed point in Ω r . Thus VP(1.6)8 has a solution by Theorem 2.5. For x ∈ Ω r , we have
By the assumption of theorem, we have (
Comments on published paprs
We have the following result: Theorem 4.1. Consider the homogenous form of BVP(1.7):
Then IVP (4.1) has infinitely many solutions if α+β > n and IVP (4.1) has a unique solution x(t) = 0 if α + β = n. Proof. By Theorem 2.1 and
0 , we get that there exist constants c νk ∈ R such that
By Theorem 2.2, we get . Then
, we get c ni = 0 for all i ∈ N m 1 . It follows that x(t) = 0 is a unique solution. Case 2. α + β > n.
By ∆I
Hence c ni = 0 for all i ∈ N m−1 1
. Then
Here c nm ∈ R is a constants. Hence it has infinitely many solutions defined.
In [8] , Kosmatov studied the solvability of IVP (1.1). Define the operator
Result 4.1. (see page 1296 in [8] ). x is a solution of (1.1) if and only if x is a fixed point of T α in P C α (0, 1]. Remark 4.1. By Lemma 2.1 (n = 1,
We can get by direct computation that
Hence the impulse functions are unsuitable.
From above discussion, we know that Result 4.1 [8] is unsuitable. Result 4.2. (Lemma 2.7 in [14] ). Suppose that q, α ∈ (0, 1). Then x is a solution of (1.3) if and only if x is a fixed point of the operator T q : P C q (0, 1] → P C q (0, 1], where T q is defined by 
By Definition 2.1, we get for t ∈ (t j , t j+1 ] that
Γ(α) change the order of sum and integral
change the order of sum
change the order of integral where G(t, s) = G 1 (t, s) + G 2 (t, s) and , 0 ≤ t ≤ s ≤ 1,
