For valuations on convex bodies in Euclidean spaces, there is by now a long series of characterization and classification theorems. The classical template is Hadwiger's theorem, saying that every rigid motion invariant, continuous, real-valued valuation on convex bodies in R n is a linear combination of the intrinsic volumes. For tensor-valued valuations, under the assumptions of isometry covariance and continuity, there is a similar classification theorem, due to Alesker. Also for the local extensions of the intrinsic volumes, the support, curvature and area measures, there are analogous characterization results, with continuity replaced by weak continuity, and involving an additional assumption of local determination. The present authors have recently obtained a corresponding characterization result for local tensor valuations, or tensor-valued support measures (generalized curvature measures), of convex bodies in R n . The covariance assumed there was with respect to the group O(n) of orthogonal transformations. This was suggested by Alesker's observation, according to which in dimensions n > 2, the weaker assumption of SO(n) covariance does not yield more tensor valuations. However, for tensor-valued support measures, the distinction between proper and improper rotations does make a difference. The present paper considers, therefore, the local tensor valuations sharing the previously assumed properties, but with O(n) covariance replaced by SO(n) covariance, and provides a complete classification. New tensor-valued support measures appear only in dimensions two and three.
Introduction
The ultimate goal of this paper is a classification result for continuous, rotation covariant valuations on convex bodies with values in a space of tensor-valued measures. Well-known characterization results of Hadwiger and Alesker are landmarks in this line of research, which we now briefly explain.
A valuation on the space K n of convex bodies in Euclidean space R n is a mapping ϕ from K n into some abelian group satisfying
for all K, M ∈ K n with K ∪ M ∈ K n . Of geometric interest are mainly those valuations which have a simple behaviour under some transformation group of R n and which have certain continuity properties; in recent investigations, even suitable smoothness assumptions play an important role. Hadwiger's celebrated characterization theorem says that the vector space of real-valued valuations on K n which are invariant under rigid motions and are continuous with respect to the Hausdorff metric, is spanned by the intrinsic volumes ( [7] , reproduced in [8, 6.1.10] ). A similar result for R n -valued valuations was proved by Hadwiger and Schneider [9] , based on a characterization result in [21] . A first systematic study of valuations with values in a space of symmetric tensors on R n was begun by McMullen [18] . A corresponding classification theorem was proved by Alesker [2] , based on his earlier results in [1] . The isometry covariance underlying this result includes a certain polynomial behaviour under translations and covariance with respect to the orthogonal group O(n) of R n .
Once the tensor-valued generalizations of the intrinsic volumes, also known as Minkowski tensors, had been introduced, they were investigated and applied under various different viewpoints; see, for example, the Lecture Notes [16] . So they appeared in integral geometry ( [5] , [15] , [24] , [28] ), in stochastic geometry, stereology and image analysis ( [10] , [11] , [17] , [27] ), and have been applied to different topics in physics ( [3] , [19] , [29] , [30] , [31] ). For the latter applications, dimension three, which is in the focus of the present paper, is of particular interest.
The classical intrinsic volumes can be localized: they are just the total measures of the curvature measures, area measures, or support measures associated with a convex body. Here a curvature measure of a convex body is concentrated on (Borels sets of, in each case) boundary points, an area measure on unit normal vectors, and a support measure on support elements, that is, pairs of boundary point and normal vector at the point. In dependence on the convex bodies, these measures are valuations and are weakly continuous. Further, they have certain properties of covariance with respect to motion groups and of local determination. Classification theorems assuming these properties were proved for area measures in [22] and for curvature measures in [23] . In the case of support measures on convex polytopes, it was first observed by Glasauer [4, Lem. 1.3] that the properties of rigid motion equivariance and local determination are sufficient for a characterization theorem. Thus, no continuity assumptions are required, and the valuation property is a consequence.
Also the tensor valuations can be localized, which leads to the local Minkowski tensors or, as Saienko [20] suggests to call them, tensor-valued curvature measures, or, in our case, tensor-valued support measures. When restricted to polytopes, they can be completely classified under the sole assumptions of isometry covariance and local determination. This was essentially done in [25] and later slightly strengthened, see Theorem 2.2 in [12] . The question, which of these local tensor valuations have weakly continuous extensions to all convex bodies, was completely settled in [12] .
The isometry covariance that is assumed in the previous classification of local tensor valuations, as well as in Alesker's [2] characterization theorem, comprises covariance with respect to the group O(n) of orthogonal transformations. If one assumes only covariance with respect to the group SO(n) of proper rotations (orientation preserving orthogonal transformations), then Alesker [2, Sec. 4] pointed out that in his classification theorem one gets more tensor valuations if n = 2, but not if n ≥ 3. Therefore, it came as a surprise when Saienko, in his work on smooth tensor-valued curvature measures, discovered that in dimension three there are such valuations which are covariant with respect to SO(3), but not with respect to O(3). Why this is consistent with Alesker's assertion, is explained in Section 8.
Saienko's discovery in the smooth case was a motivation to revisit the classifications in [25] and [12] and to replace the assumption of O(n)-covariance by that of SO(n)-covariance. In [13] , where local tensor valuations on polytopes without any continuity assumption are considered, it was found that the classification obtained in [25] and [12, Thm. 2.2] remains unchanged in dimensions n ≥ 4, but that new SO(n) covariant local tensor valuations appear for n = 2 and n = 3. They were completely classified in [13] . The purpose of the present paper is now to find out which of these have a weakly continuous extension to all convex bodies, and to extend the classification theorem correspondingly. The main result, whose precise formulation requires some more preparations, is Theorem 4 in Section 4.
The proof of our main classification result is completed in Section 7. Sections 8 and 9 are then devoted to the tensor valuations that are defined by the total measures of the SO(n) covariant but not O(n) covariant local tensor valuations that exist in dimensions n = 2 and n = 3. For n = 3 we show in Section 8 that they are zero, and in Section 9 we determine for n = 2 all linear dependences between them.
Notation and Preliminaries
We introduce the basic notations for a general dimension n ≥ 2. The n-dimensional real vector space R n is equipped with its standard scalar product · , · and the induced norm · . We also assume that R n is endowed with a fixed orientation. The k-dimensional Hausdorff measure on R n is denoted by H k . We need the unit sphere S n−1 and the product Σ n = R n × S n−1 , both with their standard topologies. The constant H n−1 (S n−1 ) = ω n = 2π n/2 /Γ(n/2) appears occasionally. If L ⊂ R n is a linear subspace, we write S L = S n−1 ∩ L. By O(n) we denote the orthogonal group of R n , that is, the group of linear transformations preserving the scalar product, and SO(n) is the subgroup of proper rotations, which preserve also the orientation. The Grassmannian of k-dimensional linear subspaces of R n is denoted by G(n, k).
The set K n of convex bodies (nonempty, compact, convex subsets) in R n is equipped with the Hausdorff metric and its induced topology. The subset of polytopes is denoted by P n . For a polytope P , the set of its k-dimensional faces is denoted by F k (P ), for k = 0, . . . , dim P . For a face F , we write L(F ) = lin(F − F ); this is the linear subspace that is parallel to the affine hull of F and is called the direction space of F . The normal cone of P at its face F is denoted by N (P, F ), and ν(P, F ) = N (P, F ) ∩ S n−1 ⊂ S L(F ) ⊥ is the set of outer unit normal vectors of P at F . The generalized normal bundle (or normal cycle) of P is the subset Nor P ⊂ Σ n consisting of all pairs (x, u) such that x is a boundary point of P and u is an outer unit normal vector of P at x. The same notation and terminology is used for general convex bodies.
We recall the conventions on tensors that were used in [25] , [12] , [13] . For p ∈ N 0 , we denote by T p the real vector space of symmetric tensors of rank p on R n . The scalar product · , · of R n is used to identify R n with its dual space, so that each vector a ∈ R n is identified with the linear functional x → a, x , x ∈ R n . Thus, T 1 is identified with R n (and T 0 with R), and for p ≥ 1, each tensor T ∈ T p is considered as a symmetric p-linear functional on R n . The symmetric tensor product a ⊙ b is abbreviated by ab, and for x ∈ R n , the r-fold symmetric tensor product x ⊙ · · · ⊙ x is denoted by x r , with x 0 := 1.
The metric tensor Q on R n is defined by Q(x, y) := x, y for x, y ∈ R n . For a subspace
where π L : R n → L denotes the orthogonal projection.
Generally for a topological space X, we denote by B(X) the σ-algebra of its Borel sets.
In the following, we are concerned with mappings
We say, briefly, that such a mapping is a valuation if Γ(·, η) is a valuation for each η ∈ B(Σ n ).
holds for each sequence (K i ) i∈N of convex bodies in K n with limit K and for each continuous function f : Σ n → R. In the following, for η ⊂ Σ n we write η + t := {(x + t, u) : (x, u) ∈ η} for t ∈ R n , λη := {(λx, u) : (x, u) ∈ η} for λ ≥ 0, and ϑη := {(ϑx, ϑu) : (x, u) ∈ η} for ϑ ∈ O(n). The mapping Γ is called translation covariant of degree q ≤ p if
with tensors Γ p−j (K, η) ∈ T p−j , for K ∈ K n , η ∈ B(Σ n ), and t ∈ R n . Here Γ p = Γ. If Γ is translation covariant of degree zero, it is called translation invariant, and Γ is just called translation covariant if it is translation covariant of some degree q ≤ p. The mapping
. . , x p ∈ R n and ϑ ∈ O(n). Similarly, SO(n)-covariance is defined. We say that the mapping Γ is locally defined if
Corresponding definitions are used if K n in the definition of Γ is replaced by P n .
The following types of tensor-valued support measures must be distinguished. The local Minkowski tensors are defined by
for K ∈ K n , η ∈ B(Σ n ), r, s ∈ N 0 , k ∈ {0, . . . , n − 1}, where Λ 0 , . . . , Λ n−1 are the support measures (see [12, Sec. 2] for explanations). For a polytope P ∈ P n , there is a more explicit expression, namely
The generalized local Minkowski tensors of a polytope P ∈ P n were in [12] defined by
for η ∈ B(Σ n ), k ∈ {0, . . . , n − 1}, r, s ∈ N 0 , and for j ∈ N 0 if k > 0, but only j = 0 if k = 0.
The mapping defined by Γ(P, η) = φ r,s,j k (P, η), for fixed k, r, s, j, has the following properties. It is a valuation. For each P ∈ P n , Γ(P, ·) is a T p -valued measure, with p = 2j + r + s. The mapping Γ is translation covariant, O(n) covariant, and locally defined. These properties are not changed (except that the rank must be adjusted) if Γ is multiplied (symmetrically) by a power of the metric tensor.
It was proved in [12] that the mapping φ r,s,j k has a weakly continuous extension (denoted by the same symbol) to K n × B(Σ n ) if k = n − 1 or if j ∈ {0, 1}, but not if j ≥ 2 and 1 ≤ k ≤ n − 2. Then, the following classification result was obtained ([12, Thm. 2.3] ).
Then a basis of T p (K n ) is given by the mappings Q m φ r,s,j k , where m, r, s ∈ N 0 and j ∈ {0, 1} satisfy 2m + 2j + r + s = p, where k ∈ {0, . . . , n − 1}, and where j = 0 if k ∈ {0, n − 1}.
Aiming at replacing O(n)-covariance by SO(n)-covariance, it turned out in [13] that we had to introduce further local tensor valuations in dimensions two and three. For P ∈ P 3 and η ∈ B(Σ 3 ), let
where r, s, j ∈ N 0 . The vector v F is one of the two unit vectors (arbitrarily chosen) parallel to the edge F , and v F × u denotes the vector product of the vectors v F and u. The right side of (4) is independent of the choice of the vector v F .
For n = 2 and for u ∈ S 1 , let u ∈ S 1 be the unique vector for which (u, u) is a positively oriented orthonormal basis of R 2 . For P ∈ P 2 , k ∈ {0, 1} and η ∈ B(Σ 2 ) we define
The mapping defined by Γ(P, η) := φ r,s,j (P, η), for fixed r, s, j if n = 3, and by Γ(P, η) := φ r,s k (P, η) for fixed r, s, k if n = 2, has the following properties. It is a valuation. For each P ∈ P n , Γ(P, ·) is a T p -valued measure, for suitable p. Γ is translation covariant, SO(n) covariant, and locally defined. If ϑ ∈ O(n) changes the orientation, then Γ(ϑP, ϑη) = −ϑΓ(P, η).
The following result was proved in [13] . , where m, r, s, j ∈ N 0 satisfy 2m + 2j + r + s = p, where k ∈ {0, . . . , n − 1}, and where j = 0 if k ∈ {0, n − 1}, together with • if n ≥ 4, no more mappings,
• if n = 3, the mappings Q m φ r,s,j , where m, r, s, j ∈ N 0 satisfy 2m + 2j + r + s + 2 = p, • if n = 2, the mappings Q m φ r,s k , where m, r, s ∈ N 0 satisfy 2m + r + s + 1 = p and where k ∈ {0, 1}.
In order to extend this theorem from P n to K n , under additional continuity assumptions, we have to investigate which of the mappings φ r,s,j and φ r,s k have weakly continuous extensions from P n to K n , for n = 3 respectively n = 2. The next section provides weakly continuous extensions for n = 2 and for n = 3, j = 0. The rest of the paper will then reveal that there are no such extensions in the remaining cases.
Weakly Continuous Extensions
The case n = 2 is easily settled, because for K ∈ K 2 we can define
with the support measure Θ k defined in [26, Sec. 4.2] . For P ∈ P 2 , this is consistent with (5) (by [26, (4. 3)]). Since the support measures are weakly continuous, we obtain that φ r,s k thus defined is weakly continuous on K 2 . Now we turn to the case n = 3. The construction of a weakly continuous extension to all convex bodies of the functional φ r,s,0 , defined so far on P 3 , requires some preparations. The basic strategy is the same as in [12, Sec. 4] . The main task is to define suitable smooth tensor-valued differential forms ψ r,s of degree n − 1 = 2 on R 6 = R 3 × R 3 taking values in T r+s+2 . For a convex body K ∈ K 3 , the normal cycle T K is defined by
is a 2-vector in R 6 which determines an orientation of the two-dimensional approximate tangent space Tan
We refer to Federer's book [6] for basic terminology and results of geometric measure theory, and to [12, Sec. 4] for further details and references. In particular, we choose an orthonormal basis (
is a positively oriented orthonormal basis of R 3 and such that
In a first step, for (
Here and below, S(n) denotes the group of permutations of the set {1, . . . , n}, and Π 1 , Π 2 :
In a second step, we symmetrize
Hence, for any r, s ∈ N 0 we have defined smooth tensor-valued differential forms ψ r,s ∈ E 2 (R 6 , T r+s+2 ).
The next lemma shows that these differential forms are suitably defined, for the construction of an extension of the new tensor valuations φ r,s,0 to all convex bodies. Lemma 1. If P ∈ P 3 and η ∈ B(Σ 3 ), then
Proof. For a given polytope P ∈ P 3 and η ∈ B(Σ 3 ), we show that
. Subsequent symmetrization then yields the assertion of the lemma.
Using the disjoint decomposition
we obtain
where we used that for F ∈ F j (P ) and [12] and in the proof of Theorem 4.1 of [12] , we obtain the following result.
The extension is a tensorvalued measure which is a translation covariant and SO(3) covariant, locally defined and weakly continuous valuation.
In the following, we denote the weakly continuous extension of φ r,s,0 to all convex bodies again by φ r,s,0 . For general convex bodies, we write
where the dependence on K is not indicated. Omitting also the arguments of k i , b i and K, we obtain
where we used that
The Classification Theorem
The following extension of Theorem 1 is the main result of this paper.
, where m, r, s ∈ N 0 and j ∈ {0, 1} satisfy 2m + 2j + r + s = p, where k ∈ {0, . . . , n − 1}, and where j = 0 if k ∈ {0, n − 1}, together with • if n ≥ 4, no more mappings, • if n = 3, the mappings Q m φ r,s,0 , where m, r, s ∈ N 0 satisfy 2m + r + s + 2 = p,
• if n = 2, the mappings Q m φ r,s k , where m, r, s ∈ N 0 satisfy 2m + r + s + 1 = p and where k ∈ {0, 1}.
For n = 3, this follows from the previous results. In fact, suppose that Γ :
Then Theorem 2 tells us that the restriction of Γ to P n × B(Σ n ) is a linear combination of certain mappings Q m φ r,s,j k , restricted to P n × B(Σ n ). Since on K n × B(Σ n ) the mappings Q m φ r,s,j k , as well as Γ, are weakly continuous, the linear combination extends to general convex bodies. If n = 2, then it follows from Theorem 2 that the restriction of Γ to P 2 × B(Σ 2 ) is a linear combination of certain mappings Q m φ r,s,j k and certain mappings Q m φ r,s k , restricted to P 2 × B(Σ 2 ). Again by weak continuity, this linear combination extends to K 2 . The linear independence holds already for the restrictions.
Thus, it remains to prove Theorem 4 for n = 3. By an argument already used in [12, pp. 1534-1335] (and before that by Alesker [2] ), it is sufficient to prove the assertion only for the case where Γ is translation invariant. We sketch the general idea of this reduction, because it will be used more than once. It is based on relation (1), where, as it follows from [12, Lem. 3.1], the mapping Γ p−q is translation invariant. In the cases considered, this is sufficient to identify Γ p−q , in the way that an explicit mapping ∆ : K n × B(Σ n ) can be found such that
with tensors ∆ p−j (K, η) ∈ T p−j , and where ∆ p−q = Γ p−q . The mapping Γ ′ := Γ − ∆ then has properties analogous to those of Γ and satisfies
is translation invariant, and the procedure can be repeated. After finitely many steps, one ends up with an explicit representation of Γ.
Applying this argument in the present situation, we have to use that
If now translation invariance of Γ is assumed, then it follows from Theorem 2 (where only mappings φ r,s,j k and φ r,s,0 k with r = 0 appear) that the restriction of Γ to P 3 × B(Σ 3 ) is a sum of mappings with the same properties which are homogeneous of one of the degrees 0, 1, 2. Therefore, it is sufficient to prove Theorem 4 under the additional assumption that Γ is homogeneous of degree k, for some k ∈ {0, 1, 2}. Since the mappings φ r,s,j in Theorem 2 appear only for homogeneity degree one (and linear independence has been proved in [13] ), it is finally clear that in order to complete the proof of Theorem 4, we only have to prove the following result. 
To begin with the proof, let Γ be a mapping satisfying the assumptions (a)-(e) of Theorem 5. By Theorem 2, on polytopes P the mapping Γ is of the form
and φ 0,s,0 are defined on K 3 and are weakly continuous, the mapping
has again properties (a)-(e) of Theorem 5.
Thus, given a mapping Γ ′ : K 3 × B(Σ 3 ) → T p which has properties (a)-(e) and which on polytopes P is of the form
we have to show that here all coefficients c mjs , a mjs are zero. The principal idea to prove this is similar to the one in [12] : if not all coefficients are zero, then weak continuity and SO(3)-covariance finally lead to a contradiction. The details are partially more subtle. For the proof, we first construct a sequence of polytopes that converges to a convex body K of revolution. If Γ ′ is not identically zero, then it can finally be shown that Γ ′ is not covariant under all proper rotations mapping K into itself, which is the desired contradiction.
The Approximating Polytopes
We construct polytopes P N h,t , where N is either 2 or an odd integer ≥ 3, and where h, t > 0. Two variants of this construction are described in [12] , pp. 1550-1551 and pp. 1558-1559. We briefly recall the definition in the special case n = 3 needed here.
We choose an orthonormal basis (e 1 , e 2 , e 3 ) of R 3 and identify the subspace spanned by e 1 , e 2 with R 2 . We denote by SO(3, e 3 ) ⊂ SO(3) the subgroup of all rotations fixing e 3 .
Starting point is a tessellation of R 2 into squares or triangles. Together with all their faces, the polygons of the tessellation form a polygonal complex, which we denote by C. For t > 0, we denote by tC the complex obtained from C by dilatation with the factor t.
With the lifting map L :
we define the polyhedral set
where vert tC denotes the set of vertices of the complex tC, and the convex set
which is bounded by a paraboloid of revolution.
Let Π : R 3 → R 2 denote the orthogonal projection. It is a well-known fact (for references, see [12, pp. 1550-1551] ) that each face F of R(tC) lies above a face G of tC of the same dimension, in the sense that ΠF = G. We write G = F .
We describe the special complexes C that we use. For N = 2, it is the complex C 2 of unit squares and their faces, defined by the vertex set {(m 1 , m 2 , 0) ∈ R 3 : m 1 , m 2 ∈ Z}. We point out the trivial (but crucial) fact that each edge of C 2 is parallel to one of the vectors e 1 , e 2 . For the sake of uniformity with later notation, we write ℓ 1 = e 1 and ℓ 2 = e 2 . Now let N ≥ 3 be an odd integer. We define β N := π/N and the vectors
The triangle T with vertices 0, z 1 and z 2 has angles β N at 0 and ((N − 1)/2)β N at z 1 and at z 2 . The lines Rz 1 + mz 2 , Rz 2 + mz 3 , Rz 3 + mz 1 with m ∈ Z tessellate the plane R 2 into triangles which are translates of T or −T . Together with their faces, they form the polygonal complex C N . We define the vectors
in R 2 and observe that each edge of the complex C N is parallel to one of the vectors ℓ 0 , ℓ 1 , ℓ (N +1)/2 . (Here we use that N ≥ 3 is odd.)
Now we define convex polytopes. Let h > 0. We cut the polyhedral set R(tC 2 ) by the closed halfspace H − h := {y ∈ R 3 : y, e 3 ≤ h} and define P 2 h,t := R(tC 2 ) ∩ H − h . For an odd integer N ≥ 3, let ϑ N ∈ SO(3, e 3 ) denote the rotation by the angle β N that fixes e 3 . Then we define the Minkowski average
These polytopes satisfy
This holds also for N = 2, if ϑ 2 denotes the rotation by the angle π/2 that fixes e 3 .
Defining the convex body
we clearly have lim
in the Hausdorff metric, for all N ∈ {2, 3, 5, 7, . . . }.
In the following, the edges of P N h,t that are edges of R(tC N ) will play a particular role. As proved in [12] , they belong to N different classes, which we denote by E r (P N h,t ) := {F ∈ F 1 (P N h,t ) : ΠF is an edge of tC N , parallel to ℓ r }, r = 0, . . . , N − 1.
By ω h we denote the set of outer unit normal vectors of the convex body K h at points in the interior of the halfspace H − h/2 .
Satisfying some Assumptions
Let f be a continuous real function on S 2 with 0 ≤ f ≤ 1 and supp f ⊂ ω h , which is not identically zero and is invariant under SO(3, e 3 ). We define the edge set
For ε > 0, we formulate the following assumptions A(ε), B(ε), C(ε) on f and P N h,t .
Assumption A(ε): For every u ∈ supp f ,
and | u, a | ≤ ε for a ∈ R 2 with a = 1.
Assumption B(ε):
The next assumption uses the vectors ℓ r defined by (8) . Recall that v F is one of the unit vectors parallel to the edge F . For F ∈ E r (P N h,t ), we always have v F , ℓ r = 0, and we choose v F such that v F , ℓ r > 0. We then call v F the canonical unit vector for F .
and
Proposition 1. For given ε > 0, the parameter h > 0 and a number τ > 0 can be chosen such that assumptions A(ε), B(ε), C(ε) are satisfied for 0 < t < τ .
Proof. Let u ∈ supp f , then u ∈ ω h and hence u, −e 3 ≥ 1 1 + 2h and | u, a | ≤ 2h 1 + 2h for a ∈ R 2 with a = 1.
Therefore, h > 0 can be chosen such that assumption A(ε) is satisfied.
To show that assumption B(ε) can be satisfied, let F ∈ F f (P N h,t ), then ν(P N h,t , F )∩supp f = ∅, hence we can choose u ∈ ν(P N h,t , F ) with u ∈ ω h . Let H(K, u) denote the supporting plane of the convex set K with outer normal vector u. Let H h be the boundary plane of the halfspace H − h . There is a number δ > 0 such that each plane H(K, u) with u ∈ ω h has distance at least δ from the set K ∩ H h = K h ∩ H h . Therefore, there is a number τ > 0 (depending on ε) such that for 0 < t < τ each supporting plane H(P N h,t , u) with u ∈ ω h has distance at least δ/2 from K h ∩ H h . For these t, the edge F cannot contain a point of H h and hence must be an edge of R(tC) lying above some edge F of tC N . Hence, if we assume that 0 < t < τ , then F ∈ E r (P N h,t ) for some r ∈ {0, . . . , N − 1}. Thus, assumption B(ε) is satisfied if 0 < t < τ .
Let F ∈ F f (P N h,t ). Then F ∈ E r (P N h,t ) for some r, by (14) . It is clear that (15) and (16) hold if h > 0 has been chosen sufficiently small.
Completing the Proof of Theorem 5
Recall that we are given a mapping Γ ′ : K 3 × B(Σ 3 ) → T p which has properties (a)-(e) of Theorem 5 and which on polytopes P is of the form
We assume that here not all coefficients c mjs , a mjs are zero, and we want to reach a contradiction.
The number N ∈ {2, 3, 5, 7, . . . } will be chosen later, in a way that depends only on the coefficients c mjs , a mjs and thus only on Γ ′ . As long as no specific N has been chosen, the assertions involving N hold for any N ∈ {2, 3, 5, 7, . . . }.
With the function f chosen in the previous section, we define for K ∈ K 3 the tensor
We also define
where Ψ 1 (K, ·) is the first order area measure of K (see [26] , Section 4.2). In particular, for P ∈ P 3 ,
We will apply Γ ′ (K, f ) to arguments of the form
where 1 ≤ i ≤ p. We write
In the following, we say that a symmetric tensor T on R 3 is SO(3, e 3 ) invariant if
for E ′ i given by (19) with a ∈ R 2 , and ϑE ′ i := (ϑa, . . . , ϑa).
Lemma 2.
There exist a number i ∈ {1, . . . , p} and a tensor Υ ∈ T p−i , which depends only on Γ ′ and is not SO (3, e 3 ) invariant, such that the following holds.
Let N ∈ {2, 3, 5, 7, . . . }. For given ε > 0, let h, τ > 0 be chosen such that assumptions A(ε), B(ε), C(ε) are satisfied for 0 < t < τ , and let 0 < t < τ . Then, for all E i , E ′ i according to (18) , (19) ,
When Lemma 2 has been proved, the proof of Theorem 5 can be completed as follows. Since the tensor Υ ∈ T p−i is not SO(3, e 3 ) invariant, there are an argument E ′ i and a rotation ϑ ∈ SO(3, e 3 ) such that |Υ(ϑE
, where the constant M depends only on Γ ′ . Lemma 2 with E i := (E ′ i , −e 3 , . . . , −e 3 ) gives
and a similar relation for ϑE ′ i , hence
Since the constants M > 0 and C and the number N are independent of ε, we can choose ε > 0 so small that M −2N Cε > 0. There is a constant W > 0 such that N −1 W 1 (P N h,t , f ) ≥ W for all sufficiently small t > 0 (see the proof in [12] , p. 1556). Hence, for all sufficiently small t > 0, we have
From (11) and the weak continuity of Γ ′ we get
which, because of ϑK h = K h and the SO(3, e 3 ) invariance of f , contradicts the rotation covariance of Γ ′ . This contradiction proves Theorem 5.
Proof of Lemma 2.
We may assume that v F , for F ∈ E r (P N h,t ), is the canonical unit vector for F , and that A(ε), B(ε), C(ε) are satisfied. For P ∈ P 3 we get from (17) , (3) and (4) an explicit representation of Γ ′ (P, ·). Changing the notation, replacing c mjs /s!ω s+2 by c mjs (which is irrelevant, since both are = 0) and recalling that Q L(F ) = v 2 F , we get, for E i according to (18) ,
. (20) When we apply this to P = P N h,t , we have to observe that
, and then (14) yields F ∈ E r (P N h,t ) for some r ∈ {0, . . . , N −1}. A similar observation concerns the second sum in (20) . Therefore, in the following, only those edges of P N h,t need to be taken into account which belong to E r (P N h,t ) for some r. Thus, we get
with
According to the definition of the symmetric tensor product, the terms appearing here in the integrands are explicitly given by
Since the components of E i = (b 1 , . . . , b p ) = (a, . . . , a, −e 3 , . . . , −e 3 ) are unit vectors, we have
If at least one argument of u s is equal to a, then it follows from (13) that
We have u s (−e 3 , . . . , −e 3 ) = u, −e 3 s and, by (12) , u, −e 3 ≥ 1 − ε, hence
The face F which we have to consider belongs to some E r (P N h,t ), and then (15) yields
If not all coefficients c mjs are zero, we denote by s 0 the smallest number s for which c mjs = 0 for some m, j. If not all coefficients a mjs are zero, we denote by t 0 the smallest number s for which a mjs = 0 for some m, j.
Now we have to distinguish several cases. In the following, we denote by C a constant (not always the same) that depends only on Γ ′ .
Case 1: Not all c mjs are zero, not all a mjs are zero, and t 0 > s 0 .
In (18), we choose i = s 0 . In the second sum of (21) we have s ≥ t 0 > s 0 whenever a mjs = 0 for some m, j. Hence, in (25) (for i = s 0 ), each term u s (·) contains at least one argument equal to a. Therefore, it follows from (26) and (27) that |T mjs (E s 0 )| ≤ Cε.
By the same argument, we have
In (24) for s = s 0 , each summand in which the term u s 0 (·) has at least one argument equal to a, has absolute value less than Cε. In the remaining s 0 !(p − s 0 )! summands, all arguments of u s 0 (·) are equal to −e 3 , and in these summands, we have (29) , with r determined by F .
To simplify the estimates, we set
Let d be the largest j ∈ {2, . . . , q} for which c j = 0. Further, we set
It follows from (9) and the rotational symmetry of f that this is the same for all r, hence
Taking the collected estimates together, we arrive at
Since N will later be chosen in dependence of Γ ′ alone, the tensor Υ 1 depends only on Γ ′ .
Case 2: All a mjs are zero.
Then not all c mjs are zero. We arrive at the same conclusion as in Case 1.
Case 3: Not all c mjs are zero, not all a mjs are zero, and s 0 > t 0 .
In (18), we choose i = t 0 . In the first sum of (21) we have s ≥ s 0 > t 0 whenever c mjs = 0 for some m, j. Hence, in (24) (for i = t 0 ), each term u s (·) contains at least one argument equal to a. Therefore, it follows from (26) and (27) 
By the same argument, we have
In (25) for s = t 0 , each summand in which the term u t 0 (·) has at least one argument equal to a, has absolute value less than Cε. In the remaining t 0 !(p − t 0 )! summands, all arguments of u t 0 (·) are equal to −e 3 , and in these summands, we have
by (16) , and |v (29) , with r determined by F .
We set, in this case,
Let b be the largest j ∈ {2, . . . , q} for which a j = 0. Similarly as in Case 1, we obtain
and Then not all a mjs are zero. We arrive at the same conclusion as in Case 3.
Case 5: Not all c mjs are zero, not all a mjs are zero, and s 0 = t 0 .
In (18), we choose i = s 0 (= t 0 ). As in Cases 1 and 3, we arrive at
It remains to show that none of the tensors
, we define the function
If Υ ν is SO(3, e 3 ) invariant, then the function F ν is constant on [0, 1).
Since x(λ) is a unit vector, we get
We have
with polynomials P, Q, P , Q (which are defined for all real λ). Suppose, for example, that F 1 (λ) = c with a constant c. Then
for all real λ. If P − c is not identically zero, then λ = 1 is a root of (P − c) 2 with odd multiplicity, a contradiction. Therefore, P = c and Q = 0. Similar assertions hold if F 2 or F 3 is constant.
Our aim is to show that F i is not constant for i = 1, 2, 3. For this purpose it is convenient to consider λ as a complex variable. The polynomials P, Q, P , Q are defined for all λ ∈ C. The function λ → √ 1 − λ 2 , λ ∈ (−1, 1), has a univalent analytic continuation to the complex plane with the set E := {a + i b ∈ C : a, b ∈ R, ab ≥ 0, a 2 = 1 + b 2 } removed. More explicitly, we define √ z = √ r e i ϕ/2 for z = r e i ϕ ∈ C \ i R ≤0 with r > 0 and ϕ ∈ (−π/2, 3π/2) and observe that λ ∈ C \ E if and only if 1 − λ 2 ∈ C \ i R ≤0 . This yields the analytic continuation λ → √ 1 − λ 2 for λ ∈ C \ E. Moreover, we have
Thus we also obtain the univalent analytic continuation of F i to the connected domain C \ E for i = 1, 2, 3. Since F i is not constant on [0, 1) if the analytic continuation of F i is not constant on (1, ∞), we consider limits through real λ → ∞. In particular, we obtain
and hence
In a similar way we get
and thus
We show that Υ 1 is not SO(3, e 3 ) invariant.
If d is even, we choose N = 2. Then F 1 is a polynomial, and we have
Since c d = 0 in Cases 1 and 2, the function F 1 is not constant.
If d is odd, we choose N = d. Then
From (33) and c d = 0 we see that P is not constant, hence F 1 is not constant.
We show that Υ 2 is not SO(3, e 3 ) invariant.
If b is odd, we choose N = 2. Then we have
Since a b = 0 in Cases 3 and 4, the function F 2 is not constant.
If b is even, we choose N = b + 1. Then
r=0 e i·2(b+1)rβ N = b + 1. From (35) and a b = 0 we see that Q is not identically zero, hence the function F 2 is not constant.
To show that Υ 3 is not SO(3, e 3 ) invariant, we have to show that the function F 1 + F 2 is not constant on [0, 1). We have
If F 1 + F 2 is constant, then P + P is constant and Q + Q is identically zero.
We distinguish three cases.
If d is even, we choose N = 2 and get
Since c d = 0, this is not a constant function.
If d is odd, we choose N = d and obtain from (33) that P is of degree 2d and from (35) that P is of degree at most 2b + 2 < 2d. Therefore, P + P is not constant, hence F 1 + F 2 is not constant.
If b is odd, we choose N = 2 and get
Since a b = 0, this is not a constant function.
If b is even, we choose N = b + 1 and obtain from (35) that Q is of degree 2b + 1 and from (33) that Q is of degree at most 2d − 1 < 2b + 1. Therefore, Q + Q is not the zero polynomial, hence F 1 + F 2 is not constant.
For even d, we choose N = 2 and get
which is not a constant function.
For odd d, we choose N = d = b + 1 and see from (33) that P has degree 2d. Since
r=0 e i·2(b+1)rβ N = N is real, (35) shows that P has degree less than 2b + 2 = 2d. Therefore, P + P is not constant, and hence F 1 + F 2 is not constant.
This completes the proof of Lemma 2 and thus the proof of Theorem 5.
The Global Tensor Valuations in Dimension Three
As we have seen, tensor-valued support measures on R n with the usual properties that are SO(n) covariant but not O(n) covariant, exist precisely if n = 2 or n = 3. The total (or global) values of these tensor measures (i.e., the measures evaluated at Σ n ) yield tensor valuations which are covered by Alesker's characterization theorem (extended to SO(n)-covariance). In this and the next section, we have a closer look at these global tensor valuations.
In the present section, we assume that n = 3, and we consider the tensor valuations defined by the total values of the local tensor valuations φ r,s,0 , that is, the mappings
Thus, for a polytope P ∈ P 3 we have
It follows from Section 3 that T r,s is continuous on K 3 , moreover, it is a translation covariant, SO(3) covariant valuation. As Alesker [2, p. 246] pointed out after the proof of his characterization theorem, the replacement of O(n)-covariance by SO(n)-covariance in his characterization theorem yields no new valuations in dimensions n ≥ 3. Therefore, T r,s must, in fact, be O(3) covariant. On the other hand, if ϑ ∈ O(3) changes the orientation, then T r,s (ϑK) = −ϑT r,s (K) if K is a polytope, and by continuity this extends to general convex bodies K. It follows that T r,s = 0. For this fact, which here is a consequence of Alesker's deep characterization theorem, we want to give a direct proof, which does not need representation theory but uses only some known elementary facts about valuations.
Proposition 2. The tensor valuation T r,s is identically zero, for r, s ∈ N 0 .
Proof. First let P ∈ P 3 be a polygon, dim P = 2. We choose a positively oriented, orthonormal basis (e 1 , e 2 , e 3 ) of R 3 and identify the space spanned by e 1 , e 2 with R 2 . The basis (e 1 , e 2 ) induces an orientation of R 2 . Without loss of generality, we assume that P ⊂ R 2 . Set a = λ 1 e 1 + λ 2 e 2 + λ 3 e 3 with λ i ∈ R.
We evaluate
Let F ∈ F 1 (P ) be a given edge. Let u F ∈ R 2 be the outer unit normal vector of the polygon P at its edge F . There is a unique angle β F ∈ [0, 2π) with
We choose the unit vector v F in such a way that (u F , v F ) is a positively oriented basis of R 2 , then
For u ∈ ν(P, F ), there is a unique angle α ∈ [−π/2, π/2] such that u = (cos α)u F + (sin α)e 3 = (cos α cos β F )e 1 + (cos α sin β F )e 2 + (sin α)e 3 .
We obtain
Writing, for the moment, u F , a = A and λ 3 = B (for clearer visibility), we see that
We choose γ ∈ [0, 2π) such that A = √ A 2 + B 2 cos γ and B = √ A 2 + B 2 sin γ, and hence
Therefore, we get
which is independent of the edge F .
Let ρ ∈ SO(2) be the unique rotation that maps u F to v F . In the following, we use the identity
for t ∈ R 2 , which follows from the divergence theorem; see [26, (5.106 ) and (4.3)]. We obtain
Therefore, T r,s (P )(a, . . . , a) = 0. Now we write ϕ r,s (K) = T r,s (K)(a, . . . , a) for K ∈ K 3 . Since P above can be an arbitrary two-dimensional polygon and T r,s is continuous, we have ϕ r,s (K) = 0 for all convex bodies K of dimension dim K ≤ 2. Thus, ϕ r,s is a real valuation on K 3 which is continuous, simple and homogeneous of degree r + 1. Its translation behaviour follows from (36) and continuity, namely 
for K ∈ K 3 and t ∈ R 3 . Generally, if a relation ϕ r,s (K + t) = q j=0 ψ j (K) t, a j holds for all K ∈ K 3 and all t ∈ R 3 (where a = 0), by computing ϕ r,s (K + t + t) in two different ways, we can conclude that ψ q (K + t) = ψ q (K), that is, ψ q is translation invariant.
Assume, for the moment, that ϕ r,s is translation invariant. From Theorems 6.4.10 and 6.4.13 in [26] (and the fact that ϕ r,s can be written as the sum of an even and an odd valuation), it follows that ϕ r,s (K) = cV 3 (K) +
where V 3 is the volume, S 2 (K, ·) is the area measure of K, c is a constant, and g : S 2 → R is an odd continuous function. One can assume that g has no linear part, that is, S 2 g(u)u du = 0, and then g is uniquely determined (as follows from [26, Thm. 6.4.9] ). Now ϕ 0,s is, in fact, translation invariant. Since ϕ 0,s is homogeneous of degree one, whereas the summands in (39) are homogeneous of degrees three and two, respectively, we conclude that ϕ 0,s = 0. Next, it follows from (38) and the remark made after it that ϕ 1,s is translation invariant. By (39) and since ϕ 1,s is homogeneous of degree two,
Let ϑ ∈ O(3) be a reflection at a 2-dimensional subspace containing a. Then Since this holds for all K ∈ K 3 and since the continuous function g has no linear part, it follows that g(ϑu) = −g(u) for all u ∈ S 2 . This holds for all reflections ϑ at 2-subspaces containing a. From this, it is easy to deduce that g = 0. Thus, ϕ 1,s = 0. Again by (38), this implies that ϕ 2,s is translation invariant. By (39) and since ϕ 2,s is homogeneous of degree three, ϕ 2,s (K) = cV 3 (K) for K ∈ K 3 . For ϑ ∈ O(3) as above, we have T 2,s (ϑK)(a, . . . , a) = T 2,s (ϑK)(ϑa, . . . , ϑa) = −T 2,s (K)(a, . . . , a), hence cV 3 (ϑK) = −cV 3 (K), which gives c = 0. Therefore, ϕ 2,s = 0. Now it follows that ϕ r,s = 0 for all r ≥ 3, since ϕ r,s is homogeneous of degree r + 1 > 3.
Thus, for any K ∈ K 3 we have T r,s (K)(a, . . . , a) = 0 for all vectors a ∈ R 3 . By multilinearity, this implies that T r,s (K) = 0. Therefore, T r,s = 0.
Linear Dependences in Dimension Two
In this section we assume that n = 2. We consider the total values of the tensor measures (2) and (6) and write (not caring about normalizations, and using the support measures Θ k , see [26, Sec. 4.2] ), for K ∈ K 2 and k ∈ {0, 1}, Ψ r,s
Since this holds for all ρ ≥ 0, we obtain the equations (43) and (44).
These relations show that the valuations (45) span the space T p − (K 2 ). To show that they form a basis, we assume that there is a non-trivial linear relation between them. Then there must also be such a relation between valuations of the same degree of homogeneity; note that Q m Φ r,s 1 is homogeneous of degree r + 1. Considering homogeneity of degree k ∈ {1, . . . , p}, we assume a linear relation k − 1 j
If a relation k−1 j=0 Γ p−j t j = 0 with fixed tensors Γ p−j ∈ T p−j holds for all t, we can conclude that Γ p−j = 0 (stepwise, using that the symmetric tensor algebra has no zero divisors). In particular, this yields This can also be written as
where S 1 (K, ·) is the surface area measure in the plane. We apply this tensor to a (p − k + 1)-tuple (e, . . . , e) with a unit vector e ∈ S 1 . Since (46) holds for all K ∈ K 2 , the integrand is then the restriction of a linear function (e.g., see [26, Theorem 6.4.9] ), thus 
with a vector c(e) ∈ R 2 depending on e. Relation (47) holds for all u ∈ S 1 . For fixed e, we write u = (cos α)e + (sin α)e with α ∈ (−π, π], c(e) = c 1 e + c 2 e, and obtain Since the left side is an odd function of α, we get c 1 = 0. Then we can conclude that a m = 0 for all m.
