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概 要
技術の進歩により小型化で，高性能なコンピュータを内蔵した新しいデバイスが登場
してきている．それらのデバイスはサーバなど通信をサポートするソフトウェアをイ
ンストールすることで同一ネットワーク内の他のデバイスと協調動作ができることが
ビジョンとして掲げられている．しかしその高機能さゆえに管理を必要とする状況が
生まれる可能性がある．ネットワークに接続する限り，常にセキュリティの脅威にさ
らされるデバイスを管理することが必要になってくるのである．現在のサーバ管理で
すら行き届かない状況が各機関から報告されている中，その管理を，デバイスを購入
したエンドユーザに任せることは現実的ではない．
本研究は，各ネットワークデバイス自身が能動的にセキュリティアップデートやイ
ンストールされているソフトウェアの状態を管理するコンポーネントベースシステム
を提案する．エンドユーザによる初期設定と定期的な問い合わせによって，新たなデ
バイスの登場でエンドユーザが負うべきタスクの軽減を可能にし，セキュリティの脅
威を回避することが目的である．
定期的な自動アップデートによってエンドユーザの未実行を防ぐ．さらにコンポー
ネント同士の依存関係を木構造で保持し，インストール，アップデート，アンインス
トールの操作を行うときに利用する．このことによって，不要でセキュリティに不安
のあるコンポーネントがいつまでも起動している事態を防ぎ，不正なアクセスに対処
する．コンポーネントの管理を行うシステムとして OSGiフレームワークを使用し，
コンポーネントの動的な取扱いを可能にしている．
定期的な実行の結果，アップデートのし忘れや設定変更のミスから生じるセキュリ
ティ問題を回避できることが分かった．さらに長期的な視野で見ると，エンドユーザ
の管理タスクを軽減できることが検証された．定期的にアップデートを行うことから
ベンダのもとめる適切なコンポーネントの普及にも貢献できることも利点として得る
ことができた．
Abstract
The Growth of computer technology enables many devices to get powerful comput-
ing ability like using network. Such devices can interact with each other. Besides,
network relay nodes will work also on an independent operating system. Recently,
many serious network security problems are caused by administrator’s lack of abil-
ity. It is not realistic for end-users to be responsible for fatal management of their
computing devices, such as home appliance or PDA.
This paper proposes the way network device manages its software component by
itself. Security update and configurations is very important operations to prevent the
devices from threats. It is declared that End-users’ initial configurations and periodic
references can reduce management tasks. Additionally the automatic management
contributes to the prevalence of proper components which vendor wants to apply.
第1章 序論
1.1 背景
ユビキタスコンピューティングという言葉が広がりつつある現在，1980年代にMark
Weiser氏が提唱した当初のイメージとは，その言葉が表す実現した姿は徐々に変化を
見せてきている．当初のイメージでもある「生活に内在して人間がその存在を意識し
ない」状態には近づきつつある．このことはネットワークの発達などの技術の進歩に
より新しい能力や形態を持ったデバイスの登場によって知ることができる．
現在我々の身の回りには小型で，ネットワーク接続が可能なデバイスが次々と登場
し，人々の生活を支援している．その中には個人情報が含まれているデバイスもある
ので，より一層の自己管理が望まれている．
PDAや多機能携帯電話は電話やメールだけではなく，スケジュールの管理やカメラ，
音楽再生，さらにはエディタやコンパイラとしても機能し始めている．また，ディス
プレイやキーボードなどの入出力を持たないデバイスも簡単なサーバやネットワーク
中継ノードとして利用されている．これらの小型デバイスの設定は通常デスクトップ
パソコンなどに接続して外部から行うものである．これまではサーバやネットワーク
中継ノードなどは専門知識を持った管理者が設定や内部の管理を行ってきた．なぜな
らこれらのデバイスは設定次第でセキュリティの弱体化に直結し，危険だからである．
また，これまで限られた使い方や通信手段しか提供されてこなかった携帯電話やPDA
も新しい使い方が登場するたびにその操作マニュアルの厚さが示すように，管理が難
しくなっている．
1.2 研究の動機
近い将来，デバイスを購入したエンドユーザ自身が，管理者となって自分の身の回
りのデバイスを管理する必要性が出てくる．ネットワーク家電などの普及により一家
庭内だけでも複数のノードを繋ぐネットワークが形成されるようになった．既に無線
LANのアクセスポイントはファームウェアの更新が必要な場合もある．各ノードが
ますます機能を増して組み込みデバイスとして機能するようになると，これまで管理
者が必要なかったデバイスにもソフトウェアの管理が必要になってくる．この場合，
家庭内のデバイスの管理をするのは誰になるだろうか．開発したベンダ，もしくは外
部の管理者が，エンドユーザのデバイスを一括管理する場合，管理する対象の計算機
環境を詳しく知る必要がある．しかし，誤った情報が報告される可能性はゼロではな
い．正しい情報を報告できなかった場合は，本当に正しい管理が行われることは難し
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く，家庭内の状況を外部に漏らすことになるのであまり良い方法とはいえない．さら
に，現在考えられているような大型の家電だけでなく例えば電灯やドアなどがネット
ワークと接続されて協調したサービスを提供するような場合，その管理対象の数は限
りなく増えていくと考えられる．一つの環境毎に管理するにしてもその多様性は膨大
で絶対的に管理者が不足する事態に陥るであろう．
管理をエンドユーザに任せる場合はどうだろうか．携帯電話や PDAですら，ますま
す多機能化してパソコンと変わらぬ性能を獲得していく中では，中身のソフトウェア
の管理は難しくなってくる．新たに管理者となるエンドユーザの管理の負担を軽減す
ることが必要になってくる．
1.3 目的
管理対象が膨大な数に達してきめの細かい管理ができなくなる状況に陥ってしまっ
たときに，どのように対処するべきであろうか．本論文はその答えをソフトウェア管
理の自動化という点から考えていく．
これはPDAやネットワーク中継ノードなどこれまで管理されてきたノードが自発的
に外部に問いかけて必要ならばアップデートを行い，必要ならば新規インストールを
行うことによってソフトウェア構成を変更することを想定している．なぜ自動化が必
要かというと，ネットワーク家電など常に人が触っているわけではないのに常にネッ
トワークに接続しているような状況では，常にセキュリティに気を配らなくてはなら
ない．しかし，これまで必要とされてこなかった作業を新たにエンドユーザに課する
ことは難しく，利用の促進にもつながらない．
そこで，新たに管理対象となるようなネットワーク家電などの組み込みデバイスのソ
フトウェアの動的な構成変更を可能にする自動管理方法を提案し，ユーザタスクの減
少を試みるのが本研究の目的である．
1.4 論文の構成
本論文の構成は以下のとおりである．
第 2章　導入
本研究の背景となるネットワークデバイスの管理の必要性を，ウィルスや不正アクセ
スが増加している事実を踏まえ紹介する．また本研究におけるソフトウェア管理のア
プローチとしてコンポーネント指向フレームワークについて述べ，問題提起を行う．
第 3章　設計
コンポーネントフレームワークのシステムを使用してローカルネットワークに存在す
るデバイスを管理する三つの方法について述べ，その中から適切な管理を行うための
要件を抽出する．抽出した要件を元に，自動的なインストール/アンインストールを
可能にするという設計方針を立てる．設計方針を元に，実装するシステム全体を設計
していく．
第 4章　実装
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OSGiフレームワークとその実装であるOscarについて説明し，本研究にどのように
使用されているかを述べる．そして，コンポーネントの自律管理のために実装するコ
ンポーネントの詳細な説明を行う．
第 5章　評価，議論
自律管理についての評価を行う．ソフトウェアのインストールからアップデート，ア
ンインストールまでをライフサイクルとして考え，各段階での管理者にかかるタスク
を列挙し，総合的にタスクの権限が見られるかどうかを評価する．また自律管理コン
ポーネントが起動時に行う依存木の作成は，どの程度リストの大きさに影響を受ける
のかを評価する．
得られた結果と経験から議論を展開し，将来課題を見つけ出す．
第 6章　関連研究
四つの関連研究について述べる．
第 7章　結論
ネットワークを利用して他のデバイスと協調動作をするデバイスの普及により，それ
らのデバイスのソフトウェアを管理することが，重要になってきている．管理の方法
としてデバイス自身による自律的な振る舞いを実装し，評価を行った．その結果，エ
ンドユーザの管理タスクの軽減や，セキュリティの脅威を未然に防ぐことが可能にな
ることがわかった．その反面，エンドユーザに新たに課せられるタスクとして，初期
設定が挙げられ，これを軽減することが将来課題となった．
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第2章 デバイスの高機能化に伴う問題点
　日常生活においてソフトウェアの管理を必要とする新しい「もの」が登場している．
技術の進歩により小型化，高性能化したチップやバッテリ，記憶デバイスなどのおか
げで，多機能化された携帯電話や PDAだけでなく家庭電化製品もネットワーク家電
として，さまざまな機能を持ってきている．かつてはローカルネットワークを外部に
つなぐゲートウェイや，各サーバを結ぶルータなどが，管理の対象であった．しかし，
新たな機能を獲得したデバイスは，ネットワークへの接続が可能で，他のデバイスと
連携をとって新たなサービスをエンドユーザに提供するところまできている．
現在，メーカ毎に自社製品とのやり取りを中心に考えたネットワーク家電は市場に
流通している．しかし，将来的には開発者によらずお互いが協調できるデバイスが登
場すると考えられる [1]．それらネットワーク家電も携帯電話や PDAも，サイズの小
さな汎用的なオペレーティングシステムで稼動し，内部的には現在のパーソナルコン
ピュータで使われているものと遜色ない昨日を獲得する．
現在のネットワーク家電を例にとると，リモート管理をその特徴の一つとして挙げ
ているものが多い [1][12]．しかし，この「リモート管理」とはあくまでネットワーク
家電が提供する「サービス」の利用方法に関する管理であり，サービスを提供してい
るソフトウェアの管理ではない．ここで言う「サービス」とは，家の外からのビデオ
録画の予約やエアコンの起動，冷蔵庫の内容物の確認や健康管理などである．
本研究で想定しているネットワークデバイスとは，現在の PDAのようにオペレー
ティングシステムが動作し，サービスはインストールされているソフトウェアによっ
て提供されることとする．
図 2.1: Compaq iPAQ
図 2.2: CerfCube
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家庭電化製品などを利用した日常生活に密接に関係した新しいサービスの一例とし
て健康管理が挙げられる．人間の体調の変化を観察するには，体温や血圧などさまざ
まなデータを連続して獲り続ける必要がある．そうして得た情報と医療との連携をす
ることによってはじめて健康管理のサービスが可能になる．しかし，現状のソフトウェ
ア管理の現場ではインストールやアップデートの際にシステムそのものの再起動が必
要な場合が多い．ハードウェア自体を停止させることなくソフトウェアのインストー
ルやアップデートが行えることが望ましい．
動的なソフトウェア管理が可能で，身の回りの家電や PDAなどに搭載されると予
想されるミドルウェアとして，OSGiコンポーネントフレームワークを挙げることが
できる．近年多数の日本企業も参加している OSGiフレームワークの推進活動から，
実現の可能性を読み取ることができる1．OSGiフレームワークは第 4章にて詳しく述
べる．
2.1 ネットワークの脅威
IPA情報処理推進機構 [2]のセキュリティセンタに寄せられたウィルスおよび不正
アクセスの届出件数の推移を以下に示す．
図 2.3: ウィルス届出件数の推移
二つのグラフ図 2.3，2.4からもわかるように年々その報告例は増えており，2004年
にはどちらも過去最悪の結果となっている．この数字はウェブサーバやメールなど，
現在のデスクトップ PCの環境における結果であるが，アメリカのUS-CERT[7]でも
ノートパソコンや PDAなどのパーソナルデバイスにも確実にネットワークの脅威は
存在し，パスワード管理だけでなくウィルス対策ソフトやファイアウォールのインス
1ITmediaニュース 2004年 9月 28日:http://www.itmedia.co.jp/news/articles/0409/28/news058.html
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図 2.4: 不正アクセス届出件数の推移
トール，アップデートは不可欠であると発表している．つまり将来のネットワークデ
バイスも例外なくこの調査の結果に関係してくるのである．
日本でのウィルスや不正アクセスの被害の主な原因は
• 古いバージョン，パッチ未導入
• 設定不備
• DoS攻撃，アドレス詐称
である．
この中の設定不備による被害とは，アクセス制限や不要なサービスの停止を怠った
ために引き起こされたものである．アップデートの未実行や設定不備はどちらも管理
者の怠惰や能力不足が招く結果である．将来エンドユーザによって管理される各家庭
のネットワーク家電や住居に埋め込まれているようなゲートウェイサーバがセキュリ
ティの危険にさらされることは，回避できない事態であることがわかる．
こうした管理者の能力不足を補うだけでなく，セキュリティパッチを提供したベン
ダが確実に適用して欲しいアップデートを実行することが必要である．
2.2 コンポーネント指向フレームワーク
コンポーネント指向フレームワークとは，ある特定言語に依存するものではない．
コンポーネントとはソフトウェアの部品を表し，部品を組み合わせることで一つのソ
フトウェアとして機能させることを目的として開発されている．フレームワークは，
コンポーネントをどのように利用するかを規定する枠組みのことである．実装によっ
ては，コンポーネントを配置する土台となる実装をフレームワークと呼ぶこともある．
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あるソフトウェアを部品に分割する際，考慮すべきはその粒度である．この細かさ
に一定の基準はなく，開発者にまかされている．単一でサービスを提供できるコンポー
ネントもあれば，複数組み合わせないと動作しないコンポーネントをつくることもで
きる．また，コンポーネントの作り方もさまざまで，単にプログラムのファイルの場
合も，それらをまとめた圧縮ファイルの場合もある．そのまとまりや内容物のルール
を決めているのがフレームワークで，フレームワークがコンポーネント間の連結をサ
ポートするならば，エンドユーザはコンポーネントをフレームワーク上に配置するだ
けで動作させることができる．しかし，フレームワークがシンプルすぎると，多くの
グルーコンポーネント（糊の役割を果たす）を用意しなくてはならないことになる．
本研究で利用したOSGiフレームワークは Java Virtual Machine上で動作するミド
ルウェアとして開発されており，動作しているオペレーティングシステムを再起動す
ることなくソフトウェアを動的にインストール/アンインストールすることができる
特徴を持っている．
このOSGiのフレームワークを利用してネットワークデバイスを管理する方法は，現
在のところリモート管理とされている．このリモート管理に限界があると考え，デバ
イス自身による自動化を実装する．その結果としてエンドユーザの管理負担を軽減す
ることが本研究の目的である．
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第3章 管理方法の選択と設計
3.1 増加するノードの管理方法の選択
この節では新たにエンドユーザによる管理が必要となるネットワーク家電，PDAな
どの携帯デバイス，ネットワークを中継する端末に対する管理方法として適切な方法
を考察し，その方法において必要とされる要件を抽出する．
• リモートアクセスによる管理
• エンドユーザ自身による管理
• 端末自身による自己管理
3.1.1 リモートアクセスによる各ノードの管理
サーバなど常にセキュリティの脅威にさらされている機器には必ず管理者がついて
安全に運用されている．各家庭にネットワークが張り巡らされ，その中で日常生活の
記録や個人情報などを使ったサービスが利用できるようになってくると，各家庭のネッ
トワーク端末のソフトウェアにも管理の必要性が生まれてくる．エンドユーザに管理
をさせるのではなく，リモート環境から環境毎にまとめて管理をすることが将来の展
開として予想される．
しかし，離れた環境から管理を行うためには，管理する対象が，その環境でどんな
サービスが必要とされているかを知らなければならない．またこの方法をとる場合，
各端末のバリエーションが問題になってくる．各端末にはそれぞれ独自の機能があり，
提供できるサービスも違う．このことは管理対象となるネットワーク端末は環境毎で
はなく，提供する機能毎に管理されるべきであるという結論を導く．単にゲートウェ
イを管理するのではなく，各端末を管理するには NAT越えの問題やプライバシの問
題など考慮すべき課題が多い [1]．
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図 3.1: リモート管理
3.1.2 エンドユーザ自身による管理
自分の使用しているデバイスは正しく管理がされているか．それを確認するには，
デスクトップパソコンの場合，ソフトウェアアップデートプログラムを使用し，アッ
プデートを提供しているサイトを自ら訪れて確認を行うことで可能になる．携帯電話
の場合は，インストールしたソフトウェアをダウンロードしたサイトの情報を頼りに，
アップデートされたソフトウェアを探して確認をしている．ネットワーク家電は，現在
は特定の機能を始めから与えられた状態で出荷され，内部のソフトウェアを変更する
には，メーカのサポートが必要であるので確認することはできない．確認の作業にも
労力を要するこれらのデバイスを，運用面において適切に管理することがエンドユー
ザに可能なのであろうか．また，適切な管理ができないと一体どういうことになるの
だろうか．
現在，社内ネットワークにおけるセキュリティの問題が大きく取り沙汰されている．
ネットワークを構成するノードの一部にセキュリティホールがあると，そこからネット
ワーク全体が被害を受けるという事例が起こっている．規模は小さいものの社内ネッ
トワークを家庭のネットワーク環境に，端末をネットワーク家電に置き換えて考える
ことができる．つまり家庭のネットワーク環境であっても，ノードの一部にセキュリ
ティの障害が発生すれば，ネットワーク全体が危険にさらされるということになる．
再三述べているようにネットワーク家電などによる家庭内ネットワークが当たり前
のものになってくると，その中身の管理についてはおろそかになりがちである．社内
ネットワークでは，個人所有のウィルス対策を怠っているようなノートパソコンの持
込によって，多くの被害が報告されている．この際問題になるのは，個人のセキュリ
ティに対する意識であるという．しかし，いくら改善しようとしても，セキュリティ
に対する意識を高めるのは難しく，被害が後を絶たない．すべてのエンドユーザに現
在のサーバ管理のような技術を求めることは現実的ではなく，管理を容易にするユー
ザインタフェースも充分用意されているとはいえないのが現状である．
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図 3.2: エンドユーザ自身による管理
3.1.3 端末自身による自己管理
WindowsやMacintoshのオペレーティングシステムで実装されている自動アップ
デートプログラムは管理対象のパソコンのソフトウェアアップデートを行っている．
端末自身の能動的な働きによってソフトウェアの構成を適正に保つことが目的である．
この方法の場合，外部ネットワークからの管理と違い，余計なポートを開放しておく
必要がないだけでなく，内部のネットワークの情報を守ることができるという利点が
ある．また，管理ユーザのアップデートのし忘れや適切な情報の取得ができないなど
のミスをカバーすることができる．
管理負担を軽減することで，家電などこれまでソフトウェアの管理が必要なかったも
のが「ネットワーク家電」として新しい機能を獲得しても，エンドユーザは今までど
おりに利用することができる．
図 3.3: ネットワークの内側からの要求
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3.1.4 管理方法の選択
これまで述べた三つの方法はどれも一つだけではアップデートなどを適切に行える
とはいえない．リモート管理では，設定次第で不正アクセスの被害が発生する．また
離れた環境にいる管理者に管理を任せるという方法もプライバシの問題などから実現
には障害がある．エンドユーザ自身による管理では，アップデートの未実行などによ
るウィルスの被害を招く可能性がある．すべてを自動的に行うことは，意図しないアッ
プデートやアンインストールがされた場合に，エンドユーザにとってストレスになっ
てしまう．しかし，すべてをエンドユーザが管理することは，必要とされる技術の面
でも対象とするデバイスの数の面でも困難である．そこで本研究では，新しく管理が
必要となるデバイスに対してエンドユーザの初期導入設定と自動化処理を組み合わせ
た方法によって，エンドユーザのタスクの軽減を可能にするシステムを構築し，検証
する．自動化処理を行うために実装しなければならない項目をシナリオから抽出して
いく．
3.1.5 現実の利用状況からの要件の抽出
無線 LANの物理的な距離を伸ばすためや，位置検出サービスを提供するためなど
の目的で，小型でディスプレイやキーボードなどの入出力デバイスを持たないネット
ワーク中継ノードがある．こういった小型ノードはネットワークの一部として日常生
活に取り入れられる．しかし，常に正しいセキュリティ管理（ソフトウェアのアップ
デート，起動設定など）が行われていないと同じネットワーク内のノードがウィルスな
どに侵されたときに，弱さを露呈してしまうことになる．このような場合に必要にな
る操作は，普段管理がおろそかになると考えられる中継ノードの定期的なアップデー
トである．ネットワーク管理者の一括管理を待つのではなく，小型ノード自身が定期
的にソフトウェアアップデートをかけることによって同一ネットワーク内の部分的な
脆弱性を抑えることができる．
定期的なアップデートによって多くの脆弱性を退けることができるが，セキュリティ
ホールの発見などにより，アップデートが間に合わない状況も現実に起こっている．実
際に起こっている事例として日経BP社が提供しているウェブサイト IT Proの記事を
挙げることができる [13]．内容は，あるブラウザにセキュリティホールが発見された
が，パッチは公開されていないというものである [7]．そういった場合の応急処置とし
て現在利用しているソフトウェアの使用を中止するという手段も考慮しなければなら
ない．特に常時人の手を離れて動作するデバイスなどは出荷時に決められた条件でし
か反応できなくなっている場合が多いので，リアルタイムにセキュリティ情報に対応
するためには，アップデートだけでなく，ソフトウェアの利用制限もできなくてはな
らない．
PDAだけでなくサーバマシンなども，常に同じ場所に固定されているだけのもので
はない．ルータとしてネットワークを中継するために移動することもある．無線 LAN
のデバイスは，屋外で利用される場合には，接続するネットワークが変化することも
考えられる．接続するネットワークが違えば，セキュリティへの対処も変わる．例え
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ばローカルネットワークで使われていたノードが，無線 LANサービスを提供してい
る公共の施設で使われる場面を想定するとわかりやすいだろうか．つまり，これまで
アクセスする対象がはっきりとわかっていた状況とは違い，不特定多数の人間からア
クセスされる可能性が出てくるのである．この場合以前と同じソフトウェア構成だけ
でなく例えば認証プログラムなど新たな対応が必要であると考えられる．そのような
ときにエンドユーザの操作を待たずに最低限のセキュリティ（エンドユーザが事前に
設定）を確保できるようなソフトウェア構成に変更することが必要である．つまり周
囲の状況により新規インストールもソフトウェア自動管理には必要である．
状況により新規インストールが必要なことはわかるが，アンインストールも積極的
に自動的に行うべきであると考える．時間やネットワークを利用するエンドユーザに
よって使用するソフトウェアもあれば，この先ずっと使用されないソフトウェアもあ
る．さらにいざ人間が管理しようとノードをチェックしたときに何に使用するかさえ
忘れてしまいそうなほどのソフトウェアがインストールされている状態になってしま
う．それほど深刻ではないにせよ，ハードウェアリソースの問題も考慮すべき項目で
ある．
この場合エンドユーザに無断でソフトウェアのアンインストールが行われることに
なるので，アンインストールに関する方針は自動化の処理を行う前にエンドユーザ自
身によって決められなくてはならない．
以上の利用状況から導き出されるソフトウェア管理の自動化に必要とされる項目を
整理すると以下のようになる．
• 端末自らが行う定期的なアップデート
• 周囲の環境に問い合わせることで取得する推奨ソフトウェア構成
• 必要なコンポーネントの新規インストール
• 既存のコンポーネントのアンインストール
• エンドユーザ自身による事前の設定
• 利用者の要求との整合性
3.2 自動ソフトウェア管理の概要
3.2.1 コンポーネントの扱いに関する方針
本研究ではこれまで人間の手によって行われることの多かったコンポーネントフレー
ムワークでのソフトウェア管理を自動化することによって新しい情報端末の管理を行
うと述べてきた．その上でコンポーネントをどのように扱うかを設定する．
• インストールされるコンポーネントは「できるだけ少なく」
これは導入部分でも述べたように追加されていく一方になりがちなコンポーネ
ントの数を制限するためである．
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• 方法
依存関係を考慮にいれた「アンインストール」を実装することにより，用途の
ないままインストールされているコンポーネントをなくする．
3.3 各機能の説明
3.3.1 定期的アップデート
本研究では，アップデートの対象となるソフトウェアコンポーネントの情報をXML
形式のファイルに記述して管理している．端末が自らアップデート情報にアクセスし
て，アップデートの必要があるコンポーネントをアップデートし，アップデートの判断
はバージョン番号によって行う．自分のシステムにインストールされているコンポー
ネントのバージョン番号と比べて新しくなっていたらアップデートを実行する．アッ
プデートの際に更新のあったコンポーネントだけでなく，インストール時の情報によ
り依存関係があるコンポーネントに関しても同様にアップデートの有無を確認する．
3.3.2 推奨ソフトウェア設定
推奨ソフトウェア設定とは，インストールされているコンポーネントのライフサイ
クルを変更する操作を行うための設定である．インストールされているソフトウェア
にセキュリティホールが見つかり，攻撃コードが出回っているにもかかわらず，修正
パッチなどが公開されていない場合に，一時的にソフトウェアの利用をとめることが
できる．また，常時起動している必要のないソフトウェアを自動的に停止させること
もできる．
3.3.3 必要なコンポーネントの新規インストール／不必要なコンポーネント
のアンインストール
現在のネットワーク家電は，専用のソフトウェアが始めからインストールされてい
て，新たにソフトウェアを追加する機会は少ない．しかし，携帯電話や PDAが好き
なソフトウェアを追加することができるように，今後ネットワーク家電などのデバイ
スも提供するサービスによってソフトウェアを追加したり更新したりするようになる．
PDAなどは，人間がその構成を見ることが簡単だが，ディスプレイを持たないデバイ
スなどは確認が難しい．そういったデバイスを自動的に管理する場合，新しいコンポー
ネントが追加されていく一方になってしまう恐れがある．コンポーネントの名前の競
合や，管理するレコードの増大による遅延などが考えられるので，使用されないコン
ポーネントは積極的に削除されるべきである．ここでいう使用されないコンポーネン
トとは，システムにインストールされているコンポーネントの中で，どのコンポーネ
ントからも必要とされていないもののことを指している．
また，使用が危険であると推奨されているコンポーネントを単に使用を止めるだけ
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でなく，アンインストールしてしまうことは，誤った利用を防ぐためにも重要である．
コンポーネントベースのソフトウェア管理をする場合，それぞれ独立しているコン
ポーネント間の依存関係の解決は非常に重要な問題である．なぜなら，コンポーネン
トはもともとの目的の一つが，分担開発であることからもわかるように，個別に開発
されることが多い．分担して開発されたコンポーネントは単体では動作せず，さまざ
まな他のコンポーネントをインポートして動作する．依存関係が満たされていないと，
実行時にエラーを出してしまうので，依存関係をあらかじめ考えたインストールをす
ることが標準となっている．
アンインストールに関しては，別のコンポーネントに使われている場合は警告を発
することはあっても削除対象のコンポーネントが他のコンポーネントを利用するだけ
の場合は何も警告は出されないのが現状である．このことは Linuxの rpmやOscarの
OBRなどから知ることができる．この場合どのコンポーネントからも必要とされな
いコンポーネントが生み出されてしまうことになるのである．元々依存関係によりイ
ンストールされたコンポーネントはアンインストールの際にも同様に依存関係に従っ
て削除されることでこの現象を回避することができる．またインストールされた時点
の依存関係を保持しておけば，たとえエンドユーザが依存関係を無視した個別のアン
インストールを行っても，定期的にインストールされているコンポーネントと依存関
係を比べれば不要なコンポーネントを見つけ出し削除することができる．
3.3.4 利用者と自動化処理との整合性
自動的にコンポーネントのライフサイクルを扱うということは，PDAなどのデバ
イスではエンドユーザの意向と反する振る舞いをしてしまう可能性がある．
PDAをマルチリモコンとしてウェブブラウザを利用して家庭内のデバイスを操作し
ているとする．セキュリティホールに対するパッチが提供されるまでは利用するべき
でないという情報のために，ブラウザの利用ができなくなった場合，エンドユーザは
望む手段でのデバイスの操作が行えなくなってしまう．
この利用者と自動化処理の動作の間の整合性を取るという機能は，エンドユーザが特
に必要とするコンポーネントの状態を自動化処理に変えさせないための仕組みである．
現状ではエンドユーザの意向を重視しているので，エンドユーザが必要と定めた状態
をエンドユーザ自身が変更するまで変わることはなくなる．しかし，推奨設定として
停止することを勧められている環境ではセキュリティが問題となってくるので，エン
ドユーザが責任を持って設定をしなければならない．
3.3.5 コンポーネントの組み合わせとしての管理
コンポーネント間の依存関係はオブジェクトをインスタンス化する際に，つまり実行
時に生じるが，インストールの段階では依存は各コンポーネントが持つmanifestファ
イルとリポジトリファイルの記述に依っている．このインストール時の緩い依存関係
を転用することで本来依存関係を持たないコンポーネント同士を結びつけて大きなひ
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とまとまりを作ることができる．
この仕組みはウェブサーバとデータベースを結びつけてウェブサービスのソフトウェ
アとして扱うことができるなど，ベンダによる複数コンポーネントの組み合わせとし
てのソフトウェアの提供方法として使用することが出来る．つまり，あるサービスを
提供するコンポーネントの組み合わせを提供するときに，すべてをパッケージングす
る必要はなく，開発したコンポーネントと組み合わせのリストを用意するだけでよい
ことになる．
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第4章 自律管理の実装
ここでは本論で示した小型ノードにおけるソフトウェアの自律的な管理を実現するアー
キテクチャの実装について述べる．
本研究では Oscarに独自のコンポーネント管理機能を実装した．評価の対象として
OBRとの比較を通してその有用性を検証する．
4.1 OSGi(Open Service Gateway initiative)とは
OSGi Alliance[1]はネットワークデバイスによって利用できるさまざまなアプリケー
ションやサービスを提供するオープンなサービスプラットフォームを規定している団
体である．対象とするネットワークデバイスは車，携帯機器，家庭内機器などで，主
に組み込み技術と密接な関係を持っている．単にプラットフォームを規定するだけで
はなく，発展，管理することも目的としている．OSGiの規定する仕様およびライブラ
リは Javaで設計，実装され公開されている．仕様で規定されているフレームワークは
コンポーネントベースのシステムである．アプリケーションやサービスを提供するコ
ンポーネントをフレームワーク上に配置して起動することによって動作をさせること
ができる．特徴はこのフレームワークが動作しているデバイスなどを再起動すること
なく動的にコンポーネントのインストールやアップデート，アンインストールが可能
な点である．フレームワークが提供するのはコンポーネントを配置する土台とそのラ
イフサイクルの操作のみである．OSGi Allianceには日本の企業も多数参加していて，
各社で組み込み機器むけのコンポーネントフレームワークとして利用が進んでいる．
OSGiにおいてソフトウェアコンポーネントはバンドル (Bundle)と呼ばれている．
バンドルはOSGiフレームワークに配置する物理的なまとまりとして，また内部的に
サービスを表現するときの論理的な概念として捉えることができる．バンドルは以下
のようなファイルを含む JAR(Java Archive)ファイルとして提供される．
• マニフェストヘッダ
インストールやスタートを正しく行うためにフレームワークが必要とするパラ
メータを設定するヘッダを持っている．インストール時には依存関係に関する
記述が，スタート時にはアクティベータとして働くクラスを指定する記述が使
われる．
アクティベータはバンドルを起動する際に読み込まれる単体プログラムのmain
関数に相当するクラスである．
• 複数の Javaクラス
16
0個以上のサービスを実装するためのリソースを含む．
• ネイティブコードライブラリ
C言語などで開発されたDLL（ダイナミックリンクライブラリ）とフレームワー
クにロードするための記述である．
• その他のリソース
ライブラリなどとしてあらかじめ含まれているファイルも存在する．単に Java
クラスだけではなくHTMLファイルやアイコンなどの画像ファイルも含めるこ
とができる．
バンドルをフレームワーク上に配置し，起動させることでサービスを開始することが
できる．
図 4.1: OSGiフレームワーク
フレームワーク上に配置されるコンポーネントはエンドユーザの明示的な命令によ
り単純にフレームワーク上に配置された状態から，起動状態，削除された状態とその
ライフサイクルを変更することができる．
このOSGiのフレームワークを利用してネットワークデバイスを管理する方法は現
在のところリモート管理とされている．本研究ではこのリモート管理がエンドユーザ
のタスクを軽減するには不十分と考え，新しい機能である自律管理を実装する．
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図 4.2: OSGiコンポーネントのライフサイクル
4.1.1 Oscar
OSGiのフレームワークは，仕様で始めから組み込み機器を対象の一つとして決め
ていることから，実装の一つであるOscar[3]を本研究のベースシステムとして採用し
ている．Oscarはオープンソースのソフトウェアであり，仕様のバージョン 3に完全
に準拠する実装を目標として作られている [4][5][6]．
Oscarに実装されているオリジナルのコンポーネント操作プログラムに OBR(Oscar
Bundle Repository)[8]がある．OBRはインストールおよびアップデートにおける依
存性解決を可能にしている．その仕組みはウェブ上にあるバンドル情報を参照して依
存関係を形成しているコンポーネントを順次インストール（アップデート）していく
というものである．
図 4.3: OBRのデータの流れ
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<?xml version="1.0" encoding="UTF-8"?>
<?xml-stylesheet type="text/xsl" href="repository.xsl"?>
<!--<!DOCTYPE bundles SYSTEM "bundlerepository10.dtd">-->
<bundles>
<repository-bundle-name>
Oscar Bundle Repository
</repository-bundle-name>
<date>Fri May 07 16:45:07 CEST 2004</date>
<dtd-version>1.0</dtd-version>
<bundle>
<bundle-name>Bundle Repository</bundle-name>
<bundle-description>
A bundle repository service for Oscar.
</bundle-description>
<bundle-updatelocation>
http://oscar-osgi.sf.net/repo/bundlerepository/bundlerepository.jar
</bundle-updatelocation>
<bundle-sourceurl>
http://oscar-osgi.sf.net/repo/bundlerepository/bundlerepository-src.jar
</bundle-sourceurl>
<bundle-version>1.1.0</bundle-version>
<bundle-docurl>
http://oscar-osgi.sf.net/repo/bundlerepository/
</bundle-docurl>
<bundle-category>General</bundle-category>
<import-package package="org.osgi.framework"/>
<export-package package="org.ungoverned.osgi.service.bundlerepository"
specification-version="1.1.0"/>
</bundle>
...
</bundles>
図 4.4: バンドル情報の一部
OBRはバンドルの情報を記述した XML形式のファイルを読み込み，事前に依存
関係を把握して，インストール時にそれを解決できるように設計されたインストレー
ションツールである．バンドルの情報を記述した repository.xmlファイルの一部を抜
粋して図 4.4に示す．図 4.4はバンドル一つ一つについて名前，簡単な説明，バンド
ルが置いてあるURL，ソースが置いてあるURL，バージョン番号，ドキュメントの
置いてあるURL，バンドルのカテゴリ，さらにこのバンドルがインポートする必要が
あるバンドル，このバンドルをエクスポートする際に使われる一意の名前の情報を記
述している．OBRではこのリポジトリファイルを参照してインストール時の依存関
係解決を行う．
標準出力をログとしてファイルに残すログサービスを提供するバンドルは，単体で
フレームワーク上で動作して，他のバンドルを必要としない．図 4.4の記述だけでは，
バンドルが，他のバンドルを必要としないのか，単体では特定のサービスを提供でき
ないのかを知ることはできない．この情報はバンドルを自動的にアンインストールす
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るときに必要になる情報であるので，本研究では<bundle-type>という記述を追加し
てその判定に利用している．
4.2 各コンポーネントの詳細
4.2.1 XML handler
本研究で対象としている自動化処理の三つの振る舞い，アップデート，推奨設定に
よるコンポーネントのライフサイクルの変更，インストール/アンインストールを行
うための情報を記述したファイルを解析するコンポーネントである．
4.2.2 Peoriodic Watcher
このコンポーネントは定期的に命令を実行するためにTimerクラスを実装したもの
である．現状ではインタフェースを提供して時間間隔を設定することが出来るように
している．間隔の最大値を定めることで，まったくアップデートがされない状態を防
いでいる．
4.2.3 Dependency DB
このフレームワークで扱うコンポーネントの情報を記述したファイルを元に各コン
ポーネント間の依存関係を保存するデータベース．作成したデータベースの情報の元
になるファイルのＵＲＬを保存しておいてOscar再起動後も再びデータベースを構築
できるようになっている．
4.2.4 Lifecycle Manager
XML handlerが解析した情報に基づいてインストールされているバンドルに対して
アップデートや，依存関係を考慮に入れたインストール/アンインストールを行うコ
ンポーネントである．
本システムは三種類のデータに従って動作をする．一つはバンドルの依存関係など
の情報を記述したファイル．一つはアップデートに関するバンドルの情報だけを集め
たアップデートリスト．そしてもう一つは，特定のバンドルの推奨される状態を記述
したファイルである．それぞれのデータは XML handlerによって解釈される．依存
関係に関するデータは，常にウェブ上のバンドル情報に接続できるとは限らないこと
から，起動中は保存して利用することにしている．インストール／アンインストール，
アップデートにはこの依存関係が使われてバンドルの操作がなされる．
システム全体のデータの流れを図 4.5に示す．
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図 4.5: システム全体のデータの流れ
端末自身による自動的なソフトウェア管理は，単に自律管理を行うバンドルを，OSGi
フレームワークに乗せるだけでは完成しない．今回実装するにあたって，準備した環
境を以下に挙げる．
4.2.5 バンドル製作ベンダによるセキュリティアップデート
利用可能としているバンドルの管理も重要な問題である．バンドルのアップデート
の必要性はバンドル製作者もしくはリポジトリの管理者が行わなければならない．本
システムでは利用可能な各コンポーネントのセキュリティアップデートなどはその製
作元が管理し，アップデートリストにそれを掲載することで実現している．
アップデート，新規インストール，アンインストールに利用するバンドルの依存関係
の情報は OBRで使われている XMLとほぼ記述は同じである．しかし，本実装のた
めの追加記述として，単体でもサービスを提供するバンドルには次の記述を加え，
<bundle-type>standalone</bundle-type>
ライブラリのように単体ではサービスを提供することがないバンドルには
<bundle-type>use-only<bundle-type>
という記述をあたえて区別している．この追加記述によってどのバンドルからもイン
ポートされないバンドルを見つけ出し，削除することができる．
4.2.6 環境毎の推奨設定の取り決め
本研究では家庭や公共の施設など小型ノードが使用される環境によって推奨される
コンポーネントの構成を取り決めることを想定している．例えば無線 LANサービス
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を提供している喫茶店などの公共ネットワークに接続した場合である．いつもなら起
動したままにしてあるウェブサーバをストップさせるか，ストップさせる代わりに認
証コンポーネントを追加インストールすることでその環境にあった構成を実現する．
バンドルの状態を変更させるトリガを記述し操作を行う．
• Start … Resolved → Active
• Stop … Active → Resolved
• Uninstall … Resolved → Uninstalled
以上の操作を操作対象のバンドルの情報と合わせて
<bundle-state>starting<bundle-state>
のように記述したリストを参照することによってバンドルを操作する．
4.2.7 依存木の作成によるインストール／アンインストール
Oscarおよび本研究ではコンポーネント（実装においてはバンドル）の情報はある
特定のXML形式のファイルに収める（図 4.4）．
ファイル内ではバンドルに関する情報をバンドル毎に分けて記述する．
• bundle-name
• bundle-updatelocation
• bundle-version
• bundle-category
• import-package
• export-package
コンポーネント間の依存関係はこの情報の中の import-package，export-packageで
表される．import-packageに必要としているコンポーネントを表す名前を，export-
package にはそのコンポーネントを提供するときに使用する名前を記述する．この
import-packageと export-packageの対応によってインストール時の依存関係が形成さ
れる．本研究の自動化処理ではすべてのコンポーネントの情報がこのファイルに含まれ
ることを想定している．まずこのファイルを解析し import-packageと export-package
の情報を使用して依存関係を抽出する．JavaにおけるMapクラスを利用して仮想的
に依存関係の木を構成する．(JavaのMapとは特定のキーに対応する値を設定して保
存できるレコードのこと）以下に依存木のイメージを示す．
依存関係は，あるバンドルを根とした木構造で表すことができる．木ごとにMapを
作成し，Mapの値にバンドルの名前を代入し，キーに依存木の深さを表す整数を与え
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図 4.6: インストールにおける依存関係の
扱い
図 4.7: アンインストールにおける依存関
係の扱い
る．例えばある根となるバンドルのインデックス番号が 3ならば，そのバンドルが必
要とするバンドルにはそれぞれ 3-0，3-1，3-2というようにキーが与えられる．以降
は同じように 3-1-0，3-1-1というように木の深さに応じてキーを割り当てる．これに
よってインストールされているバンドルがどのバンドルと依存関係にあるかがわかる．
アンインストール時にはこの依存木が利用される．アンインストールの対象となるバ
ンドルが選択されたときに，依存木を調べて依存しているすべてのバンドルをアンイ
ンストールすることができる．しかし，バンドルの中には複数のバンドルに必要とさ
れているものもある．そういったバンドルには複数のキーが割り当てられているので，
ある依存木に従ってアンインストールされそうになっても，他の依存関係に含まれて
いるバンドルはアンインストールされずにシステムに残ることができる．
また，エンドユーザの手によって誤って個別にアンインストールされてしまった場
合でも，根となるバンドルがアンインストールされない限り依存木を保存しているの
で，木に従って再び必要なバンドルをインストールすることができる．またエンドユー
ザの操作で依存木の根となるバンドルのみを削除してしまった場合には，依存してい
たバンドルは使い道がなくただインストールされたままになってしまう．このときに
も定期的に依存木と根となるバンドルの存在を確かめることによって解決をする．根
となるバンドルが存在しない場合には依存木に従って依存関係全体をアンインストー
ルすることでこれに対処するのである．
アップデートを行った結果，それまで独立した２つのコンポーネントとして実装され
ていたバンドルが一つのバンドルとして統合される場合もある．そのような場合には
アップデートする前とされた後の依存木を比較して新たに依存関係に加えられた場合
はインストールを行い，依存木から削除された場合はアンインストールの対象となる．
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第5章 評価，議論
この章では，実装において得られた評価を元に，以下の項目について議論を行う．
• スケーラビリティ
• エンドユーザの管理タスクの変化
• バンドル普及への貢献
• 将来課題
5.1 スケーラビリティに関する評価
スケーラビリティを計算する前提条件として，バンドルが提供する export-package
としての名前を有限個（ここでは 1）と限定する．
依存木作成の過程は，XML文書の要素の取り出しと，依存関係を結びつける処理
の 2段階に分けることができる．n個のバンドルの情報を含む XML文書から依存木
を形成するために必要なステップ数を測定し，そのスケーラビリティを検証する．
5.1.1 要素の取り出し
準備段階として，読み込んだXMLファイルの要素を配列に入れる作業である．<bundle-name>，
<bundle-updatelocation>，<bundle-version>，<export-package>の各要素は一
つのバンドルに一つだけ含まれている．この要素を取り出すには，バンドルの数と同
じ nステップが必要である．
<import-package>の要素は一つのバンドルに 0個以上複数個が含まれている．こ
の要素を取り出すには，n×m(m :含まれる数による)ステップが必要である．
XML文書から各要素を取り出すには，合計して
n+ n+ n+ n+ n×m = n× (4 +m)
となる．mは上限が n − 1であるので nが有限の値ならば，最大で n2のオーダーで
計算することができる．
24
5.1.2 依存木の作成
n個のバンドルからなるリストを考えるとき，一つのバンドルが持てるインポート
するバンドルの数mは
0 ≤ m ≤ n− 1
である．
最大の依存の木の深さ kは
0 ≤ k ≤ n− 1
m
(m = 0のとき k = 0)
である．最大の深さを持つ木の数は n−mkで表される．
一つの依存木を作成するために必要なステップ数は (m(依存数)× n(最悪の場合))kで
ある．リスト全体を木構造にするためには最大で
(n−mk)(mn)k +mnk−1 +mnk−2 + · · ·
のステップの計算が必要である．上の式より，依存木の作成には最大の深さを持つ木
にかかるステップ数のオーダーが最も大きいことがわかる．一つの木を作成するのに
かかるステップ数は（依存数）× n（最悪の場合）の k乗である．
木の深さの最大値 kが 1のとき
m = n − 1であるので，n −mk = 1となる．これらの値を代入して計算を行うと
以下のようになる．
(n−mk)(mn)k = (n− (n− 1)× 1)((n− 1)n)1
= n(n− 1)
図 5.1: 深さ 1の依存木
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k = n2 のとき
ここでの計算は，簡単のためすべてのバンドルが二つのバンドルをインポートする
ことにしている．
m = 2(n−1)n となるので，以下のように計算することができる．
(n−mk)(mn)k = (n− n
2
× 2(n− 1)
n
) · (n
2
× n) 2(n−1)n
= (
n2
2
)1−
1
n
図 5.2: 深さ k(1 < k < n−1m )の依存木
図 5.3: 深さ n− 1の依存木
k = n− 1のとき
m = 1となるので，以下のようになる．
(n−mk)(mn)k = (n− 1× (n− 1))(1× n)n−1
= nn−1
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k = n− 1，つまりバンドル同士の依存関係が図 5.3のように数珠繋ぎになっている
状態は，リストに掲載されているバンドルがたった一つの組み合わせを表すことを示
している．現状では，バンドルの数が増加するに従って依存木を作成するステップ数
は指数関数的に増加してしまう．しかし，一つのソフトウェアがインポートする別の
コンポーネントの数は有限であることから，nn−1の値も有限の値に抑えられる．
以上の結果より，リストに掲載されているバンドルの数が有限個ならば，依存木の
作成は有限のステップ数で行うことができると証明された．しかし，バンドルが持つ
依存関係の多さや依存関係の深さによってそのステップ数は大きく変化することがわ
かる．
5.2 自律管理の導入により管理タスクがどのように変化するか
ここでは，自律管理の導入によって生じるタスクと，それによって軽減されるタス
クを列挙する．それらの比較を通して，現実に利用可能といえるかを議論する．
5.2.1 マイナス面
本実装を通してソフトウェア管理の自動化を実現するには，システム側の自動化プ
ログラムだけでなく，エンドユーザ自身による設定が必要であることを確認した．必
要な設定および環境準備の項目は以下のとおりである．このマイナス面は将来的に高
性能になった身の回りのデバイスをエンドユーザが管理する場合に生じる必要不可欠
な操作である．
• アンインストールポリシの設定
• エンドユーザの指定による特定アプリケーションのインストール
• 参照先の設定
アンインストールポリシの設定 　
本研究では，インストールされる対象として同一ネットワーク内の他のネットワー
クデバイスと協調動作を取るためのサーバやそのための通信プロトコルスタック，そ
して PDAなどで動作するウェブサーバを想定している．そこであらかじめ設定しな
ければならないポリシとはアンインストールを行うか否かである．
本実装では使われないコンポーネントはなるべく削除することを考えているが，通信
プロトコルスタックを複数インストールされた状態にしたいというエンドユーザの要
求があれば，アンインストールに関する自動化処理を停止させることが必要になる．
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エンドユーザの個別ソフトウェアインストール 　
ソフトウェア管理を自動化しても，エンドユーザの好みに関することに柔軟に応え
るのは難しい．特に，ユーザインタフェースなど直接エンドユーザに対して提供され
るサービスの選択は，エンドユーザ自身が行わなければならない．
そのための方法として，エンドユーザに対して自動化で実装しているものと同じ依
存関係を利用したインストール/アンインストール方法を提供している．自動化で行
うのは指定のあったソフトウェアのアンインストールであるから，使用が禁止されて
いない限り自動的にアンインストールされることはないので，ユーザに対してストレ
スを与えることはない．
参照先の設定 　
バンドル情報のリストの参照先を決定するのはエンドユーザ自身であるべきである．
バンドルの情報は完全に１つのファイルに収まることが望ましいが，コンポーネント
化の利点として，部品単位での開発が可能な点が挙げられている以上，すべてのバン
ドルを一元管理することは現実的ではない．参照する先を複数選択可能にすることで，
より多くのバンドルを利用できるようになるために必要である．
本実装のためにエンドユーザが行う新しいタスクは次の表のとおりである．
導入 運用 破棄
新たに加わる アンインストールポリシ 構成の正しさの判断 個別のアンインストール
タスク の設定 (ユーザの好みによる)
(環境自体の設定)
表 5.1: エンドユーザに課せられる新しいタスク
5.2.2 プラス面
ソフトウェア管理における確認作業やコンポーネントの操作の実行などの繰り返し
行うことができる部分を自動化した結果，以下の項目においてタスクの軽減が見られ
た．インストール/アンインストールするか否かの判断や利用を続けるべきかの判断
などをあらかじめエンドユーザ自身に行ってもらうのである．
本実装によって軽減されたエンドユーザの負うべきタスクを表に示す．
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導入 運用 破棄
軽減された ソフトウェアの選択 アップデートの確認 アンインストールしたい
タスク インストールの実行 アップデートの実行 ものの選択
使い続けるかの判断 アンインストールすべき
ソフトウェアの状態 ものの判断
の変更 アンインストールの実行
不要なコンポーネントの
検索，削除
表 5.2: 自動化によって軽減されたタスク
5.2.3 自律管理実現の可能性について
プラス面とマイナス面は単純に比較することはできない．しかし，本研究で対象と
しているネットワーク家電やゲートウェイサーバは，長期間動き続けることが，エン
ドユーザにとっては当たり前のものである．インストールは一度きりだとしても運用
中のアップデートはたびたび行わなければならない．つまり，インストールよりもアッ
プデート，アンインストールを行う回数の方が多いといえる．
スケーラビリティの考察から，リストから依存木を作成するステップ数は有限の値
であるといえるので，作成時間は有限に抑えることができる．よって，導入にかかる
タスクは，利用する期間が長ければ長いほど相殺されて，最終的にユーザタスクの軽
減につながる．
5.3 バンドル普及への貢献について
自動化によるセキュリティアップデートの適用は，エンドユーザに対する利益だけ
ではなく，コンポーネントを開発するベンダにも利益を与える．ベンダにとって作り
出したソフトウェア（コンポーネント）が，セキュリティホールを持っていることは，
好ましくない．信用問題にかかわるだけでなく，有償で提供している場合，保証の対
象にもなるからである．ソフトウェアをインストールしてあるデバイスが一定間隔で，
アップデートを行うことで，ベンダが確実に適用して欲しいアップデートを実行して
もらえるという意味において，自動ソフトウェア管理は有効に働くことがわかる．
5.4 将来課題
5.4.1 自動化による処理の失敗の対処について
現在の実装では自動的なインストール，アップデートは実行段階で成功するものと
して考えている．単にダウンロードが失敗しただけならば，定期的な処理の繰り返し
によって回避することができるが，コンポーネントを保存しているサーバへの接続経
路の断絶やサーバマシン自体の停止などの事態が起こった場合には処理が滞ってしま
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うことになる．アップデートが必要なコンポーネントが古い状態のまま使われ続ける
ことは非常に危険である．今後の課題としてダウンロードの失敗などの例外が発生し
た場合の処理について考慮することが必要である．
5.4.2 バンドルリストの提供の方法について
本研究およびOscarでは，バンドルの提供の方法としてリスト内の情報によるURL
の参照という方法をとっている．ここで問題となるのが，リストや提供されるバンド
ルそのものの信頼性である．リストはベンダによって作成されることを想定している．
リスト内のバンドルの URLやバージョンに間違いがあった場合，アップデートの失
敗を招くことになる．また，バンドルは一つの塊として提供される性質上中身のすり
替えが起こる可能性がある．リスト，バンドルの双方の信頼性を高めることが，自律
管理の前提となる．
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第6章 関連研究
6.1 autonomic computing
IBM[9]の提唱する自律管理システム．主にサーバ管理をそのサービスの対象として
いるが，その適用範囲は広く，複数ある認証をシングル・サインオンにするアイデン
ティティ統合システムや異機種間でデータ共有を可能にするネットワークストレージ
の提供など多岐にわたる．
設計方針として自己構成，自己修復，自己最適化，自己防御を挙げている．
• 己を知る
• 自己を再構成する
• 自己最適化をする
• 部分的な機能不全から自力で回復する
• 自己防衛をする
• コンテキストアウェアである
• オープンスタンダードを実現する
• システムの複雑さを隠す
システムの反応を人間の自律神経の生理的な反応と見立てて，本人（管理する人間）
の気づかないうちに必要な体温調整や消化などの処理（監視，実行）という振る舞い
を設計している．自律管理の基盤となるハードウェアの耐久性にも考慮していて，半
導体，プロセッサ，メモリなどにも独自の技術を導入しその安定性を実現している．
ITインフラの自動管理を実現することで，エンドユーザにも管理者にもタスクの軽
減を提供している．また管理者に対して要求する技術を減少させ，管理者自身の人的
リソースの節約に貢献する．実現しようとしているソフトウェアの自動管理はほぼ同
じ目標を目指していると言える．また IBMでは対象の規模の大きさと要求の複雑さ
から導入から実際の運用のステップまでを段階を分けてサービスとして提供している．
本研究との違いは対象としているものが，Autonomic Computingがサーバなどの IT
インフラなどハードウェア上のOSなのに対して，将来的な組み込みデバイスで動作
するOS上のミドルウェアである点である．
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6.2 Excalibur
apache.orgが提供しているコンポーネントフレームワークである．かつて Avalon
プロジェクトとして開発されていた一部分を独立させて誕生した．Javaで実装されコ
ンポーネントはコンテナと呼ばれる．オリジナルのコンテナの開発を促進するために
ライブラリを提供している．
図 6.1: Excaliburフレームワーク
• framework
– IoC(Inversion of Control)
コンポーネントの間の緩い結合をサポートする．各コンポーネントの依存
度が下がることで，分担した開発や独立して作られたコンポーネントの組
み合わせが可能になる．Excaliburではあるクラスがその中で別のクラス
のメソッドを呼び出している新しいメソッドを作ったとしてもコンパイル
時に呼び出し先のメソッドのオブジェクトを要求されないということで実
現している．
– SoC(Separation of Concerns)
できるだけ関連の強いコードを近くに集めて，それ以外のものと分離して
記述すること．一つの関心事に対して複数の視点から見ることと言える．
Excaliburではシステム内のオブジェクトの役割を識別するインタフェース
を実装している．
• fortress
アヴァロンコンテナ（ソフトウェアブロック）を作るためのフレームワークを
含んだコンテナ
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• ContainerKit
コンテナを作るための他に依存しないライブラリ
コンテナのライフサイクルは細かく細分化され個別に設定することができる．ライ
フサイクルを操作するメソッドを導入，運用，破棄の三段階で分けて表にすると以下
のようになる．
導入 運用 破棄
constructor as a consequence suspend stop
of instantiation recontextualize dispose
contextualize recontextualize finalize at some
service or compose recompose indeterminate moment
configure reconfigure by the garbage collector
parameterize reparameterize
initialize resume
start
Excaliburでは，コンポーネントを作成するときに，initialized，configured，started
などのライフサイクルをつかさどるインタフェースを実装する必要がある．OSGiフ
レームワークで実装するのは startと stopの二種類だけでよいが，Excaliburではよ
り細かなライフサイクルの設定が可能である．
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6.3 ECHONET
ECHONET[12]とは住居を対象とした複数のデバイス，複数のシステムを統合する
ためのフレームワークである．実現できる以下の機能を使用して，既存の家庭環境で
実現できる家電ネットワークの構築を目指している．通信用アドレスの自動付与，デ
バイス個体情報の自動識別，デバイス機能の自動識別，デバイスの設置場所やデバイ
ス間の制御関係などの運用情報の自動設定支援などを可能とする．
• 伝送メディアとして，電灯線と無線を使用
配線工事が不必要なことから既存の建築物にも対応する
• マルチベンダー環境の実現
異なるメーカーのデバイスを相互接続・制御
• プラグアンドプレイ機能
誰でも簡単なデバイスの増設が可能
• オープンシステム
ミドルウェアの整備と仕様公開，開発支援ツールの提供を行い，信頼性の高い
アプリケーションソフトやネットワーク対応型機器の開発を支援
• 宅外との接続
通信回線で外部と接続でき，社会システムとの連携により高度なサービスを実現
ネットワークデバイスのソフトウェア管理はホームネットワーク自身が行うか，外部
からの管理に任せる方針になっている．本研究のベースとなりうるシステムであるが，
フレームワーク自体はオープンソースではない．
図 6.2: ECHONETのイメージ:ECHONETホームページより参照
本研究との明確な相違点として挙げられるは，ECHONETではすべてがECHONET
デバイスとして作られるという点である．ECHONETではデバイスを開発するための
通信プロトコルやAPIの詳細な情報を公開し，はじめから ECHONETのシステムの
一部として家電が作られることを想定している．一方本研究で対象としているOSGi
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フレームワークは Java Virtual Machineが動作するハードウェアならば利用すること
ができるので現状の PDAでも動作させることが可能である．
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第7章 結論
PDA，携帯電話，ネットワーク家電やネットワーク中継ノードなどの小型ノードが，
近い将来膨大な数に達することは現在のコンピュータの小型化，高性能化そしてユビ
キタスコンピューティングというビジョンの浸透からも予想することができる．これ
まで管理者を必要としなかったデバイスに管理の必要性が生まれ，その管理をエンド
ユーザが行うことになる．つまり，エンドユーザに新たな管理タスクが発生するので
ある．現在でも，不正アクセスなどネットワークのセキュリティの危険は深刻の度合
いを増してきており，管理者による適切な設定やアップデートが強く求められている．
しかし，現状で特に管理を必要としない家電などは，機能が増したとしても適正な管
理が行き届かないことは明らかである．
本研究では，デバイス自身が，アップデートやアンインストール，ソフトウェアを
起動するか否かの操作を，外部リストにしたがって自動的に行う．それにより，セキュ
リティに関するエンドユーザの不安を取り除き，適切なコンポーネントの普及と利用
の促進をはかることを目的とした．その解決策として，自律的なソフトウェア管理を
実装し，その有効性を議論した．人の手による管理が行き届きにくい住居に備え付け
られているようなゲートウェイサーバや，エンドユーザによる管理に頼ることになる
携帯電話やネットワーク家電などは，今後，その能力が成長していけばいくほどネッ
トワークの危機にさらされることになる．本研究で行った実装は，小型ノード自身が
自ら外に対して働きかけ，適切なソフトウェア構成の情報を取得して，自身を管理す
るというものである．
将来課題として挙げている構成情報の提供の仕方や，その情報の安全性の確保，障
害発生時の対処などを考慮に入れると，完全に人の手を離れることは難しい．しかし，
将来の生活環境において，身の回りのデバイスの多くがネットワークを利用した機能
を提供するようになると，人間の数以上に膨れ上がる管理対象のデバイスの自律的な
自己管理は絶対に必要である．本論文で上げた新しいエンドユーザの管理タスクは議
論によってその必要性が認められたので，今後のソフトウェア自律管理の要項を提案
することができた．
本研究で用いたOSGiの実装ではこれまで，特定の管理者の下で運用されることを
想定していた．リモート管理が実装されていても，管理自体には人の手が必要であっ
た．しかし，コンポーネントの取扱いを自動化することによって，将来のネットワー
クデバイスに必要な管理者の負担を軽減することができる．それはつまり，管理者と
なるエンドユーザの負担を軽減するということに繋がる．エンドユーザは，管理の負
担を気にせずに新機能を備えたデバイスを利用することができるようになる．
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