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Abstract
& Previous studies suggested that auditory change-specific
neural responses are attention-independent and ref lect central
auditory processing. The automaticity of the brain’s response to
infrequent changes in pitch within a series of auditory tone pips
was examined in parallel functional magnetic resonance imaging
(fMRI) and event-related potential (ERP) studies. Subjects
performed a continuous perceptual-motor visual tracking task
at two levels of difficulty while simultaneously hearing a series of
task-irrelevant standard tone pips and infrequent pitch-deviant
tones. fMRI results revealed that the unattended pitch-deviant
tones strongly activated superior temporal and frontal cortical
regions. These activations were significantly modulated by the
tracking difficulty of the primary task. ERP results revealed that
the amplitude of the scalp-negative component evoked by
deviant tones (MMN) was attenuated during the more difficult
tracking task. Our results demonstrate that the brain’s response
to task-irrelevant sensory changes is strongly influenced by
intermodal attentional demands. &
INTRODUCTION
The information processing capacity of the brain is
thought to be limited such that only a subset of the vast
array of stimuli falling upon the body’s sensors can be
fully processed (Hillyard, Teder-Salejarvi, & Munte,
1998). An organism’s survival is thus dependent upon
its ability to detect critical stimuli in the environment
and to attend to those that are relevant to its current
goals and needs. Increased attention to stimuli results
in increased neural activity in stimulus-specific senso-
ry cortical region, as demonstrated by recent studies
of brain electrical activity (Alho, Woods, Algazi, &
Näätänen, 1992; Woods, Alho, & Algazi, 1992) and
functional brain imaging (Alho, Medvedev, et al., 1999;
Woodruff, 1996). Similarly, behavioral and ERP studies
have also suggested that spatial attention allocation
enhances processing of information as a function of
distance from the attended location (Arnott & Alain,
2002; Spence, Ranson, & Driver, 2000). Our interest here
is the fate of sensory stimuli that fall outside of the
current focus of attention—is there a corresponding
decrease in the neural processing afforded to such
stimuli? If so, an organism would be vulnerable if
unattended stimuli presaged either survival-relevant
threats or opportunities.
A model system for addressing such issues has been
developed for auditory stimuli. Numerous electrophysi-
ological studies have established that a change in the
acoustic properties of a tone that occurs within an
otherwise monotonous series of identical tones evokes
an event-related potential (ERP) component that occurs
approximately 200 msec after the onset of the auditory
stimuli. This ERP component has been given the func-
tional label of ‘‘mismatch negativity’’ (MMN) because it
is evoked by the tone that does not match the preceding
tones in the series and because it is negative in polarity
when recorded from scalp electrodes. MMNs are reliably
evoked by small changes in tone pitch, duration, inten-
sity, and other more complex stimulus properties
(Näätänen & Winkler, 1999; Näätänen, 1992).
A strong argument has been put forth for the auto-
matic nature of the neural process reflected by the
appearance of MMN (Harmony et al., 2000; Dittmann-
Balcar, Thienel, & Schall, 1999; Woldorff & Hillyard,
1991; Wickens, Kramer, Vanasse, & Donchin, 1983;
Wickens, 1976); that is, MMN is evoked by deviant tones
regardless of the current focus of attention (Atienza &
Cantero, 2001; Fischer, Morlet, & Giard, 2000). This
property has attracted great interest in clinical research
where MMN could serve as a marker for a sophisticated
neural mechanism whose purpose is to attract attention,
but which itself is insensitive to the subject’s current
attentional state (Näätänen & Winkler, 1999; Näätänen,
1992). Although an attractive notion, the automaticity of
MMN has been challenged. For example, Woldorff and
Hillyard (1991) demonstrated that MMN was larger
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when deviant tones were presented to an attended ear
compared to the same deviant tone delivered to an
unattended ear. Other studies have since demonstrated
that MMN is larger when the task-irrelevant deviant tone
occurs within the focus of auditory attention (Näätänen,
1992). These studies limit the claims for MMN’s auto-
maticity, but confound changes in MMN amplitude with
the presence or absence of directed auditory attention
to the series of tones containing the irrelevant deviant.
This confound can be overcome by presenting the
deviant tones outside of the focus of attention, while
manipulating the degree of attention required at the
focus. This is easily achieved in intermodal attentional
studies where, for example, the attentional demands of
a visual task can be varied while the tone series is al-
ways task-irrelevant. Dittmann-Balcar et al. (1999) pre-
sented subjects with a visual discrimination task at three
levels of difficulty and measured MMNs evoked by task-
irrelevant deviant tones. No differences in MMN attrib-
utable to the difficulty of the visual discrimination were
observed in this study, or in a second study by Harmony
et al. (2000) that contrasted two levels of visual task
difficulty. These results suggest that the auditory mis-
match mechanism may be independent of attentional
resources devoted to other sensory modalities. How-
ever, the discrete and intermittent nature of the stimu-
lus and response characteristics of the visual oddball
tasks used by the investigators may have allowed sub-
jects to switch attention rapidly between visual and
auditory modalities, and thus, maintain auditory MMN
in the face of changing visual demands. During such
paradigms attention may be toggled between the visual
and auditory channels to simultaneously monitor both.
Recent studies have adopted continuous performance
tasks, such as continuous visuomotor tracking tasks
(Näätänen, Pakarinen, Rinne, & Takegata, 2004), to
enable sustained attentional engagement in the primary
visual task while recording neural responses elicited by
intermittent unattended deviant tones.
Here we further investigated this issue by engaging
subjects in a continuously demanding visuomotor track-
ing task while recording changes in the neural activation
evoked by task-irrelevant deviant tones randomly em-
bedded in a series of identical tone pips. Following
Wickens et al. (1983) and Wickens (1976), the attention-
al demands of the tracking task were varied by changing
the control dynamics of the subject’s joystick. We con-
ducted one electrophysiological and two neuroimaging
studies to measure the brain’s response to the deviant
tones. These covert measures were then used to deter-
mine whether the neural responses evoked by the
deviant tones were inf luenced by variations in the
attentional demands of the primary tracking task.
The unique combination of functional magnetic reso-
nance imaging (fMRI) and ERP measures allowed us to
resolve both the spatial and the temporal characteristics
of change-specific neural responses and their modula-
tion by task demands and attention. Through the use of
fMRI methods, we sought to determine what brain re-
gions were differentially activated by the task-irrelevant
deviant tones compared to the standard tones. Prior elec-
tromagnetic field modeling studies have suggested that
the MMN component originates in the left and right
supratemporal auditory cortices (Escera, Alho, Schroger,
& Winkler, 2000; Alho, 1995; Giard, Lavikainen, et al.,
1995; Alho, Huotilainen, et al., 1993; Näätänen, 1992), with
additional sources in frontal regions (Muller, Juptner,
Jentzen, & Muller, 2002; Rinne, Alho, Ilmoniemi, Virtanen,
& Näätänen, 2000; Alain, Woods, & Knight, 1998; Alho,
Woods, Algazi, Knight, & Näätänen, 1994; Giard, Perrin,
Pernier, & Bouchet, 1990) also contributing to the sur-
face field potential. However, fMRI studies alone would
not establish how early these brain activations oc-
curred or, indeed, whether the observed hemodynamic
changes were related to the MMN. For this reason, we
conducted a parallel study with ERP measures. We pre-
dicted that for the ERP study, smaller MMN components
would be elicited by the deviant tones during the high-
difficulty tracking task as compared to the low-difficulty
tracking task, reflecting modulation of this component
by the attentional demands of the primary task. For the
fMRI results, again we predicted that brain activations
evoked by deviant tones during the high-difficulty track-




The results of the preliminary behavioral study con-
firmed that the second-order visuomotor tracking task
was more difficult than the first-order visuomotor track-
ing task. A repeated-measures ANOVA was performed on
the tracking error of the cursor position during the two
visual tracking tasks to examine the effects of task
difficulty upon tracking performance and t test was used
for reaction time measures. The average tracking error
was computed for a 3-sec time window preceding each
deviant tone, and for a 3-sec time window following
each deviant tone in each tracking difficulty. Using
second-order dynamics for the joystick controller re-
sulted in significantly greater tracking error of the
cursor position [F(1,10) = 170.305, p < .0001] and
longer reaction times for detecting deviant tones as
compared to the first-order control dynamics [t(10) =
2.24, p < .05, two-tailed]. Henceforth, we will refer to
the second-order tracking condition as high difficulty,
and to the first-order tracking condition as low difficulty.
The influence of the deviant tone occurrences on
tracking performance was assessed in two fMRI studies
and an ERP study separately, where all tones were task
irrelevant. As with the behavioral study, there was a
significant main effect of control dynamics upon tracking
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error of the cursor position, with second-order dynam-
ics resulting in a larger tracking error than first order
in all three studies [F(1,18) = 438.041, p < .0001 (fMRI
Study I); F(1,14) = 224.301, p < .0001 (fMRI Study II);
F(1,12) = 113.125, p < .0001 (ERP study)]. However,
there was no significant difference in the tracking error
distance measured before or after the onset of a devi-
ant tone, indicating that the pitch change did not in-
terfere with subjects’ performance on the tracking tasks.
There were no interaction effects.
Imaging Results
The task-irrelevant pitch changes evoked activation in
temporal regions within and near the superior temporal
gyrus (STG), and in the prefrontal cortex. Figures 1A
and B illustrate the extent of activation evoked by pitch
changes occurring during low- (red hues) and high- (blue
hues) difficulty tracking in fMRI Study I. Qualitative
differences in the extent of activation are visually appar-
ent with fewer voxels meeting the criteria for signifi-
cance during high-difficulty tracking. The random-effects
analysis results depicted in Figures 1C and D revealed
clusters of activation in the inferior frontal gyrus (IFG)
and STG, respectively, for which the hemodynamic re-
sponses evoked by irrelevant pitch changes were sig-
nificantly attenuated during high-difficulty tracking as
compared to low-difficulty tracking. In both of these
figures, an activation mask consisting of voxels reaching
significance [t(18) = 2.5; p < .012] for either difficulty
condition (i.e., all red and all blue voxels) was created
and applied to the difference random-effects maps for
display purposes to illustrate the differential activation
clusters (see Methods). Analysis of the time course with-
in these clusters in the STG further illustrates the larger
amplitude of the activation during the low-difficulty
tracking condition relative to the high-difficulty tracking
condition (Figure 1D).
Analysis of the extent of pitch-deviant tone-dependent
activation within the subregions of the STG (Figure 2A)
revealed significantly reduced activation in specific loci
along the STG for both fMRI Study I (Figure 2B) and
fMRI Study II (Figure 2C). This supplemental analysis
was thus consistent with the random-effects analysis
Figure 1. Regions exhibiting
significant activity in response
to pitch-deviant unattended
tones during the high-difficulty
and low-difficulty tracking
tasks in fMRI Study I. (A)
Activation maps indicating
areas of activation in the STG
region (red = low-difficulty
tracking task; blue = high-
difficulty tracking task); (B)
Cross-sectional axial view
depicting foci of activity in the
temporal cortex and smaller
area of activation in the
prefrontal cortex (t  2.5);
(C) and (D) depict clusters of
voxels from the random-effects
analysis contrasting the two
tracking difficulty conditions
(pink = low-difficulty tracking
task > high-difficulty tracking
task). The time course plots
ref lect the average BOLD
signal change during the two
tracking tasks within the
depicted random-effects
clusters (red lines = BOLD
response to unattended
deviant tone during the low-
difficulty tracking tasks; blue
lines = BOLD response to
unattended deviant tone
during the high-difficulty
tracking tasks). The time
courses of the average BOLD
signal change within the STG
clusters ref lect the larger
response during the
low-difficulty tracking task.
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reported in Figures 1C and D. In contrast to these
findings, the amplitude of activation within the Heschl’s
gyrus (HG) anatomical region of interest (ROI) to pitch-
deviant tones during the low- and high-difficulty tracking
tasks did not significantly differ.
In order to ensure that the small variations in experi-
mental parameters between fMRI Study I and Study II
did not significantly alter the effects of visual tracking
complexity on the detection of unattended auditory
deviant tones, we conducted a mixed-factor ANOVA on
the percent activated voxels in the STG regions to ex-
plore interactions between study (fMRI Experiment 1 vs.
Experiment 2) and task (low-difficulty vs. high-difficulty
tracking) conditions. The results indicated that there
was overall more activation to deviant tones in Study I
than during Study II (main effect of study, p < .015) and
less activation during the high-difficulty tracking condi-
tion in both studies (main effect of tracking, p< .01).
However, there was no significant interaction between
study and tracking ( p > .20). Thus, for both fMRI stud-
ies, the deviant tones elicited greater activation during
the low-difficulty visuomotor tracking task as compared
to the high-difficulty tracking task.
ERP Results
To evaluate the influence of tracking task difficulty on
auditory-evoked brain responses (including MMN), we
recorded ERPs evoked by standard and deviant tones. As
typical in ERP studies, the MMN was identified in the
difference waveform that resulted from subtracting the
ERP evoked by the monotonous standard tones from
the ERP evoked by the deviant tones. The topographic
map at 180 msec shown in Figure 3A confirms the
fronto-central distribution typical for the MMN. As these
maps have the same scale, the color difference between
the maps obtained during high- and low-difficulty track-
ing represents the diminished amplitude of MMN during
high-difficulty tracking. Repeated-measures ANOVA
comparing task (low-difficulty tracking vs. high difficulty
tracking) and electrode (F3, Fz, F4) on the MMN mean
amplitude showed a significant main effect of task
[F(1,12) = 4.803, p = .05] and no laterality nor interac-
tion effects. Paired comparisons revealed that the mean
amplitudes of the MMN component to deviant tones
were significantly smaller during the high-difficulty track-
ing task at the Fz, F3, and F4 electrode locations [t(12) =
2.16, p = .026; t(12) = 2.35, p = .018; t(12) = 2.01,
p = .033, respectively, one-tailed]. The amplitude
change in MMN at the Fz electrode site can be clearly
seen in Figure 3B. The latency-to-peak MMN amplitude
at Fz did not differ significantly between the two diffi-
culty levels [t(12) = 0.857.35, p = .408, two-tailed].
DISCUSSION
The goal of the current study was to examine the
attentional modulation of neural activity elicited by
task-irrelevant pitch-deviant tones using event-related
Figure 2. (A) Delineation of
the subregions of the STG and
the percentage of activated
voxels within each subregion
during fMRI Study I (B) and
fMRI Study II (C) (red =
activation to pitch-deviant
tones during the low-difficulty
tracking task; blue = activation
to pitch-deviant tones during
the high-difficulty tracking
task). (*) indicates p < .05, (.)
indicates trend ( p < .06).

































































































































Downloaded from http://www.mitpressjournals.org/doi/pdf/10.1162/089892905775008698 by guest on 18 August 2021
fMRI and ERPs. In agreement with previous imaging
studies (Mathiak, Hertrich, Lutzenberger, & Ackermann,
2002; Opitz, Rinne, Mecklinger, von Cramon, & Schroger,
2002; Opitz, Mecklinger, Friederici, & von Cramon, 1999;
Opitz, Mecklinger, Von Cramon, & Kruggel, 1999), un-
attended deviant tones reliably activated both the
frontal and temporal auditory cortex. fMRI results also
revealed that the deviant tones elicited significantly
smaller and more restricted activation in temporal
and frontal regions during the more demanding high-
difficulty tracking task relative to the low-difficulty track-
ing task. Electrophysiological results further supported
this finding, in that the auditory MMN was reduced in
amplitude during the more difficult visuomotor track-
ing task. Thus, converging evidence from functional
neuroimaging and electrophysiology indicate that the
attentional demands of a visuomotor task limits the
neural processing afforded to task-irrelevant auditory-
deviant tones.
Our ERP result differs from prior studies of MMN that
reported no influence of visual task demands upon
MMN amplitude (Harmony et al., 2000; Dittmann-Balcar
et al., 1999). These prior studies did not use tasks that
made continuous demands upon visual attention, and
thus the subject may have been able to shift attention
between auditory and visual modalities. Our analysis of
subject’s tracking behavior before and after each audi-
tory deviant suggests that an attention-shifting strat-
egy was not used by our subjects here. We measured
no change in moment-to-moment tracking error as a
consequence of the occurrence of an auditory deviant.
The fMRI results reported in this study reveal that
unattended pitch-deviant tones elicit hemodynamic ac-
tivity in extensive regions of the STG. This finding is
consistent with previous electroencephalographic and
magnetoencephalographic source modeling studies of
MMN, which have indicated that the auditory MMN
component elicited by pitch-deviant tones may be gen-
erated in the supratemporal auditory cortex, within and
adjacent to the primary auditory cortex (Kropotov et al.,
1995; Näätänen & Alho, 1995). The modulation of these
fMRI activations by the attentional demands of the track-
ing tasks was restricted to a less extensive subregion of
the STG (Figures 1C and D). Thus, the attentional
demands of the primary task, reflected in the difficulty
or error rate of the visuomotor tracking task, attenuated
the change-specific responsiveness of the superior tem-
poral cortex. The attentional modulation effect was not
found within the HG, which is located on the STG and
plays a crucial role in auditory perception. These find-
ings are consistent with a recent study reporting the
absence of attentional modulation in the HG (Petkov
et al., 2004).
Attentional resource limitations imposed by visuomo-
tor tracking also reduced the activation evoked by
auditory deviants in the frontal cortex. Investigators
studying the MMN have hypothesized that the frontal
sources contributing to the MMN reflect a signal to
trigger a shift of attention towards the initially unattend-
ed stimuli (Rinne et al., 2000; Alho, 1995). In the inferior
frontal regions, the extent of activation to the deviant
tones was reduced significantly in the right hemisphere
during the high-difficulty tracking task (Figure 2C) as
reflected by the random-effects analysis. Attenuation of
the frontal hemodynamic response evoked by the devi-
ant tones during the more demanding visual tracking
task relative to the low-difficulty visual tracking task
suggests that increasing attentional engagement in
task-relevant stimuli can reduce the processing of
change-specific stimuli in an unattended channel and
attentional orienting responses associated with frontal
cortical regions.
Recent electrophysiological and magnetoencephalo-
graphic recording studies have suggested that change-
specific activity in the superior temporal cortex is an
objective measure of central auditory processing and can
be registered in the absence of attention, with no task
requirements (Näätänen et al., 2004; Näätänen, 2003). As
such, those studies have proposed that the MMN com-
ponent of ERPs can be used as a tool for quantifying
Figure 3. Scalp voltage distribution and amplitude of the MMN
(deviant minus standard) component of ERPs. (A) Isovoltage maps
show MMN scalp distribution peaking at 180 msec during the two
visual tracking tasks. (B) Grand-average difference waves (MMN) (n =
13 subjects) recorded at the fronto-central electrode (Fz) during the
two tracking difficulty levels (red line = MMN amplitude during low-
difficulty tracking task; blue line = MMN amplitude during high-
difficulty tracking task). The data were referenced against the chin
electrode (HEOG = grand-average horizontal EOG tracing for low- and
high-difficulty tracking conditions; VEOG = grand-average vertical
EOG tracings for low- and high-difficulty tracking conditions).
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auditory discrimination and sensory memory in nu-
merous clinical populations and very young children.
Indeed, the MMN component has been recorded
in sleeping newborn babies (Alho, Sainio, Sajaniemi,
Reinikainen, & Näätänen, 1990). Thus, the MMN has
been proposed as an early screening tool for neuro-
developmental disorders accompanied by deficits in the
perception of speech sounds (Leppèanen & Lyytinen,
1997). The MMN has also been recently used to explore
phonological and auditory processing deficits in dyslexic
adolescents (Baldeweg, Richardson, Watkins, Foale, &
Gruzelier, 1999; Schulte-Kèorne, Deimel, Bartling, &
Remschmidt, 1998). Deficits in auditory change-specific
measures have also been reported in schizophrenia
(Umbricht et al., 2000; Shelley et al., 1991), and have
been interpreted as reflecting central auditory cortex
pathology associated with NMDA-receptor dysfunction
( Javitt, Shelley, Silipo, & Lieberman, 2000).
Our findings suggest that the MMN should be applied
cautiously as an objective clinical measure in that these
neural responses can be significantly attenuated as a
function of primary task difficulty. Our fMRI findings
further demonstrate that both frontal and temporal
cortical responses to deviant tones are attenuated dur-
ing demanding continuous performance tasks. As the
pathophysiology of many neuropsychiatric and neuro-
developmental disorders include significant frontal cor-
tical involvement, it is imperative to examine whether
any deficit in the auditory change-specific neural pro-
cesses occur independently of changes in the primary
task demands and attributes that may rely upon frontal
cortical circuits. Designing experimental paradigms that
manipulate the demands and attributes of the primary
task would confer experimenters and clinicians the
ability to better interpret the source of recorded MMN
components or change-specific neural activity deficits.
Conclusion
In summary, the present results are compatible with
prevailing cognitive theory and provide new insight into
the evolution of activation in temporal and frontal
cortical areas that are specific to involuntary attention
to task-irrelevant auditory stimuli. The results of this
study demonstrate that when the demands of a primary
task are increased—the portion of capacity used by that
process rises—there is a corresponding decrease in
neural and hemodynamic activity to task-irrelevant sen-
sory changes in both sensory and association cortices.
This study reveals that neural activity in fronto-temporal,
higher-order processing regions are modulated by at-
tention, and thus, suggest that these regions subserve
the selection of task-relevant stimuli and the filtering out
of task-irrelevant potentially interfering stimuli. In con-
trast, the primary auditory cortex (HG) was insensitive
to our attentional manipulation, hence, may enable
faithful monitoring of sensory information and its reli-
able transfer to higher-order processing regions. A mod-
el where attention modulates the neural responses
elicited by unattended auditory-deviant tones would
predict that stimulus salience or altered global atten-
tional capacity associated with clinical states may affect
the amplitude and extent of the change-specific neural
responses to unattended auditory stimuli.
METHODS
Subjects
In this article, we report the results of a behavioral
experiment, two fMRI experiments, and an ERP experi-
ment. Each of these experiments was conducted sepa-
rately with different groups of subjects. Each experiment
was approved by the Duke University Institutional Re-
view Board and all subjects provided informed consent.
All subjects reported normal hearing and (corrected-to)
normal visual acuity, and none reported serious neu-
rological or psychiatric problems. All subjects were
right-handed and handedness was confirmed by the
Edinburgh Handedness Questionnaire (Oldfield, 1971).
Data from 11 of 12 subjects (age range 18–23 years,
mean age = 19 years; 6 women) were included in the
behavioral analyses. One subject was excluded because
of a technical problem. Data from 19 of 25 subjects (age
range 19–32 years, mean age = 22 years; 10 women)
were included in fMRI Study I analyses. Data from 14 of
15 subjects (age range 19–33 years, mean age = 23 years;
9 women) were included in fMRI Study II analyses.
Six subjects in fMRI Study I and one subject in fMRI
Study II were excluded due to head motion of greater
than one voxel size. Data from 13 of 17 subjects (age
range 19–28 years, mean age = 22 years; 8 women) were
included in the ERP analyses. Four subjects were dis-
carded due to excessive eye movement artifacts or
technical problems.
Experimental Task
We implemented a continuous visuomotor tracking task
in which subjects operated an isometric joystick to
center a small cursor on a visual display. The cursor’s
position was perturbed by a two-dimensional forcing
function that consisted of band-limited noise with brief
large deviations or steps superimposed. Following prior
studies by Wickens et al. (1983), we created two diffi-
culty levels by altering the dynamics of the joystick. First-
order (velocity) dynamics were used for the lower level
of difficulty. Second-order (acceleration) dynamics were
used for the higher level of difficulty. Tracking error was
quantified as the Euclidian distance between the cursor’s
position and the small fixation cross at the center of
the display. Tracking error was continuously sampled at
10 Hz and stored for off-line analysis. This permitted an
analysis of short-term changes in tracking performance
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that may have been related to the presentation of
auditory tones.
Auditory tone pips were presented concurrently with
visuomotor tracking. The auditory tones were delivered
at a constant rate of one tone per 1500 msec. The
duration of each tone was 200 msec (with 10 msec
rise/fall times) and was presented at 85 dB SPL through
headphones. In fMRI Study I and the ERP study, two
tone frequencies were used. The standard tones were
600 Hz and occurred on ~92% of trials. The deviant
tones were 780 Hz and occurred on ~8% of trials with
an interval randomized between 12 and 21 sec separat-
ing successive deviants. In fMRI Study II, three tone
frequencies were used. The standard tones were 600 Hz
and occurred on 89% of trials. The deviant ones were
514 and 700 Hz (50% each) and occurred on 11% of
trials, with an interval randomized between 9 and 15 sec
separating successive deviants.
Subjects in the preliminary behavioral study were
required to depress a button on the joystick whenever
they detected a deviant tone. This manipulation was
used to validate that visuomotor tracking difficulty
influenced reaction time to the deviants. In both the
fMRI and ERP experiments, the tones were always task-
irrelevant and subjects were instructed to ignore them.
In both fMRI experiments, subjects performed three
runs of low-difficulty tracking and three runs of high-
difficulty tracking. During fMRI Study II, both deviant
tones were randomly presented during each run. Track-
ing task difficulty order was randomized across runs.
During fMRI Study II, activations from the two pitch-
deviant tones were combined as a deviant stimulus
type and analyzed with the same procedure as fMRI
Study I (see Image Analysis). Each of the six runs lasted
~5.25 min, during which time 210 auditory tones were
presented. Prior to scanning, a practice run of ~75 sec
was conducted to familiarize the subjects with the task.
In the ERP experiment, subjects performed eight runs
of low-difficulty tracking and eight runs of high-difficulty
tracking in random order. Each run lasted ~3.4 min
during which time 135 auditory stimuli were presented.
Image Acquisition
Scanning was performed on a GE 4T LX Nvi MRI scanner
with 41 mT/m gradients (General Electric, Milwaukee,
WI) and a birdcage RF head coil. The anterior com-
missure (AC) and posterior commissure (PC) were iden-
tified in a sagittal T1-weighted localizer series, and all
subsequent series were acquired in a near-axial plane
parallel to the AC and PC. A 3-D IR-prepped SPGR se-
ries (repetition time [TR] = 12.3 msec; echo time [TE] =
5.3 msec; field of view [FOV] = 24 cm; image matrix =
256  256; slice thickness = 1.9 mm, in-plane resolu-
tion = 0.9375 mm2; inversion time T1 =300 msec)
consisting of 68 slices were used for normalization and
co-registration with functional images.
Gradient-echo images (TR = 1500 msec; TE = 31 msec;
FOV = 24 cm; image matrix = 642; flip angle = 608; slice
thickness = 3.8 mm; in-plane resolution = 3.75 mm2) sen-
sitive to blood oxygen level dependent (BOLD) contrast
were acquired using a spiral imaging k-space trajectory.
Thirty-four slices were acquired per volume providing
whole-brain coverage at near-isotropic resolution. Each
imaging run began with four discarded RF excitations to
allow for steady-state equilibrium. A semiautomated
high-order shimming program was used before func-
tional image acquisition.
Participants viewed the visuomotor tracking display
through LCD goggles while tones were presented
through MRI-compatible headphones (Resonance Tech-
nology, Northridge, CA).
Image Analysis
Head motion was detected by center of mass measure-
ments. The data of seven subjects were discarded be-
cause these subjects had greater than a 1.5-mm
deviation in the center of mass in any plane. The
Statistical Parametric Mapping (SPM99) analysis software
(The Welcome Department of Cognitive Neurology,
London) was used to correct for timing differences
due to slice acquisition order, for normalization to a
standard stereotaxic space (Montreal Neurological Insti-
tute brain template), and for smoothing (8 mm FWHM)
prior to voxel-based analysis. Additional analyses were
conducted using custom software. Short time series of
image volumes time-locked to the onset of the deviant
tone were extracted from the continuous time series and
averaged in separate bins for low- and high-difficulty
tracking conditions. Epochs with image time points that
showed intensity shifts that varied by 3 standard devia-
tions above or below the mean were excluded from the
epoch averaging. This procedure eliminated a maximum
of 5 epochs for each bin condition for each subject. The
remaining bin-averaged epochs consisted of a total of
12 image volumes that included four baseline volumes
(4.5 to 0 sec) prior to the deviant tone onset and 10
image volumes (0 to 12 sec) after deviant onset. The
voxel-by-voxel means of the four baseline volumes were
subtracted from each volume, and so the poststimulus
portions of the epochs represented MRI signal deviation
evoked by the deviant tone. The mean baseline volume
was retained so that these deviations could be easily
converted to percent signal changes.
The average time course of activity evoked at each
voxel for each tracking difficulty condition and for each
subject was correlated with an empirical hemodynamic
reference waveform to identify those voxels activated by
the deviant tones. Random-effects analyses were per-
formed on these voxels to identify regions where activity
for each task condition exceeded baseline activity at
t = 2.5 significance level. Figures 1A and B represent
the average t-statistics produced by this analysis.
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To further identify regions that were differentially
activated by the pitch-deviant tones during the two
tracking difficulty conditions, a time-series volume was
computed for each voxel for each subject at each time
point in the epoch representing differential signal
change between the two conditions.
A random-effects analysis was performed on the
t-statistics generated for each subject at each voxel. This
analysis was restricted to the 3–7.5 sec portion of the
poststimulus epoch to capture the peak of the hemo-
dynamic response. Although this voxel-based random-
effects analysis comparing the influence of task difficulty
was conducted on all voxels, only voxels within the
masked region (i.e., voxels significantly activated by
individual task conditions at t = 2.5 as described above)
depicting the differential activation between tracking
conditions at a significance level of t = 2 were displayed
in Figures 1C and D. The hemodynamic responses shown
in Figure 1 represent the percent signal change within
the activation from the STG as shown in Figure 1D.
Finally, an anatomical ROI analysis was performed on
the STG and HG. This supplementary analysis compen-
sated for possible misregistration errors in the voxel-
based analyses performed on normalized images. Based
upon the extent literature (Opitz, Rinne, et al., 2002;
Opitz, Mecklinger, Friederici, et al., 1999; Giard, Perrin,
et al., 1990), these ROIs were traced manually by iden-
tifying the anatomical boundaries of the left and right
STG and using IRIS/SNAP software (Ho, Bullit, & Gerig,
2002), guided by human brain atlases (Duvernoy, 1999)
and the LONI guidelines (Laboratory of Neuro Imaging
Resources, Sulcal Guidelines). We subsequently divided
the STG volume into subregions extending from 16 mm
anterior to 35.5 mm posterior to the AC in 3.5 mm
sections, representing functional voxel size as depicted
by Figure 2A. ROIs were further restricted to voxels
within each of these anatomical regions that were found
to be significantly active at a level of t = 2. At greater
t-value thresholds, the difference between the tracking
conditions increased, hence, we selected this threshold
to obtain a conservative estimate of the overall task
differences in these regions. Statistical analyses were
performed to compare the extent of activation within
each of these subregions for fMRI Study I (Figure 2B)
and fMRI Study II (Figure 2C). Finally, to examine task-
dependent modulation of pitch-deviant tone activation
in the primary auditory cortex specifically, we manually
traced the anatomical boundaries of the HG again
according to LONI guidelines and compared the extent
and amplitude of the HDR in this region under the two
tracking difficulty levels.
ERP Recording and Analysis
The EEG was recorded from an array of 31 tin elec-
trodes attached to fabric caps (Electro-Cap International,
Eaton, OH). The array included the locations of the
10–20 system, and include two electrodes placed at the
outer canthi and below of the right eye to record the
electrooculogram (EOG). Electrode impedances were
kept below 5 k. All sites were referenced to the chin
electrode. The EEG was amplified with a gain of 20,000
through a band pass of 0.01–100 Hz, digitized at 250 Hz
per channel, and stored for off-line analysis.
Epochs of 700 msec length (including 100 msec pre-
stimulus baseline) were extracted from the continuous
EEG recordings and then averaged into separate bins for
each subject, electrode, tracking difficulty condition, and
stimulus type (standard or deviant). Epochs contami-
nated with EOG artifacts were detected by an automated
algorithm and excluded from the bin averaging proce-
dure. The resulting averaged ERPs were low-pass filtered
(15 Hz). The mean voltage of the 100 msec prestimulus
period served as a baseline for amplitude measurement.
Difference waveforms were created at each electrode
site representing the difference between the ERPs
evoked by the standard and deviant tones. Such differ-
ence waveforms have been used in many prior studies to
isolate the broad negative ERP component referred to as
the MMN. Color-coded isovoltage maps were created to
visualize the distribution of MMN across the scalp array
so that our recordings could be compared to the typical
distribution obtained for MMN. Because the MMN is
typically maximal at fronto-central electrode locations
(Näätänen & Winkler, 1999), we selected the F3, Fz, and
F4 electrode sites for statistical analysis. The MMN peak
latencies were measured from the most negative peak
occurring at the 120–250 msec poststimulus period. The
MMN amplitudes were calculated as a mean voltage at
the 40-msec period centered at the peak latency in the
averaged data for each subject.
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