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ABSTRACT. Starting from sufficient conditions for regularity of weak solutions 
to quasilinear parabolic systems, uecessary conditions for loss of regularity are 
formulated. It is shown numerically that in some situations loss of regularity 
("blow up") really happens accordingly to these conditions. 
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1. PREFACE 
This paper is devoted to the problem of nonregularity of solutions to quasilinear 
parabolic systems. For one second order parabolic equation the "blow up" of so-
lutions was considered in many papers and a lot of very important results were 
obtained. There is no need to give in this short paper a survey of these results. The 
only thing we would like to mention is that almost all of these results are based 
mainly on some variant of the maximum principle for one second order parabolic 
equation. For general parabolic systems this method can not be applied. 
Therefore we choose the following way: the sufficient conditions, which one of the 
authors [5] had received for the regularity of weak solutions we apply to get neces-
sary conditions for the loss of regularity. Since it was proved that these regularity 
conditions are sharp or unavoidable we shall see numerically that in some cases the 
necessary conditions become sufficient. 
We show numerically that loss of regularity really happens for solutions of the 
so-called chemotaxis system. It is clear that the necessary conditions can not be 
sufficient for all systems. The last situation takes place, for example, for the solu-
tions of the two-dimensional semiconductor system where under natural conditions 
the weak solutions are regular for all times. 
2. NECESSARY CRITERION FOR ·LOSS OF REGULARITY 
At first we shall remind the results concerning the regularity of weak solutions for 
quasilinear parabolic systems. 
Consider a quasilinear parabolic system 
m 
Btu - L Diai(x, t, Du)= 0 (2.1) 
i=O 
inside a cylinder Q = (0, T) x n, t E (0, T)) and x E n, where D, C Rn is a 
bounded m-dimensional domain with a sufficiently smooth boundary an and T 
is an arbitrary positive number. Here u(x, t) = {u<1)(x, t), ... , u(N)(x, t)} is an 
unknown N-dimensional vector-function, defined on Q. The so-called coefficients 
ai(x,t,p) = {aP\x,t;p), ... ,a~N)(x,t;p)} 
are also N-dimensional vector-functions depending on ( x, t) E Q and 
p j = ( p) 1), . . . , p )N)) ( i, j = 0, 1, . . . , m) . 
The expression Du = (D0u, D1u, ... , Dmu) denotes an ordered system of un-
known functions u = D0u and its first derivatives Dku = Uk with respect to Xk 
(k=l, ... ,m). 
We suppose that the following conditions are satisfied: 
I. All the coefficients satisfy the Caratheodory conditions, i.e. they are measur-
able with ~espect to ( x, t) E Q and continuously differentiable with respect 
top. 
II. There exists such a big number q( m) > 1 that the relations 
1.) Vu E Lq {[o, T); WJ1Y(n)} => Vai E Lq(Q) 
1 
2.) Vu E Lq { [O, T); wJ2)(n)} =} L( u) E Lq( Q) 
hold. 
III. Denote 
_ ·{ 8a~k)} 
A- (l) 
Bpi (i,j=0,1, ... ,m; k,l=l, ... ,N) 
(2.2) 
and let A+ and A- be correspondingly the symmetric and skew-symmetric 
parts of A. Let {Ai} be the spectrum of A+ and { ai} the spectrum of the 
symmetric matrix 
(2.3) 
Suppose that 
inf .:\· = .:\ > 0 
i,x,t,p i ' 
sup Ai = A < +oo 
i,x,t,p 
(2.4) 
and 
sup O'i = a < +oo. 
i,x,t,p 
(2.5) 
Denote 
{ 
CT £ > >.(A->.) 
u+>.2 or O' - 2 
K = (A->.)2+4u f < >.(A->.) 
A+>.)2 or O' - 2 • 
(2.6) 
Theorem 2 .1. Let the conditions I., II., III. be satisfied and the inequalities 
i::J < C(l + IPll (i,k = 1, ... ,m) (2.7) 
take place. 
If the inequalities 
K2r;(1+:~n[1+(m-2)(m-1)]<1, m~3} (2.S) 
2K2 < 1 m = 2 
hold then any weak solution of the system {2.1) u E 1 2 {[o, T), wJ1)(n)} will 
satisfy the Holder condition both int and x with some small positive exponents in 
Q. 
The condition (2. 7) is a very restrictive one. Without this condition we have the 
following. 
Theorem 2.2. Let the assumption I., II., III. be fulfilled, 2-m < a~ 0 form > 2 
and a = 0 for m = 2. If the inequality 
-a+m-2J a(m-2) K 1- < 1 
a+m-2 m-1 
(2.9) 
2 
takes place then for any weak solution u E L2 {[o, T), wJ1)(f2)} the estimate 
sup j lul2 Ix - xolo: dxl + sup j 1Dul2 Ix - xolo: dxdt < +oo. (2.10) 
:z:oEO O t=T :z:oEO O 
is true. 
Therefore a necessary condition for the loss of the Holder continuity for the weak 
solution of (2.1) under the assumptions of the Theorem 2.1 will be the following 
K2 ~(1+:~n[1+(m-2)(m-1)]~1, m~3} 
2K2 ~ 1 m = 2 . 
(2.11) 
A necessary condition for the unboundedness of the expression 
E[u] = sup j lul2 Ix - xolo: dx + sup j 1Dul2 Ix - xolo: dxdt (2.12) 
:z:oEO O t=T :z:oEO O 
under the assumption of (2.9) the Theorem 2.2 will be the following 
K-o:tm-2 . ;1 _ o:(m-2) > l m ~ 3 } o:±m-2 V m-1 -
K 2 =1 m = 2 
Remark. From (2.6) always follows that K ~ 1. 
3. COUPLED SYSTEMS 
In this paragraph we shall consider systems of the type 
81u(k) - [~ D;alk)(x, t, Du)+ i~o ktl b7,f·1 D; [u(h) D;u<1J]] = 0, 
h bhk l w ere i,j ' are constants. 
(2.13) 
(3.1) 
First we apply the criterium (2.13). Suppose that there exists a weak solution 
U( t, x) of the system (3.1) for which the expression E[U] (2.12) is finite for the 
cylinder Q0 ( 'T/) = ( 0, T0 - 'T/) x n, where 'T/ is an arbitrary sufficiently small positive 
number. If we'll have that 
lim E[U] = oo, 
77-+0 
(3.2) 
then T0 will be the blow up time for the fixed solution U( t, x ). It is clear that for 
this T0 the necessary criterium (2.13) should take place. From the other side if we 
substitute U( t, x) in the part of the last term of the left-hand side of (3.1) we get 
8,u(k) - [ ~ D;a~k)(x, t, Du)+ i~o k~t b7,f·1 D; [u(h) D;u<1l]] = 0. (3.3) 
It is clear, that if 
sup IU(t,x)I < E, 
Q 
3 
(3.4) 
where E is a sufficiently small number then all conditions of the criterium (2.9) for 
the system (3.3) are satisfied. So, to find a T0 , for which (3.2) takes place we have 
to construct the matrix A (2.2) for the system (3.3) and to apply (2:13). T0 will be 
found from the growth rate of the left-hand side of (3.4). 
The same consideration can be applied for the criterium (2.11). But in this case the 
module of Holder continuity for u( t, x) should tend to infinity. In this case for the 
system (3.3) it should be taken in account that the coefficients (3.3) should satisfy 
the condition (2. 7). It means that U( t, x) should be differentiable with respect to x. 
Therefore if the solution U( t, x) is loosing the differentiability at some point ( t0 , x0 ) 
the value to gives also the first value of t, at which the loss of regularity happens. 
4. THE SYSTEM OF CHEMOTAXIS AND SEMICONDUCTOR TYPE 
As a special realization of (2.1) we consider the system 
Btu= !1u - V · (u\lv), 
b8tV = af1v - {3v + /U in !1, 
u(O, ·) = uo > 0, v(O, ·)=Vo~ 0, 
v · Vu = v · Vv = 0 on an. 
Here a, {3 and 6 are positive constants, v is the outward normal to n. 
( 4.1) 
With/ > 0, the system (4.1) was introduced in [4] for modelling the dynamics 
of a population (concentration u) moving in n and driven by the gradient of a 
chemotactic agens (concentration v) produced by the population itself. 
If I < 0, the system ( 4.1) can be interpreted as a special variant of a semiconductor 
model for the drift of electrons (concentration u) under the electric field given by 
the antigradient of the electrostatic potenti?-1 v [6]. 
The beha~iour of solutions to ( 4.1) depends strongly on the sign of the paramter /. 
In the semiconductor case (t < 0) ( 4.1) has a unique global solution for arbitrary 
smooth u0 > 0 [2]. Moreover, this solution decays exponentially in time to the 
unique equilibrium state 
* - * ,_ 
u = u0 , v = 13uo, ( 4.2) 
where 
The situation turns out to be more complicated if I > 0. It is clear (see for example 
[5]) that for small /fio there exists a smooth solution. However it can be expected 
that for sufficiently large f'ilo the solutions may explode in finite time. A hint for 
this situation was given in [3]. 
We want to illustrate the blow up situation by some numerical evidence. Our main 
aim is to check the criterium (2.13) empirically. 
In order to calculate K 2 from (2.6) we have to specify the matrix (2.2). Since we are 
interested in necessary conditions for loss of regularity, we,can consider a simplified 
4 
matrix, yielding upper resp. lower bounds for A resp. A and a. Thus, omitting 
i, j = 0 in (2.2), we find 
A= (-t ~ ~ ~) ,U = U(t) = llU(t,·)lloo 
0 -U 0 a 
and 
>. = ~(a+ 1+ e), A= ~(a+ 1 - e), e = J(a - 1) + U2, O" = ~ G + e). 
For numerical solving the system ( 4.1) in the chemotaxis case ( r > 0) we used a 
modified version of the well-tried code ToSCA (1] which was originally designed 
to solve van Roosbroeck's semiconductor equations (r < 0) in two-dimensional 
domains n with the help of the finite elements method. 
During our numerical calculations we fixed the data as follows: 
m = 2, n = (O,a) x (O,a), a= 7r; 
a= 1, (3 = 0.1, 5 = 1, r = 1; 
Vo= 0. 
( 4.3) 
We take 
or 
( 4.5) 
From the homogeneous Neumann boundary conditions follows that the solutions 
of (4.1), re~lizing the initial values (4.4) resp. (4.5), satisfy 
u(t) = uo = u*, µ = (Uo = 1.0557 
resp. 
u(t) = uo, µ = 1.1557. 
Our numerical results can be summarized as follows: 
(i) the solution of the problem ( 4.1 ), with the parameters ( 4.3), ( 4.4) exists 
globally and satisfies the following relation 
lim llu(t) - u*ll 2 -7 0, t-+oo 
where 11·112 denotes the norm in L2(f2); 
(ii) the solution of the problem ( 4.1 ), with the parameters ( 4.3), ( 4.5) blows up 
in finite time T0 so that 
lim llu(t) - u*ll2 -7 oo. t-+To 
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These statements are illustrated by some pictures. Fig. 1 shows K 2(t)(t = T) and 
llu(t) - u*ll 2 corresponding to the initial value (4.4) (µ = mu= 1.0557). Fig. 2 
shows the same quantities for ( 4.5) (µ = mu= 1.1557). Fig. 3 shows the solution 
u = u(t,·) to (4.1), (4.3), (4.5) at different times ti. · 
K**2(t), rnu=l.10557 L2-Norrn u(t)-u*, rnu=l.0557 
0.20 
0.16 
0.12 
0.08 
0.04 
10.00 30.00 50.00 70.00 90.0():10 3 10.00 30.00 50.00 70.00 90.Ml0
3 
~ K**2(t) 1 mu-1.10557 L2-Norm u(t)-u*, mu=l.0557 
Fig. 1 
K**2(t), rnu=l.1557 L2-Norrn u(t)-u*, rnu=l.1557 
1.02 4.50 
0.98 3.50 
0.94 2.50 
0.90 1.50 
0.86 0.50 
40.00 120.00 200.00 280.00 360.M0 1 40.00 120.00 200.00 280.00 360.i:Ya.0
1 
--+-- K**2(t), mu=l.1557 L2-Norm u(t)-u*, mu=l-.1557 
Fig. 2 
6 
u(t, .) , t=O, mu=l.1557 u(t, .), t=2.4045E+3, mu=l.1557 
:.20 1.52 
Ll8 1.36 
1.16 1.20 
t.14 1.04 
o.u 
2. BC 0.40 2.80 
u(t,.), t=2.4900E+3, mu=l.1557 
18.00 
14.00 
10.00 
6.00 
2.00 
2.80 
u(t, .), t=2.4915E+3, mu=l.1557 u(t, ~), t=2.4920E+3, mu=l.1557 
36.00 
180.00 
28.00 140.00 
20.00 100.00 
12.00 60.00 
4.00 20.00 
0.40 2.80 0.40 2.80 
Fig. 3 
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Remark. We also considered the case 8 = 0 and found no qualitative differences 
compared with 8 = 1. Only the blow up time T0 turns out to be smaller. 
5. THE STATIONARY PROBLEM 
The Figures 1 and 2 indicate the relevance of criterium (2.11) for the global be-
haviour of solutions to parabolic systems like ( 4.1 ). However, in fact (2.11) is an a 
posteriori criterium, since U = llu( t) 11
00 
enters the matrix A and hence the quan-
tity K 2 • Of course, it would be desirable to have an a priori criterium involving u 0 
instead of u( t, · ). 
A first step in this direction was taken [3], where the authors proved the existence 
of a positive number c* with the property, that radially symmetric positive initial 
values u 0 with [Uo > c* can be constructed such that the solution u to (4.1) 
explodes in finite time, provided 8 =: o, m = 2, n = disk. 
Our numerical experiments confirm these analytical results and suggest that the 
first positive eigenvalue µ* of the problem 
-atlh + /3h = µh inn, h = 0, 
v . '\1 h = 0 on an (5.1) 
is a candidate to be a lower bound for c*. Unfortunately, we have no rigorous prove 
for this conjecture. To make it plausible we start from the stationary problem in 
its usual form 
'\1 · ( '\1 u - u '\1 v) = 0, u = uo, 
-aflv + f3v = [U in n, 
v ·Vu= v · '\lv:::: 0 on an. 
Since we are looking for positive solutions u, we can take 
u = ev-w. 
From the first equation in ( 5.2) we find 
V · ( e11-w'\lw) = 0, j ev-w dn = uo 1n1 
and consequently 
w = const, e-w j e11 dn = uo 1n1 . 
Hence the second equation in (5.2) yields 
ev 
-atlv + f3v = [Uo 1n1 f evdn inn 
v . '\1 v = 0 on an. 
Evidently, v = v* = ~u0 is a solution to (5.3). 
To find a possibly bifurcation solution v besides this trivial one we set 
v = v* + h, h = 0. 
(5.2) 
(5.3) 
Inserting v into (5.3) and linearizing with respect to h, we get just the eigenvalue 
problem (5.1) withµ= [U0 • 
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Remark. Clearly, it holds 
''(uo ~ 0 < µ*, if 1' < 0. 
This corresponds to the global attractivity of the equilibrium in the semiconductor 
case [2]. 
By the way, it is easy to see, that (5.2) has only the equilibrium solution v* = ~u0 , 
if 1' < 0. 
Indeed, let v be a solution of (5.3). Then, testing (5.3) with the negative part 
z = ( v - v*)- and using Jensen's inequality, we find 
0 = j [al~zl 2 + /3 (v - ~·~~~~) z] dn 
> (3 j (v - v.*lfllev*) zdfl 
- f e11 dD. 
~ (3 J z 2dD. 
and thus v ~ v*. Because of v = v* this implies 
* v = v. 
Remark. It would be interesting to know more about solutions of (5.3) m the 
chemotaxis case 1' > 0. 
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