We extend the Larson-Sweedler theorem for weak Hopf algebras by proving that a finite dimensional weak bialgebra is a weak Hopf algebra iff it possesses a non-degenerate left integral. We establish the autonomous monoidal category of the modules of a weak Hopf algebra A and show the semisimplicity of the unit and the invertible modules of A. We also reveal the connection of these modules to left/right grouplike elements in the dual weak Hopf algebraÂ.
Introduction
Weak Hopf algebras have been proposed recently [1, 2, 12] as a generalization of Hopf algebras by weakening the compatibility conditions between the algebra and coalgebra structures of Hopf algebras.
Similarly to weak quasi Hopf algebras [8] and rational Hopf algebras [13, 6] the comultiplication is allowed to be non-unital, ∆(1) ≡ 1
(1) ⊗ 1 (2) = 1 ⊗ 1, but in contrast the comultiplication is coassociative. In exchange for coassociativity the multiplicativity of the counit is replaced by a weaker condition: ε(ab) = ε(a1 (1) )ε(1 (2) b), implying that the unit representation is not necessarily one-dimensional and irreducible. Similarly to weak quasi and rational Hopf algebras they can posses non-integral (quantum) dimensions even in the finite dimensional and semisimple cases, which is necessary if we would like to recover them as global symmetries of low-dimensional quantum field theories. In situations where only the representation category matters these two concepts are equivalent. Nevertheless, finite dimensional weak Hopf algebras (WHA) obey the mathematical beauty that, similarly to finite dimensional Hopf algebras, they give rise to a self-dual notion: the dual space of a WHA can be canonically endowed with a WHA structure. For a recent review, see [9] .
Here we continue the study [2] of the structural properties of finite dimensional weak Hopf algebras over a field k. The main results of this paper are:
1. The generalization of the Larson-Sweedler theorem [7] to WHAs claiming that a finite dimensional weak bialgebra is a weak Hopf algebra if and only if it possess a non-degenerate left integral.
The characterization of inequivalent invertible modules of WHAs through left/right
grouplike elements in the dual WHA and the proof of the semisimplicity of invertible modules, which include the unit module serving as a monoidal unit in the monoidal category of left (right) modules. The organization is the paper is as follows. In Section 1 we review the axioms and the main properties of weak bialgebras (WBA) and weak Hopf algebras. Here and throughout the paper they are considered to be finite dimensional. Section 2 is devoted to the autonomous monoidal category of modules of a WHA and to properties of the unit module including semisimplicity. In Section 3 we prove a structure theorem for multiple weak Hopf modules and establish the semisimplicity of the modules spanned by integrals of a WHA. Section 4 contains the generalization of the Larson-Sweedler theorem to the weak Hopf case. Finally, in Section 5 we reveal the connection between invertible modules of a WHA A and left/right grouplike elements in the dual WHAÂ and prove that invertible modules are semisimple.
Preliminaries
Here we give a quick survey of weak bialgebras and weak Hopf algebras [2] . We restrict ourselves to their main properties, however, some useful identities we use later on are also given.
The axioms
A weak bialgebra (A; u, µ; ε, ∆) is defined by the properties i-iii): i) A is a finite dimensional associative algebra over a field k with multiplication µ: A ⊗ A → A and unit u: k → A, which are k-linear maps. ii) A is a coalgebra over k with comultiplication ∆: A → A ⊗ A and counit ε: A → k, which are k-linear maps. iii) The algebra and coalgebra structures obey the compatibility conditions ∆(ab) = ∆(a)∆(b), a, b ∈ A (1.1a)
ε(ab (1) )ε(b (2) c) = ε(abc) = ε(ab (2) )ε(b (1) c), a, b, c ∈ A (1.1b)
where (and later on) ab ≡ µ(a, b), 1 := u(1) and we used Sweedler notation [11] for iterated coproducts omitting summation indices and a summation symbol. A weak Hopf algebra (A; u, µ; ε, ∆; S) is a WBA together with property iv): iv) There exists a k-linear map S: A → A, called the antipode, satisfying a
(1) S(a (2) ) = ε(1 (1) a)1 (2) , (1.2a) S(a (1) )a (2) = 1 (1) ε(a1 (2) ), a ∈ A.
(1.2b) S(a (1) )a (2) S(a (3) ) = S(a), (1.2c)
WBAs and WHAs are self-dual notions, the dual spaceÂ := Hom k (A, k) of a WBA (WHA) equipped with structure mapsû,μ,ε,∆, (Ŝ) defined by transposing the structure maps of A by means of the canonical pairing , :Â × A → k gives rise to a WBA (WHA).
Properties of WBAs
Let A be a WBA. The images
Π L (a) := ε(a1 (1) )1 (2) , Π R (a) := 1 (1) ε(a1 (2) ), 
Hence, A L and A R are left and right coideals, respectively, and the trivial subalgebra A T := A L ∨ A R ⊂ A generated by A L and A R is a subWBA of A.
The maps κ L : A L →Â R and κ R : A R →Â L given by Sweedler arrows
are algebra isomorphisms with inversesκ R andκ L , respectively. Moreover, for and due to (1.1c) they obey the identities
(1) ⊗ 1 (2) . a ∈ A.
(1.8)
Defining Z L/R := A L/R ∩Center A and Z := A L ∩A R the restrictions of κ L/R to Z L/R and Z lead to the algebra isomorphisms Z L/R →Ẑ and Z →Ẑ R/L , respectively. Hence the hypercenter H := Z ∩ Center A = Z L ∩ Z = Z R ∩ Z of A is isomorphic to the hypercenter H ofÂ via the restriction of κ L or κ R to H.
The space of left/right integrals I L/R in A is defined by
(1.9)
Properties of WHAs
Let A be a WHA. The antipode S, similarly to the case of Hopf algebras, turns out to be invertible, antimultiplicative, anticomultiplicative and leaves the counit invariant: ε = ε • S. The projections to left and right subalgebras can be expressed as
The restriction of the antipode to A L leads to algebra antiisomorphism S:
The left and right subalgebras become separable k-algebras with separating idempotents [9] 
T is a separating idempotent for A T , thus the trivial subalgebra is a separable k-algebra, too. The separating idempotent q L/R serves as a quasibasis [14] for the counit: 13) thus the counit is a non-degenerate functional on A L/R . Due to the identities (1.5),(1.7) and (1.11-12) the corresponding Nakayama automorphisms
(1.14)
can be given as
that is θ L (θ R ) is the restriction of the square of the (inverse of the) antipode to A L (A R ). Since any separable algebra admits a non-degenerate (reduced) trace [4] the counit, being a non-degenerate functional on A L/R , can be given by the help of the corresponding trace as
L/R invertible. Therefore the Nakayama automorphisms θ L/R are given by ad t L/R and S 2 is inner on A L/R , hence, on A T , too. In a WHA a left integral l ∈ I L and a right integral r ∈ I R obey the identities
where {b i } ⊂ A and {β i } ⊂Â are dual k-bases with respect to the canonical pairing. They obey the properties
therefore the restrictions of the canonical pairing toÎ L/R × I L/R (four possibilities) are non-degenerate.
Properties of the unit modules
In this Chapter A denotes a WHA over a field k.
where (and later on)
We note that these modules need not be one-dimensional as in the case of Hopf algebras, they are not even irreducible in general. Nevertheless, they play the role of the unit object in the monoidal category of finite dimensional left (right) A-modules. Here we deal with only the category of left A-modules, the case of right A-modules can be treated similarly.
Proposition 2.2
The category L consisting of finite dimensional left A-modules of a WHA A as objects and left A-module maps as arrows can be endowed with an autonomous 
and the left A-module structure on M × N is given by
where (and later on) we have suppressed possible or necessary summation for tensor product elements in product modules. The product on the arrows
by the restriction of the tensor product of the linear maps T 1 and T 2 to M 1 ×M 2 . One can easily check that
The given monoidal product is associative due to the associativity of the coproduct and property (1.1c) of the unit, hence the components 
are left A-module maps and the identities
} are natural equivalences satisfying the triangle identity.
An autonomous category [15] contains both left and right conjugation functors by
where , is the k-valued canonical bilinear paring on the cartesian product ofM and M . Dual bases with respect to this pairing will be denoted by {m i } i ⊂M and
Due to the definition (2.6) of the left A-module ↼ − M we have
where (and later on) we omit summation symbol for the sum of tensor product of dual basis elements. The arrow family of left evaluation and coevaluation maps E
They are left A-module maps
due to the identities (1.8) and (2.7a) and they satisfy the left rigidity identities [15] 
one arrives at the antimonoidal contravariant left conjugation functor
Similarly, the right conjugate
with the left A-module structure
The arrow family of right evaluation and coevaluation maps E
Similarly to the previous case one proves that they are left A-module maps satisfying the right rigidity identities [15] 
Hence, defining the right conjugated arrow
one arrives at the antimonoidal contravariant right conjugation functor
In the following we establish the essential properties of the unit module. Proof. First we decompose the WHA A T into a direct sum of subWHAs. The intersection Z := A L ∩A R is in the center of the separable algebra A T , because the unital subalgebras A L and A R of A T commute with each other. The WHA identity (1.11) implies z = S(z) for all z ∈ Z. Hence, Z is a unital, pointwise S-invariant subalgebra of the k-algebra Center A T and one can write A T as an amalgamated tensor product algebra 
α is simple as a coalgebra. For notational simplicity we omit the α index. Since Z is also a unital subalgebra of the center of A L , that is A L can be considered as an algebra over the field Z, there exists a product k-basis {e µi } µ,i ≡ {v µ e 1i } µ,i of A L , where {v µ } µ is a k-basis of Z with v 1 = 1. The identity (1.13) shows that the counit is a non-degenerate functional on A L due to the separability identity (1.12). Hence, there exists a dual k-basis {f µi } µ,i of A L with respect to the counit: ε(e µi f νj ) = δ µν δ ij . The dual basis also has a product structure: {f µi } µ,i ≡ {w µ f 1i } µ,i , because z → ε(ze 1i f 1i ) defines a nonzero (hence nondegenerate) k-linear map E: Z → k for any i. The set {w µ } µ ⊂ Z is nothing else that the dual basis of {v µ } µ with respect to E and w µ =
is the inverse of the symmetric matrix b having matrix elements
, which is also a quasibasis [14] of the counit as a nondegenerate functional on A L , can be given in terms of the dual bases and
Choosing the basis {ϕ 
Theorem 2.4 The unit left
where {z [11] , whereĈ 0 is the coradical of the dual weak Hopf algebraÂ, the previous Lemma leads to the containment
⊥ , hence using (1.7) the canonical pairing gives rise to
Therefore the radical of A is in the annihilator ideal of the left module
Hence, 
. Together with complete reducibility of the unit module A A L this leads to the irreducibility of the direct summands A A L p . Remark 2.5 Similarly one can prove that the unit right A-module A R A given in Def. 2.1 is a direct sum of irreducible submodules
where {z
The product of primitive idempotents in Z L and Z R gives rise to a decomposition of the unit
1 Of course, certain products are identically zero due to the amalgamation with the hypercenter
we refer to (p, q) as an admissible pair. Hence, the non-zero summands are labelled by admissible pairs in the decomposition of the unit, which induces a direct sum decomposition of every A-module
The next Lemma shows that the irreducible submodules of the unit module A A L obey a kind of minimality condition in the corresponding class of left A-modules.
, because S 2 is inner on A L/R and the idempotents are central.
ii) The restriction of A to the subalgebras A
Proof. Using property (1.12) of the separating idempotent of A L and the decomposition of the unit into primitive idempotens in Z L one obtains
Therefore, for any two left A-modules M, N within a certain class we have
In the proof of Lemma 2.3 we have seen that the separating idempotent of A L has the expression S(1
q , respectively, then we are ready, because a nonzero linear subspace is at least one dimensional and |A
) | a ∈ A} should also be contained in the annihilator ideal of A M (p,q) . But this contradicts to the assumption that A M (p,q) is a nonzero module in the (p, q) class. Using the irreducibility of the right A-module A 
Hopf modules in weak Hopf algebras
Besides A-modules we need the notion of weak Hopf modules of a WBA A [2] . First, a left (right) A-comodule is a pair
They incorporate only the coalgebra properties of A. In the following we will use the notations
Lower and upper A-indices will indicate A-modules and A-comodules, respectively. The weak Hopf modules
A M A of a WBA A are A-modules and A-comodules simultaneously together with a compatibility condition restricting the comodule map to be an A-module map, e.g.
(3.2) As a consequence of these identities WHMs obey a kind of non-degeneracy property
A multiple weak Hopf modules if they are pairwise WHMs of the WBA A in the possible A-indices and if the different module or comodule maps commute, e.g.
The invariants and coinvariants of left/right A-modules and left/right A-comodules, respectively, are defined to be 
and the invariants (coinvariants) with respect to A become coinvariants (invariants) with respect toÂ. In case when A is not only a WBA, but also a WHA one can say more about the invariants and coinvariants of (multiple) WHMs:
i) The coinvariants and the invariants of a WHM of A can be equivalently characterized as
ii) The following maps define projections from WHMs onto their coinvariants and invariants, respectively Proof. i) The characterization (3.7a) of coinvariants and the form (3.8a) of the projections onto them have been already proved in [2] . Concerning the invariants of M A A first we note that the set given in (3.7b) is contained in the set of invariants defined in (3.5) since
for all a ∈ A. Using the third identity in (1.8) the opposite containment is as follows
10) The cases of the other three WHMs can be proved similarly.
ii) The image of the map P A is in I(M A A ) due to the defining property (1.9) of the right integrals in A. Applying P A to an invariant m ∈ I(M A A ) and using their characterization (3.7b) and the non-degeneracy property (3.3)
follows, that is P A is a projection onto the invariants of M A A . The cases of projections onto the invariants of the other three WHMs can be proved similarly.
iii) We have to show that the maps
provide a left and a right A-module structure (
where we used the identities (3.3) and (1.11) and the property (3.7a) of the coinvariants. The proof of the case (C(
is similar. Extending the result of [2] concerning the structure of a WHM the structure of a multiple WHM is given by the following (A, µ, ∆) .
where {b i } ⊂ A and {β i } ⊂Â are dual bases with respect to the canonical pairing, therefore
whereÎ L is the space of left integrals in the WHAÂ.
due to the fact that
R , which follows from the identities (3.14) and (1.12). One can easily check that the maps
provide C(M )×A with a multiple WHM-structure. The k-linear maps U :
are inverses of each other [2] 
ii) The WHM structureÂ
A has been shown in [2] . The map µ L defined in (3.15a) is clearly a left A-module map onÂ that commutes with the given right A-module map µ R . The right comodule map δ R is also a left A-module map, because
21) where we used the identities (1.6) and (1.10-11). Hence, the maps (3.15) providesÂ with a multiple WHM structure, and the statement (3.16) follows from the previously proved structure of a general multiple weak Hopf module. By dualizing the right A-coaction to leftÂ-action as in (3.6) the right coinvariants C(Â A ) become the left invariants of the left regular moduleÂÂ, which is the space of left integralsÎ L inÂ. and the structure theorem of weak Hopf modules implies that the latter is isomorphic to a direct summand of the free right A-moduleÎ L ⊗ A A . Projectivity ofÂ A implies the injectivity of its k-dual, that is of A A. Hence, A is a quasi-Frobenius algebra [3] , which has been already established in [2] . 
where {z R p } p is the complete set of primitive idempotents in
Proof. Since the right integrals I R form a left ideal in A and A A is injective it follows [3] that every φ ∈ Hom ( A I R , A A) can be extended toφ ∈ Hom ( A A, A A). But every such elementφ is given by a right multiplication of an element a ∈ A, hence any φ is given by the restriction of a right multiplication to I R :
This establish that Hom ( A I R , A A) ≃ A R as a k-linear space. The identical right module structure,
For the other duality relation one first notices that elements f ∈ Hom (A R A , A A ) can be characterized by left multiplication with the image f (1) ∈ A,
which should be a right integral, f (1) ∈ I R , because the module homomorphism property requires
The common left A-module strucure is immediate since it is given by left multiplication on the image f (1) ∈ I R in both cases. Since in quasi-Frobenius algebras the A-duals of irreducible right A-modules are irreducible left A-modules the direct sum decomposition (3.22a) into irreducible submodules is induced by the corresponding decomposition (2.25) of A 
and the restriction of the canonical pairing to these integrals is non-degenerate. Hence, AÎ L is also semisimple and the decomposition (3.22b) follows because z R p is a central projection in A and I
Existence of non-degenerate left integrals in weak Hopf algebras
Here we prove the generalization of the Larson-Sweedler [7] theorem for weak Hopf algebras.
Theorem 4.1 A finite dimensional weak bialgebra A over a field k is a weak Hopf algebra iff there exists a non-degenerate left integral in A.
Proof. Sufficiency. A left integral l ∈ A obeys the defining property al = Π L (a)l, a ∈ A. Non-degeneracy means that the maps
are bijections. This implies that there exist λ, ρ
Let us define the k-linear maps S: A → A andŜ:Â →Â by
They are transposed to each other with respect to the canonical pairing andŜ(ρ) = λ. Now we prove that λ (ρ) is a nondegenerate left (right) integral inÂ obeying l ⇀ λ =1 = l ⇀ ρ. Since R l and L l are bijections the identities
imply that λ (ρ) is a left (right) integral inÂ. Using the properties l ↼ ρ = 1 = λ ⇀ l
which imply that l ⇀ ρ =1 = l ⇀ λ since l ⇀ ρ, l ⇀ λ ∈Â L and both of theÂ
The proved properties of λ, ρ ∈Â allow us to construct the inverse of the mapŜ:
Indeed, for all ψ ∈Â one obtains Since the right integral ρ ∈Â is nondegenerate there exists r ∈ A such that ρ ↼ r =1. In a similar way as before one proves that r is a right integral obeying r ↼ ρ = 1:
hence r ↼ ρ = 1 follows since r ↼ ρ ∈ A R and the A R −Â R pairing is nondegenerate. But then S = L r •R ρ also holds (therefore r is nondegenerate), because
Now, the three defining properties (1.2a-c) of the antipode fulfill for the map 
with a single generator λ 0 ∈Î L we are ready, because using the multiple WHM isomorphism V :Î L × A →Â given in (3.19) and the presence of the separating idempotent inÎ
implies the non-degeneracy of the left integral λ 0 in the weak Hopf algebraÂ. To prove this assertion it is enough to show that there exists a permutation σ of primitive central idempotents {e 
where {e
is the division algebra corresponding to the Wedderburn component e
. But due to Lemma 2.6 i) we have the following inequality for the k-dimensions
which can be fulfilled only if n σ(i) = n i due to the Cauchy-Schwartz inequality, which leads to the opposite estimate. However, in the case n σ(i) = n i the left
becomes a free left A R/L -module with a single generator by restricting the A-action to these subalgebras.
In order to show
to the non-degeneracy of the restriction of the canonical pairing to these integrals. The subalgebra End 
where the left Amodule structure of the right invariants is inherited from that of the corresponding multiple WHM. In our case
Indeed, the latter equality can be seen by using the form (3.8b) of the projection P A to right invariants of the WHM I L × A A A . To prove the former equality we note thatÂ 14) while the opposite containment follows from
using the identities (1.7) and (1.11). The restricted isomorphism U :
Here {λ a } a ⊂Î L and {r a } a ⊂ I R are dual bases with respect to the restriction of the canonical pairing and in the last equality of (4.16) we used the property (1.18) of the projectionL defined in (1.17) onto left integrals inÂ. Therefore Hence, using the property m kj =m jk (4.18) implies that the integer valued multiplicity matrixm is orthogonal, i.e. it is a permutation matrix.
Corollary 4.2 A weak Hopf algebra A is a Frobenius algebra since a non-degenerate left integral in the dual weak Hopf algebraÂ provides a non-degenerate associative bilinear form on A.
Grouplike elements and invertible modules
Here we describe (left/right) grouplike elements in a WHA A and their role in the representation category of the dual WHAÂ.
The set of grouplike elements G(H) in a Hopf algebra H can be defined to be [11] G(H) := {g ∈ H|∆(g) = g ⊗g, ε(g) = 0}. The grouplike elements are linearly independent, they obey the property S(g)g = 1 and they form a group. The generalization of this notion to a weak Hopf algebra A
given in [2] seems to be too restrictive, hence we introduce slightly softened generalizations as well:
Definition 5.1 The set of right/left grouplike elements G R/L (A) in a weak Hopf algebra
A is defined to be
where A R/L * denote the set of invertible elements in A R/L . The set of grouplike elements in A is defined to be the intersection
Using the form (1.3), (1.10) of the maps Π R/L and the identities (1.8) the defining properties for g ∈ G R/L (A) lead to 2b) hence elements of G R/L (A) are themselves invertible. Using (5.1-2) it is easy to show that
, and the definition of grouplike elements G(A) above is equivalent to that of given in [2] . We note that the set G(A) in G R (A) can also be given by the subset of elements satisfying Π L (g) = 1 or by the subset of pointwise invariant elements with respect to S 2 . For verification of the latter claim we note that if
and (5.1a) one obtains
In order to reveal the meaning of (left/right) grouplike elements in the representation category of the dual weak Hopf algebraÂ we give the following
where E ∈ Obj L is the monoidal unit of the category and ≃ denotes equivalence of objects in L. 
complete set of primitive idempotents and τ M is a permutation on them.
Proof: i) First we show that the left A-module M is invertible iff
as left A-modules. Clearly, if (5.3) holds then using the natural equivalences X L and X R given in (2.3)
is invertible, therefore it is given by the action of an invertible element z
In case of symmetric or braided monoidal categories invertibility is defined by the condition E ≃ M ×M [5] .
also holds because of the identity
(5.6) Therefore using the right and left evaluation maps defined in (2.8) and (2.14)
due to the left and right rigidity identities (2.10) and (2.15), respectively, and due to (5.5a-b). Now we prove that (5.3) fulfills iff M becomes a free left A L -and A R -module with a single generator by restricting the left A-action to these subalgebras. Let V :
the invertible arrows required by (5.3). Realizing End k M by
M ⊗M one proves similarly to (4.12-13) that End
as k-algebras. Therefore, as a left A T -module M is a direct sum of simple A T -submodules
are complete set of primitive central idempotents and σ M is a permutation of them by an argument similar to that of around (4.18) . Then by repeating the argument given around (4.10-11) one proves that M is a free left A L -and A R -module with a single generator.
Conversely, let A M become a free left A L -and A R -module with a single generator m ∈ M by resricting the A-action to these subalgebras. The elementsm l andm r of the k-dualM of M defined by
The third equality follows from the invariance of the counit with respect to the antipode: ε = ε • S, while the second is the consequence of the identities (1.14-15) claiming that
(5.14)
Now we prove that the left and right coevaluation maps (2.8) and (2.14) are invertible, that is (5.3) holds. Using that 1
( 
L are left A-module maps due to the properties (2.7a) and (2.13a) of the dual bases and their explicit form are as follows:
The case of invertible right A-modules is analogous. ii) From the A L/R -freeness of M and from (5.10) we can deduce that
The opposite containment is trivial. Hence, the indecomposability of the direct summands z
Inequivalence of the different direct summands z i) The element g ∈ A is (right/left) grouplike iff g is an element of an invertible submoduleÂF ofÂA and g obeys the normalization conditions ( 
iv) Every invertible leftÂ-module is semisimple and isomorphic to a principal submodule
F g ⊂ÂA with g ∈ G R (A) (g ∈ G L (A
)). The inequivalent invertible leftÂ-modules can be characterized by the elements of the (finite) factor group
Clearly, F g is a submodule ofÂA that contains g satisfying the required normalization conditions. According to Lemma 5.3 i) invertibility of F g follows if F g becomes a free leftÂ L -andÂ R -module with the single generator g by restricting the leftÂ-action to the corresponding subalgebras. If g ∈ G R (A) then the identities (1.6-7), (1.11) and (5.1-2a) lead to the relations
, because g is invertible and the mapsκ L in (1.5) and the antipode S are bijections. Therefore F g is a free leftÂ R -andÂ L -module with a single generator g for any g ∈ G R (A), i.e. F g is invertible for any g ∈ G R (A). The case of g ∈ G L (A), hence the case g ∈ G(A), too, can be proved similarly if one writes the first coproduct form for g ∈ G L (A) as
Conversely, letÂF be an invertible submodule ofÂA. Then F is a right coideal in A and a free leftÂ L -andÂ R -module with a single generator f ∈ F by restricting the leftÂ-action to these subalgebras. Thus one can define two projections Φ L f :Â →Â L and
for ϕ ∈Â. They are leftÂ L -andÂ R -module maps, respectively, and definingf l andf r in the k-dualF of F as in (5.12) by
(5.23) Therefore using the identities (1.7-8)
for all ϕ ∈Â, which imply
Applying the counit ε to the first tensor factor we obtain
for some ϕ R ∈Â R due to theÂ R -freeness of F and (1.6). Therefore
L (g) = gS(g) due to (5.25). However, (1 =)Π R (g) = S(g)(g ↼ĝ r ) also holds due to (5.25), therefore S(g), hence g and Π L (g) = gS(g) are invertible, i.e. g ↼ĝ r = Π L (g) −1 g due to (5.26). The substitution of these results into (5.25) leads to the coproduct property (5.1a) of a right grouplike element g in A. The cases g ∈ G L (A), G(A) can be proved similarly.
ii) First we note that for g, h ∈ G R (A) (G L (A), G(A)) the invertible leftÂ-modules F gh and F g × F h are equivalent, because the maps
are leftÂ-module maps, which are inverses of each other. Since the unit element 1 of A is grouplike and since the invertible leftÂ-module F 1 is equivalent to the left unitÂ-modulê
⊂Â is in the annihilator ideal of both of the leftÂ-modules F 1 and F g , because F 1 , F g ⊂ A T and A T is a subcoalgebra of A. Therefore F 1 and F g are also left modules with respect to the factor algebraÂ/(A T ) ⊥ and the equivalence of the modules F 1 and F g with respect to this factor algebra ensures their equivalence asÂ-modules. The factor algebraÂ/(A T ) ⊥ is isomorphic to the dual WHA A T of A T as an algebra, which is isomorphic to a direct sum of simple matrix algebras, A T ≃ ⊕ α M n α (Z α ), due to Lemma 2.3, where the Z α s are separable field extensions of the ground field k determined by the ideal decomposition
Hence, F 1 and F g are equivalent A T -modules if the multiplicities corresponding to the Wedderburn components of A T in their direct sum decompositions are equal. In order to prove this, first we note that the primitive idempotents {z α } α ⊂ Z are central in A T , hence they are in the hypercenter H of A T and they are related to the primitive central idempotents {ê α } α of A T aŝ
due to (1.6) and remarks after eq. (1.8). Hence,ê α ⇀ g = (ê α ⇀ 1)g = z α g and F 1 and F g are faithful left A T -modules, because 1 and g are invertible. Therefore the multiplicity corresponding to a Wedderburn component of A T is at least one in both of the modules F 1 and F g . Then the identity
for k-dimensions coming from theÂ R -freeness of invertibleÂ-modules and from the algebra structure of A T ensures that these multiplicities are equal to one, that is F 1 and
) be such that there exists a U : F 1 → F g equivalence between the invertible leftÂ-modules F 1 and F g . Using that U is anÂ-module map we have
Since g is invertible g L and g R are invertible. Using property (5.2) one obtains
T (A) is also proven. SinceÂ ⇀ g ↼Â = gA T = A T g for g ∈ G R (A) (G L (A), G(A)) due to (5.1) it follows that gA
iii) Let f be anÂ L/R -generator of the invertible submodule F f ⊂ÂA. If there is no such element g in F f that obeys Π R (g) = 1 let us define g := f ↼f l ∈ A withf l given in (5.22). The maps
commute with the left Sweedler action, i.e. they are leftÂ-module maps, and they are inverses of each other due to (5.26), which property has been already indicated in (5.31a-b). Therefore F g and F f are equivalent submodules ofÂA, that is F g is also invertible. Since Π R (g) ≡ Π R (f ↼f l ) = 1 due to (5.22) and due to the non-degeneracy of the A R −Â R pairing g is a right grouplike element due to i). The proof is similar for left grouplike elements, one has to define g := f ↼f r withf r given in ( 
i.e. gS(g) = gt L g −1 t
−1
L due to non-degeneracy of the counit on A L . Therefore for all g ∈ G R (A) we have
The element t L implements the Nakayama automorphism θ ε = S 2 of ε on A L , θ ε = Ad t L , hence t := t L S(t −1 L ) ∈ A T implements S 2 on A T and due to (5.34) on the subcoalgebras gA T of A, g ∈ G R (A) as well. t is a grouplike element in the trivial subalgebra, t ∈ G T (A), because t ∈ G T R (A) by Prop. 5.4 ii) and S 2 (t) = t also holds. Hence, if for a given g ∈ G R (A) there exists 
For the second statement of the proposition first we note that the inclusion gG T (A) ⊂ gG Let the WHA A over the rational field Q be given as follows. Let A L be a full matrix algebra M n (Q( √ 2)), where Q( √ 2) denotes the field extension of Q by √ 2. Let the counit as a non-degenerate index 1 functional on the separable algebra A L be given by the help of the reduced trace and by t L ∈ A L * satisfying tr (t −1 L ) = 1. Let A T be the WHA of the form
given in the Appendix of [2] . Now let A as an algebra over Q be given by the crossed product A := A T > ⊳ Z 2 , where Z 2 = {e, g} is the cyclic group of order two and the action of the non-trivial element g ∈ Z 2 on A L (A R ) is the outer automorphism that changes the sign of the central element
. Now it is a straightforward calculation that one extends the WHA structure of A T to A := A T > ⊳ Z 2 by definingε (g n x) := ǫ(x), 
