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Abstract—Cross-modal retrieval has become a highlighted
research topic for retrieval across multimedia data such as image
and text. A two-stage learning framework is widely adopted by
most existing methods based on Deep Neural Network (DNN):
The first learning stage is to generate separate representation
for each modality, and the second learning stage is to get
the cross-modal common representation. However, the existing
methods have three limitations: (1) In the first learning stage, they
only model intra-modality correlation, but ignore inter-modality
correlation with rich complementary context. (2) In the second
learning stage, they only adopt shallow networks with single-loss
regularization, but ignore the intrinsic relevance of intra-modality
and inter-modality correlation. (3) Only original instances are
considered while the complementary fine-grained clues provided
by their patches are ignored. For addressing the above problems,
this paper proposes a cross-modal correlation learning (CCL)
approach with multi-grained fusion by hierarchical network, and
the contributions are as follows: (1) In the first learning stage,
CCL exploits multi-level association with joint optimization to
preserve the complementary context from intra-modality and
inter-modality correlation simultaneously. (2) In the second learn-
ing stage, a multi-task learning strategy is designed to adaptively
balance the intra-modality semantic category constraints and
inter-modality pairwise similarity constraints. (3) CCL adopts
multi-grained modeling, which fuses the coarse-grained instances
and fine-grained patches to make cross-modal correlation more
precise. Comparing with 13 state-of-the-art methods on 6 widely-
used cross-modal datasets, the experimental results show our
CCL approach achieves the best performance.
Index Terms—Cross-modal retrieval, fine-grained correlation,
joint optimization, multi-task learning.
I. INTRODUCTION
With rapid development of computer science and technol-
ogy, multimedia data including image, video, text and audio,
has been emerging on the Internet and reshaping people’s
life. Consequently, multimedia retrieval has been an essential
technique with wide applications, such as search engine and
multimedia data management. The traditional retrieval meth-
ods mainly focus on single-modal scenario [1], [2], which
provides retrieval results of the same single modality with
query, such as image retrieval and text retrieval. Furthermore,
some methods attempt to address the retrieval problem where
multimedia data exists as tight combination [3], [4]. But the
major limitation of these methods is that the retrieval results
must share the same modality combination with user’s queries,
e.g. retrieving image/text pairs with the query of an image/text
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The yellow canary (Crithagra 
flaviventris) is a small 
passerine bird in the finch 
family. It is a resident breeder 
in much of the western and 
central regions of southern 
Africa and has been 
introduced to Ascension and 
St Helena islands.
The yellow canary is typically 
13 cm in length. The adult 
male colour ranges from 
almost uniform yellow in the 
northwest of its range to 
streaked, olive backed birds in 
the southeast. The underparts, 
rump and tail sides are yellow. 
The female has grey-brown 
upperparts, black wings with 
yellow flight feathers, 
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The first dreadnoughts tended 
to have a very light secondary 
armament intended to protect 
them from torpedo boats.
''Dreadnought'' herself carried 
12-pounder guns; each of her
twenty-two 12-pounders could
fire at least 15 rounds a
minute at any torpedo boat
making an attack.Breyer...
At 06:15 on May 8, from a 
position  southeast of Rossel 
Island (), Hara launched seven 
torpedo bombers to search the 
area bearing 140 to 230 
degrees south and out to  from 
the Japanese carriers.  
Assisting in the search were 
three Kawanishi Type 97s
from Tulagi and four Type 1
bombers from Rabaul.  At 
07:00...
The first dreadnoughts 
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At 06:15 on May 8, from 
a position  southeast of 
Rossel Island (), Hara 
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from the Japanese 
carriers....
On 5 August 1915, Wark enlisted 
in the Australian Imperial Force, 
and was posted as a lieutenant to 
C Company of the newly raised 
30th Battalion. He proceeded to 
the Sydney suburb of  Liverpool, 
where he attended an infantry 
school before training at the 
Royal Military College, 
Duntroon. On 9 November, the 
30th Battalion embarked for 
Egypt aboard the troopship 
HMAT A72 ''Beltana''. Upon 
arrival in December, the battalion 
was tasked with the defence of 
the Suez Canal where, on 20 
February 1916, Wark was 
promoted to captain….
Text Query
Cross-modal Data Image Retrieval Results
Text Retrieval Results
Image Query
Fig. 1. An example of cross-modal retrieval with image and text, which can
present retrieval results with different modalities.
pair. They cannot directly measure the similarity between
different modalities, which restricts the retrieval flexibility.
Cross-modal retrieval is a relatively new retrieval paradigm,
which can perform retrieval across multimedia data. For ex-
ample, if someone is interested in canary, he can submit one
image query, and then get relevant multimedia information, in-
cluding text descriptions, image samples, video introductions,
audio clips and so on. Figure 1 is an example of cross-modal
retrieval with image and text. Compared with single-modal
retrieval, cross-modal retrieval can provide more flexible and
useful retrieval experience to show rich multimedia search
results. The key problem of cross-modal retrieval is that
the distribution and representation of different modalities are
inconsistent, and such “heterogeneity gap” makes it hard to
measure the cross-modal similarity.
For bridging “heterogeneity gap”, most existing methods
are proposed to learn a common space for different modalities.
These methods like [5], [6], [7] aim to project the features from
single-modal space into cross-modal common space and get
common representation for similarity measure. The common
representation is usually generated following principles such as
maximizing cross-modal pairwise correlation [5], maximizing
classification accuracy in the common space [8], etc. Accord-
ing to the different adopted models, existing methods can be
divided into two major ways. The first is to learn linear pro-
jections in traditional frameworks, like Canonical Correlation
Analysis (CCA) [5] and graph-based methods [8]. However,
their performance is limited by the traditional framework,
which cannot capture the complex cross-modal correlation
with high non-linearity. As indicated in [9], although some
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Fig. 2. The schematic diagram to show the difference between the proposed
CCL approach and our previous conference paper [11].
kernel based methods have the ability of learning non-linear
representation, the learned representation is limited due to
the fixed kernel. With the great progress by deep learning
in single-modal scenario such as image classification, there
arises the second way for common representation learning,
which takes DNN as the basic model. These methods take the
advantage of DNN’s strong ability of non-linear modeling for
analyzing complex cross-modal correlation [10], [11], [12],
which avoid the aforementioned problems of nonparametric
models in traditional methods to learn more flexible non-linear
representation.
DNN-based methods for common representation learning
can be mainly divided into two stages: The first learning stage
is to generate separate representation for each modality, and
the second learning stage is to learn common representation by
exploiting cross-modal correlation. However, in the first learn-
ing stage, these methods only model intra-modality correlation
to obtain separate representation [13], but ignore the intrinsic
correlation within inter-modality. In the second learning stage,
existing methods learn common representation with single-
loss regularization [10], which ignore the intrinsic relevance of
intra-modality and inter-modality correlation. Besides, existing
methods [10], [11] only extract separate representation from
the original instances, but ignore the rich complementary fine-
grained clues provided by their patches. The great progress of
fine-grained image classification [14] shows the effectiveness
of modeling fine-grained patches that contain discriminative
local parts in single-modal scenario. It can also make great
contribution to cross-modal retrieval because fine-grained cor-
relation between patches of different modalities can provide
more precise and complementary cross-modal correlation to
the original instances.
For addressing the above issues, this paper proposes a
cross-modal correlation learning (CCL) approach with multi-
grained fusion by hierarchical network. Its main advantages
and contributions can be summarized as follows:
• Cross-modal correlation exploiting. In the first learn-
ing stage for separate representation of each modality,
existing methods [10], [13] only model intra-modality
correlation but ignore inter-modality correlation. Actu-
ally, inter-modality correlation can provide rich com-
plementary context to intra-modality one for learning
better separate representation. So we employ multi-level
association with joint optimization by maximizing intra-
modality and inter-modality correlation simultaneously,
which can capture the important hints from cross-modal
correlation to boost common representation learning.
• Multi-task learning. In the second learning stage for
common representation of different modalities, existing
methods only adopt shallow networks with single-loss
regularization [9], [12], which ignore the intrinsic rele-
vance of intra-modality and inter-modality correlation, so
cannot effectively exploit and balance them to improve
generalization performance. So we design a multi-task
learning strategy to adaptively balance intra-modality
semantic category constraints and inter-modality pairwise
similarity constraints, and make them mutually boost each
other by fully exploiting their intrinsic relevance.
• Multi-grained fusion. The patches contain complemen-
tary fine-grained clues to the original instances, which
are ignored by the existing methods [11], [15]. So we
construct a multi-pathway network to fuse the multi-
grained information in parallel by modeling the joint
distributions, which can exploit and integrate the coarse-
grained instances and fine-grained patches to make cross-
modal correlation more precise.
The main differences between the proposed CCL approach and
our previous conference paper CMDN [11] can be summarized
as the following three aspects: (1) Our proposed CCL ap-
proach jointly employs the coarse-grained instances and fine-
grained patches for multi-grained fusion to learn more pre-
cise cross-modal correlation and boost cross-modal retrieval.
While CMDN only uses the original coarse-grained instances,
which ignores complementary fine-grained clues provided
by their patches. (2) Our proposed CCL approach adopts
a multi-task learning strategy to adaptively balance intra-
modality semantic category constraints and inter-modality
pairwise similarity constraints. While CMDN only adopts
single-loss regularization, which cannot effectively exploit
and balance the above constraints to improve generalization
performance. (3) Our proposed CCL approach learns the
separate representation in the first learning stage through one
linked two-pathway network by jointly optimizing the intrinsic
intra-modality and inter-modality correlation, which can fully
capture these complementary hints simultaneously from cross-
modal correlation. While CMDN learns the intra-modality
and inter-modality separate representations respectively by two
independent networks, which cannot effectively exploit the
intrinsic relationship between these two kinds of complemen-
tary information. A schematic diagram in Figure 2 intuitively
demonstrates the differences between CCL and CMDN. To
the best of our knowledge, the proposed CCL approach is
the first to simultaneously model intra-modality and inter-
modality correlation in both two learning stages, and employ
the coarse-grained instances and fine-grained patches, which
can learn more precise cross-modal correlation. Comparing
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with 13 state-of-the-art methods on 6 widely-used datasets,
the effectiveness of our CCL approach is verified from the
comprehensive experimental results.
The rest of this paper is organized as follows: Related works
on cross-modal retrieval are briefly reviewed in Section II.
Section III presents our proposed CCL approach. Section IV
introduces the experiments as well as the results analysis.
Finally Section V concludes this paper.
II. RELATED WORKS
In this section, we briefly review the representative methods
of cross-modal retrieval, which are divided into two categories:
Traditional methods and DNN-based methods.
A. Traditional Cross-modal Retrieval Methods
As for the traditional cross-modal retrieval methods, one
representative method is Canonical Correlation Analysis
(CCA) [16]. Given a set of pairwise cross-modal data (such
as image/text pairs), CCA learns a common space where the
two modalities have maximum correlation. Mapping matrices
can be learned by CCA to project the features of different
modalities into a lower-dimensional common space, and then
common representation is obtained. CCA is widely used to
model the multimodal data [17], [18], [19] and also has many
extensions and varieties [5], [20]. For example, Rasiwasia et
al. [5] attempt to combine category information with CCA,
and Multi-view CCA [20] extends CCA with the third view of
high-level semantics. Similar to CCA, Li et al. [21] propose
Cross-modal Factor Analysis (CFA) which also models the
pairwise cross-modal correlation, but learns the projections
by minimizing the Frobenius norm between pairwise data
in common space. Ranjan et al. [22] propose multi-label
CCA as an extension of CCA, which does not rely on the
pairwise correspondence but considers the high-level semantic
information in the form of multi-label annotations. Tran et
al. [23] embed the projections of visual and textual features
into a local context that reflects the data distribution in the
common space. Besides, Hua et al. [24] propose a cross-
modal correlation method with adaptive hierarchical semantic
aggregation, which constructs a set of local projections and
probabilistic membership functions for image and text.
More recently, some methods apply semi-supervised learn-
ing and graph regularization into cross-modal common rep-
resentation learning. For example, Joint Graph Regularized
Heterogeneous Metric Learning (JGRHML) [25] proposed by
Zhai et al. adopt metric learning and graph regularization
to learn the project matrices, which constructs a joint graph
regularization term using the data in the learned metric space.
Joint Representation Learning (JRL) [8] is proposed to con-
struct a separate graph for each modality to learn a common
space, which uses semantic information with semi-supervised
regularization and sparse regularization. Wang et al. [26] adopt
multimodal graph regularization term on the projected data
with an iterative algorithm, which aims to preserve inter-
modality and intra-modality similarity relationships.
B. DNN-based Cross-modal Retrieval Methods
Deep learning has shown its strong power in modeling non-
linear correlation, and achieved state-of-the-art performance
in some applications of single-modal scenario, such as object
detection [27], [28] and image/video classification [29], [30].
Inspired by this, researchers attempt to model the complex
cross-modal correlation with DNN, and the existing methods
can be divided into two learning stages. The first learning stage
is to generate separate representation for each modality. And
the second learning stage is to learn common representation,
which is the main focus of most existing methods based on
DNN [10], [13]. We briefly introduce some representative
cross-modal retrieval methods based on DNN as follows:
The Multimodal Deep Belief Network (Multimodal
DBN) [13] is proposed to learn common representation for
the data of different modalities. In the first learning stage for
separate representation, it adopts a two-layer DBN for each
modality to model the distribution of original features, where
Gaussian Restricted Boltzmann Machine (RBM) is adopted
for image instances, while Replicated Softmax model [31] is
used for text instances. RBM has several visible units v and
hidden units h, which is the basic component of DBN, and the
energy function and joint distribution are defined as follows:
E(v, h; θ) = −aTv − bTh− vTWh (1)
P (v, h; θ) =
1
Z(θ)
exp(−E(v, h; θ)) (2)
where θ is the collection of three parameters a, b,W (a, b
are the bias parameters and W is the weight parameter) and
Z(θ) is the normalizing constant. Then in the second learning
stage, multimodal DBN applies a joint RBM on top of the
two separate DBNs and combines them by modeling the joint
distribution of data with different modalities to get common
representation.
The Bimodal Autoencoders (Bimodal AE) [15] proposed
by Ngiam et al. is based on deep autoencoder network,
which is actually an extension of RBM for modeling mul-
tiple modalities. It has two subnetworks to learn separate
representation in the first learning stage, and then the two
subnetworks are linked at the shared joint layer to generate
common representation in the second learning stage. Bimodal
AE reconstructs different modalities such as image and text
jointly by minimizing the reconstruction error between the
original feature and reconstructed representation. Bimodal AE
can learn high-order correlation between multiple modalities
and preserve the reconstruction information at the same time.
Correspondence Autoencoder (Corr-AE) [10] first adopts
DBN to generate separate representation in the first learning
stage. And then in the second learning stage, it jointly
models the correlation and reconstruction information with
two subnetworks linked at the code layer, which minimizes
a combination of representation learning error within each
modality and correlation learning error between different
modalities. Corr-AE, which only reconstructs the input itself,
has two similar structures for extension: Corr-Cross-AE and
Corr-Full-AE. Corr-Cross-AE attempts to reconstruct the input
from different modalities, while Corr-Full-AE can reconstruct
both the input itself and the input of different modalities.
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Cross-media Multiple Deep Networks (CMDN) (our
previous conference paper [11] ) jointly models the comple-
mentary intra-modality and inter-modality correlation between
different modalities in the first learning stage. It should be
noted that two independent networks are adopted in the first
learning stage of CMDN. Specifically, Stacked Autoencoder
(SAE) [32] is used to model intra-modality correlation, while
the Multimodal DBN is used to capture inter-modality cor-
relation. In the second learning stage, a hierarchical learning
strategy is adopted to learn the cross-modal correlation with a
two-level network, and common representation is learned by a
stacked network based on Bimodal AE. The above DNN-based
methods have three limitations in summary as follows.
1) In the first learning stage, the existing methods as [10],
[13] only model intra-modality correlation to generate separate
representation, but ignore the rich complementary context pro-
vided by inter-modality correlation, which should be preserved
for learning better separate representation. Although our previ-
ous work [11] also considers intra-modality and inter-modality
correlation in the first learning stage, it adopts two independent
networks to model each of them respectively, which cannot
fully exploit the complex relationship between intra-modality
and inter-modality correlation. While our proposed CCL ap-
proach models the two kinds of complementary information by
jointly optimizing intra-modality reconstruction information
and inter-modality pairwise similarity.
2) In the second learning stage, existing methods learn
common representation by adopting shallow network archi-
tectures with single-loss regularization [9], [12]. However,
the intra-modality and inter-modality correlation has intrinsic
relevance, and such relevance is ignored by the single-loss
regularization, which leads to inability for improving gener-
alization performance. Multi-task learning (MTL) framework
has been proposed to enhance the generalization ability by
constructing a series of learning processes, which are relevant
to each other and can mutually boost each other. Recently,
extensive research works attempt to apply multi-task learning
into deep architecture. DeepID2 [33] simultaneously learns
face identification and verification as two learning tasks to
achieve better accuracy of face recognition. Ren et al. [34]
propose Faster R-CNN, which also consists of two learning
tasks as the object bound and objectness score prediction, and
boosts the object detection accuracy. Besides, a joint multi-
task learning algorithm [35] is proposed to predict attributes in
images. However, most of the research efforts have focused on
the single-modal scenario. Inspired by the above methods, we
apply multi-task learning to perform common representation
learning. It aims to balance intra-modality semantic category
constraints and inter-modality pairwise similarity constraints
to further improve the accuracy of cross-modal retrieval.
3) Furthermore, only the original instances are considered
by the existing methods based on DNN [10], [11], [15].
Although patches have been exploited in some traditional
methods as [36], the accuracies of these methods are limited
because of the traditional framework, which cannot effectively
model the complex correlation between the patches with high
non-linearity. Our proposed CCL approach can fully exploit
the coarse-grained instances as well as the rich complementary
fine-grained patches by DNN, and fuse the multi-grained in-
formation to capture the intrinsic correlation between different
modalities.
III. OUR CCL APPROACH
As shown in Figure 3, CCL simultaneously models intra-
modality and inter-modality correlation in both two learning
stages, and employs the coarse-grained instances and fine-
grained patches, which can learn more precise cross-modal
correlation.
The formal definition will first be given. The multimodal
dataset consists of two modalities with m image instances and
n text instances, which is denoted as D =
{
D(i), D(t)
}
. Here
D(i) =
{
x
(i)
p , y
(i)
p
}m
p=1
denotes the data of image modality,
where the p-th image instance is denoted as x(i)p ∈ Rd(i)
with its corresponding label y(i)p and the dimensional number
d(i). D(t) =
{
x
(t)
q , y
(t)
q
}n
q=1
denotes the data of text modality,
where the text instance is defined as x(t)q ∈ Rd(t) with the label
y
(t)
q and the dimensional number d(t). Besides, the pairwise
correspondence is denoted as (x(i)p , x
(t)
p ), which means that
the two instances of different modalities co-exist to describe
the relevant semantics.
A. First Learning Stage: Multi-grained Fusion with Joint
Optimization
In the first learning stage, we construct a multi-pathway
network, which aims to obtain separate representations from
both the original instances as well as their patches of each
modality in parallel, and capture intra-modality and inter-
modality correlation with joint optimization at the same time.
1) Coarse-grained learning with original instances: A
two-pathway network structure is adopted to model the image
and text instances. First, two types of Deep Belief Network
(DBN) [37] are used to model the distribution over the features
of each modality, where Gaussian Restricted Boltzmann Ma-
chine (RBM) [38] is adopted to model the image instances and
Replicated Softmax model [31] is adopted for text instances.
We define the probability functions of each DBN as follows:
P (vi) =
∑
h(1),h(2)
P (h(2), h(1))P (vi|h(1)) (3)
P (vt) =
∑
h(1),h(2)
P (h(2), h(1))P (vt|h(1)) (4)
where the two hidden layers of DBN are denoted as h(1) and
h(2), while vi is for image input and vt is for text input. The
outputs of two DBNs can preserve the original characteristic
of each modality with high-level semantic information, which
are denoted as Q(i) and Q(t).
Then we simultaneously model intra-modality and inter-
modality correlation by joint optimization for Q(i) of image
instance and Q(t) of text instance. Compared with our previous
CMDN method [11], which adopts two independent networks
for intra-modality and inter-modality to learn separate repre-
sentation, a two-pathway network linked at the top code layer
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Fig. 3. An overview of our CCL approach with two learning stages: In the first learning stage, we learn separate representation by simultaneously modeling
intra-modality and inter-modality correlation, which integrates the original instances and their patches in parallel. Then in the second learning stage, we adopt
a multi-task learning strategy to adaptively balance intra-modality and inter-modality correlation, which leads to more accurate common representation.
is constructed. We minimize the following loss function to
jointly optimize the reconstruction learning error and correla-
tion learning error:
L(Q(i), Q(t)) =Lr(Q
(i), Q(i)r ) + Lr(Q
(t), Q(t)r )
+ Lc(Q
(i), Q(t)) (5)
Lr(Q
(k), Q(k)r ) =
∥∥∥Q(k) −Q(k)r ∥∥∥2 , k = i, t (6)
Lc(Q
(i), Q(t)) =
∥∥∥Q(i) −Q(t)∥∥∥2 (7)
where Q(i)r and Q
(t)
r denote the reconstruction representations
of image and text, and Lr in Eq.(6) represents the loss of
reconstruction learning error, which aims to minimize the L2
distance between the input and reconstruction representation
of each modality. Lc in Eq.(7) is for correlation learning
error to minimize the L2 distance between the instances of
different modalities. Thus, we can get the coarse-grained
representations with both intra-modality and inter-modality
correlation for the original instances of different modalities,
which are denoted as T (i)origin and T
(t)
origin.
2) Fine-grained learning with patches: We first divide
each original image and text instance into several patches,
which is showed in Figure 4. Specifically, we adopt selective
search [39] to extract region proposals, which can find the
visual objects in the image instance containing rich fine-
grained information. For text, the segmentation is performed
according to the form of text, where the text is divided into
paragraphs, sentences or words. Similar with the original
instances, a two-pathway network structure is constructed
with two types of DBN adopted over the features extracted
from the patches of image and text. For the patches within
one original instance, average fusion is adopted to combine
their representations obtained from DBN, and the results are
denoted as U (i) and U (t). Then we link the two-pathway
network at the code layer, and minimize the following loss
function to model intra-modality and inter-modality correlation
with joint optimization:
L(U (i), U (t)) =Lr(U
(i), U (i)r ) + Lr(U
(t), U (t)r )
+ Lc(U
(i), U (t)) (8)
where the loss of reconstruction learning error is represented
as Lr, and the loss of correlation learning error is denoted
as Lc. They have similar definition with Eq.(6) and Eq.(7).
Therefore, the fine-grained representations denoted as T (i)patch
and T (t)patch are obtained from patches of different modalities,
which preserve fine-grained intra-modality and inter-modality
correlation.
3) Multi-grained Fusion: We adopt a joint RBM for each
modality to fuse the coarse-grained and fine-grained repre-
sentations obtained from both the original instances (T (i)origin,
T
(t)
origin) and their patches (T
(i)
patch, T
(t)
patch). And the joint
distribution is defined as follows:
P (v1, v2) =
∑
h
(1)
1 ,h
(1)
2 ,h
(2)
P (h
(1)
1 , h
(1)
2 , h
(2))×
∑
h
(1)
1
P (v1 | h(1)1 )×
∑
h
(1)
2
P (v2 | h(1)2 ) (9)
where the two types of intermediate representation T (i)origin and
T
(i)
patch for image instances are denoted as v1 and v2. Thus,
this joint distribution is collected as separate representation
for image, which can also be adopted on the two intermediate
representations of text instances T (t)origin and T
(t)
patch to generate
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Fig. 4. Examples for the generation of fine-grained patches.
separate representation for text. The obtained separate repre-
sentations for image and text are denoted as S(i) and S(t),
which capture the intrinsic correlation and rich complementary
information contained in both original instances and their
patches of each modality.
B. Second Learning Stage: Multi-task Cross-modal Correla-
tion Learning
In the second learning stage for generating common rep-
resentation, as shown in the right of Figure 3, we propose a
multi-task learning framework to model intra-modality seman-
tic category constraints and inter-modality pairwise similarity
constraints as two loss branches. The former aims to improve
the semantic discriminative ability in the high-level common
space, while the later can capture the intrinsic correlation
between different modalities, which leads to more accurate
common representation for cross-modal data.
For inter-modality pairwise similarity constraints, most ex-
isting works as [10], [11] only focus on pairwise correlation
with similar constraints but ignore the semantically dissimilar
constraints. Thus we model the pairwise similar and dissimilar
constraints between different modalities with a contrastive
loss, which has the following considerations: Image and text
instances with the same label should be similar and the
distance between them should be minimized, while on the
contrary, image and text instances which have different labels
should be dissimilar and their distance should be maximized.
Specifically, a neighborhood graph G = (V,E) is constructed
in a mini-batch of data for one iteration, where the vertices V
represent the image and text instances, and E is the similarity
matrix between data of two modalities according to their
labels, which is defined as follows:
E(p, q) =
{
1 : y
(i)
p = y
(t)
q
0 : y
(i)
p 6= y(t)q
(10)
Thus, the contrastive loss between the image and text pairs is
defined to model the pairwise similar and dissimilar constraints
as follows:
L1(p, q) =
{∥∥f(sip)− g(stq)∥∥2 E(p, q) = 1
max(0, α− ∥∥f(sip)− g(stq)∥∥2) E(p, q) = 0
(11)
where sip and s
t
q denote separate representations for image S
(i)
and text S(t), f(.) and g(.) denote the non-linear mappings
respectively for image and text pathways in the multi-task
learning network in the second learning stage. Each pathway
consists of three fully-connected layers, aiming to convert the
separate representations S(i) and S(t) to the final common
representations of image and text. The margin parameter is
set to be α. Then we calculate the derivative of loss function
L1 in Eq.(11) for positive pair of image sip and text s
t+
q where
E(p, q) = 1 as follows:
∂L1
∂f(sip)
= 2(f(sip)− g(st+q )) (12)
∂L1
∂g(st+q )
= 2(g(st+q )− f(sip)) (13)
then for the negative pair of image sip and text s
t−
q where
E(p, q) = 0, the derivative of loss function is calculated as
follows:
∂L1
∂f(sip)
= 2(g(sip)− f(st−q ))× J (14)
∂L1
∂g(st−q )
= 2(f(st−q )− g(sip))× J (15)
where J = 0 if α− ∥∥f(sip)− g(st−q )∥∥2 <= 0, otherwise J is
set to be 1. Therefore, the back-propagation can be applied to
update the parameters through the network.
Then, for intra-modality semantic category constraints, a
classification process is employed to exploit the intrinsic
semantic information within each modality, which can classify
data of each modality into one of n categories. Thus, we
present intra-modality semantic category constraints as an n-
way softmax layer, where n is the number of categories. Cross-
entropy loss is minimized as follows:
L2 = −
n∑
i=1
pilog(pˆi) (16)
where the predicted probability distribution is denoted as pˆi,
and pi is the target probability distribution. By minimizing
the above loss function, the semantical discrimination ability
of common representation can be greatly enhanced.
Finally, we can obtain the accurate common representations
denoted as M (i) and M (t) from the outputs of last fully-
connected layer in the multi-task learning network, which
can adaptively balance intra-modality semantic category con-
straints and inter-modality pairwise similarity constraints, and
further make them mutually boost each other. For performing
the cross-modal retrieval, common representations of each
image and text are extracted firstly from the above network
structure with the inputs of both original instance and patches,
and then the traditional distance metric, such as cosine dis-
tance, can be applied to measure the similarity between the
instances of different modalities.
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TABLE I
THE MAP SCORES OF BI-MODAL RETRIEVAL FOR OUR CCL APPROACH AND COMPARED METHODS ON WIKIPEDIA DATASET. MAP WITH TWO TYPES
OF IMAGE FEATURE ARE CALCULATED, WHICH ARE HAND-CRAFTED FEATURE AND CNN FEATURE, WHILE THE TEXT FEATURE IS THE SAME.
Method MAP with hand-crafted feature MAP with CNN featureImage→Text Text→Image Average Image→Text Text→Image Average
Our CCL Approach 0.418 0.359 0.389 0.504 0.457 0.481
CMDN [11] 0.393 0.325 0.359 0.488 0.427 0.458
LGCFL [40] 0.385 0.326 0.356 0.481 0.418 0.450
JRL [8] 0.344 0.277 0.311 0.453 0.400 0.427
DCCA [12] 0.248 0.221 0.235 0.440 0.390 0.415
Corr-AE [10] 0.280 0.242 0.261 0.402 0.395 0.399
Multimodal DBN [13] 0.149 0.150 0.150 0.204 0.183 0.194
Bimodal AE [15] 0.236 0.208 0.222 0.314 0.290 0.302
GMM+HGLMM [19] 0.266 0.233 0.250 0.428 0.396 0.412
Multi-label CCA [22] 0.317 0.266 0.292 0.404 0.366 0.385
MACC [23] 0.255 0.233 0.244 0.470 0.400 0.435
KCCA(Gaussian) [17] 0.245 0.219 0.232 0.326 0.268 0.297
KCCA(Poly) [17] 0.200 0.185 0.193 0.215 0.214 0.215
CFA [21] 0.236 0.211 0.224 0.334 0.297 0.316
CCA [16] 0.203 0.183 0.193 0.258 0.250 0.254
TABLE II
THE MAP SCORES OF ALL-MODAL RETRIEVAL FOR OUR CCL APPROACH AND COMPARED METHODS ON WIKIPEDIA DATASET. MAP WITH TWO
TYPES OF IMAGE FEATURE ARE CALCULATED, WHICH ARE HAND-CRAFTED FEATURE AND CNN FEATURE, WHILE THE TEXT FEATURE IS THE SAME.
Method MAP with hand-crafted feature MAP with CNN featureImage→All Text→All Average Image→All Text→All Average
Our CCL Approach 0.331 0.610 0.471 0.422 0.652 0.537
CMDN [11] 0.282 0.592 0.437 0.361 0.637 0.499
LGCFL [40] 0.294 0.576 0.435 0.402 0.601 0.502
JRL [8] 0.281 0.556 0.419 0.381 0.530 0.456
DCCA [12] 0.214 0.317 0.266 0.374 0.552 0.463
Corr-AE [10] 0.225 0.401 0.313 0.311 0.537 0.424
Multimodal DBN [13] 0.140 0.177 0.159 0.170 0.190 0.180
Bimodal AE [15] 0.175 0.422 0.299 0.281 0.517 0.399
GMM+HGLMM [19] 0.225 0.335 0.280 0.362 0.562 0.462
Multi-label CCA [22] 0.253 0.484 0.369 0.333 0.529 0.431
MACC [23] 0.200 0.387 0.294 0.393 0.557 0.475
KCCA(Gaussian) [17] 0.163 0.377 0.270 0.321 0.472 0.397
KCCA(Poly) [17] 0.158 0.317 0.238 0.256 0.320 0.288
CFA [21] 0.174 0.283 0.229 0.300 0.364 0.332
CCA [16] 0.180 0.315 0.248 0.219 0.343 0.281
IV. EXPERIMENTS
We conduct experiments on 6 widely-used cross-modal
datasets compared with 13 state-of-the-art methods to verify
its effectiveness. In addition, we also present comprehensive
experimental analysis, including network and parameter analy-
sis, execution time and baseline experiments to verify separate
contribution of each component in our approach.
A. Datasets
Wikipedia dataset [5] is the most widely-used dataset for
cross-modal retrieval. This dataset consists of 2,866 image/text
pairs of 10 categories, and is randomly split following [10],
[11]: 2,173 pairs for training, 231 pairs for validation and 462
pairs for testing.
NUS-WIDE dataset [41] is a web image dataset for media
search, which consists of about 270,000 images with their
tags categorized into 81 classes. Only the images exclusively
belonging to one of the 10 largest categories in NUS-WIDE
dataset are selected for experiments following [42], and each
image along with its corresponding tags is viewed together as
an image/text pair with unique class label. Finally, there are
about 70,000 image/text pairs, where training set consists of
42,941 pairs, testing set is with 23,661 pairs, while 5,000 pairs
are in validation set.
NUS-WIDE-10K dataset [41] has totally 10,000 image/text
pairs selected evenly from the 10 largest categories of NUS-
WIDE dataset, which are animal, cloud and so on. The dataset
is split into three subsets following [10], [11]: Training set with
8,000 pairs, testing set with 1,000 pairs and validation set with
1,000 pairs.
Pascal Sentence dataset [43] is generated from 2008
PASCAL development kit. This dataset contains 1,000 images
which are evenly categorized into 20 categories, and each
image has 5 corresponding sentences which make up one
document. For each category, 40 documents are selected
for training, 5 documents for testing and 5 documents for
validation following [10], [11].
Flickr-30K dataset [44] consists of 31,784 images from the
Flickr.com website. Each image is annotated by 5 sentences
generated by the crowdsourcing service with different anno-
tators. Following [23], there are 1,000 pairs in testing set and
1,000 pairs in validation set, while the rest are training set.
MS-COCO dataset [45] contains 123,287 images and
their annotated sentences. The annotations of images are also
generated by crowdsourcing via Amazon Mechanical Turk,
and each image is annotated by 5 independent sentences
provided by 5 users. Following [19], there are both 5,000 pairs
split randomly as testing set and validation set, while the rest
are training set.
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TABLE III
THE MAP SCORES OF BI-MODAL RETRIEVAL FOR OUR CCL APPROACH AND THE COMPARED METHODS ON NUS-WIDE-10K DATASET. WE TEST
TWO TYPES OF IMAGE FEATURE: HAND-CRAFTED FEATURE AND CNN FEATURE, WHILE THE TEXT FEATURE IS THE SAME.
Method MAP with hand-crafted feature MAP with CNN featureImage→Text Text→Image Average Image→Text Text→Image Average
Our CCL Approach 0.400 0.401 0.401 0.506 0.535 0.521
CMDN [11] 0.391 0.357 0.374 0.492 0.515 0.504
LGCFL [40] 0.319 0.324 0.321 0.428 0.466 0.447
JRL [8] 0.324 0.263 0.294 0.426 0.376 0.401
DCCA [12] 0.219 0.210 0.215 0.407 0.416 0.412
Corr-AE [10] 0.223 0.227 0.225 0.366 0.417 0.392
Multimodal DBN [13] 0.158 0.130 0.144 0.201 0.259 0.230
Bimodal AE [15] 0.159 0.172 0.166 0.327 0.369 0.348
GMM+HGLMM [19] 0.244 0.234 0.239 0.440 0.453 0.447
Multi-label CCA [22] 0.299 0.289 0.294 0.413 0.437 0.425
MACC [23] 0.167 0.157 0.162 0.453 0.497 0.475
KCCA(Gaussian) [17] 0.232 0.213 0.223 0.300 0.336 0.318
KCCA(Poly) [17] 0.150 0.149 0.150 0.114 0.130 0.122
CFA [21] 0.211 0.188 0.200 0.400 0.299 0.350
CCA [16] 0.141 0.138 0.140 0.202 0.220 0.211
TABLE IV
THE MAP SCORES OF ALL-MODAL RETRIEVAL FOR OUR CCL APPROACH AND THE COMPARED METHODS ON NUS-WIDE-10K DATASET. WE TEST
TWO TYPES OF IMAGE FEATURE: HAND-CRAFTED FEATURE AND CNN FEATURE, WHILE THE TEXT FEATURE IS THE SAME.
Method MAP with hand-crafted feature MAP with CNN featureImage→All Text→All Average Image→All Text→All Average
Our CCL Approach 0.379 0.444 0.412 0.537 0.502 0.520
CMDN [11] 0.306 0.417 0.362 0.478 0.449 0.464
LGCFL [40] 0.291 0.394 0.343 0.434 0.459 0.447
JRL [8] 0.237 0.421 0.329 0.445 0.357 0.401
DCCA [12] 0.213 0.236 0.225 0.423 0.405 0.414
Corr-AE [10] 0.222 0.245 0.234 0.389 0.379 0.384
Multimodal DBN [13] 0.128 0.171 0.150 0.193 0.338 0.266
Bimodal AE [15] 0.145 0.257 0.201 0.255 0.287 0.271
GMM+HGLMM [19] 0.235 0.265 0.250 0.449 0.443 0.446
Multi-label CCA [22] 0.265 0.353 0.309 0.430 0.413 0.422
MACC [23] 0.159 0.171 0.165 0.418 0.484 0.451
KCCA(Gaussian) [17] 0.147 0.282 0.215 0.386 0.351 0.369
KCCA(Poly) [17] 0.138 0.173 0.156 0.304 0.150 0.227
CFA [21] 0.169 0.235 0.202 0.383 0.314 0.349
CCA [16] 0.143 0.176 0.160 0.215 0.216 0.216
B. Patch Segmentation
For the image, all 6 datasets share the same segmentation
method. Selective search [39] is adopted to generate thousands
of region proposals for one image. We also consider the
criterion of non-overlapping when selecting the image patches.
Specifically, we set the threshold of Intersect over Union (IoU)
between different patches as 0.7. When the IoU of two patches
is larger than 0.7, we discard the smaller one. Finally, the 10
largest patches are automatically selected, which have higher
probability to contain visual objects with rich fine-grained
information.
Besides, the form of text varies among different datasets,
so different segmentation methods are adopted. Specifically,
for Wikipedia dataset, each text instance is in the form of an
article consisting of several paragraphs. So we split each text
instance by the paragraph where each paragraph contains rele-
vant content. For Pascal Sentence, Flickr-30K and MS-COCO
datasets, each text instance consists of 5 sentences. Therefore,
each sentence that describes the corresponding image is treated
as a patch. As for NUS-WIDE dataset and its subset NUS-
WIDE-10K dataset, the text instances are independent tags,
rather than sentences or paragraphs. We first arrange the tags
with alphabetical order. Then, we analyze the distribution over
the number of tags associated with each image in the dataset,
which shows that more than half of images in the dataset have
more than 4 tags. Thus, we intuitively divide each text instance
into 4 patches for generality. For the images with less than 4
tags, each annotated tag is regarded as one patch. So in this
case, the number of patches is less than 4 for a text instance.
C. Feature extraction
We extract the hand-crafted features exactly the same as
[10] on both the original instances and their patches for fair
comparison. For Wikipedia dataset, the image features are
the concatenation of three parts with totally 2,296 dimen-
sions: 1,000 dimensional Pyramid Histogram of Words, 512
dimensional GIST, and 784 dimensional MPEG-7 descriptor.
The text feature is 3,000 dimensional bag-of-words vector.
For NUS-WIDE and NUS-WIDE-10K datasets, the image
feature has totally 1,134 dimensions, which is the concate-
nation of 64 dimensional color histogram, 144 dimensional
color correlogram, 73 dimensional edge direction histogram,
128 dimensional wavelet texture, 225 dimensional block-wise
color moments and 500 dimensional SIFT based bag-of-
words features. The text feature is 1,000 dimensional bag-of-
words vector. For Pascal Sentence, Flickr-30K and MS-COCO
datasets, the image feature is the same as Wikipedia dataset
with the totally 2,296 dimensions. And the text feature of
Pascal Sentences dataset is 1,000 dimensional bag-of-words
vector, while for Flickr-30K and MS-COCO datasets, it is
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TABLE V
THE MAP SCORES OF BI-MODAL RETRIEVAL FOR OUR CCL APPROACH AND THE COMPARED METHODS ON PASCAL SENTENCE DATASET. WE TEST
TWO TYPES OF IMAGE FEATURE: HAND-CRAFTED FEATURE AND CNN FEATURE, WHILE THE TEXT FEATURE IS THE SAME.
Method MAP with hand-crafted feature MAP with CNN featureImage→Text Text→Image Average Image→Text Text→Image Average
Our CCL Approach 0.359 0.346 0.353 0.566 0.560 0.563
CMDN [11] 0.334 0.333 0.334 0.534 0.534 0.534
LGCFL [40] 0.328 0.312 0.320 0.539 0.525 0.532
JRL [8] 0.300 0.286 0.293 0.504 0.489 0.497
DCCA [12] 0.252 0.247 0.250 0.456 0.462 0.459
Corr-AE [10] 0.268 0.273 0.271 0.489 0.484 0.487
Multimodal DBN [13] 0.197 0.183 0.190 0.477 0.424 0.451
Bimodal AE [15] 0.245 0.256 0.251 0.456 0.470 0.463
GMM+HGLMM [19] 0.282 0.271 0.277 0.536 0.519 0.528
Multi-label CCA [22] 0.262 0.257 0.260 0.433 0.434 0.434
MACC [23] 0.360 0.344 0.352 0.559 0.530 0.545
KCCA(Gaussian) [17] 0.233 0.249 0.241 0.361 0.325 0.343
KCCA(Poly) [17] 0.207 0.191 0.199 0.209 0.192 0.201
CFA [21] 0.187 0.216 0.202 0.351 0.340 0.346
CCA [16] 0.105 0.104 0.105 0.169 0.151 0.160
TABLE VI
THE MAP SCORES OF ALL-MODAL RETRIEVAL FOR OUR CCL APPROACH AND THE COMPARED METHODS ON PASCAL SENTENCE DATASET. WE TEST
TWO TYPES OF IMAGE FEATURE: HAND-CRAFTED FEATURE AND CNN FEATURE, WHILE THE TEXT FEATURE IS THE SAME.
Method MAP with hand-crafted feature MAP with CNN featureImage→All Text→All Average Image→All Text→All Average
Our CCL Approach 0.352 0.516 0.434 0.554 0.615 0.585
CMDN [11] 0.328 0.497 0.413 0.532 0.604 0.568
LGCFL [40] 0.314 0.505 0.410 0.530 0.604 0.567
JRL [8] 0.316 0.459 0.388 0.501 0.563 0.532
DCCA [12] 0.276 0.378 0.327 0.465 0.556 0.511
Corr-AE [10] 0.305 0.367 0.336 0.475 0.558 0.517
Multimodal DBN [13] 0.208 0.323 0.266 0.459 0.413 0.436
Bimodal AE [15] 0.263 0.417 0.340 0.466 0.558 0.512
GMM+HGLMM [19] 0.304 0.383 0.344 0.513 0.597 0.555
Multi-label CCA [22] 0.304 0.480 0.392 0.459 0.527 0.493
MACC [23] 0.348 0.314 0.331 0.538 0.497 0.518
KCCA(Gaussian) [17] 0.224 0.416 0.320 0.423 0.540 0.482
KCCA(Poly) [17] 0.218 0.446 0.332 0.335 0.261 0.298
CFA [21] 0.206 0.395 0.301 0.384 0.427 0.406
CCA [16] 0.196 0.226 0.211 0.334 0.232 0.283
3,000 dimensions. In addition, CNN feature has shown its
effectiveness for image representation, so we also use CNN
image feature in the experiments. Specifically, the adopted
CNN feature has 4,096 dimensions extracted by the fc7 layer
of VGGNet [46] for all compared methods on 6 datasets.
It is noted that for each dataset, we extract the same type of
feature with the same number of dimensions for both original
instances and patches. Taking image for example, we first
generate l patches {p1, p2, ..., pl} for an original image I ,
and then the features of these l patches and I are extracted
separately in the same way.
D. Details of the Network
Our CCL approach has two learning stages as shown in
Figure 3. In the first learning stage, four two-layer DBN
are used to model the image features and text features of
original instances and their patches separately. The DBN for
image has 2,048 dimensions in the first layer and 1,024
dimensions in the second layer, and the DBN for texts has
1,024 dimensions in both layers. After the two-layer DBN,
representations of patches which belong to the same instance
are averagely fused to one vector. Then for intra-modality and
inter-modality correlation modeling on original instances, the
two-pathway network has three layers with 1,024 dimensions
linked at the top code layer for joint optimization, which is
the same for patches. Finally, we use the joint RBM to fuse
the representations of original instance and patches for image
and text respectively. The output dimension of joint RBM is
2,048. On the top of joint RBM, a three-layer feed-forward
network is used for further optimization with softmax loss,
and the dimensional number of each layer is 1,024. The above
networks are implemented with deepnet1.
In the second learning stage, the multi-task learning strategy
is adopted where the network is a three-layer fully-connected
network implemented by Caffe [47]. All the dimensional num-
bers of three fully-connected layers are 1,024. The network
adopts different loss functions for intra-modality and inter-
modality learning tasks, and the fully-connected layer on inter-
modality loss branch has 1,024 dimensions, while that on intra-
modality loss branch has also 1,024 dimensions.
The parameters mentioned above are for the Wikipedia
dataset. For the fact that the dimensions of input features in
different datasets are not the same, the dimensional number
in the first layer of DBN is adjusted according to different
input dimensions, while the other parameters, such as the
dimensional number of each layer, remain the same.
Besides, to address the over-fitting issue, we take several
measures in the training process as follows: First, dropout
layers are inserted appropriately in the proposed network,
1https://github.com/nitishsrivastava/deepnet
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TABLE VII
THE MAP SCORES OF BI-MODAL RETRIEVAL FOR OUR CCL APPROACH AND THE COMPARED METHODS ON NUS-WIDE DATASET. WE TEST TWO
TYPES OF IMAGE FEATURE: HAND-CRAFTED FEATURE AND CNN FEATURE, WHILE THE TEXT FEATURE IS THE SAME.
Method MAP with hand-crafted feature MAP with CNN featureImage→Text Text→Image Average Image→Text Text→Image Average
Our CCL Approach 0.513 0.489 0.501 0.671 0.676 0.674
CMDN [11] 0.471 0.479 0.475 0.643 0.626 0.635
LGCFL [40] 0.411 0.304 0.358 0.512 0.600 0.556
JRL [8] 0.468 0.442 0.455 0.615 0.592 0.604
DCCA [12] 0.285 0.263 0.274 0.475 0.500 0.488
Corr-AE [10] 0.308 0.336 0.322 0.391 0.429 0.410
Multimodal DBN [13] 0.226 0.275 0.251 0.213 0.336 0.274
Bimodal AE [15] 0.250 0.285 0.268 0.307 0.396 0.352
GMM+HGLMM [19] 0.358 0.382 0.370 0.588 0.565 0.576
Multi-label CCA [22] 0.330 0.307 0.319 0.447 0.481 0.464
MACC [23] 0.248 0.257 0.253 0.492 0.498 0.495
KCCA(Gaussian) [17] 0.303 0.267 0.285 0.348 0.481 0.415
KCCA(Poly) [17] 0.221 0.215 0.218 0.226 0.243 0.235
CFA [21] 0.290 0.283 0.287 0.358 0.361 0.360
CCA [16] 0.233 0.229 0.231 0.244 0.275 0.260
TABLE VIII
THE MAP SCORES OF ALL-MODAL RETRIEVAL FOR OUR CCL APPROACH AND THE COMPARED METHODS ON NUS-WIDE DATASET. WE TEST TWO
TYPES OF IMAGE FEATURE: HAND-CRAFTED FEATURE AND CNN FEATURE, WHILE THE TEXT FEATURE IS THE SAME.
Method MAP with hand-crafted feature MAP with CNN featureImage→All Text→All Average Image→All Text→All Average
Our CCL Approach 0.456 0.551 0.504 0.684 0.646 0.665
CMDN [11] 0.436 0.371 0.404 0.542 0.579 0.561
LGCFL [40] 0.291 0.476 0.384 0.542 0.588 0.565
JRL [8] 0.423 0.502 0.463 0.615 0.502 0.559
DCCA [12] 0.261 0.300 0.281 0.508 0.464 0.486
Corr-AE [10] 0.272 0.305 0.289 0.399 0.381 0.390
Multimodal DBN [13] 0.234 0.245 0.240 0.218 0.268 0.243
Bimodal AE [15] 0.247 0.280 0.264 0.319 0.291 0.305
GMM+HGLMM [19] 0.393 0.524 0.459 0.584 0.550 0.565
Multi-label CCA [22] 0.290 0.382 0.336 0.440 0.452 0.446
MACC [23] 0.248 0.252 0.250 0.450 0.504 0.478
KCCA(Gaussian) [17] 0.248 0.308 0.278 0.318 0.363 0.341
KCCA(Poly) [17] 0.228 0.229 0.229 0.291 0.240 0.266
CFA [21] 0.251 0.281 0.266 0.375 0.320 0.348
CCA [16] 0.232 0.253 0.243 0.245 0.269 0.257
TABLE IX
THE RECALL SCORES OF IMAGE ANNOTATION FOR OUR CCL APPROACH
AND THE COMPARED METHODS ON FLICKR-30K DATASET. WE TEST TWO
TYPES OF IMAGE FEATURE: HAND-CRAFTED FEATURE AND CNN
FEATURE, WHILE THE TEXT FEATURE IS THE SAME.
Method Hand-crafted feature CNN featureR@1 R@5 R@10 R@1 R@5 R@10
Our CCL Approach 0.088 0.276 0.393 0.377 0.694 0.811
DCCA [12] 0.040 0.171 0.265 0.279 0.569 0.682
Corr-AE [10] 0.054 0.195 0.298 0.303 0.615 0.740
Multimodal DBN [13] 0.009 0.046 0.088 0.064 0.194 0.296
Bimodal AE [15] 0.045 0.136 0.199 0.127 0.324 0.452
GMM+HGLMM [19] 0.031 0.113 0.160 0.350 0.620 0.738
MACC [23] 0.058 0.188 0.305 0.139 0.341 0.463
KCCA(Gaussian) [17] 0.003 0.009 0.015 0.108 0.281 0.399
KCCA(Poly) [17] 0.002 0.006 0.013 0.006 0.036 0.066
CFA [21] 0.055 0.159 0.252 0.192 0.449 0.574
CCA [16] 0.006 0.052 0.082 0.076 0.205 0.302
which can effectively prevent over-fitting problem as indicated
in [48]. Second, all the training data is shuffled, while the
image data is also augmented with mirrored versions to expand
the training set following [12]. Third, a good initialization for
the parameters in the network also takes effect. For example,
the weights of the fully-connected layers are initialized to
identity matrices and biases to zeros. This aims to make the
optimal parameters search from a safe point.
E. Compared Methods and Evaluation Metric
We conduct two cross-modal retrieval tasks on Wikipedia,
NUS-WIDE, NUS-WIDE-10K and Pascal Sentence datasets
TABLE X
THE RECALL SCORES OF IMAGE RETRIEVAL FOR OUR CCL APPROACH
AND THE COMPARED METHODS ON FLICKR-30K DATASET. WE TEST TWO
TYPES OF IMAGE FEATURE: HAND-CRAFTED FEATURE AND CNN
FEATURE, WHILE THE TEXT FEATURE IS THE SAME.
Method Hand-crafted feature CNN featureR@1 R@5 R@10 R@1 R@5 R@10
Our CCL Approach 0.090 0.253 0.361 0.373 0.684 0.800
DCCA [12] 0.053 0.157 0.274 0.268 0.529 0.669
Corr-AE [10] 0.058 0.180 0.294 0.238 0.575 0.707
Multimodal DBN [13] 0.026 0.094 0.152 0.047 0.151 0.232
Bimodal AE [15] 0.029 0.103 0.173 0.110 0.328 0.450
GMM+HGLMM [19] 0.031 0.105 0.158 0.250 0.527 0.660
MACC [23] 0.056 0.186 0.293 0.353 0.660 0.782
KCCA(Gaussian) [17] 0.004 0.020 0.041 0.158 0.400 0.543
KCCA(Poly) [17] 0.003 0.007 0.013 0.015 0.055 0.087
CFA [21] 0.067 0.199 0.295 0.242 0.566 0.683
CCA [16] 0.011 0.065 0.104 0.091 0.268 0.390
following [10], [11]:
• Bi-modal retrieval. Retrieving one modality in testing
set using a query of another modality, namely retrieving
text by image (image→text), and retrieving image by text
(text→image).
• All-modal retrieval. Retrieving all modalities in testing
set using a query of any modality, namely retrieving
image and text together by an image query (image→all)
and a text query (text→all).
As for Flickr-30K and MS-COCO datasets, two bi-modal
retrieval tasks are conducted following [12], [19]:
• Image annotation. Retrieving the groundtruth sentences
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TABLE XI
THE RECALL SCORES OF IMAGE ANNOTATION FOR OUR CCL APPROACH
AND THE COMPARED METHODS ON MS-COCO DATASET. WE TEST TWO
TYPES OF IMAGE FEATURE: HAND-CRAFTED FEATURE AND CNN
FEATURE, WHILE THE TEXT FEATURE IS THE SAME.
Method Hand-crafted feature CNN featureR@1 R@5 R@10 R@1 R@5 R@10
Our CCL Approach 0.063 0.196 0.298 0.186 0.474 0.625
DCCA [12] 0.023 0.071 0.116 0.069 0.211 0.318
Corr-AE [10] 0.024 0.090 0.147 0.154 0.397 0.532
Multimodal DBN [13] 0.013 0.047 0.082 0.054 0.194 0.292
Bimodal AE [15] 0.015 0.062 0.104 0.063 0.220 0.347
GMM+HGLMM [19] 0.019 0.071 0.115 0.173 0.390 0.502
MACC [23] 0.012 0.041 0.069 0.056 0.167 0.244
KCCA(Gaussian) [17] 0.011 0.045 0.074 0.072 0.202 0.305
KCCA(Poly) [17] 0.004 0.013 0.023 0.003 0.015 0.029
CFA [21] 0.021 0.071 0.129 0.086 0.258 0.371
CCA [16] 0.003 0.014 0.023 0.041 0.142 0.226
TABLE XII
THE RECALL SCORES OF IMAGE RETRIEVAL FOR OUR CCL APPROACH
AND THE COMPARED METHODS ON MS-COCO DATASET. WE TEST TWO
TYPES OF IMAGE FEATURE: HAND-CRAFTED FEATURE AND CNN
FEATURE, WHILE THE TEXT FEATURE IS THE SAME.
Method Hand-crafted feature CNN featureR@1 R@5 R@10 R@1 R@5 R@10
Our CCL Approach 0.064 0.197 0.296 0.196 0.469 0.623
DCCA [12] 0.021 0.075 0.118 0.066 0.209 0.322
Corr-AE [10] 0.026 0.094 0.151 0.138 0.353 0.478
Multimodal DBN [13] 0.014 0.054 0.090 0.046 0.155 0.240
Bimodal AE [15] 0.015 0.062 0.099 0.054 0.178 0.283
GMM+HGLMM [19] 0.022 0.072 0.115 0.108 0.283 0.401
MACC [23] 0.015 0.058 0.089 0.155 0.370 0.490
KCCA(Gaussian) [17] 0.003 0.015 0.019 0.020 0.074 0.122
KCCA(Poly) [17] 0.005 0.017 0.027 0.016 0.061 0.102
CFA [21] 0.045 0.133 0.192 0.150 0.381 0.514
CCA [16] 0.004 0.022 0.037 0.041 0.155 0.251
given a query image (image→text).
• Image retrieval. Retrieving the groundtruth images given
a query text (text→image).
We compare our CCL approach with 13 state-of-the-art meth-
ods to verify its effectiveness. It should be noted that Flickr-
30K and MS-COCO datasets have no label annotations avail-
able, so some compared methods cannot be conducted includ-
ing Multi-label CCA, JRL and CMDN, because they all need
category information for common representation learning. This
also leads to some changes on the multi-task framework of
our proposed CCL approach. For inter-modality pairwise sim-
ilarity constraints, although these two datasets have no labels
available, there still exist co-existence relationship between
image and text because each image has its corresponding text
description, which forms an image/text pair. So we construct
the similarity matrix E as Eq.(10) according to the pairwise
co-existence. As for the intra-modality semantic category
constraints which need labels, we have to drop this part for
comparison on these two datasets. In the experiments, our
proposed CCL approach and all the compared methods are
evaluated by the following steps for fair comparison. (1) Learn
projections or deep models for common representation with
data in the training set; (2) Convert all data in testing set by
learned projections or deep models to common representation
with the same number of dimension; (3) Perform retrieval with
common representation directly by the same cosine distance.
For the fact that some compared methods, such as MACC
[23], DCCA [12], and GMM+HGLMM [19], do not report
the results on some of our selected datasets, we directly adopt
the source codes provided by their authors to obtain the final
retrieval results for comparison. For example, the paper of
MACC [23] only reports the result of image retrieval task
with CNN feature on Flickr-30K dataset [44] (see Table X),
so we also get the image annotation results and the results of
two retrieval tasks on other datasets using the source codes
provided by their authors (see Tables I to IX and XI to XII).
We adopt the mean average precision (MAP) score as the
evaluation metric on Wikipedia, NUS-WIDE, NUS-WIDE-
10K and Pascal Sentence datasets, which takes the precision
and ranking of the returned retrieval results into consideration
at the same time. For a set of queries, MAP score is the mean
of Average Precision (AP) of each query. AP can be calculated
by the following formula:
AP =
1
R
n∑
k=1
Rk
k
× relk (17)
where n is the number of retrieval set, R means the number
of relevant items and Rk counts the number of relevant items
in the top k results. When the k-th result is relevant, relk is
set to be 1, otherwise 0. It should be noted that we show
the results of MAP score on all returned results, which is
extensively adopted in cross-modal retrieval task as [5], [8],
[40], and do not adopt only top 50 like [10]. Besides, we also
adopt precision-recall and precision-scope curves on large-
scale NUS-WIDE dataset for comprehensive evaluation.
As for Flickr-30K and MS-COCO datasets, because there
are no labels available, the MAP score, precision-recall curve
and precision-scope curve are not applicable. Instead, we
report the score of Recall@K following [12], [19], which
includes the recall rate at top 1 result (R@1), top 5 results
(R@5) and top 10 results (R@10).
F. Comparison with State-of-the-art Methods
This part presents the experimental results and analyses on
our CCL approach as well as all the compared methods. As
shown in Tables I and II, our approach achieves the best results
in both bi-modal and all-modal retrieval tasks on Wikipedia
dataset with both hand-crafted feature and CNN feature. Some
retrieval results are shown by our CCL approach and CMDN
in Figure 5, from which we can see that our proposed CCL
approach can effectively reduce the failure cases compared
with other methods. And a few categories in this dataset are
difficult to be distinguished due to the high-level semantics
such as “history” category, which leads to confusions during
retrieval process on both our CCL approach and the compared
methods. But our approach still achieves the best retrieval
accuracy with the least failure cases. Besides, we have made
classification on the failure cases with the following two types:
(1) Failure due to the confusion in the image instance, which
indicates that small variance between the image instances
of different categories leads to wrong retrieval results; (2)
Failure due to the confusion in the text instance, which is
similarly caused by small variance between the text instances
of different categories.
Besides, the results on other 5 datasets with both hand-
crafted feature and CNN feature are shown from Tables III to
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By 1724, London political 
life was experiencing a 
crisis of public confidence.  
In 1720, the South Sea 
Bubble had burst, and the 
public was growing restive 
about corruption. Authority 
figures were beginning to 
be viewed with 
scepticism...
From September 1895 to 
June 1896 Bruce worked at 
the Ben Nevis summit 
meteorological station, 
where he gained further 
experience in scientific 
procedures and with 
meteorological 
instruments.Speak, pp.
41&ndash;45 In June 
1896...
Although the conventional 
wisdom is that merchants 
made more money than 
miners during the Gold 
Rush, the reality is perhaps 
more complex. There were 
certainly merchants who 
profited handsomely. The 
wealthiest man in 
California during the early 
years of the Gold Rush was 
Samuel Brannan...
Crean sailed with Captain 
Scott and the crew of the 
''Discovery'' out of Port 
Chalmers, New Zealand on 
21 December 1901, bound
for the Antarctic. The ship 
anchored in McMurdo 
Sound on 8 February 1902,
at a spot which was 
designated as "Hut 
Point"….
Conservative Confucian 
officials were wary of 
Wang's philosophical 
interpretation of the 
Confucian classics, the 
increasing number of his 
disciples while still in 
office, and his overall 
socially-rebellious 
message. To curb his 
political influence he...
Given $700 in Spanish 
gold by the Bacheller-
Johnson syndicate to work 
as a war correspondent in 
Cuba, Crane left New York 
on November 27 on a train 
bound for Jacksonville, 
Florida.Davis, p. 168  
Upon arrival in 
Jacksonville, he registered 
at the...
In 1944, athletic star Jackie 
Robinson took a similar 
stand in a confrontation 
with a United States Army 
officer in Fort Hood, 
Texas, refusing to move to 
the back of a bus. Robinson 
was brought before a court-
martial, which acquitted 
him.Jessica McElrath...
Zhou has appeared in 
various kinds of media 
including novels, comic 
books, and movies. Apart 
from ''The Story of Yue 
Fei'' and ''Iron Arm, Golden 
Sabre'', he appears in a 
novel based around his 
older martial arts brother, 
Jin Tai. A recent graphic 
novel of ''The Story of Yue 
Fei''...
On 5 December 1914,
Shackleton's expedition 
ship ''Endurance'' left South 
Georgia for the Weddell 
Sea, on the first stage of the 
Imperial Trans-Antarctic 
Expedition.Shackleton, p. 3 
Its destination was Vahsel 
Bay, the southernmost 
explored point of the 
Weddell Sea at 77°49'S...
Shackleton's first task, on 
arriving at the Stromness 
station, was to arrange for 
his three companions at 
Peggoty Camp to be picked 
up. A whaler was sent 
round the coast, with 
Worsley aboard to show 
the way, and by the 
evening of 21 May all six 
of the ''James Caird'' party 
were safe.Shackleton...
In modern summaries, the 
Meiji restoration is often 
described as a "bloodless 
revolution" leading to the 
sudden modernization of 
Japan. The actual facts of 
the Boshin War clearly 
show that the conflict was 
quite violent: about 
120,000 troops were 
mobilized...
Zhou has appeared in 
various kinds of media 
including novels, comic 
books, and movies. Apart 
from ''The Story of Yue 
Fei'' and ''Iron Arm, Golden 
Sabre'', he appears in a 
novel based around his 
older martial arts brother, 
Jin Tai. A recent graphic 
novel of ''The Story of Yue 
Fei''… 
By 1724, London political 
life was experiencing a 
crisis of public confidence.  
In 1720, the South Sea 
Bubble had burst, and the 
public was growing restive 
about corruption. Authority 
figures were beginning to 
be viewed with 
scepticism...
The Polish Communists 
were divided into two 
informal factions, named 
''Natolin'' and ''Puławy''
after the locations where 
they held their meetings:
the Palace of Natolin near 
Warsaw and Puławska 
Street in Warsaw. Natolin 
consisted largely...
Shackleton's first task, on 
arriving at the Stromness 
station, was to arrange for 
his three companions at 
Peggoty Camp to be picked 
up. A whaler was sent 
round the coast, with 
Worsley aboard to show 
the way, and by the 
evening of 21 May all six 
of the ''James Caird'' party 
were safe.Shackleton...
Senator Ewing secured an 
appointment for the 16-
year-old Sherman as a 
cadet in the United States 
Military Academy at West 
Point,Sherman, ''Memoirs'', 
p. 14 where he roomed and
became good friends with
another important future
Civil War General, George
H. Thomas. There Sherman
excelled academically..
Martin Luther King's
presence in Birmingham 
was not welcomed by all in 
the black community.  A
black attorney was quoted 
in ''Time'' magazine as 
saying, "The new 
administration should have 
been given a chance to 
confer with the various 
groups interested in 
change." ...
The NSC reconvened on 
the morning of September 
10 to hear the delegation's
reports immediately after 
its return from Vietnam. 
Mendenhall had previous 
experience in Vietnamese 
affairs, having served 
under the previous US 
Ambassador Elbridge 
Durbrow. Durbrow had 
urged...
On May 8, 1947, he was 
arrested by the communist 
security service (Urząd 
Bezpieczeństwa). Prior to 
trial, he was repeatedly 
tortured. The investigation 
on Pilecki’s activities was 
carried out by Colonel 
Roman Romkowski. He 
was interrogated by 
lieutenants...
The violence and terror of 
Pontiac's War convinced 
many western 
Pennsylvanians that their 
government was not doing 
enough to protect them. 
This discontent was 
manifest most seriously in 
an uprising led by a 
vigilante group that came 
to be known as the 
Paxton...
Ornstein soon moved in a very 
different direction. He began imagining 
and then writing works with new 
sounds, dissonant and startling. 
Ornstein himself was unsettled by the 
earliest of these compositions: "I really 
doubted my sanity at first. I simply 
said, what is that? It was so completely 
removed from any experience I ever 
had."Quoted in Broyles and Von Glahn 
(2007),
CCL
CCL
CMDN
CMDN
Query Results
History
Music
Fig. 5. Examples of the bi-modal retrieval results with hand-crafted feature on Wikipedia dataset by our CCL approach and CMDN [11]. It should be noted
that, in these examples, the correct retrieval results are with green borders, while the wrong results are with red borders.
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Fig. 6. Precision-Recall curves of bi-modal retrieval on NUS-WIDE dataset.
XII. The trends of the results on these datasets are similar to
Wikipedia dataset and our CCL approach keeps the best. Also
we can observe that the compared methods generally benefit
greatly from CNN feature and achieve accuracy improvement.
Our CCL approach can stably benefit from CNN image feature
and keeps the best among all compared methods. Figures 6 and
7 show the precision-recall curves and precision-scope curves
of bi-modal retrieval task on NUS-WIDE dataset, which can
further verify the effectiveness of our CCL approach.
As shown from Tables I to XII, our CCL approach keeps
advantage with all 13 compared methods on 6 datasets, and the
results show similar trends. Among the traditional methods,
CFA minimizes the Frobenius norm in transformed domain,
KCCA adopts kernel functions, and multi-label CCA considers
the high-level semantic information, which makes them per-
form better than classical baseline CCA. It should be noted
that KCCA has lower accuracy than CFA in some settings
for the fact that KCCA can only learn a coarse association
between different modalities. In addition, the performance
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Fig. 7. Precision-Scope curves of bi-modal retrieval on NUS-WIDE dataset.
of different kernel functions may vary greatly. Especially,
Poly kernel has lower accuracy than Gaussian kernel on
most settings because it cannot effectively handle the large-
scale training data. MACC further embeds the projections
into a local context based on KCCA. JRL outperforms the
above methods by using semi-supervised regularization and
sparse regularization. GMM+HGLMM and LGCFL achieve
the best accuracies among the traditional methods in most
cases, because GMM+HGLMM combines different kinds of
Mixture Models to improve sentence representation, while
LGCFL jointly learns basis matrices using a local group
based priori. As for the DNN-based methods, Multimodal
DBN has the worst accuracy among them. It is because
only a joint distribution is learned on the top of two-layer
DBN for each modality, which focuses more on learning the
complementarity between different modalities rather than the
correlation across them. Bimodal AE and Corr-AE have better
accuracies because they jointly consider the reconstruction
information. DCCA extends traditional CCA by maximizing
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the correlation between two separate networks. Our previous
work CMDN achieves the best accuracy among the DNN-
based methods because of jointly modeling on intra-modality
and inter-modality correlation in both two learning stages. It
should be noted that our proposed CCL approach achieves
the best accuracy compared with state-of-the-art methods
for the following 3 aspects: (1) The multi-grained fusion
on both coarse-grained instances and fine-grained patches,
while the compared methods only use the original modality
instances. (2) The multi-task learning strategy to adaptively
balance intra-modality semantic category constraints and inter-
modality pairwise similarity constraints, while the compared
methods only adopt single-loss regularization failing to effec-
tively exploit and balance the above constraints. (3) Jointly
optimizing on the intrinsic intra-modality and inter-modality
correlation, while the compared methods ignore the inter-
modality correlation in the separate representation learning for
the first stage.
G. Experimental Analysis
1) Network and Parameter Analysis: For the convergence
experiments, which are conducted on Wikipedia and NUS-
WIDE datasets as examples due to the page limitation, we
show the curves of downtrend on the loss value in Figure 8
to verify the convergence of our proposed approach. We can
see that our CCL approach can converge quickly within 2K
iterations, which shows its efficiency. For the training details
of the network, we conduct the experiments on the effect
of some key parameters also on Wikipedia and NUS-WIDE
datasets, including learning rate ranging from 1e-2 to 1e-6, and
the margin parameter α in the loss function in Eq.(11) ranging
from 0.5 to 2.5. The results are shown in Figure 9. And we
can see that our CCL approach gets the best performance at
the learning rate of 1e-3 on Wikipedia dataset and 1e-5 on
NUS-WIDE dataset, while the results change little from 1e-3
to 1e-6. Besides, the performance is insensitive to the value
change of margin parameter.
For the parameter size, we conduct experiments between
our proposed approach and two best DNN-based methods
namely CMDN and Corr-AE with the comparable sizes of
parameter space on Wikipedia dataset taking CNN feature as
input. Specifically, our CCL approach originally has about 21K
parameters, while the CMDN and Corr-AE have about 17K
and 10K parameters respectively. So we decrease the size of
parameter space of CCL and CMDN, by reducing the number
of layers and the number of hidden units on each layer to
achieve the comparable parameter size with Corr-AE with
about 10K parameters, which is called CCL-small and CMDN-
small in Table XIII. The experimental results are shown in
Table XIII. We can see that CCL-small still outperforms
CMDN-small and Corr-AE with comparable parameter sizes.
It shows that although retrieval accuracy can be improved by
increasing parameter size, the size of parameter space is not
the key point for the improvement. The effective modeling
of intra-modality and inter-modality correlation makes great
contribution to the final performance.
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Fig. 8. Convergence experiments of our proposed CCL approach conducted
on Wikipedia dataset and NUS-WIDE dataset, which show the curves of
downtrend on the loss value.
TABLE XIII
EXPERIMENTS ON THE PARAMETER SIZE BETWEEN REPRESENTATIVE
DNN-BASED METHODS.
Dataset Method MAP with CNN featureImage→Text Text→Image Average
Wikipedia
dataset
CCL 0.504 0.457 0.481
CCL-small 0.490 0.444 0.467
CMDN-small 0.463 0.408 0.436
Corr-AE 0.402 0.395 0.399
2) Execution Time: We measure the execution time for our
proposed CCL approach as well as all the compared methods.
It should be noted that we measure the training and testing time
for different methods without the time for data preprocessing
such as feature extraction and patch segmentation. Besides,
we adopt small-scale Wikipedia dataset and large-scale NUS-
WIDE dataset, and use CNN feature as input. The execution
time is recorded on a PC with i7-5930K CPU @ 3.50GHz,
64GB memory and one GPU of NVIDIA Titan X with 12GB
memory. The training time is shown in Table XIV. We
can see that the training time of all methods increases with
the number of training instances increasing, especially for
some traditional methods such as JRL and KCCA due to the
large amount of calculation on matrix multiplication. Besides,
among the DNN-based methods, the training time of Bimodal
AE, Multimodal DBN and Corr-AE is close to each other
and less than our proposed CCL approach and CMDN. It is
because our CCL approach and CMDN have more components
TABLE XIV
TRAINING AND TESTING TIME FOR OUR CCL APPROACH AND COMPARED
METHODS.
Method Training TestingWikipedia NUS-WIDE Wikipedia NUS-WIDE
Our CCL Approach 2794s 2958s 0.40s 281s
CMDN [11] 2102s 2434s 0.38s 275s
DCCA [12] 683s 1636s 0.42s 289s
Corr-AE [10] 1051s 1237s 0.37s 283s
Multimodal DBN [13] 1343s 1523s 0.39s 275s
Bimodal AE [15] 974s 1304s 0.35s 279s
JRL [8] 211s 1426s 0.26s 75s
GMM+HGLMM [19] 235s 803s 0.30s 143s
Multi-label CCA [22] 56s 3924s 0.29s 110s
MACC [23] 62s 2340s 0.28s 283s
KCCA(Gaussian) [17] 35s 2018s 0.35s 2183s
KCCA(Poly) [17] 27s 2228s 0.31s 2179s
LGCFL [40] 8.2s 28s 0.26s 65s
CFA [21] 7.5s 8.7s 0.76s 264s
CCA [16] 0.3s 1.4s 0.28s 108s
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Fig. 9. Experiments on the training detail of our proposed CCL approach, including learning rate and the margin parameter α, on Wikipedia dataset and
NUS-WIDE dataset. It should be noted that we report the average MAP score of Image→Text and Text→Image tasks.
TABLE XV
BASELINE EXPERIMENTS ON BI-MODAL RETRIEVAL, WHERE CCL (ONLY COARSE-GRAINED) MEANS CCL WITH ONLY THE ORIGINAL INSTANCES AS
INPUT, WHILE CCL (ONLY FINE-GRAINED) MEANS CCL WITH ONLY THE PATCHES OF ORIGINAL INSTANCE AS INPUT. AND CCL (ONLY
INTRA-MODALITY) MEANS CCL WITH ONLY INTRA-MODALITY SEPARATE REPRESENTATION LEARNING, WHILE CCL (ONLY INTER-MODALITY)
MEANS CCL WITH ONLY INTER-MODALITY SEPARATE REPRESENTATION LEARNING.
Dataset Method MAP with hand-crafted feature MAP with CNN featureImage→Text Text→Image Average Image→Text Text→Image Average
Wikipedia
dataset
Our CCL Approach 0.418 0.359 0.389 0.504 0.457 0.481
CCL (only coarse-grained) 0.399 0.329 0.364 0.457 0.429 0.443
CCL (only fine-grained) 0.393 0.328 0.361 0.456 0.400 0.428
CCL (only intra-modality) 0.384 0.332 0.358 0.483 0.444 0.464
CCL (only inter-modality) 0.380 0.321 0.351 0.471 0.395 0.433
NUS-WIDE-10K
dataset
Our CCL Approach 0.400 0.401 0.401 0.506 0.535 0.521
CCL (only coarse-grained) 0.371 0.356 0.364 0.483 0.516 0.500
CCL (only fine-grained) 0.368 0.358 0.363 0.414 0.436 0.425
CCL (only intra-modality) 0.377 0.374 0.376 0.488 0.520 0.504
CCL (only inter-modality) 0.347 0.346 0.347 0.442 0.470 0.456
Pascal Sentence
dataset
Our CCL Approach 0.359 0.346 0.353 0.566 0.560 0.563
CCL (only coarse-grained) 0.283 0.286 0.285 0.514 0.508 0.511
CCL (only fine-grained) 0.255 0.239 0.247 0.386 0.393 0.390
CCL (only intra-modality) 0.296 0.272 0.284 0.521 0.520 0.521
CCL (only inter-modality) 0.217 0.217 0.217 0.420 0.383 0.402
NUS-WIDE
dataset
Our CCL Approach 0.513 0.489 0.501 0.671 0.676 0.674
CCL (only coarse-grained) 0.502 0.466 0.484 0.665 0.670 0.668
CCL (only fine-grained) 0.485 0.451 0.468 0.595 0.604 0.600
CCL (only intra-modality) 0.487 0.460 0.474 0.652 0.660 0.656
CCL (only inter-modality) 0.427 0.400 0.414 0.515 0.519 0.517
TABLE XVI
BASELINE EXPERIMENTS OF IMAGE ANNOTATION ON FLICKR-30K AND
MS-COCO DATASETS.
Dataset Method Hand-crafted feature CNN featureR@1 R@5 R@10 R@1 R@5 R@10
Flickr-30K
dataset
Our CCL Approach 0.088 0.276 0.393 0.377 0.694 0.811
CCL (only coarse-grained) 0.059 0.192 0.294 0.286 0.587 0.719
CCL (only fine-grained) 0.021 0.100 0.171 0.170 0.436 0.581
CCL (only intra-modality) 0.040 0.133 0.220 0.312 0.641 0.753
CCL (only inter-modality) 0.029 0.125 0.212 0.232 0.544 0.694
MS-COCO
dataset
Our CCL Approach 0.063 0.196 0.298 0.186 0.474 0.625
CCL (only coarse-grained) 0.048 0.154 0.241 0.127 0.364 0.510
CCL (only fine-grained) 0.030 0.100 0.162 0.102 0.304 0.436
CCL (only intra-modality) 0.058 0.177 0.264 0.147 0.406 0.556
CCL (only inter-modality) 0.026 0.096 0.160 0.121 0.340 0.485
TABLE XVII
BASELINE EXPERIMENTS OF IMAGE RETRIEVAL ON FLICKR-30K AND
MS-COCO DATASETS.
Dataset Method Hand-crafted feature CNN featureR@1 R@5 R@10 R@1 R@5 R@10
Flickr-30K
dataset
Our CCL Approach 0.090 0.253 0.361 0.373 0.684 0.800
CCL (only coarse-grained) 0.054 0.179 0.272 0.255 0.567 0.692
CCL (only fine-grained) 0.021 0.098 0.172 0.172 0.422 0.569
CCL (only intra-modality) 0.033 0.135 0.205 0.310 0.613 0.745
CCL (only inter-modality) 0.028 0.116 0.205 0.228 0.544 0.688
MS-COCO
dataset
Our CCL Approach 0.064 0.197 0.296 0.196 0.469 0.623
CCL (only coarse-grained) 0.047 0.162 0.247 0.132 0.358 0.505
CCL (only fine-grained) 0.027 0.100 0.160 0.107 0.299 0.430
CCL (only intra-modality) 0.056 0.181 0.273 0.150 0.402 0.547
CCL (only inter-modality) 0.026 0.104 0.171 0.119 0.330 0.473
to train for different purposes, such as different subnetworks
for coarse-grained and fine-grained representation learning and
the multi-grained fusion subnetwork in CCL approach, while
the compared DNN-based methods ignore the complemen-
tary fine-grained clues provided by their patches. On testing
time, all the methods including our proposed CCL approach
have almost the same testing time on small-scale Wikipedia
dataset. While on large-scale NUS-WIDE dataset, the time has
some difference mainly because the dimensional numbers of
common representation generated from different methods vary
greatly, which leads to different costs in distance measurement
with the increasing number of testing instances. For example,
KCCA has the longest testing time due to its high-dimensional
common representation with about 10,000 dimensions, which
is much higher than other compared methods having less than
1,024 dimensions. From the above results, we can see that the
training stage is the key point for our proposed CCL approach
to achieve the best accuracy, while it costs little extra time in
the testing stage.
3) Baseline Experiments: Tables XV to XVII show the
accuracies of our CCL approach and the baseline approaches.
CCL (only coarse-grained) means only the coarse-grained
original instances are used to generate common representation,
while CCL (only fine-grained) means only the fine-grained
patches are adopted. Due to only the coarse-grained or fine-
grained information is adopted, we drop the joint RBM which
is used to fuse multi-grained representation, and the other
parts of the network keep exactly the same in our CCL
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approach for fair comparison. The coarse-grained and fine-
grained information can be effectively integrated by CCL
approach to make cross-modal correlation more precise, which
leads to better accuracy than CCL (only coarse-grained) and
CCL (only fine-grained) that use single-grained information
merely.
Besides, we also show the baseline experiments to ver-
ify the effectiveness of combination of intra-modality and
inter-modality correlation in the first learning stage. CCL
(only intra-modality) means CCL with only intra-modality
reconstruction learning error Lr in Eq.(11), while CCL (only
inter-modality) means CCL with only inter-modality corre-
lation learning error Lc in Eq.(11) for separate representa-
tion learning. We can see that learning intra-modality and
inter-modality correlation simultaneously by joint optimization
achieves higher MAP score than learning only one of them,
which indicates the complementarity of the two kinds of
information, and it can be effectively exploited by our CCL
approach to achieve better accuracy.
The above baseline experimental results verify the contri-
bution of each component in our CCL approach. First, inter-
modality correlation can provide rich complementary context
to intra-modality correlation for learning better separate rep-
resentation, which can capture the important hints to boost
common representation learning. Second, fusion of comple-
mentary coarse-grained instances and fine-grained patches can
lead to more accurate cross-modal common representation.
V. CONCLUSION
In this paper, a cross-modal correlation learning approach
has been proposed with multi-grained fusion by hierarchical
network. In the first learning stage, separate representation
is learned by jointly optimizing intra-modality and inter-
modality correlation, which can effectively capture the intrin-
sic correlation and rich complementary information in different
modalities. In the second learning stage, a multi-task learning
strategy, which adaptively balances intra-modality semantic
category constraints and inter-modality pairwise similarity
constraints, is adopted to fully exploit the intrinsic relevance
between them. Besides, the coarse-grained instances and fine-
grained patches are integrated to make cross-modal correla-
tion more precise. Comprehensive experimental results show
effectiveness of our CCL approach compared with 13 state-
of-the-art methods on 6 widely-used cross-modal datasets.
The future work lies in two aspects: First, we will focus on
learning better fine-grained representation with more effective
and precise segmentation methods. Second, we will attempt
to apply semi-supervised regularization into our framework to
make full use of the unlabeled data. Both of them will be
employed to further boost the cross-modal retrieval accuracy.
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