Abstract. We classify nonabelian extensions of Lie algebroids in the holomorphic or algebraic category, and introduce and study a spectral sequence that one can attach to any such extension and generalizes the Hochschild-Serre spectral sequence associated to an ideal in a Lie algebra. We compute the differentials of the spectral sequence up to d 2 .
Introduction
In this paper we study nonabelian extensions of Lie algebroids in the holomorphic or algebraic category. Given a Lie algebroid B and a bundle of Lie algebras L on a complex manifold or scheme X, with an actionᾱ of B on L by outer derivations, we establish the existence of a cohomology class which obstructs the existence of extensions of B by L inducing the actionᾱ. We also compute the group which classifies the extensions when the obstruction vanishes.
In a second part of the paper we study a spectral sequence that one can attach to an extension of Lie algebroids 0 → L → A → B → 0 which converges to the hypercohomology H(X, Ω • A ) of the de Rham complex of A . This generalizes the Hochschild-Serre spectral sequence that one can attach to an ideal in a Lie algebra. We give a general form for the E 1 and E 2 terms and, by means of explicit computations, calculate their differentials.
Lie-Rinehart algebras can be regarded as special cases of Lie algebroids, so that we get a spectral sequence for Lie-Rinehart algebras as well. Moreover, Theorems 4.2 and 5.4 in this paper can be considered as generalizations of similar results contained in the third author's 1983 PhD thesis, where he studied the cases of the Atiyah algebroid of a smooth vector bundle and the Lie-Rinehart-Atiyah algebra of a finitely generated projective module over a noetherian formally smooth algebra [12, 11] . See Section 7.
Generalities on Lie algebroids
We shall assume that X is either a complex manifold, or a smooth noetherian separated scheme over an algebraically closed field k of characteristic zero. We shall denote by O X the structure sheaf of X (the sheaf of holomorphic or regular functions on X) and by "vector bundle" we shall mean a finitely generated locally free O X -module.
A (holomorphic) Lie algebroid A on X is a vector bundle equipped with a Lie algebroid structure, that is, a morphism of O X -modules a : A → Θ X , called the anchor of A , and a Lie bracket on the sections of A which satisfy the Leibniz rule
for all sections s, t of A and f of O X . This condition implies that the anchor is a morphism of sheaves of Lie algebras, considering Θ X as a sheaf of Lie algebras with respect to the commutator of vector fields. A morphism (A , a) → (A ′ , a ′ ) is a morphism f : A → A ′ of O X -modules such that a ′ • f = a, which is compatible with the brackets in A and A ′ .
We denote Ω for s 1 , . . . , s p+1 sections of A , and ξ a section of Ω p A . In this paper we shall deal with the hypercohomology of the complex (Ω • E , ∂ A ), or related cohomologies. When X is a complex manifold this hypercohomology is isomorphic to the Lie algebroid cohomology of the smooth complex Lie algebroid A obtained by matching (in the sense of [8, 9, 7] ) the holomorphic Lie algebroid A with the anti-holomorphic tangent bundle T 0,1 X [7, 3] . Since rk A = rk A +dim X, the hypercohomology of the complex Ω • A vanishes in degree higher than rk A + dim X. A basic example of Lie algebroid is the Atiyah algebroid D E associated with a vector bundle E . It is defined as the bundle of first order differential operators on E with scalar symbol. D E sits inside an exact sequence of sheaves of O X -modules
where σ, the symbol map, plays the role of anchor. The bracket is given by the commutator of differential operators.
A representation (M , ρ) of a Lie algebroid A (also called an A -module) is a vector bundle M with a morphism of Lie algebroids ρ :
. . ,ŝ j , . . . , s p+1 ).
Extensions of Lie algebroids
In this Section we compute the obstruction to the existence of an extension of a Lie algebroid by a bundle of (in general nonabelian) Lie algebras, and classify such extensions when the obstruction vanishes. Many proofs in this Section are just easy computations inČech cohomology, so that we shall omit them. After stating the problem in general, we first consider the case of Lie-Rinehart algebras, and then move to Lie algebrods.
3.1. The general problem. By the definition of Lie algebroid morphism, the kernel of a morphism of Lie algebroids is a Lie algebroid with a trivial (zero) anchor. Therefore, given a Lie algebroid B and a bundle of Lie algebras L , it makes sense to ask if we can construct a Lie algebroid A which sits inside an exact sequence of Lie algebroid morphisms
This problem was treated in the C ∞ case in [2] ; the abelian algebraic case was treated in [14] . The corresponding problem for Lie algebras was discussed in [1] .
Note that any such extension defines a morphism of Lie algebroids
(where Out(L ) is the bundle of outer derivations of L ) by lettinḡ
with s ′ any pre-image of s in A . On the other hand, if B, L are given, a morphism
. This actually depends on the choice ofᾱ so we write it as H(X, Ω • B ⊗ Z(L ))ᾱ. So the correct statement of the problem is: given a Lie algebroid B and a bundle of Lie algebras L on X, and given anᾱ : B → Out(L ), does there exist an extension as in (3) which inducesᾱ? If such extensions exist, how are they classified?
As usual, we shall say that two such extensions A , A ′ are isomorphic if there is a Lie algebroid morphism A → A ′ compatible with the identity morphisms in B and L .
In the remainder of this Section we shall prove the following Theorem.
Theorem 3.1. There is a cohomology class ob(ᾱ) ∈ F 1 H 3 (X, Ω • B ⊗ Z(L ))ᾱ such that there exist holomorphic Lie algebroid extensions of B by L inducing the mapᾱ if and only if ob(ᾱ) = 0. When ob(ᾱ) = 0, the set of isomorphism classes of extensions of B by L inducingᾱ is naturally a torsor over
The filtration F • of the hypercohomology is induced by the "naive filtration by columns": given a complex of O X -modules F • and a suitable cover U of X, the hypercohomology H(X, F • ) is computed by the total complex T of the double complex K p,q =Č p (U, F q ), and we consider the filtration F q T = p≥0,ℓ≥q K p,ℓ .
3.2.
The case of Lie-Rinehart algebras. We start by considering the extension problem for Lie-Rinehart algebras, which in some sense corresponds to the case when X is affine. Let R be a unital commutative algebra over k, and let B be a finitely generated R-module, which also has a structure of Lie algebra over k, and is equipped with a morphism of Rmodules b : B → Der k (R). One also assumes that the Lie bracket of L satisfies the Leibniz condition (1) . The morphism b turns out to be a morphisms of Lie algebras over k. The pair (B, b) is called a Lie-Rinehart algebra over R (this structure was first introduced in the paper [10] ). Exactly as one does for Lie algebroids, one associates with every Lie-Rinehart algebra a cohomology theory, which reduces to the Chevalley-Eilenberg cohomology if b = 0.
If B is a Lie-Rinehart algebra over R, and M is an R-module, a B-connection for M is a k-linear map α :
for any b 1 , b 2 ∈ B, where [·, ·] ∧ denotes the commutator of operators in Der k (M ). The connection is said flat when its curvature is zero, and this happens exactly when α defines a representation of B on M .
Let
this does not square to zero but rather satisfies d 2 α = F α ∧ •. Remark that if α is a B-connection on M , there are induced B-connections on the modules M * , p M * , etc., which we will still denote by α.
Let B be a finitely generated Lie-Rinehart algebra over R, and L a finitely generated Lie algebra over R. It is easy to adapt Theorem 5 of [1] to obtain the following: (ii) equivalence classes of pairs (α, ρ), where
Two such pairs (α, ρ) and (α,ρ) are considered equivalent when there is a linear map φ : B → L such that a')α − α = ad φ ; b') for any x, x ′ ∈ B the following holds:
Proof. If an extension is given, the data (α, ρ) come from choosing an isomorphism A ∼ → B⊕L, and writing the bracket in A as
The properties of the bracket of A give the compatibility conditions for α and ρ.
Vice versa, given (α, ρ) satisfying the compatibility conditions, it is easy to see that the above formula defines a Lie algebra structure on the direct sum B ⊕ L.
To complete the proof then one just needs to check that the changes of the isomorphism A ∼ → B ⊕ L (which is in a one-to-one correspondence with the morphisms φ : B → L) correspond to changes of the pair (α, ρ) given by φ as in the second part of the statement.
3.3. The case of Lie algebroids. Now we go back to the case of Lie algebroids. Let U = {U i } i∈I be an open cover over which L and B trivialize. We can apply Proposition 3.2 and obtain cochains
B * ⊗ L ) satisfying the properties a) and b) in Proposition 3.2. Recall that these pairs are constructed from isomorphisms
these φ ij are such that δφ = 0 (where δ is theČech differential), and their cohomology class defines the extension of B by L as O X -modules. By the equivalence relation on the pairs (α, ρ), we obtain that on the intersection U ij the following equations are satisfied:
Summing up, we have the following proposition: Proposition 3.3. Let B a Lie algebroid and L a bundle of Lie algebras over X, and fix an open cover U = {U i } i∈I of X which trivializes both B and L as vector bundles. There is a one to one correspondence between:
(i) equivalence classes of Lie algebroid extensions as in (3); (ii) equivalence classes of triples of families (φ ij , α i , ρ i ), where
Two such triples of families (φ ij , α i , ρ i ) and (φ ij ,α i ,ρ i ) are equivalent when there exists a cochain
Now we prove Theorem 3.1. We start with a remark on the complex that defines the hypercohomology groups in the Theorem. Since, as noted before,ᾱ induces on Z(L ) a B-module structure, one can introduce the sheaf of Chevalley-Eilenberg-Rinehart cochains
with a differential dᾱ : C p → C p+1 defined by the usual Chevalley-Eilenberg formula. The cohomology groups entering the theorem are the hypercohomology groups of this complex of sheaves, which we compute as the cohomology of the total complex associated to the double complex
for p ≥ 0 and q ≥ 1 (and we set K p,0 = 0 since the extension data do not have terms in this degree). So a representative for the obstruction ob(ᾱ), living in the third cohomology group, will be of the form (λ i , t ij , q ijk ), with λ ∈ K 0,3 , t ∈ K 1,2 and q ∈ K 2,1 .
We proceed now to the definition of ob(ᾱ):
Sinceᾱ is a map of Lie algebroids, the discrepancy for α i to be a Lie algebra morphism lies in Ad(L ), that is, there exist maps
We collect in the next Lemma a few facts about the cochains α, ρ and φ. 1 We recall that a B-connection on a locally-free OX -module G is a k-linear morphism ∇ :
s for all sections β, f and s of B, OX and G , respectively.
Lemma 3.4.
•
Proof. The claim is equivalent to the following four equations:
The first of these follows from the definition of λ i , and from the fact that d 2
The fourth follows from the definition of q, since δ 2 = 0.
The other two equations require a little more effort. Let us begin with the third. Since δ 2 ρ = 0, we have
while the other side of the equation is
so that we have to show
This is equivalent to
which holds true as δφ takes values in Z(L ), so that we have the equation
Finally we prove the second equation. First of all we prove the following claim: the second equation may be expanded as
which is equivalent to
where we have used the equality d 2 α i τ = [τ, ρ i ] whose proof is given in [1] . From Lemma 3.4 we see that the last equation holds, and this finishes the proof of the Proposition.
So there is a well defined cohomology class ob(ᾱ) in
. This is exactly the obstruction to the existence of extensions of B by L that induce the representationᾱ. 
we have
which vanishes as the last summand in the brackets equals t ij .
We finally come to the second part of Theorem 3.1, i.e., we show that if the obstruction vanishes, the set of isomorphism classes of extensions is a torsor over
Let us fix an extension, that we identify with a triple (α 0 i , ρ 0 i , φ 0 ij ), and let (α i , ρ i , φ ij ) be any other triple. Remark that
Both take values in Z(L ) because of properties (a) and (d) in Proposition 3.3, so that the pair (γ i , ψ ij ) defines an element in T 2 = K 0,2 ⊕ K 1,1 .
Proposition 3.7. One has δ(γ i , ψ ij ) = 0, so that the pair (γ i , ψ ij ) defines a cohomology class in
Proof. This is equivalent to the following three equations:
The first and the third of these hold because of (c) and (b) in Proposition 3.3, respectively, while the second follows from (e) and the fact that, since
To complete the proof of Theorem 3.1 we just need to check that if
, then the associated cohomology class vanishes, i.e., the pair (γ i , ψ ij ) is a coboundary. This follows at once from the notion of equivalence relation between such triples.
A spectral sequence
Let X be a complex manifold or a scheme (in which case it is assumed to be smooth, noetherian, separated over an algebraically closed field k of characteristic zero). Given an extension of Lie algebroids on X as in eq. (3), one can construct a spectral sequence which converges to the hypercohomology H • (Ω • A , ∂ A ). We compute here the first term of this spectral sequence, while the second term will be computed in Section 5 by explicit calculations. At the end of the Section we shall study some particular cases. In Section 7 we shall see that when X is an affine scheme one gets a spectral sequence associated with an extension of a Lie-Rinehart algebra over a noetherian commutative ring by a Lie algebra. In particular, if M is a module over a noetherian commutative ring, for the Lie-Rinehart algebra of derivations of M with scalar symbol we shall recover the results of [11] .
For p = 0, . . . , q let us define F q p as the subsheaf of Ω q A whose sections are annihilated by the inner product with q − p + 1 sections of L . Note that
This defines a decreasing filtration of the complex Ω •
A , which, according to the mechanism described in [4, Ch. 0, 13.6.4], will induce a filtration of the complex that computes the hypercohomology of the complex Ω • A . For the sake of clarity we give here the details.
Proof. We define a morphism 
The E 2 term of this spectral sequence will be computed in Section 5, see Theorem 5.4.
We make some preparations for the proof of Theorem 4.2. By standard homological constructions [13] one can introduce injective resolutions C q,• of Ω 
whose cohomology is the hypercohomology of Ω • A , and its descending filtration
Proof of Theorem 4.2. As a consequence of Lemma 4.3, the zeroth term of the spectral sequence given by the filtration F k ℓ is
Recalling that the differential
is induced by the differential of the complex Ω • A , we obtain E ℓ,k
). By plugging in the isomorphism in Lemma 4.1 we get equation (9) .
Remark 4.4. We denote by G q the cohomology sheaves of the complex Ω • L . The sheaves Ω p B ⊗ G q are the sheaves associated with the presheaves H p,q defined as
induces morphisms H p,q → H p+1,q and hence also k-
that satisfy a Leibniz rule with respect to multiplication by sections of O X ; namely, we obtain flat B-connections ∇ on the sheaves G q . We can therefore define the hypercohomology 
△ Remark 4.7. Let A be a Lie algebroid, and denote by I the image of the anchor a. One gets an extension 0 → N → A → I → 0 of the type (3). Then a spectral sequence is intrinsically associated to the Lie algebroid A . Let Y be a subscheme or submanifold of X over which the anchor has constant rank. The sheaves G q are locally free on Y , and G q |Y is a vector bundle, whose fibre at x is the q-th Cartan-Eilenberg cohomology of the Lie algebra N x . The representation ρ of the previous Remark is a Gauss-Manin connection for this bundle.
An example is provided by the sheaf of vector fields tangent to the smooth locus of a normal crossing divisor D in a complex manifold X; in this case Ω • A is the logarithmic de Rham complex associated with D [15] . △ Example 4.8. We consider the example given by the Atiyah algebroid D M of a line bundle M ; so the extension (3) takes the form
In this case the filtration of
). An explicit computation shows that d 1 is just the differential induced by the de Rham differential; see Section 6. △
Explicit calculations
In this section, using the description of the extension by local data given in Section 3, we will compute explicitly the E 1 and E 2 terms of the spectral sequence introduced in the previous Section, and we will outline how one can obtain representatives of their differentials. The form we obtain for the d 2 differential extends a result by Hochschild and Serre [6, Thm. 8].
Let us recall that an extension of Lie algebroids as in (3) is described, with respect to a suitable open cover
These data are constructed from local splittings ζ i of the extension defined over U i . Recall that α i are B-connections on L defined over U i , whose curvature is given in terms of ρ i , and we have differentials
under which for a section ξ of Ω k A over U i we write
Lemma 5.1. According to the splittings above, we have
Proof. This is a computation: for ξ ∈ Ω k A we have
Now, the sum of the first and the third of the summations above coincide with
while the other three summations are equal to
and the claim follows from the definition of
Let us consider the total complex T k which computes the cohomology of A :
It comes with the filtration
An element h ∈ T k is of the form h = (h 0 , . . . , h k ) with h s = {h s i 0 ···is } ∈Č s (U, Ω k−s A ). A choice of the local splittings {ζ i } i∈I induces splittingš
under which we have
which are given by the following formula:
Remark that the lower left index is given once we know all the other indices and the total degree of the form, so sometimes we will not write it.
We want to understand how the differential of T behaves under the local isomorphisms (11) . The differential of the complexČ
Lemma 5.2. According to the splittings above, for h ∈ T k we have:
where for anyČech cocycle {η i 0 ···is } the differential d α is defined by d α {η i 0 ···is } = {d α i 0 η i 0 ···is }.
Proof. From Lemma 5.1 we know that m (d A h) s equals the first three summands in the lefthand side of this formula. To conclude we just have to compute m (δh) s . One has
By using
where φ ⊗t ⌣ • is the cup product w.r.t. the t-th tensor power of φ, i.e., φ ⊗t : writing the elements m h s into a table, we obtain:
Similarly, the elements m (d T h) s can be arranged in the following table:
if and only if the elements in the rth diagonal (from top left) of the above table vanish, so these elements provide a representative for the rth differential of the spectral sequence d r [h] . Using this observation, we will compute the terms of the spectral sequence.
Let W p,q be the complex q s=0Č
. Its cohomology is the following hypercohomology:
The differential d 0 h coincides with d H applied to { q−m h m } ∈ W p,q , so that we obtain a hands-on proof of Theorem 4.2 (equation (9)).
A representative of the differential
that we can rewrite as 
(ii) Let {ζ i } and {ζ ′ i } be two collections of splittings relative to the same open cover {U i } of X, such that ζ ′ i − ζ i = ψ i , and let ξ ∈ W p,q be such that d H ξ = 0. Then
where η ∈ W p+1,q−1 is given by
In particular, the differential d ζ induced at the cohomology level does not depend on the choice of the splittings.
The differential d 1 of the spectral sequence coincides with d ζ , so we have the following isomorphisms for the E 2 terms:
Finally we come to the
that we can rewrite as
When we look at its class in E
is a coboundary, so it is zero. In general the term d ζ { m h q−m−1 } will not be zero because it is not d H -closed.
Let us look at the special case q = 1, and compute the differential
, and h ∈ F p−1 T p be a representative of u. After a choice of local splittings {ζ i }, we represent the cochain h as a triple (
) as usual. Since h defines a class in E 2 , we know that d T h ∈ F p+1 T p+1 , that is, the following equations are satisfied: This extends the result given in Theorem 8 of [6] , where the d 2 differential is expressed as minus the operation of cupping by the extension class ρ. In general this is not possible: there is contribution due to the class d B 0 h 0 which need not beδ-closed. Cases when this class does not contribute are when X is an affine variety, or when X is a compact Kähler manifold and A is the de Rham algebroid; in the latter case, ρ = 0 and d B is the exterior differential, which is zero on E 2 due to Hodge theory.
Example: cohomology of the Atiyah algebroid of a line bundle
We develop the Example 4.8 by applying the construction of the previous section to the case of the Atiyah algebroid of a line bundle M on X. We consider the Atiyah algebroid D M of M . In this case the sequence (2) takes the form (10) , where O X is regarded as a bundle of abelian Lie algebras. Since O X has rank one, the filtration only has one nontrivial term:
On the other hand, we can compute the terms of the spectral sequence. Since in this case Ω • L is the two term complex 0 → O X 0 → O X → 0, as we already noted, we have isomorphisms 
The algebraic setting
We can reduce this theory to a purely algebraic setting by considering the case X = Spec(R), where R is a commutative, noetherian, formally smooth, 2 unital algebra over a field k. The role of the Lie algebroid A is then played by a finitely generated, projective R-module A, which also has a structure of Lie algebra over k, equipped with a morphism of R-modules a : A → Der k (R). The pair (A, a) is a Lie-Rinehart algebra (cf. section 3.2).
Given a Lie-Rinehart algebra B and a Lie algebra L over R, we can -as we did in Section 3.2 -consider extensions in the category of Lie-Rinehart algebras
We can introduce a filtration F • • of the complex Λ • A * as before. The analogue of Theorem 4.2, for X = Spec(R) and A the localization of the R-module A, is the result expressed by Theorem 7.2.
The pair (Der 1 (M ), a) is a Lie-Rinehart algebra (the Lie-Rinehart-Atiyah algebra of the module M ). Theorem 7.2 was proved in this case by the third author in [11] .
