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1. INTRODUCTION 
In recent years, a lot of work has been done to solve a system of non- 
linear equations by embedding it in a one-parameter family of homotopy 
equations and tracing a solution path from a known starting point until a 
solution to the original equations is encountered (see, e.g., [ 11). Such 
homotopy methods may be roughly classified in two categories, simplicial 
approximation methods [4, 5, 121 and differential continuation methods 
[3, 10, 13, 181. In the former methods, a piecewise-linear approximation of 
the homotopy path is traced by triangulation and pivoting techniques. On 
the other hand, the latter methods are based on numerical integration of an 
initial value problem which describes the homotopy path of interest. 
Although the range of applicability of the latter methods is necessarily 
limited by the differentiability assumption on homotopies, they appear to 
be quite attractive due to their ease of implementation. 
The homotopy methods have also been applied in some way or another 
to solve various optimization problems [6, 8, 9, 12, 15-171. To the 
author’s knowledge, however, as far as problems involving inequality con- 
straints are concerned, all previous attempts have been devoted to the 
application of simplicial type methods either by reducing the problem into 
a zero-finding problem for a certain point-to-set mapping or by transform- 
ing the Kuhn-Tucker conditions of the problem into a system of homotopy 
equations. The difficulty which prevents application of differential con- 
tinuation methods to inequality constrained problems lies in the fact that 
homotopies constructed in a straightforward fashion usually yield non- 
smooth solution paths, even if all the problem functions are smooth. 
In this paper, we deal with a parametric nonlinear programming 
problem with inequality constraints, in which a specific problem to be 
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solved is embedded. We propose for such a problem a new class of 
homotopy equations which are everywhere continuously differentiable, 
whereby differential continuation methods are applicable. It is shown that 
solution paths of the homotopy equations can approximate the set of 
Kuhn-Tucker points of the parametric programming problem as closely as 
needed by controlling a certain additional parameter. It is also indicated 
that the proposed homotopies can actually yield an exact KuhnTucker 
point of the specific problem, provided it satisfies the strict complemen- 
tarity condition. 
2. DESCRIPTION OF HOMOTOPIES 
Consider the nonlinear programming problem 
minimize f”(x) 
subject o SPb) d 0, i = 1, . . . . m, 
(1) 
where f”: R” + R and gy : R” -+ R, i = 1, . . . . m. Homotopy methods embed 
problem (1 ), using a scalar parameter t, into a family of problems 
minimize, f(x7 t) 
subject o giG% t) Q 0, i = 1, . . . . m, 
(2) 
where f: R” f ’ + R and gi: Rnf’+ R, i= 1, . . . . m, in such a way that 
problem (2) is identical with problem (1) at t = 0 and has a trivial solution 
at t = 1. A typical example of such homotopies is 
minimize, (1 -I)/o(X)+; IIx-~I12 
(3) 
subject o (1-t)g~(x)+t{(a’)~x-6i}~o, i = 1, . . . . m, 
where 2, ai, i = 1, . . . . m, are given m-vectors, Si, i = 1, . . . . m, are given scalars 
such that (a’)* .? < di, and II . (I denotes the Euclidean norm. Clearly, 
problem (3) coincides with problem (1) at t = 0 and has the unique optimal 
solution 2 at t = 1. Throughout the paper, the functions f and gi, 
i= 1, . . . . m, are assumed to be twice continuously differentiable. 
Associated with problem (2) are the Kuhn-Tucker conditions, 
V,l(x, u, t) = 0 
ui gicx, t) = 0, ui20, gitx, t, G O, i=l m, 
(4) 
9 . ..> 
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where 1: R”+m+’ + R is the Lagrangian defined by 
f(x, UP f, =ftx, ?) + f ui gitx, l). 
i=l 
It is well known [ 1 l] that if x* solves problem (2) for t = t*, then, under 
some constrant qualification, there exists U* = (u:, . . . . uz) such that (x*, 
u*, t*) satisfies (4). In the following discussions, we shall be interested in 
the set of points (x, U, t) satisfying the Kuhn-Tucker conditions (4). 
Now let us consider the function 1;. : R” + m + ’ + R by 
I:tx, 4 f, =.fCX, t, + f $:t”i, giCx, t))9 (5) 
i=l 
where c > 0 and E > 0 are scalar parameters and the function $:: R2 -P R is 
given by 
i 
ap + ;cp2, if u+c/?>E 
4q4 S) = (a-E)2+(a+E)2B+C(a+&)p2 I c2P3 - 12&C 4E 4E 
if ,a+cB, <E 
128 ’
if a+cfl< --E. 
(f-5) 
The function I@ is closely related to the function 
if a+cp>O, 
if cl+c/?<O, 
which was first presented by Rockafellar [14] and plays a fundamental 
role in the multiplier methods for solving nonlinear programming problems 
with inequality constraints (see, e.g., [2]). In fact, it is not difficult to see 
that the inequalities 
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hold for any r and jI. Furthermore, it is easily verified that I);, is twice 
continuously differentiable for any c > 0 and c > 0, whereas $,, has 
discontinuous second derivatives at points (a, 0) such that N + cfl= 0. 
For each c > 0 and c: > 0, define the function e: R”+‘“+ ’ -+ R”+m by 
(7) 
and consider the system of equations 
Fgx, u, t) = 0. (8) 
Note that, by (5) (6), and (7), the function F; may be written explicitly as 
(9) 
where 
cui + cg,(x, t)l v, &Tit% f)> i 12 1:(x, 24, 1) 
v.rIc/F,(“i, giCx7 f)) = 
[Ui+Cgi(X, t)+E12v 
4E 
g,(x r) 
x I 9 9 i E J:(x, 24, t) 
0, i E K”,(x, u, t ), 
(10) 
I 
g;(x, t), iE 1:(x, 24, 2) 
Y4,w% 8ik t)) = 
[Ui+Cgi(Xy f)+E12 Zd 
-1 
4EC c’ 
iE J”,(x, u, t) 
t 
ui 
-- 
c’ 
iE K”,(x, u, t), 
i=l , . . . . m, and 
(11) 
c(x, u, t) = (i I uj + cgi(x, t) k E}, 
J”,(xT uP ?)= {il l”i+Cgf(Xy t)l CE), 
K~.(X, M, t)= {ilUi+Cgi(X, 1)~ --E}. 
SOLVING OPTIMIZATION PROBLEMS 113 
The following proposition demonstrates the validity of considering the 
system (8) of equations for the purpose of obtaining approximate 
Kuhn-Tucker points of problem (2). 
PROPOSITION 1. Zf (x, u, t) solves the system (8) of equations, then 
V,l(x, 4 t) = 0, 
2 
lli>O, giCx, t, Go, -E<uig,(x, t)<O, i= 1, . . . . m. c 
Proof. Let (x, u, t) be a point such that F:(x, U, t) = 0. Then, by (9), 
V,$“,(u,, gi(x, t)) = 0 for i= 1, . . . . m, which imply by (10) that exactly one 
of the following three cases is possible for each i: 
giCx, t, = O and u; 2 E, (12) 
[ ui + cgi(x, t) + &I2 = 4&Ui and I ui + QTiCx, t)l < ET (13) 
uj=o and g;(x, t) 6 -E/C. (14) 
Since (13) implies 
O<Ui<E and -E/C < gi(x, t) < 0, (15) 
it follows from (12), (14) and (15) that 
Ui > O, gitx, t) 6 O, -&Z/C < u, gi(x, t) < 0 
for every i. Furthermore, since (x, U, t) satisfies 
Kf Cx7 t) + 2 vx$z.("i, gdx, t)) =O, 
i= 1 
and since (lo), (12) (13), and (14) imply 
vxJ/Z~(“i, gilx, t))= uivx gdx, t)3 i = 1, . . . . m, 
we obtain 
V,f(X, Uy t)=V,f(Xy t)+ 2 UiVxgi(Xp t)=O. 1 
i= I 
Thus, we may conclude that, for any fixed c > 0, the system (8) of 
equations yields arbitrarily good approximations to the Kuhn-Tucker 
points of problem (2) by choosing E >O small enough. The next result 
immediately follows in view of the proof of Proposition 1, and hence the 
proof is omitted. 
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PROPOSITION 2. Let (x, u, t) solve the system (8) of equations. Jf’ either 
ui + cgi(x, t) 3 E or u, + cg,(x, t) < -E holds for every i, then (x, u, t) also 
satisfies the Kuhn-Tucker conditions (4). 
The following is the converse of Proposition 2. 
PROPOSITION 3. Let (x, u, t) satisfy the Kuhn-Tucker conditions (4). If 
either ui + cgi(x, t) > E or ui+ cg,(x, t) < --E holds for every i, then (x, u, t) 
also solves the system (8) of equations. 
Proof: First note that the hypotheses of the proposition imply either 
ui 2 E and gi(x, t) = 0 or u, = 0 and gi(x, t) 6 -E/C for each i. So, reordering 
the indices if necessary, we may suppose that (x, u, t) satisfies 
v.Xf (x9 t, + E uivx gitx, l) = Ov 
i= 1 
Ui>E, gdx, t, = O, i=l 3 . . . . PY (16) 
ui = 0, gicx, t 1 G -E/C, i=p + 1, , . . . . m 
for some integer p. It then follows from (10) and (11) that 
uivx gitx, t), 
vx$:(“i3 giCx9 t))= 0 
L 
i= 1 7 ..., P 
i=p + 1, . . . . m (17) 
and 
vu,$:(“i, gitx, t)) = O3 i = 1, . . . . m. (18) 
Hence, combining (9), (16), (17), and (18) yields 
FZ(x, u, t) = 0. 1 
Propositions 2 and 3 state that the solution set of Eqs. (8) agrees with 
the set of Kuhn-Tucker points for problem (2) outside the region 
{(x, U, t)] --E < ui + cgi(x, t) < E}. From this observation, it should be 
remarked that, for any point (x, U, t) satisfying (4) together with the strict 
complementarity condition, i.e., ui> 0 if and only if gi(x, t) = 0, it is 
possible to select E > 0 small enough for the point (x, u, t) to satisfy (8) as 
well. In particular, if a Kuhn-Tucker point (5, U) of problem (1 ), which 
we actually wish to obtain, satisfies the strict complementarity condition, 
then we can choose for any c > 0 a sufficiently small E > 0 so that the point 
(5, U, 0) is contained in the solution set of (8). 
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3. DIFFERENTIABILITY 
We now examine the differentiability of the function F:. Let the m-vector 
u:, 1(x, 4 f), ..., As, m(x, U, t)) and the m x m diagonal matrix M;,(x, U, t) = 
diag@, i(x, u, t)) be defined by 
ui + cgi(x, l), iE C(x, u, t) 
A:, i(x, u, t) = 
[Ui + Cgi(X, t) + E]* 
4E ’ 
iEJZ(X, 24, t) (19) 
and 
PLE,,ik 4 t) = 
Ui + Cgi(X, t) + E 
2E ’ 
i E J”,(x, 24, t) (20) 
respectively. Then, by straightforward calculation, the (m + n + 1) x (m + n) 
Jacobian matrix of e, can be written explicitly as 
VC(x, u, t) = 
= , 
v, &7(x, t) M:(x, u, t) I 
where the n x n matrix G:(x, U, t) and the 1 x n matrix H”,(x, U, t) are 
defined respectively by ’ 
+ cv, g(x, t) M”,(x, u, 2) v, g(x, t)= 
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and 
fqx, u, t) =ry,J‘(x, t) + c iI.,(x, u, 1) yr g,(x, t) 
,:I 
+ cv, g(x, 1) Mp, u, f) v, g(x, t)‘, 
and V, g(.u, t) and V, g(x, t) denote the Jacobian matrices of (g,, . . . . g,) 
with respect to x and t, respectively. Observing that E,:,i and P;,~ are 
continuous with respect to (x, U, t) by the definitions (19), (20), and f and 
gi are twice continuously differentiable, we conclude that VF;(x, U, t) is 
continuous with respect o (x, U, t), i.e., F;, is continuously differentiable, for 
any c>O and E>O. 
Thanks to the continuous differentiability of F;,, the system (8) of 
equations determines a continuously differentiable path (x(s), U(S), t(s)), 
.PE R, with (x(O), u(O), t(0)) = (a, li, l), where (a, 6) is a Kuhn-Tucker 
point of problem (2) for r = 1, provided VF;,(x, U, t) has maximal rank 
n +m at any solution of (8) (see, e.g., [7]). Furthermore, the path is 
completely described by the differential equation 
VF:.(x(s), 4~1, t(s))(4s), 4~1, $4) = 0, 
II(m), G), 4s))ll = 1, 
(21) 
with the initial condition (x(O), u(O), t(0)) = (,i!-, ti, 1). Differential con- 
tinuation algorithms such as [3, 10, 13, IS] can then be used to obtain a 
point (X, U, 0) by numerically integrating the differential equation (21), 
whenever the path leads to such a point. Whether the path ends at t =0 or 
not is, however, totally dependent upon the construction of the homotopy. 
4. ILLUSTRATIVE EXAMPLES 
In this section, we give two simple examples to illustrate the proposed 
homotopies. 
EXAMPLE 1. Let us consider the family of problems 
minimize, 4x*-6(14)x 
subject o x+t-3<0, XER. 
For c = 1 and E = 1, the function F;.: R3 + R2 may be written as 
(22) 
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where 
u+x+t-3, if u+x+t-321 
d,(x,u,r)=x-6(1-t)+ a( u + x + t - 2)2, if lu+x+t-3(<1 
0, if u+x+t-3< -1, 
and 
x-t-3, if u+x+t-321 
a( u + x + t - 2)2 - u, if lu+x+t-31<1 
- u, if u+x+t-36-l. 
Then, by straightforward calculation, it is not difficult to see that the 
system of equations F;,(x, U, t) = 0 has the solution path which can be 
expressed by (x(t), u(t), t), t E R, where 
I 
6(1- t), t,,; 
x(t)= 3-t-g2-5ty, ;<t<; 
3 - t, t 6 3, 
and 
0, t>; 
u(t) = &(4 - sty, g<t<; 
3 - 5t, t f 3. 
Clearly, the path (x(t), u(t), t) is continuously differentiable with respect o 
t. In Fig. 1, the path is illustrated in the (x, u)-space by a solid curve, and 
the path of true Kuhn-Tucker points for problem (22) is also indicated by 
a broken curve. 
FIGURE 1 
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EXAMPLE 2. Consider the family of problems 
minimize, (t-f)x2+(t-1)x 
subject to X-l<O, .YE R. 
(23) 
Suppose that c = 1 and E = t. Then, in a similar fashion to Example 1, we 
can calculate the solution path of the system F;(.x, U, t) = 0. In this case, 
however, the solution path consists of two disjoint components, say (x’(t), 
u’(t), t) and (x2(t), u’(t), t), which are respectively calculated to be 
i -(l-tMl-2t), 
x’(t) = 
\ 
t(l-2t)+JixiiTs 
4(1 -t)2 ’ 
I 1, 
u’(t) = 
4-llt-8t’+(l-2t)J7-18r+12rz 
4( 1 - t)Z 
? 
U 
2 
1 
tt.5 t&--m ttca 
(x’(t),&)) -.5 0 1 X 
FIGURE 2 
, 
tg 
1 3 
-<t<- 
2 4 
t<j, 
t>$ 
1 3 
-<t<- 
2 4 
t < f, 
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and 
x2(t) = - (1 - t)/( 1 - 2t), t < 4, 
u*(t) = 0, t < ;. 
Figure 2 gives an illustration for this example. It is to be noted that the 
component (x*(t), u*(t), t) corresponds to maxima of problem (23), 
whereas the component (x’(t), u’(t), t) corresponds to (local) minima of 
problem (23 ). 
5. CONCLUDING REMARKS 
In this paper, we have presented a systematic approach for constructing 
a differentiable homotopy path which approximates the set of Kuhn- 
Tucker points of an inequality constrained optimization problem. As 
suggested in Section 2, the function 1: adopted to construct the homo- 
topy (8) is closely related to the so called augmented Lagrangian in the 
multiplier methods. However, there is a significant difference between 
them in the condition imposed on the parameter c. Namely, the multiplier 
methods require c to be large enough to ensure the (local) convexity of 
the augmented Lagrangian, while the present approach allows, at least 
theoretically, c to take any positive value. The difference stems from 
the fact that the multiplier methods are based on the local duality theory 
and the homotopy methods are simply concerned with the Kuhn-Tucker 
conditions of the problem under consideration. This fact, however, also 
indicates that homotopy paths may lead not only to local minima but 
also to saddle points or local maxima. Therefore, the homotopy should 
be carefully constructed in order that the desired optimal solution may be 
obtained. 
Finally, it should be mentioned that the proposed approach can easily be 
extended to the general equality-inequality constrained problem 
minimize, fk t) 
subject o gdx, t) G 0, i=l m, 7 . ..7 (24) 
gx, t) = 0, j = 1, . . . . m’. 
Specifically, let the functions c: Rn+m+m’+l + R and F”,: Rn+m+m’+l + 
R “+m+m’ be defined by 
I:tx9 ‘3 ‘> ‘) =f(x? f, + 2 Il/:(Ui, gj(X, t)) + 5 Ujhj(Xy t), 
i= 1 j=l 
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with $; given by (6), and 
respectively. Then, as in Sections 2 and 3, we may show that the system of 
homotopy equations 
Fgx, u, 0, t) = 0 
yields a continuously differentiable path which gives a good approximation 
to the set of Kuhn-Tucker points of problem (24). 
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