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We present the existence of the subsonic solution to a two-
dimensional Riemann problem governed by a self-similar nonlinear
wave equation where the boundary of the subsonic region consists
of a transonic shock and the sonic circle. Thus the governing
equation becomes a free boundary problem on the transonic
shock and degenerates on the sonic circle. By utilizing the barrier
methods and iterative methods, we show the well-posedness of the
transonic shock in the entire subsonic region and thus establish
the global solution. This result does not rely on any smallness of
Riemann data.
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1. Introduction
The goal of this paper is to provide a global solution to a two-dimensional Riemann problem
governed by a self-similar nonlinear wave equation which gives rise to a transonic shock. In particular,
we consider a shock interaction with a cornered wall. Suppose we have a 90-degree cornered object
where the corner point of the object is located at the origin, see the left ﬁgure in Fig. 1. We consider
the vertical incident shock moves to the right above the cornered object. The incident shock then
interacts with the sonic circle as soon as it passes the object.
For certain Riemann data with Mach numbers, the incident shock interacts with the sonic circle
and becomes a transonic shock (since the position of the transonic shock is unknown a priori, it
becomes a free boundary problem) creating the subsonic region which is bounded above by the sonic
circle (degenerate) and bounded below by the transonic shock (a free boundary), see the right ﬁgure
in Fig. 1. In this manuscript, we present the existence of the subsonic solution to this conﬁguration.
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different equations. For Riemann problems in two-dimensional ﬂow, the governing equation becomes
quasilinear and changes its type. Namely, the type of the ﬂow in the far-ﬁeld is hyperbolic and the
type of the ﬂow near the origin is mixed. Many efforts have been made to understand such transonic
problems for speciﬁc equations such as the potential ﬂow [9,10,12,13,19,20,24], the steady transonic
small disturbance (STD) equations [7], the unsteady transonic small disturbance (UTSD) equations
[1–4,7,8,18], the nonlinear wave equations [5,6,8,16] and the pressure gradient equations [21,26], and
references therein. Some of those results rely on small perturbations, and some results are restricted
locally by imposing cut-off in the subsonic region.
In our earlier work with Cˇanic´ and Keyﬁtz [3,4] we provided benchmark methods to establish the
existence results of regular transonic shock reﬂections for the UTSD equations which give rise a de-
generate quasilinear equation with a free boundary problem. Later in [16] they established similar
local results for the nonlinear wave equations, which only have a free boundary problem without
degeneracy. However, those results (in [3,4,16]) are local and restricted to near a point at which the
incident shock hits and creates the reﬂected transonic shock. Hence the questions to solve those prob-
lems on entire subsonic regions (or arbitrary large subsonic regions for the UTSD since the UTSD has
a parabolic sonic curve and thus the corresponding subsonic region is unbounded) remain open until
at this point. The main diﬃculties are to verify the well-posedness and the smoothness of the shock
evolution equation, which is derived by using the Rankine–Hugoniot conditions along the transonic
shock. Verifying the well-posedness and the smoothness of the shock evolution equation are not triv-
ial tasks and remain open until now.
The main contribution of this manuscript is that we resolve and provide a method to handle such
open questions and establish a global transonic solutions for the nonlinear wave equation. Since the
problem becomes degenerate along the sonic circle, we ﬁrst consider a sequence of regularized prob-
lems [11,17] with iterations of ﬁxed point methods [7], and next ﬁnd a limiting solution. To ensure
the well-posedness of the shock evolution equation, we construct barrier functions near the normal
direction of the transonic shock. Along the transonic shock, since the problem is under-determined,
we derive a nonlinear derivative condition (an oblique derivative condition) by using the Rankine–
Hugoniot jump conditions, which was done in [5,7] and the references therein. We point out that our
results do not depend on any smallness, and provide a direct proof of establishing the global solution
to the entire subsonic region. We believe that the similar method can be applied to the UTSD equa-
tions [3,4] and the nonlinear wave equation with the conﬁguration considered in [16], and we leave
them to our future papers.
This paper is organized as follows. In Sections 1.1–1.4, we discuss the setup and derivations of
the shock evolution equation and the nonlinear derivative condition along the transonic shock, and
present our main theorem. In the following section, Section 2, we discuss regularized problems. We
introduce cut-off functions to ensure that the problem is elliptic inside of the subsonic region, and
the shock evolution equation is well deﬁned along the transonic shock so that the derivative bound-
ary condition is oblique along the transonic shock. We utilize the iterations of ﬁxed point methods
to establish the existence of regularized problems. In Section 3, we present comparison theorems and
barrier methods so that the cut-off functions will be eventually removed. We further establish the
uniform lower barrier to have uniform ellipticity inside of the subsonic region, and establish the lim-
iting solution by using local compactness arguments. In Section 4 and Appendix A, we conclude this
manuscript by discussing some open questions and new observations in deriving nonlinear derivative
conditions.
1.1. Nonlinear wave systems
From the compressible Euler system for isentropic ﬂow in two space dimensions
ρt + (uρ)x + (vρ)y = 0,
(uρ)t +
(
u2ρ + p)x + (uvρ)y = 0,
(vρ)t + (uvρ)x +
(
v2ρ + p) = 0, (1)y
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we ignore the nonlinear velocity terms (assuming low velocities) and assume that the ﬂow is irrota-
tional. Denoting (m,n) = (uρ, vρ) as momenta, the system becomes
ρt +mx + ny = 0,
mt + px = 0,
nt + py = 0. (2)
Write the system in self-similar coordinates ξ = x/t and η = y/t to have
−ξρξ − ηρη +mξ + nη = 0,
−ξmξ − ηmη + c2(ρ)ρξ = 0,
−ξnξ − ηnη + c2(ρ)ρη = 0. (3)
It is easy to check that the sonic line is given by ξ2 + η2 = c2. Thus we use polar coordinates
ξ = r cos θ , η = r sin θ to straighten the sonic line and obtain
−rρr + cos θmr + sin θnr − sin θ
r
mθ + cos θ
r
nθ = 0, (4)
−rmr + c2 cos θρr − c2 sin θ
r
ρθ = 0, (5)
−rnr + c2 sin θρr + c2 cos θ
r
ρθ = 0. (6)
1.2. One-dimensional Riemann problems
We consider two piecewise constant Riemann data U1 = (ρ1,m1,0) and U0 = (ρ0,0,0) separated
by a vertical shock S0, where ρ1 > ρ0 (U1 is in the left-, U0 is in the right-hand side of S0), see
Fig. 1. The Riemann data create two sonic circles, which we denote C0 and C1,
C0 =
{
r2 = c20 = c2(ρ0)
}
, C1 =
{
r2 = c21 = c2(ρ1)
}
.
In the following we summarize the calculation shown in [5]: By solving Riemann problems along
x = κ y, self-similar solutions U (x − κ y, t) = U ((x − κ y)/t) = U (χ) to Ut + Fx + Gy = 0 satisfy the
Rankine–Hugoniot relation [F − κG] = χ [U ] at discontinuities. This leads to
χ [ρ] = [m− κn], χ [m] = [p], χ [n] = −κ[p],
and thus
χ± = ±√1+ κ
√
[p]
[ρ] , [m] =
χ√
1+ κ2 [ρ], and [n] = −κ[m].
Now since we impose the vertical incident shock, that is κ = 0, and using the Riemann data U0
and U1, we have
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ξa = χ+ =
√
p(ρ1) − p(ρ0)
ρ1 − ρ0 (7)
and
m1 =
√[p][ρ] =√(p(ρ1) − p(ρ0))(ρ1 − ρ0) > 0. (8)
The position where the incident shock S0 interacts with the sonic circle C1, denoted by Ξa , is
Ξa = (ξa, ηa), where ηa =
√
c21 − ξ2a , (9)
which can be written in polar coordinates,
Ξa = (r1, θa), where θa = tan−1(ηa/ξa).
Once the incident shock S0 meets the sonic circle C1, it will interact and create a transonic shock,
denoted by S . We write Ξw to be the point at which the interacting shock S meets the vertical wall
Ξw = (ξw , ηw) = (rw , θw), where θw = 3π
2
.
To be physical the interacting shock S must stay in between two sonic circles C0 and C1, that is,
the interacting shock S must satisfy the following condition:
E1. C0 < S < C1.
We assume further that there exists a positive constant τw = τw(ρ1/ρ0) such that
E2. rw  c0 + τw .
2910 E.H. Kim / J. Differential Equations 248 (2010) 2906–2930Remark 1.1. Note that the shock entropy condition E1 is embedded into a condition: the density
increases across the shock S . That is, ρ > ρ0, or equivalently S > C0 and the ﬂow is a compression
wave across S . In fact, the maximum principle applied in the subsonic region implies that ρ > ρ0
inside of the subsonic region and thus the ﬂow is a compression wave, that is, S must be a shock all
the way until it hits the vertical wall. Thus there must be a positive constant τw depending on ρ1/ρ0,
the incident Mach number, satisfying E2. We discuss in more detail in Appendix A.
We note that at this point we do not have a precise estimate on the constant τw , which has
technical diﬃculties, and leave this for future work.
Next across the sonic circle C1, while ρ < ρ1 in the subsonic region due to the maximum principle,
the ﬂow is an expansion wave across C1, and the transonic shock S must stay inside of the sonic
circle C1, that is S < C1.
Recall
⎛
⎝ −r cos θ sin θc2 cos θ −r 0
c2 sin θ 0 −r
⎞
⎠Ur + 1
r
⎛
⎝ 0 − sin θ cos θ−c2 sin θ 0 0
c2 cos θ 0 0
⎞
⎠Uθ = 0, (10)
where U = (ρ,m,n). This system can be reduced to a second-order single equation of ρ(r, θ), that is,
((
c2 − r2)ρr)r + c2r ρr +
(
c2
r2
ρθ
)
θ
= 0. (11)
Or in a non-divergence form
(
c2 − r2)ρrr + c2
r2
ρθθ +
(
c2
)′(
ρ2r +
1
r2
ρ2θ
)
+ c
2
r
ρr − 2rρr = 0. (12)
Write in conservation form Fr + Gθ = S to have
F =
⎛
⎝−rρ + cos θm+ sin θnp(ρ) cos θ − rm
p(ρ) sin θ − rn
⎞
⎠ and G = 1
r
⎛
⎝− sin θm+ cos θn−p(ρ) sin θ
p(ρ) cos θ
⎞
⎠ .
Now the Rankine–Hugoniot conditions in polar coordinates along the transonic shock become [F ] =
dr/dθ [G], that is,
−r[ρ] + cos θ[m] + sin θ[n] = dr
dθ
(
− sin θ
r
[m] + cos θ
r
[n]
)
, (13)
[p] cos θ − r[m] = − dr
dθ
[p] sin θ
r
, (14)
[p] sin θ − r[n] = dr
dθ
[p]cos θ
r
. (15)
Solving for [m] in (14) and for [n] in (15) we have
[m] = dr
dθ
[p] sin θ
r2
+ [p]cos θ
r
and [n] = − dr
dθ
[p]cos θ
r2
+ [p] sin θ
r
. (16)
From (13) eliminate [m] and [n] by using (16) to obtain
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dr
dθ
)2
= r
2(r2[ρ] − [p])
[p] . (17)
For now throughout the paper we denote
c(ρ) = [p][ρ] =
p(ρ) − p(ρ0)
ρ − ρ0 .
Transonic shock S is created once the incident shock S0 hits the sonic circle C1 at the point Ξa on
C1 and it loses its strength as it moves toward the vertical wall, which implies r′(θa) > 0 (the shock
is created in a counter-clockwise direction). This implies that the negative sign is not physical in our
conﬁguration and thus we have a shock evolution equation in terms of ρ in the following:
dr
dθ
= s(r,ρ) = r
√
r2[ρ] − [p]
[p] = r
√
r2 − c
c
on {θw < θ < θa}, r(θa) = c1. (18)
In addition, by multiplying (14) by [m]/[p] and (15) by [n]/[p], adding the resulting equations, and
using (13) we obtain
[p][ρ] = [m]2 + [n]2. (19)
This equation will be used later when we derive the nonlinear derivative boundary condition along
the transonic shock.
1.3. An oblique derivative boundary condition
From (19) by taking the derivative ∂rr′ + ∂θ along the shock we have
(
c2[ρ] + [p])(ρrr′ + ρθ )= 2[m](mrr′ +mθ )+ 2[n](nrr′ + nθ ). (20)
By using the differential equations (10) and mη = nξ , that is, sin θmr + cos θmθ /r = cos θnr − sin θnθ /r,
we obtain
mr = 1
r
c2 cos θρr − 1
r2
c2 sin θρθ ,
nr = 1
r
c2 sin θρr + 1
r2
c2 cos θρθ ,
mθ =
(
c2 − r2) sin θρr + 1
r
c2 cos θρθ ,
nθ = −
(
c2 − r2) cos θρr + 1
r
c2 sin θρθ .
Hence from (20) replacing Dm and Dn by the above equations and [m] and [n] by (16) we obtain
βi Diρ = β1ρr + β2ρθ = 0, (21)
where
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(
c2[ρ] + [p] − 2[p]c
2
r2
− 2 [p]
r2
(
c2 − r2))= r′ [ρ]
r2
(
c2
(
r2 − c)− 3c(c2 − r2)),
β2 = c2[ρ] + [p] − 2[p]c
2
r2
+ 2[p]c
2(r′)2
r4
= c2[ρ] + [p] − 2[p]c
2
r2
+ 2c
2
r2
(
r2[ρ] − [p])
= [ρ]
r2
(
3c2
(
r2 − c)− c(c2 − r2)),
by regrouping terms and using (18) in β2 in place of (r′/r)2. Note that since [ρ] > 0 (due to the
maximum principle) and r2 > 0 on the shock Σ , for simplicity, we delete [ρ]/r2 and rewrite β to
β1 = r′
(
c2
(
r2 − c)− 3c(c2 − r2)),
β2 = 3c2
(
r2 − c)− c(c2 − r2).
Thus the obliqueness becomes
β · (−1, r′)= 2r′(c(c2 − r2)+ c2(r2 − c))≡ μ,
where we denote the resulting equation μ. Note that μ becomes zero when r′ = 0, that is, when
r2 = [p]/[ρ] = c. When the obliqueness fails (that is, r′ = 0 and thus r2 = [p]/[ρ] = c), we have
β1 = 0 and
β2 = −c
(
c2 − r2)< 0, (22)
if c2 > r2 (subsonic).
We note that there are many different ways to set up the boundary conditions along the transonic
shock. We discuss an interesting derivation and analysis of the oblique boundary conditions due to
Sever [25] in Appendix A.
On the wedged wall, denoted Σw , we impose the no-ﬂow condition, which is equivalent to the
zero Neumann boundary condition ∂ρ/∂n = 0, where n is the outward normal on Σw . That is ρθ = 0
on Σw .
We note that the transonic shock hits the vertical wall perpendicularly. Hence we denote Ξw =
(rw , θw) = Σw ∩ Σ where θw = 3π/2, and thus the Rankine–Hugoniot conditions at Ξw become
c(ρ) = [p][ρ] = r
2 (23)
and thus r′(θw) = 0.
Thus on the transonic shock Σ = (r(θ), θ) we have the following boundary condition
βi Diρ = 0, r′ = r
√
r2 − c
c
, on Σ = {(r(θ), θ): θw < θ < θa},
c(ρ) = p(ρ) − p(ρ0)
ρ − ρ0 = r(θw)
2, r′(θw) = 0, at Ξw =
(
r(θw), θw
)
.
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1.4. The main result
Finally we present our problem and state the main theorem of this manuscript. The governing
boundary value problem in the subsonic region, see Fig. 2, becomes
Q ρ = ((c2 − r2)ρr)r + c2r ρr +
(
c2
r2
ρθ
)
θ
= 0, c2(ρ) > r2 in Ω, (24)
Mρ = β · ∇ρ
= r′(c2(r2 − c)− 3c(c2 − r2))ρr + (3c2(r2 − c)− c(c2 − r2))ρθ
= 0 on Σ = {(r(θ), θ): θw < θ < θa}, (25)
r′(θ) = s(r,ρ) = r
√
r2 − c(ρ)
c(ρ)
, r(θa) = c1 on Σ =
{(
r(θ), θ
)
: θw < θ < θa
}
, (26)
c
(
ρ(Ξw)
)= r(θw)2, at Ξw = (rw , θw), rw = r(θw), (27)
ρ = ρ1 on σ =
{
(c1, θ): θa  θ  π
}⊂ C1 = {c21 = c2(ρ1) = r2}, (28)
∂ρ
∂n
= 0 on Σw =
{
(r, θ): r < c1, θ = π
}∪ {(r, θ): r < rw , θ = 3π/2}. (29)
We denote a set V = {Ξa,Ξb,Ξw ,Ξ∗} to be a collection of the corner points, see Fig. 2. Due to
these corner points we expect that the solution may not be smooth near these points and thus we
impose weight and consider the weighted Hölder space with the weighted norms.
We recall the standard norms
|w|0:Ω = sup
Ω
|w|,
|w|a:Ω =
∑
|β|<k
∣∣Dβw∣∣0:Ω + ∑
|β|=k
sup
x
=y∈Ω
|Dβw(x) − Dβw(y)|
|x− y|α ,
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|w|(b)a:Ω = sup
δ>0
δa+b|w|a:Ωδ , where Ωδ =
{
x ∈ Ω: dist(x, V ) > δ}.
We now state the main theorem.
Theorem 1.2. Let U0 = (ρ0,0,0) and U1 = (ρ1,m1,0) be Riemann data satisfying (7), (8) and the con-
ditions E1 and E2. Then the free boundary problem consisting of (24)–(29) has a classical solution ρ ∈
C2,α(Ω ∪ Σw) ∩ C1,α(Ω ∪ Σ) ∩ Cγ (Ω ∪ V ) ∩ C0,1(Ω ∪ σ) satisfying ρ0 < ρ < ρ1 in Ω \ σ , and the free
boundary r(θ) satisﬁes (25)–(26), strictly increases in θ -direction for θw  θ  θa, and is in C1,γ ([θw , θa]),
where 0< α,γ < 1 are determined by the Riemann data of the problem.
2. Regularized problems
For each given 0< ε < 1 we consider
Q ερ = Q ρ + ερ = ((c2 − r2)ρr)r + c2r ρr +
(
c2
r2
ρθ
)
θ
+ ερ = 0 in Ω.
If the solution ρ is C1 we can write Q ερ = 0 to the non-divergence form as follows
Q ερ = aii(Ξ,ρ)Diiρ + ερ + b˜(Ξ,ρ, Dρ)
= (c2 − r2)ρrr + c2
r2
ρθθ + ερ +
(
c2
)′(
ρ2r +
ρ2θ
r2
)
+ ρr
(
c2
r
− 2r
)
= 0.
To establish the solutions of the regularized problems, we ﬁrst deﬁne a set R ⊂ C1,αΣ ([θw , θa]),
where r(θ) ∈ R satisﬁes
R1. r(θa) = c1 and r′(θa) = c1
√
c21−c(ρ1)
c(ρ1)
,
R2. r′(θw) = 0,
R3. c0  r(θ) c1 for θw  θ  θa ,
R4. c1
√
c21−c(ρ1)
c(ρ1)
 r′(θ) 0 for θw  θ  θa .
Since the problem is nonlinear, the ellipticity, the obliqueness and the well-posedness of the
shock evolution equation are not known a priori. Hence we impose cut-off functions in the equa-
tions Q ρ = 0, Mρ = 0 and r′(θ) = s(r,ρ). We deﬁne cut-off functions
f (t) = max{t, (c2)−1(r2)} in Ω,
g(t) =
{
min{t, r2 − τ0} on Σ \ Σ(R0),
min{t, r2 − τ∗dq} on Σ(R0),
h(t) =
{
max{t, τ0} on Σ \ Σ(R0),
max{t, τ∗dq} on Σ(R0),
where d = |Ξ0 − Ξ |, Ξ ∈ Σ , Σ(R0) = {d R0}, and positive constants τ0, τ∗ , R0, q satisfying τ∗Rq0 =
τ0  1 will be determined later.
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Q +ρ = (c2( f (ρ))− r2)ρrr + c2( f (ρ))
r2
ρθθ +
(
c2
)′(
f (ρ)
)(
ρ2r +
1
r2
ρ2θ
)
+ c
2( f (ρ))
r
ρr − 2rρr
= aii Diiρ + a
(
ρ2r +
1
r2
ρ2θ
)
+ bρr = 0,
M+ρ = β+i Diρ = 0,
where
β+1 = r′
(
c2
(
f (ρ)
)(
r2 − g(c))− 3g(c)(c2( f (ρ))− r2)),
β+2 = 3c2
(
f (ρ)
)(
r2 − g(c))− g(c)(c2( f (ρ))− r2).
Hence the obliqueness becomes
μ+ = β+ · (−1, r′)= 2r′(g(c)(c2( f (ρ))− r2)+ c2( f (ρ))(r2 − g(c))).
We next consider
dr
dθ
= s+(r,ρ) = r
√
h(r2 − c)
c
on Σ.
2.1. The regularized solutions
For a given r ∈ R, we ﬁrst establish the existence result for the ﬁxed boundary problem:
Q +,ερ = aii(Ξ,ρ)Diiρ + ερ + b˜(Ξ,ρ, Dρ) = 0 in Ω,
M+,δρ = βi(Ξ,ρ)Diρ + δ ∂ρ
∂ν
= 0 on Σ = {(r(θ), θ): θw < θ < θa},
ρ(Ξw) = (c)−1
(
r2(θw)
)
,
ρ|σ = ρ1, ∂ρ/∂n|Σw = 0, (30)
where ν is the inward normal on Σ .
Lemma 2.1. For a given r ∈ R, there exists a solution ρε,δ ∈ Cγ (Ω) ∩ C1,α(Ω \ V ) which satisﬁes (30) and
c2
(
ρε,δ
)
> r2 and ρ0 < ρ
ε,δ < ρ1 in Ω \ σ . (31)
Proof. We deﬁne ρ = κTρ and show that the solution to
Q +,εκ ρ = a+,εii Diiρ + κ b˜
(
Ξ, f (ρ), Dρ
)
= (aii(Ξ, f (ρ))+ ε)Diiρ + κ
(
a
(
f (ρ)
)(
ρ2r +
1
r2
ρ2θ
)
+ b(Ξ, f (ρ))ρr
)
= 0 in Ω,
M+,δρ = β+i Diρ + δ∂ρ/∂ν = 0 on Σ,
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(
r2(θw)
)
,
ρ|σ = κρ1, ∂ρ/∂n|Σw = 0 (32)
satisﬁes
|ρ|(−γε,δ)1+αε,δ = sup
dV >0
d
1+αε,δ−γε,δ
V |ρ|1+αε,δ;Ω\dV < K , (33)
for some constants 0 < αε,δ, γε,δ < 1 and K where dV = min{dist(X, V )}. Note here that ρ is ρ − ρV
where ρV is the boundary value of the corner points V .
First it is clear that by the maximum principle the solution ρε,δ of (32) satisﬁes a priori bounds
ρ0 < ρ
ε,δ < ρ1 in Ω . Hence apply the interior Hölder estimates in Lemma 15.4 in [15], the local
estimates on σ in Corollary 9.29 in [15] where the quadratic gradient terms can be handled as in
Lemma 15.4 in [15], the local estimates on Σ ∪Σw in the Remark after Theorem 2.3 in [23], the cor-
ner estimates obtained in Lemmas 4.1 and 4.2 [22], and piece these estimates as in Theorem 8.29 [15],
to obtain the Hölder estimates in Ω with 0 < γε,δ < 1. Since the governing equation can be written
in (ξ,η)-coordinates (to by-pass the singularity created by the polar coordinates) we apply the stan-
dard Hölder estimates near the origin. We note that the Hölder estimates with the exponent γε,δ are
independent of αΣ depending only on |ρ|0, Ω , the corner angles and the ellipticity (depending on ε).
Since f and g are Lipschitz and ρ ∈ Cγε,δ (Ω), f (ρ) and g(ρ) are Hölder continuous, and thus a+ii ,
a, β+ are now in Cγε,δ . We may now treat the governing equation Q +,εκ ρ = 0 to be linear so that we
can apply the Schauder estimates in Lemma 3.1 [22] to obtain |ρε|(−γε,δ)1+αε,δ < K where 0< αε,δ, γε,δ < 1.
More precisely, we treat the gradient square terms to be linear, that is, we consider bi = ai Diρ to
be the coeﬃcients of Diρ terms. Then the Schauder estimates now depend on |aii |αε,δ , βγε,δ and
|bi |(1−γε,δ)αε,δ , where
|bi|(1−γε,δ)αε,δ;BR∩Ω  C1
{∣∣a(ρ)∣∣(1−γε,δ−c1)
αε,δ;BR∩Ω |Dρ|
(c1)
0;BR∩Ω +
∣∣a(ρ)∣∣0;BR∩Ω |Dρ|(1−γε,δ)αε,δ;BR∩Ω}
with some constants c1  0. Note by interpolation arguments and Lemma 4.1 in [14] we have
|Dρ|(c1)0;BR∩Ω  C |ρ|
(c1−1)
1+αε,δ;BR∩Ω  C R
γε,δ+c1−1|ρ|(−γε,δ)1+αε,δ;BR∩Ω,
|Dρ|(1−γε,δ)αε,δ;BR∩Ω  C |ρ|
(−γε,δ)
1+αε,δ;BR∩Ω,
and
∣∣a(ρ)∣∣(1−γε,δ−c1)
αε,δ;BR∩Ω  C R
1−c1 |ρ|(−γε,δ)γε,δ;BR∩Ω,
∣∣a(ρ)∣∣0  C Rγε,δ |ρ|(−γε,δ)γε,δ;BR∩Ω.
Hence we now have
|bi|(1−γε,δ)αε,δ;BR∩Ω  C2|ρ|
(−γε,δ)
γε,δ;BR∩Ω R
γε,δ |ρ|(−γε,δ)1+αε,δ;BR∩Ω.
Thus by choosing R suﬃciently small where {BR} cover Ω , we obtain the bound K . Note that near
the origin we apply the Schauder estimates on the governing equation with (ξ,η)-coordinates.
Thus there exists a ﬁxed point ρ = Tρ satisfying (32) with κ = 1 and ρ ∈ H (−γε,δ/2)1+αε,δ/2 . Moreover
ρ = ρε,δ satisﬁes the uniform bound |ρε,δ|(−γε,δ)1+αε,δ < K .
Therefore we have established the existence of the solution ρε,δ satisfying the ﬁxed boundary
problem (30). This completes the proof. 
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ized free boundary solutions.
Remark 2.3. Since we established the solution ρ ∈ H (−γε,δ)1+αε,δ it is clear that ρ ∈ C2,αε,δ (Ω \ V ).
We now show the existence of regularized free boundary problems.
Theorem 2.4. There exist solutions ρε,δ and rε,δ satisfying Q +,ερ = 0 in Ω = Ωε,δ , M+,δρ = 0 and r′ =
s+(r,ρ) on Σ = Σε,δ , and the rest of the boundary conditions (27)–(29).
Proof. We deﬁne a map J on R such that J r = r˜ and satisﬁes
r˜′(θ) = s+(r,ρ) = r
√
h(r2 − c(ρ(r, θ)))
c(ρ(r, θ))
and r˜(θa) = c1. (34)
By ρ being a solution to the ﬁxed boundary problem (30) and satisfying the comparison lemma
shown in Lemma 3.4, J maps R into itself. In particular, at Ξw , the solution ρ satisﬁes c(ρ(Ξw)) =
r2(θw), and thus r˜′(θw) = 0. In addition since we showed that |ρ|(−γε,δ)1+αε,δ < K , and since r˜′ satisﬁes
(34), we now have |r˜|1+γε,δ  K1. This shows that the map J is compact in R, when αΣ is chosen
suﬃciently small, and is continuous.
Hence apply the Schauder ﬁxed point theorem to obtain a ﬁxed point r˜ = r in R ⊂ C1,αΣ where
r = rε,δ . Using the fact that the ﬁxed boundary problem (30) has a solution for the corresponding
Σw = Σε,δw , we establish the existence of a solution (ρε,δ, rε,δ) ∈ H(−γ )1+α × C1,γ of the free boundary
problem Q +,ερ = 0 in Ω , M+,δρ = 0 and r′ = s+(r,ρ) on Σ , and (27)–(29) for suﬃciently small
γ = γ (ε, δ) and α = α(ε, δ). The regularity argument, such as Theorem 6.2 in [15], ensures that the
solution ρε,δ ∈ H(−γ )1+α is in fact in C2,α(Ωε,δ). This completes the proof. 
3. The limiting solution
In this section we ﬁrst eliminate the cut-off functions g and h on Σ to obtain local obliqueness
uniformly away from Ξw , and next remove f . Once we remove all cut-off functions, we construct a
uniform lower barrier in Ω so that the sequence of regularized solutions have strict ellipticity locally
away from σ , the degenerate boundary, to establish the limiting solution.
3.1. The uniform obliqueness and well-posedness of the shock evolution equation
We now remove the cut-off functions g and h on Σ . From the condition E2 rw  c0 + τw , and
since r′ = s+(r,ρ) > 0 for θ 
= θw , we ﬁnd positive constants R ′ = R ′(τw) and τ ′ = τ ′(τw) so that
r2  c20 + τ ′ in Ω
(
R ′
)
, (35)
where Ω(R ′) = {X ∈ Ω ∪ Σ: dist(X,Σ) < R ′}.
We ﬁrst establish the lower bound for r2 − c near Ξw .
Lemma 3.1. There exist positive constants τ0 , R0 , τ∗ , q satisfying τ∗Rq0 = τ0 such that
r2 − c  τ∗dq (36)
on {d = |X − Ξw | R0} ⊂ Ω .
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Since r2 = c at Ξw , we can ﬁnd δ˜ > 0 such that a set D = {r2 − c  δ˜} ∩ BR ′ (Ξw) ∩ Ω 
= ∅. Note
that by using c2(ρ) being monotone and c2 > c for ρ > ρ0, we ﬁnd λ0 = λ0(τ ′) > 0 and 0< δ˜  C(τ ′)
where C(τ ′) is a positive constant depending on τ ′ , such that c2 − r2  λ0 in D . More speciﬁcally, if
we can write
r2 − c  t(r2 − c20)+ (1− t)(r2 − c2), (37)
for some 0< t < 1, then for tτ ′  2δ˜, on the set D , by (35), we have
δ˜  r2 − c  tτ ′ + (1− t)(r2 − c2),
which implies
c2 − r2  tτ
′ − δ˜
1− t 
tτ ′
2(1− t) ≡ λ0 > 0.
Now let χ = kdα where k(θ) > 0 to be determined, u = c − r2 + χ , and deﬁne
O = {X ∈ D: u(X) > 0}.
Then there must be a maximum point in O. We show by contradiction that there is no maximum
and thus O = ∅.
First check the interior maximum. By multiplying c′ over Q +,ερ = 0 we have
0 = c′Q +,ερ
= aεii
(
Diic − c
′′
(c′)2
|Dic|2
)
+ a
c′
(
c2r +
1
r2
c2θ
)
+ bcr,
where aεii = a+ii + ε, and thus we can write
Lc = aεii Diic + a1c2r + a2c2θ + bcr = 0,
where a1 = −aε11 c
′′
(c′)2 + ac′ and a2 = −aε22 c
′′
(c′)2 + ar2c′ .
We then obtain
0= aεii Diic + ai|Dc|2 + bcr
= aεii Dii
(
u + r2 − χ)+ ai∣∣Di(u + r2 − χ)∣∣2 + b(u + r2 − χ)r
= aεii Diiu + ai|Diu|2 +
(
2a1(2r − χr) + b
)
ur − 2a2χθuθ
+ 2aε11 + 4r2a1 + 2rb − a+,εii Diiχ + ai|Dχ |2 − bχr
≡ aεii Diiu + ai|Diu|2 + biDiu + F .
Thus we ﬁnd χ = kdα in O satisfying
−F  aεii Diiχ − ai |Dχ |2 + bχr − f0 > 0,
E.H. Kim / J. Differential Equations 248 (2010) 2906–2930 2919where f0 = maxB(2aε011 + 4r2a1 + 2rb)+ , ε  ε0. Since aεiiζ 2i  λ0 > 0 in O uniformly in ε we have
−F  λ0dα−2
(
k + k′′)− a0d2α−2(k2 + (k′)2)+ b0dα−1(k + k′)− f0,
where a0 and b0 are positive constants depending on the maximum positive values of ai and b. Hence
by choosing k′′  1 suﬃciently large, 0< α  2, and suﬃciently small d R0, we obtain −F > 0 in O.
Thus if there is an interior maximum X in O, we have at X ,
0 aεii Diiu(X) + ai
∣∣Diu(X)∣∣2 + biDiu(X) = −F > 0,
which is a contradiction.
We next show on O ∩ Σ that
M+,δu = β+i Diu + δ∂u/∂ν = −2rβ+1 + β+i Diχ + δ(2r + ∂χ/∂ν) ≡ G > 0.
On ΣR0 ∩ O, for k(0) > 0 and k′(0) < 0, with 2r0  (αk(0) − k′(0))Rα−10 so that 2r + ∂χ/∂ν  0, we
have
G −2rβ+1 + dα−1
(
αk(0)β+2 + k′(0)β+1
)
 g
(
c2 − r2)(6rr′ − αk(0)dα−1 − dα−1k′(0)r′)
+ c2(r2 − g)(−2rr′ + 3αk(0)dα−1 + dα−1k′(0)r′)
 gλ0
(
6
r2√
c
√
τ∗dq − αk(0)dα−1 − dα−1k′(0) r√
c
√
τ∗dq
)
+ c2k(0)dα(−2rr′ + 3αk(0)dα−1 + dα−1k′(0)r′).
Hence with the choice of q = α = 2 ( we choose q = 2 since we need q/2  α − 1 and α  2), and
τ∗ = k(0) suﬃciently small we obtain G > 0.
Again if there is a maximum point X on Σ ∩ O, then 0  M+,δu(X) = G > 0, a contradiction is
apparent.
Finally if there is a maximum point X on Σw ∩O, then with a choice of k′(π/2) < 0, we have
0−uξ (X) = −χξ = dα−1k′(π/2) < 0,
a contradiction is apparent.
We now let δ˜  τ0 = τ∗Rα0 where τ∗ = k(0) and R0  R ′ so that on d = R0 we have τ0  k(θ)Rα0
and thus u  0 on d = R0. 
Next we remove the cut-offs g and h on the rest of Σ .
Lemma 3.2. There exists a positive constant τ0 depending on c0 , c1 and τw such that
r2 − c  τ0 (38)
on Σ \ Σ(R0).
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a non-empty set Σ0 = {Ξ ∈ Σ \ Σ(R0): (c − r2)(Ξ) > −τ0}, where τ0 = τ∗Rq0 > 0 satisﬁes all the
constraints in Lemma 3.1. Then there is a point X ∈ Σ0 such that maxΣ c(ρ)− r2 + τ0 = (c− r2)(X)+
τ0 = m > 0 for some constant m. This X can be either a local maximum point or a saddle point in
Ω ∪ Σ . We show that both cases cannot occur and thus such X does not exist.
Note that by (35) and the same argument as before we ﬁnd a small neighborhood B0 of X on Ω
such that c2 − r2  λ0 in B0 where λ0 = λ0(τ ′) and τ0  C(τ ′).
First, if X is a local maximum point then from M+,δρ = 0, we have
0 M+,δ
(
c − r2 + τ0
)= −2rβ+1 + 2δr
> −2r′{c2(r2 − g)− 3g(c2 − r2)}> 0,
where due to the cut-off function, and by the choosing τ0  3c20λ0/c21. This is a contradiction.
Next, if X is a saddle point, we then construct a barrier function ψ so that X = (rx, θx) is a
maximum point along the normal direction.
We deﬁne d = rx − r + r′(θx)(θ − θx) and a set
B = {(r, θ) ∈ Ω: d > 0}∩ {(r, θ) ∈ Ω: c − r2 + δ˜ >m}.
Note that since X is a saddle point, there are interior points of the set B in particular in the inward
normal direction. We note that c2 − r2  λ0 in B0 and thus d  d1 is chosen appropriately so that
c2 − r2  λ0 in B accordingly.
As before, from c′Q +,ερ = 0 we have
Lc = aεii Diic + a1c2r + a2c2θ + bcr = 0,
where a1 = −aε11 c
′′
(c′)2 + ac′ and a2 = −aε22 c
′′
(c′)2 + ar2c′ .
We denote u = c − r2 + δ˜ −m and obtain
Lc = aεii Dii
(
u + r2 +m− δ˜)+ ai∣∣Di(u + r2 +m− δ˜)∣∣2 + b(u + r2 +m− δ˜)r
= aεii Diiu + ai|Diu|2 + (4ra1 + b)ur + 2a11 + 4r2a1 + 2rb,
where we write b0 = 4ra1 + b and f0 = 2aε11 + 4r2a1 + 2rb. We now let w = 1μ0 (eμ0u − 1) where
μ0 > 0 so that the last equation becomes
0= aεii Diiu + ai|Diu|2 + b0ur + f0
= e−μ0uaεii
{
Diiw − μ0e−μ0u|Diw|2
}+ aie−2μ0u|Diw|2 + e−μ0ub0wr + f0.
Hence we have
aεii Diiw + b0wr + eμ0u f0 = e−μ0u
{
aεiiμ0 − ai
}|Diw|2
 0,
by choosing μ0 =max{ai}/λ0 where aii  λ0 > 0 in B , and μ0 and λ0 are independent of ε.
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L1ψ = aεii Diiψ + b0ψr + eμ0u f0
 λ0ψ ′′ + b1ψ ′ + f1  0,
where b1 = −minB(4ra1 + b)− and f1 =maxB eμ0u(2aε011 + 4r2a1 + 2rb)+ , ε  ε0.
The solution to the inequality λ0ψ ′′ + b1ψ ′ + f1  0 is
ψ = m0b1 + d1 f1
b1
1− e−b1d/λ0
1− e−b1d1/λ0 −
f1
b1
d,
which satisﬁes the boundary conditions
ψ(0) = 0 and ψ(d1) =m0, (39)
with m0 = maxB w = (eμ0umax − 1)/μ0 where umax = maxB u = maxB c − r2 + δ˜ −m, and d1 > 0. We
note that d1 > 0 is chosen suﬃciently small so that m0 is also suﬃciently small. We only need to
construct ψ such that w − ψ has a local maximum at X and to deduce a contradiction.
Hence in the set B we have
L1(w − ψ) 0.
Thus by the weak maximum principle we obtain
sup
B
w − ψ = sup
∂B
(w − ψ)+  0= (w − ψ)(X).
That is X is the local maximum point of v = w − ψ in B so that by using M+,δρ = 0 and u(X) = 0,
we have
0 M+,δ(w − ψ)(X) = 1
μ0
eμ0u
(
c′M+,δρ − 2rβ+1 + δ2r
)− ψ ′(0)μ+ − ψ ′(0)δ
− 1
μ0
2rβ+1 − ψ ′(0)μ+,
for 2r0 μ0ψ ′(0).
In the following, we show ψ satisﬁes the last inequality 2r0  μ0ψ ′(0). The second-order Taylor
series expansion of e−b1d1/e0 is
e−b1d1/e0 = 1− b1
e0
d1 + b
2
1
2e20
e−b1d2/e0d21,
for some 0 d2  d1. Hence we have
ψ ′(0) = m0
d1(1− ζ ) +
f1
b1
ζ
1− ζ ,
where ζ = O (d1) = b
2
1
2e20
e−b1d2/e0d1. Notice that for small d1 > 0, for ρ ∈ C1,α with α > 0 and w(0) = 0,
we can write m0 = maxB w  cm1d1+α1 with m1 = |w|1+α,B for some constant c > 0. Thus for small
d1 we obtain
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1− ζ d
α
1 +
f1
b1
ζ
1− ζ ,
where we recall ζ = O (d1). Hence we decrease d1 further if necessary so that 2r0 μ0ψ ′(0).
We now consider
− 1
μ0
2rβ+1 − ψ ′(0)μ+ =
r′
μ0
{
c2
(
r2 − g)[−2r −μ0ψ ′(0)]+ g(c2 − r2)[6r − μ0ψ ′(0)]},
and by the choice of 2r0 μ0ψ ′(0) we rewrite the last equation to
− 1
μ0
2rβ+1 − ψ ′(0)μ+ >
r′
μ0
{
c2
(
r2 − g)[−2r − μ0ψ ′(0)]+ g(c2 − r2)4r0}
 r
′
μ0
{
c21τ0[−2r1 − 2r0] + c20λ04r0
}
 0
by choosing
τ0 
2r0λ0c20
c21(r1 + r0)
.
We again obtain a contradiction.
Therefore there is no such X and thus the set Σ0 = ∅. This completes the proof. 
We note here that τ0 is chosen to satisfy
τ0 = τ∗Rq0 min
{
3λ0c20
c21
,
2r0λ0c20
c21(r1 + r0)
}
 1,
which is clearly independent of ε and δ.
Hence we now remove the cut-off functions g and h, and thus we now have r′ = s+(r,ρ) = s(r,ρ)
(since the cut-off f is still at present in β+ we leave the same notation with understanding that the
cut-off g is replaced by c in M+).
We point out that Lemmas 3.1 and 3.2 imply that β satisﬁes the uniform obliqueness locally away
from Ξw independent of δ. Thus for each ε, we apply standard regularity results away from the point
Ξw and Hölder estimates and Hölder gradient estimates near Ξw due to [17] to obtain a compactness
uniformly in δ, and take the limit δ → 0 for ρε,δ and rε,δ , so that the limiting solutions ρε and rε
satisfy Q +,ερ = 0, M+ρ = 0 and r′ = s(r,ρ). Since the proof is similar to the limiting solution as
ε → 0 which will be presented at the end of the paper we just state the result in this section.
Theorem3.3. For each ε there exists a limiting solution (ρε, rε) satisfying Q +,ερ = 0, M+ρ = 0, r′ = s(r,ρ),
and (27)–(29).
3.2. The uniform lower barrier – the uniform ellipticity
We ﬁnally remove the cut-off f and construct a uniform lower barrier to obtain the uniform
ellipticity for the solutions of the regularized problems to that we can ﬁnally obtain the limiting
solution ρ and r.
We next show that c2 > r2 in Ω \ σ to remove the cut-off function f . We apply the similar
calculation as was done in Lemma 3.1 in [17].
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C(Ω) ∩ C2(Ω) ∩ C1(Ω \ σ) to Q +,ερ = 0, M+ρ = 0, r′ = s(r,ρ), and (27)–(29) satisﬁes
ρ0 < ρ
ε < ρ1 and c
2(ρε)> r2 in Ω \ σ . (40)
Proof. For the notational simplicity, throughout the proof, we write ρ ≡ ρε .
The proof consists of several steps.
First, obtaining a priori bounds ρ0 < ρ < ρ1 in Ω is an easy consequence of the maximum princi-
ple.
Next, we verify that the solution ρ satisﬁes c2(ρ) = ργ > r2 in Ω \ σ . This implies the operator
Q +,ε is elliptic with the ratio depending on ε. We show our claim by using contradiction arguments.
More precisely, assume that there exists a non-empty set D = {(r, θ) ∈ Ω \ σ : c2(ρ) − r2  0} and let
Xmin ∈ D be the minimum point.
By E2 rw  c0 + τw at Ξw with τw > 0 and due to the boundary condition c(ρ) = r2w at Ξw , we
have c2(ρ) > c(ρ) = r2w at Ξw . Thus Ξw /∈ D .
Also since ρ > ρ0, clearly c2(ρ) > r2 inside of C0 = {r = c0}. That is D ∩{(r, θ) ∈ Ω: r  c(ρ0)} = ∅.
Thus D ⊂ Ωs where Ωs ≡ {X ∈ Ω ∪ Σ ∪ Σw : r > c(ρ0)}.
Hence there are three possible locations of Xmin.
First, if Xmin ∈ D locates inside of Ωs .
For notational simplicity we denote c2(ρ) = ργ = u for now. Then from Q +,ερ = Q +ρ + ερ = 0
by multiplying γργ−1 over the equation Q +,ερ = 0 we have
0= γργ−1Q +,ερ
= (aii + ε)
(
Diiu − γ − 1
γ
1
ργ
|Diu|2
)
+ a
γργ−1
(
u2r +
1
r2
u2θ
)
+ bur
= Lu,
where we denote the last equation to Lu = 0. We note that a11 = 0 due to the cut-off function f
in D . Also in D , we have
a
γργ−1
= γ f (ρ)
γ−1
γργ−1
 1.
We evaluate Lr2 in D
Lr2  ε
[
2− γ − 1
γ
1
ργ
(2r)2
]
+ (2r)2 + 1
r
(
c2
(
f (ρ)
)− r2 − r2)(2r)
 2r20 + ε
[
2− |γ − 1|
γ
1
ρ
γ
0
(2r1)
2
]
 r20 > 0
with small ε  ε0 where ε0 = r20/|2− |γ−1|γ 1ργ0 (2r1)
2|. Then in D ∩ Ω we obtain
0 > Lu − Lr2
= (aii + ε)Dii
(
u − r2)− γ − 1
γργ
(aii + ε)Di
(
u + r2)Di(u − r2)
+ a
γργ−1
{(
u + r2)r(u − r2)r + 1r2
(
u + r2)
θ
(
u − r2)
θ
}
+ b(u − r2)r .
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r2)(Xmin) 0, which contradicts the inequality Lu − Lr2 < 0 in D ∩ Ω .
Second, if Xmin locates on Σ ∩ D , we also multiply γργ−1 over the equation M+ρ = 0 and obtain
0 = γργ−1M+ρ = β+i Diu.
On D ∩ Σ we have
M+r2 = 2rβ1
= 2rr′(c2(r2 − c)− 3c(c2( f (ρ))− r2))
 2rr′c2
(
r2 − c)> 0,
since c2( f (ρ)) = r2 due to the cut-off function f , r2 − c > 0 and r′ > 0. Hence by the proof of
Lemma 3.1 in [17] Xmin cannot locate on Σ ∩ D . More precisely, at Xmin, by using the fact that
the outward normal derivative of u − r2 becomes non-positive (that is, ∇(u − r2) · (1,−r′)  0) and
the tangential derivative becomes zero (that is, ∇(u − r2) · (r′,1) = 0), we obtain
(
u − r2)r(1+ (r′)2) 0 at Xmin,
which implies (u − r2)r  0. Hence we now have
0 > M+
(
u − r2)= (β+1 − rβ+2 )(u − r2)r = −μ+(u − r2)r  0,
which is a contradiction.
Finally, if Xmin is on Σw ∩ D , then we have ∂r2/∂n = 0 on D ∩ Σw . Hence we have
γργ−1 ∂ρ
∂n
− ∂r
2
∂n
= ∂(u − r
2)
∂n
= 0,
which is a contradiction due to Hopf maximum principle, that is,
∂(u − r2)
∂n
(Xmin) < 0.
Therefore there is no minimum point and thus the set D = ∅, which completes the proof. 
Remark 3.5. If we have a solution ρ ∈ W 2,2loc (Ω) ∩ W 1,2(Ω \ σ) ∩ C0(Ω) we can apply the weak
maximum principle to L(u − r2) < 0, M+(u − r2) < 0 and ∂(u − r2)/∂n = 0 in D to obtain
inf
D
u − r2  inf
∂D
(
u − r2)− = 0,
which implies
u  r2 in Ω.
Thus we now remove the cut-off function f and thus Q +,ερ = Q ερ = 0 and M+ρ = Mρ = 0. In
the following we construct a uniform barrier locally away from σ .
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and 0 ζ  1 independent of ε such that c2(ρε) − r2  ϕ in Ω \ σ .
Proof. For the notational simplicity, throughout the proof, we write ρ ≡ ρε .
Since ρ satisﬁes c(ρ) = r2w  (c0 + τw)2 > c20 at Ξw , by the maximum principle, we have ρ >
ρw > ρ0 in Ω \ {Ξw} where ρw = ρ(Ξw). Then we have c2(ρ) > c2(ρw) > c(ρw) and thus we let δ1
be a positive constant so that δ1 = c2(ρw)− c(ρw). Hence ρ satisﬁes c2(ρ)− r2  δ1 whenever r < rw
in Ω .
For now we only consider a set Ω ′ = {Ξ ∈ Ω \ σ : r  rw}. For 0 < R < 1 and X0 ∈ Ω ′ we deﬁne
ζ(X) = 1− |X − X0|2/R2 where BR(X0) ∩ σ = ∅.
As we did in the proof of Lemma 3.4, by multiplying γργ−1 throughout the equation Q ερ = 0
and letting c2(ρ) = u, we have
Lu = (aii + ε)Diiu + ai |Diu|2 + bur = 0,
where
a1 = −γ − 1
γργ
(a11 + ε) + a
γργ−1
and a2 = −γ − 1
γργ
(a22 + ε) + a
r2γργ−1
.
Deﬁne v = u − r2 − ϕ . Using Lu = 0 we have
0= Lu
= (aii + ε)Dii
(
v + r2 + ϕ)+ ai∣∣Di(v + r2 + ϕ)∣∣2 + b(v + r2 + ϕ)r
= L1v + L2ϕ,
where
L1v = (aii + ε)Dii v + ai|Di v|2 +
{
2a1(2r + ϕr) + b
}
vr,
L2ϕ = (aii + ε)Diiϕ + ai|Diϕ|2 + (4ra1 + b)ϕr +
{
2(a11 + ε) + 4r2a1 + 2rb
}
.
We now evaluate
L2ϕ = (aij + ε)δτ
{
ζ τ−1Diiζ + ζ τ−2(τ − 1)|Diζ |2
}
+ aiδ2τ 2ζ 2τ−2|Diζ |2 + (4ra1 + b)δτ ζ τ−1 +
{
2(a11 + ε) + 4r2a1 + 2rb
}
.
Noting that for ε  ε0 = r20/|2− 4|γ − 1|r21/(γργw)| we have
2(a11 + ε) + 4r2a1 + 2rb 2ε
{
1− 2r2(γ − 1) 1
ρ
}
+ 4r2 + 2(c2 − r2)− 2r2
> r20 > 0.
Also since ρ  ρ1 we can ﬁnd δ  δ1 small so that
L2ϕ −δτζ τ−2
{(
c2(ρ1) + ε0
)( 1
R
+ (τ − 1)
)
+ a0δτζ τ + (4c1a0 + b0)ζ
}
+ r20
 1 r20 > 0.2
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= ∅, we have
0= γργ−1Mρ = Mu = M(v + r2 + ϕ)
and on O ∩ Σ = {c2 − r2 < ϕ} ∩ Σ ⊂ BR(X0) ∩ Σ , we have
Mr2 = 2rβ1 > 2rr′
{
c2
(
c2 − c)− (3c + c2)ϕ}.
Also r satisﬁes
r′
r
=
√
r2 − c
c
>
√
c2 − c − ϕ
c
on O ∩ Σ.
Thus on O ∩ Σ , by the choice of δ  δ2(δ1) suﬃciently small, we obtain
M
(
r2 + ϕ)= 2rβ1 + δτζ τ−1(β1ζr + β2ζθ )
> 2r2
√
c2 − c − δζ τ
c
{
c2
(
c2 − c)− δζ τ (3c + c2)}− δτζ τ−1|β|0
 0.
Finally, we cover Σw ∩ Ω ′ with BR centered at Σw so that ϕθ = 0 (we can do so since Σw ∩ Ω ′
consists of the constant θ = π and θ = 3π/2). Hence in O = {c2 − r2 < ϕ} ⊂ BR with δ0 min{δ1, δ2},
which depends only on ρ0 < ρ1, τw , and τ  2, we have
L1v = −L2ϕ  0 in O ∩ Ω ′,
Mv = −M(r2 + ϕ) 0 on O ∩ Σ,
vθ = 0 on O ∩ Σw .
Hence we apply the weak maximum principle on O = {c2 − r2 < ϕ} ⊂ BR to obtain
inf
O
c2 − r2 − ϕ  inf
∂O
(
c2 − r2 − ϕ)− = 0.
This completes the proof. 
3.3. The limiting solution
In this section, we discuss how to obtain a convergent subsequence from the regularized solutions
of equation Q ερ = 0, Mρ = 0 and (26)–(29), given by Theorem 2.4. The governing equations are
locally elliptic uniformly in ε and locally oblique uniformly in δ due to the uniform lower barrier
obtained in Lemma 3.6. Therefore we apply the local compactness argument, the same argument as
in [4,6] and references therein, to obtain a limit ρ locally.
In the series of lemmas we establish the existence result for the limiting solution. First we verify
the limiting solution in Ω . The technique is by now standard; but for completeness we include the
proof.
Lemma 3.7. There exist a limit ρ ∈ C2,α(Ω) for some 0 < α < 1 and a limit r(θ) ∈ C1+γ1 ([θw , θa]) for some
0< γ1 < 1 such that ρ and r satisfy equation Q ρ = 0 in Ω .
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Part 1. We establish the limit r ∈ Cγ ([θw , θa]) with 0 < γ < 1 of rε(θ) and thus the limit of the
domain Ωε . In Theorem 2.4, we obtained a sequence rε of solutions to Eq. (26) in the set R. Since
ρ0 < ρ
ε  ρ1 the property R4 of the set R immediately gives C1 bounds on rε , uniformly in ε. Thus
by the Arzela–Ascoli theorem, rε has a convergent subsequence, and the limit r ∈ Cγ ([θw , θa]) for all
γ ∈ (0,1).
As a consequence, the corresponding subsequence Ωε also has a limit, Ω . In the remaining proof,
without further comment, we carry out the limiting argument using the convergent subsequence
of rε , which we again call rε .
Part 2. We show that the sequence ρε has a limit ρ ∈ C2,α(Ω) for some 0 < α < 1 and ρ satisﬁes
the equation Q u = 0. In addition, ρ0 < ρ < ρ1 in Ω . To get the results we use local compactness
arguments and uniform L∞ bounds for ρε: ρ0 < ρε < ρ1. Our arguments are similar to those used in
[11, Theorem 1].
Fix Ω1, a compact subset of Ω . There exists an ε′ (which depends on Ω1) such that for all ε  ε′ ,
Ω1 Ωε . We now use the uniform L∞ bounds and treat the problem as a linear equation. Due to
Lemma 3.6 we have uniform ellipticity in Ω1 such that 0 < λ(Ω1)  det[aij]  Λ(ρ1) and thus we
ﬁrst apply local Hölder estimates from [15] (Theorems 8.22 and 8.27) and ﬁnd that for Ω2  Ω1
|ρε|Cα′ (Ω2)  C , where α′ ∈ (0,1) and C are independent of ε. With this estimate of the coeﬃcients
of Q ε , and the boundedness of ρε , we apply the standard Schauder estimates of [15] (Theorems 8.32
and 6.2 for the interior, and Theorem 8.33 and Lemma 6.5 for the boundary of Ω3 Ω2) and obtain
|ρε|C2,α′ (Ω3)  C . By the Arzela–Ascoli theorem, there exists a C2,α(Ω3)-convergent subsequence for
any α < α′ .
Now we let Ω1 vary and use a diagonalization argument to obtain a subsequence of ρε which
converges in C2,αloc (Ω) to a limit ρ ∈ C2,α(Ω) which satisﬁes Q ρ = 0 in Ω . Applying the maximum
principle locally, we obtain ρ0 < ρ < ρ1 in Ω . 
We now check the oblique boundary condition and the free boundary.
Lemma 3.8. The limiting solutions ρ and r satisfy Eqs. (25)–(26) on Σ , and ρ ∈ C1,γ (Ω ∪ Σ) and r ∈
C1,γ ([θw , θa]) for 0< γ < 1. Moreover r′(θ) > 0 for θw < θ  θa.
Proof. We now show that the limiting solution satisﬁes the oblique boundary condition; that is, the
limits ρ and r satisfy
Mρ = β(θ, r, r′,ρ) · ∇ρ = 0, r′ = s(θ, r(θ),ρ), on Σ = {(r(θ), θ)}, and
c
(
ρ(Ξw)
)= r2(θw).
Since rε has a limit r in Cγ for any γ ∈ (0,1), Σε also has a corresponding limit. By taking the
convergent subsequence rε in Cγ for any 0 < γ < 1, since we have the uniform obliqueness where
μμ(τ0) > 0 in Σ ′ = Σ \ Σ(R0) we apply the standard Hölder estimates on Σ ′ , and apply Hölder
estimates due to [17] to obtain Cγ1 (Σ ∪ {Ξw ,Ξa} ∪ Ω)-bound for ρε uniformly in ε. This leads to
C1,2γ bounds for rε immediately for 2γ  γ1. Thus there exists a subsequence of rε which has a limit
r in C1,γ ([θw , θa]), and a subsequence of ρε which has a limit ρ in C1,γ (Σ ∪ Ω).
Hence we obtain
(
rε
)′ = s(rε,ρε)→ s(r,ρ) in Cγ ([θw , θa]),
0 = βi
(
rε,ρε
)
Diρ
ε,δ → βi(r,ρ)Diρ in Cγ /2loc (Σ),
and thus r′ = s(r,ρ) which follows by rε → r in C1,γ for all θw  θ  θa and βi(r,ρ)Diρ = 0 on Σ .
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subsequence of rε which has a limit r in C1,γ ([θw , θa]), and a subsequence of ρε which has a limit ρ
in C1,γ ({Ξw} ∪ Ω), we then have
c
(
ρε
)= (rε(θw))2 → (r(θw))2
and c(ρε) → c(ρ) in C1,γ ′ for γ ′  γ . This completes the proof. 
3.4. Lipschitz estimates near the sonic boundary
In this section we establish Lipschitz estimates for the solution near the degenerate Dirichlet
boundary (sonic boundary).
Since we have shown that c2(ρ) < r21 in Ω it is clear that
c2(ρ) − r2 < r21 − r2 in Ω. (41)
On the other hand, since we have shown c2(ρ) > r2 in Ω we also have
c2(ρ) − r2 > r2 − r21 in Ω. (42)
Therefore
∣∣c2(ρ) − r2∣∣< r21 − r2 in Ω. (43)
This proves the following statement.
Corollary 3.9. The solution ρ satisﬁes
lim
r→r1
|c2(ρ) − r2|
r1 − r  2r1 on σ , (44)
that is, |Dρ| C(r1, γ ) on σ .
3.5. Proof of the main theorem
Finally we now establish the main theorem.
Proof of Theorem 1.2. Lemmas 3.7, 3.8 and Corollary 3.9 show that there exists a solution pair (ρ, r)
where ρ ∈ C2,α(Ω ∪Σw)∩C1,α(Ω ∪Σ)∩Cγ (Ω ∪ V )∩C0,1(Ω ∪σ) and r(θ) ∈ C1,α([θw , θa]), satisfying
(24)–(29). This completes the proof of Theorem 1.2. 
4. Conclusions
We have established the existence of the global subsonic solution for the nonlinear wave equation.
We have presented barrier methods to obtain the well-posedness of the shock evolution equation
along the entire transonic shock and thus we were able to obtain the global solution. We have used
the standard iterative method via ﬁxed point theorems and regularity results.
We point out that our result does not rely on any smallness of Riemann data nor incident shocks.
Our result can be applied in a general class of nonlinear free boundary problems with the certain
structures of the nonlinearities of the governing second-order equations and the nonlinear derivative
equations on the transonic shock.
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nonlinear wave equation, we did not discuss in detail the regularity results for the corner points. It
will be interesting to see how smooth the solution would be near the corner points in particular Ξw .
We have shown that the ﬂow is a compression wave across Σ , and thus Σ is a transonic shock
provided the condition E2 at Ξw . Our result relies only on the shock strength at the point Ξw , and
it will be of interest to study how this condition can be removed.
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Appendix A
We continue our discussion of the shock strength at the vertical wall Ξw , and of derivations of
the boundary condition on the shock.
A.1. The shock strength at the wall
As we mentioned earlier, since ρ > ρ0, the ﬂow is compressive, that is, there must be a shock
across the transonic boundary on Σ . One can observe the condition E2 as follows.
Proposition A.1. Suppose that r is monotone increasing in θ on S. For ρ > ρ0 in the subsonic region, there
exists a positive constant τw = τw(ρ1/ρ0) such that the shock position at the wall rw satisﬁes E2.
Proof. Suppose that ρ = ρ0 at Ξw . Consider that one can vary the angle of the object to be π/2− ζ
where ζ > 0 is a parameter. Then we must have ρ = ρ0 on Σ where 3π/2 θ  3π/2 + ζ , that is,
S = {(r(θ), θ)} becomes a sonic circle C0 on 3π/2  θ  3π/2 + ζ . On the other hand, due to the
maximum principle, ρ > ρ0 inside of the subsonic region. Thus the ﬂow is still a compression wave,
that is, S must be a shock not a sonic circle 3π/2 θ  3π/2+ ζ for all ζ > 0. Hence as ζ → 0, we
must have ρ > ρ0 and ρ 
= ρ0 at Ξw . Thus there exists a positive constant τw such that E2 holds. 
Hence by Lemmas 3.1 and 3.2, we have veriﬁed that Σ is a shock; and thus we have veriﬁed the
conﬁguration.
A.2. Oblique derivative boundary conditions
In [25], the oblique derivative boundary condition was derived by using the second-order ρ-equa-
tion (11). More precisely they derived the jump conditions along the shock using the second-order
equation (11) with a clever test function of a linear form with two independent variables from which
arise to two Rankine–Hugoniot conditions; one is exactly the same as (17), and the other becomes
an oblique derivative boundary condition after simplifying higher-order derivative terms by using the
tangential derivatives of (17) along Σ , which can be written as
βi Diρ = 0,
where
β1 = r
′
c
{
c2
(
r2 − c)− 3c(c2 − r2)}, β2 = 1
c
{
3c2
(
r2 − c)− c(c2 − r2)},
and the obliqueness becomes
β · (−1, r′)= 2 r′ {c(c2 − r2)+ c2(r2 − c)}.
c
2930 E.H. Kim / J. Differential Equations 248 (2010) 2906–2930We can see that the oblique derivative condition in this case is very similar to (25) in this manuscript.
We point out that the diﬃculties arise in the exact same places as we discussed in this manuscript.
Hence the methods developed in this manuscript apply with few changes and thus the same result
holds for this oblique condition as well.
There are discussions about which condition is more suitable and physical. We leave those discus-
sions to readers.
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