Abstract. We consider stability with respect to two measures of a difference inclusion, i.e., of a discrete-time dynamical system with the push-forward map being set-valued. We demonstrate that robust stability is equivalent to the existence of a smooth Lyapunov function and that, in fact, a continuous Lyapunov function implies robust stability. We also present a sufficient condition for robust stability that is independent of a Lyapunov function. Toward this end, we develop several new results on the behavior of solutions of difference inclusions. In addition, we provide a novel result for generating a smooth function from one that is merely upper semicontinuous.
Introduction.
The close connection between robustness of stability properties for differential equations and the existence of Lyapunov functions has been implicit in the literature since the result of Kurzweil [13] . In particular, Kurzweil exploited the inherent robustness of asymptotic stability of the origin for differential equations defined by a continuous right-hand side in order to demonstrate the existence of a smooth Lyapunov function. Since Kurzweil, robustness of the assumed stability property has played a key role in deriving Lyapunov functions. Results on the existence of Lyapunov functions for asymptotically stable closed sets became available in the 1960s in the works of Hoppensteadt [7] and Wilson [23] . These results were extended by Lin, Sontag, and Wang [15] to consider asymptotic stability of closed sets for locally Lipschitz differential equations subject to disturbances. Recently, Clarke, Ledyaev, and Stern [4] demonstrated the existence of a smooth Lyapunov function for upper-semicontinuous differential inclusions with an asymptotically stable origin.
Rather than considering differential inclusions, we will consider the difference inclusion x + ∈ F (x), x ∈ G, (1.1) where G ⊆ R n is open. Difference inclusions are a natural way to consider difference equations subject to disturbances or controlled difference equations. One may consider a set-valued map as
where V is a set of disturbances or the admissible control set. We use φ ∈ S(x) to denote a solution of the difference inclusion (1.1) from initial condition x ∈ G, i.e., a function satisfying φ(0, x) = x and φ(k + 1, x) ∈ F (φ(k, x)) ∀k ∈ Z ≥0 .
Whereas in the continuous-time case a solution was an absolutely continuous function, in the discrete-time case solutions are sequences of points. Solutions are defined for all k ∈ Z ≥0 when F (·) maps G to subsets of G, which is the discrete-time counterpart to forward completeness for continuous-time systems.
In the 1970s, Lakshmikantham and Salvadori [14] demonstrated a locally Lipschitz Lyapunov function for a differential equation under the assumption of stability with respect to two measures, a concept first introduced by Movchan [17] . Stability with respect to two measures can be seen to cover uniform global or local asymptotic stability of a point, prescribed motion, or closed set. In fact, Teel and Praly [22, Proposition 1] (following [15, Proposition 2.5] ) demonstrated that KL-stability with respect to two measures is equivalent to uniform stability and global boundedness coupled with uniform global attractivity (both properties being defined in an appropriate two-measure sense). In Proposition 2.2 we show that this property carries over to the discrete-time case.
A smooth Lyapunov function for output stability, a special case of stability with respect to two measures where one of the measures is the norm of the output function, was presented by Sontag and Wang [20, Theorem 2] . Teel and Praly [22] extended these results to consider the existence of a smooth Lyapunov function under the assumption of KL-stability with respect to two measures for differential inclusions. It is this last result by Teel and Praly [22, Theorem 1] that we propose to develop in the discrete-time case, namely, the equivalence of robustness of KL-stability with respect to two measures for a difference inclusion and the existence of a smooth Lyapunov function. This is the result of Theorem 2.7.
In Theorem 2.8 we present a result stating that when the set-valued map defining the difference inclusion (1.1) is compact and nonempty, a continuous Lyapunov function is sufficient to demonstrate robustness. This result has important implications in robustness analysis. The authors used this fact in [11, Theorem 14] to demonstrate robustness for a (discontinuous) difference equation. Frequently, in model predictive control, a continuous Lyapunov function is assumed (see Mayne et al. [16] ) which guarantees robustness of stability. Recently, Grimm et al. [6] presented several examples where model predictive control is nonrobust. Intuitively, these results follow from the lack of a continuous Lyapunov function.
A question of great interest over many years is the so-called converse Lyapunov question, namely, what stability requirements guarantee the existence of a Lyapunov function? We see from Theorem 2.7 that, for KL-stability with respect to two measures, this question is reduced to that of finding sufficient conditions for robustness. The result of Theorem 2.10 states that if the difference inclusion x + ∈ F (x) is KLstable, the set-valued map F (x) is nonempty and compact for each x ∈ G, and F (·) is continuous, then the KL-stability is robust. In [9] and [10] , other sufficient conditions were presented for robustness of KL-stability. For example, KL-stability is robust when using a single measurement function that is a proper indicator function for a compact attractor. Each of these sufficient conditions then allows us to state a converse Lyapunov theorem.
Previous converse Lyapunov theorems for discrete-time systems appeared in books by Agarwal [ [18] demonstrated the equivalence of uniform global asymptotic stability of the origin for a difference equation (with no regularity) and the existence of a Lyapunov function (with no regularity).
Jiang and Wang [8, Theorem 1] showed that uniform global asymptotic stability to a closed set A for a difference equation with disturbances is equivalent to the existence of a smooth Lyapunov function under the assumption that the difference equation is continuous. The assumption of continuity on the difference equation (and compactness of the set of allowable disturbances) gives rise to a continuous set-valued map. This result can then be seen to be a special case of Theorem 2.7 and Theorem 2.10 with
The authors [11] demonstrated that global asymptotic stability of a point for an upper-semicontinuous difference inclusion implied the existence of a smooth Lyapunov function. This result follows from the results presented here and in [10] (see also [9] ).
We will require two sets of technical results, heretofore unknown in the literature. In section 5 we develop results pertaining to difference inclusions which parallel those found in the work of Filippov [5] for differential inclusions. Specifically, we prove results on closeness of solutions under perturbations (Lemmas 5.1 and 5.2) as well as on uniform convergence of sequences of solutions (Lemma 5.3). The second novel technical result involves smoothing nonsmooth functions on a given open domain. As in much previous work (e.g., [13] , [15] , [22] , and [23] ), we first construct a Lyapunov function satisfying the desired decrease condition, but with a rather weak regularity property, and then apply a smoothing result to obtain the smooth Lyapunov function without destroying the decrease property. In the past, these smoothing results applied to continuous functions. In section 3, we present a novel smoothing theorem which obtains a smooth function from one that is upper semicontinuous.
Smooth Lyapunov functions and robustness.
We now turn to precise statements of our results. Recall that a function α : R ≥0 → R ≥0 is of class-K if it is continuous, zero at zero, and strictly increasing. A function is of class-K ∞ if, in addition to being class-K, it is unbounded. A function β : R ≥0 × R ≥0 → R ≥0 is said to belong to class-KL if, for each t ≥ 0, β(·, t) is of class-K and, for each s ≥ 0, β(s, ·) is nonincreasing and lim t→∞ β(s, t) = 0. Definition 2.1. Let ω i : G → R ≥0 , i = 1, 2, be continuous functions. Let F (·) be a set-valued map from G to subsets of G. We say that the difference inclusion x + ∈ F (x) is KL-stable with respect to (ω 1 , ω 2 ) on G if there exists a function β ∈ KL such that for every initial condition x ∈ G all solutions φ ∈ S(x) satisfy
Note that appropriate choices for the measurement functions ω 1 (·) and ω 2 (·) as well as the domain G allow us to recover several classical stability notions. For instance, global asymptotic stability of the origin (for a given difference inclusion evolving in R n ) corresponds to taking G = R n and the measurement functions ω 1 (x) = ω 2 (x) = |x| for all x ∈ R n . Other stability notions, such as local asymptotic stability or partial state stability, can be covered by appropriately choosing the domain and measurement functions.
Lin et al. [15, Proposition 2.5] demonstrated that KL-stability with respect to (| · | A , | · | A ) (where A is a closed set) is equivalent to uniform stability and uniform attractivity of the set A (i.e., KL-stability is equivalent to uniform global asymptotic stability of the set A). Teel and Praly [22, Proposition1] extended this result to the consideration of the general two-measure case; that is, KL-stability with respect to two measures is equivalent to uniform stability and global boundedness coupled with uniform global attractivity, where these properties are defined in an appropriate twomeasure sense. This result also holds in the discrete time. The details are similar to the continuous-time result and may be found in [9] . Proposition 2.2. 
For a continuous function σ : G → R ≥0 we define the σ-perturbation of F (·) as
We denote the solution set of the difference inclusion The following set will be used in what follows:
In most cases the set A will be nonempty, but we observe that this is not necessary for the following results to hold. When A is empty, we define |x| A = inf a∈A |x − a| to be infinite.
For stability with respect to (ω, ω) (ω : G → R ≥0 continuous) the closed set A is
This follows from the previous definition (2.3) by examining the KL-estimate defining stability. Specifically, if 
, and (2.6)
We claim that the above decrease condition (2.6) can be stated as
where α : R ≥0 → R ≥0 is continuous and positive definite. However, we prefer (2.6) because of the symmetry with the continuous time decrease condition
which yields an exponential decrease of the Lyapunov function along trajectories. The following claim is proved in section 8.
Claim 1. Suppose we are given functions V : G → R ≥0 , α : R ≥0 → R ≥0 , and α 1 , α 2 ∈ K ∞ satisfying (2.5), (2.7), and (2.8). Then there exist W : G → R ≥0 and functionsα 1 
, and (2.10)
Prior to stating our first result we require two definitions related to set-valued maps. We point out that the concept of upper semicontinuity for a set-valued map is not the same as that for extended real-valued functions. In fact, for f : R n → R n , the set-valued map x → {f (x)} is upper semicontinuous if and only if x → f (x) is continuous.
Definition 2.6. We say that the set-valued map F (·) satisfies the basic conditions on G if F (·) is upper semicontinuous on G and, for each x ∈ G, F (x) is nonempty and compact.
In continuous time the "basic conditions" also require convexity of F (x) for each x ∈ G. This is necessary to guarantee solutions of the differential inclusionẋ ∈ F (x) (see [5] 
Remark 1. We note that (2.4) and (2.7) were not required in the corresponding definitions of robustness and a Lyapunov function in [22] . The addition of (2.4) to the definition of robustness significantly simplifies the proof. In order to maintain the equivalence of robustness and the existence of a Lyapunov function, one would then expect that an extra property is required of V (·). This property is (2.7). This is not unreasonable as, in the case of a single measure, we see that the upper and lower bounds (2.5) actually imply (2.7).
It is possible to weaken the conditions of Theorem 2.7 and still maintain the necessity. This means that, in order to demonstrate robustness, it is only necessary to exhibit a continuous Lyapunov function (rather than a smooth one). Furthermore, note that we can drop the regularity requirement on the set-valued map. This allows application of the theorem, for example, to the consideration of discontinuous difference equations.
Theorem 2.8. Let F (·) mapping G to subsets of G be compact and nonempty, and suppose we have a continuous Lyapunov function. Then
Since Lyapunov functions can sometimes be difficult to find, we would like a sufficient condition for robustness that is independent of having a Lyapunov function. Intuitively, if the set-valued map F (·) of (1.1) is sufficiently regular, robustness should follow since small perturbations will lead to small deviations. In fact, continuity of F (·) outside of the set A is sufficient.
Definition 2.9. We say the set-valued map F (·) is continuous on (the open set) O if, in addition to being upper semicontinuous on O, for each x ∈ O and ε >
The following theorem is the discrete-time counterpart of [22, Theorem 2] and is proved in section 7.
Theorem 2.10. Let F (·) be a set-valued map from G to subsets of G satisfying the basic conditions on G and continuous on an open set containing G\A. Under these conditions, if x
+ ∈ F (x) is KL-stable with respect to (ω 1 , ω 2 ) on G, then the inclusion is robustly KL-stable with respect to (ω 1 , ω 2 ) on G.
Smoothing functions.
Frequently one wishes to prove that certain assumptions such as asymptotic stability of a set or asymptotic controllability to a set imply the existence of a function satisfying certain boundedness and decrease properties, as well as a given regularity property. Typically, one constructs a function which satisfies all the given properties (i.e., boundedness and decrease properties) excepting the desired regularity property. One may then take the additional step of "smoothing" the constructed function without destroying the boundedness or decrease properties. Such techniques were first used by Kurzweil [13] and Wilson [23] . Throughout this section, we take O to be an open set.
We will smooth nonsmooth functions via an integration which involves a change of variables. We will require the following assumption on the function we wish to smooth.
is upper semicontinuous and locally bounded on O,
We observe that, under the above assumption on V (·), the set O\A is open. Note that we need not assume that A is nonempty.
We will also require an assumption on the "smoothing perturbation." Assumption 2. The smooth function σ : O\A → R >0 satisfies the following:
for each x * ∈ A and ε > 0 there exists δ > 0 such that
2.
Item 1 implies that the function σ(·) can be continuously extended to the set A by defining it to be identically zero on A. For the case where A is empty, item 1 is trivially satisfied.
We define
where ψ : R n → [0, 1] is smooth, vanishes on R n \B, and satisfies ψ(ξ)dξ = 1. The following theorem is a generalization of [11, Theorem 20] , where the smoothing was carried out on R n \{0}. Proof. The properties of σ(·) and ψ(·) and the upper semicontinuity of V (·) guarantee that the (Lebesgue) integral in (3.4) is well defined.
Continuity at A. Since V s (x) ≡ 0 for x ∈ A, the function is clearly continuous in the interior of A. It remains to check continuity at the boundary of A. Let x * belong to the boundary of A so that
i.e., V s (x) is continuous for x in the boundary of A.
Finally, if we can establish that V s is smooth on O\A, then it will be continuous on O.
Smoothness on O\A. For each x ∈ O\A, we perform a change of variables under the integration with z = x + σ(x)ξ so that
For notational purposes, we define h(x, z) :
For x, z ∈ O\A such that |z − x| > σ(x) we note that h(x, z) and all of its higher order partial derivatives with respect to x vanish. From this, (3.4) , and the fact that ψ(·) and σ(·) are smooth (the latter on O\A) it follows that each of these partial derivatives is continuous in x uniformly in z.
Because of the properties of σ(·), to establish smoothness of V s (·) on O\A it is enough to establish smoothness of
We note that, using the mean value theorem, for each x ∈ O\A, ε > 0, and v ∈ R n , there exists λ ∈ [0, 1] such that
Using that V (·) is locally bounded on O, (3.3), the fact that ∇h(x, z) = 0 when |z −x| > σ(x), and the continuity of ∇h(·, z), which is uniform in z, for each ρ > 0 and
Repeating this argument for higher order derivatives, we conclude that W s (·) is smooth on O\A.
The following lemma can be applied to the function V s (·) obtained from Theorem 3.1 in order to obtain a function that is smooth on the entire domain O. The lemma appeared as [22 
and, for each x ∈ O, I x := {j : x ∈ U j }. The set I x is finite for each x ∈ O. We also note that
Since U i is a compact subset of O for each i and σ 2 (·) is bounded away from zero on compact subsets of O, we have
Finally, σ 1 is smooth on O, inheriting this property from the κ i .
Set-valued maps.
Prior to stating our novel results for difference inclusions, we require certain facts from set-valued analysis. Our primary sources for set-valued analysis include the books by Aubin and Cellina [2] , Aubin and Frankowska [3] , Filippov [5] , and Kisielewicz [12] .
Given a set-valued map F (·) from an open set O ⊂ R n to subsets of R n , we define the mapping of a compact set M by
We also define the composition of two set-valued maps F (·) and G(·) to be
and we denote the n-times composition of F (·) with itself by For δ ≥ 0, we define the δ-perturbation of the set-valued map F (·) by
and the δ-inflation of a set M by
The following claim, which is not difficult to prove, extends the concept of upper semicontinuity to the consideration of compact sets rather than merely points. 
Proof
We note thatδ i (ε) is positive and nondecreasing, but not necessarily continuous.
Let c * := min i∈{1,...,k} {c i } and, for each r ∈ [0, c * ), letρ(r) := max i∈{1,...,k} ρ i (r). 
Then, for each
Proof. Define the compact sets 
Since δ <c, we have that ρ(δ) < c.
Assume the result holds for k − 1; i.e., F
where the final subset is obtained by appealing to Claim 4. We will need to apply the lemmas in the following section to the difference inclusion defined by x + ∈ F σ (x) with F σ (·) as in (2.2). To do this, we need to know that F σ (·) satisfies the basic conditions. Claim 6. If F (·) is a set-valued map from G to subsets of G satisfying the basic conditions on G, and σ : G → R ≥0 satisfies item 1 of Definition 2.3, then F σ (·) satisfies the basic conditions on G.
Proof. That F σ (x) is nonempty follows from F (x) nonempty. Similarly, F σ (x) being compact follows from F (x) compact, the compactness of the closed unit ball, F (·) upper semicontinuous, and the fact that upper-semicontinuous maps send compacts to compacts (see Claim 2) .
Appealing to Claim 3 with M := {x} + σ(x)B and any ε > 0 there exists
i.e., F σ (·) is upper semicontinuous on G.
Difference inclusions.
In this section we present three new results for difference inclusions which will be necessary for the proofs of the results presented in section 2.
The first result makes use of a perturbed difference inclusion. Let F (·) map an open set O ⊂ R n to subsets of R n , let δ ≥ 0, and consider
We denote the solution set of (5.1) from the point x ∈ R n by S δ (x). This result is similar to a result on closeness of solutions for differential inclusions (see, for example, [5 
Proof. The first item follows from Claim 5 and the fact that
If the second item is not true, then no matter how small we pick δ, there is an initial condition in M δ and a solution to x + ∈ F δ (x) starting at this initial condition such that, no matter which initial condition in M and solution of x + ∈ F (x) we pick, the condition (5.2) is violated for some k ∈ {0, . . . , K}. In particular, there exist sequences x i ∈ M 1/i and ψ i ∈ S 1/i (x i ) such that, no matter which initial condition in M and solution of x + ∈ F (x) we pick, the condition (5.2) is violated for some k ∈ {0, . . . , K}. The sequence x i has a subsequence, which we will not relabel, converging to a point f * 0 ∈ M . Associated with this subsequence is a sequence of
. This sequence has a converging subsequence and, from the upper semicontinuity of F and compactness of F (f * 0 ), its accumulation point, denoted f * 1 , belongs to F (f * 0 ). Continuing in this way we get a sequence of initial conditions x i ∈ M 1/i and a sequence of solutions
. . , K}, and using the continuity of ω, condition (5.2) holds for all i sufficiently large. This is a contradiction and thus proves the lemma.
We will require the following lemma on closeness of solutions for difference inclusions defined by continuous set-valued maps. 
Proof. Define the compact set From the continuity of
We repeat this procedure until we reach the initial point x 0 . From the previous step we will have a δ 1 ∈ (0, δ ω ]. Then, from the continuity of F (·) at x 0 , there exists a δ 0 ∈ (0, δ ω ] such that, for all z ∈ O,
Since (5.4) holds, we see that there exists a point ψ(2, x) ∈ F (ψ(1, x)) such that
This follows from (5.
That is, for the point φ(2, x 0 ), there exists an element in F (ψ (1, x) ) (which we have called ψ (2, x) ) that is no more than δ 2 away from φ(2, x 0 ). We can repeat this procedure at each step until we get to φ(K + 1, x 0 ). Since, for each ∈ {0, . . . , K}, we imposed δ ≤ δ ω we see that, with ψ ∈ S(x) constructed as above,
We present a lemma regarding sequences of solutions. This lemma is similar to the continuous-time results found in [ Proof. From Claim 2 we know that for each k ∈ Z ≥0 the set F k (x) is a compact set. Since for all n and k,
has a converging subsequence (2, x) , and so on. In this way, we construct a subsequence which converges to a solution φ ∈ S(x), and, for a finite time interval, this convergence is uniform.
Proof of Theorem 2.7.
We demonstrate that robust KL-stability is a necessary and sufficient condition for the existence of a smooth Lyapunov function with respect to (ω 1 , ω 2 ). [19, Proposition 7] . This lemma allows us to view asymptotic stability as exponential stability via a suitable nonlinear scaling. The following lemma is a slight refinement of Sontag's original lemma wherein we specify the required regularity property of one of the K ∞ functions.
Sufficiency. One of the most useful lemmas regarding comparison functions is frequently referred to as Sontag's lemma on KL-estimates
Lemma 6.1. For each β ∈ KL and λ > 0, there exist
6.1.1. Bounds. Given β σ ∈ KL from the assumption of KL-stability with respect to (ω 1 , ω 2 ) for x + ∈ F σ (x), Lemma 6.1 yieldsα 1 ,α 2 ∈ K ∞ such that
∀k ∈ Z ≥0 , ∀s ≥ 0. (6.1)
For each x ∈ G we define the function
We claim that φ(k, x) )),
It is easy to see that, for all x ∈ G, φ(0, x) ))e 0 =α 1 (ω 1 (x)), and (6.4)
For each x ∈ G and φ ∈ S σ (x) we may write
We note that w ∈ F σ (x) implies the existence of φ ∈ S σ (x) such that φ(1, x) = w. Therefore, we may write
We proceed to smooth the function V 1 (·) without destroying the nature of the upper and lower bounds (6.4) and (6.5) and the decrease condition (6.6). To do this, we will appeal to Theorem 3.1, which requires Assumptions 1 and 2 and uses a set A defined in (3.1) that, as a consequence of (6.3), is the same as the set A of (2.3). Assumption 1 requires that V 1 (·) be upper semicontinuous and that if V 1 (x) > 0, then V 1 (z) > 0 for z near x. V 1 (·) is upper semicontinuous: We first show that for each x ∈ G\A there exists a solution such that the supremum defining V 1 (·) is attained for some solution and over a finite time interval.
Then there existsφ ∈ S σ (x) such that, for every κ ≥ K(x),
We note that, for all x ∈ G\A,
Therefore, with (2.1) and (6.1), we may write
which, together with (6.9), implies
where we can pass to the "max" since the supremum is taken over a finite number of elements. Now let {φ } ∞ =1 be a maximizing sequence of solutions in S σ (x); i.e.,
Since F σ (·) satisfies the basic conditions (see Claim 6), we may appeal to Lemma 5.3 to see that a subsequence of {φ (·, x)} ∞ =1 converges uniformly on {0, . . . , κ} to some solutionφ ∈ S σ (x). Since the functionsα 1 (·) and ω 1 (·) are continuous, we may write
We now prove that V 1 (·) is upper semicontinuous. In order to obtain a contradiction, suppose that there exist x ∈ G and a sequence {x }
Without loss of generality, for all and some η > 0
Define κ := sup K(x ). From (6.10), the continuity ofα 2 • ω 2 (·), and the definition of K(·) in (6.7), we see that κ < ∞. Letφ ∈ S σ (x ) come from Claim 7 so that
Let ε > 0. Since F σ (·) satisfies the basic conditions, we appeal to Lemma 5.1 with the triple (κ, ε, x) and the continuity ofα 1 • ω 1 (·) to assert the existence of ε so that, for all ≥ ε , there exists ψ ∈ S σ (x) such that
This implies lim sup →∞ V 1 (x ) ≤ V 1 (x), which is a contradiction. In addition, it also establishes continuity of V 1 (·) at each point x ∈ {ξ ∈ G : V 1 (ξ) = 0} since, for each such x, we may write
Next we establish item 1 of Assumption 1.
With this claim, we see that the set G\A is open. Proof. If x ∈ G\A is such that ω 1 (x) > 0, then the result follows from the continuity of ω 1 (·), the lower bound (6.4), and the fact thatα 1 ∈ K ∞ . So we just need to consider points x ∈ G\A such that ω 1 (x) = 0. We first assert that
If this were not the case, then with the lower bound (6.4) and the fact thatα 1 ∈ K ∞ we would have max f ∈F (x) ω 1 (f ) = 0. Furthermore, with the decrease condition (6.6) and
Iterating and using the condition ω 1 (x) = 0, we would have
i.e., x ∈ A, which is a contradiction. We also have, according to the definition of robust KL stability, σ(x) > 0 for x ∈ G\A. Using the continuity of σ(·), there exists δ > 0 such that δ ≤ min q∈δB σ(x + q). It follows that 0 ∈ z∈δB {z} + σ(x + z)B and thus, for any z ∈ δB, we see that F (x) ⊆ F (x + z + σ(x + z)B). Now, using (6.6) and (6.11), we have, for z ∈ δB,
which establishes the claim. Finally, we need to construct a function σ 2 : G\A → R >0 satisfying Assumption 2 and such that the smooth function V (·) of Theorem 3.1 retains bounds like (6.4) and (6.5) and the decrease condition (6.6).
Construction of σ 2 : Claim 9. There exists a smooth function σ 1 : G\A → R >0 such that, for all x ∈ G\A,
and (6.12) sup
Proof. We define a function σ 1 : G\A → R >0 by associating to each x ∈ G\A one-half the supremum over all valuesσ 1 satisfying
The existence of σ 1 (·) follows from continuity of σ(·) and the fact that σ(x) > 0 for all x ∈ G\A. These properties for σ(·) also guarantee that σ 1 (·) is bounded away from zero on compact subsets of G\A.
It follows from (6.14) that .15) i.e., (6.12) holds. We further see that
so that
With the definition of F σ (·), (6.15), and (6.16) we see that, for any z ∈ σ 1 (x)B,
From the decrease condition (6.6), we have
Taking the infimum on both sides and appealing to (6.17) we have
It is clear that this inequality and (6.15) hold for any function smaller than σ 1 (·), and so we can smooth σ 1 (·) using Lemma 3.3 to prove the claim. Let the function σ a : G\A → R ≥0 be given by (6.18) and the function σ b : G\A → R ≥0 be given by
We then define, for each x ∈ G\A,
Before proceeding, we demonstrate that the functionσ 2 (·) is bounded away from zero on compact subsets of G\A. Since σ 1 (·) and | · | A are continuous and positive on G\A, we need to establish this property only for σ a (·) and σ b (·).
We first note that ω 2 (x) > 0 for x ∈ G\A. Suppose not. If x / ∈ A, then there exists a solution φ ∈ S σ (x) and a time k ∈ Z ≥0 such that ω 1 (φ(k, x) ) > 0. However, from the stability estimate we see that 0 < ω 1 (φ(k, x) ) ≤ β σ (ω 2 (x), 0) = 0, which is a contradiction.
First we demonstrate that σ a (·) is bounded away from zero on compact subsets of G\A. Suppose not. Then there exists a compact set D ⊂ G\A, a sequence
in D, and a sequence
The sequence x i has an accumulation point x * ∈ D. Now, since x * ∈ D, we have
This contradicts (6.21 ). Next we demonstrate that σ b (·) is bounded away from zero on compact subsets of G\A. Suppose not. Then there exist a compact set D ⊂ G\A, a sequence x i ∈ D, and a sequence z i with |x i − z i | ≤ 1/i such that
The sequence x i has an accumulation point x * ∈ D. Henceforth we use x i to denote the converging subsequence, and z i the associated subsequence. Suppose ω 1 (x * ) > 0. Using the continuity of ω 1 (·), there exists i
and thus
which contradicts (6.22) . Alternatively, suppose ω 1 (x * ) = 0. We make the following claim.
Claim 10. There exists c > 0 such that
We note that this implies that if f ∈ F (x * ), then f ∈ A. Suppose not. Then, since x * ∈ D ⊂ G\A, (6.13) implies that sup f ∈F (x * ) V 1 (f ) = 0. However, appealing to (6.3), we see that V 1 (f ) = 0 if and only if f ∈ A.
From (6.6), we see that if f ∈ A, then sup f1∈F (f )
In other words, any solution starting from a point f ∈ F (x * ) is such that V 1 (·) remains identically zero and, from (6.4), we see that ω 1 (·) also remains identically zero. Furthermore, with ω 1 (x * ) = 0, it follows that any solution starting at x * is such that ω 1 (·) remains identically zero so that x * ∈ A, which contradicts x * ∈ G\A. For sufficiently large i we have z i ∈ {x * } + σ 1 (x * )B and, since ω 1 (x * ) = 0, we haveα 1 1 2 ω 1 (x i ) ≤ c so that, with (6.23),
which contradicts (6.22) . Let the function σ 2 : G\A → R >0 come from the application of Lemma 3.3 to the functionσ 2 (·) defined in (6.20) so that σ 2 (·) is smooth and positive on G\A. We see that σ 2 (·) is such that, for a sequence of points x i ∈ G\A such that x i → x * ∈ A, we have σ 2 (x i ) → 0, since σ 2 (x) ≤ |x| A . We also note that x ∈ G\A implies {x} + σ 2 (x)B ⊂ G. This follows from the fact that x ∈ G\A implies {x} + σ 1 (x)B ⊂ G (which stems from the fact that σ 2 (x) ≤ σ 1 (x) ≤ σ(x) and the definition of robust KL stability). Consequently, σ 2 (·) satisfies Assumption 2.
Let ψ : R n → R ≥0 be smooth, vanish outside R n \B, and satisfy ψ(ξ)dξ = 1. For x ∈ G\A we define
For x ∈ A we let V s (x) = 0. That V s (·) is smooth on G\A and continuous on G follows from Theorem 3.1.
Using (6.18) and σ 2 (x) ≤ σ a (x) for all x ∈ G\A, we see that
From (6.19) and σ 2 (x) ≤ σ b (x) for all x ∈ G\A, we have
We now check that an appropriate decrease condition holds for V s (·). Suppose x / ∈ A and f ∈ F (x) is such that f ∈ A. Then it is obvious that
. It remains to check the decrease condition for x, f / ∈ A. Making use of (6.6), the result of Claim 9, and the fact that σ 2 (·) ≤ σ 1 (·), we may write
Let ρ ∈ K ∞ come from Lemma 3.2 and define V (x) := ρ • V s (x). Then we may write
, and
. Consequently, following (6.24), we may write
6.2. Necessity. We note that in order to demonstrate that robust KL-stability follows from a smooth Lyapunov function, we actually only make use of a continuous Lyapunov function. Furthermore, the upper semicontinuity of the set-valued map F (·) is not used. This, then, is the result of Theorem 2.8 as well as the necessity of Theorem 2. 7 We assume we have a continuous function V : G → R ≥0 and functions α 1 , α 2 ∈ K ∞ such that, for every x ∈ G, (6.26) and V (x) = 0 if and only if x ∈ A. Since V (·) is continuous on G and bounded away from zero on compact subsets of G\A, we see that G\A is open.
Let ε > 0 satisfy (
For each x ∈ G\A let δ 1 (x) be one-half the supremum over allδ 1 ≤ 1 such that (6.27) holds and, for x ∈ A, let δ 1 (x) = 0. Then δ 1 (·) is bounded away from zero on compact subsets of G\A. Suppose not. Then there exists a compact set D ⊂ G\A, a sequence of points x i ∈ D, and an accumulation point (6.28) where z i ∈ {x i } + δ(x i )B. Since δ(x i ) → 0 we may pick a subsequence (which we do not relabel) such that δ(
which contradicts (6.28).
For every x ∈ G let δ 2 (x) be the supremum over allδ ≤ 1 such that {x}+2δB ⊂ G. 
which is a contradiction.
For each x ∈ G we define δ(x) := min {δ 1 (x), δ 2 (x), |x| A } and note that x ∈ A implies δ(x) = 0. That δ(·) is bounded away from zero on compact subsets of G\A follows from the fact that δ 2 (x) is bounded away from zero on compact subsets of G and that δ 1 (x) and |x| A are bounded away from zero on compact subsets of G\A. Let the function σ : G → R ≥0 come from the application of Lemma 3.3 to the function δ(·) on G\A and define σ(x) = 0 for x ∈ A. The restriction of σ(·) to G\A is smooth and, for all x ∈ G\A, σ(x) > 0, satisfying item 2 in Definition 2.3. Since Since σ(x) ≤ δ 1 (x) for all x ∈ G\A, we may write
Then, using the definition of F σ (x) in (2.2), the bound (6.29), the decrease (6.26), and (6.27) we may write, for x ∈ G\A,
We can see that (6.30) holds for all x ∈ G by considering the two remaining cases. First, suppose x ∈ A; then, by the definition of A and the fact that σ(x) = 0 for x ∈ A, f ∈ A, (6.30) is trivially satisfied. Second, suppose x / ∈ A and f ∈ A, then (6.30) is again satisfied since 0 ≤ (1 + ε) 2 e −1 V (x). Let λ := (1 + ε) 2 e −1 < 1. From (6.30), we see that, for any x ∈ G and φ ∈ S σ (x), we may write
If x ∈ A, then V (x) = 0 and, using (6.25), we may write, for any φ ∈ S σ (x),
Furthermore, if x ∈ A σ , then x ∈ A as a consequence of S(x) ⊆ S σ (x). Consequently, A = A σ and item 3 of Definition 2.3 is satisfied. Now, using the upper and lower K ∞ bounds (6.25) on the Lyapunov function we may write, for all x ∈ G, φ ∈ S(x), and k ∈ Z ≥0 ,
Inverting α 1 (·) we obtain
i.e., x + ∈ F σ (x) is KL-stable with respect to (ω 1 , ω 2 ) on G, satisfying item 4 of Definition 2.3. Therefore x + ∈ F (x) is robustly KL-stable with respect to (ω 1 , ω 2 ) on G.
Proof of Theorem 2.10.
If we can demonstrate that there exists a continuous Lyapunov function, the result of Theorem 2.8 yields that the KL-stability is robust. Toward this end, we will define a (Lyapunov) function that is similar to (6.2), with the only difference being that the solution set under consideration in (6.2) is for the perturbed difference inclusion x + ∈ F σ (x). Here, however, we are not assuming robust KL-stability. Rather, we are assuming KL-stability of x + ∈ F (x) and continuity of F (·) on G\A.
In particular, we apply Lemma 6.1, with λ = 2, to the function β ∈ KL defining the stability estimate in order to obtain functions α 1 , α 2 ∈ K ∞ such that α 1 (β(s, k) φ(k, x) ))e k ∀x ∈ G. (7.1)
We can then obtain appropriate upper and lower bounds, the required decrease condition, upper semicontinuity of V (·) on G, and continuity of V (·) on A by following the proof given in section 6.1. We note that the result of Claim 7 also holds. Therefore, in order to appeal to Theorem 2.8 it remains to show that V (·) as defined by (7.1) is lower semicontinuous on G\A.
Lower semicontinuity of V (·) on G\A: Let x ∈ G\A. Appealing to Claim 7, there existsφ ∈ S(x) and K(x) ∈ Z ≥0 such that Therefore, V (·) is lower semicontinuous at x; i.e., lim inf z→x V (z) ≥ V (x).
Proof of Claim 1.
In order to simplify the presentation, we define
We will use W + 1 and W + for the same purpose. Let g ∈ K ∞ be such that g (·) is nondecreasing, g (s) ≥ 1 for all s ≥ 0, and such that there exists γ ∈ K ∞ such that α(s) (exp(g(s) ) − 1) ≥ γ(s) ∀s ≥ 0.
We define ρ(s) := exp(g(s)) − 1 and note that ρ (s) = (ρ(s) + 1) g (s) ≥ ρ(s) .
The equality shows that ρ (·) is nondecreasing, so that, by the mean value theorem,
For all x ∈ G we define W 1 ( For all x ∈ G we define W (x) :=α(W 1 (x)). We may then write
Finally, we define the functionsα 1 ,α 2 ∈ K ∞ byα 1 :=α•ρ•α 1 andα 2 :=α•ρ•α 2 so that (2.9) holds.
