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Preface 
Over the past 5 years there has been a growing interest in the art of 
parallel computation. Two principal reasons account for this. 
First, many people-though by no means all-believe that our ability to 
improve the performance of sequential computers will diminish greatly in the 
near future. These people would argue that we are about to push existing 
transistor technology to its limits and that there are no promising new 
technologies on the horizon. Therefore (they go on) we will have to devise 
new ways of organizing computers to achieve further gains in performance. 
Prime candidates are the several varieties of parallel computers. 
Another force driving the recent interest in parallel computation is that 
parallel computers are now available and affordable. The declining prices and 
increasing capacities of processor and memory chips have made this possible. 
At the cost of a minicomputer, one can arrange processors in a network to 
obtain a system whose nominal capacity exceeds that of a small supercom- 
puter. The business world has not been slow to perceive this, and several 
companies, large and small, are producing parallel computers. One even fits 
on a desktop in the slots of a personal computer! 
It is customary for manufacturers to compute the power of their systems 
by taking some measure of the power of a single processor and multiplying it 
by the number of processors in the system. Thus if someone strings together 
100 processors, each capable of a peak performance of 100,000 floating-point 
operations per second, we will be told that here is a 10 megaflop system.* 
This, of course, is nonsense; most applications will run at much slower 
speeds. But it does lay down a challenge to the person who would design 
parallel algorithms. Can one design an algorithm for a given task that makes a 
parallel system run at near optimal speed? 
Algorithms from numerical linear algebra are a particularly good place to 
start meeting this challenge. In the first place, many of the algorithms are rich 
in intrinsic parallelism, but not so rich that their translation to a parallel 
system is a triviality. For example, it is not enough to observe that a group of 
arithmetic operations can be performed in parallel; the algorithm must also be 
designed so that the right numbers are at the right processors at the right 
times. In the second place, the numerical properties of existing algorithms are 
well understood, and there are canons of stability which new algorithms must 
satisfy. This means that we need not worry about rounding error and the like 
when we attempt to parallelize a known algorithm, while at the same time we 
are delivered from the temptation to consider a numerically bad algorithm 
simply because it parallelizes well. 
*A flop is a floating-point operation and, by illogical extension, also a floating-point operation 
per second. 
With this in mind, the editors-inchief of Linear Algebra and Its Applica- 
tions asked us to prepare a special issue dealing with parallelism in numerical 
linear algebra. The articles, as might be expected, vary widely in content: 
some are concerned with new algorithms, some with implementation, and 
some with analysis. We have tried to bring a light hand to the job of editing 
this issue, feeling that in the early stages of a subject it is important to get 
ideas into view, even if they are less than perfectly polished. In particular, we 
have encouraged the reporting of the results of experiments and simulations, 
something of a novelty for Linear Algebra and Its Applications. 
We should like to thank Hans Schneider and Richard Brualdi for provid- 
ing the central support a project like this requires. And we reserve a special 
thanks for all the authors who have taken the trouble to contribute to this 
issue. 
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