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1. Introduction
Let us consider the following wave equation{
ytt −∆y + [a(x)+ b(x)]yt + c(x)y = 0 in (0,∞)×Ω ,
y = 0 on (0,∞)× Γ ,
y(0)= y0, yt (0)= y1 in Ω ,
(1.1)
where Ω ⊂Rn is a bounded domain with C2 boundary Γ , a(·) 0, b(x) 0 and
c(x) 0 are given functions. We denote by
E(t)= 1
2
∫
Ω
[|∇y(t, x)|2 + y2t (t, x)+ c(x)y2(t, x)]dx (1.2)
the energy of (1.1). It is easy to see that
E(T )− E(S)+
T∫
S
∫
Ω
[
a(x)+ b(x)]y2t (t, x) dx dt = 0,
∀T  S  0. (1.3)
The main purpose of this paper is to study the exponential decay rate for the
energy of (1.1); i.e., we hope to find µ> 0 and M > 0 such that
E(t)ME(0)e−µt , ∀t  0 and ∀(y0, y1) ∈H 10 (Ω)×L2(Ω). (1.4)
By (1.3), it is easy to see that if a(·) + b(·)  0 a.e. in Ω , then (1.4) is
impossible. Thus it is reasonable to assume that a(·)+ b(·) > 0 in a subdomain
G of Ω . Further, by [1], we know that in order to obtain the exponential decay
for the energy of (1.1) we should assume G has a “good” position in Ω even if
b(·)≡ 0 and c(·)≡ 0. Therefore, as usual, we assume that G is a neighborhood
of the “star-shaped” part of the boundary Γ (see (H1) in Section 2).
In this work, we will allow a(x)+ b(x) to change its sign in Ω . This means
that the damping in (1.1) is indefinite. As far as we know, this sort of stabilization
problem was first posed in [2] for the one-dimensional wave equation{
ytt − yxx + d(x)yt = 0 in (0,∞)× (0,1),
y(t,0)= y(t,1)= 0, t ∈ (0,∞),
y(0)= y0, yt (0)= y1 in (0,1).
(1.5)
In [2] it was conjectured that the energy of (1.5) decays exponentially if
1∫
0
d(x) sin2(nπx) dx  γ > 0, n= 1,2, . . . . (1.6)
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Later, it was found [3] that (1.6) is not enough to ensure the exponential stability
of (1.5) when |d(·)|L∞(0,1) is large. Thus, Freitas and Zuazua [4] studied the
following equation with a small parameter ε:{
ytt − yxx + εd(x)yt = 0 in (0,∞)× (0,1),
y(t,0)= y(t,1)= 0, t ∈ (0,∞),
y(0)= y0, yt (0)= y1 in (0,1).
(1.7)
It was proved in [4] that when d ∈ BV(0,1) and (1.6) holds, there exists an
ε0 = ε0(d) such that for all ε ∈ (0, ε0) the energy of (1.7) decays exponentially.
This result was extended in [5] to the case that the first equation in (1.7) is replaced
by
ytt − yxx + εd(x)yt + c(x)y = 0.
More recently, Liu et al. [6] gave an abstract treatment of these results under
the condition that the norm of the (indefinite) damping operator is small enough
and the condition that the damping operator is uniformly effective on some set
of eigenvectors. We remark that the approaches developed in these works apply
primarily to the one-dimensional problems.
In this paper, we will work in any space dimensions. Also, we do not need
|a(·)+ b(·)|L∞(Ω) to be small. Instead, we will assume that |b(·)|L∞(Ω) is small
compared to |a(·)|L∞(Ω). Basically, we will view (1.1) as a perturbation of the
equation{
utt −∆u+ a(x)ut + c(x)u= 0 in (0,∞)×Ω ,
u= 0 on (0,∞)× Γ ,
u(0)= u0, ut (0)= u1 in Ω .
(1.8)
Denote by
e(t)= 1
2
∫
Ω
[|∇u(t, x)|2 + u2t (t, x)+ c(x)u2(t, x)]dx (1.9)
the energy of (1.8). First, we shall find the decay rate of e(t) under suitable
conditions. Then, by the classical perturbation result [7], we can find an upper
bound estimate on |b(·)|L∞(Ω) such that the energy of (1.1) decay exponentially.
It is easy to see that the key of our method is to give an explicit decay rate of e(t).
We remark that, as far as we know, this explicit decay rate is not available in
the literature although it is not hard to show that the energy of (1.8) does decay
exponentially (under some conditions).
In order to estimate the decay rate of the energy of (1.8), we need an explicit
observability inequality (see Theorem 2.1 in Section 2) for the wave equation{
wtt −∆w+ c(x)w= 0 in Q,
w = 0 on Σ ,
w(0)=w0, wt (0)=w1 in Ω ,
(1.10)
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where Q = (0, T ) × Ω and Σ = (0, T ) × Γ , T is a fixed time duration. We
will derive the desired observability inequality by means of the Carleman-type
estimate developed in [8–10].
The rest of this paper is organized as follows. In Section 2, we will state our
main results. In Section 3, we show some preliminary results. Sections 4 and 5
are devoted to prove the main results.
2. Statement of the main results
To begin with, let us introduce some notations. For any M ⊂ Rn and ε > 0,
we put Oε(M) = {y ∈ Rn | |y − x| < ε, x ∈ M}. Fix a x0 ∈ Rn \ Ω ; we put
Γ0
= {x ∈ Γ | (x − x0) · ν(x) > 0}, where ν(x) denotes the outward unit normal
to Ω at x ∈ Γ and · denotes the scalar product in Rn.
Throughout this paper, we assume that
(H1) G=Ω ∩Oδ0(Γ0) for some fixed δ0 > 0;
(H2) a(·) ∈ L∞(Ω;R+) and a0 = infx∈G a(x) > 0; and
(H3) T > 2 maxx∈Ω |x − x0| and c(·) ∈L∞(Ω;R+).
Let us fix
δ1 ∈ (0, δ0) and δ˜ ∈ (δ1, δ0) (2.1)
and denote
R0
= min
x∈Ω\Oδ1 (Γ0)
|x − x0|, R1 = max
x∈Ω\Oδ1 (Γ0)
|x − x0|. (2.2)
It is obvious that
0 <R0 <R1 < T/2. (2.3)
On the other hand, it is well known that one can find a function ξ ∈ C2(Ω; [0,1])
such that{
ξ ≡ 1 on Ω \Oδ˜ (Γ0),
ξ ≡ 0 on Ω ∩Oδ1(Γ0), (2.4)
and a function ζ ∈ C1(Ω; [0,1]) such that{
ζ ≡ 1 on Ω ∩Oδ˜ (Γ0),
ζ ≡ 0 on Ω \G. (2.5)
We denote
K0
= max
(
sup
x∈Ω
|∇ξ |2, sup
x∈Ω
|∆ξ |2, sup
x∈Ω
|∇ζ |2
)
. (2.6)
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We fix a
S ∈ (2R1, T ) (2.7)
and denote
a0
= R02 , α
= 1− R204R21 ,
ε0
= R04T√α , ε1
= R02T√α , ε2
= S2T ,
Ti
= T/2− εiT , T ′i
= T/2+ εiT (i = 0,1,2).
(2.8)
Further, we need the following notations:
C0
= sup{|f |2
L2(Ω)
∣∣f ∈H 10 (Ω) with |∇f |L2(Ω) = 1}
( (diamΩ)2),
C1
= 2(ε20 − ε21)−2T −4
maxt∈[T1, T ′1]{(t − T1)2(t − T ′1)2 + 2C0(2t − T1 − T ′1)2},
C21
= 2[5(n− 1+ α)S + 2αS2 + 4R21/α],
C22
= 10S(α2S2 + 2R21)+C0S2[8α2 + 4n+ (n+ α − 1)2],
C23
= 2S2[2(4α+C0 +C0α)R21 +C0(1+ α)α2S2],
C3
= (1− α)(T ′1 − T1)(T ′0 − T0)/C1.
(2.9)
Finally, let us denote
λ1
= max( 8α2+4n+(n+α−1)24(1+α)a20 , |c(·)|L∞(Ω)a0√2(1+α)),
λ20
= 1+2C0S
2|c(·)|2
L∞(Ω)
C3
, λ21
= C21
C3a20
, λ22
= 2C22
C3a40
,
λ23
= 6C23
C3a
6
0
.
(2.10)
The energy of (1.10) is defined by
E(t)
= 1
2
∫
Ω
[|∇w(t, x)|2 +w2t (t, x)+ c(x)w2(t, x)]dx. (2.11)
A key estimate in this paper is the following.
Theorem 2.1. Let (H1) and (H3) hold. Then there exists a constant K > 0 such
that the weak solution w(·) ∈ C([0, T ];H 10 (Ω)) ∩ C1([0, T ];L2(Ω)) of (1.10)
satisfies
E(0)K
T∫
0
∫
G
w2t dx dt, ∀(w0,w1) ∈H 10 (Ω)×L2(Ω). (2.12)
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Furthermore, the constant K is given by
K
=K0e(R21−a20)λ
[
3T 5
2T 22 (T − T2)2
+
(
1+ 8+ T
4K0
T 22 (T − T2)2
)
T 3
]
+ (1− α)λea20λ(T ′1 − T1), (2.13)
where λ = max(λ20, λ21, λ22, λ23, λ1 + 1).
Remark 2.1. We remark that the observability inequality like (2.12) is already
known. In fact, in [10], the author actually obtained such an inequality even
for any c(·) ∈ L∞(Ω). (In this general case, of course the energy is defined
by E(t) = 12
∫
Ω
[|∇w(t, x)|2 + w2t (t, x)]dx .) The novelty in Theorem 2.1 is the
explicit expression (2.13) on the observability constant K in (2.12). We note that
all the constants in K are computable.
A proof of Theorem 2.1 will be given in Section 4. By Theorem 2.1, we can
find the decay rate of the energy of (1.8) as follows.
Theorem 2.2. Let (H1), (H2) and (H3) hold. Then the energy e(t) of (1.8) defined
by (1.9) satisfies
e(t)M0e(0)e−µ0t , ∀t  0 and ∀(u0, u1) ∈H 10 (Ω)×L2(Ω), (2.14)
where (recall (H3) for T )
M0 = K1
K1 − 1 , µ0 =
1
T
ln
K1
K1 − 1 (2.15)
and (recall (H2) and (2.13) for a0 and K , respectively)
K1 = 2K
[
1
a0
+ |a(·)|L∞(Ω)(eT − 1)
]
. (2.16)
A proof of Theorem 2.2 will be given in Section 5. Once Theorem 2.2 is
known, then by Theorem 1.1 in Chapter 3 of [7, p. 76], it is easy to estimate
the energy decay rate of (1.1) and give an explicit upper bound estimate on the
negative damping b(·) to guarantee solutions of (1.1) decay exponentially. Our
result reads
Theorem 2.3. Let (H1), (H2) and (H3) hold. Assume that b(·) ∈L∞(Ω) satisfies
b(·) 0 a.e. in Ω and (recall (2.15) for M0 and µ0)
|b(·)|L∞(Ω) < µ0
M0
. (2.17)
Then the energy E(t) of (1.1) defined by (1.2) satisfies
E(t)M0E(0)e−µt , ∀t  0 and ∀(y0, y1) ∈H 10 (Ω)×L2(Ω), (2.18)
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where
µ= µ0 −M0|b(·)|L∞(Ω). (2.19)
3. Preliminaries
In order to prove Theorem 2.1, we need the some preliminaries.
In what follows, we use notations
fi = fi(x) = ∂f (x)
∂xi
, i = 1,2, . . . , n,
∑
i
=
n∑
i=1
,
∑
i,j
=
n∑
i,j=1
.
The following lemma is a special case of Lemma 1 in [8, p. 124].
Lemma 3.1. Let λ > 0, β ∈ (0,1), and{
ϕ = ϕ(t, s, x)= |x − x0|2 − β(t − T/2)2 − β(s − T/2)2,
η = λ2ϕ, θ = eη, Ψ = (n− 1+ β)λ.
(3.1)
Let v = v(t, s, x) ∈C2(R×R×Rn). Then
θ2(vtt + vss −∆v)2
 2(1− β)λθ2
(
v2t + v2s +
∑
i
v2i
)
+ θ2Bv2
+
{
2θ2
[
ηt
(
v2t + v2s −
∑
j
v2j
)
− 2vt
(
ηtvt + ηsvs −
∑
j
ηj vj
)
+ (Ψ − 2A)vtv + (At − 2ηtA)v2
]}
t
+
{
2θ2
[
ηs
(
v2t + v2s −
∑
j
v2j
)
− 2vs
(
ηtvt + ηsvs −
∑
j
ηj vj
)
+ (Ψ − 2A)vsv + (As − 2ηsA)v2
]}
s
−
∑
i
{
2θ2
[
ηi(v
2
t + v2s −
∑
j
v2j
)
− 2vi
(
ηtvt + ηsvs −
∑
j
ηj vj
)
+ (Ψ − 2A)viv + (Ai − 2ηiA)v2
]}
i
, (3.2)
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where
A= λ2[β2(t − T/2)2 + β2(s − T/2)2 − |x − x0|2] (3.3)
and
B = 4(1+ β)λ3[|x − x0|2 − β2(t − T/2)2 − β2(s − T/2)2]
− [8β2 + 4n+ (n− 1+ β)2]λ2. (3.4)
Next, we need the following result.
Lemma 3.2. Let T0, T ′0, T1 and T ′1 be given in (2.8), and c(·) ∈ L∞(Ω;R+). Thenfor any weak solution w(·) of (1.10), it holds
T ′0∫
T0
∫
Ω
[|∇w|2 + c(x)w2]dx dt  C1
T ′1∫
T1
∫
Ω
w2t dx dt, (3.5)
where C1 is the constant in (2.9).
Proof. Denote φ(t) = (t − T1)(T ′1 − t). Multiplying both sides of the first
equation in (1.10) by φ2w, integrating it in (T1, T ′1) × Ω , using integration by
parts, we get
T ′1∫
T1
∫
Ω
φ2
[|∇w|2 + c(x)w2]dx dt
=
T ′1∫
T1
∫
Ω
[
φ2w2t + 2(φw)(φtwt )
]
dx dt. (3.6)
However (recall (2.9) for C0),
T ′1∫
T1
∫
Ω
[
φ2w2t + 2(φw)(φtwt )
]
dx dt
 1
2C0
T ′1∫
T1
∫
Ω
φ2w2 dx dt +
T ′1∫
T1
∫
Ω
(
φ2 + 2C0φ2t
)
w2t dx dt
 1
2
T ′1∫
T1
∫
Ω
φ2|∇w|2 dx dt + max
t∈[T1,T ′1]
(
φ2 + 2C0φ2t
) T ′1∫
T1
∫
Ω
w2t dx dt. (3.7)
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Thus, combining (3.6) and (3.7), we get
T ′1∫
T1
∫
Ω
φ2
[|∇w|2 + c(x)w2]dx dt
 2 max
t∈[T1,T ′1]
(
φ2 + 2C0φ2t
) T ′1∫
T1
∫
Ω
w2t dx dt. (3.8)
On the other hand,
T ′1∫
T1
∫
Ω
φ2
[|∇w|2 + c(x)w2]dx dt  T
′
0∫
T0
∫
Ω
φ2
[|∇w|2 + c(x)w2]dx dt

(
ε20 − ε21
)2
T 4
T ′0∫
T0
∫
Ω
[|∇w|2 + cw2]dx dt. (3.9)
Thus, combining (3.8) and (3.9), we obtain the desired estimate. ✷
Finally, we need the following well-known result.
Lemma 3.3. Let c(·) ∈L∞(Ω;R+). Then (recall (2.11) for E(·))
E(t)=E(0), ∀t ∈ [0, T ]. (3.10)
4. Proof of Theorem 2.1
This section is devoted to prove Theorem 2.1. The proof is divided into several
steps.
Step 1. Let us introduce some notations and some transformations. Recall (2.8)
for a0, α, εi , Ti and T ′i (i = 0,1,2). First of all, denote
Ω˜
=Ω \Oδ1(Γ0),
Q = (0, T )× (0, T )×Ω, S = (0, T )× (0, T )× Γ,
Qi = (Ti , T ′i )× (Ti, T ′i )× Ω˜, Si
= (Ti , T ′i )× (Ti, T ′i )× ∂Ω˜,
(4.1)
where δ1 is given in (2.1).
Recall (2.2) for R0 and R1. By (2.3) and (2.7), it is easy to show that
R21 < a
2
0 + α(S/2)2. (4.2)
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For any b > 0, put{
ϕ = ϕ(t, s, x)= |x − x0|2 − α(t − T/2)2 − α(s − T/2)2,
Q(b)= {(t, s, x) ∈ (0, T )× (0, T )× Ω˜ | ϕ(t, s, x) > b2}. (4.3)
By (4.2), it is easy to check that
Q(a0)⊂Q2. (4.4)
By (4.3), (4.1) and (4.2), we have
ϕ(T2, s, x)= ϕ(T ′2, s, x)= |x − x0|2 − α(S/2)2 − α(s − T/2)2
R21 − α(S/2)2 < a20, ∀(s, x) ∈ (0, T )× Ω˜. (4.5)
Similarly,
ϕ(t, T2, x)= ϕ(t, T ′2, x) < a20, ∀(t, x) ∈ (0, T )× Ω˜. (4.6)
Also
ϕ(t, s, x)R20 − 2αε21T 2 =R20/2 = 2a20, ∀(t, s, x) ∈Q1. (4.7)
Next, denote
y(t, x)
=wt(t, x), (t, x) ∈Q, (4.8)
where w(·) ∈ C([0, T ];H 10 (Ω)) ∩ C1([0, T ];L2(Ω)) is the weak solution of
(1.10). Thus by (1.10), we see that y(·) solves{
ytt −∆y + c(x)y = 0 in Q,
y = 0 on Σ ,
y(0)=w1, yt (0)=∆w0 − c(x)w0, in Ω .
(4.9)
We need the following simple transformation. Put
z(t, s, x)
=
t∫
s
y(τ, x) dτ, ∀(t, s, x) ∈Q. (4.10)
Then z(·) satisfies{
ztt + zss −∆z+ c(x)z= 0 in Q,
z= 0 on S. (4.11)
Put
v = v(t, s, x)= ξ(x)z(t, s, x), (t, s, x) ∈Q, (4.12)
where ξ is given by (2.4). Then by (4.11), it is easy to check that v(·) satisfies
vtt + vss −∆v =−c(x)v− (∆ξ)z− 2(∇ξ) · (∇z) in Q,
v = 0 on S,
v ≡ 0 in (0, T )× (0, T )× (Ω ∩Oδ1(Γ0)).
(4.13)
K. Liu et al. / J. Math. Anal. Appl. 269 (2002) 747–769 757
Step 2. Let us use inequality (3.2) in Lemma 3.1 with ϕ given in (4.3) and
v given by (4.12), respectively. Integrating (3.2) on Q2 (recall (4.1) for Q2),
by (4.13) and using integration by parts, we get
2(1− α)λ
∫
Q2
θ2
(
v2t + v2s +
∑
i
v2i
)
dx dt ds +
∫
Q2
θ2Bv2 dx dt ds

∫
Q2
θ2
∣∣c(x)v+ (∆ξ)z+ 2(∇ξ) · (∇z)∣∣2 dx dt ds + I1 + I2, (4.14)
where θ and B are given in (3.1) and (3.4), respectively (with β replaced by α),
I1 and I2 are given by
I1 =−2
T ′2∫
T2
ds
∫
Ω˜
dx
{
θ2
[
ηt
(
v2t + v2s −
∑
j
v2j
)
− 2vt
(
ηtvt + ηsvs −
∑
j
ηj vj
)
+ (Ψ − 2A)vtv + (At − 2ηtA)v2
]}∣∣∣∣∣
t=T ′2
t=T2
, (4.15)
I2 =−2
T ′2∫
T2
dt
∫
Ω˜
dx
{
θ2
[
ηs
(
v2s + v2t −
∑
j
v2j
)
− 2vs
(
ηsvs + ηtvt −
∑
j
ηj vj
)
+ (Ψ − 2A)vsv + (As − 2ηsA)v2
]}∣∣∣∣∣
s=T ′2
s=T2
, (4.16)
where η and Ψ are given in (3.1), and A is given by (3.3) (with β replaced by α).
By (3.1), (4.3) and (2.8), using Cauchy inequality, we have
θ2
[
−ηt
∑
j
v2j + 2vt
∑
j
ηj vj
]∣∣∣∣t=T ′2
t=T2
= λeλϕ(T ′2,s,x)
[
αS
2
∑
j
v2j (T
′
2, s, x)
+ 2vt (T ′2, s, x)(x − x0) ·
(∇v(T ′2, s, x))]
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+ λeλϕ(T2,s,x)
[
αS
2
∑
j
v2j (T2, s, x)
− 2vt (T2, s, x)(x − x0) ·
(∇v(T2, s, x))]
 λeλϕ(T ′2,s,x)
[
αS
2
∑
j
v2j (T
′
2, s, x)− 2R1
∣∣vt (T ′2, s, x)∣∣∣∣∇v(T ′2, s, x)∣∣]
+ λeλϕ(T2,s,x)
[
αS
2
∑
j
v2j (T2, s, x)
− 2R1
∣∣vt (T2, s, x)∣∣∣∣∇v(T2, s, x)∣∣2]
−λ2R
2
1
αS
[
eλϕ(T
′
2,s,x)v2t (T
′
2, s, x)+ eλϕ(T2,s,x)v2t (T2, s, x)
]
. (4.17)
Similarly,
θ2
[
ηt
(
v2t + v2s
)− 2vt (ηt vt + ηsvs)+ (Ψ − 2A)vtv + (At − 2ηtA)v2]∣∣T ′2T2
= θ2[−ηtv2t + ηtv2s − 2ηsvt vs + (Ψ − 2A)vtv + (At − 2ηtA)v2]∣∣T ′2T2
= λeλϕ(T ′2,s,x)
{
αS
2
v2t (T
′
2, s, x)−
αS
2
v2s (T
′
2, s, x)
+ α(2s − T )vt (T ′2, s, x)vs(T ′2, s, x)
+
[
n− 1+ α − 2λ
(
α2S2
4
+ α2(s − T/2)2 − |x − x0|2
)]
× vt (T ′2, s, x)v(T ′2, s, x)
+ λαS
[
α + λ
(
α2S2
4
+ α2(s − T/2)2 − |x − x0|2
)]
v2(T ′2, s, x)
}
+ λeλϕ(T2,s,x)
{
αS
2
v2t (T2, s, x)−
αS
2
v2s (T2, s, x)
− α(2s − T )vt (T2, s, x)vs(T2, s, x)
−
[
n− 1+ α − 2λ
(
α2S2
4
+ α2(s − T/2)2 − |x − x0|2
)]
× vt (T2, s, x)v(T2, s, x)
+ λαS
[
α + λ
(
α2S2
4
+ α2(s − T/2)2 − |x − x0|2
)]
× v2(T2, s, x)
}
. (4.18)
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However, for any (s, x) ∈ (T2, T ′2)× Ω˜ , we have
α(2s − T )vt (T ′2, s, x)vs(T ′2, s, x)
−αS
2
(
v2t (T
′
2, s, x)+ v2s (T ′2, s, x)
) (4.19)
and
−α(2s − T )vt (T2, s, x)vs(T2, s, x)
−αS
2
(
v2t (T2, s, x)+ v2s (T2, s, x)
) (4.20)
and [
n− 1+ α − 2λ
(
α2S2
4
+ α2(s − T/2)2 − |x − x0|2
)]
× vt (T ′2, s, x)v(T ′2, s, x)
−[n− 1+ α + λ(α2S2 + 2R21)]∣∣vt (T ′2, s, x)v(T ′2, s, x)∣∣
−1
2
[
n− 1+ α + λ(α2S2 + 2R21)](v2t (T ′2, s, x)+ v2(T ′2, s, x)) (4.21)
and
−
[
n− 1+ α − 2λ
(
α2S2
4
+ α2(s − T/2)2 − |x − x0|2
)]
× vt (T2, s, x)v(T2, s, x)
−1
2
[
n− 1+ α + λ(α2S2 + 2R21)](v2t (T2, s, x)+ v2(T2, s, x)). (4.22)
Now, by (4.18)–(4.22), we get
θ2
[
ηt
(
v2t + v2s
)− 2vt (ηtvt + ηsvs)+ (Ψ − 2A)vtv + (At − 2ηtA)v2]∣∣T ′2T2
−λ
2
eλϕ(T
′
2,s,x)
{[
n− 1+ α + λ(α2S2 + 2R21)]v2t (T ′2, s, x)
+ 2αSv2s (T ′2, s, x)
+ [n− 1+ α + λ(α2S2 + 2R21)+ 2λ2αSR21]v2(T ′2, s, x)}
− λ
2
eλϕ(T2,s,x)
{[
n− 1+ α + λ(α2S2 + 2R21)]v2t (T2, s, x)
+ 2αSv2s (T2, s, x)
+ [n− 1+ α + λ(α2S2 + 2R21)+ 2λ2αSR21]v2(T2, s, x)}. (4.23)
Then, by (4.5), (4.15)–(4.17) and (4.23), we get
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I1  λea
2
0λ
{[
n− 1+ α + 4R
2
1
αS
+ λ(α2S2 + 2R21)]
×
T ′2∫
T2
ds
∫
Ω˜
(
v2t (T
′
2, s, x)+ v2t (T2, s, x)
)
dx
+ 2αS
T ′2∫
T2
ds
∫
Ω˜
(
v2s (T
′
2, s, x)+ v2s (T2, s, x)
)
dx
+ [n− 1+ α+ λ(α2S2 + 2R21)+ 2λ2αSR21]
×
T ′2∫
T2
ds
∫
Ω˜
(
v2(T ′2, s, x)+ v2(T2, s, x)
)
dx
}
. (4.24)
However, by (4.8), (4.10) and (4.12), and using Lemma 3.3, we see that (recall
(2.11) for E(·))
T ′2∫
T2
ds
∫
Ω˜
(
v2t (T
′
2, s, x)+ v2t (T2, s, x)
)
dx

T ′2∫
T2
∫
Ω
(
y2(T ′2, x)+ y2(T2, x)
)
dx ds
= S
∫
Ω
(
w2t (T
′
2, x)+w2t (T2, x)
)
dx  2S
(
E(T ′2)+E(T2)
)
= 4SE(0). (4.25)
Similarly,
T ′2∫
T2
ds
∫
Ω˜
(
v2s (T
′
2, s, x)+ v2s (T2, s, x)
)
dx
 2
T ′2∫
T2
dt
∫
Ω
w2t (t, x) dx  4
T ′2∫
T2
E(t) dt = 4SE(0) (4.26)
and
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T ′2∫
T2
ds
∫
Ω˜
(
v2(T ′2, s, x)+ v2(T2, s, x)
)
dx

T ′2∫
T2
ds
∫
Ω
(∣∣∣∣∣
T ′2∫
s
y(τ, x) dτ
∣∣∣∣∣
2
+
∣∣∣∣∣
s∫
T2
y(τ, x) dτ
∣∣∣∣∣
2)
dx
=
T ′2∫
T2
ds
∫
Ω
(∣∣∣∣∣
T ′2∫
s
wτ (τ, x) dτ
∣∣∣∣∣
2
+
∣∣∣∣∣
s∫
T2
wτ (τ, x) dτ
∣∣∣∣∣
2)
dx
=
T ′2∫
T2
∫
Ω
(|w(T ′2, x)−w(s, x)|2 + |w(T2, x)−w(s, x)|2)dx ds
 2
T ′2∫
T2
∫
Ω
(
w2(T ′2, x)+w2(T2, x)+ 2w2(s, x)
)
dx ds
 16SE(0). (4.27)
Now, combining (4.24)–(4.27), we obtain
I1  4Sλea
2
0λ
[
5(n− 1+ α)+ 2αS + 4R
2
1
αS
+ 5λ(α2S2 + 2R21)
+ 8λ2αSR21
]
E(0). (4.28)
Similarly, we have
I2  4Sλea
2
0λ
[
5(n− 1+ α)+ 2αS + 4R
2
1
αS
+ 5λ(α2S2 + 2R21)
+ 8λ2αSR21
]
E(0). (4.29)
On the other hand, by (2.4), (2.6) and (4.3), we have∫
Q2
θ2
∣∣c(x)v+ (∆ξ)z+ 2(∇ξ) · (∇z)∣∣2 dx dt ds
 2
∫
Q2
θ2
∣∣(∆ξ)z+ 2(∇ξ) · (∇z)∣∣2 dx dt ds
+ 2|c(·)|2L∞(Ω)
∫
Q2
θ2v2 dx dt ds
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 4K0
T ′2∫
T2
T ′2∫
T2
∫
Ω∩O
δ˜
(Γ0)
θ2
(
z2 + 4|∇z|2)dx dt ds
+ 2|c(·)|2L∞(Ω)
∫
Q(a0)
θ2v2 dx dt ds
+ 2|c(·)|2L∞(Ω)
∫
Q2\Q(a0)
θ2v2 dx dt ds
 4K0eR
2
1λ
T ′2∫
T2
T ′2∫
T2
∫
Ω∩O
δ˜
(Γ0)
(
z2 + 4|∇z|2)dx dt ds
+ 2|c(·)|2L∞(Ω)
∫
Q(a0)
θ2v2 dx dt ds
+ 2|c(·)|2L∞(Ω)ea
2
0λ
∫
Q2
v2 dx dt ds. (4.30)
Further, by (3.4), we get
B
(= B(t, s, x))> 4(1+ α)a20λ3 − [8α2 + 4n+ (n+ α − 1)2]λ2,
∀(t, s, x) ∈Q(a0), (4.31)
and
|B| 2(1+ α)(2R21 + α2S2)λ3 + [8α2 + 4n+ (n+ α − 1)2]λ2,
∀(t, s, x) ∈Q2. (4.32)
Taking λ > λ1 + 1, where λ1 is given in (2.10), we get
B > 4(1+ α)a20λ2(λ− λ1) > 2|c(·)|2L∞(Ω), ∀(t, s, x) ∈Q(a0). (4.33)
Thus, by (4.32) and (4.33), for any λ > λ1 + 1 we have∫
Q2
θ2Bv2 dx dt ds =
( ∫
Q(a0)
+
∫
Q2\Q(a0)
)
θ2Bv2 dx dt ds

∫
Q(a0)
θ2Bv2 dx dt ds − ea20λ
∫
Q2\Q(a0)
|B|v2 dx dt ds
 2|c(·)|2L∞(Ω)
∫
Q(a0)
θ2v2 dx dt ds − ea20λ
{
2(1+ α)(2R21 + α2S2)λ3
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+ [8α2 + 4n+ (n+ α − 1)2]λ2} ∫
Q2
v2 dx dt ds. (4.34)
Now, combining (4.14), (4.30) and (4.34), we arrive at
2(1− α)λ
∫
Q2
θ2
(
v2t + v2s +
∑
i
v2i
)
dx dt ds
 4K0eR
2
1λ
T ′2∫
T2
T ′2∫
T2
∫
Ω∩O
δ˜
(Γ0)
(
z2 + 4|∇z|2)dx dt ds + I1 + I2
+ ea20λ
{
2(1+ α)(2R21 + α2S2)λ3 + [8α2 + 4n+ (n+ α− 1)2]λ2
+ 2|c(·)|2L∞(Ω)
} ∫
Q2
v2 dx dt ds, ∀λ > λ1 + 1. (4.35)
However, by (4.8), (4.10) and (4.12), and using Lemma 3.3, we get∫
Q2
v2 dx dt ds 
∫
Q2
z2 dx dt ds =
∫
Q2
(
w(t, x)−w(s, x))2 dx dt ds

T ′2∫
T2
T ′2∫
T2
∫
Ω
(
w(t, x)−w(s, x))2 dx dt ds
= 2
T ′2∫
T2
T ′2∫
T2
∫
Ω
w2(t, x) dx dt ds − 2
∫
Ω
( T ′2∫
T2
w(t, x) dt
)2
dx
 2
T ′2∫
T2
T ′2∫
T2
∫
Ω
w2(t, x) dx dt ds  2C0S
T ′2∫
T2
∫
Ω
|∇w(t, x)|2 dx dt
 4C0S
T ′2∫
T2
E(t) dt = 4C0S2E(0), (4.36)
where C0 is the constant in (2.9).
On the other hand, by (4.1), (4.7) and (4.10), we get∫
Q2
θ2
(
v2t + v2s +
∑
j
v2j
)
dx dt ds 
∫
Q1
θ2
(
v2t + v2s
)
dx dt ds
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 e2a20λ
∫
Q1
(
v2t + v2s
)
dx dt ds  e2a20λ
T ′1∫
T1
T ′1∫
T1
∫
Ω\G
(
v2t + v2s
)
dx dt ds
= e2a20λ
T ′1∫
T1
T ′1∫
T1
∫
Ω\G
(
z2t + z2s
)
dx dt ds
= 2e2a20λ(T ′1 − T1)
T ′1∫
T1
∫
Ω\G
y2(t, x) dx dt. (4.37)
Consequently, combining (4.35), (4.28), (4.29), (4.36) and (4.37), we end up with
(1− α)λea20λ(T ′1 − T1)
T ′1∫
T1
∫
Ω\G
y2(t, x) dx dt
K0e(R
2
1−a20)λ
T ′2∫
T2
T ′2∫
T2
∫
Ω∩O
δ˜
(Γ0)
(
z2 + 4|∇z|2)dx dt ds +C2E(0), (4.38)
where
C2 = C2(λ) = 2C0S2|c(·)|2L∞(Ω) +C21λ+C22λ2 +C23λ3, (4.39)
where C21, C22 and C23 are given in (2.9).
Step 3. We now estimate
∫ T ′2
T2
∫ T ′2
T2
∫
Ω∩O
δ˜
(Γ0)
|∇z|2 dx dt ds. Denote
h= h(t, s) = t (T − t)s(T − s). (4.40)
By (4.11), and noting that c(·)  0, we get (recall (2.5) and (2.6) for ζ and K0,
respectively)
0=
∫
Q
ζ 2hz
[
ztt + zss −∆z+ c(x)z
]
dx dt ds
=−
∫
Q
ζ 2
[
zt (htz+ hzt )+ zs(hsz+ hzs)
]
dx dt ds +
∫
Q
ζ 2hcz2 dx dt ds
+
∫
Q
ζ 2h|∇z|2 dx dt ds + 2
∫
Q
ζh(∇z) · (∇ζ )z dx dt ds
−
∫
Q
ζ 2
[
zt (htz+ hzt )+ zs(hsz+ hzs)
]
dx dt ds
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+ 1
2
∫
Q
ζ 2h|∇z|2 dx dt ds − T
4
8
K0
T∫
0
T∫
0
∫
G
z2 dx dt ds
−
∫
Q
ζ 2
[
zt (ht z+ hzt )+ zs(hsz+ hzs)
]
dx dt ds
+ T
2
2 (T − T2)2
2
T ′2∫
T2
T ′2∫
T2
∫
Ω∩O
δ˜
(Γ0)
|∇z|2 dx dt ds
− T
2
8
K0
T∫
0
T∫
0
∫
G
z2 dx dt ds. (4.41)
Thus we get
T ′2∫
T2
T ′2∫
T2
∫
Ω∩O
δ˜
(Γ0)
|∇z|2 dx dt ds
 2
T 22 (T − T2)2
{ T∫
0
T∫
0
∫
G
∣∣zt (htz+ hzt )+ zs(hsz+ hzs)∣∣dx dt ds
+ T
4
8
K0
T∫
0
T∫
0
∫
G
z2 dx dt ds
}
. (4.42)
Note that
T∫
0
T∫
0
∫
G
∣∣zt (htz+ hzt )+ zs(hsz+ hzs)∣∣dx dt ds
 2
T∫
0
T∫
0
∫
G
(|htztz| + hz2t )dx dt ds

T∫
0
T∫
0
∫
G
z2 dx dt ds +
T∫
0
T∫
0
∫
G
(
h2t + 2h
)
z2t dx dt ds

T∫
0
T∫
0
∫
G
z2 dx dt ds + 3T
4
16
T∫
0
T∫
0
∫
G
z2t dx dt ds. (4.43)
Combining (4.42) and (4.43), we get
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T ′2∫
T2
T ′2∫
T2
∫
Ω∩O
δ˜
(Γ0)
|∇z|2 dx dt ds
 1
T 22 (T − T2)2
{
3T 4
8
T∫
0
T∫
0
∫
G
z2t dx dt ds
+
(
2+ T
4
4
K0
) T∫
0
T∫
0
∫
G
z2 dx dt ds
}
. (4.44)
Hence by (4.38) and (4.44), we end up with
(1− α)λea20λ(T ′1 − T1)
T ′1∫
T1
∫
Ω\G
y2(t, x) dx dt
K0e(R
2
1−a20)λ
[
3T 4
2T 22 (T − T2)2
T∫
0
T∫
0
∫
G
z2t dx dt ds
+
(
1+ 8+ T
4K0
T 22 (T − T2)2
) T∫
0
T∫
0
∫
G
z2 dx dt ds
]
+C2E(0). (4.45)
However, by (4.8) and (4.10), we see that
T∫
0
T∫
0
∫
G
z2 dx dt ds =
T∫
0
T∫
0
∫
G
( t∫
s
wτ (τ, x) dτ
)2
dx dt ds

T∫
0
T∫
0
∫
G
|t − s|
∣∣∣∣∣
t∫
s
w2τ (τ, x) dτ
∣∣∣∣∣dx dt ds
 T
T∫
0
T∫
0
∫
G
T∫
0
w2τ (τ, x) dτ dx dt ds  T 3
T∫
0
∫
G
w2t dx dt. (4.46)
Consequently, by (4.45), (4.46) and (4.8), we get
(1− α)λea20λ(T ′1 − T1)
T ′1∫
T1
∫
Ω\G
w2t (t, x) dx dt
K0e(R
2
1−a20)λ
[
3T 5
2T 22 (T − T2)2
+
(
1+ 8+ T
4K0
T 22 (T − T2)2
)
T 3
]
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×
T∫
0
∫
G
w2t dx dt +C2E(0). (4.47)
Thus
(1− α)λea20λ(T ′1 − T1)
T ′1∫
T1
∫
Ω
w2t (t, x) dx dt

{
K0e
(R21−a20 )λ
[
3T 5
2T 22 (T − T2)2
+
(
1+ 8+ T
4K0
T 22 (T − T2)2
)
T 3
]
+ (1− α)λea20λ(T ′1 − T1)
} T∫
0
∫
G
w2t dx dt +C2E(0). (4.48)
Step 4. Let us complete the proof. By Lemma 3.2, we have (recall (2.8) for T0
and T ′0)
T ′0∫
T0
∫
Ω
[|∇w|2 + c(x)w2]dx dt  C1
T ′1∫
T1
∫
Ω
w2t dx dt, (4.49)
where C1 ( 1) is given in (2.9). Hence, by (4.49) and (2.11), we get
T ′1∫
T1
∫
Ω
w2t dx dt 
1
2
T ′0∫
T0
∫
Ω
w2t dx dt +
1
2C1
T ′0∫
T0
∫
Ω
[|∇w|2 + c(x)w2]dx dt
 1
C1
T ′0∫
T0
E(t) dt = T
′
0 − T0
C1
E(0). (4.50)
Combining (4.48) and (4.50), we arrive at (recall (2.9) for C3)(
C3λe
a20λ −C2
)
E(0)

{
K0e
(R21−a20 )λ
[
3T 5
2T 22 (T − T2)2
+
(
1+ 8+ T
4K0
T 22 (T − T2)2
)
T 3
]
+ (1− α)λea20λ(T ′1 − T1)
} T∫
0
∫
G
w2t dx dt. (4.51)
However, by (4.39) and the elementary inequality ex > 1 + x + x2/2 + x3/6
(∀x > 0), we have
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C3λe
a20λ −C2 >C3λ− 2C0S2|c(·)|2L∞(Ω) +
(
C3a
2
0λ−C21
)
λ
+
(
C3a40
2
λ−C22
)
λ2 +
(
C3a60
6
λ−C23
)
λ3. (4.52)
Now, we take
λ
= max(λ20, λ21, λ22, λ23, λ1 + 1), (4.53)
where λ1, λ20, λ21, λ22, λ23 and λ3 are given in (2.10). Then one gets
C3λe
a20λ −C2 > 1. (4.54)
Finally, the desired result follows from (4.51) and (4.54) immediately. ✷
5. Proof of Theorem 2.2
This section is devoted to give a proof of Theorem 2.2. Let p and q solve{
ptt −∆p+ c(x)p= 0 in Q,
p = 0 on Σ ,
p(0)= u0, pt (0)= u1 in Ω ,
(5.1)
and {
qtt −∆q + c(x)q =−a(x)ut in Q,
q = 0 on Σ ,
q(0)= qt (0)= 0 in Ω ,
(5.2)
respectively. Then it is easy to see that
u= p+ q. (5.3)
Applying Theorem 2.1 to Eq. (5.1), we get
e(0)K
T∫
0
∫
G
p2t dx dt. (5.4)
By (5.3), (5.4) and (H2), we have
e(0) 2K
[
1
a0
∫
Q
a(x)u2t dx dt +
∫
Q
q2t dx dt
]
. (5.5)
However, concerning (5.2), using the usual energy estimate one gets∫
Q
q2t dx dt  |a(·)|L∞(Ω)
(
eT − 1)∫
Q
a(x)u2t dx dt. (5.6)
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Thus, we get
e(0)K1
∫
Q
a(x)u2t dx dt, (5.7)
where K1 is the constant in (2.16).
On the other hand, similar to (1.3), concerning the solution u(·) of (1.8) we
have
e(T )− e(0)+
∫
Q
a(x)u2t (t, x) dx dt = 0. (5.8)
Combining (5.7) and (5.8), we get
e(T )
(
1− 1
K1
)
e(0). (5.9)
Noting that (1.8) is time-invariance, therefore we arrive at
e(nT )
(
1− 1
K1
)n
e(0), ∀n ∈N. (5.10)
Now, for any t ∈ [T ,∞), we choose an integer n ∈ N such that nT  t <
(n+ 1)T . From (5.10) and noting that e(t) is decreasing, we get
e(t)
(
1− 1
K1
)t/T−1
e(0), ∀t  0,
which is exactly the desired result. ✷
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