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Introduction
The term "knowledge survey" refers to a specific type of assessment in which students report on their confidence that they can perform specific tasks in lieu of actually completing said tasks. Geoscience educators introduced this idea in the early 2000s and demonstrated its promise as a tool for a variety of assessment purposes and educational goals (Nuhfer, 2003; Wirth, 2005) . The process of developing and refining the survey provides a context for instructors to clarify course outcomes and the alignment of associated learning activities. Survey administration early in the term collects formative assessment information for the instructor and sets a baseline for monitoring student learning. The survey items serve as a study guide for course exams and facilitate student self-assessment. End of course survey responses provide summative assessment data to evaluate student progress, new teaching methods, and/or curriculum changes.
Most knowledge surveys ask students to report their confidence level on a three-point scale that generally breaks down as follows:
 1 point indicates little or no confidence they can complete the task.  2 points indicates at least 50% confidence.  3 points indicates 100% confidence they can execute the task with accuracy.
This approach allows the survey to cover a broad range of course topics and cognitive levels while requiring a relatively short amount of time of students. Nuhfer and Knipp (2003) provide a useful explanation of the design and potential applications of knowledge surveys. They identify the following survey characteristics as important: the items should clearly frame specific course content; they should cover the full breadth of course outcomes; they should span several levels of the cognitive domain as described by Bloom (1956) .
Beyond the geoscience community, Bowers et al (2005) report on their knowledge survey implementation in biology and Bell and Volckman (2011) document use of these surveys in general chemistry. Clauss and Geedley (2010) employed the surveys in biology and math courses in an investigation of how student ability to self-assess might depend on the cognitive level of the task in question. Knowledge survey use has surely spread beyond this handful of reported instances, but the only published mention of their use in an engineering course is at the website for the Boise State University Center for Teaching and Learning Teaching Gallery. Frary (2009) summarizes the basic idea and uses of the surveys and provides an example for a Materials Science course. This paper aims to introduce this potentially useful tool to the engineering education community by presenting the author's experience developing and implementing a knowledge survey in an engineering statics course. Building on prior work embedding support for student academic skill development in the teaching of statics, the survey includes items specific to metacognitive skill development and learner self-efficacy and is seen as a vehicle for keeping these course goals in front of students throughout the term. The paper investigates a potential correlation of survey responses with exam scores and reflects on the utility and promise of the tool for the various applications described above.
Motivation
The knowledge survey was developed and implemented as part of a major redesign of the Statics course at Whatcom Community College. The author learned about this type of survey at a STEM education retreat and identified the approach as aligning with multiple goals of the course overhaul. In addition to serving as a tool to assess the effectiveness of new pedagogies, the survey is a vehicle for focusing student attention on the course outcomes and related success criteria independent of the textbook. One goal of the redesign was to shift to the use of open educational resources (OERs) as primary source material for the course. Differences in topic coverage and organization between the two chosen OERs along with subtle differences in language and notation posed a potential challenge for students. A knowledge survey can introduce an umbrella of unifying language and structure in a format that students directly engage with at multiple points in the course.
A second goal of the overhaul was to elevate the student development aspects of the course in importance to the students. Statics' position early in the curriculum for many engineering majors results in it being one of the first courses where students must synthesize knowledge gained in prerequisite math and physics coursework and apply it to higher-level analytical problem solving. In addition to the technical skills emphasized in the traditional course content, students' ability to self-assess and regulate their own learning (i.e. metacognition) becomes increasingly important. As Grohs (2015) writes in reference to Statics:
Though the written learning outcomes of a typical undergraduate mechanics course may be exclusively technical, the timing and nature of the course in the overall scheme of an engineering curriculum position it as a course that also requires students to develop proficiency in self-regulation and metacognition.
Several other recent papers note the importance of metacognition and learner self-efficacy in engineering mechanics courses (Boylan-Ashraf 2015; Polo 2015) and examine an assortment of strategies for embedding support for student metacognitive skill development within traditional course content. These interventions include assignments where students write about their problem solving processes (Hanson, 2008; Goldberg, 2015; Goldberg, 2016) , exam wrappers (Chen, 2016; Chew, 2016) , assignment correction opportunities (Chen 2016) , and surveys of study habits (Grohs, 2015) .
Inspired by this work and its alignment with an institutional focus on student success, a new course outcome focused on academic skill development was added to the traditional technical outcomes: "Upon successful completion of this course, each student should be able to problem solve in statics by applying analysis strategies, documentation and metacognition." The associated knowledge survey items prompt students to reflect on various aspects of their own academic growth each time they complete the survey.
A third goal for the course was to increase the amount of class time devoted to active learning and hands-on activities using a flipped classroom model. One of the challenges of flipping the classroom is finding effective incentives for students to complete out-of-class preparation. The knowledge survey can serve as a course-long study guide to help direct students to the most important skills and concepts in the reading and support their efforts to self-assess their readiness for class sessions.
Survey Development and Implementation
The first step in developing the survey was to re-examine and modify the course outcomes in an effort to give each outcome approximately equal weight as measured by the number of supporting survey items. Survey items were developed to support each outcome with a goal of articulating specific tasks that describe a learning progression spanning from the lower cognitive levels of Blooms (i.e. remembering and understanding) to the higher levels (i.e. analysis and synthesis). In total, the survey consists of 122 tasks mapped to eight outcomes and is included in its entirety as an appendix.
The survey was built as a Google form and embedded in a page on the course learning management system (Canvas). This approach facilitates repeated administration outside of class with easy reminders for students via Canvas. Figure 1 shows a screenshot of the survey introduction. The instructor assigned the survey on the first day of class and asked students to respond before engaging in the reading and homework assignments. This initial survey was limited to the 57 items covered on exam 1 in hopes of not overwhelming the students. Students completed the survey a second time in week five a few days before the first exam. This timing positioned the second survey just after the due date for the last homework assignment that supported the exam content, but allowed students time between the survey and the exam date to address weaknesses they self-identified using the survey. The second survey included all 122 tasks divided into two sections. The first section was a duplicate of the version from the first day of class. The second section included the remainder of the survey items covered on exam 2 and the final. The third survey occurred during the ninth week of the term prior to the second exam. Students earned 10 participation points as incentive to complete the survey in each instance. This incentive was a very small fraction of the total participation grade in the class.
The instructor talked repeatedly with the class about the motivation for the survey with a goal of increasing student "buy-in" to the learning tool. This effort included a facilitated class discussion about the concepts of metacognition and learner self-efficacy and their relative importance to success in Statics and other engineering courses. The header material for all homework assignments and in-class activity worksheets included relevant outcomes and success criteria using the same language as the knowledge survey. The goal here was to keep the outcomes language in front of the students continuously. Students were encouraged to use the two pre-exam survey assignments as study guides. The instructor demonstrated how students could trace tasks in the survey back to the relevant homework and/or class activities for review and encouraged them to use this exercise to motivate questions for office hours.
Exams were graded using rubrics constructed from relevant survey items. Figure 2 shows an example problem from the second exam. Table 2 presents the associated grading rubric. The students' first exposure to these rubrics came when they received their graded test. The thinking here is that this format of detailed feedback on the first exam might help students make better use of the knowledge survey to support their preparation for future tests. Analyze relevant forces and moments acting on an object and draw accurate free-body diagrams. I can draw neat sketches that clearly represent the relevant geometry of an object. 4 I can represent 2-D support models (e.g. pin, roller, fixed) with appropriate reaction forces and couples. 4 Analyze force systems acting on rigid bodies in equilibrium, including systems involving dry friction. I can read forces and moments from a free-body diagram and include them in the appropriate scalar equilibrium equation. 5
I can apply the equations of equilibrium to solve rigid body equilibrium problems in 2-D and 3-D. 5 I can analyze a force system to determine whether it is statically indeterminate. 3 I can analyze a rigid body to determine if it has improper supports.
3 Design structure geometry that meets given performance criteria and constraints. I can design support systems for rigid bodies that will be subjected to multiple loading scenarios. 5 TOTAL 35
Results and Discussion

Knowledge Survey as a Summative Assessment Tool
One approach commonly used in the literature to evaluate the reliability of the survey data as an indicator of student learning is to test for correlation with exam scores (Nuhfer, 2003; Wirth, 2005; Bowers, 2005; Bell, 2011; Clauss, 2010) . Some correlation would seem to be prerequisite for application of the survey response data to other teaching goals such as formative assessment, learner self-efficacy development, and course design evaluation. Another potentially interesting approach would be to compare survey response data to an alternative assessment measure such as the Statics Concept Inventory (Steif, 2005) . This potential correlation could be interesting to explore in the future.
It is important to note that in this study, students were encouraged to use the survey as a tool to identify focus areas for their exam preparation efforts. If students successfully followed this advice, then their exam scores should be generally higher than their survey scores. Survey response data was converted to a 100-point scale such that a response of all 3's would yield a normalized score of 100% and a response of all 1's would yield a normalized score of 0% as follows: survey, resulting in a normalized score of 0% for KS0. The KS1 survey had a response rate of 100% (22 out of 22 students), but only 18 students completed KS2 (response rate of 82%). The results show all students except student 2 reporting significant gains in their confidence. Student 2 seems to have been over-confident in the initial survey response as indicated by a significant correction in their responses to KS1. The KS1 scores predict exam 1 results to within 10% for all but five students (2, 16, 18, 19, and 22) . Note that in all five cases these students reported among the lowest confidence on the survey and under-predicted their exam score. There is more variation in the comparison between KS2 and Exam 2. Students 1 and 15 over-predicted their score, while students 2, 7, 16, and 19 under-predicted. Nearly half the students (3, 4, 5, 8, 9, 10, 11, 13, and 14) predicted their exam scores to within 10% on both exams. Figure 4 examines the correlation between the normalized survey scores and exam scores. The correlation coefficient for exam 1 and KS1 is r = 0.77, but the correlation for exam 2 is only 0.007. Two outliers explain the weak correlation statistic for exam 2: student 1 scored 47% on the exam but reported 95% confidence on the survey; and student 2 did the opposite by scoring 96% on the exam after reporting 45% confidence. Disregarding these two data points from the calculation results in a stronger correlation of r = 0.41. There were also four non-responses to the second knowledge survey (students 12, 17, 21, and 22). Three of these four students predicted their exam 1 score to within 10%. The lower response rate for the KS2 survey may be due to the timing closely coinciding with a project deadline. There may also have been some survey fatigue associated with the third administration of the survey. These two factors might also have negatively affected the time and effort invested by those students who did respond.
Two additional observations are that there is a visibly stronger correlation for the highestperforming students and that the normalized survey score generally under-predicts the exam result for the lowest-performing students. Bell (2005) observed that higher-performing students appeared to be better at estimating their knowledge than lower-performing students and attribute two explaining factors.
1. Low-performing students are generally less capable of self-assessment and exhibit a bias toward overconfidence. This observation was identified by Kruger and Dunning (1999) and has come to be known as the "Dunning-Kruger effect". The bias toward over-confidence; however, does not seem apparent in this study, perhaps with the exception of the dramatic overconfidence expressed by student 1 on the pre-exam 2 survey. The fact that all of these students passed challenging prerequisite courses (Calculus and Physics) could explain the lack of overconfidence bias here. The baseline competence of this student population may be generally higher than in the general chemistry courses in the Bell (2005) study. The opportunity and encouragement students had to address their self-identified weaknesses prior to each exam may also be masking any overconfidence bias.
2. The maximum score of 100 in both the exam and the knowledge survey compresses the top of the scale, potentially enhancing the apparent correlation for the strongest students.
The weaker correlation for lower-performing students may also relate to issues with the survey questions themselves. Wirth (2005) and Nuhfer (2003) both emphasize that the survey should include tasks that span multiple cognitive levels in each content area. This survey includes some instances where the items jump from relatively basic tasks (e.g. "I can identify a structure as a truss by inspecting the geometry and how the load(s) are applied.") to more advanced analytical skills (e.g. "I can analyze a truss using the method of sections."). Adding more intermediate truss analysis tasks such as identifying an appropriate section, applying sign conventions, or drawing free-body diagrams of truss sections would present students with options between indicating basic understanding of a related concept and expressing full confidence in their mastery of this multi-step analysis method. Similar cognitive jumps are evident elsewhere in the survey. These situations may bias the aggregate survey scores of the lower performing students toward under-confidence and can be addressed in future revisions of the survey.
The abstract nature of the survey may also be a factor. The lower-performing students may be less adept at thinking about these tasks without trying to apply them to a specific statics problem. With less understanding of what the task entails, they would be more likely to mark a "1" or a "2" in their survey response. It could be helpful in future versions to include some example figures to help students contextualize the survey items in their self-assessment.
Knowledge Survey as Formative Assessment Tool
Reconsidering Figure 3 but focusing on the KS0 results, note that the majority of the responses were a "1" indicating little or no student confidence that they could complete the indicated tasks. This comes as no surprise given the timing of the survey, but a few students did signal familiarity with many of the concepts as indicated by a number of "2" responses to several items related to concepts in the prerequisite physics course (e.g. vector analysis, particle equilibrium, and freebody diagrams). It could be interesting to compare these pre-course survey responses with student grades in physics. Perhaps the survey could replace other pre-course assessment tools used to plan review topics to emphasize during class sessions and/or identify students for academic support services such as tutoring.
Knowledge Surveys to Support Learner Skill Development
As discussed above, one of the goals of developing the knowledge survey was for students to use the tool to improve their academic skill and confidence. Several of the survey items under outcome 1 specifically ask students to reflect on their confidence regarding tasks associated with metacognition and learner self-efficacy such as the following:
 I can persist in my effort to solve challenging problems and not give up.  I can reflect on the effectiveness of my own problem solving strategies and make improvements.  I can explain my own problem solving strategies to my classmates without simply giving them the answer.  I can determine when gaps in my own knowledge and/or skills prevent me from solving a problem (i.e. I know when I need to ask for help).
Figure 5 compares KS0 and KS2 results for the tasks associated with outcome 1 (i.e. Problem solve in statics by applying analysis strategies, documentation and metacognition.) and shows most students reporting moderate to substantial confidence growth in this regard. In responding to the survey, students reflected on their cumulative experience with all course activities. There may be some potential here for the combination of the new outcome 1 language and associated survey items to serve as a measure of students' self-efficacy. The degree to which completing the survey itself specifically contributed to this growth could be a subject for further investigation.
The KS0 results in Figure 5 show substantial variation in student confidence regarding their analytical problem solving abilities. In addition to setting a baseline to measure student growth throughout the course, this data could help instructors form diverse collaborative learning teams. These survey items could also identify students for targeted interventions focused on building academic skills.
Students received their normalized survey scores along with their graded exams in hopes they could use this information to calibrate their self-assessment. There is evidence in the data that some students managed to make effective use of the tool in the near consistent result of the lower knowledge survey scores correlating to higher-than-expected exam scores. Were these students successfully remediating their self-observed weaknesses in preparation for the exam? It is difficult to know without follow-up interviews with the students. The survey results did inspire office hour visits by students to discuss discrepancies between what they thought they understood and what they were able to demonstrate on the exam. These conversations presented opportunities to explore their approach to the course and to learning in general. It appears anecdotally at least that the knowledge survey was effective at providing students a context for their own metacognition with reminders multiple times throughout the term. An anonymous course feedback survey administered in week 7 included reference to the knowledge survey along with other learning activities with the prompt: "rate [Knowledge Survey] on a scale of 1(least effective) to 5 (most effective) with regards to how the activity contributes to your learning in this course." The average response was 3.5/5 with no responses of 1. This feedback indicates that the students found the survey to be valuable for their learning efforts despite its length and repeated use.
Knowledge Survey for Assessment of Course Design
A conventional textbook served as the organizational anchor for all prior versions of this statics course. As discussed above, one motivation for adopting the knowledge survey was a desire to use multiple OERs as the primary course resource. The survey seemed to provide an effective organizational framework for this approach. Development of the survey items required identification of the specific building blocks and foundational skills leading up to the more complex analytical tasks covered in statics (e.g. frame analysis, shear and moment diagrams). These learning progressions in turn informed decisions about how much material to include in each course reading assignment and the associated class session. Correlating the survey items to homework assignments and in-class activity worksheets provided a metric to align time-on-task requirements for these assignments to their relative importance to the course learning outcomes. The survey results provide some valuable data to use along with other assessments to evaluate the effectiveness and content distribution of the learning activities. Consider an example analysis from exam 2, which consisted of three problems: one rigid-body problem (referenced above in Figure 2) ; a multi-body friction problem; and a frame problem. Of the three problems, students performed poorest on the friction problem. Was this poor performance due to students not mastering the related concepts of body interactions and static friction analysis? Was this poor performance due to issues in the wording or design of the problem? The knowledge survey results provide insight into these questions. Table 3 shows the KS2 survey results for items relating to body interactions and impending motion. I can analyze a system involving friction to determine the conditions for impending motion.
2.67 0 6 12
The overall average response to survey items flagged as relevant to exam 2 was 2.64. All four of these survey items received an average response at or below this average. Approximately one third of the respondents did not indicate confidence they could accurately execute these tasks on an exam. These results correlate well with the class-average exam performance on this problem, thus supporting a conclusion that students could benefit from more learning activities focused on static friction. While one could draw this conclusion based on the exam performance alone, such a conclusion based on a single data point (an exam question) would be vulnerable to issues with the exam question itself.
Conclusion and Future Work
In summary, this knowledge survey was developed and implemented as part of a substantial overhaul of a statics course as an assessment tool and as an exercise to support student academic skill development in the context of technical course content. Student survey results correlate reasonably well with exam scores and provide valuable assessment data that can inform multiple elements of instructional design. This approach may also help students develop their metacognitive abilities and self-efficacy, but more research could lead to better understanding of the impact. The knowledge survey is attractive in that it can inform multiple aspects of teaching a course with a single learning activity administered outside of class time.
Future work will focus on exploring ways in which the knowledge survey can support and measure growth in students' academic skill and self-efficacy. This work will likely include development of new knowledge surveys for other courses. There are also plans to continually refine and expand this statics survey to ensure the items span multiple cognitive levels within each content area and place the survey items in the context of specific systems. Development of the exam problem grading rubrics described above has proven particularly informative as a context for this effort. The number of survey items will likely grow in time as language is refined and more intermediate tasks are included. Note that most of the knowledge surveys referenced in the science education literature cited in this paper consist of over 200 items.
