In the presence of unknown dynamics and input saturation, a finite-time predictor line-of-sight-based adaptive neural network scheme is presented for the path following of unmanned surface vessels. The proposed scheme merges with the guidance and the control subsystem of unmanned surface vessels together. A finite-time predictor-based line-of-sight guidance law is developed to ensure unmanned surface vessels effectively converging to and following the referenced path. Then, the pathfollowing control laws are designed by combining neural network-based minimal learning parameter technique with backstepping method, where minimal learning parameter is applied to account for system nonparametric uncertainties. The key features of this scheme, first, the finite-time predictor errors are guaranteed; second, designed controllers are independent of the system model; and third, only required two parameters update online for each control law. The rigorous theory analysis verifies that all signals in the path-following guidance-control system are semi-globally uniformly ultimately bounded via Lyapunov stability theory. Simulation results illustrate the effectiveness and performance of the presented scheme.
Introduction
In the past decades, unmanned surface vessels (USVs) attract ubiquitous attention in rescue, exploration, military, and commerce fields, and its path following problem has been widely investigated. [1] [2] [3] [4] [5] High-accuracy path following control acts a pivotal role for an USV to successfully complete its task that reaches and stays a predefined parametric path automatically without time information. 6, 7 Actually, path following means the output maneuvering problem that involves geometric and dynamic tasks of an USV's closed-loop system, where the former task can be solved by a guidance law for steering and the latter task needs a kinetics controller such that it satisfies desired dynamic behaviors. 8, 9 It is interesting that line-of-sight (LOS) guidance law is an effective algorithm that has been extensively studied from a couple of different perspectives, and various strategies have been developed to obtain higher tracking performance. 2, 3, [5] [6] [7] [9] [10] [11] [12] [13] On the one hand, the traditional LOS guidance law has been modified by proposing a time-varying look-ahead distance combining with a so-called integral LOS (ILOS) to compensate for the drift force by adding the integral action. 10 From this point of view, Fossen et al. further extended the ILOS and proposed adaptive LOS (ALOS) that provided integral action by adding adaptive law for sideslip angle. 9 On the other hand, considering the disturbances induced by ocean currents that were expressed by virtue of relative velocities, the direct and indirect adaptive methods were used to deal with this condition. 11 In previous studies, 2, 13 two guidance laws, extended state observer (ESO)-based LOS (ELOS) and predictor-based LOS (PLOS), were presented. They are different from the directly estimated sideslip angle, which are based on ESO and predictorbased position errors to estimate it indirectly. However, it should be noticed that all these achievements, by adding integral action to compensate for the sideslip angle, merely focus on the topic of kinematic level (geometric task), whereas the kinetic level (dynamic task or velocity requirement) have not been mentioned and assumed that alongtracking error is always zero. 8, 9, 11 And then these controllers simply chose the proportion-integral-derivative (PID) or the common sliding-mode based on Nomoto's model. Therefore, a solution to these aforementioned problems was proposed by Zheng and Sun, 12 which can be used in various parametric paths and still works when disturbed by the time-varying ocean currents. In fact, sideslip angle may be large in practical appliances, whereas the aforementioned references only satisfy the state of steady navigation of the USV with small sideslip angle. 2, 9, 10, 13 Hence, it will lose stability in the presence of significant external disturbances. 14 In this context, Ning Wang et al. developed a finite-time sideslip observer to exactly estimate timevarying large sideslip angle in a short time. 7 Along this line of consideration, an extended result was presented by Miao et al. 5 and wherein a compound line-of-sight (CLOS) method was developed to handle the situation that sideslip angles are produced by relative sway velocity and ocean currents separately and can still work when the former relative sideslip angle is approximately more than 20 . All these aforementioned guidance laws cannot ensure the stability of the guidance signals in a finite time except the one proposed by Wang et al. 7 In the study by Jin, 15 a finite-time convergence of LOS was solved by time-varying tan-type barrier Lyapunov functions. In addition, from the prospective of designing a finite-time controller, a global finite-time stable controller was illustrated by PID sliding mode control (PID-SMC) algorithm presented by Yan et al. 16 Furthermore, finitetime observer-based tracking control was presented by Wang et al. 17 Unfortunately, this controller was for unmanned underwater vehicles. To achieve higher path-following performance, sliding mode, reinforcement learning, and object recognition approaches have been extensively studied. 3, [18] [19] [20] [21] Regarding the problem of system nonparametric uncertainties, it is a common phenomenon in an industrial control environment. 22 Fortunately, universal function approximator was developed to estimate the unknown system dynamics caused by nonparametric uncertainties via nueral networks (NNs) or fuzzy systems, owing to their learning and adaptation abilities. 23 In this case, there are many research achievements, 12, 22, [24] [25] [26] [27] [28] which show NNs sufficient performance on approximating nonlinear dynamics. In aforementioned statements, a common weakness of these NN-based control approaches is that the approximator depends on the number of the NN nodes. The online update parameters will grow significantly with increasing NN nodes. As for the question just mentioned, an alternative method is estimating the norm of the ideal weighting vector replacing the elements of the weighting vector. [29] [30] [31] [32] [33] This idea also has been applied to fuzzy system in previous studies. 34, 35 In this context, a deep-rooted information adaptive approach was presented by Song et al. 36 Moreover, an alternatively effective approach for uncertain system and unknown dynamics is an adaptive approximation-based regulation control combining with a single-hidden-layer feedforward network proposed by Wang et al. 37 Due to the physical characters of actuator, however, these methods satisfied necessarily the input saturation constraint, which is the another limitation discussed in the following.
The input saturation constraint is induced by physical limitations, generally, almost every actuator is suffered from saturation and subjected to magnitude and rate constraints. 12, 23 Moreover, saturation can influence the system performance severely, such as lag, overshoot, and instability. 12 The approaches to handle this problem were proposed in previous studies. [38] [39] [40] [41] [42] [43] An auxiliary design system was introduced to compensate for the input saturation of underactuated or fullactuated ships in previous studies [38] [39] [40] 42 and in Harmouche et al.'s study 43 for global tracking control was investigated. In addition, in the presence of input saturation, autonomous underwater vehicles and aircrafts also have been studied. 41, 44 Motivated by the above observations and with an effort to address previous questions, the finite-time predictor lineof-sight-based adaptive neural network (FPANN) scheme is presented for path following of USVs in the presence of unknown dynamics and input saturation. The main contributions of this article are summarized as follows: 
Problem formulation
This section states USV's model, assumptions, lemmas, radial basis function neural network (RBFNN), and control objective, which will be used in the controllers design and stability analysis later.
USVs' model
The mathematical model of an USV on a horizontal plane, including its kinematics and dynamics, is described as follows 1, 39 where Θð xÞ ¼ ½Y 1 ð xÞ; . . . ; Y l ð xÞ T is a vector of radial basis function vector, the element of which is given by
where a j is the gain coefficient,
is the center of the receptive field, and c j is the spread of Gaussian function. The approximation error k is bounded by unknown positive constant k over a compact set O x , namely, 0 < jkj < k < 1. For the sake of simplicity, according to minimal-learning parameter method was appeared in previous studies. 30, 33 Define ¼k Wk 2 and then the is used to estimate the optimal weight.
Assumptions
Assumption 1. The vector ½u; v; r T is measurable. 
Assumption 4.
The optimal weight value is bounded, satisfying j i j < i max ; ði ¼ u; rÞ, where i max is a positive constant.
Assumption 5. The control inputs t i ; ði ¼ u; rÞ is determined by the saturated function of the control command t i0 as follows
where t im ; ði ¼ u; rÞ is the magnitude constraints of the surge force and yaw moment, respectively.
Remark 1. In Assumption 1, the measurable states are reasonable assumption. 22 Otherwise, observers are needed to estimate the unknown dynamics. 47 Assumption 2 is a reasonable assumption, 1, 9 and the sideslip angle b is quite small, 10 satisfying b % sinb. According to Assumption 3, one has À g p ¼ d À g p , where g p will be mentioned later. This is a common assumption in the LOS-based guidance scheme.
2,3,7,9,10,13 The way to relax the assumption was mentioned in previous works.
2,9 Assumption 4 is also reasonable and appeared in previous studies. 12, 22, 28, 47 In addition, one should be observed that the USV system 2 is underactuated, thus it tracks a path with arbitrarily large curvature impossibly. It is necessary to adopt regular and smooth path. 48 Assumption 5 is set according to practical applications.
12,38
Lemmas Lemma 1 49 . For ðx; yÞ 2 R 2 , the following Young's inequality holds
where e is a positive constant, and the constants p > 1; q > 1, satisfying ðp À 1Þðq À 1Þ ¼ 1.
Lemma 2 50 . Suppose ða; bÞ 2 R 2 þ and 0 < n < 1, the following inequality holds
Lemma 3 12 . The following switching function hðxÞ : R n ! R is an nth-order smooth nonlinear function where V ðxÞ ¼ 0 be an equilibrium point and a 2 R þ ; 0 < r < 1. Then, the origin is a finite-time stable equilibrium of system _ x ¼ f ðxÞ and the finite settling time T f can be given by T f ðx 0 Þ < V ðx0Þ ð1ÀrÞ að1ÀrÞ . If U ¼ R n and V are radially unbounded, the origin is a globally finite-time stable equilibrium.
Lemma 5 13, 53 . Let x ¼ 0 be an equilibrium point of _ x ¼ f ðx; tÞ and assumed that f is locally Lipschitz in x uniformly in t. Let V : ½0; 1Þ Â R n ! R be a continuously differentiable, positive, and radially unbounded function V ðxÞ such that
where K is a continuous function. Then, all solutions of _ x ¼ f ðx; tÞ are uniformly bounded and satisfy lim 
Control objective
Design control laws t and the update law _ q of the path variable q of the virtual point along a prescribed path h p ðqÞ 2 R q with q > 1 parameterized by ðx p ðqÞ; y p ðqÞÞ under the conditions represented by Assumptions 1 to 5, such that the position and velocity tracking errors of the USV converge to an arbitrarily small neighborhood of zero within a short time, that is, sup
k y À y p k < e y , and sup
where e x ; e y and e u are small positive constants, and u d denotes the desired surge velocity designed later; see Figure 1 .
Guidance-control system design
In this section, as shown in Figure 2 , one develops FPLOS guidance law and control algorithms, where latter is designed by combining with MLP and backstepping techniques.
FPLOS guidance
In this subsection, the FPLOS guidance scheme is designed to compensate for sideslip angle. Since drift force significantly affects USVs tracking performance and even deteriorates it, if the sideslip angle produced by drift force is not properly compensated.
1-3,5,7,9,10,12,13
Path following error dynamics. The path-normal line from the point x p ðqÞ; y p ðqÞ through the USV located at the point ðx; yÞ defines the along-and cross-tracking error variables ðx e ; y e Þ. One now interprets the position errors to the pathtangential reference frame as
where g p denotes the path-tangential angle given by 
Estimation sideslip angle. To estimate the unknown sideslip angle b, according to equation (15), one proposes two predictors as follows
wherex e ¼x e À x e andỹ e ¼ŷ e À y e are prediction errors. The coefficients k x and k y are positive constants. Andb is the estimation of b. The term sig r ðẽÞ ¼ jẽj r signðẽÞ wherẽ e ¼ fx e ;ỹ e g and 0 < r < 1. Therefore, the update law for b can be designed as follows
where ðk 1 ; k 2 Þ 2 R 2 þ ; sig r ð e bÞ ¼ j e bj r signð e bÞ. Consequently, by combining with equations (15) to (17) and Assumption 3, results can be obtained as follows
Remark 2. The error system in equation (18) is significantly different from the error system provided by Liu Lu et al. 13 First of all, one introduces the fractional power terms sig r ðÁÞ among error signal dynamics _ x e ; _ y e and _ b. 50 Secondly, we add two compulsory termsỹ e _ g p and ðÀe x e _ g p Þ into e x e and e y e , respectively, according to equations (15) and (16) . Theorem 1. Considering that the presented update law _ b given by equation (17) renders the predictor errorsx e and y e to converge to origin within a finite time and the system (equation (18) 
where k ¼ minfk x ; k y ; k 2 g. Using Lemma 1, we have
Hence, according to Lemma 3, the predictor errors ðx e ;ỹ e Þ can be rendered to the origin ð0; 0Þ in a finite time, and the setting time T 1 satisfies T 1 < 2V ðvð0ÞÞ . By Lemma 4, we have the system equation (16) is UAS. This completes the proof.
The FPLOS guidance law. The augmented FPLOS guidance heading is designed as follows
where 0 < D min < D < D max is specified look-ahead distance defined by users. From the first equation of (15), the velocity u tot can be recognized as a virtual control to stabilizex e . Hence, u tot is provided as follows
where k 3 is a positive constant. The update law of the path variable q is chosen as follows
Theorem 2. Applying the FPLOS guidance laws (21) to (23) to the path-following kinematic subsystem (equation (15)), and one can obtain along-and cross-tracking errors system equation (16) 
Substituting equation (26) into (25) yields
where
By Theorem1, one has ðx e ;ỹ e Þ ¼ ð0; 0Þ; 8t > T 1 . It follows that _ V q < À $V q holds for all t > T 1 . By Lemma4, we have the system equation (16) is UAS. This concludes the proof.
Control design
In this subsection, designing the control laws t u and t r force the USV to reach and stay at the desired path h p ðqÞ. Define the attitude tracking error variables e ¼ À d ; u e ¼ u À a u and r e ¼ r À a r , where a r and a u are virtual control laws designed as follows
where u d is the desired surge velocity and k is a positive constant. The objective of designing virtual control law realizes lim 28 where U d denotes desired velocity (velocity size). Combining with the fact that U ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
The time-derivative of errors u e and r e along equations (2) and (28) results can be obtained as follows
The above equations can be simplified as follows 
By introducing the MLP to approximate the lumpily unknown dynamic in system equation (30) 
where ðk u ; k r ; r u ; r r Þ 2 R 4 þ . In addition, Dt u ¼ t u À t u0 and Dt r ¼ t r À t r0 .
The update laws of MLP RBFNN are designed as follows
where ðG u ; G r ; J u ; J r Þ 2 R 4 þ .
Remark 3. In fact, the USV in question is no actuation in the sway dynamic. The sway velocity, however, is bounded, and the conclusion will be proven later. Hence, the approximation of sway dynamic is omitted. z ¼ ½u e ; r e T and Φ ¼ ½ e u ; e r T is a positive definite matrix. Hence, one can tune the positive design parameters k 1 ; k 2 ; k 3 ; k x ; k y ; k ; k u ; k r ; k u0 ; k r0 ; k nu ; k nr ; k u ; k r ; l u ; l r , r u ; r r ; J u ; J r ; G u , and G r such that error signals z, h 1 , and Φ are SGUUB. Moreover, the vector N ¼ ½x e ;ŷ e ; e ; u e ; r e ; e (27) and (30) to (34) with respect to time for all t > T 1 , one yields
According to Lemma 1, it is worth noticing that the following inequalities hold
Substituting equations (36) to (43) 
into equation (35) yields
For hð i Þ ¼ 1; ði ¼ u; rÞ, the time-derivative V reduces to
Jr 2 g, and
Otherwise, for hð i Þ < 1, similarly, noting the following fact
we have
. Combining with equations (45) and (48), the results can be obtained as follows
Thus, _ V is strictly negative outside the set
È É and follows from equation (49) that
According to a standard Lyapunov theory extension, 54 the bounded error signals were proved, the tracking errors h 1 , the weight approximation errors Φ, and velocity errors z, respectively. This theorem is a completed proof.
The sway dynamic. From the equation (2), the sway dynamic as
In this note, the external disturbances are out of the scope of this research, assuming USVs in the absence of disturbance, that is, d d;v ¼ 0. In this situation, the sway dynamic can be rewritten by 
By employing Bellman-Gronwall comparison principle, 55 the results can be obtained as follows
It can be seen from the above inequality (equation (53)) that the sway dynamics v is being bounded by combining with the fact that r, u, and hðvÞ < 1 are bounded. The similar proof can be seen in previous studies. 6, 7, 22 Remark 4. In practices, the rudder speed is limited by the physical characters of actuator. Furthermore, the study by Van Amerongen 56 has pointed out that common values of
Hence, the yaw rate jrj is bounded. An approach for dealing with state constraints was presented by Hermosilla et al. 57 Remark 5. The closed-loop system only satisfies SGUUB since the RBFNN is introduced in equation (31) can not keep well approximated capability out of the suitable compact set O 0 . 22 On the other hand, it can achieve global uniformly ultimately bounded by adding robust control; see the work by Zheng and Sun.
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Remark 6. The optimal design parameters can be found by gradually decreasing or increasing and testing the simulation runs simultaneously. Furthermore, in this article, the closed-loop controller is divided into two parts between FPLOS-based backstepping controller with auxiliary system and FPLOS-based MLP controller. After adjusting design parameters until they can be taken effect, separately, these two controllers are consolidated together into the presented FPANN controller. And then the optimal parameters are found by changing design parameters slightly.
Numerical simulation
To illustrate the effectiveness and performance of the presented FPANN scheme, we conduct simulation studies with an USV whose dynamic is given by equations (1) and (2) and its parameters can be found in the work by Lefeber et al. 58 The maximum magnitude of surge force is approximately 0:9 N, and the maximum moment is approximately 0.9 Nm in the work by Lefeber et al. 58 Although in this condition of saturated constraint, the desired surge velocity is increased from 0:05 m s 
Case 1
In this simulation, to prove the effectiveness of the proposed FPLOS guidance laws, a comparison analysis is conducted between the FPANN scheme and the PLOS-based adaptive neural network (PANN) scheme in the same design parameters. The comparative results are plotted in Figures 3 to 10 demonstrate that the FPANN provides improved and fast performance. It can be observed that the estimation errors ðx e ;ỹ e ; e bÞ converge to zero in a finite time, by contrast, these errors of the PANN scheme exhibit slight fluctuating behavior at the beginning period. The heading angle error and update law of parametric path are depicted in Figures 5 and 6 , where the heading angle has an obvious oscillation around the steady state with PANN. In addition, the estimated performance of the MLP approximator is shown in Figures 7 and 8 , from which we can see that the FPANN scheme supplies fast and accurate approximation of the unknown dynamics. Then, Figure 9 describes the auxiliary system states, herein the state r perform a remarkable oscillation both two methods. In Figure 10 , it demonstrated that the input saturation problem is effectively compensated by both the FPANN scheme and the PANN scheme, whereas the presented FPANN preforms better in transient state. 
Case 2
Similar to the comparison of case 1, another comparison analysis is executed to verify the effective anti-windup performance of the presented FPANN scheme. The controller considering input saturation constraint is marked as With Sat, and the controller without considering input saturation constraint is marked as Without Sat. The results are shown in Figures 11 to 18 that illustrate the presented scheme works effectively and satisfy required conditions of input saturation while the real control inputs beyond the constraint conditions without anti-windup strategies. Figure 11 describes almost the same precise pathfollowing performance even in the presence of input saturation. The error sideslip angle has a small range oscillatory behavior which is shown in Figure 12 with both conditions. The heading angle error converges to an arbitrarily small neighborhood of zero within a short time can be seen from Figure 13 . And then, Figure 14 shows the velocity trending _ q of virtual target. The estimation of unknown dynamics and system states are described in Figures 15 to 17 . Finally, control inputs are depicted in Figure 18 , which demonstrated that the presented scheme can provide effective anti-windup in the presence of saturation constraint. It is worth noting that the real control inputs will damage actuators in the same setting conditions and design parameters without anti-windup.
Conclusion
This article develops a novel FPANN scheme for path following of USVs with unknown dynamics and input saturation. The presented FPLOS guidance laws, control laws, and auxiliary system in this scheme ensure USVs effective converging to and following the predefined path. It is shown via Lyapunov stability theory that the closed-loop system is SGUUB. Simulation results demonstrate the effectiveness and performance of the presented FPANN scheme. In addition, there are many open problems for future investigation, such as external disturbances, deadzone input nonlinearity, state constraint (e.g. yaw rate), and fault tolerant, which will be the focus of our further study.
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