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Abstract. Decaying properties of the local energy for the dissipative wave
equations with the Dirichlet boundary conditions in exterior domains are dis-
cussed. For the dissipation coe±cient, natural conditions ensuring that waves
trapped by obstacles may lose their energy are considered. Under this set-
ting, the cases that the dissipation coe±cient does not have a compact support,
but has some regularities are treated. Further, the cases that the dissipation
coe±cients decay su±ciently fast at in¯nity are also discussed.
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x1. Introduction
Let ­ ½ Rn (n ¸ 2) be an exterior domain of a bounded obstacle O = Rn n ­
with a smooth and compact boundary @­. In this paper, we consider the
following mixed problem:
(1.1)
8<:
(@2t ¡4+ a(x)@t)u(t; x) = 0 in (0;1)£ ­;
u(t; x) = 0 on (0;1)£ @­;
u(0; x) = f1(x); @tu(0; x) = f2(x) on ­:
Throughout this paper, we always assume that a(x) ¸ 0, which means that
the term a(x)@tu(t; x) in the equation works as a dissipation. Since O is
compact, we can choose a ¯xed constant R0 > 0 satisfying O ½ BR0 , where
BR0 = fx 2 Rn j jxj < R0 g. Without loss of generality, we can also assume
that the origin is contained in the interior of the obstacle O.
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The purpose of this paper is to give decay estimates of the local energy for
the solution of (1.1). For the solution u of (1.1), the local energy of u in a
domain D ½ Rn at time t is de¯ned by
E(u;D; t) =
1
2
Z
­\D
©j@tu(t; x)j2 + jrxu(t; x)j2ªdx:
Note that the total energy E(u;­; t) satis¯es
(1.2) E(u;­; t) +
Z t
0
Z
­
a(x)j@tu(s; x)j2dxds = E(u;­; 0) (t ¸ 0):
This identity is given by multiplying @tu(t; x) by the equation in (1.1), and us-
ing integration by parts. Since a(x) ¸ 0, it follows that E(u;­; t) · E(u;­; 0)
(t ¸ 0). Thus, the term a(x)@tu in (1.1) may work as a dissipation.
In the case that a(x) = 0, if the obstacle is star shaped with respect to the
origin, for any R ¸ R0, Morawetz [4] gave the following estimate:
E(u;­ \BR; t) · CR(1 + t)¡1E(u;­; 0)(1.3)
(t ¸ 0; (f1; f2) 2 H10 (­)£ L2(­); supp f1 [ supp f2 ½ ­ \BR0):
This is the starting point of studies on the decaying properties of the local
energy. When a(x) = 0, local decay estimates like (1.3) suggest that all
waves may go out from near the boundary @­. Since there is no dissipation,
waves themselves never decay. Hence the only factor escaping from near the
boundary is just the reason why the local energy near the boundary @­ decays.
This means that for the local decay estimate (1.3), geometrical conditions for
the obstacle O are needed. The condition that O is star shaped is a kind of
such geometrical conditions.
If the dissipation term works, i.e. a(x) > 0 in some part, it causes the
other decaying factor for the local energy. If waves pass on the region fx 2
­ j a(x) > 0 g, they may lose their energy. To describe this more precisely, we
introduce the set ¡ de¯ned by
¡ = fx 2 @­ j º(x) ¢ x > 0 g;
which is the invisible part of the boundary from the origin. Waves re°ected
on ¡ may not go out to the outside of the neighborhood BR0 of the obstacle.
But, if dissipation terms work for such waves, the local energy may decay even
though they do not escape to far ¯eld from the obstacles. Thus, we can expect
to obtain the local decay estimate (1.3) if we make the following assumptions:
(A.1) a 2 L1(­), a(x) ¸ 0 a.e. x 2 ­.
(A.2) There exists a bounded open set ! ½ Rn and a constant "0 > 0
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such that ¡ ½ !, and a(x) ¸ "0 a.e. x 2 ! \ ­.
Nakao [5] shows the decay estimate given by replacing C(1 + t)¡1 in (1.3)
with C±(1 + t)
¡1+± for any ± > 0 if the dissipation coe±cient a(x) satis¯es
(A.1) and (A.2), and supp a ½ ­ \ BR for some R > 0 as an additional
assumption. Thus, from (A.2), energies for waves remaining near boundary
should be damped by the dissipation term.
Although there are many authors contributing the decay estimates of the
local energy, we do not introduce them in this paper. For this, see Ikehata [1]
and [2] and the references therein.
In [4] and [5], as is in (1.3), compactness of the supports of the initial data
is also assumed. This restriction for the initial data is removed in Ikehata [1].
To describe this result and the main theorem of this paper, we introduce the
following notations:
In(f1; f2) =
Z
­
(1 + jxj)fjrxf1(x)j2 + jf2(x)j2gdx
+ kdn(¢)(f2 + a(¢)f1)k2Lpn (­) + kf1k2L2(­);
where pn and dn(x) are de¯ned by pn = 2n=(n+2) (n ¸ 3), p2 = 2, dn(x) = 1
(n ¸ 3) and d(x) = jxj log(Bjxj) (n = 2) with a constant B > 0 satisfying
B infx2­ jxj ¸ 2.
For any ¯xed 0 < ± < 1 and R ¸ R0, the following local decay estimate is
given in Ikehata [1]:
E(u;­ \BR; t) · C±;R(1 + t)¡1+±In(f1; f2)(1.4)
(t ¸ 0; (f1; f2) 2 H10 (­)£ L2(­); In(f1; f2) <1);
under the additional assumption that supp a is compact in ­. Thus, the re-
strictions on compactness assumption of the supports for the initial data is
removed by Ikehata [1]. Note also that for the case of strong dissipation, i.e.
a(x) ¸ "0 (jxj ¸ R) for some ¯xed "0 > 0 and R ¸ R0, Nakao [6] shows the
following total energy decay:
E(u;­; t) · C(1 + t)¡1E(u;­; 0) (t ¸ 0; (f1; f2) 2 H10 (­)£ L2(­)):
In this paper, we give an improvement for the restriction on 0 < ± in (1.4)
and remove the compactness assumptions of the support for the dissipation
coe±cient a(x). About this problem, in the Master thesis of Suzuki [7], the
case that the dissipation coe±cient a(x) has some regularities is considered.
According to [7], we introduce the following condition:
(A.3) a 2W 2;1(­), and there exists a constant C > 0 such that
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a(x)jxj · C, jxj¡1x ¢ rxa(x) · Ca(x) and jxj4a(x) · Ca(x)
a.e. in x 2 ­.
Instead of (A.3), we can also consider the following one:
(A.4) a 2W 1;1(­), and there exists a constant C > 0 such that
jrxa(x)j · Ca(x)jxj¡1 and a(x)jxj · C a.e. x 2 ­.
For example, for ± ¸ 1, a(x) = (1 + jxj)¡± satis¯es both (A.3) and (A.4).
The main theorem in this paper is as follows:
Theorem 1. Let n ¸ 2 and assume that (A.1), (A.2) and (A.3), or (A.1),
(A.2) and (A.4) hold. Then there exists a constant C > 0 such that
E(u;­\BR; t) · C
t¡RIn(f1; f2)
for any t > R ¸ R0 and (f1; f2) 2 H10 (­)£ L2(­) with In(f1; f2) <1.
Remark: From Theorem 1 and (1.2), the local decay estimate (1.4) with ± = 0
is also obtained.
Let us give remarks on assumptions (A.3) and (A.4). At a glance, assump-
tion (A.4) seems to be better than (A.3) since (A.4) needs less regularities.
But, we can not conclude so. Instead of this advantage, the dissipation coef-
¯cient a(x) satisfying (A.4) should have stronger conditions on the behavior
as jxj ! 1. For example, consider a(x) = e¡jxj± (± > 0). For this function,
(A.3) holds when 0 < ± · 1=2, while (A.4) does not satisfy for all ± > 0. If
± > 1=2, both (A.3) and (A.4) do not hold. Thus, these assumptions may not
handle the cases that the dissipation coe±cient a(x) decreases very rapidly or
is compactly supported. Note also that strong dissipative cases like as con-
stant dissipation case or the case treated in Nakao [6] do not also satisfy (A.3)
and (A.4). Hence, Theorem 1 does not cover the results of Nakao [5], [6] and
Ikehata [1]. But, Theorem 1 gives an answer for the excluded cases from the
previous works.
Next we consider the following condition on the dissipative coe±cient a(x):
(A.5) There exist constants ±0 ¸ 0 and C > 0 such that
a(x)jxj2+±0 · C a.e. in x 2 ­.
For the dissipation coe±cient satisfying (A.5), we have the following decay
estimates:
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Theorem 2. Let n ¸ 2 and assume that (A.1), (A.2) and (A.5) hold. Then
there exists a constant C > 0 such that for ±0 = 0
E(u;­\Bc0(1+t); t) ·
CeC(1¡c0)¡1
1¡ c0
1 + log(1 + t)
1 + t
In(f1; f2)
and for ±0 > 0
E(u;­\Bc0(1+t); t) ·
CeC(1¡c0)¡1
1¡ c0
1 + ±¡10 c
¡±0
0
1 + t
In(f1; f2)
for any 0 < c0 < 1, t ¸ 0 and (f1; f2) 2 H10 (­)£ L2(­) with In(f1; f2) <1.
Note that (A.5) with ±0 > 0 holds if the support of a is compact. Hence
combining Theorem 2 with (1.2), we obtain the local decay estimate (1.4)
with ± = 0. Thus, Theorem 2 gives a generalization and an improvement of
decay estimates of the local energy of Ikehata [1] and Nakao [5] for the case
of compactly supported a(x).
x2. Proof of Theorem 1
As is in Ikehata [1] and Nakao [5], we also use various integral identities for so-
lutions of (1.1). Before describing them, let us note that it su±ces to show ev-
ery identity and estimate only for the solutions u of problem (1.1) with f1; f2 2
C10 (­). Every solution u of (1.1) in the space \1j=0C1¡j([0;1);Hj0(­)) can
be approximated by a sequence of solutions uj (j = 1; 2; : : :) of (1.1) with
uj(0; ¢), @tuj(0; ¢) 2 C10 (­). Hence, in what follows, we always assume that
f1, f2 2 C10 (­). From usual existence theorem of the solutions of wave equa-
tion, we can see that u 2 \2j=0C2¡j([0;1);Hj(­)) and supp u is compact in
[0; T ]£ ­ for any T > 0 if the initial data f1 and f2 belong to C10 (­).
We choose any ´ 2 C1(¹­) of real-valued. Multiplying t@tu, ´u, x ¢ @xu
by the equation in (1.1) respectively, and integrating by parts, we obtain the
following identities:
tE(u;­; t) +
Z t
0
Z
­
sa(x) j@tuj2 dxds =
Z t
0
E(u;­; s)ds;(2.1) Z t
0
Z
­
´
³
jrxuj2 ¡ j@tuj2
´
dxds+Re
·Z
­
´u@tudx
¸t
0
(2.2)
= ¡1
2
·Z
­
a(x)´juj2dx
¸t
0
¡ Re
Z t
0
Z
­
(rx´ ¢ rxu)udxds;
n
2
Z t
0
Z
­
¡j@tuj2 ¡ jrxuj2¢ dxds+ Z t
0
Z
­
jrxuj2dxds(2.3)
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+Re
·Z
­
@tu(x ¢ rxu)dx
¸t
0
= ¡Re
Z t
0
Z
­
a(x)@tu(x ¢ rxu)dxds+ 1
2
Z t
0
Z
@­
x ¢ º(x) j@ºuj2 dSds;
where [f ]t0 = f(t) ¡ f(0). Note that the identity (2.2) holds even for ´ 2
W 1;1loc (­). For any f1 and f2 2 C10 (­), there exists R > 0 such that
supp u ½ [0; t] £ (­\BR+t) for any t ¸ 0 since the propagation speed for
solution u of (1.1) is less than 1. We put qn = 2n=(n ¡ 1) (n ¸ 2). Not-
ing W 1;1loc (­) ½ W 1;nloc (­), we can choose a sequence f´jg in C1(­) satis-
fying ´j ! ´ in W 1;n(­\BR) as j ! 1. From 2 < qn < 2n=(n ¡ 2),
the Sobolev imbedding theorem implies that all u, @tu and rxu belong to
C([0;1);H1(­)) ½ C([0;1);Lqn(­)). Combining this fact with HÄorder in-
equality, for 1=qn + 1=qn + 1=n = 1, we can show that each integral in (2.2)
for ´j converges to corresponding integrals for ´. Thus, we obtain the above
mentioned fact.
To show Theorem 1, we basically follow the argument given in Ikehata [1].
But, to handle dissipation coe±cient a(x) with non-compact support, even
some of basic parts should be changed. To explain these parts, we give the
argument from the beginning even though some of them are overlapped with
the ones developed in Ikehata [1].
Adding (2.3) to the equality (2.2) with ´ = n¡12 , we haveZ t
0
E(u;­; s)ds =¡ n¡ 1
2
Re
·Z
­
u@tudx
¸t
0
¡ n¡ 1
4
·Z
­
a(x)juj2dx
¸t
0
¡ Re
·Z
­
@tu(x ¢ rxu)dx
¸t
0
¡ Re
Z t
0
Z
­
a(x)@tu(x ¢ rxu)dxds(2.4)
+
1
2
Z t
0
Z
@­
x ¢ º(x) j@ºuj2 dSxds:
As is in Ikehata [1] and Nakao [5], using (A.2), we can handle the boundary
integral in (2.4), and obtain the following estimate:Z t
0
Z
@­
x ¢ º(x)
¯¯¯¯
@u
@º
¯¯¯¯2
dSxds · CE(u;­; 0)(2.5)
+ C
Z t
0
Z
!
a(x)juj2dxds+ 1
2
ku(t; ¢)k2L2(­) + C ku(0; ¢)k2L2(­) :
For the paper to be self-contained, we give a proof of (2.5) in Appendix.
Next, we need to control the L2-norm ku(t; ¢)k2L2(­). The following lemma
is just Lemma 2.6 in Ikehata [1] originated in Ikehata and Matsuyama [3].
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Lemma 1. There exists a constant C > 0 such that every solution u(t; x) of
(1.1) with the initial data f1; f2 2 C10 (­) satis¯es
ku(t; ¢)k2L2(­) +
Z t
0
Z
­
a(x) ju(s; x)j2 dxds
· C
³
kdn(¢)(f2 + a(¢)f1)k2Lpn (­) + kf1k2L2(­)
´
(t ¸ 0):
The identities (1.2) and (2.4), the estimate (2.5) and Lemma 1 imply that
there exists a constant C > 0 depending only on the space dimension n, ­
and a(x) satisfyingZ t
0
E(u;­; s)ds+
n¡ 1
4
Z
­
a(x)ju(t; x)j2dx(2.6)
· CIn(f1; f2) + I(t;u) (t ¸ 0);
where
I(t;u) = ¡Re
h Z
­
@tu(t; x)x ¢ rxu(t; x)dx
+
Z t
0
Z
­
a(x)@tu(s; x)x ¢ rxu(s; x)dxds
i
·
Z
­
jxje(t; x;u)dx+
Z t
0
Z
­
a(x)jxje(s; x;u)dxds:
In the above, we put e(t; x;u) = 2¡1
©j@tu(t; x)j2 + jrxu(t; x)j2ª.
Next, we use the following estimates:Z
­
jxje(t; x;u)dx · CIn(f1; f2) + tE(u;­; t)(2.7)
¡ (t¡R)E(u;­ \BR; t) for any t; R ¸ 0;Z t
0
Z
­
a(x)jxj j@tuj2 dxds · CIn(f1; f2) +
Z t
0
Z
­
a(x)s j@tuj2 dxds(2.8)
for any t ¸ 0:
The estimates (2.7) and (2.8) are given in Ikehata [1] and Suzuki [7] respec-
tively. To show Theorems 1 and 2, we need these estimates.
To obtain (2.7) and (2.8), we need the following estimates for jxj ¸ t, i.e.
the outside of the propagation cone:Z
­
(jxj ¡ t)+e(t; x;u)dx ·
Z
­
(1 + jxj)e(0; x;u)dx;(2.9) Z t
0
Z
­
a(x)(jxj ¡ s)+ j@tu(s; x)j2 dxds ·
Z
­
(1 + jxj)e(0; x;u)dx;(2.10)
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where (jxj ¡ t)+ = maxfjxj ¡ t; 0g. As is in Ikehata [1], (2.9) is obtained by
using the idea showing weighted estimates due to Todorova and Yordanov [8].
To show Theorem 1, we also need (2.10), which has been implicitly given in
the proof of (2.9) in Ikehata [1]. For the paper to be self-contained, we give
proofs of (2.9) and (2.10) in Appendix.
Since jxj · t+ (jxj ¡ t)+, we haveZ
­
jxje(t; x;u)dx · RE(u;­ \BR; t) + t
Z
­nBR
e(t; x;u)dx
+
Z
­
(jxj ¡ t)+e(t; x;u)dx:
Combining this and (2.9) with
R
­nBR e(t; x;u)dx = E(u;­; t)¡E(u;­\BR; t),
we obtain (2.7). The estimate (2.8) also follows from (2.10) andZ t
0
Z
­
a(x)jxj j@tuj2 dxds ·
Z t
0
Z
­
a(x)s j@tuj2 dxds
+
Z t
0
Z
­
a(x)(jxj ¡ s)+ j@tuj2 dxds:
Thus we get (2.7) and (2.8).
From (2.6), (2.7) and (2.8), it follows thatZ t
0
E(u;­;s)ds · CIn(f1; f2) + tE(u;­; t)¡ (t¡R)E(u;­ \BR; t)
+
Z t
0
Z
­
a(x)s j@tuj2 dxds+ 1
2
Z t
0
Z
­
a(x)jxj(jrxuj2 ¡ j@tuj2)dxds:
Combining this estimate with (2.1), we obtain
(t¡R)E(u;­ \BR; t) · CIn(f1; f2)
+
1
2
Z t
0
Z
­
a(x)jxj(jrxuj2 ¡ j@tuj2)dxds:
Hence, to ¯nish the proof of Theorem 1, it su±ces to show the following
estimate:
Lemma 2. Assume that (A.1) and (A.3), or (A.1) and (A.4) hold. Then,
there exists a constant C > 0 such thatZ t
0
Z
­
a(x)jxj(jrxuj2 ¡ j@tuj2)dxds · CIn(f1; f2)
for any t ¸ 0, and f1, f2 2 C10 (­) with In(f1; f2) <1.
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Proof. First we assume that (A.1) and (A.4). In this case, we use the identity
(2.2) with ´(x) = a(x)jxj. Since (2.2) is still valid even for ´ 2 W 1;1loc (­), we
obtainZ t
0
Z
­
a(x)jxj(jrxuj2 ¡ j@tuj2)dxds+Re
·Z
­
a(x)jxju@tudx
¸t
0
= ¡1
2
·Z
­
(a(x))2jxjjuj2dx
¸t
0
¡ Re
Z t
0
Z
­
n
a(x)
³ x
jxj ¢ rxu
´
u+ jxj(rxa ¢ rxu)u
o
dxds:
Hence it follows thatZ t
0
Z
­
a(x)jxj(jrxuj2 ¡ j@tuj2)dxds · CIn(f1; f2)(2.11)
¡ Re
Z t
0
Z
­
n
a(x)
³ x
jxj ¢ rxu
´
u+ jxj(rxa ¢ rxu)u
o
dxds
¡
n
Re
Z
­
a(x)jxju(t; x)@tu(t; x)dx+ 1
2
Z
­
(a(x))2jxjju(t; x)j2dx
o
since de¯nition of In(f1; f2) and assumption (A.1) imply that¯¯¯¯Z
­
a(x)jxju(0; x)@tu(0; x)dx
¯¯¯¯
+
¯¯¯¯Z
­
(a(x))2jxjju(0; x)j2dx
¯¯¯¯
(2.12)
·MIn(f1; f2)
with M = kakL1(­) + kak2L1(­). Using a(x)jxj · C in assumption (A.4), and
noting (1.2) and Lemma 1, we have¯¯¯ Z
­
a(x)jxju(t; x)@tu(t; x)dx
¯¯¯
· C
Z
­
©ju(t; x)j2 + j@tu(t; x)j2ªdx(2.13)
· CIn(f1; f2):
For the second term in (2.11), we use jrxa(x)j · Ca(x)jxj¡1 in assumption
(A.4), and get¯¯¯ Z t
0
Z
­
n
a(x)
³ x
jxj ¢ rxu
´
u+ jxj(rxa ¢ rxu)u
o
dxds
¯¯¯
· C
nZ t
0
Z
­
a(x)ju(s; x)j2dxds+
Z t
0
Z
­
a(x)jrxu(s; x)j2dxds
o
:
Combining the above estimate, (2.11) and (2.13) with Lemma 1, we obtainZ t
0
Z
­
a(x)jxj(jrxuj2 ¡ j@tuj2)dxds · CIn(f1; f2)
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+
Z t
0
Z
­
a(x)jrxu(s; x)j2dxds:
Hence, to obtain the estimate stated in Lemma 2, it su±ces to showZ t
0
Z
­
a(x)jrxu(s; x)j2dxds · CIn(f1; f2)(2.14)
when (A.1) and (A.4) are assumed.
For this purpose, we use the identity (2.2) with ´(x) = a(x), and obtainZ t
0
Z
­
a(x)(jrxuj2 ¡ j@tuj2)dxds = ¡Re
·Z
­
a(x)u@tudx
¸t
0
¡ 1
2
·Z
­
(a(x))2juj2dx
¸t
0
¡ Re
Z t
0
Z
­
(rxa ¢ rxu)udxds
·
¯¯¯¯
¯
·Z
­
a(x)u@tudx
¸t
0
¯¯¯¯
¯+ 12
Z
­
(a(x))2ju(0; x)j2dx+
Z t
0
Z
­
jrxajjrxujjujdxds:
From (1.2), Lemma 1 and de¯nition of In(f1; f2), it follows that¯¯¯¯
¯
·Z
­
a(x)u@tudx
¸t
0
¯¯¯¯
¯+ 12
Z
­
(a(x))2ju(0; x)j2dx · CIn(f1; f2):
Combining these estimates, we haveZ t
0
Z
­
a(x) jrxuj2 dxds ·
Z t
0
Z
­
a(x) j@tuj2 dxds+ CIn(f1; f2)(2.15)
+
Z t
0
Z
­
jrxajjrxujjujdxds:
Since d0 = infx2­ jxj > 0, assumption (A.4) implies that jrxa(x)j ·
Ca(x)jxj¡1 · Cd¡10 a(x) a.e. x 2 ­, which yieldsZ t
0
Z
­
jrxajjrxujjujdxds · Cd¡10
Z t
0
Z
­
a(x)jrxujjujdxds
· 1
2
Z t
0
Z
­
a(x)jrxuj2dxds+ (Cd
¡1
0 )
2
2
Z t
0
Z
­
a(x)juj2dxds:
Combining the above estimate and (2.15) with Lemma 1 again, we obtainZ t
0
Z
­
a(x) jrxuj2 dxds · 2
Z t
0
Z
­
a(x) j@tuj2 dxds+ CIn(f1; f2):
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Hence, we get (2.14) assuming (A.1) and (A.4) if we noteZ t
0
Z
­
a(x) j@tuj2 dxds · E(u;­; 0);
which is given by (1.2). Thus, we obtain the estimate in Lemma 2 assuming
that (A.1) and (A.4) hold.
Next, we consider the case that (A.1) and (A.3) are assumed. Since a 2
W 2;1(­), in (2.2) with ´(x) = a(x)jxj, we obtain by integration by partsZ t
0
Z
­
a(x)jxj(jrxuj2 ¡ j@tuj2)dxds
=¡ Re
·Z
­
a(x)jxju@tudx
¸t
0
¡ 1
2
·Z
­
(a(x))2jxjjuj2dx
¸t
0
+Re
1
2
Z t
0
Z
­
n
div
¡
a(x)
x
jxj
¢
+ div
¡jxjrxa¢ojuj2dxds:
From (A.3), it follows that a(x)jxj · C, jxj¡1x ¢rxa(x) · Ca(x) and jxj4a(x)
· Ca(x) a.e. in x 2 ­ for some ¯xed constant C > 0. Hence, we haven
div
¡
a(x)
x
jxj
¢
+ div
¡jxjrxa¢ojuj2
·
³
jxj4a(x) + 2 xjxj ¢ rxa(x) + a(x)
n¡ 1
jxj
´
juj2
· C(3 + (n¡ 1)d¡10 )a(x)juj2 a.e. in x 2 ­:
From this estimate and the identity above, (2.12) and (2.13), it follows thatZ t
0
Z
­
a(x)jxj(jrxuj2 ¡ j@tuj2)dxds · CIn(f1; f2)
+ C 0
Z t
0
Z
­
a(x)ju(t; x)j2dxds
for some other constant C 0 > 0. Hence noting Lemma 1 again, we also obtain
the estimate in Lemma 2 assuming that (A.1) and (A.3) hold. This completes
the proof of Lemma 2 and also Theorem 1. ¥
x3. Proof of Theorem 2
Here we show Theorem 2. Note that the basic idea for the proof of Theorem
2 just comes from the case of compactly supported a(x) in Ikehata [1]. Since
a(x) satis¯es (A.1) and (A.2), we can use (2.6). Noting that the estimate
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(2.7) is uniform with respect to R ¸ 0, from these estimates, we obtain a ¯xed
constant C > 0 such thatZ t
0
E(u;­; s)ds · CIn(f1; f2) + tE(u;­; t)¡ (t¡R)E(u;­ \BR; t)(3.1)
+
Z t
0
Z
­
a(x)j@tu(s; x)x ¢ rxu(s; x)jdxds (t; R ¸ 0):
We take 0 < c0 < 1 arbitrary, and put Rc0(t) = c0(1 + t). For the integral
in the right hand side of (3.1), it follows thatZ t
0
Z
­
a(x)j@tu(s; x)x ¢ rxu(s; x)jdxds
· 1
2
Z t
0
Z
­
a(x)jxj2
1 + s
jrxu(s; x)j2dxds+ 1
2
Z t
0
Z
­
(1 + s)a(x)j@tu(s; x)j2dxds:
Since assumption (A.5) yields
a(x)jxj2
1 + s
=
a(x)jxj2+±0
(1 + s)jxj±0 ·
C
c±00 (1 + s)
1+±0
(x 2 ­; jxj ¸ Rc0(s));
a(x)jxj2
1 + s
=
a(x)jxj2+±0
(1 + s)jxj±0 ·
Cd¡±00
1 + s
(x 2 ­; jxj · Rc0(s));
where d0 = infx2­ jxj > 0, it follows thatZ t
0
Z
­
a(x)jxj2
1 + s
jrxu(s; x)j2dxds · C
d±00
Z t
0
Z
­\BRc0 (s)
jrxu(s; x)j2
1 + s
dxds
+
C
c±00
Z t
0
Z
­nBRc0 (s)
jrxu(s; x)j2
(1 + s)1+±0
dxds
· C
d±00
Z t
0
E(u;­ \BRc0 (s); s)
1 + s
ds+
C
c±00
Z t
0
E(u;­; s)
(1 + s)1+±0
ds:
Combining these estimates with (1.2), we obtainZ t
0
Z
­
a(x)j@tu(s; x)x ¢ rxu(s; x)jdxds · C 0
Z t
0
E(u;­ \BRc0(s); s)
1 + s
ds
+ C 0g(t)E(u;­; 0) +
1
2
Z t
0
Z
­
sa(x)j@tu(s; x)j2dxds;
where g(t) = 1 + c¡±00
R t
0 (1 + s)
¡(1+±0)ds. Note that in the above, C 0 > 0 is a
constant independent of 0 < c0 < 1 and t ¸ 0. From the above estimate and
(3.1), it follows thatZ t
0
E(u;­; s)ds · Cg(t)In(f1; f2) + tE(u;­; t)¡ (t¡R)E(u;­ \BR; t)
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+C
Z t
0
E(u;­ \BRc0 (s); s)
1 + s
ds+
1
2
Z t
0
Z
­
sa(x)j@tu(s; x)j2dxds;
the identity (2.1) implies that there exists a constant C > 0 such that
(t¡R)E(u;­ \BR; t) + 1
2
Z t
0
Z
­
sa(x)j@tu(s; x)j2dxds(3.2)
· Cg(t)In(f1; f2) + C
Z t
0
E(u;­ \BRc0 (s); s)
1 + s
ds (t; R ¸ 0; 0 < c0 < 1):
Now we put R = Rc0(t) in (3.2). Noting that the identity (1.2) yields
E(u;­ \BRc0 (t); t) · E(u;­; 0) (t ¸ 0), we obtain
(1¡ c0)(1 + t)E(u;­ \BRc0 (t); t) +
1
2
Z t
0
Z
­
sa(x)j@tu(s; x)j2dxds(3.3)
· Cg(t)In(f1; f2) + C
Z t
0
E(u;­ \BRc0 (s); s)
1 + s
ds (t ¸ 0):
We set Á(t) = (1 + t)¡1E(u;­ \BRc0 (t); t). Then (3.3) implies that
Á(t) · C1g(t)
(1 + t)2
In(f1; f2) +
C1
(1 + t)2
Z t
0
Á(s)ds;(3.4)
where C1 = C=(1 ¡ c0). Since ddt
¡
eC1(1+t)
¡1¢
= ¡C1(1 + t)¡2eC1(1+t)¡1 , it
follows that
d
dt
³
eC1(1+t)
¡1
Z t
0
Á(s)ds
´
· ¡In(f1; f2)g(t) d
dt
¡
eC1(1+t)
¡1¢
;
which yieldsZ t
0
Á(s)ds · In(f1; f2)e¡C1(1+t)¡1
n
¡ £g(s)eC1(1+s)¡1¤t
0
+
Z t
0
eC1(1+s)
¡1
c¡±00 (1 + s)
¡(1+±0)ds
o
· eC1g(t)In(f1; f2) (t ¸ 0):
Combining the above estimate with (3.4), we obtain
E(u;­ \BRc0(t); t) · 2C1e
C1(1 + t)¡1
n
1 +
1
c±00
Z t
0
ds
(1 + s)1+±0
o
In(f1; f2):
This completes the proof of Theorem 2. ¥
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Remark: From (3.3), it also follows thatZ t
0
Z
­
sa(x)j@tu(s; x)j2dxds · CeC(1¡c0)¡1(1 + ±¡10 c¡±00 )In(f1; f2)
for ±0 > 0 and t ¸ 0, andZ t
0
Z
­
sa(x)j@tu(s; x)j2dxds · CeC(1¡c0)¡1(1 + log(1 + t))In(f1; f2)
for ±0 = 0 and t ¸ 0.
x4. Appendix
4.1. Estimate of the boundary integral
Here we show the estimate (2.5), which is given in Ikehata [1]. As is in Ikehata
[1] and Nakao [5], to handle the boundary integral in (2.4), for the bounded
open set ! ½ Rn in (A.2), we choose a real vector valued function h(x) =
(h1(x); : : : ; hn(x)) 2 C1(­) satisfying h(x) ¢ º(x) ¸ 0 (x 2 @­), h(x) = º(x)
(x 2 ¡) and supp h ½ !. For this function h 2 C10 (­), multiplying h(x) ¢ rxu
by the equation in (1.1), we get the following identity:
1
2
Z t
0
Z
­
rx¢h(x)
¡j@tu(s; x)j2 ¡ jru(s; x)j2¢ dxds
+Re
Z t
0
Z
­
nX
i;j=1
@xiu@xju@xihj(x)dxds
=
1
2
Z t
0
Z
@­
j@ºuj2 º(x)¢h(x)dSds¡ Re
Z t
0
Z
­
a(x)@tu(h(x) ¢ rxu)dxds
¡ Re
·Z
­
@tu(h ¢ rxu)dx
¸t
0
:
Since x ¢ º(x) · 0 (x 2 @­ n ¡), jxj < R0 (x 2 @­), the above identity, (1.2)
and assumptions (A.1) and (A.2) implyZ t
0
Z
@­
x ¢ º(x) j@ºuj2 dSxds · R0
Z t
0
Z
@­
h(x) ¢ º(x) j@ºuj2 dSxds
· C
nZ t
0
Z
~!
e(s; x;u)dxds+ E(u;­; 0)
o
;(4.1)
where ~! ½ Rn is an open set satisfying supp h ½ ~! and ~! ½ !. Note that the
constant C > 0 in (4.1) depends only on @­, ! and a(x) since R0 > 0 and
supx2!(jh(x)j+ jrxh(x)j) <1 is chosen corresponding to them.
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Next along with the idea in [1] and [5], we take Â 2 C10 (!) with Â(x) = 1
near ~!, 0 · Â · 1, and use (2.2) with ´ = Â2. Since the Schwarz inequality
implies¯¯¯ Z t
0
Z
­
(rx´ ¢ rxu)udxds
¯¯¯
·
Z t
0
Z
­
2jÂjjrxÂjjrxujjujdxds
·
Z t
0
Z
­
nÂ2jrxuj
2
+ 2jrxÂj2juj2
o
dxds;
from (1.2), we obtainZ t
0
Z
­
´jrxuj2dxds ·
Z t
0
Z
­
©
´j@tuj2 + 2jrxÂj2juj2
o
dxds
+
1
2
Z t
0
Z
­
´jrxuj2dxds+ 2E(u;­; 0) + C
©ku(t; ¢)k2L2(­) + ku(0; ¢)k2L2(­)ª:
Combining the above estimate, (4.1) with the fact that ´ = 1 near ~!, we
obtainZ t
0
Z
@­
x ¢ º(x) j@ºuj2 dSxds · C
Z t
0
Z
­
©
´j@tuj2 + jrxÂj2juj2
o
dxds
+ C
©
E(u;­; 0) + ku(t; ¢)k2L2(­) + ku(0; ¢)k2L2(­)
ª
:
Since assumption (A.2) implies that "¡10 a(x) ¸ 1 a.e. in ! \­, it follows that
0 · ´(x) · "¡10 a(x) and jrxÂ(x)j2 · maxx2! jrxÂ(x)j2"¡10 a(x) a.e. in x 2 ­.
Hence we getZ t
0
Z
­
©
´j@tuj2 + jrxÂj2juj2
o
dxds · C
Z t
0
Z
!
©
a(x)j@tuj2 + a(x)juj2
o
dxds
· CE(u;­; 0) + C
Z t
0
Z
!
a(x)juj2dxds;
where we used (1.2) and supp ´ [ supprxÂ ½ !. From these estimates, we
obtain (2.5).
4.2. Proof of the estimates (2.9) and (2.10)
As is in Ikehata [1], we introduce a weight function Ã(t; x) 2 C1([0;1) £ ­)
de¯ned by
Ã(t; x) =
(
1 + jxj ¡ t (jxj ¸ t ; x 2 ­);
(1¡ jxj+ t)¡1 (jxj · t ; x 2 ­):
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For the solution u of (1.1) with f1; f2 2 C10 (­), it follows that
0 = Re
£
Ã@tu(@
2
t u¡4u+ a(x)@tu)
¤
=
d
dt
n
Ãe(t; x;u)
o
¡ div(Re (Ã@turxu)) + a(x)Ãj@tuj2
¡ 1
2@tÃ
¯¯¯
@tÃrxu¡ @turxÃ
¯¯¯2
+
1
@tÃ
³
jrxÃj2 ¡ j@tÃj2
´
j@tuj2;
where e(t; x;u) = 2¡1
©j@tu(t; x)j2 + jrxu(t; x)j2ª. Since the weight function
Ã satis¯es jrxÃ(s; x)j2¡j@tÃ(s; x)j2 = 0 and @tÃ(s; x) < 0 in [0; t]£­ for any
¯xed t ¸ 0, integrating the above equality in [0; t]£ ­, we getZ
­
Ã(t; x)e(t; x;u)dx+
Z t
0
Z
­
Ã(s; x)a(x)j@tu(s; x)j2dxds
·
Z
­
Ã(0; x)e(0; x;u)dx:
Thus, noting that Ã(0; x) = 1 + jxj, Ã(t; x) ¸ (jxj ¡ t)+ ¸ 0, from the above
estimate, we obtain (2.9) and (2.10).
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