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Abstract—This paper studies the multi-cascade influence max-
imization problem, which explores strategies for launching one
information cascade in a social network with multiple existing
cascades. With natural extensions to the classic models, we
first propose the independent multi-cascade model where the
diffusion process is governed by the so-called activation function.
We show that the proposed model is sufficiently flexible as it
generalizes most of the existing cascade-based models. We then
study the multi-cascade influence maximization problem under
the designed model and provide approximation hardness under
common complexity assumptions, namely Exponential Time Hy-
pothesis and NP ⊆ DTIME(npoly logn). Given the hardness
results, we build a framework for designing heuristic seed se-
lection algorithms with a testable data-dependent approximation
ratio. The designed algorithm leverages upper and lower bounds,
which reveal the key combinatorial structure behind the multi-
cascade influence maximization problem. The performance of the
framework is theoretically analyzed and practically evaluated
through extensive simulations. The superiority of the proposed
solution is supported by encouraging experimental results, in
terms of effectiveness and efficiency.
Index Terms—multi-cascade influence maximization, approxi-
mation hardness, data-dependent approximation ratio.
I. INTRODUCTION
INFLUENCE Maximization (IM) considers the problem ofselecting seed nodes for an information cascade such that
the total influence can be maximized. IM finds applications
in various domains, such as viral marketing and epidemic
control, and it thus has drawn tremendous attention [1]–[4].
In the seminal work of Kempe, Tardos and Kleinberg [5], two
basic operational models, Independent Cascade (IC) model
and Linear Threshold (LT) model, were proposed for modeling
information diffusion, where the former focuses on the peer-to-
peer communication while the latter concerns the accumulative
influence from neighbors. Motivated by IM, more realistic
scenarios were studied, among which an important one is
the multi-cascade influence maximization where we assume
that there are multiple existing cascades. Indeed, one can find
examples that multiple companies compete for brand aware-
ness on Facebook or that misinformation and its debunking
information fight against each other on Twitter. In this paper,
we study the Multi-cascade Influence Maximization (MIM)
problem. Our work consists of four parts: model design,
hardness analysis, algorithm design, and experimental study.
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Model Design. The start point is to build a multi-cascade
diffusion model where the key setting is to define the correla-
tion between different cascades during the diffusion process.
Under the classic IC model for single-cascade diffusion,
each activated user has one chance to activate each of their
inactive neighbors, which defines the manner in which the
information propagates between a pair of users. When there
are multiple cascades, we need to further define the outcome
when two or more cascades reach one user at the same
time. Following such a prototype, we aim at designing multi-
cascade diffusion models in this paper. On the one hand,
there exist a few models for multi-cascade diffusion, but
they are either competition-oblivious [6] by assuming that
the diffusion of different cascades is independent, or they are
designed based on particular settings such as the order-based
models (e.g., [7]–[9]) and priority-based models (e.g., [10],
[11]). These models are sufficiently simple so as to admit
constant approximation algorithms for MIM, but they fail to
capture the complex correlations between cascades. On the
other hand, sophisticated models such as deep neural networks
are extremely expressive, while they completely cloak the
combinatorial structure. In this paper, we propose the concept
of activation function, which in general specifies how a user
is activated if they receive multiple cascades simultaneously.
Based on the activation function, we build the Independent
Multi-Cascade (IMC) model. The activation function is not
required to follow a certain form, and it can be flexibly realized
for a specific application or learned from real data. As shown
later, the proposed IMC model generalizes a few existing
multi-cascade diffusion models.
Hardness Analysis. The IM problem is well understood
credited to the recent advances starting from Kempe et al. [5].
More specifically, IM is shown to be NP-hard, and it admits
constant approximation algorithms due to its submodularity.
Even though its objective function is #P-hard to compute
[12], near-optimal algorithms have been designed and then
improved significantly [13]–[16]. MIM has also been studied
in the existing works, but very few hardness results are known
in addition to being NP-hard to solve optimally. In this paper,
we focus on the approximation hardness of MIM. Based on
the IMC model, we consider the MIM problem under two
formulations Max-MIM and Min-MIM, where Max-MIM
maximizes the influence of the new cascade while Min-MIM
minimizes the users that are not aware of the new cascade.
For the Max-MIM problem, we prove that no n1/ poly log logn-
approximation exists unless the Exponential Time Hypothesis
(ETH) is false. For the Min-MIM problem, we prove that it
cannot be approximated within a factor of Ω(2log
1− n3−logn)
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unless NP ⊆ DTIME(npoly logn).
Algorithm Design. The IM problem is currently solved by
two main techniques: submodular maximization and reverse
sampling. The MIM problem can be submodular under simple
settings (e.g., two-cascade diffusion case), but it is not true
for the general case, as observed in earlier works (e.g.,
[11], [17]). Therefore, existing techniques do not trivially
apply to the multi-cascade case, and our objective herein
is to design scalable algorithms for solving MIM under the
general IMC model. Given the hardness results, we focus
on heuristic algorithms and propose the Reverse Sandwich
(RS) algorithm designed through a novel reverse sandwich
sampling method. The key findings in our framework are
the upper and lower bounds of the objective function which
are simple but applicable to any activation function. More
importantly, the derived bounds are submodular and therefore
can be effectively approximated. Given certain parameters
 ∈ (0, 1) and l > 1, with probability at least 1 − n−l the
proposed algorithm runs in O( (m+n)(l+k) lnn2 ) and provides an
approximation ratio of (1−) ·γ(Ψl)− where γ(Ψl) is data-
dependent and upper bounded by 1−1/e.1 The ratio γ(Ψl) can
be evaluated for each produced solution and therefore provides
real-time testable performance bound.
Experiments. We experimentally examine the performance
of the proposed algorithm with different choices of activation
functions on real-world datasets. The results have demon-
strated the superiority of the RS algorithm in terms of both
efficiency and effectiveness. In particular, the data-dependent
ratio γ(Ψl) is consistently close to 1− 1/e, implying that the
approximation ratio is practically near-constant. Furthermore,
the RS algorithm outperforms the simple greedy algorithm and
other baselines by a significant margin, and it is scalable to
handle large datasets.
Roadmap. We survey the related work in Sec. II. The
system model and problem formulation are given in Sec. III.
In Sec. IV, we analyze the hardness of MIM. The algorithmic
framework is given in Sec. V. Further discussions are put into
Sec. VI. In Sec. VII, we present the experimental results. Sec.
VIII concludes this paper. The proofs can be found in the
appendix.
II. RELATED WORK
Influence Maximization and Reverse Sampling. IM was
proposed by Kempe et al. [5] where the IC and LT model
were formulated for information diffusion. It is shown in [5]
that IM as a combinatorial optimization problem is monotone
submodular and therefore the simple greedy algorithm pro-
vides a (1− 1/e)-approximation [18]. However, the objective
function of IM under the classic models is #P-hard to compute
[12] and efficient heuristics were designed later by various
researchers (e.g., [1], [2]). One breakthrough to overcome
the #P-hardness was made by Borgs et al. [13] where the
reverse sampling method was designed to efficiently estimate
the objective function. Based on the reverse sampling method,
1It is called as data-dependent if it relies on the structure of the graph
rather than solely on the number of nodes and edges. The formal definition
of γ(Ψl) is provided in later Sec. 5.
advanced stochastic algorithms for solving IM were designed
( [14]–[16]) which have significantly reduced the running time
without sacrificing the performance bound. Even though these
techniques do not directly apply to MIM, our algorithm for
MIM in this paper still benefits from the reverse sampling
method as well as its improvements.
Multi-cascade Diffusion. As an immediate generalization
of IM, multi-cascade influence maximization has also been
extensively studied. Earlier literature has worked on the case
when there are two information cascades (e.g., [7], [10], [19]–
[23]) in which the objective function remains monotone and
submodular and therefore constant approximations are obtain-
able. Later in [17], the authors considered the comparative
influence diffusion where one node can adopt multiple cas-
cades, and showed that the MIM problem is not submodular.
When multiple cascades exist, the influence maximization
problem can be elusive as even not being monotone [9],
showing that carelessly selecting seed nodes can be harmful.
However, to the best of our knowledge, there is no hardness
of approximation known for MIM under any of the existing
multi-cascade diffusion models, which is the gap we attempt
to fill in this paper. For multi-cascade diffusion, there exists
literature concerning game-theoretical analysis (e.g., [24]–
[29]), seed minimization problems (e.g., [30]–[33]), threshold-
based models (e.g., [19], [24], [32], [34]–[38]) or temporal
models [39], which are however not closely related to our
work. In this paper, we focus on cascade-based diffusion
models where a user can be activated for at most once.
Sandwich Approximation Strategy. We in this paper
leverage the sandwich approximation strategy proposed by Lu
et al. [17], which utilizes the upper and lower bounds of the
objective function. Such a method have been adopted in a
few following works (e.g., [11], [40], [41]) where the bounds
are model specific and furthermore cannot produce scalable
algorithms. Different from the existing works, our bounds in
this paper are observed during the reverse sampling phase,
and they apply to the IMC model with arbitrary activation
functions.
III. PRELIMINARIES
A. Diffusion Model
In this section, we present the Independent Multi-Cascade
(IMC) model which is an extension to the classic IC model [5].
The social network is given by a directed graph G = (V,E)
where associated with each ordered pair of nodes u and v
there is a propagation probability p(u,v) ∈ (0, 1]. Let n = |V |
and m = |E| be number of nodes and edges, respectively.
For a graph G, we use the notation V (G) (resp., E(G)) to
denote its node set (resp., edge set). We use C to denote
the set of the cascades and speak of a node v as being c-
active for some cascade c ∈ C if v is activated by cascade
c. For a certain time step t, we use pit(v) to denote the state
of node v. If v is not activated by any cascade, we define
pit(v) = ∅. Each cascade c ∈ C starts to spread from its seed
set τ(c) ⊆ V , and the nodes in τ(c) are the first being c-active.
When a node v is c-active for some cascade c ∈ C, they have
one chance to activate each inactivate out-neighbor v with a
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𝑣1
𝑣2
𝑣3 𝑣4
𝑣
𝑢
…
𝜏 𝑐1 = 𝜏(𝑐2) = {𝑣1, 𝑣2}
𝐹𝑣 𝑐1 ≥ 𝐹𝑣 𝑐2 ≥ 𝐹𝑣(𝑐𝑛𝑒𝑤) 𝐹𝑣 𝑐𝑛𝑒𝑤 ≥ 𝐹𝑣 𝑐2 ≥ 𝐹𝑣(𝑐1)
(𝑢, 𝑣)
𝑣1
𝑣2
𝑣3 𝑣4
𝑣1
𝑣2
𝑣3 𝑣4
𝑐1-active
𝑐2-active
𝐹𝑣1 𝑣1, 𝑐1 , 𝑣1, 𝑐2 = 𝑐1
𝐹𝑣2 𝑣2, 𝑐1 , 𝑣2, 𝑐2 = 𝑐2
𝐹𝑣3 𝑣1, 𝑐1 , 𝑣2, 𝑐2 = 𝑐1
Fig. 1: Diffusion Process Example. In this example, we have
two cascades with the same seed set {v1, v2} and we assume
the propagation probability is equal to 1 for each edge.
According to the activation function given in the figure, v1
and v2 will be c1-active and c2-active, respectively, and, v3
and v4 will then become c1-active.
success probability of p(u,v) and v will also be c-active if the
activation succeeds. We assume that one node can be activated
for at most once, and therefore they will be typically activated
by the cascade arriving first. However, when there are multiple
cascades, one node can be activated by neighbors belonging
to different cascades at the same time. The core part of a
multi-cascade model is to define the behavior of the diffusion
process in such a scenario. For such purposes, we propose the
following concept.
Definition 1 (Activation Function). Let V ×C be the space
consisting of pairs of node and cascade. For each node v, there
is an activation function Fv : 2V×C → C. The activation
function controls the diffusion process as follows:
• (a) When a node v is selected as a seed node by a set
of cascades C
′ ⊆ C, v will be Fv(O)-active where O =
{(v, c)|c ∈ C ′} ⊆ V ×C and Fv(O) ∈ C ′ , which defines
the initial states.
• (b) When v is for the first time activated by a set of
neighbors A at a certain time step t, v will be Fv(O)-
active where O = {(u, pit−1(u))|u ∈ A} ⊆ V × C and
Fv(O) ∈ {pit−1(u)|u ∈ A}, which defines the cascade
behavior during the diffusion.
Incorporating activation function into the IC model, we are
ready to present the diffusion process under the IMC model.
Definition 2 (Diffusion Process). Given the seed sets of the
cascades, the diffusion process goes as follows:
• Step 0. If a node v is selected as a seed node by a set
C
′
of cascades, its state is determined according to Def.
1 (a). Other nodes will remain to be ∅-active.
• Step t. Each node u activated in time t − 1 to activate
each of u’s inactivate out-neighbors, say v, with a success
probability of p(u,v). If a node v is successfully activated
by one or more neighbors, their state is determined
according to Def. 1 (b).
• The process terminates when no node can be further
activated.
A toy example for illustration is given in Fig. 1
Remark 1. It is possible to consider probabilistic activa-
tion functions, where Fv specifies a probability distribution
over the coming cascades. In this paper, we will focus
on deterministic activation functions for the convenience of
analysis, and our analysis applies to the probabilistic case
as well. In another issue, the diffusion process generally
exhibits competition as we assume a node never changes their
state, but the activation function can also be implemented
to describe the cooperation between cascades to a certain
degree. For example, for a node v with in-neighbors v1, v2
and v3, we may have the activation function for three cas-
cades c1, c2 and c3, such that Fv({(v1, c1), (v2, c2)}) = c1
and Fv({(v1, c1), (v2, c2), (v3, c3)}) = c2, showing that the
exposure of c3 to v can help cascade c2 win against c1. In
the context of economics, c3 might be a complementary good
to c2. Note that the activation function is not required to
be defined over the entire 2V×C as not all the subsets are
valid inputs. Finally, an important setting is that Fv(O) ∈
{pit−1(u)|u ∈ A}, implying that v must be activated by the
cascade that reaches them. In other models (e.g., [7], [29]),
it is allowed that Fv(O) /∈ {pit−1(u)|u ∈ A} to which the
analysis in this paper does not apply.
Special Models. The IMC model reduces to the classic
IC model when there is only one cascade. For the multi-
cascade case, the activation function in its general form does
not assume any specific rule and thus it generalizes many
of the existing models, such as the order-based models [7]–
[9] and cascade-priority-based models [10], [11] of which
the settings can be equivalently described by the activation
function. We herein mention two types of activation functions
that are commonly seen in real social networks.
Definition 3 (Cascade-based Activation Function). A spe-
cial class of activation functions can be obtained by solely
considering the characteristics of the cascades and ignoring
the information on the neighbor side. For such a case, the
activation function can be simplified as Fv : 2C → C
taking only the coming cascades as the input. We may further
simplify it by assuming a total order of the cascades at each
node, and define Fv : C → {1, ..., |C|} with Fv(c1) 6= Fv(c2)
for two cascades c1 and c2, meaning that v will be activated
by the cascade with the largest Fv(c). Such a setting is termed
as total-order-based activation function.
Definition 4 (Neighbor-based Activation Function). Another
type of activation function is designed with the consideration
of the degree of friendship. It is intuitive that a node will be
convinced by the best friend if they receive different cascades
from multiples friends, and therefore the activation functions
can be implemented as a total order among the in-neighbors.
Such activation functions generalize the models in [7], [9]. In
addition, it is intuitive to assume that a user will be activated by
the cascade that has been adopted by the majority or weighted
majority of the neighbors.
B. Problem Formulation
Given the seed sets of the existing cascades and an integer
k ∈ Z+, our goal is to launch a new cascade with k seed
nodes selected from a candidate set Vc ⊆ V such that its total
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influence is maximized. Without loss of generality, we assume
Vc = V unless otherwise stated. We use Ce = {c1, ..., cL} to
denote the existing L ∈ Z+ cascades with known seed sets
{τ(ci)}Li=1 and use cnew to denote the newly introduced cas-
cade. Therefore, the total cascade set is C = {c1, ..., cL, cnew}.
We assume that the activation function Fv defined over C for
each v is known to us, and, we use f(S) to denote the expected
influence of cnew when S ⊆ V is selected as its seed set. The
considered problem is formally described as follows.
Problem 1 (Multi-cascade Influence Maximization (MIM)
Problem). Compute
Sopt := arg max
{S⊆Vc,|S|=k}
f(S),
or equivalently,
Sopt := arg min
{S⊆Vc,|S|=k}
f(S),
where f(S) is the expected number of the nodes that are not
cnew-active. We use the notation M to denote an instance of
MIM, and denote the problems with the above two objectives
as Max-MIM and Min-MIM, respectively.
Remark 2. Some applications such as viral marketing are
more suitable to be considered as Max-MIM because the profit
is counted in terms of the influenced nodes, while in other
scenarios, such as propagating critical information, Min-MIM
is more appropriate because the loss therein is usually mea-
sured by the number of the users not receiving the information.
These two problems are equivalent in terms of the optimal
solution while they may have different inapproximability. Due
to the linearly of expectation, it useful to decompose f(S) as
f(S) =
∑
v∈V fv(S) where fv(S) is the probability that node
v is cnew-active.
IV. HARDNESS ANALYSIS
This section establishes the hardness of Min-MIM and Max-
MIM. We omit to show their NP-hardness as stronger hardness
results will be provided.
A. Hardness of Max-MIM
The hardness of Max-MIM is derived from the Densest k-
Subgraph (DkS) problem.
Problem 2 (Densest k-subgraph). Given an undirected graph
G = (V ,E) and k ∈ Z+, find the subgraph of k nodes with
the maximum number of edges.
Lemma 1. DkS can be approximated within a factor of 2 ·α if
Max-MIM can be approximated within a factor of α for each
α > 1.
Proof. See Appendix B-A.
There are several existing hardness results [42]–[44] of DkS
and we herein mention one recent ETH-hardness given by
Manurangsi [45].
Lemma 2 ( [45]). Unless the Exponential Time Hypothesis
(ETH) is false, there exists no polynomial-time approximation
algorithm for the DkS problem with a ratio of n1/ poly log logn.
According to Lemma 1, the approximation hardnesses of
DkS immediately apply to Max-MIM, motivating us to design
data-dependent approximation strategies.
B. Hardness of Min-MIM
The hardness result for the Min-MIM problem is established
on a reduction from the k-positive-negative partial set cover
(k±PSC) problem.
Problem 3 (k±PSC problem). An instance of k±PSC is a
triplet (X,Y,Φ) with an integer k ∈ Z+, where X and Y are
two sets of elements with X∩Y = ∅, and Φ = {φ1, ..., φq} ⊆
2X∪Y is a collection of q ∈ Z+subsets over X ∪ Y . For each
Φ∗ ⊆ Φ, its cost is defined as
cost(Φ∗) = |X \ (∪φ∈Φ∗φ)|+ |Y ∩ (∪φ∈Φ∗φ)|.
The k±PSC problem seeks for a Φ∗ ⊆ Φ with |Φ∗| = k such
that the cost is minimized.
The following hardness of k±PSC follows fairly directly
from Miettinen [46].
Lemma 3 ( [46]). Unless NP ⊆ DTIME(npoly logn), there
exists no polynomial-time approximation algorithm for the
k±PSC problem with a ratio of Ω(2log1− q) for each  > 0.
Now we relate Min-MIN and k±PSC.
Lemma 4. k±PSC is approximable to within a factor of
Ω(α(q) · q) if Min-MIM is approximable to within a factor
of α(|Vc|) for each function α(·) > 1.
Proof. See Appendix B-B.
With the above two lemmas, we have the following hardness
result showing the strong inapproximability of Min-MIM.
Theorem 1. Min-MIM cannot be approximated within
a factor of Ω(2log
1− n3−logn) unless NP belongs to
DTIME(npoly logn).2
Proof. According to Lemmas 3 and 4, one has α(q) ·
q = Ω(2log
1− q4) and consequently we have that
α(q) = Ω(2log
1− q3−log q). Therefore, α(|Vc|) is asymptoti-
cally bounded by 2log
1− n3−logn since |Vc| = q ≤ n.
The results in this section indicate constant approximation
algorithms are not possible for MIM under common complex-
ity assumptions, but they do not rule out efficient heuristics
for the average case. In the next section, we will present
an algorithmic framework that can solve MIM with a data-
dependent approximation ratio.
V. ALGORITHMIC FRAMEWORK
A well-known difficulty regarding the cascade model is that
the objective function is #P-hard to compute, and it is typically
addressed by scholastic optimization with proper sampling
method. On the other hand, as shown in Sec. IV, algorithms
2DTIME(npoly logn) consists of the decision problems that can be
solved in O(npoly logn). Note that here n is not the number of the nodes of
the social network graph.
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Algorithm 1 RR-tuple of v (M, v)
1: Input: an instance M of MIM and a node v;
2: Output: Rv = (Gv, Sv, Sv);
3: Initialize Gv with V (Gv) = {v} and E(Gv) = ∅;
4: Vt ← {v}, τ∗ ← ∪c∈Ceτ(c), Sv ← ∅, Sv ← ∅;
5: while true do
6: if Vt = ∅ then
7: Return Rv = (Gv, Sv, Sv);
8: if Vt ∩ τ∗ 6= ∅ then
9: Sv ← Sv ∪ Vt;
10: Return Rv = (Gv, Sv, Sv);
11: Sv ← Sv ∪ Vt, Sv ← Sv ∪ Vt;
12: Vr ← V \ V (Gv);
13: E∗ ← {(u1, u2) ∈ E|u1 ∈ Vr, u2 ∈ Vt}; Vt ← ∅;
14: for each edge (u1, u2) ∈ E∗ do
15: rand← U(0, 1); . (0,1) uniform distribution;
16: if rand ≤ p(u1,u2) then
17: Vt ← Vt ∪ {u1};
18: V (Gv)← V (Gv) ∪ {u1};
19: E(Gv)← E(Gv) ∪ {(u1, u2)};
with worst-case approximation guarantees is pessimistic, and
therefore we will pursue a data-dependent appropriation ratio.
In this section, we provide an algorithm designed through
a novel reverse sandwich sampling method with a data-
dependent ratio which can be easily tested.
A. Reverse Sandwich Sampling Method
The goal of sampling is to generate l samples which can be
used to design an estimator f˜l of f such that liml→∞ |f˜l(S)−
f(S)| = 0 for each S ⊆ Vc, and f˜l(S) can be easily computed
and optimized. For such a purpose, we start by considering
how to estimate the probability that an individual node v will
be cnew-active. Given a certain node v, let us consider the
following sampling process.
Definition 5 (RR-tuple of v). As shown in Alg. 1, given a
node v, we simulate the diffusion process in a reverse direction
from v in the manner of BFS (Line 5 to 19) until one seed of
the existing cascades is reached (Line 8) or no node can be
further activated (Line 6). With each run of Alg. 1, we obtain
a subgraph Gv of which the nodes and edges are collected
in Line 18 and 19, respectively. In addition, we obtain two
subsets Sv and Sv of nodes where Sv is identical to V (Gv)
and Sv is the Sv with the removal of the nodes, if any,
encountered during the last iteration of the WHILE loop. We
use the notation Rv = (Gv, Sv, Sv) to denote one sample
returned by Alg. 1, termed as an RR-tuple of v.
For each Rv = (Gv, Sv, Sv), let us consider an MIM
instance MRv with graph Gv where (a) V (Gv) ∩ τ(c) is the
seed set of each of the existing cascade c ∈ Ce, (b) pe = 1 for
each edge e in Gv , and (c) the activation functions remain the
same as in M. For a seed set S of cascade cnew, we use the
indicator g(S,Rv) to denote if v will be cnew-active inMRv ,
Algorithm 2 RR-tuple (M)
1: Input: an instance M of MIM;
2: Output: an RR-tuple.
3: Select a node v from V uniformly at random.
4: Generate an RR-tuple Rv of v by Alg. 1.
5: return Rv;
𝐹𝑣 𝑐1 ≥ 𝐹𝑣 𝑐2 ≥ 𝐹𝑣(𝑐𝑛𝑒𝑤) 𝐹𝑣 𝑐𝑛𝑒𝑤 ≥ 𝐹𝑣 𝑐2 ≥ 𝐹𝑣(𝑐1)
𝑣
Lower bound (sufficient)
Upper bound (necessary)
Not 
useful
Reverse Sampling
Existing seed node
Selected node
Fig. 2: Illustration of the upper and lower bounds.
i.e.,
g(S,Rv) :=
{
1 v is cnew-active under S in MRv
0 otherwise
.
Furthermore, we consider two variables
g(S,Rv) :=
{
1 S ∩ Sv 6= ∅
0 otherwise
,
and
g(S,Rv) :=
{
1 S ∩ Sv 6= ∅
0 otherwise
.
For a fixed S, g(S,Rv), g(S,Rv) and g(S,Rv) are random
variables as the sampling process is stochastic. We use Rv
to denote a random RR-tuple of v. The next theorem is a
key result, which gives the upper and lower bounds on the
probability that an individual node can be cnew-active.
Theorem 2. For each S ⊆ V , we have
E[g(S,Rv)] ≤ E[g(S,Rv)] = fv(S) ≤ E[g(S,Rv)] (1)
Proof (Sketch). The rationale behind this theorem is as fol-
lows. Each Rv = (Gv, Sv, Sv) returned by Alg. 1 corresponds
to some realization3 of the real diffusion process. For the
part E[g(S,Rv)] = fv(S), the proof follows from the idea
of reverse sampling by showing that the nodes searched in
Alg. 1 contains all the candidate seed nodes that can make
v become cnew-active in the realization corresponding to Rv .
Furthermore, S ∩ Sv 6= ∅ is a necessary condition for making
v be cnew-active in MRv under S, while S ∩ Sv 6= ∅ is a
sufficient one. An illustration is given in Fig. 2. See Appendix
B-C for the complete proof.
Following Def. 5, if we further let the target node v be
selected randomly, we have the complete sampling method
shown in Alg. 2 where we first select a node v from V
3The formal definition of realization is given in the complete proof.
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uniformly at random and then generate an RR-tuple of v by
using Alg. 1. We call the output of Alg. 2 as an RR-tuple
denoted as R. Given that R is nothing but a random RR-tuple
of some node, the notations g(S,R), g(S,R) and g(S,R)
are defined analogously. In turns out that R can be used to
construct a desired estimator of our objective function.
Corollary 1. For each S ⊆ V , we have
E[n · g(S,R)] ≤ E[n · g(S,R)] = f(S) ≤ E[n · g(S,R)].
Proof. See Appendix B-D
It is worthy to note that the above bounds are constructed
without using the activation functions, which is a key to
making our framework work for an arbitrary activation func-
tion. Before presenting the algorithm for MIM, we state
the following result showing the running time TIMER of
generating one RR-tuple.
Lemma 5. E[TIMER] = O(m ·max|S|=1 E[g(S,R)]).
Proof. Let E[TIMERv ] be the expected running time of gen-
erating one RR-tuple of v for a node v ∈ V , and we therefore
have E[TIMER] = 1n
∑
v∈V E[TIMERv ]. According to Alg.
1, it is clear that the running time of generating one RR-
tuple of v is bounded by the number the edges tested in
Line 14 in Alg. 1. For an edge (u1, u2), it will be tested
in Alg. 1 if and only if u2 is in Sv , and thus we have
E[TIMERv ] =
∑
(u1,u2)∈E E[g({u2},Rv)]. As a result,
E[TIMER] =
1
n
∑
v∈V
∑
(u1,u2)∈E
E[g({u2},Rv)]
=
∑
(u1,u2)∈E
1
n
∑
v∈V
E[g({u2},Rv)] ≤ m · max|S|=1E[g(S,R)].
B. Maximizing the Estimator
According to Corollary 1, the sample mean of g(S,R) is
an unbiased estimate of f(S)n . Therefore, supposing that a
collection Ψl of l ∈ Z+ RR-tuples were generated, the error
|n ·
∑
R∈Ψl g(S,R)
l
− f(S)|
could be arbitrarily small for each S ⊆ V provided that
l was sufficiently large, and consequently, the S that can
well maximize
n·∑R∈Ψl g(S,R)
l should intuitively be a good
solution to maximizing f(S). Following this idea, let us define
G(S,Ψl) :=
n ·∑R∈Ψl g(S,R)
l
(2)
and consider the following problem.
Problem 4. Given a collection Ψl of RR-tuples, compute
arg max
{∗⊆Vc,|S|=k}
G(S,Ψl).
A brief examination on Problem 4 shows that this problem
suffers the similar inapproximability as Max-MIM, which
however is not surprising as G(S,Ψl) can be made arbitrarily
close to f(S).
Algorithm 3 Greedy Algorithm
1: Input: a function h, a candidate set Vc and k ∈ Z+.
2: Output: a subset of Vc.
3: S∗ ← ∅;
4: while |S∗| < k do
5: v∗ ← arg maxv∈V h(S∗ ∪ {v})− h(S∗);
6: if h(S∗ ∪ {v})− h(S∗) < 0 then return S∗;
7: else S∗ ← S∗ ∪ {v};
return S∗;
Algorithm 4 Sandwich Approximation Strategy
1: Input: G(S,Ψl),G(S,Ψl),G(S,Ψl), a candidate set Vc
and k ∈ Z+;
2: Output: a subset of Vc.
3: S ← Alg. 3 with (G(S,Ψl), Vc, k);
4: S ← Alg. 3 with (G(S,Ψl), Vc, k);
5: return S∗ = arg maxS∈{S,S} G(S,Ψl);
Lemma 6. DkS can be approximated within a factor of 2 ·α if
Problem 4 can be approximated within a factor of α for each
α > 1.
Proof. See Appendix B-F.
While G(S,Ψl) is hard to maximize directly, Corollary 1
suggests that the sandwich optimization technique is particu-
larly useful because there exists upper and lower bounds which
can be easily approximated. For such purposes, let us define
G(S,Ψl) :=
n ·∑R∈Ψl g(S,R)
l
(3)
and
G(S,Ψl) :=
n ·∑R∈Ψl g(S,R)
l
. (4)
One can see that both G(S,Ψl) and G(S,Ψl) can be maxi-
mized within a constant ratio as they are exactly the maximum
coverage problem. In particular, by the celebrated result given
by Feige [18], they can be approximated within a factor of
1− 1/e by the greedy framework shown in Alg. 3. Utilizing
these results, the sandwich algorithm given in Alg. 4 provides
a solution to maximizing G(S,Ψl). In Alg. 4, given the upper
and lower bounds, we run the greedy algorithm for each
of them and return the one with the maximum objective
value. The solution S∗ produced by Alg. 4 has the following
performance guarantee due to Lu et al. [17].
Lemma 7 ( [17]). G(S∗,Ψl) ≥ γ(Ψl) · G(SΨlopt,Ψl), where
γ(Ψl) = max{G(S,Ψl)G(S,Ψl) ,
G(SΨlopt,Ψl)
G(SΨlopt,Ψl)
} · (1 − 1/e), SΨlopt is the
optimal solution to Problem 4, and S (resp., S) is produced
in Line 3 (resp., Line 4) of Alg. 4.
Remark 3. Here we have made a slight modification to
the original sandwich strategy as we do not run the greedy
algorithm for the objective function G(S,Φl) itself. The reason
for doing such is that the lazy-forward evaluation [47] method
cannot be used for G(S,Φl) as it is not submodular. Such
an alteration does not hurt the performance ratio but will
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Algorithm 5 The Framework
1: Input: an instance M of MIM and l ∈ Z+.
2: Output: a subset of Vc.
3: Generate a collection Ψl = {R1, ...,Rl} of l RR-tuples
by Alg. 2;
4: S∗ ← Alg. 4(G(S,Ψl), G(S,Ψl),G(S,Ψl), Vc, k);
5: Return S∗ and Ψl;
significantly improve the efficiency as discussed later in Sec.
VI as well as in experiments.
Following the above ideas, the proposed framework is
shown in Alg. 5. Given a threshold l, we first generate
l random RR-tuples by using Alg. 2 and then apply the
sandwich strategy. As we can see, the performance of this
method is essentially bounded by the data-dependent ratio
(i.e., γ(Ψl)) subject to the error due to sampling. Therefore,
given 1, 2 ∈ (0, 1) and N ∈ Z+, our goal is to produce
an
(
(1 − 2) · γ(Ψl) − 1
)
-approximation with probability at
least 1 − 1/N , where 1 is the additive error and 2 is the
multiplicative error. Given the performance requirements, it
remains to determine the parameter l, which will be discussed
in the next subsection.
Before moving to the next part, we herein mention one
useful result concerning estimating the optimal value of
E[n · g(S,R)]. Let us use
Sopt = arg max
{S⊆Vc,|S|=k}
E[g(S,R)]
to denote the optimal solution to maximizing E[n · g(S,R)],
and we have the following result.
Lemma 8 ( [14]). For each 0 > 0 and N ∈ Z+, there exists
an algorithm which computes a real number f lower0 ∈ R such
that
E[n·g(Sopt,R)] ≥ f lower0 ≥
(1− 1/e)E[n · g(Sopt,R)]
2(1 + 0)2
(5)
holds with probability at least 1− 1/N , running in
O(
(m+ n)(lnN + k lnn)(1 + 0)
3
20
).
The proof follows from the existing works such as Theorem
2 in [14] or Theorem 2 in [22]. Such an estimate f lower0 will
be used later in our algorithm.
C. Parameter Setting
We will first provide a sufficient condition to guarantee the
desired performance, and then discuss how to make such a
condition satisfied with a high probability.
A Sufficient Condition. Let S∗ and Ψl be the output of
Alg. 5, and 1 and 2 be the given parameters. We consider
the following relations:
G(S∗,Ψl)− f(S∗) ≤ 1 · f(Sopt) (6)
G(Sopt,Ψl)− f(Sopt) ≥ −2 · f(Sopt) (7)
G(S∗,Ψl) ≥ γ(Ψl) · G(Sopt,Ψl) (8)
1, 2 ∈ (0, 1).
Algorithm 6 Reverse Sandwich Algorithm
1: Input: an instanceM of MIM, 0, 1, 2 ∈ (0, 1), N > 1;
2: Output: a node set SRS ⊆ Vc;
3: Compute f lower0 by Lemma 8 with 0;
4: l← max(l1, l2)/f lower0 according to Lemma 10;
5: (SRS ,Ψl)← Alg. 5 with (M, l);
6: Return SRS and γ(Ψl);
Eqs. (6)-(8) would be sufficient to ensure the desired the
performance as shown in the following lemma of which the
proof is elementary.
Lemma 9. We have f(S∗) ≥ ((1− 2) ·γ(Ψl)− 1) · f(Sopt)
provided Eqs. (6), (7) and (8).
Determining the parameter l. According to Theorem 2,
Eqs. (6) and (7) can be satisfied when l is sufficiently large.
In particular, we have the following result showing the bound
of the sufficient number of samples.
Lemma 10 ( [48]). Eqs. (6) and (7) simultaneously hold with
probability at least 1− 2/N if l ≥ max(l1,l2)f(Sopt) where
l1 :=
n · (ln (nk)+ lnN)(2 + 1)
(1)2
(9)
and
l2 :=
2 · n · lnN
(2)2
(10)
Proof. See Appendix B-E
The above lemma does provide a sufficient bound but
f(Sopt) is unknown to us. Such an issue can be overcome
by computing a lower bound in advance. In particular, the
f lower0 mentioned earlier would perfectly meet our purpose.
Lemma 11. It follows immediately from Theorem 2 and
Lemma 8 that
f lower0 ≤ E[n · g(Sopt,R)]
≤ E[n · g(Sopt,R)] = f(Sopt) ≤ f(Sopt).
Remark 4. Different from the existing works, we compute
the lower bound by analyzing E[g(S,R)] instead of the
original objective function f , because G(S,Ψl) itself is hard to
maximize. Consequently, the obtained bound is looser, leading
to an increase in time complexity. However, according Lemma
5, the time complexity of generating one RR-tuple is bounded
by O(m·max|S|=1 E[g(S,R)]) which concerns only the lower
bound function. Therefore, f lower0 is sufficient to ensure that the
running time of our algorithm is near-optimal, as shown later
in this section. In addition, we can see from Eqs. (6) and (7)
that among the three estimators G, G and G, we only need to
bound G to ensure the data-dependent approximation ratio.
D. Reverse Sandwich (RS) Framework
Putting the above together, we have the complete algorithm
shown in Alg. 6, termed as Reverse Sandwich (RS) algorithm.
Given an instanceM of the MIM problem and the parameters
0, 1, 2 and N , the algorithm consists of the following steps:
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1) Compute the estimate f lower0 according to Lemma 8.
Determine l by l = max(l1,l2)
f lower0
according to Lemmas 10.
2) Call the framework Alg. 5 with M and l to obtain the
final solution SRS together with the used samples Ψl.
Running Time and Implementation. Due to Lemma 8,
Step (1) runs in
O(
(m+ n)(lnN + k lnn)(1 + 0)
3
20
).
For Line 3 in Alg. 5, by Lemma 8 and 10, the total number
of RR-tuples is O( n·(lnN+k lnn)
(min(1,2))2·f lower0
), and combining Lemma
5, its total running time is
O(
(m+ n)(lnN + k lnn)(1 + 0)
2
(min(1, 2))2
). (11)
Line 4 in Alg. 5 runs in linear to the input size which
is bounded by the time of generating the RR-tuples [49].
Therefore, the running time of Step (2) is the same as Eq.
(11). Suppose 1 and 2 are given as the required accuracy, to
minimize the total running time of Step (1) and Step (2), we
ideally seek the 0 that can minimize
K·(1+0)3
(0)2
+ (1+0)
2
(min(1,2))2
,
where K is determined by the hidden constants behind the
asymptotically bounds. Since it is not possible to compute K,
we follow the idea in Tang et al. [15] and set 0 = K ·1 where
in experiments we simply adopt K = 100. For simplicity,
we may consider a unified error  and adopt the setting that
1 = 2 =  and 0 = K · 1. Under such a setting, the
running time is O( (m+n)(lnN+k lnn)2 ) and the performance
ratio is (1 − ) · γ(Ψl) − . The results are summarized as
follows.
Theorem 3. With probability at least 1− 1/N , RS algorithm
produces a solution SRS such that
f(SRS) ≥
(
(1− ) · γ(Ψl)− 
) · f(Sopt),
running in O( (m+n)(lnN+k lnn)2 ) in expect, where Ψl is the
collection of samples used during the process.
Proof. See Appendix B-H.
Remark 5. In terms of m and n, the running time of Alg. 6
is near-linear up to a factor of lnn, which matches the near-
optimal one for the IM problem. In another issue, γ(Ψl) is
bounded by G(S,Ψl)G(S,Ψl) · (1− 1/e) which can be easily computed
after each run of Alg. 6, which provides a method to evaluate
the approximation ratio in real-time.
VI. FURTHER DISCUSSIONS
A. The Naive Greedy Algorithm
Even though the greedy algorithm does not provide any
performance bound for the MIM problem, one might still
believe it is practically effective. The most straightforward way
to apply the greedy algorithm is to leverage the Monte-Carlo
simulation to estimate the objective function, which is however
very time-consuming. Moving forward slightly, the analysis in
Sec. V-A shows that the reverse sampling method provides an
unbiased estimate (i.e., G(S,Ψl)) of the objective function of
MIM, and therefore, a greedy algorithm can be obtained by
first generating a bunch of samples Ψl and then apply Alg.
3 to G(S,Ψl), which is somehow the best algorithm that can
be trivially inferred from the existing techniques. We denote
such an algorithm as NR-Greedy and will take it as a baseline
method in experiments. Suppose l RR-tuples were used in NR-
Greedy, the running time would be O(knl ·TIMER) so setting
l as the same as that in RS results in a running time of O(knm)
which is not scalable. For such a heuristic, we set the number
of used RR-tuples according to Eq. (10). However, NR-Greedy
is still time-consuming under such a setting, as shown later in
experiments.
B. Enabling Data-driven Models
As one may have noticed, the framework in Sec. V utilizes
the upper and lower bounds which do not rely on any specific
form of the activation function. The rationale behind it is
that the lower and upper bounds correspond to the sufficient
and necessary conditions which are derived by only taking
account of the arrival time of the cascades. As a result, the RS
algorithm can be taken as a framework which applies to a wide
range of activation functions. While activation functions in a
simple form cannot capture the real cases, one can utilize data-
driven approaches to learn the activation function by leverag-
ing historical data of user profile or cascade characteristics.
Data-driven activation functions would make the IMC model
more expressive while keeping the combinatorial structures
used in our algorithm in Sec. 5.
C. On the Upper and Lower Bounds
Recall that the bounds used in our algorithm are E[n ·
g(S,R)] and E[n · g(S,R)]. We now provide sufficient con-
ditions for those bounds to be tight.
Definition 6 (cnew-dominating Activation Function). Fv is
cnew-dominating if Fv(O) = cnew for each O ⊆ V ×C where
cnew ∈ {c}(v,c)∈O.
Informally speaking, cnew always wins the competition
during the diffusion if Fv is cnew-dominating at each node. In
such a case, the upper bound is tight.
Lemma 12. If Fv is cnew-dominating for each v ∈ V , we
have E[n · g(S,R)] = f(S) for each S ⊆ V .
Proof. See Appendix B-I.
Similarly, we could consider the case where cnew is always
dominated by other cascades whenever competition appears,
and thus we have the following pair.
Definition 7 (cnew-dominated Activation Function). Fv is
cnew-dominated if Fv(O) 6= cnew for each O ⊆ V ×C where
|{c}(v,c)∈O| ≥ 2 and cnew ∈ {c}(v,c)∈O.
Lemma 13. If Fv is cnew-dominated for each v ∈ V , we have
E[n · g(S,R)] = f(S) for each S ⊆ V .
Remark 6. These results indicate that the bounds derived in
Sec. V are not only technically useful but also have intuitive
meanings: in terms of the influence of cnew, they correspond
to the most optimistic scenario and most pessimistic scenario,
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TABLE I: Datasets
Name Hepph Higgs Youtube Livejournal
# of Nodes 34546 100,000 1,134,890 3,997,962
# of Edges 421,578 192,972 2,987,624 34,681,189
respectively. This again echoes the observation in Sec. V that
the lower and upper bounds can be derived without knowing
the activation function. When there is no existing cascade, we
can see that the upper and lower bounds are identical to the
objective function and the whole framework in Sec. V reduces
to the one given in [14] for IM, which can also be seen from
the fact that Sv and Sv would always be the same if there is no
existing cascade. From this perspective, the performance of the
proposed algorithm is affected by the degree of competition,
which will be examined via experiments. In another issue,
Defs. 6 and 7 suggest that carefully manipulating the activation
function may provide tighter upper and lower bounds. Finally,
the objective function with activation functions in Def. 6 and
7 meet the upper or lower bound, and therefore they are
submodular.
VII. EXPERIMENTS
Since no solution provides a worst-case performance guar-
antee for the MIM problem, practical evaluations are important
for judging the merits of the algorithms. In this section, we
present the experimental results.
Dataset. We select four representative datasets, Hepph,
Higgs, Youtube and Livejournal, which have various network
sizes and have been widely adopted for studying influence
maximization. Hepph is a citation network of high energy
physics on Arxiv.org. Youtube and Livejournal are graphs of
popular online social networks borrowed from SNAP [53].
Higgs consists of the user actions regarding the discovery of
a new particle with the features of the elusive Higgs boson
collected from Twitter [54]. A brief summary of the statistics
is given in Table I.
Cascade Setting. We consider four different methods for
setting the prorogation probability. The prorogation probability
in Hepph is uniformly set as 0.1. In Higgs, the prorogation
probability on each edge (u, v) is set to be proportional
to the frequency of actions between u and v [11]. For
Youtube, the probability on each edge is sampled from the
exponential distribution transferred to [0, 1] with mean 0.01.
For Livejournal, we adopt the weighted-cascade setting where
p(u,v) = 1/|deg−v | and deg−v is the in-degree of v. For each
dataset, we deploy four existing cascades. The size of the
seed set of each existing cascades is 1% of the total number
nodes unless otherwise specified. The seed set size of cnew is
enumerated from 20 to 50.
Activation Function. We consider three types of activa-
tions. The first two activation functions are those defined in
Defs. 3 and 4, where the priorities are randomly generated
in advance and fixed in experiments. The last one is a non-
deterministic activation function where each coming cascade
has the same probability to activate the target node. We denote
these settings as Cascade-based Activation (CA), Neighbor-
based Activation (NA) and Random Activation (RA), respec-
tively.
Algorithms. Besides the RS algorithm proposed in this
paper, we consider the NR-Greedy discussed in Sec. VI-A
and the MaxInf algorithm which ignores the existing cascades
and selects the nodes that can maximize the influence of cnew
as the seed nodes.
For each set of the experiment, we record the resulted
influence and running time of each algorithm as well as the
data-dependent ratio discussed in Remark 5. Our experiments
were done on an Intel Xeon Platinum 8000 Series processor
with sophisticated parallelizations for each algorithm. The
source code will be made publicly available.
A. Observations
The figures and tables can be found in Appendix A.
Overall Observations. The main outcome is shown in
Figs. 3, 4, 5 and 6, where the table shows the running
time and the ratio G(S,Ψl)G(S,Ψl) for k = 50. It can be seen that
RS outperforms other methods in most cases. In particular,
RS achieves the highest influence and it terminates within
several minutes even on large datasets. NR-Greedy is time-
consuming and its performance is not comparable to that of
RS. MaxInf is worse than RS by a moderate margin on Hepph
and Livejournal but can be ineffective and even worse than
NG-Greedy on Youtube and Higgs. For the ratio G(S,Ψl)G(S,Ψl) , one
can see that it is consistently larger than 0.7 and extremely
close to 1 on large datasets, which implies that the data-
dependent ratio in practice is not far from 1 − 1/e which
is the theoretically optimal. Such results implicitly indicate
that the submodularity is not dramatically altered even though
it does not hold in MIM. Overall, RS enjoys high practical
performance, though none of these three methods theoretically
dominates the others.4
Hyper-parameter Study of RS. As mentioned earlier, there
are three parameters N,K and  in RS. Our default setting is
(N,K, ) = (10000, 100, 0.3), which works smoothly in our
experiments. We examine the impact of these three parameters
by changing one of them with the other two being fixed as
the default values. The results on Youtube are given in Table
II. Overall, the resulted influence does not vary much, except
for  = 0.9 under which the influence is slightly less than
others. There is a clear trade-off between  and the running
time, and we have the similar observation regarding K. The
results here suggest that setting an extremely small  or K
would make RS unnecessarily time-consuming. For parameter
N , the results are stable in terms of both the effectiveness
and efficiency. On Livejournal (Table III), we have the similar
observations.
NR-Greedy with More Samples. Recall that the perfor-
mance of NR-Greedy depends on the number of used RR-
tuples. In order to further compare RS and NR-Greedy, we
4For example, when all the nodes have been already selected as seed nodes
of existing cascades, NR-Greedy still follows the hill-climbing manner but RS
is equivalently to randomly select k nodes; when there is no existing cascade,
the three methods are essentially identical.
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gradually increase the number of RR-tuples used in NR-
Greedy until its performance reaches that of RS, during which
we record the running time. The results of this part on Hepph
are given in Table IV. According to the table, NR-Greedy
demands more than one hour to achieve an influence that can
be produced by RS within one second, and under the RA
setting, it has not caught up RS after running several hours.
Increasing the Degree of Competition. As observed in
Figs. 3a, MaxInf occasionally has the same performance as
RS, and it can be effective especially when the competition
between cascades is not fierce because in such cases MIM is
close to the classic IM problem for which MaxInf is powerful.
To demonstrate such intuitions, we enlarge the seed set of
the existing cascades to increase the degree of competition
and repeat the experiments. The size of seed set of existing
cascades is increased to 5% and 10% of the total nodes, and
the results on Hepph under CA are shown in Table V in which
each cell show the ratio of the performance of MaxInf to that
of RS. The results show an increased superiority of RS over
MaxInf when stronger competitions arise. For example, under
the setting k = 50, the ratio reduces to 0.750 from 0.919
when size of seed set of existing cascades increases from 1%
to 10%. The similar observation can be made on Livejournal,
as shown in Fig. 7. We can see that the margin between the
two curves becomes larger with the increase in seed set size
of the existing cascades.
Overlap between Seed Sets. One interesting problem is
to see if the seed nodes selected by different methods are
totally different or almost the same. To this ends, we compute
the percent of the seed nodes shared by different methods,
and the results on Hepph are shown in Fig. 8. We observe
that Sandwich and MaxInf have about 75% overlapping seed
nodes, but NR-Greedy shares very few with other methods.
We consistently have such an observation for all the settings,
CA, NA and RA. One plausible reason is that Sandwich and
MaxInf all utilize the IMM framework, while NR-Greedy is
more like a naive greedy algorithm.
Extreme Settings. To further examine the scalability of the
algorithms, we test Youtube and Livejournal under the setting
k = 1, 000, and the results of this part can be found in Table
VI. On Youtube, we observe that RS still runs smoothly, while
MaxInf cannot handle large k and it is more time-consuming
compared to RS. The main drawback of MaxInf is that it is
very memory-consuming and it works only for k less than 150.
Because MaxInf ignores the existing cascades, the cascade
cnew can spread more widely in sampling and therefore the
average size of each RR-tuple used in MaxInf is lager than
that in RS. Thus, MaxInf would consume more memory. On
Live, even though it is larger than Youtube, both MaxInf and
RS could run using a moderate amount of memory, which
suggests that the memory consumption is more sensitive to the
probability setting than the graph size. They have the similar
running time but RS could result in a higher influence. For
NR-Greedy, its main problem is not memory issue but the
running time taken in greedy node selection. It takes more than
20 hours on Youtube when k = 1000, while RS only takes
30 minutes. We have further tested graphs with one billion
nodes and four billion edges under the constant setting, and
we found that none of the considered algorithms can run with
371G memory taking less than 24 hours.
VIII. CONCLUSION
In this paper, we study the multi-cascade influence maxi-
mization problem. We propose the independent multi-cascade
model based on the activation function which characterizes
the mutual effect between different cascades. We prove that
the multi-cascade influence maximization problem is hard to
approximate and design the RS algorithmic framework for
node selection. The designed algorithm leverages upper and
lower bounds which reveal the key structure of multi-cascade
diffusion. Demonstrated by experiments, RS outperforms base-
line methods, and it is sufficiently scalable to handle large
datasets.
Future Work. One assumption made in this paper is that
the network work structure as well as the seed placement of
existing campaigns is known in advance, which is however not
realistic. Such an assumption could be relaxed by (a) assuming
that we are given a snapshot of the diffusion process instead of
the network structure and (b) inferring the edge probability and
network structure using historical data. In addition, this paper
assumes the activation function can be learned in advance
while such a learning process is not trivial. Therefore, design-
ing appropriate approaches for learning activation function is
one promising direction of future work. Furthermore, different
from the classic IM problem, the analysis of MIM for cascade
models cannot be trivially extended to the threshold models,
which is another direction of future work.
APPENDIX A
EXPERIMENTAL RESULTS
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k=50
Running Time 
CA NA RA 
RS 1 s 1 s 1 s
NR-Greedy 105 s 76 s 95 s
Ratio 0.830 0.768 0.816
k=50
Running Time 
CA NA RA 
RS 13 s 16 s 14 s
NR-Greedy 290 s 428 s 464 s
Ratio 0.7120 0.845 0.736
k=50
Running Time (min)
CA NA RA 
RS 6 min 4 min 3 min
NR-Greedy 35 min 31 min 32 min
Ratio 1.0 1.0 1.0
k=50
Running Time (min)
CA NA RA
RS 7 min 7 min 7 min
NR-Greedy 26 min 25 min 28 min
Ratio 0.957 0.949 0.957
Fig. 3: Experimental Results on Hepph.
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Fig. 4: Main Experimental Results on Higgs.
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Fig. 5: Main Experimental Results on Youtube.
TABLE II: Hyper-parameter Study on [Youtube, RA].
N 10 1000 10000 100000
Inf 4183 4142 4133 4141
Time 5min 5min 5.8min 4.5min
 0.1 0.2 0.4 0.9
Inf 4148 4131 4133 4096
Time 46min 17min 2min 43s
K 1 10 100 1000
Inf 4139 4151 4143 4141
Time 13min 7min 6min 6min
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Fig. 6: Main Experimental Results on Livejournal.
TABLE III: Hyper-parameter Study on [Livejournal, RA].
N 10 1000 10000 100000
Inf 37311 37326 37342 37364
Time 9min 8min 8.3min 9.2min
 0.1 0.2 0.4 0.9
Inf 37338 37345 37318 36016
Time 80min 19min 9min 1.8min
K 1 10 100 1000
Inf 37131 37261 37297 37179
Time 32min 9min 9min 9min
TABLE IV: Comparing RS with NR-Greedy.
Hepph CA NA RA
k = 50 Time Inf Time Inf Time Inf
NR-
Greedy
1 min 1621 1 min 1518 1 min 1209
9 2074 9 1980 9 1582
19 2168 18 2042 18 1766
51 2252 60 2155 54 1922
83 2267 94 2210 180 2185
RS 1 sec 2261 1 sec 2219 1 sec 2242
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TABLE V: Comparing RS with MaxInf.
k=20 k=30 k=40 k=50
1% 0.935 0.957 0.941 0.919
5% 0.981 0.839 0.823 0.797
10% 0.996 0.799 0.777 0.750
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Fig. 7: Comparing RS with MaxInf on Livejournal.
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Fig. 8: Seed Nodes Overlap on Hepph.
TABLE VI: Results under RA with Large Settings.
Youtube 50 150 500 1000
Inf (103)
MaxInf 1.6 3.2 n/a n/a
RS 4.0 6.5 7.8 11.7
Mem (G)
MaxInf 41.3 111 n/a n/a
RS 4.5 6.1 14.6 22.0
Time (min)
MaxInf 31 56 n/a n/a
RS 4 9 31 45
Livejournal 200 400 800 1000
Inf (103)
MaxInf 49.5 91.3 157.8 188.2
RS 90.9 170.2 289.7 334.9
Mem (G)
MaxInf 9.5 13.1 15.5 24.9
RS 7.4 10.6 15.0 23.1
Time (min)
MaxInf 13 19 25 27
RS 15 23 31 33
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APPENDIX B
PROOFS
A. Proof of Lemma 1
A reduction is given as follows.
Reduction Construction. For an instance (G = (V ,E), k)
of DkS, we construct an instance of Max-MIM as illustrated
in Fig. 9. For each v ∈ V , we add one node xv to the graph.
For each (u, v) ∈ E, we add one node y(u,v) and two edges
(xv, y(u,v)) and (xu, y(u,v)). Finally, we add a node z with
an edge (z, y(u,v)) for each node y(u,v). We assume that there
are two existing cascades c1 and c2, where the seed set of c1
is {xv|v ∈ V } and the seed set of c2 is {z}. We consider
the cascade-based activation function defined in Def. 3. For
each x ∈ {xv|v ∈ V }, we assume that Fx({c1, cnew}) =
cnew. For each y ∈ {y(u,v)|(u, v) ∈ E}, we assume that
Fy({c2, cnew}) = cnew and Fy({c2, c1, cnew}) = c2. We set
pe = 1 for each edge, Vc = {xv|v ∈ V }, and k = k.
Proof. Analysis. Each seed set S ⊆ Vc of cnew with size k
corresponds to a k-subgraph of DkS. Let f∗(S) be the number
of the edges in the subgraph. For each node x in {xv|v ∈ V },
they will be cnew-active if and only if they are selected as a
seed node. For each node y(u,v) in {y(u,v)|(u, v) ∈ E}, they
will be cnew-active if and only if both xu and xv are selected
as the seed nodes due to the activation function at y(u,v). Thus,
we have f(S) = k+ f∗(S) and both instances have the same
optimal solution denoted as S∗opt. With loss of generality, we
only consider the candidate S with f∗(S) ≥ k.5 Now suppose
S∗ is an α-approximation to Max-MIM for some α > 1, we
have
α · f(S∗) ≥ f(S∗opt)
⇔α · (k + f∗(S∗)) ≥ (k + f∗(S∗opt))
⇒2α · f∗(S∗) ≥ f∗(S∗opt).
Thus proved.
B. Proof of Lemma 4
Proof. We prove this by a reduction.
Reduction Construction. Consider an arbitrary instance
(X,Y,Φ) of k±PSC with X = {x1, ..., x|X|}, Y =
{y1, ..., y|Y |}, Φ = {φ1, ..., φq} and k. In what follows, we
construct an instance of Min-MIM as shown in Fig. 10. For
each element xi in X , we add one node xi to the graph.6 For
each element φi in Φ, we add three nodes φi, ai and bi to the
graph. For each element yi in Y , we add one node yi to the
graph. Finally, we add four nodes e1, e2, e3 and e4. We add two
edges (φi, ai) and (ai, bi) for each triple (φi, ai, bi). For each
pair of i and j, we add an edge from φi to xj if and only if
xj ∈ φi, and, add an edge from bi to yj if and only if yj ∈ φi.
For each i, we add two edges (e1, ai) and (e3, bi). For each
xi, we add one edge (xi, e4). For each yi, we add one edge
(e4, yi). Finally, we add one edge (e2, e3). We assume that
5This is because computing a k-subgraph with at least k edges, if any, can
be done polynomial time [55].
6Without causing any confusion, we use the same symbol for the items in
two instances that refer to the same object
𝑦(𝑢,𝑣) 𝑣
𝑢
…
…
𝑥𝑣 𝑥𝑢
𝐹𝑣 𝑐𝑛𝑒𝑤 ≥ 𝐹𝑣 𝑐1 𝐹𝑣 𝑐1 ≥ 𝐹𝑣 𝑐2 ≥ 𝐹𝑣(𝑐𝑛𝑒𝑤) 𝐹𝑣 𝑐𝑛𝑒𝑤 ≥ 𝐹𝑣 𝑐2 ≥ 𝐹𝑣(𝑐1)
(𝑢, 𝑣)…
… …
𝑋
𝑌
𝑧
𝐹𝑥𝑣 {𝑐1, 𝑐𝑛𝑒𝑤} = 𝑐𝑛𝑒𝑤
𝐹𝑦(𝑢,𝑣) {𝑐2, 𝑐𝑛𝑒𝑤} = 𝑐𝑛𝑒𝑤
𝐹𝑦(𝑢,𝑣) {𝑐1, 𝑐2, 𝑐𝑛𝑒𝑤} = 𝑐2
𝜏 𝑐1 = 𝑋, 𝜏(𝑐2) = {𝑧}
Fig. 9: Reduction from DkS to Max-MIM.
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Fig. 10: Reduction from k±PSC to Min-MIM.
there are three cascades c1, c2 and cnew. The seed sets of c1
and c2 are τ(c1) = {e1} and τ(c2) = {e2}, respectively. We
consider the total-ordered-based activation function defined
in Def. 3, and define the settings: Fai(cnew) > Fai(c1)
for each ai; Fbi(c1) > Fbi(c2) > Fbi(cnew) for each bi;
Fyi(c2) > Fyi(cnew) > Fyi(c1) for each yi. We set pe = 1
for each edge e ∈ E, Vc = {φ1, ..., φq}, and k = k.
Analysis. According to the construction, both instances have
the same candidate space. For a subset Φ∗ ⊆ Φ, we use Φ∗ to
denote the corresponding set of nodes. Supposing, a particular
seed set Φ∗ of cnew is selected, let us examine f(Φ∗) by
analyzing which nodes will not be activated by cnew. We
consider the nodes group by group.
Group 1. The nodes in {φ1, ..., φq} will be activated by
cnew if and only if they are selected as seed nodes. Therefore,
the contribution to f(Φ∗) from this part is q − k.
Group 2. Each node xi in {x1, ..., x|X|} can be activated by
cnew if and only if there is an edge from a seed node in Φ∗ to
xi, i.e, xi ∈ φj for some φj ∈ Φ∗. Therefore, the contribution
to f(Φ∗) from {x1, ..., x|X|} is |X \
( ∪φ∈Φ∗ φ)|.
Group 3. Each node ai in {a1, ..., aq} can be activated by
cnew if and only if φi is in Φ∗ since otherwise they will be
activated by c1 from e1. Therefore, the contribution from this
part is q − k.
Group 4. Each node bi in {b1, ..., bq} can never be activated
by cnew. Note that ai will activated by either c1 or cnew. There
are two sub-cases:
Case 1. If ai is activated by cnew, bi will be activated by
cnew and c2 at the same time, and consequently bi will be c2-
active due to the activation function at bi. This case happens
if and only if φi ∈ Φ∗.
Case 2. If ai is activated by c1, bi will be activated by c1
and c2 at the same time, and consequently bi will be c1-active
due to again the activation function at bi. This case happens
if and only if φi /∈ Φ∗.
Thus, the contribution to f(Φ∗) from this part is q.
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Group 5. Each node yi in {y1, ..., y|Y |} will be either cnew-
active or c2-active, depending on whether or not yi is in φj
for some φj ∈ Φ∗. There are two sub-cases:
Case 1: If yi is in φj for some φj ∈ Φ∗, bj will be c2-active
according to the analysis of bj . The activation function at yi
will make yi be c2-active.
Case 2: If yi is not in any φj in Φ∗, all the nodes in {bj}
connected to yi will be c1-active and in this case yi will be
simultaneously activated by c1 from {bj} and cnew from e4.
Therefore, it will be cnew-active due to again the activation
function at yi.
As a result, the total contribution to f(Φ∗) from this part
is |Y ∩ ( ∪φ∈Φ∗ φ)|.
Group 6. Finally, e4 will always be cnew-active, and, e1, e2,
and e3 can never be cnew-active.
Therefore, for each candidate Φ∗ ⊆ Φ of MIM, we have its
objective value f(Φ∗) as
f(Φ∗)
=3q − 2k + 3 + |X \ ( ∪φ∈Φ∗ φ)|+ |Y ∩ ( ∪φ∈Φ∗ φ)|
=β + cost(Φ∗),
where we have defined β := 3q−2k+ 3 which is independent
of Φ∗. It is clear that both instances have the same optimal
solution denoted as Φ∗opt. Now suppose Φ
∗ is an approximation
solution to MIM for a certain α > 1. We have
f(Φ∗) ≤ α · f(Φ∗opt).
⇔ β + cost(Φ∗) ≤ α · (β + cost(Φ∗opt))
⇔ cost(Φ∗) ≤ ( (α− 1) · β
cost(Φ∗opt)
+ α
) · cost(Φ∗opt)
⇒ cost(Φ∗) ≤ (α · β + α) · cost(Φ∗opt)
Note that α ·β+α = Θ(α ·q) and |Vc| = q. Thus, proved.
C. Proof of Theorem 2
Theorem 2 is established on the following two claims.
Claim 1. E[g(S,Rv)] ≤ E[g(S,Rv)] ≤ E[g(S,Rv)]
Proof. It suffice to show that g(S,Rv) ≤ g(S,Rv) ≤ g(S,Rv)
for each Rv = (Gv, Sv, Sv). Since these functions are binary
valued, it suffices to prove g(S,Rv) = 1⇒ g(S,Rv) = 1 and
g(S,Rv) = 1⇒ g(S,Rv) = 1.
Suppose g(S,Rv) = 1. We have S ∩ Sv 6= ∅ and therefore,
v will be cnew-active in MRv under S because Sv are the
nodes with distance to v shorter than that from any node in
∪c∈Ceτ(c), implying that g(S,Rv) = 1.
Suppose g(S,Rv) = 1. Then at least one node in V (Gv)
(i.e. Sv) is selected as the seed node of cnew, which means
g(S,Rv) = 1
Claim 2. E[g(S,Rv)] = fv(S).
Proof. Let us first introduce some notations. Following [5],
we speak of an edge (u, v) as begin live (resp., dead)
if u can (resp., cannot) activate v. Therefore, the basic
event space is given by the pairs T = {(Et(T ), Ef (T )) :
Et(T ), Ef (T ) ⊆ E,Et(T ) ∩ Ef (T ) = ∅} where Et(T ) and
Ef (T ) intuitively denote the sets of the live and dead edges,
respectively. We call each T ∈ T a realization, and use
Pr[T ] to denote the probability that it can be realized where
Pr[T ] =
∏
e∈Et(T ) pe
∏
e∈Ef (T )(1−pe). Abusing the notation
slightly, for each T ∈ T , let us define
g(S, T ) :=
{
1 v is cnew-active under S in T
0 otherwise
,
and therefore we have fv(S) =
∑
T∈T Pr[T ] ·g(S, T ). On the
other hand, let χ(v) be all the possible Rv return by Alg. 1, and
we use Pr[Rv] to denote probability that Rv can be generated.
For each Rv = (Gv, Sv, Sv) ∈ χ(v), we use Et(Rv) (resp.,
Ef (Rv)) to denote the set of the edges in E that pass (resp., do
not pass) the test in Line 16 in Alg. 1. Therefore, Pr[Rv] can
be explicitly given as Pr[Rv] =
∏
e∈Et(Rv) pe
∏
e∈Ef (Rv)(1−
pe).
For a pair T ∈ T and Rv = (Gv, Sv, Sv) ∈ χ(v), we say
T is compatible with Rv if and only if Et(T ) ⊆ Et(Rv) and
Ef (T ) ⊆ Ef (Rv), denoted as T ∼ Rv . One can easily check
that each T ∈ T is compatible to exactly one Rv in χ(x), and
thus we can partition T as {{T ∈ T : T ∼ Rv}}Rv∈χ(x). As
a result, we have fv(S) =
∑
Rv∈χ(v)
∑
T∼Rv Pr[T ] · g(S, T ).
For each pair of T and Rv with T ∼ Rv , we can see that
whether or not v can be cnew-active under a seed set S in T
depends only on S ∩ V (Gv) because there is no path with all
live edges in T from V \ V (Gv) to v due to the construction
in Alg. 1, implying that g(S, T ) = g(S,Rv), and therefore
fv(S) =
∑
Rv∈χ(v)
∑
T∼Rv Pr[T ] ·g(S,Rv). Finally, we have∑
T∼Rv Pr[T ] = Pr[Rv] for each Rv ∈ χ(v) of which the
proof is elementary. Thus, we have∑
Rv∈χ(v)
∑
T∼Rv
Pr[T ] · g(S,Rv) =
∑
Rv∈χ(v)
Pr[Rv] · g(S,Rv),
which completes the proof.
D. Proof of Corollary 1
Note that we have E[g(S,R)] = ∑v∈V 1n · E[g(S,Rv)]
for g(S,Rv) as well as g(S,Rv) and g(S,Rv). Combining
Theorem 2, we have
E[n ·g(S,R)] ≤ E[n ·g(S,R)] =
∑
v∈V
fv(S) ≤ E[n ·g(S,R)].
Finally, we have
∑
v∈V fv(S) = f(S).
E. Proof of Lemma 5
Let E[TIMERv ] be the expected running time of generating
one RR-tuple of v for a node v ∈ V , and we therefore have
E[TIMER] = 1n
∑
v∈V E[TIMERv ]. According to Alg. 1, it
is clear that the running time of generating one RR-tuple of
v is bounded by the number the edges tested in Line 14 in
Alg. 1. For an edge (u1, u2), it will be tested in Alg. 1 if
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𝑧
Fig. 11: Reduction from DkS to Problem 4. An example of
the RR-tuple associated with y(u,v).
and only if u2 is in Sv , and thus we have E[TIMERv ] =∑
(u1,u2)∈E E[g({u2},Rv)]. As a result,
E[TIMER] =
1
n
∑
v∈V
∑
(u1,u2)∈E
E[g({u2},Rv)]
=
∑
(u1,u2)∈E
1
n
∑
v∈V
E[g({u2},Rv)] ≤ m · max|S|=1E[g(S,R)].
F. Proof of Lemma 6
Given an instance of the DkS problem, let us consider
its corresponding graph Fig. 9 and construct an instance of
Problem 4 as follows. For each node y(u,v), we construct an
RR-tuple Ry(u,v) with subgraph Gy(u,v) consisting of the nodes
and edges that are connected to y(u,v). An example is given in
Fig. 11. The settings of budget, Vc, and activation functions
remain the same as that in Fig. 9. For each S ⊆ Vc with
|S| = k, g(S,Ry(u,v)) = 1 (i.e., y(u,v) is cnew-active under S
in Gy(u,v) ) if and only if both xu and xv are in S. Therefore,
both instances have the same objective function value, and the
rest of the analysis is similar to that of Lemma 1.
G. Proof of Lemma 10
It can be proved through the following two claims together
with the union bound.
Claim 3. Eq. 6 holds with probability at least 1 − 1/N if
l ≥ l1/f(Sopt).
Proof. For each S ⊆ Vc with |S| = k, by Eq. (2) and Corollary
1, Pr[G(S,Ψl)− f(S) ≥ 1 · γ(Ψl) · f(Sopt)] is rephrased as
Pr
[ ∑
R∈Ψl
g(S,R)− l · E[g(S,R)] ≥ l · E[g(S,R)] · δ
]
where δ := 1·γ(Ψl)·f(Sopt)n·E[g(S,R)] . According to the Chernoff Bound,
the above probability is no larger than exp(− l·E[g(S,R)]·δ22+δ ),
i.e.,
exp(− l · 
2
1 · γ2(Ψl) · f2(Sopt)
2n2 · E[g(S,R)] + n+ 1 · γ(Ψl) · f(Sopt) ).
Because E[g(S,R)] = f(S)n ≤ f(Sopt)n and l ≥ l1/f(Sopt),
this probability is no larger than 1
N ·(nk)
. Because there are
at most
(
n
k
)
subsets with size k, by the union bound, with
probability at least 1− 1/N we have G(S,Ψl)− f(S) ≤ 1 ·
γ(Ψl) · f(Sopt) for each S ⊆ Vc with |S| = k.
Claim 4. Eq. (7) holds with probability at least 1 − 1/N if
l ≥ l2/f(Sopt).
Proof. According to Eq. (2) and Corollary 1, Pr[G(Sopt,Ψl)−
f(Sopt) ≤ −2 · f(Sopt)] is equal to
Pr[
∑
R∈Ψl
g(Sopt,R)−l ·E[g(Sopt,R)] ≤ −2 ·l ·E[g(Sopt,R)]]
which is no larger than exp(− l·E[g(Sopt,R)]·222 ) according to
the Chernoff bound. Since l ≥ l2/f(Sopt), it is further no
larger than 1/N .
H. Proof of Theorem 3
Due to Lemmas 10, 11 and 8, the Eqs. (6) and (7) hold
simultaneously with probability at least 1 − 3/N . Eq. (8) is
guaranteed by Lemma 7. With Eqs. (6)-(8), the approximation
ratio follows immediately from Lemma 9. Amplifying N by
a constant factor, we have the success probability of 1−1/N .
For those who are interested in a success probability of 1−n−l,
the running time is O( (m+n)(l+k) lnn2 ).
I. Proof of Lemma 12
Proof. According to Theorem 2 and Corollary 1, it suffices
to prove that g(S,Rv) = g(S,Rv) for each RR-tuple Rv =
(Gv, Sv, Sv). If g(S,Rv) = 1, then S ∩ Sv 6= ∅, and v will
be cnew-active in MRv under S, which can be proved by
inductively showing that all the nodes on the shortest path from
S ∩ Sv to v will be cnew-active. So we have g(S,Rv) = 1.
The other part that g(S,Rv) = 1 implies g(S,Rv) = 1 is
trivial.
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