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Abstract
The Full Bayesian Significance Test (FBST) for precise hypotheses was presented
by Pereira and Stern (1999) as a Bayesian alternative instead of the traditional
significance test based on p-value. The FBST uses the evidence in favor of the null
hypothesis (H0) calculated as the complement of the posterior probability of the
highest posterior density region, which is tangent to the set defined by H0. An
important practical issue for the implementation of the FBST is the determination
of how large the evidence must be in order to decide for its rejection. In the Classical
significance tests, the most used measure for rejecting a hypothesis is p-value. It
is known that p-value decreases as sample size increases, so by setting a single
significance level, it usually leads H0 rejection. In the FBST procedure, the evidence
in favor of H0 exhibits the same behavior as the p-value when the sample size
increases. This suggests that the cut-off point to define the rejection of H0 in the
FBST should be a sample size function. In this work, we focus on the case of two-
sided normal mean hypothesis testing and present a method to find a cut-off value
for the evidence in the FBST by minimizing the linear combination of the type I
error probability and the expected type II error probability for a given sample size.
1 Introduction
Oliveira (2014), motivated by Pereira (1985) suggests that the level of significance in
hypothesis testing should be a sample size (n) function, in order to solve the problem of
testing hypotheses in the usual way, in which change the n influences the null hypothesis
probability rejection or acceptance. Instead of setting a single level of significance, Oliveira
(2014) proposes to fix the type I and type II error probabilities weight ratio based on the
incurred losses in each case, and thus, given a sample size, to define the level of significance
that minimizes the linear combination of the decision errors probabilities. Oliveira (2014)
showed that with this procedure, increasing the sample size implies that the probabilities
of both kind of errors and their linear combination decrease, when in most cases, setting
a single level of significance, independent of sample size, only type II error probability
decreases. In the tests proposed by Oliveira (2014) the same conceptual basis of the
usual tests for simple hypotheses is used, starting from Neyman-Pearson Lemma to find
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optimal and more powerful tests in which the error probabilities is minimized (DeGroot,
1975). This idea is extended to composite and sharp hypotheses, according to Pereira’s
initial work. In the sharp hypotheses cases, the FBST (Pereira and Stern, 1999) was
implemented.
Following the concepts in DeGroot (1975) and Pereira (1985) associated to optimal hy-
pothesis testing, as well as the conclusions in Oliveira (2014) regarding the relation be-
tween the level of significance and the sample size, we present a method to find a cut-off
value k for the evidence in the FBST as a function of n, this is k = k(n) with k ∈ [0, 1],
by minimizing the linear combination of the type I error probability and the expected
type II error probability aαϕ + bβ¯ϕ. We will focus on the case of two-sided normal mean
hypothesis testing.
2 Methodology
Definition 1. Let f(θ|x) be the posterior density of θ given the observed sample. Consider
a sharp hypothesis H0 : θ ∈ Θ0 and let Tx = {θ ∈ Θ : f(θ|x) > supΘ0f(θ|x)} be the set tan-
gential to Θ0. The measure of evidence in favor H0 is defined as ev (Θ0;x) = 1− P (θ ∈ Tx|x).
The FBST is the procedure that rejects H0 whenever ev (Θ0;x) is small (Pereira et al.,
2008).
Suppose that X1, ..., Xn are c.i.i.d Normal(θ, σ
2) given θ (θ ∈ R and σ2 > 0 known),
and define X = (X1, ..., Xn). Let X¯ =
∑n
i=1Xi/n be a sufficient statistic for θ, then,
X¯|θ ∼ Normal(θ, σ2/n). Suppose also that θ ∼ Normal(m, v2) (m ∈ R and v2 > 0).
Then, the posterior distribution of θ given that X¯ = x¯, is a normal distribution with
parameters (σ2m+ nv2x¯)/(σ2 + nv2) and (σ2v2)/(σ2 + nv2).
Suppose that we wish to test the hypotheses
H0 : θ = θ0
H1 : θ 6= θ0
Then, with Θ0 = {θ0}, Tx = {θ ∈ Θ : f(θ|x) > f(θ0|x)}.
Consider ϕ(x) as the test such that
ϕ(x) =

0, if ev (Θ0;x) > k
1, if ev (Θ0;x) ≤ k.
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• Evidence
(a) M > θ0 (b) M < θ0
Figure 1: Tangential set to Θ0. M = (σ
2m+ nv2x¯)/(σ2 + nv2).
ev (Θ0; x¯) = 1− P (θ ∈ Tx¯ |x¯)
= 1− P
(
θ0 ≤ θ ≤ 2
(
σ2m+ nv2x¯
σ2 + nv2
)
− θ0
∣∣∣∣ x¯)
= 2 Φ
−
∣∣∣σ2(θ0 −m) + nv2(θ0 − x¯)∣∣∣
σv
√
σ2 + nv2
 ,
where Φ is the standard normal cumulative distribution function.
• Power function
piϕ(θ) = P (ev
(
Θ0; X¯
) ≤ k|θ)
= P
2 Φ
−
∣∣∣σ2(θ0 −m) + nv2(θ0 − x¯)∣∣∣
σv
√
σ2 + nv2
 ≤ k ∣∣∣∣∣ θ

= 1− P

∣∣∣∣∣σ(θ0 −m)√n v2 − Z − (θ − θ0)σ/√n
∣∣∣∣∣ ≤ −
√
σ2 + nv2 Φ−1
(
k
2
)
√
n v︸ ︷︷ ︸
Q
∣∣∣∣∣∣∣∣∣ θ

= 1− P
(
Q ≤ −σ(θ0 −m)√
n v2
+ Z +
(θ − θ0)
σ/
√
n
≤ −Q
∣∣∣∣∣ θ
)
= 1− P
Q+ σ(θ0 −m)√n v2 − (θ − θ0)σ/√n︸ ︷︷ ︸
z1
≤ Z ≤ −Q+ σ(θ0 −m)√
n v2
− (θ − θ0)
σ/
√
n︸ ︷︷ ︸
z2
∣∣∣∣∣ θ

= 1− [Φ(z2)− Φ(z1)| θ].
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• Type I error probability
αϕ = P (ev
(
Θ0; X¯
) ≤ k|θ = θ0)
= 1− P

√
σ2 + nv2 Φ−1
(
k
2
)
√
n v
+
σ(θ0 −m)√
n v2︸ ︷︷ ︸
z∗1
≤ Z ≤ −
√
σ2 + nv2 Φ−1
(
k
2
)
√
n v
+
σ(θ0 −m)√
n v2︸ ︷︷ ︸
z∗2

= 1− [Φ(z∗2)− Φ(z∗1)] .
• Expected Type II error probability
β¯ϕ = E [1− pi(θ)|θ ∈ Θ1]
= E [Φ(z2)− Φ(z1)|θ ∈ Θ1]
=
∫
Θ\{θ0}
[Φ(z2)− Φ(z1)] f(θ)dθ.
3 Results
(a) θ ∼ Normal(0, 0.1) (b) θ ∼ Normal(0, 1)
Figure 2: Error probabilities (α, β¯ and α + β¯) as functions of k. H0 : θ = 0 vs. H0 : θ 6= 0, n = 50,
a = b = 1.
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kn v2 = 0.1 v2 = 1
10 0.76244 0.40574
50 0.55893 0.18178
100 0.46904 0.12234
150 0.42266 0.09651
200 0.39316 0.08142
250 0.37209 0.07131
300 0.35591 0.06398
350 0.34290 0.05838
400 0.33198 0.05395
450 0.32256 0.05033
500 0.31433 0.04732
1000 0.26226 0.03174
1500 0.23230 0.02533
2000 0.21119 0.02168
Table 1: Cut-off values k for ev (0; x¯) as function of n, with
θ ∼ Normal(0, 0.1) and θ ∼ Normal(0, 1). H0 : θ = 0 vs.
H0 : θ 6= 0, a = b = 1.
Figure 3: Cut-off values k for ev (0; x¯) as function of n, with
θ ∼ Normal(0, 0.1) and θ ∼ Normal(0, 1). H0 : θ = 0 vs.
H0 : θ 6= 0, a = b = 1.
By increasing n, k shows a decreasing trend, which leads us to interpret that the influence
of sample size on the determination of the cut-off for ev (0; x¯) is very relevant.
Also, it is possible to see the differences between the two results with the different kind
of prior distributions, and therefore, to identify their importance at the moment of defin-
ing the cut-off value for ev (0; x¯). It can also be observed that, when the prior is less
informative, the k value is smaller.
(a) Normal(0, 0.1) (b) Normal(0, 1)
Figure 4: Error probabilities for the optimal k (α∗, β¯∗ and α∗ + β¯∗) as function of n. H0 : θ = 0 vs.
H0 : θ 6= 0, a = b = 1.
As the sample size increases, the probabilities of both types of errors and their linear
combination decrease.
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