Abstract. In a recent preprint Bourgain develops a new technique which he observes may be used to refine Chang's quantitative version of Ruzsa's proof of Freȋman's theorem. In these notes we flesh out the details, proving that if A ⊂ Z is finite and |A + A| K|A|, then A is contained in a multidimensional progression of dimension at most O(K 7/4 log 3 K) and size at most exp(O(K 7/4 log 3 K))|A|.
Introduction
In the recent preprint [Bou07] Bourgain develops a new tool which he uses to refine his own proof of Roth's theorem from [Bou99] and observes can be used to refine Chang's [Cha02] quantitative version of Ruzsa's proof of Freȋman's theorem [Fre73, Ruz96] . The purpose of these notes is to flesh out the details of that observation which are, on occasion, a little technical.
There have been numerous discussions and expositions of Freȋman's theorem, not least in [Bil99, Cha02, Fre73] and [Ruz96] but also in the books [Nat96] and [TV06] of Nathanson, and Tao and Vu, and the notes [Gre02] of Green. No doubt there are many other references as well and any reader unfamiliar with Freȋman's theorem would be advised to consult an alternative source before proceeding with these notes as familiarity with the ideas of [Bil99, Cha02] and [Ruz96] is assumed.
Suppose that A and A ′ are sets of integers. We write A + A ′ and A − A ′ for the sets {a + a ′ : a ∈ A, a ′ ∈ A ′ } and {a − a ′ : a ∈ A, a ′ ∈ A ′ } respectively. If A is a finite set of integers then we say that A has doubling at most K if |A + A| K|A|. Examples of sets with small doubling are given by multidimensional progressions: P is a d-dimensional progression if there is a set T if size d and positive integers L t for each t ∈ T such that (1.1) P = {x 0 + t∈T λ t .t : 0 λ t < L t for all t ∈ T }.
It is easy to see that |P + P | 2 d |P |. The following is the main theorem of these notes.
Theorem 1.1 (Bourgain-Chang-Freȋman-Ruzsa). Suppose that A ⊂ Z is a finite set with |A + A| K|A|. Then A is contained in a multidimensional arithmetic progression P with dim P = O(K 7/4 log 3 K) and |P | exp(O(K 7/4 log 3 K))|A|.
The previous best of Chang from [Cha02] has the above with a dimension of O(K 2 log 2 K) and size at most exp(O(K 2 log 2 K))|A|. Theorem 1.2 (Bourgain-Chang-Freȋman-Ruzsa). Suppose that A ⊂ Z is a finite set with |A + A| K|A|. Then A is contained in a proper multidimensional arithmetic progression P with
Here, of course, a proper progression is one in which the elements of the sum (1.1) are all distinct. We shan't concern ourselves with proving this result here; doing so simply involves inserting the bounds Theorem 1.1 into Chang's method from [Cha02] .
2. An outline of Ruzsa's proof of Freȋman's theorem Ruzsa's proof in [Ruz96] naturally splits into four stages which we shall explain in some detail with references rather than proofs except in the case of Bourgain's refinement which occurs at the second stage.
(i) (Finding a good model) Freȋman homomorphisms are a key notion introduced by Freȋman for the purpose of studying this problem. Suppose that G and H are two abelian groups with subset A and B respectively.
If φ has an inverse which is also a k-homomorphism then we say that A and B are Freȋman k-isomorphic. The crucial property of Freȋman isomorphisms is that the image of a multidimensional progression under a 2-isomorphism is a multidimensional progression. The first stage of the argument is the following proposition due to Ruzsa which essentially appears as Theorem 8.9 in [Nat96] for example. (ii) (Bogolioùboff 's argument) This is an argument which, in its initial incarnation, was due to Bogolioùboff [Bog39] and was refined by Chang in [Cha02] and finally by Bourgain. Again we require a little notation.
There is a natural valuation on S 1 defined by z := (2π) −1 | arg z|, where arg is taken as mapping into (−π, π]. If Γ ⊂ G and δ ∈ (0, 1] then we put
δ for all γ ∈ Γ}, and call such a set a Bohr set.
In [Cha02] Chang proves the following. 
In [Shk06a] (see also [Shk06b] ) Shkredov improves this by effectively showing that one may take δ −1 = O(log log α −1 ). The main theorem of these notes is the following. 
(iii) (Structure of Bohr sets) It was a key insight of Ruzsa in [Ruz96] that Bohr sets contain large multidimensional progressions. Fortunately the same is true for intersections of Bohr sets. It is quite natural to define a generalized version of Bohr sets in the following manner: Suppose that Γ is a set of characters and δ = (δ γ ) γ∈Γ ∈ (0, 1] Γ . We write
Note that a Bohr set is a generalized Bohr set and the intersection of two Bohr sets is a generalized Bohr set. Indeed, the whole of these notes could be written with generalized Bohr sets replacing Bohr sets. We have not done this because it is expected that most readers will be used to standard Bohr sets.
The following is a straightforward generalization of Proposition 4.23 from [TV06] . It shows that the intersection of two Bohr sets contains a large multidimensional progression.
Proposition 2.4. Suppose that B(Γ, δ) is a generalized Bohr set in Z/N Z. Then B(Γ, δ) contains a symmetric multidimensional progression P of dimension |Γ| and size at least γ∈Γ (δ γ /|Γ|)N .
(iv) (Pullback and covering) Chang proved the following result in [Cha02] which converts a large progression contained in 2A − 2A into a progression containing A.
Proposition 2.5. Suppose that A is a finite set of integers with |A + A| K|A| and 2A − 2A contains a multidimensional progression of dimension d and size η|A|. Then A is contained in a multidimensional progression of size at most
With these ingredients the proof of Theorem 1.1 becomes a formality.
Proof of Theorem 1.1. We apply Proposition 2.1 to get an integer N with
where
and
Proposition 2.4 then ensures that 2A
′′ is 2-isomorphic to a subset of 2A − 2A and thus 2A − 2A contains a multidimensional progression of dimension O(K 3/4 log K) and size at least exp(−O(K 3/4 log 3 K))|A|. The result follows from Proposition 2.5.
The remainder of these notes is devoted to proving Theorem 2.3 but before we do so it is worth making a few remarks. One advantage of considering Bourgain's new ideas for the problem of these notes rather than Roth's theorem is that a number of technical subcases which appear in [Bou07] don't occur in our setting. Thus the problem is preferable for the purpose of illuminating the main new idea of [Bou07] .
One can run the arguments of these notes in the model setting however there are other, simpler, ways to achieve results of that strength. It is worth remarking that for the purpose of improving the bounds in Freȋman's theorem for general abelian groups it would be desirable to pay closer attention to the α-dependencies in Theorem 2.3. These contribute log-terms in Z/pZ but polynomial terms when we do not have a modeling lemma of the strength of Proposition 2.1 as is the case in general.
The notes now split into three sections. In §3 we recall the basic machinery of so called local Fourier analysis; in §4 we detail the key new tool developed in [Bou07] , before completing the proof of Theorem 2.3 in §5.
Fourier analysis and Local Fourier analysis
We begin by briefly recording the standard definitions of Fourier analysis on finite groups. Rudin [Rud90] is a good reference for this and many more advanced aspects of the theory.
Suppose that G is a finite abelian group. We write G for the dual group of G, that is the group of homomorphisms γ : G → S 1 , where S 1 := {z ∈ C : |z| = 1}. G may be endowed with Haar probability measure µ G and as a consequence we may define the Fourier transform which takes a function f :
We use the Haar probability measure, µ G , on G to define an inner product on functions f, g : G → C by
Since µ G is normalized to be a probability measure, Plancherel's theorem states that
Similarly we use µ G to define the convolution of two functions f, g : G → C:
and a simple calculation tells us that f g = f g. In his first paper [Bou99] on Roth's theorem Bourgain introduced the method of Fourier analysis relative to Bohr sets. Since then his work has received considerable attention and a number of excellent expositions see, for example, [TV06] . In this section we recall the basic fact of this Fourier analysis relative to Bohr sets.
Not all Bohr sets behave as well as we would like; we say that B(Γ, δ) is regular if
for all η with |Γ||η| 2 −4 . This smallness requirement on η will be satisfied throughout the notes and will, inkeeping with standard practice, be ignored. Typically, however, Bohr sets do behave well, a fact formulated in the following proposition.
Proposition 3.1. Suppose that B(Γ, δ) is a Bohr set. Then there is a δ ′ with δ δ
The proof is Lemma 4.25 of [TV06] with slight extra care over the constants; the constants are in any case unimportant.
Regular Bohr sets are the 'approximate groups' to which we extend Fourier analysis. There is a natural candidate for 'approximate Haar measure' on B(Γ, δ). We write β Γ,δ for the unique probability measure induced on B(Γ, δ) by µ G . 
by regularity.
The next two lemmas are entirely technical and may be ignored until used.
Proof. Note that
The result follows by Lemma 3.2.
Lemma 3.4. Suppose that B(Γ, δ) is a regular Bohr set and κ > 0 is a parameter. Then
by Lemma 3.2. The lemma follows.
Dissociativity is an important concept and for us we will require a local analogue. If S is a symmetric neighborhood of 0 b G then we say that a set of characters Λ is S-dissociated if m ∈ {−1, 0, 1} Λ and m.Λ ∈ S implies that m ≡ 0.
The usual notion of dissociativity corresponds to taking S = {0 b G }. Typically S will be a set of the form {γ : | β Γ,δ (γ)| κ}, which is visibly a symmetric neighborhood of 0 b G ; the following lemma is the tool by which we make use of this notion. Lemma 3.5. Suppose that B(Γ, δ) is a regular Bohr set, L is a set of characters and Λ is a maximal S := {γ :
Proof. We begin by proving that L ⊂ Λ + S. Suppose (for a contradiction) that there is some character γ ∈ L \ ( Λ + S). Let Λ ′ := Λ ∪ {γ} which is a strict superset of Λ. We shall show that Λ ′ is dissociated contradicting the maximality of Λ. Suppose that m ∈ {−1, 0, 1} Λ ′ is such that m.Λ ′ ∈ S. We have three cases.
(i) m γ = 0 in which case m| Λ .Λ ∈ S and so m| Λ ≡ 0 by S-dissociativity of Λ. It follows that m ≡ 0. (ii) m γ = 1 in which case γ ∈ −m| Λ .Λ + S ⊂ Λ + S which contradicts the fact that γ ∈ L \ ( Λ + S). (iii) m γ = −1 in which case γ ∈ m| Λ .Λ + S ⊂ Λ + S which contradicts the fact that γ ∈ L \ ( Λ + S). Thus m ≡ 0 and Λ ′ is S-dissociated as claimed. This contradiction proves that L ⊂ Λ + S.
By Lemma 3.4 we have
It follows that Λ ⊂ {γ : |1 − γ(x)| 2 4 |Λ|ǫ for all x ∈ B(Λ, ǫ)}.
The result follows from the triangle inequality.
The Bourgain-Chang theorem
The objective of this section is to prove the following proposition which reflects the main innovation of [Bou07] . The key idea of the proposition is that if we have a large number of highly independent characters at which 1 A is large then these induce 'orthogonal' density increments which can consequently all be done simultaneously resulting in a more favourable ultimate width reduction in our Bohr sets. such that
This proposition is proved using the following result from [Bou07] .
is a probability space and A ⊂ Ω has probability α. Suppose that Φ is a collection of at least
for all functions a : Φ → [−1, 1]. Then |Φ| 4ρ −2 (1 + log α −1 ) and there is a set Φ ′ ⊂ Φ with
The proof of this proposition is separated out as a very readable appendix in [Bou07] .
The above proposition essentially introduces Riesz products. We shall now formalize some appropriate notation and definitions to deal with them. Suppose that Λ is a symmetric set of characters. ω : Λ → D := {z ∈ C : |z| 1} is hermitian if ω(λ) = ω(−λ) for all λ ∈ Λ. Given a hermitian ω : Λ → D we define the product
and call it a Riesz product. The product is defined over subsets of the form {λ, −λ} of Λ so that only one term occurs in the product for each pair of characters {λ, −λ}.
To pass between the notion of dissociaitivity defined in the previous section and the 'Riesz product condition' towards the end of Bourgain's proposition we use the following technical lemma.
Lemma 4.3. Suppose that B(Γ, δ) is a regular Bohr set, Λ is a symmetric {γ : | β Γ,δ ′ (γ)| 1/3}-dissociated set of characters and ω : Λ → D is hermitian. Then
Proof. We need to introduce some smoothed measures. Let L be an integer to be optimized later and writeβ for the measure β Γ,δ+δ ′′ +2Lδ ′ * β Γ,δ ′ * ... * β Γ,δ ′ where β Γ,δ ′ occurs 2L times. Now p ω 0 andβ is uniform on B(Γ, δ + δ ′′ ) so
the last inequality by regularity and the fact that δ ′′ δ ′ . Now Plancherel's theorem tells us that
if L |Λ|. L can now be optimized with ease.
The content of the next proof is simply the observation that a Riesz product on Λ is roughly constant on a small enough Bohr set on the characters Λ.
Proof of Proposition 4.1. For each λ ∈ Λ let ω(λ) be a complex number such that
Note that ω is hermitian since 1 A dβ Γ,δ is real. We let Φ be the set {(ω(λ)λ + ω(λ)λ)/2 : λ ∈ Λ} so that |Λ| |Φ| |Λ|/2. From the definition of ω we see that 1 A , φ ρα for all φ ∈ Φ and since We apply Proposition 4.2 to conclude that there is a set Φ ′ ⊂ Φ with
We take Γ ′ := Γ ∪ Λ ′ and it follows that
. Now place some total order < on Φ ′ . Then
It follows that
and hence if y ∈ B(Γ ′ , δ ′′ ) we conclude that
If we define
then this last expression can be written as
Hence, by Lemma 4.3, we have
Pick δ ′′ satisfying the lower bound of the proposition and regular for Γ ′ by Proposition 3.1, such that
where the last inequality is by choice of δ ′′ . Consequently
from which we retrieve the result.
The proof of Theorem 2.3
The proof is iterative and follows the approach of [San07] . The following lemma is key. . and 1 A * β Γ ′ ,δ ′′ ∞ α(1 + 2 −7 K −1/4 ).
It follows that we are in case (ii).
Iterating this to yield Theorem 2.3 is a simple exercise.
Proof of Theorem 2.3. We construct a sequence of regular Bohr sets B(Γ k , δ k ) iteratively initializing with Γ 0 = {0 b G } and δ 0 = 1 which has B(Γ 0 , δ 0 ) regular for trivial reasons. Write α k = 1 A * β Γ k ,δ k ∞ so that α 0 = α and let x k be such that 1 A * β Γ k ,δ k (x k ) = α k . We apply Lemma 5.1 repeatedly to the sets x k − A and the Bohr sets B(Γ k , δ k ). If after k steps of the iteration we have never found ourselves in the first case of Lemma 5.1 then
Since α k 1 the first of these ensures that k = O(K 1/4 (log α −1 ) and so there is some k of size O(K 1/4 log α −1 ) for which we end up in the first case of Lemma 5.1, and at that stage we have The result follows.
