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Abstract 
An exact algorithm is proposed for the O-l collapsing knapsack problem as defined by 
Guignard and Posner. Bounding of the number of variables equal to 1 in an optimal solution is 
extensively used, as well as inner- and outer-linearization of the nonlinear right-hand side of the 
constraint. This allows generally a drastic reduction of the feasible domain. An implicit 
enumeration scheme solves the problem reduced by the preprocessing phase. Computational 
experiments are reported on. 
1. Introduction 
The O-l collapsing knapsack problem has been introduced by Guignard and Posner 
[9, lo]; it is similar to the well-known O-l knapsack problem except that the 
right-hand side of the constraint is a nonlinear nonincreasing function of the number 
of variables equal to 1, instead of a constant. Mathematically, it may be written as 
n 
max 1 CjXj s.t. i ajxj Q b ; Xj E (0, l>, j = l,..., n, 
j=l j=l 
where the cj and aj are positive integers and b is a nonincreasing functional over 
(1, ..*> n}. This problem has several applications in the areas of satellite commun- 
ications and computer operation in a time sharing environment, among others (see [9]). 
This paper presents a new algorithm for solving (K). It is based on the following 
approach: 
(i) lower and upper bounds I and u on z= Ixj, for any feasible or optimal solution 
x, are determined in several ways with time complexity O(n); 
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(ii) the convex hull of the set of points ps = (s, b(s)) for s = 1,2, . . . . m and 
m = max{s 1 b(s) > 0) is constructed also in time O(m); 
(iii) the results of (i) and (ii) are used to obtain an inner-linearization of b( CJ= rxj) 
and an outer-linearization (except for points ps such that s < 1 or s > u, see below). 
This yields two standard knapsack problems which provide in turn a good heuristic 
solution and a tight upper bound for the optimal value of (K), again in time O(n). 
These usually allow a drastic reduction in the number of free variables; 
(iv) steps (i) - (iii) are integrated in an implicit enumeration framework (note that as 
problem (K) contains the usual O-l knapsack problem as a particular case, it is of 
course NP-complete). 
The paper is organized as follows. Notation is defined in the next section. Section 
3 concerns mathematical results. The algorithm is presented in Section 4. Computa- 
tional results are given in Section 5. 
2. Notation 
Givenl,uE{1,2 ,..., n}suchthatl<u: 
* ML,: set of points ps = (s, b(s)), s E (1,l + 1, . . ., u}, 
l L A J: integer part of a real number A. 
Given a set J: 
l 1 J I: cardinality of J, 
l [J] : convex hull of J. 
Given an optimization problem in O-l variables (P): 
0 v(P): optimal value of(P), 
l V(P) (resp. n(P)): upper bound (resp. lower bound) on u(P), 
l (P ( x E X): (P) with the additional constraint x E X. 
3. Properties 
The theoretical results justifying the algorithms for the computation of lower and 
upper bounds of the sum of variables fixed at 1 at the optimum of(K) are detailed in 
Section 3.1. Then the linearizations of the problem, used to get lower and upper 
bounds on v(K) and also to reduce the size of (K), are presented in Section 3.2. 
3.1. Lower and upper bounds on Cs= lXj 
The following results allow to find constants 1, u E { 1,2, . . . . n} such that 
1~ C;! lxj < u for all feasible or for all optimal solutions of (K). 
Proposition 3.1. For all B c { 1,2, . . . , n} such that Vj E B Cj 2 ck ‘d k#B and 
CjeBaj < b( ( B I), and for all binary vectors x, the following holds: 
CX>CCj a CXj3 IBI + 1. 
jeB j= 1 
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Proof. As the solution zc defined by Xj = 1 Vj E B, 0 Vj$B is feasible for (K), 
cx = CjcBcj is a lower bound on u(K). Then the result follows from the property: 
CX = IEiX{CX~~J=,Xjd IBl}. 0 
The next proposition is due to Glover [6]: 
Proposition 3.2. Given a lower bound v(K) and a set of indices B c { 1,2, . . . , n} such that 
VIE B cj> ck Vk$B and CjGBcj< B(K) -=z CjseCj+ max{cjIj#B}, then for all 
binary vectors x, the following holds: 
cx > n(K) * j$lxj 3 IBI + 1. 
Guignard and Posner have shown [9, Theorems 2 and l] the following results. 
Proposition 3.3. For B c { 1,2,. . . , n}suchthatVjEBaj<akVk$B,CjEBaj<b(/BI) 
and b(lBl+ l)<~jEBaj+min{aj(j~B}, and for all x feasible for (K), the following 
holds: 
j$lxj d IB I . 
Proposition 3.4. lf there exists a set of indices B c {1,2, . . . , n} such that 
Vj c B cjlaj 2 cklak V k$B, 
Caj-at<b(IBl)d Caj, 
jeB jcB 
where t = arg min {cj/aj I j E B}, then 
(1) 
(2) 
C(KI ixja IBl)= 
I 
jEBc_(ljcj + cl(b( I-BI) - C aj)laz . j= 1 jeB-jr} J 
It is worth noting that a set of indices B satisfying the assumptions of Proposition 
3.4 does not necessarily exist. Indeed one may have CjeBaj < b( I B I) but also 
CjEBaj > b( (B I + 1). Proposition 3.4 should thus be completed by the following 
proposition. 
Proposition 3.5. Zf there exists a set of indices B c { 1,2, . . . , n} satisfying (1) and 
b(lBI + 1)d Caj< b(lBI), 
jeB 
then 
(3) 
E(KI ixj> (B( + 1)~ 
1 
jCzCtjcj + c,(b( I B I + 1) - C aj)/a* 3 
j=l jeB-{t} 
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where 
t = arg IIliIl{Cj/Ujlj E B}. 
Proof. The result follows from solving the continuous relaxation of the O-l knapsack 
problem max cx s.t. ax d b( ( I3 1 + 1); x binary. 0 
These two last results allow to define a new upper bound: 
Proposition 3.6. Given a lower bound v(K) on u(K), a set of indices B c { 1,2, . . . . n} 
satisfying (1) and 
y = b( 1 B I) and u = 1 B I - 1 when B satisjies (2) 
y = b( 1 B 1 f 1) and u = ( B ( when B satisfies (3) 
lY 
1 
C cj + C~(Y - j,zjt)Uj)lu* < u(K), 
jeB-{t} _ 
where t = arg min{cj/aj lj E B), then for all x feasible for (K), the following holds: 
CX>Q(K) * iXj$U. 
j=l 
Proof. AS it is assumed that C(K ICJ=lXj 3 u + 1)~ LxjEB-(tlCj + ct(.Y-~je~-{tluj)/ 
U, J is lower than Y(K), the result follows from the relation u(K) = max{v(K I 
C;=lxjdu),v(KICj”=,xj~u+ 1)). 0 
3.2. Lineurizutions of (K) and applications 
Two types of linearizations of (K) are designed in order to construct lower and 
upper bounds on v(K) with the goal of reducing the size of(K). These inner- and outer- 
linearizations use the convex hull of Ml,, the set of points ps = (s, b(s)) for s = 1, 
1 + 1, . ..) U, where 1 and u are the bounds on the number of variables equal to 1, 
defined in Section 3.1. 
Inner-linearization of(K) 
A line y = ES + jj (with M, fi E R) will be called a l-u inner-linearization of the set 
Ml., if and only if 
ms+fi<b(s) fors=l,l+l,..., u. (4) 
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A greedy algorithm (described in Section 4.3) applied to the linear O-l knapsack 
problem 
max CX Lt. UX < Cr f: Xj + 8; x binary (ILK) 
j=l 
leads obviously to a lower bound on u(K) since (4) implies v(ILK) < 
u(K 116 Cy= lxj 6 u). 
Outer-linearization of(K) 
A line y = Es + D (with cl, FE R) will be called a l-u outer-linearization of the set 
MI,, if and only if 
b(s)<<s+/T fors=l,l+l,..., u. 
Any relaxation of the linear O-l knapsack problem 
max cx s.t. ax d Cc i xj + E x binary (OLK) 
j=l 
leads obviously to an upper bound on v(K 11 d I;= 1 Xj 6 u); in particular, the solution 
of (OLK), the continuous relaxation of (OLK), is used to get the result. 
Proposition 3.7. Let y = Es -t j? be a l-u outer-linearization of the set MI,,. Then if 
V j E B cj/(aj - E) > ck/(ak - c() V k$ B, 
and 
C(Uj-a)-(U,-C()<p< C(aj-E), 
jeB jeB 
where t = arg min (cj/(Uj - E) ) j E B}, then 
u(OLK) = C cj + c,(P- C (Uj - E))/(u, - 8), 
jsB-{jt} j6B-{t} 
thus 
tY(K)l< ixj<u)=Lo(OLK)J. 
j=l 
In addition, a straightforward application of the definition of penalties for (OLK) 
leads to the following size reduction tests for (K): 
Proposition 3.8. Assume that a lower bound n(K) is known and let B be defined as in 
Proposition 3.7. If 
L v(a) - (ck - c,(uk - E)/(q - c()) J d n(K) for k E B - {t}, 
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then xk = 1 in any feasible solution of(K ) 1~ xi”= 1xj < U; cx > u(K)); $ 
L ~(a) + (ck - c,(ak - EMa, - a)) J d p(K) fir k$B u {t>, 
then xk = 0 in anyfiasible solution of(K ( 1~ I;= 1xj d U; cx > v(K)). 
Note. (i) U(K) = max{v(K), u(K 11 G cy= lxj < IA)}. 
(ii) For the reduction results, if no feasible solution exists in (K [ I < LYE lxj < u; 
cx > n(K); xk = E) (with E = 1 (part 1 of Proposition 3.8), or 0 (part 2 of Proposition 
3.8)), then the value of(K) is obviously v(K), and thus the optimal value of xk is in fact 
the one of the kth component of the feasible solution associated with n(K). 
(iii) See [3] for the choices of the parameters M, fi, E and p, and for the linear time 
complexity algorithms for construction of the convex hull of MI,,. 
4. Algorithm FPCK90 
4.1. The method framework 
{preprocessing phase) 
(size reduction of(K) determining X,, (resp. XI) the index set of variables fixed at 
0 (resp. 1) and computation of I and u E { 1, . . . , n} such that 
{each statement fixing variables leads to an extension of X0 and/or XI (and thus 
an associated update of X2); in case of extension of X 1, it leads also to an update 
of b(s) s = 1, . . ..U} 
(each improvement of v(K) leads to an update of the associated feasible solution 
of (K)} 
(determination of 1 (Proposition 3.1)) 
r +- greatest number of the largest cj, j E XZ, whose associated sum of aj is not 
greater than b(r); 
n(K) + associated sum of cj ; 
I+-r+l; 
(determination of u (Proposition 3.3)) 
u + greatest number of the smallest aj, j E X2, whose sum does not exceed b(u); 
{variable fixing at O> 
for all j: Uj > b(I) do xj + 0 endfor; 
{greedy algorithm for a lower bound z on o(K) (Section 4.3)) 
z + value of the sequence of greedy algorithms for O-l knapsack problems, inner- 
linearizations of (K); 
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if z > u(K) then 
{update of v(K)} 
u(K) + Z; 
{determination of L (Proposition 3.2)) 
I+- smallest number of the largest cj, j E XZ, whose sum exceeds n(K); 
ifi > 1 then 
(update of 1 and variable fixing at 0) 
1+-l; for allj: aj > b(l) do xj+ 0 endfor 
endif 
endif; 
{determination of u (Propositions 3.4 and 3.5)) 
u + smallest number of the largest cj/uj, j E X2, whose associated sum of aj 
exceeds b(u) or b(~ + 1); 
L c lower bound on v(K) reached by the computation of U; 
{Propositions 3.4 and 3.5) 
z’ c upper bound on v(K ( CjEX2 , x. 2 ~4) reached by the computation of u’; 
{Proposition 3.6) 
if u < u and Z’ d u(K) then (update of U} u t u - 1 endif; 
if z > v(K) then 
{update of n(K)} 
v(K) + Z; 
I+ smallest number of the largest cj, j E X2, whose sum exceeds n(K); 
{Proposition 3.2) 
if L > 1 then {update of l} I+ 1 endif 
endif; 
{variable fixing at O> 
h+-C ,,eLah, where L is a subset of X2 such that Vh EL ah < Ui Vi#L and 
[L/=1- 1; 
for all j: aj > b( 1) - h do Xj t 0 endfor; 
(l-u outer-linearization} 
construct the convex hull of M,,, and choose a line y = Cs + p, l-u outer- 
linearlzatlon of the set MI,,; 
solve the LP relaxation of (OLK’) s (OLK 1 xj = 0 Vj E X0): 
max 1 cjXj Lt. C (Uj - @)Xj d j?, Xj E (0, l}, j E X2; 
jeX2 jeX2 
u’+ CjEB_(t)cj + ~~(a- xjss_jtI(aj - $)/(a, - ?i), where B and t are defined as 
in Proposition 3.7; 
if L u’ J d n(K) then return u(K) and the associated feasible solution endif; 
if u(OLK’) > v(K) and the associated solution is feasible for (K) then 
n(K) t u(OLK’) endif; 
{variable fixing at l} 
for all j E B - {t}: L V’ - (Cj - c,(Uj - $/(a, - 2)) J < u(K) do 
Xj+ 1 {Proposition 3.8) 
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endfor; 
if 1 X1 ( = u then return n(K) and the associated feasible solution of(K) endif; 
if 1 X1 ) B 1 then 
{update of 1} I +-- )Xi I + 1; 
if b(l) < 0 then return n(K) and the associated feasible solution of (K) endif; 
endif; 
u t- max(s) b(s) > O}; 
{variable fixing at 0} 
for all j $3 u {t) such that 
IV’ + (cj - c,(aj - E)/(u, - E)) J < n(K) (Proposition 3.8) 
or 
aj > b’(l) = b(l) 
if (X1(31-1 
b(l) - h otherwise 
where h =‘xwsX,ah with X, a subset of X2 such that 
VheX,a,dUiVi~X,andIX2)=/-_X1I-l 
do Xj+O 
endfor; 
{variable fixing at 0} 
for all j E B n X,: aj > b’(l) then Xj + 0 endfor; 
if X2 = 0 then return u(K) and the associated feasible solution of (K) endif; 
{implicit enumeration} 
resolution of (K \1< I;= I Xj < U; Xj = 0 Vj E X0; xj = 1 Vj E X,) by a partial 
enumeration method using the L.I.F.O. strategy with a bounding Lagrangean 
duality technique. The dichotomic branching rule uses the optimal reduced costs 
of the continuous relaxation of the O-l knapsack problem associated with the l-u 
outer-linearization of Ml, u. It includes a reduction phase at each node based on 
these reduced costs and the lower and upper bounds on the sum of variables. 
4.2. Algorithms for bounds on Cj,.,Xj 
All these linear time complexity algorithms are based on the same principle as the 
one used for the resolution of the continuous O-l knapsack problem [l, 2,5,7,8]. We 
describe only the algorithm for the determination of 1 E { 1,2,. . ., n) associated with 
Proposition 3.2, such that I d CjpxZ , x. (X1 remains empty before the use of this 
algorithm; thus X2 = { 1, . . . , n} - X0): 
{given a lower bound n(K) on the value of(K), search of the smallest number 1 of 
the largest cj, j in X2, whose sum s exceeds u(K)} 
Bc@scO;JcXz; 
while s -=z U(K) do 
select a pivot ck, k in J; construct the following bipartition of J - {k}: 
J1 = {j E J - {k} (Cj >/ ck} and 52 = (j E J) cj < c,}; SIC CjeJ,cj; 
ifs+sl >u(K) 
then 
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else 
BtBuJ,u{k}; 
s + s + s1 + ck; 
J+J2 
endif 
endwhile; 
if s = v(K) 
then 
I+lBI+ 1 
else 
I+--IBI 
endif 
Note. See [3] for the description of all the algorithms. 
4.3. Greedy algorithm for a lower bound on v(K) 
This algorithm (denoted G) consists in applying a sequence of greedy algorithms 
for linear O-l knapsack problems: the inner-linearizations defined in Section 3.2 
constructed by using fitted convex sets included in the convex hull [M,,,] of Ml+, 
where 1 and u are computed by algorithms designed as in the previous section. 
The principle of algorithm G is the following one: 
(1 and u such that 1 d 1. lEx,Xj < u are computed by previous algorithms} 
{t denotes the number of variables fixed at one by algorithm G) 
1c1; ytl.4; tco; 
while t < u do 
determine a separation line y = CIS + B of the origin and the convex hull 
C{Pj E Ml,, 1 e,j < h,,> U {Pi, P,>I with ei,k: slope of (Pi, Pk); 
apply a greedy algorithm on the associated “inner-linearization” O-l knapsack 
problem, i.e., whose coefficients of the constraint are aj - a and the right- 
hand side fi; 
update the values of t, L, u, and b(s) s = 1, . . . . ~1 
endwhile 
{the lower bound on v(K) is obviously obtained by summing the associated 
coefficients of the objective function of(K)} 
The time complexity of algorithm G is given by the following result: 
Proposition 4.1. The time complexity of algorithm G is n(n) in the best case, and O(n’) 
in the worst case. 
Proof. The best case concerns the application of the greedy algorithm on a unique 
inner-linearization O-l knapsack problem. The worst case is reached by proving that 
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the running time is bounded by a function of t(n - t), where t is the number of 
variables fixed at one by algorithm G. 0 
5. Numerical experiments 
The fortran code of our algorithm (denoted FP) has been implemented on an IBM 
9370/60 computer with a lot of instances with randomly generated data: the five test 
problems of Guignard-Posner (Table 1) and 400 n = 30-, 50-, lOO- and lOOO-variable 
problems with data generated from a uniform distribution (Tables 2-6). 
All the computing times are in seconds. These tables include values of the following 
quantities: 
l n, the number of variables, 
0 m=max{s~{l,...,n}(b(s)>O}, 
l u(K), the lower bound on the value of(K) obtained by algorithm G (only in Table l), 
Table 1 
pb n m 1 X1 1 1 X0] /Xzj Reduction Global time 
time 
GP FP 
1 30 10 358 5 6 6 5 24 1 0.01 0.09 0.01 
2 30 30 544 7 9 9 9 21 0 0.01 0.51 0.01 
3 30 30 641 9 13 14 10 18 2 0.01 0.67 0.01 
4 50 10 1256 5 6 6 5 44 1 0.01 0.09 0.01 
5 100 10 1189 5 6 7 2 91 6 0.02 0.52 0.02 
Table 2 
Table Series n pbnb c a b(.) m 
3 1 30 10 100 100 300 10, 20, 30 
2 100 600 
3 200 300 
4 200 600 
4 5 50 10 300 1000 1000 10, 20, 30,40, 50 
6 2000 
5 7 100 10 300 1000 1000 10, 30, 50, 70, 100 
8 5000 
9 10000 
6 10 1000 5 300 1000 1000 100,500 
11 10000 
12 50000 
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Table 3 
(30 variables) 
Series b(.) m GP I u 1x21 Reduction Reduction FP 
time +GP 
1 300 10 0.50 7.1 8.0 6.9 0.01 
20 2.10 6.7 8.9 11.0 0.01 
30 3.32 7.8 9.8 5.1 0.01 
2 600 10 1.31 7.4 8.1 25.5 0.02 
20 12.72 9.9 11.9 10.4 0.01 
30 19.30 10.4 12.8 12.7 0.02 
3 300 10 0.12 4.9 6.1 5.6 0.01 
20 0.14 5.7 6.6 3.8 0.01 
30 0.32 5.3 7.1 12.2 0.01 
4 600 10 0.49 6.5 7.9 10.4 0.01 
20 1.94 6.8 8.5 9.4 0.01 
30 3.53 7.5 9.7 10.2 0.01 
0.03 
0.10 
0.03 
0.02 
0.03 
0.01 
0.07 0.32 
1.75 0.84 
2.75 0.19 
0.02 
0.02 
0.10 
0.06 
0.06 
0.07 
0.01 
0.01 
0.02 
0.03 
0.05 
0.03 
Table 4 
(50 variables) 
Series b(.) M GP I u 1x21 Reduction Reduction FP 
time +GP 
5 1000 10 0.20 4.6 6.4 9.9 0.02 0.04 0.03 
20 0.24 5.0 6.7 7.3 0.02 0.04 0.02 
30 0.50 5.5 7.3 9.8 0.02 0.10 0.03 
40 0.54 5.6 7.3 8.8 0.02 0.06 0.03 
50 0.55 5.5 7.9 9.7 0.02 0.06 0.03 
2000 10 1.16 6.2 7.9 11.6 0.02 0.08 0.06 
20 4.92 7.1 8.5 7.5 0.02 0.06 0.04 
30 11.43 7.6 9.7 11.8 0.02 3.74 0.14 
40 16.80 8.1 10.1 9.1 0.02 0.43 0.03 
50 30.23 8.2 10.9 10.4 0.02 0.21 0.04 
these lower bounds reach u(K) except for problem 5, whose value is 1264, 
l 1 and u the bounds on CJ= I Xj, 
l cjn= 1 x*j, number of variables fixed at one in the optimal solution (only in Table I), 
l I X1 ( (resp. ( X,, I), the number of variables fixed at 1 (resp. 0) by the reduction 
phase (only in Table 1); 
l 1 X2 1, the number of free variables at the end of the reduction phase, 
l reduction time, the running time of the reduction phase, 
l GP, the running time of the algorithm of Guignard and Posner [9], 
l reduction + GP, the running time of GP with our preprocessing phase, 
l FP, the running time of our algorithm. 
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Table 5 
(100 variables) 
Series b(.) M GP I l4 1x21 Reduction Reduction FP 
time +GP 
7 1000 10 3.51 6.4 7.9 7.8 0.02 0.04 0.03 
30 30.60 7.0 9.9 12.0 0.03 2.30 0.26 
50 17.56 7.3 10.4 11.1 0.03 0.16 0.13 
70 109.37 8.7 11.9 8.1 0.03 0.10 0.04 
100 127.65 8.7 11.9 8.7 0.04 0.45 0.22 
8 5000 10 llOl(3) 8.0 9.1 42.6 0.04 253.52 (8) 9.31 (8) 
30 - 12.8 17.3 25.1 0.04 10.66 (8) 20.78 
50 _ 14.4 20.1 31.1 0.04 172.25 (6) 78.76 (8) 
70 - 16.4 23.3 27.7 0.04 146.77 (5) 0.51 (8) 
100 _ 17.5 25.9 29.3 0.04 116.06 (5) 148.23 
9 10000 10 1408 (1) 8.7 9.9 61.7 0.05 430.58 (6) 308.80 (7) 
30 - 17.0 20.8 29.3 0.04 45.10 (6) 8.14 (9) 
50 _ 19.3 25.5 39.5 0.04 17.54 (4) 0.68 (5) 
70 - 23.8 32.1 32.2 0.05 1.86 (4) 0.05 (5) 
100 - 25.1 32.4 32.2 0.05 0.91 (3) 10.34 (8) 
Table 6 
(1000 variables) 
Series b(.) m GP I u 1x21 
10 1000 100 23.2 
500 _ 25.6 
11 10000 100 _ 50.2 
500 _ 79.8 
12 50000 100 _ 69.8 
500 _ 160.6 
31.4 12.4 0.32 
38.6 4.8 0.38 
67.2 68.0 0.38 
115.2 70.8 0.35 
0.34 (4) 187.83 
31.19 0.42 
0.35 (2) 10.08 (4) 
0.46 (1) 0.53 (3) 
86.8 321.6 0.81 _ _ 
208.0 84.8 0.57 0.83 (4) 0.79 (4) 
Reduction Reduction 
time +GP 
FP 
Table 2 specifies the characteristics of the distribution of the 400 instances in 12 
series: the columns c, a, b(.) detail the associated upper bounds of the intervals of 
positive integer data generated from a uniform distribution; the parameter pbnb gives 
the number of instances for each series (thus for Tables 3 - 6, all the values are average 
numbers over pbnb instances, from columns GP to FP). 
All these results show clearly the efficiency of the reduction phase. Nevertheless, 
algorithms GP or FP may fail in time less than 30 min for 100 variables, or 45 min for 
1000 variables; in these cases the average running times concern only the instances 
(their numbers are specified into brackets) solved in less than these thresholds. In 
almost all the cases, our algorithm FP dominates algorithm GP even with our 
preprocessing reduction phase included. 
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