We establish the existence of a conservative weak solution to the Cauchy problem for the nonlinear variational wave equation u tt − c(u)(c(u)u x ) x = 0, for initial data of finite energy. Here c(·) is any smooth function with uniformly positive bounded values.
Introduction
We are interested in the Cauchy problem u tt − c(u)(c(u)u x ) x = 0 , (1.1) with initial data u(0, x) = u 0 (x) , u t (0, x) = u 1 (x) .
(1.2)
Throughout the following, we assume that c : R → R + is a smooth, bounded, uniformly positive function. Even for smooth initial data, it is well known that the solution can lose regularity in finite time ( [12] ). It is thus of interest to study whether the solution can be extended beyond the time when a singularity appears. This is indeed the main concern of the present paper. In ( [5] ) we considered the related equation
and constructed a semigroup of solutions, depending continuously on the initial data.
Here we establish similar results for the nonlinear wave equation (1.1) . By introducing new sets of dependent and independent variables, we show that the solution to the Cauchy problem can be obtained as the fixed point of a contractive transformation. Our main result can be stated as follows. Moreover, let a sequence of initial conditions satisfy
and u n 0 → u 0 uniformly on compact sets, as n → ∞. Then one has the convergence of the corresponding solutions u n → u, uniformly on bounded subsets of the t-x plane.
It appears in (1.7) that the total energy of our solutions may decrease in time. Yet, we emphasize that our solutions are conservative, in the following sense. (ii) For each t, the absolutely continuous part of µ t has density (iii) For almost every t ∈ R, the singular part of µ t is concentrated on the set where c ′ (u) = 0.
In other words, the total energy represented by the measure µ is conserved in time. Occasionally, some of this energy is concentrated on a set of measure zero. At the times τ when this happens, µ τ has a non-trivial singular part and E(τ ) < E 0 . The condition (iii) puts some restrictions on the set of such times τ . In particular, if c ′ (u) = 0 for all u, then this set has measure zero.
The paper is organized as follows. In the next two subsections we briefly discuss the physical motivations for the equation and recall some known results on its solutions. In Section 2 we introduce a new set of independent and dependent variables, and derive some identities valid for smooth solutions. We formulate a set of equations in the new variables which is equivalent to (1.1). Remarkably, in the new variables all singularities disappear: Smooth initial data lead to globally smooth solutions. In Section 3 we use a contractive transformation in a Banach space with a suitable weighted norm to show that there is a unique solution to the set of equations in the new variables, depending continuously on the data u 0 , u 1 . Going back to the original variables u, t, x, in Section 4 we establish the Hölder continuity of these solutions u = u(t, x), and show that the integral equation (1.5) is satisfied. Moreover, in Section 5, we study the conservativeness of the solutions, establish the energy inequality and the Lipschitz continuity of the map t → u(t, ·). This already yields a proof of Theorem 2. In Section 6 we study the continuity of the maps t → u x (t, ·), t → u t (t, ·), completing the proof of Theorem 1. The proof of Theorem 3 is given in Section 7.
Physical background of the equation
Equation (1.1) has several physical origins. In the context of nematic liquid crystals, it comes as follows. The mean orientation of the long molecules in a nematic liquid crystal is described by a director field of unit vectors, n ∈ S 2 , the unit sphere. Associated with the director field n, there is the well-known Oseen-Franck potential energy density W given by
The positive constants α, β, and γ are elastic constants of the liquid crystal. For the special case α = β = γ, the potential energy density reduces to
which is the potential energy density used in harmonic maps into the sphere S 2 . There are many studies on the constrained elliptic system of equations for n derived through variational principles from the potential (1.8), and on the parabolic flow associated with it, see [3, 9, 10, 16, 22, 36] and references therein. In the regime in which inertia effects dominate viscosity, however, the propagation of the orientation waves in the director field may then be modeled by the least action principle (Saxton [29] 
In the special case α = β = γ, this variational principle (1.9) yields the equation for harmonic wave maps from (1+3)-dimensional Minkowski space into the two sphere, see [8, 31, 32] for example. For planar deformations depending on a single space variable x, the director field has the special form n = cos u(x, t)e x + sin u(x, t)e y , where the dependent variable u ∈ R 1 measures the angle of the director field to the x-direction, and e x and e y are the coordinate vectors in the x and y directions, respectively. In this case, the variational principle (1.9) reduces to (1.1) with the wave speed c given specifically by c
The equation (1.1) has interesting connections with long waves on a dipole chain in the continuum limit ( [13] , Zorski and Infeld [45] , and Grundland and Infeld [14] ), and in classical field theories and general relativity ( [13] ). We refer the interested reader to the article [13] for these connections.
This equation (1.1) compares interestingly with other well-known equations, e. g.
where p(·) is a given function, considered by Lax [25] , Klainerman and Majda [24] , and Liu [28] . Second related equation is
considered by Lindblad [27] , who established the global existence of smooth solutions of (1.12) with smooth, small, and spherically symmetric initial data in R 3 , where the large-time decay of solutions in high space dimensions is crucial. The multi-dimensional generalization of equation (1.1),
contains a lower order term proportional to cc ′ |∇u| 2 , which (1.12) lacks. This lower order term is responsible for the blow-up in the derivatives of u. Finally, we note that equation (1.1) also looks related to the perturbed wave equation 14) where f (u, ∇u, ∇∇u) satisfies an appropriate convexity condition (for example, f = u p or f = a(∂ t u) 2 + b|∇u| 2 ) or some nullity condition. Blow-up for (1.14) with a convexity condition has been studied extensively, see [2, 11, 15, 20, 21, 26, 30, 33, 34] and Strauss [35] for more reference. Global existence and uniqueness of solutions to (1.14) with a nullity condition depend on the nullity structure and large time decay of solutions of the linear wave equation in higher dimensions (see Klainerman and Machedon [23] and references therein). Therefore (1.1) with the dependence of c(u) on u and the possibility of sign changes in c ′ (u) is familiar yet truly different. Equation (1.1) has interesting asymptotic uni-directional wave equations. Hunter and Saxton ([17] ) derived the asymptotic equations 
Known results
In [18] , Hunter and Zheng established the global existence of weak solutions to (1.15) (n = 1) with initial data of bounded variations. It has also been shown that the dissipative solutions are limits of vanishing viscosity. Equation (1.15) (n = 1) is also shown to be completely integrable ( [19] ). In [37] - [44] , Ping Zhang and Zheng study the global existence, uniqueness, and regularity of the weak solutions to (1.15) (n = 1, 2) with L 2 initial data, and special cases of (1.1). The study of the asymptotic equation has been very beneficial for both the blow-up result [12] and the current global existence result for the wave equation (1.1).
Variable Transformations
We start by deriving some identities valid for smooth solutions. Consider the variables
so that
By (1.1), the variables R, S satisfy
Multiplying the first equation in (2.3) by R and the second one by S, we obtain balance laws for R 2 and S 2 , namely
As a consequence, the following quantities are conserved:
Indeed we have
One can think of R 2 /4 as the energy density of backward moving waves, and S 2 /4 as the energy density of forward moving waves.
We observe that, if R, S satisfy (2.3) and u satisfies (2.1b), then the quantity
provides solutions to the linear homogeneous equation
In particular, if F ≡ 0 at time t = 0, the same holds for all t > 0. Similarly, if R, S satisfy (2.3) and u satisfies (2.1a), then the quantity
In particular, if G ≡ 0 at time t = 0, the same holds for all t > 0. We thus have
Proposition 1. Any smooth solution of (1.1) provides a solution to (2.1)-(2.3). Conversely, any smooth solution of (2.1b) and (2.3) (or (2.1a) and (2.3)) which satisfies (2.2b) (or (2.2a) ) at time t = 0 provides a solution to (1.1).
The main difficulty in the analysis of (1.1) is the possible breakdown of regularity of solutions. Indeed, even for smooth initial data, the quantities u x , u t can blow up in finite time. This is clear from the equations (2.3), where the right hand side grows quadratically, see ( [12] ) for handling change of signs of c ′ and interaction between R and S. To deal with possibly unbounded values of R, S, it is convenient to introduce a new set of dependent variables:
Using (2.3), we obtain the equations To reduce the equation to a semilinear one, it is convenient to perform a further change of independent variables ( fig. 1 ). Consider the equations for the forward and backward characteristics:ẋ
The characteristics passing through the point (t, x) will be denoted by
respectively. As coordinates (X, Y ) of a point (t, x) we shall use the quantities
Of course this implies
Notice that
For any smooth function f , using (2.14) one finds
We now introduce the further variables
Notice that the above definitions imply
From (2.10)-(2.11), using (2.16)-(2.18), we obtain
Using trigonometric formulas, the above expressions can be further simplified as
Concerning the quantities p, q, we observe that
Using again (2.18) and (2.15) we compute
In turn, this yields
Finally, by (2.16) we have
Starting with the nonlinear equation (1.1), using X, Y as independent variables we thus obtain a semilinear hyperbolic system with smooth coefficients for the variables u, w, z, p, q. Using some trigonometric identities, the set of equations (2.19), (2.21)-(2.22) and (2.23) can be rewritten as
(2.26)
Remark 1. The function u can be determined by using either one of the equations in (2.26). One can easily check that the two equations are compatible, namely
Remark 2. We observe that the new system is invariant under translation by 2π in w and z. Actually, it would be more precise to work with the variables w † . = e iw and z † . = e iz . However, for simplicity we shall use the variables w, z, keeping in mind that they range on the unit circle [−π, π] with endpoints identified.
The system (2.24)-(2.26) must now be supplemented by non-characteristic boundary conditions, corresponding to (1.2). For this purpose, we observe that u 0 , u 1 determine the initial values of the functions R, S at time t = 0. The line t = 0 corresponds to a curve γ in the (X, Y ) plane, say
where Y . = ϕ(X) if and only if
We can use the variable x as a parameter along the curve γ. The assumptions
; to fix the ideas, let
The two functions
are well defined and absolutely continuous. Clearly, X is strictly increasing while Y is strictly decreasing. Therefore, the map X → ϕ(X) is continuous and strictly decreasing. From (2.28) it follows
As (t, x) ranges over the domain [0, ∞[ ×R, the corresponding variables (X, Y ) range over the set
parametrized by x → (X(x), Y (x)), we can thus assign the boundary data (w,z,p,q,ū)∈ L ∞ defined by
We observe that the identity
is identically satisfied along γ. A similar identity holds for G.
Construction of integral solutions
Aim of this section is to prove a global existence theorem for the system (2.24)-(2.26), describing the nonlinear wave equation in our transformed variables. 
In the following, we shall construct the solution on the domain Ω + where Y ≥ ϕ(X). On the complementary set Ω − where Y < ϕ(X), the solution can be constructed in an entirely similar way.
Observing that all equations (2.24)-(2.26) have a locally Lipschitz continuous right hand side, the construction of a local solution as fixed point of a suitable integral transformation is straightforward. To make sure that this solution is actually defined on the whole domain Ω + , one must establish a priori bounds, showing that p, q remain bounded on bounded sets. This is not immediately obvious from the equations (2.25), because the right hand sides have quadratic growth.
The basic estimate can be derived as follows. Assume
From (2.25) it follows the identity
In turn, this implies that the differential form p dX −q dY has zero integral along every closed curve contained in Ω + . In particular, for every (X, Y ) ∈ Ω + , consider the closed curve Σ (see fig. 2 Integrating along Σ, recalling that p = q = 1 along γ and then using (2.29), we obtain
Using (3.1)-(3.2) in (2.25), since p, q > 0 we obtain the a priori bounds
Similarly,
Relying on (3.3)-(3.4), we now show that, on bounded sets in the X-Y plane, the solution of (2.24)-(2.26) with boundary conditions (2.31) can be obtained as the fixed point of a contractive transformation. For any given r > 0, consider the bounded domain
Introduce the space of functions
where κ is a suitably large constant, to be determined later. For w, z, p, q, u ∈ Λ r , consider the transformation T (w, z, p, q, u) = (w,z,p,q,ũ) defined by
(cos w − cos z) p dX ,
In (3.6), the quantitiesp,q are defined aŝ
Notice thatp = p,q = q as long as the a priori estimates (3.3)-(3.4) are satisfied. Moreover, if in the equations (2.24)-(2.26) the variables p, q are replaced withp,q, then the right hand sides become uniformly Lipschitz continuous on bounded sets in the X-Y plane. A straightforward computation now shows that the map T is a strict contraction on the space Λ r , provided that the constant κ is chosen sufficiently big (depending on the function c and on r). Obviously, if r ′ > r, then the solution of (3.5)-(3.7) on Ω r ′ also provides the solution to the same equations on Ω r , when restricted to this smaller domain. Letting r → ∞, in the limit we thus obtain a unique solution (w, z, p, q, u) of (3.5)-(3.7), defined on the whole domain Ω + . To prove that these functions satisfy the (2.24)-(2.26), we claim thatp = p,q = q at every point (X, Y ) ∈ Ω + . The proof is by contradiction. If our claim does not hold, since the maps Y → p(X, Y ), X → q(X, Y ) are continuous, we can find some point (X * , Y * ) ∈ Ω + such that
. By (3.9), we still havep = p,q = q restricted to Ω * , hence the equations (2.24)-(2.26) and the a priori bounds (3.3)-(3.4) remain valid. In particular, these imply
reaching a contradiction.
Remark 3. In the solution constructed above, the variables w, z may well grow outside the initial range ] − π, π[ . This happens precisely when the quantities R, S become unbounded, i.e. when singularities arise.
For future reference, we state a useful consequence of the above construction. 
uniformly on compact subsets of R. Then one has the convergence of the corresponding solutions:
uniformly on bounded subsets of the X-Y plane.
We also remark that the equations (2.24)-(2.26) imply the conservation laws
Weak solutions, in the original variables
By expressing the solution u(X, Y ) in terms of the original variables (t, x), we shall recover a solution of the Cauchy problem (1.1)-(1.2). This will provide a proof of Theorem 1. As a preliminary, we examine the regularity of the solution (u, w, z, p, q) constructed in the previous section. Since the initial data (u 0 ) x and u 1 are only assumed to be in L 2 , the functions w, z, p, q may well be discontinuous. More precisely, on bounded subsets of the X-Y plane, the equations (2.24)-(2.26) imply the following:
-The functions w, p are Lipschitz continuous w.r.t. Y , measurable w.r.t. X.
-The functions z, q are Lipschitz continuous w.r.t. X, measurable w.r.t. Y .
-The function u is Lipschitz continuous w.r.t. both X and Y .
The map (X, Y ) → (t, x) can be constructed as follows. Setting f = x, then f = t in the two equations at (2.16), we find
respectively. Therefore, using (2.18) we obtain
For future reference, we write here the partial derivatives of the inverse mapping, valid at points where w, z = −π.
We can now recover the functions x = x(X, Y ) by integrating one of the equations in (4.1). Moreover, we can compute t = t(X, Y ) by integrating one of the equations in (4.2). A straightforward calculation shows that the two equations in (4.1) are equivalent: differentiating the first w.r.t. Y or the second w.r.t. X one obtains the same expression.
Similarly, the equivalence of the two equations in (4.2) is checked by
In order to define u as a function of the original variables t, x, we should formally invert the map (X, Y ) → (t, x) and write u(t, x) = u(X(t, x) , Y (t, x)). The fact that the above map may not be one-to-one does not cause any real difficulty. Indeed, given (t * , x * ), we can choose an arbitrary point (X * , Y * ) such that t(X * , Y * ) = t * , x(X * , Y * ) = x * , and define u(t * , x * ) = u(X * , Y * ). To prove that the values of u do not depend on the choice of (X * , Y * ), we proceed as follows. Assume that there are two distinct points such that t(
We consider two cases:
and call ∂Γ x * its boundary. By (4.1), x is increasing with X and decreasing with Y . Hence, this boundary can be represented as the graph of a Lipschitz continuous function: X − Y = φ(X + Y ). We now construct the Lipschitz continuous curve γ ( fig. 3a ) consisting of
-a portion of the boundary ∂Γ x * ,
We can obtain a Lipschitz continuous parametrization of the curve γ :
proving our claim.
Case 2:
In this case, we consider the set
and construct a curve γ connecting (X 1 , Y 1 ) with (X 2 , Y 2 ) as in fig. 3b . Details are entirely similar to Case 1. We now prove that the function u(t, x) = u(X(t, x), Y (t, x)) thus obtained is Hölder continuous on bounded sets. Toward this goal, consider any characteristic curve, say t → x + (t), withẋ + = c(u). By construction, this is parametrized by the function X → (t(X, Y ), x(X, Y )), for some fixed Y . Recalling (2.16), (2.14), (2.18) and (2.26), we compute for some constant C τ depending only on τ . Similarly, integrating along any backward characteristics t → x − (t) we obtain
Since the speed of characteristics is ±c(u), and c(u) is uniformly positive and bounded, the bounds (4.4)-(4.5) imply that the function u = u(t, x) is Hölder continuous with exponent 1/2. In turn, this implies that all characteristic curves are C 1 with Hölder continuous derivative. Still from (4.4)-(4.5) it follows that the functions R, S at (2.1) are square integrable on bounded subsets of the t-x plane.
Finally, we prove that the function u provides a weak solution to the nonlinear wave equation (1.1). According to (1.5), we need to show that
(4.6) By (2.16), this is equivalent to
It will be convenient to express the double integral in (4.7) in terms of the variables X, Y . We notice that, by (2.18) and (2.14),
Using (2.26) and the identities
the double integral in (4.6) can thus be written as 2c
Recalling (2.30), one finds
Together, (4.9) and (4.10) imply (4.7) and hence (4.6). This establishes the integral equation (1.5) for every test function φ ∈ C 1 c .
Conserved quantities
From the conservation laws (3.10) it follows that the 1-forms p dX − q dY and
dY are closed, hence their integrals along any closed curve in th X-Y plane vanish. From the conservation laws at (2.6), it follows that the 1-forms
are also closed. There is a simple correspondence. In fact
Recalling (4.1)-(4.2), these can be written in terms of the X-Y coordinates as
respectively. Using (2.24)-(2.26), one easily checks that these forms are indeed closed:
In addition, we have the 1-forms 6) which are obviously closed. To prove the inequality (1.7), fix any τ > 0. The case τ < 0 is identical. For a given r > 0 arbitrarily large, define the set ( fig. 4 )
By construction, the the map (X, Y ) → (t, x) will act as follows: We now prove the Lipschitz continuity of the map t → u(t, ·) in the L 2 distance. For this purpose, for any fixed time τ , we let µ τ = µ − τ + µ + τ be the positive measure on the real line defined as follows. In the smooth case,
To define µ ± τ in the general case, let γ τ be the boundary of the set
Given any open interval ]a, b[ , let A = (X A , Y A ) and B = (X B , Y B ) be the points on γ τ such that
where
Recalling the discussion at (5.1)-(5.2), it is clear that µ 
For any a < b, this yields the estimate
Next, for a given h > 0, y ∈ R, we seek an estimate on the distance |u(τ +h, y)−u(τ, y)|. As in fig. 5 , let γ τ +h be the boundary of the set Γ τ +h , as in (5.11). Let P = (P X , P Y ) be the point on γ τ such that
Similarly, let Q = (Q X , Q Y ) be the point on γ τ +h such that
Notice that X P ≤ X Q and Y P ≤ Y Q . Let P + = (X + , Y + ) be a point on γ τ with X + = X Q , and let
Notice that x(P + ) ∈ ]y, y + κh[ , because the point (τ, x(Q)) lies on some characteristic curve with speed −c(u) > −κ, passing through the point (τ +h, y). Similarly, x(P − ) ∈ ]y −κh, y[ . Recalling that the forms in (5.2) and (5.6) are closed, we obtain the estimate
The last term in (5.15) contains the integral of the 1-form at (5.2), along the curve γ τ , between P − and P + . Recalling the definition (5.12)-(5.13) and the estimate (5.14), we obtain the bound
(5.16) Therefore, for any h > 0,
This proves the uniform Lipschitz continuity of the map t → u(t, ·), stated at (1.4).
Regularity of trajectories
In this section we prove the continuity of the functions t → u t (t, ·) and t → u x (t, ·), as functions with values in L p . This will complete the proof of Theorem 1. We first consider the case where the initial data (u 0 ) x , u 1 are smooth with compact support. In this case, the solution u = u(X, Y ) remains smooth on the entire X-Y plane. Fix a time τ and let γ τ be the boundary of the set Γ τ , as in (5.11). We claim that
where, by (2.14), (2.18) and (2.26),
Notice that (6.2) defines the values of u t (τ, ·) at almost every point x ∈ R, i.e. at all points outside the support of the singular part of the measure µ τ defined at (5.12). By the inequality (1.7), recalling that c(u) ≥ κ −1 , we obtain
To prove (6.1), let any ε > 0 be given. There exist finitely many disjoint intervals [a i , b i ] ⊂ R, i = 1, . . . , N, with the following property. Call A i , B i the points on γ τ such that x(A i ) = a i , x(B i ) = b i . Then one has min {1 + cos w(P ) , 1 + cos z(P )} < 2ε (6.4) at every point P on γ τ contained in one of the arcs A i B i , while 1 + cos w(P ) > ε , 1 + cos z(P ) > ε , (6.5) for every point P along γ τ , not contained in any of the arcs
and notice that, as a function of the original variables, u = u(t, x) is smooth in a neighborhood of the set {τ } × J ′ . Using Minkowski's inequality and the differentiability of u on J ′ , we can write
To prove the lemma, we first give a formal argument, valid when the solution u = u(t, x) remains smooth. We first notice that (2.4) implies
where κ −1 is a lower bound for c(u). For each ε > 0 we have
we thus obtain
This yields the L where O(1) denotes a quantity whose absolute value admits a uniform bound, depending only on the function c = c(u) and not on the particular solution under consideration. In particular, the map t → Λ(t) has bounded variation on any bounded interval. It can be discontinuous, with downward jumps. To achieve a rigorous proof of Lemma 1, we need to reproduce the above argument in terms of the variables X, Y . As a preliminary, we observe that for every ε > 0 there exists a constant κ ε such that |sin z(1 − cos w) − sin w(1 − cos z)| ≤ κ ε · tan (1 + cos w)(1 + cos z) + ε(1 − cos w)(1 − cos z) (7.3) for every pair of angles w, z. Now fix 0 ≤ s < t. Consider the sets Γ s , Γ t as in (5.11) and define Γ st . = Γ t \ Γ s . Observing that dxdt = pq 8c (1 + cos w)(1 + cos z)dXdY ,
we can now write (1 + cos w)(1 + cos z) dXdY . To prove (7.4), fix any P * = (X * , Y * ) ∈ Ω * 3 and let τ = t(P * ). We claim that lim sup h,k→0+
By assumption, for any ε > 0 arbitrarily small we can find δ > 0 with the following property. For any square Q centered at P * with side of length ℓ < δ, there exists a vertical segment σ and a horizontal segment σ ′ , as in fig. 6 , such that meas (Ω 3 ∩ σ) ≥ (1 − ε)ℓ , meas (Ω 3 ∩ σ ′ ) ≥ (1 − ε)ℓ , Notice that, by (4.2),
Indeed, the integrand functions are Lipschitz continuous. Moreover, they vanish oustide a set of measure εℓ. On the other hand,
for some constant c 1 > 0. Since ε > 0 was arbitrary, this implies (7.5).
Recalling that the map t → Λ has bounded variation, from (7.5) it follows (7.4). We now observe that the singular part of µ τ is nontrivial only if the set {P ∈ γ τ ; w(P ) = −π or z(P ) = −π} has positive 1-dimensional measure. By the previous analysis, restricted to the region where c ′ = 0, this can happen only for a set of times having zero measure.
