In a digital hologram, 3D information of an object is recorded on a holographic fringe pattern obtained from the interference pattern between the object and reference waves, or the numerical diffraction equations. Numerical equation-based hologram generation is highly computationally complex because the relationship between a point of the object and all the positions on a fringe pattern need to be considered. In this work, we present an efficient method for digital hologram generation using position clustering and FFT-based structural modification by Taylor series approximation. To evaluate the performance of the proposed method, it was compared to the Rayleigh-Sommerfeld (RS) diffraction for two point clouds and the gray and depth images were used to generate a digital hologram. Experimental results show that the proposed method has much lower computational complexity in terms of the numerical structure while similar visual quality was preserved; the proposed method is adjudged to more suitable for parallel processing. Therefore, we believe that the proposed method can be a useful tool for numerical digital hologram generation.
Introduction
Recently, digital holography has become an important technique because it can provide three-dimensional information corresponding to a real object [1] . In a digital hologram, 3D information of an object is recorded on a holographic fringe pattern obtained by the interference pattern between the object and reference waves, or the numerical diffraction equations [2] - [6] . The basic diffraction equation is obtained by finding a solution of the Helmholtz equation for a propagating wave encountering a partially obscured planar screen [4] - [6] . RayleighSommerfeld (RS) diffraction, which is widely used for digital hologram generation, is obtained by imposing a boundary condition on a diffracting screen [4] - [6] . In generating the hologram, the Point Light Source (PLS)-based approach for modeling a 3D object is widely used because of the simple and useful structure for parallel processing. To compute the fringe pattern using the numerical diffraction equation, diffraction patterns of all PLSs are accumulated. However, numerically calculating the wavefronts of all PLSs has high computational complexity, because the relationship between a point on the object and all positions of a fringe pattern has to be considered [7] . Therefore, to reduce the complexity and computational time required to generate the numerical digital hologram, several approaches have been suggested. In [7] , the circular symmetry of a zone plate is used to reduce the complexity by using a look-up-table (LUT) for the zone plate. A single line having complex amplitude for a zone plate is calculated along the radial axis, and the line is rolled to form a complete zone plate. However, this approach requires memory space for the LUT, and its performance is heavily dependent on the ability to draw a discrete circle. For a pre-calculated interference pattern, LUT-based methods have been proposed to reduce the complexity and the LUT memory space [8] - [10] . These methods effectively reduce the complexity, but their performance strongly depends on the accuracy of the LUT, and requires pre-calculation and memory space for the LUT. Hardware-based methods, including field-programmable gate arrays (FPGA) and graphics processing units (GPU) have been employed to reduce the computational time for fringe pattern generation [10] . When using these methods, the processing time is much faster than a method that only uses the central processing unit (CPU). However, their performance is dependent on the characteristics of the type of processor used, and includes the additional cost of the hardware. In this work, an efficient method for digital hologram generation is presented based on clustering point clouds according to the z-axis and FFT-based structural modification using Taylor series approximation. The proposed method is explained numerically, and its practical procedure is described experimentally in Section 2. Experimental results are compared with state-of-the-art algorithms in Section 3, followed by summarizing and concluding the given algorithm with some discussion.
Proposed Method: Fast and Flexible Digital Hologram Generation
A basic diffraction equation is obtained by finding a solution of the Helmholtz equation for a propagating wave encountering a partially obscured planar screen [2] - [6] . The Rayleigh-Sommerfeld (RS) solution, which is widely employed for generating digital holograms, is computed by imposing a boundary condition for the case where a diffracting screen is placed in the 0 z  plane [4] . To generate the fringe pattern for a 3D object that can be represented as a point cloud, diffraction patterns of all points are accumulated as [4]  respectively; ρ indicates the distance between a point in the object and a point in the fringe pattern. For simplification, the diffraction angle at each point is assumed to be zero, and Eq.1 is approximated [9] by
The distance  can be expressed by
The distance is converted to the distance  using the first order Taylor series expansion as
The difference between the focused and defocused diffraction angle of the points, which are affected by the distance, is reduced by the distance approximation. The range of the focused and defocused diffraction angles becomes narrow, and many points of a 3D object have a similar focused and defocused diffraction angle.
To compensate for the reduction in diffraction angle after the distance approximation, the focusing distance d is controlled by a symmetrical kernel function with the
K is a weighting factor, N is the z-axis dimension of a point cloud, and the range of the normalized
By applying the approximated distance  and the controlled focusing length d , the numerical digital hologram generation is rewritten by
To induce its mathematical similarity with the Fourier Transform, it can be expressed as 
To transform the continuous form in Eq.9 to a discrete form [5] , [11] , the coordinates for the fringe pattern and a 3D object are converted into discrete terms as , ,
, ,
where N and M are the discrete point number of x and y in the fringe pattern, respectively. x  , y  , and z  are the result of the discretization step of x , y and z -axis of a 3D object position, respectively. By substituting Eq. 10 into Eq. 9, the discrete equation for the approximated fast generation is obtained by
where J is the number of position clusters according to the focusing distance z  .
In Eq.11, the points having the same discrete z -axis position are calculated using an FFT, and the corresponding result is weighted by ( , ) W m n . Each result for a different discrete z -axis position is independently calculated and accumulated. In the approximated discrete generation process, the complexity is determined by the numbers of grouped z -axis positions, and is flexibly controlled by the quantization step size z  in the z -axis.
Experiment
For the performance evaluation, the proposed method is compared to the previous method using two point clouds and evaluated using the gray and depth images.
As shown in Fig.1 , the first cloud consisting of 321 points for a radial shape is designed to show that the defocused diffraction angle gradually increases according to the distance from the focused center point to the z position. The normalized z position has a zero value at the focused center point, and the z position increases to 0.4 by 0.01. In addition, the 1361 point cloud for a car is used to verify if the proposed method is suitable for a general point cloud. Two fringe patterns with 1024 1024  pixel resolution were generated by applying the 321 point cloud to both the Rayleigh-Sommerfeld (RS) diffraction and the proposed method, as illustrated in Figs. 2 (a) and (b) . The patterns then were reconstructed using the Fresnel approximation For better observation, the center and side regions were magnified four times their actual size as insets. In the RS diffraction, the reconstructed points in the center region are focused, while the points in the side region are gradually defocused as the distance increases from the focused center.
Similarly, in the proposed method, both the focused and defocused regions are gradually obtained in the center and side regions as shown in Fig. 2(d) . The gradually defocused patterns of the RS diffraction result are similar to the pattern of the proposed method. In a similar manner, the fringe patterns with a 1024 1024  pixel resolution were generated by applying the 1361 point cloud to both the RS diffraction and the proposed method, as illustrated in Figs The focused and defocused regions were enlarged twice their actual size as insets. In the enlarged images, the focused and defocused regions of the two methods are similar to each other and the defocused diffraction angle of the proposed method increases from the front to the rear part of the car like the RS diffraction method.
To compare the complexity of each algorithm, a point cloud consisting of C points is used and assumed to have g numbers along the z axis. In other words, the z axis is divided into g groups by the quantization step z  . Because the size of the fringe pattern is NN  , the RS diffraction method requires C N N  square root, and C N N  multiplication and addition. On the other hand, the proposed method requires types, and can be flexibly controlled by changing the quantization step z  . By using a rough quantization step, or creating large clusters of similar z -axis data, the number of z -axis groups can be decreased, thereby reducing the complexity involved in the generation of a hologram. However, the resolution of the focused and defocused diffraction angle is decreased. It is noted that the complexity of the proposed method depends heavily on the complexity of the FFT. Fortunately, several low-complexity FFT methods have been proposed [12] , [13] and are applicable to the proposed method.
To evaluate the performance of the image, the gray and depth images with 2560×1920 resolution, are used for the amplitude and distance, respectively, to generate the digital hologram, as shown in Figs. 4(a) and (b) . The image contains about 5 million pixels and is considered a PLS for the digital hologram generation. Using the proposed method, the fringe pattern was obtained as shown in Fig. 3(c) . The pattern then was reconstructed using the Fresnel approximation with a wavelength 633nm   and a pixel pitch  =15.2 m  as shown in Fig. (d) .
To evaluate the computational complexity for sequential processing, we implemented the proposed method for sequential processing in ANSI-C on a machine with an Intel Core i7-3960 3.3 GHz CPU with 28 GB of RAM. The computational time of the proposed method was measured at 3.89 seconds.
Conclusion
A simple and effective method for numerical digital hologram generation was proposed by clustering the similar z -axis data and FFT-based structural modification by Taylor series approximation. In particular, the Taylor series was used to calculate the approximated distance between a point in the object and a point in the fringe pattern, and a symmetrical kernel function was adapted for the controllable focusing distance. In addition, the numerical approximation result in the FFT-based digital hologram generation equation reduced the computational complexity. To evaluate the proposed method, two point clouds for a radial shape and a car were used to generate the fringe pattern using RS diffraction and the proposed method. The patterns were then reconstructed using the Fresnel approximation. Experimental results showed that the proposed method could allow the defocused diffraction angle to increase according to the distance from the focused point. In addition, a shape and pattern were obtained from the reconstructed results of the fringe patterns that were similar to the RS diffraction method. In terms of complexity, the proposed method has a dependency on the number of z -axis data types, so the complexity and quality of the numerical generation can be controlled by manipulating the quantization step size.
In addition, the performance of the proposed method was evaluated by using the gray and depth image ( 2560 1920  pixels); it took 3.89 seconds to generate the digital hologram. The proposed method was found to have much lower computational complexity when compared to the method in the numerical structure. Moreover, it is more suitable for parallel processing while preserving similar visual quality of the conventional approach. Therefore, we believe that the proposed method can be a useful tool for numerical digital hologram generation.
