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ABSTRACT

Author: Suslova, Anastassiya. PhD
Institution: Purdue University
Degree Received: May 2018
Title: Multi-Dimensional Simulation and Experimental Benchmarking of Ultrashort Pulsed
Laser Interactions with Metallic Targets.
Major Professor: Ahmed Hassanein
In this work, ultrashort pulsed laser interactions with metallic targets and laser-induced
effects were theoretically investigated, and the multi-dimensional simulation package
FEMTO-2D was developed based on the solution of two non-linear heat conduction
equations for electron and lattice sub-systems. Inverse Bremsstrahlung absorption was
considered as primary light absorption mechanism. The laser-target interaction was
assumed to occur at solid-like material density since laser pulse duration is orders of
magnitude shorter than the time required for material thermal expansion. A theoretical
approach based on the collision theory had been implemented to define the thermal
dependence of target material optical properties and thermodynamic parameters (thermal
conductivity and coupling factor) for electron and lattice sub-systems. Such approach
allowed elimination of several fitted parameters commonly used in TTM based computer
simulations. The developed simulation package has the capability to consider different
angles of laser beam incidence and polarization effects which can be important for many
applications. Also, the effect of the ballistic electron heat transport in metallic targets
during laser-target interaction was directly accounted for based on the collision theory.
Two material removal mechanisms (evaporation and explosive boiling) were developed
and implemented to simulate the laser-induced ablation in 3D.
With advancing of computer technology, integrated simulation packages became a popular
tool of investigation of Ultrashort Pulsed Laser (USPL) interactions with various materials
that help to enhance the physics and allows minimizing the extensive experimental costs
for optimization of laser and target parameters for specific applications. In this work, our
developed simulation package was utilized to predict the light absorption for several
metallic targets as a function of wavelength and pulse duration on wide range of the laser
intensity. For the first time to our knowledge, we investigated the role of the ballistic

xx
electrons in the initial heat redistribution processes during laser-target interaction in gold
without relying on experimental data. We also have used our FEMTO-2D package to
predict the damage threshold of gold-coated optical components with the focus on the role
of the substrate materials as a heat sink for the gold film and the effect of the mirror layer
thickness. Experimental work was also conducted at the Center for Materials Under
eXtreme Environment (CMUXE) in the High Energy Density Physics laboratory (HEDP
Lab) to benchmark the FEMTO-2D simulation predictions for USPL-induced ablation in
copper using our femtosecond terra watt laser facility. Last, we investigated the properties
of the laser ablation of metallic targets with ultrashort double pulses with a focus on the
role of the pulse separation time when the latter does not exceed material thermal
equilibration temperature.

1

1.

1.1

INTRODUCTION

Ultrashort pulse lasers: advantages and perspectives

Since the first demonstration of the laser in 1960 [1], it became a powerful and
indispensable tool for many applications such as material processing (welding, cutting, heat
treatment) [2], manufacturing of the semiconductor devises [3], [4], inertial confinement fusion
[5], [6], development of anti-reflective coatings [7], a variety of medical applications [8]–[10].
However, the main disadvantage of the early-developed laser systems was a relatively low energy
density and significant thermal damage occurring in the irradiated material that was not favored in
certain applications. Therefore, the progress for potential laser application relied on the
development of innovative laser systems. The development of Chirped Pulse Amplification (CPA)
in 1985 allowed creation of the ultrashort pulsed lasers (USPLs) capable of generating subpicosecond pulses with petawatt power [11], [12]. Since then, significant research and engineering
efforts have been focused on the further development of novel concepts for ultrashort pulsed laser
sources, stable optical components, highly dynamic beam control and shaping for inexpensive and
powerful laser systems [13]–[15]. The research and development in the field of ultrashort pulsed
laser applications have been driven by the laser’s ability to accurately deliver a large amount of
energy into confined regions of the material with fine spatial and temporal control over energy
delivery. Over the last decades, ultrashort pulsed lasers proved to be highly competitive in the
fields of precision micromachining [16], laser induced breakdown spectrometry (LIBS) [17], laser
ablation inductively coupled plasma mass spectrometry (LA-ICPMS) [18]–[20], fast chemical
reactions, etc.
Figure 1.1 compares the effects of laser-matter interaction for ultrashort pulse lasers and
longer pulse lasers.
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Figure 1.1: Comparison of the long pulse laser-target interaction and USPL-target interaction (Adopted
from [21]).

The combination of high power and short pulse length results in unique characteristics of
the USPL-material interaction such as reduced heat affected zone (HAZ) by the laser pulse,
ignition of ultrafast electron dynamics, and rapid creation and expansion of a strong plasma [21].
Therefore, ultrashort pulsed lasers have significant advantages over longer pulse lasers including,
but not limited to, low thermally induced tension and structural changes in the bulk of the material,
low microcracks formation, no significant melted zone, reduction of material re-deposition,
surface debris, and recast layer and clean cutting edges.
1.2

Fundamental aspects of USPL - solid metal interaction

The interaction between the ultrashort pulsed laser and solid matter is significantly
different from that of longer laser pulses. The main distinctions are defined by the pulse duration,
which is shorter than most of the relaxation processes, such as electron-lattice energy transfer, heat
diffusion, and hydrodynamics. Therefore, during the USPL-matter interaction, only electrons get
thermally excited by absorbing photons energy, while lattice heating and relaxation take place in
picosecond time domain. Thus, the laser pulse energy absorption and redistribution processes for
USPL interaction with metals can be represented by three partially overlapping stages [22], [23],
[24] compared to strong overlapping of these processes for longer laser pulses as demonstrated in
Figure 1.2.

3

Figure 1.2: Three stages of material transformations under USPL irradiation.

Initially, the free electrons in metal absorb the energy of the incident laser photons via
several different mechanisms: inverse Bremsstrahlung (IB) absorption, multiphoton absorption,
and collisionless absorption. Various laser absorption mechanisms were discussed in greater
details elsewhere [25].
The IB absorption is commonly considered as a dominant absorption mechanism in USPL
interaction with metals and has been extensively studied for decades [15], [26]–[31]. The most
common approach to calculate the absorption rate for IB absorption is based on the Drude model
[26], [32] which often applied for ideal plasma or metals interacting with far infrared (IR) light
[33]. Drude model provides a simple, yet reliable model to estimate the laser pulse energy
absorption for the wide range of metallic targets and laser parameters. The main disadvantage of
the model is that it does not consider the contribution of the interband absorption, that can be
significant in some metals for specific wavelengths. In such case, Komashko [12] suggested using
a modified Drude-Lorenz model which, however, requires more complicated numerical
calculations.
In metals, interband absorption may also be a result of multiphoton absorption [12], [29],
[30]. Multiphoton absorption is dominant absorption mechanism for bound electrons, such as in
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case of semiconductors and dielectrics. The excited bound electrons create free electron density in
the target required for IB absorption during the initial stage of the laser-target interaction.
Collisionless absorption is another laser absorption mechanism also called resonance
absorption. Collisionless absorption typically occurs when the laser pulse interacts with an
inhomogeneous plasma. During the collisionless absorption, the laser energy is irreversibly
converted into electron kinetic energy via resonant oscillation created by the laser induced electric
field. The creation of inhomogeneous plasma during the femtosecond laser pulse is only possible
for extremely high laser intensity, which is not common for most USPL applications.
The absorption of the laser energy by free electrons results in rapid increase of the electron
temperature while the lattice remains relatively cold, and the target density is unchanged during
the laser pulse [34].
The second stage, partially overlapping with the first one, is characterized by the energy
transfer from the electron subsystem into the lattice subsystem and the heat conduction into the
bulk beyond the laser pulse penetration depth. A strong thermal non-equilibrium between electron
and lattice subsystems is a unique characteristic of the USPL-matter interaction existing because
the electron-phonon (or ion) thermal equilibration time is in the picosecond time domain, while
electron relaxation time is around few femtoseconds. Heat conduction into the bulk is also
relatively slow thermodynamic process competing with the electron-lattice heat transfer on a
picosecond timescale. These two processes mainly define the material thermal response to the
USPL irradiation.
At the final stage, electrons and ions reach thermal equilibrium, and significant material
heating within the affected zone leads to phase changes and ablation (depending on the laser
parameters). However, many experimental results and theoretical predictions show that for the
case of USPL-matter interaction, thermally induced physical changes in the material begin well
before the equilibrium stage is reached. Therefore, a comprehensive model describing
thermophysical processes inside the target during a non-equilibrium thermal response is required
to analyze the USPL-matter interaction.

5
1.3

Two-temperature model

The three stages of USPL-matter interaction described above are commonly recognized
and accepted by the research community. In order to develop the analytical approach to investigate
the physical processes involved in the interaction, and to gain a comprehensive understanding of
the entire process in its complexity, the assumption of two heat exchanging media (electrons and
lattice) was initially proposed by Anisimov et al. [35] in 1974. They have developed a twotemperature model (TTM) to describe the thermal behavior and interaction of two subsystems
(electron and lattice) in a state of a strong thermal non-equilibrium. The model considers electrons
and phonons (or ions) as two separate thermodynamic subsystems and treats them as two energy
exchanging liquids with different temperatures. The electron and lattice temperatures are
determined by a system of the regular thermal diffusion equations for each particle type with an
energy exchange term added [35], [36] as follows:
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where the subscript e refers to electrons and subscript l refers to the lattice, C – is the
volumetric specific heat, k – thermal conductivity, G - the coupling factor that describes the energy
exchange between electron and lattice subsystems, and S is the volumetric laser energy deposition
rate as a function of space and time.
The first equation describes the laser energy absorption inside the target by electrons, the
heat transport via electron conduction, and the heat transfer from electron subsystem into lattice
subsystem. The second equation considers the heat conduction by phonons and the heat transferred
from the electron subsystem. Since the electron relaxation time in the most cases is significantly
shorter than the laser pulse duration [22], [23], [37], the assumption of local thermal equilibrium
(LTE) is commonly accepted to treat both subsystems. The assumption implies that electrons have
reached Fermi distribution; however, it breaks down at very low laser intensities below the melting
threshold when electron relaxation time is of the same order as electron-lattice thermalization time.
The range of applicability for the TTM will be discussed in Chapter 4.
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Solving Eqs. (1.3.1) and (1.3.2) allows prediction of the temporal temperature profiles for
the electron and lattice subsystems during the laser pulse and until the thermal equilibrium is
reached. It has been proven theoretically and experimentally that all the thermal physical
parameters included in TTM depend on the electron and lattice temperature respectively. A variety
of models were developed to account for temperature-dependent electron thermal conductivity
[38],[39],[40] electron [38],[39],[40],[41] and lattice [40],[42] heat capacities, and electronphonon coupling factor [39],[41],[43],[44].
1.4

Motivation and thesis outline

Comprehensive understanding of the physical processes involved in USPL-matter
interaction in all their complex nature is critical for gaining scientific knowledge and further
advancing and developing USPL applications in research and industry. The primary goal of this
work is to investigate the physical phenomena in their complexity using computer simulation and
benchmarking experiments to provide a better understanding. To fulfill this goal, an integrated
computer simulation package FEMTO-2D was developed, tested, and applied to predict the
metallic target thermal response to USPL in a significant range of laser parameters for a variety of
applications. Five different metals, namely aluminum, gold, copper, molybdenum, and nickel were
considered in this work. Each chapter of the manuscript is devoted to a specific goal and
application. The next chapter is focused on the detailed description of the simulation package
FEMTO-2D, its components, and the numerical methods utilized in the code.
In Chapter 3, theoretical analysis of temperature dependence of optical and thermal
physical properties in the metallic target is conducted. Section 3.2 presents a detailed description
of the collision theory since collisions play a central role in defining material optical and
thermodynamic properties. Next part is devoted to modeling of the material optical properties and
laser pulse energy absorption efficiency and benchmarking the simulation predictions against
available experimental data. Following is the detailed analysis of thermodynamic parameters
calculated based on theoretical models and comparison with other existing models. Historically,
the significant part of these models is based on the theoretical fitting of the calculated parameters
to the specific experimental results. Such approach often results in a more straight forward
computational code and reduced calculation time; however, it limits the applicability of the model
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to a wider diapason of the simulation situations beyond the tested experimental parameters. This
work aims to reduce the number of fitted parameters and extend the model to a wide range of the
laser parameters. The methodology is based on applying theoretical models for two extreme
material states observed during USPL-matter interaction, namely cold solid state and dense plasma
state, and interpolating between them.
In Chapter 4, we used FEMTO-2D to investigate the role of the ballistic electrons generated
during the ultrashort pulse laser absorption in metallic targets in a wide range of the laser intensities
utilizing our simulation package. A ballistic motion of nonequilibrium electrons is a commonly
considered explanation for significantly deeper heat deposition profile of the absorbed laser pulse
compared to theoretical predictions of the exponential laser attenuation profile observed
experimentally for different metallic targets. FEMTO-2D simulation predictions of the electron
heat transport dynamics during and shortly after the laser pulse were benchmarked for a gold target
against available experimental data and confirmed the dominant role of the ballistic electrons in
the initial heat propagation within 100 nm of the target at laser intensities below 1013 W/cm2.
In Chapter 5 we report our work on the practical use of FEMTO-2D to simulate a thermal
response of double-layered metallic target. Specifically, we have considered gold-coated mirrors
on the metallic substrates with the focus on the role of the substrate material as a heat sink for
absorbed laser energy. The initial hypothesis based on the recent research was that a proper
combination of the first layer thickness and substrate material should improve the gold mirrors
thermal response to USPLs and increase the damage threshold. Our results demonstrated about 9%
improvement for the damage threshold of the gold coating on copper and nickel substrates.
Chapter 6 is focused on integrated computer simulation of USPL-induced ablation of
metallic targets and comparison to the experimental data for copper acquired in HEDP laboratory
at CMUXE. Different ablation mechanisms are predicted and identified for USPLs, and their role
in total material ablation is discussed. The development dynamics for target’s thermodynamic
parameters is analyzed to explain different ablation regimes observed experimentally at different
laser intensities.
Chapter 7 is devoted to the analysis and comparison of the laser-matter interaction for the
dual laser pulse and the single laser pulse. We had investigated the effect of the pulse separation
time on different aspects of the dual pulse laser interaction with matter such as laser pulse
absorption efficiency during the second pulse, maximum electron and lattice temperatures, total
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ablation rate. The simulation predictions for dual pulse laser are compared with simulation
predictions for single pulse laser of the same overall fluence and of the same fluence per single
pulse.
Finally, Chapter 8 concludes the conducted research with a summary and possible
directions for future research. This dissertation aims to provide a better fundamental understanding
of USPL interaction with solid targets through employing integrated computer simulations by the
developed FEMTO-2D package.
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2.

FEMTO-2D SIMULATION PACKAGE: OVERVIEW

For this work, FEMTO-2D simulation package based on TTM (Eqs. (1.3.1) and (1.3.2))
was developed to predict the behavior of the solid metallic target exposed to USPL. FEMTO-2D
is a flexible simulation package that captures the major physical phenomena of the ultrashort pulse
laser interaction with solid targets including laser pulse energy absorption and the following heat
redistribution inside the target in their complex nature. Figure 2.1 shows the structure of the
simulation package and the relations between its components.

Figure 2.1: Flowchart for simulation package FEMTO-2D.
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Additional details about the input files and pre-generated data bases as well as the complete
list of the sub-programs included in FEMTO-2D simulation package, and the list of the output files
are provided in Appendices A, B, and C.
2.1

TTM for FEMTO-2D: initial and boundary conditions

FEMTO-2D was developed based on the A*THERMAL-2 computer code by Hassanein
[45] modified by Al-Malkawi [44], and it applies the expression of the heat conduction equations
for the electron and lattice subsystems in two-dimensional axially symmetric cylindrical
coordinates (r, z) assuming it is sufficient to describe the three-dimensional behavior of the lasermaterial interaction:
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were r is the radial distance from the center of the beam and z is the coordinate normal to
the sample surface with the origin at the surface.
A perfect, homogeneous, and isotropic metal was assumed in the simulations. The
following initial and boundary conditions were applied to solve Eqs. (2.1.1) and (2.1.2). The
simulation started at time t = 0. The initial temperature for electrons and lattice, as well as the
temperatures far away from the exposed surface in z-direction and far from the center in r-direction
at any timestep, are set to be at the ambient temperature (300 K).
Thermal emission from the surface of the target during simulation was accounted for with
the Stefan-Boltzmann law. For the other outer boundaries, zero heat losses to the surrounding
vacuum were assumed during the entire calculation time:
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2.2

Heat source component

Equation 2.1.1 for electron sub-system is unsteady conduction equation with a time and
space dependent source term S (z, r, t). In FEMTO-2D, the heat source is modeled with the
Gaussian temporal and spatial (radial) profiles, and an exponential attenuation of the laser intensity
with depth according to the Beer-Lambert law [46]:
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where I0 is the laser peak intensity, R is the temperature dependent reflectivity, αp is the
temperature dependent optical penetration depth, tp is the laser pulse full width at half-maximum,
and β = 4ln2. Laser beam radius, pulse duration, and peak laser intensity are known parameters
introduced via the input file (Figure 2.1).
The efficiency of the laser energy absorption defines the amount of heat deposited into the
target per laser pulse, and it is determined by the material optical properties and the laser
parameters. While the commonly used assumption of the constant reflectivity and optical
penetration depth in targets for different applications [47],[48] allows significant simplification of
the calculations and saving the computer time; however, it leads to inaccurate estimations of the
amount of heat deposited into the target.
In FEMTO-2D, we considered temperature-dependent reflectivity and optical penetration
depth at any timestep across the spatial beam profile, as described in the following chapter.
Note, that the heat source in-depth distribution is defined by exponential attenuation, based
on the following considerations. First, we assume the negligible effect of the spatial dispersion of
the laser beam. The electric field intensity is described by A (/, 0) = A* 8 5(6(.7$) , where % =
%* (B& + CB3 ) is the complex wavevector, %* =

3,
8%

=

7
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is the free space wavevector, B1 is the real

part of the refractive index, and B2 is the imaginary part of the refractive index. Time average
9

intensity of the laser is related to the electric field as follows [49]: 7 = 3 BD* |A|3 =
9
3

);

BD* |A* |3 8 .36% :#( = 7* 8 .36% :#( . The heat in-depth deposition rate is then ,( = − )( =
&

2%* B3 7* 8 .36% :#( . When we substitute 2%* B3 with 2 , where α is optical penetration depth, we
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obtain the equation for Beer-Lambert law. Electromagnetic wave-material interaction and target
optical properties are discussed in the following chapter. Unlike most of the simulation models
based on TTM, FEMTO-2D does not include the ballistic electron range directly into the heat
source component to account for the ballistic heat transport during the laser pulse. That allows
more accurate simulation of the laser pulse in-depth penetration profile, that can be critical for the
applications involving thin films. Details on how the ballistic electron heat transport is considered
in FEMTO-2D can be found in Section 4.3.
2.3

Energy losses through phase changes, evaporation, and thermal radiation

In addition to the heat deposition by the laser pulse, the heat losses through the phase
changes (from solid to liquid or vapor, and from liquid to solid or vapor) and thermal radiation are
considered in FEMTO-2D simulation package. Phase transformations from solid to liquid and
from liquid to solid are treated as isothermal phase changes. The lattice temperature remains
constant (Tl = Tmelt) during the phase change process until the transformation is completed. The
phase transformation is considered completed when the net heat absorbed (for melting) or released
(for solidification) within the control volume is equal to the fusion latent heat:
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where 09=>$ is time when transformation begins and 09=?: is time when transformation fully
completed. Once melting begins, the two phases exist simultaneously separated by a moving
interface. The location of the solid-liquid interface is tracked, and interphase velocity is calculated
based on the energy balance equation at the interface [50]:

"(

3

;1 + 1 "',3 < ;%% >

"#"*
"(

− %% %

"#""
"(

< = G% H< L>%

(2.3.2)

where zm is the location of the interface, usl is the interface velocity, upper case s denotes
a solid state and upper-case l stays for a liquid phase.
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Heat losses due to surface evaporation are also taken into account in FEMTO-2D by
considering receding surface at the interphase between vapor and solid or liquid. The velocity of
the receding interface is a highly non-linear function of temperature and calculated with following
equation [51]:
√CD- (#- )
- (#- )F#-

M>@'?A9! (-, 0) = 0.058 E
H-

QG = Q* exp (− 6

. #-

(2.3.3)
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(2.3.4)

where A is atomic mass number, QG is vapor pressure as a function of vapor temperature
and latent heat of vaporization HV, TV is target temperature at the surface, GG target density at
given temperature, and P0 is the reference pressure.
Knowledge of receding surface velocity allows accounting for energy losses to evaporation
by considering the amount of heat required to break atomic bonds and amount of internal energy
associated with the evaporated material. The latter is included directly into heat conduction
equations as convective term giving:
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Losses to vaporization are included into the source parameter for the first layer as
following:
AKAL/ = M>@'?A9! ∗ G3,5 ∗ HG

(2.3.7)

Another process contributing to surface heat removal is thermal electromagnetic radiation
that can be calculated using Stefan–Boltzmann law:
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(2.3.8)

where U= 5.67×10-12 W/m2 K4 is Stefan-Boltzmann constant.
2.4

USPL-induced material ablation mechanisms in FEMTO-2D

Two material removal mechanisms were considered in FEMTO-2D simulation package.
Material removal via normal evaporation was estimated by considering receding surface at the
interphase between vapor and solid or liquid as described in the previous section.
The second considered ablation mechanism is explosive boiling (phase explosion). Phase
explosion takes place when the material is superheated to the thermodynamic equilibrium critical
temperature point Tcr due to rapid laser energy absorption by electrons and following heat transfer
to the lattice on the time scale shorter than the time required for a normal boiling to occur [52]–
[54]. Typical time span for the normal boiling is in the range of 100 ps [55]. For the phase
explosion, we considered the commonly applied [16], [55]–[58] condition for the lattice
temperature reaching 0.9 Tcr. More details about different ablation mechanisms suggested for
USPL-induced ablation are presented in Chapter 6.
2.5

Numerical methods for FEMTO-2D

In FEMTO-2D, the computational domain is discretized utilizing a fixed uniform grid in
radial direction and non-uniform grid in z-direction, with extremely small mesh size within the
laser penetration depth and electron ballistic range. The simulation starts at time t = 0 with initial
conditions stated above. To obtain the temperature fields for both electron and lattice subsystems,
the discretized heat conduction equations for each sub-system must be solved simultaneously
along with calculation of all temperature dependent parameters.
Discretization equations of the heat conduction equations (Eqs. (2.3.5) and (2.3.6)) can be
derived as described in [59] into the following expressions:
!
!
!
!
!
VO!,5 'O,5! = W&!1,/ 'O.&,5
+ W3!1,/ 'OP&,5
+ WQ!1,/ 'O,5.&
+ WN!1,/ 'O,5P&
+ JO,5

(2.5.1)

%
%
%
%
%
%
VO,5
'O,5% = W&% 1,/ 'O.&,5
+ W3% 1,/ 'OP&,5
+ WQ% 1,/ 'O,5.&
+ WN% 1,/ 'O,5P&
+ JO,5

(2.5.2)

15
where
for the electron sub-system:
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Analytical solution of such complicated problem is beyond reach and numerical solution
is the only way to approach a solution. In FEMTO-2D, Crank-Nicolson scheme is utilized for the
numerical solution of the system of the heat conduction equations for electron and lattice subsystems [60]. A detailed description of the numerical solution for heat conduction problem in the
one-dimensional coordinate system is given by Hassanein in [61]. However, the direct numerical
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solution of the discretized heat conduction equations in two-dimensional coordinates is much more
complicated than it would be expected for one-dimensional equations and requires a significant
amount of the computer memory and time. Therefore, iterative numerical solution method must
be used. In FEMTO-2D, we applied a line-by-line method for numerical solution of the discretized
heat conduction equations. The method assumes that the temperatures along the neighboring lines
are known from their “latest” values and solves for the chosen line by TriDiagonal Matrix
Algorithm (TDMA) [59]. The line-by-line method is visualized in Fig. 2.2.

Figure 2.2: Representation of the line-by-line method. Red dots correspond to unknown temperature
along the chosen line and green dots – to known temperatures at neighboring lines.

The direction of the lines is alternated within Crank-Nicolson scheme, allowing a quick
transition of the boundary conditions and simplified numerical solution via TDMA described next.
TriDiagonal Matrix Algorithm is a method to numerically solve one dimensional heat conduction
equation through the back-substitution method. The detailed description of the algorithm can be
found elsewhere [59]. To shorten the method description, only the summary of TDMA in z-
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direction is presented in this work (as shown in Figure 2.2). For TDMA, discretization equations
are simplified to one direction (along z or r axis) as following:
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As one can see, the effect of the heat conduction in radial direction for each control volume
in the chosen column is included into dj,i parameter that combines all known, independent (at given
iteration step) parameters. The discretization equations in radial direction constructed in a similar
way assuming rows instead of columns.
For the boundary point equations when j=2 and j=N, W&!,%#,/ = 0 and W3!,%:,/ = 0; therefore,
'&!,5,% and '\!P,%&,5 do not have a meaningful role to play. Then '3!,5,% can be defined from discretization
equations in terms of 'Q!,5,% , 'Q!,5,% in terms of 'N!,5,% and so on from the following equation:
!,%
'O,5!,% = QO!,% 'OP&,5
+ XO!,%

(2.5.5)

where

QO !,% =

9#!,"

1,/

(2.5.6)

!,"
!,"
A1,/
.93!," D123,/
1,/

and

XO!,% =

)1!,,/" P931,/ !,"]1!2,"3

(2.5.7)

!,"
!,"
A1,/
.93!," D123,/
1,/

For the surface boundary point equation (j=2),
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#,/

!,"

because W&!,%#,/ =

0. Since both QO!,% and XO!,% are parameters independent of temperature 'O!,5,% at given timestep, the
coefficients can be calculated directly for every j. For the bottom surface boundary point, since
!,%
W3!,%:,/ = 0, '\,5
= X\!,% . That enables the “back-substitution” process as following:

!,%
!,% !,%
!,%
'O.&,5
= QO.&
'O,5 + XO.&

(2.5.8)

Steps outlined above are repeated for each column i in radial direction for the half of the
computational timestep; for the second half of the timestep the direction of the line-by-line method
change from columns to rows.
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The numerical approach outlined in this section allows calculation of the electron and
lattice temperature profiles at each timestep for the entire computational domain. However, it
requires the knowledge of all temperature dependent parameters: reflectivity and optical
penetration depth for the pulse duration, electron and lattice heat capacities, thermal conductivities,
the rate of the heat exchange between electron, and lattice sub-systems at a given timestep. Due to
extremely small timestep in FEMTO-2D, we assume that the predictions based on the temperature
values from the previous simulation timestep are valid at the given timestep for all listed
parameters, and no step-like changes are expected. In the following chapter, we discuss different
approaches to calculate required optical and thermal physical parameters, along with the models
utilized in our simulation package.
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3.

THEORETICAL ANALYSIS OF THE TEMPERATURE

DEPENDANCE OF OPTICAL AND THERMAL PHYSICAL
PROPERTIES IN METALLIC TARGET EXPOSED TO
ULTRASHORT PULSE LASER

3.1

Introduction

This chapter provides a review of several existing models for relevant optical and
thermophysical parameters describing the laser pulse energy absorption and heat propagation
phenomena. The list of parameters includes optical reflectivity, optical penetration depth, electron
and lattice heat capacity, thermal conductivity, and the electron-lattice coupling factor.
In metals, the material response to an electromagnetic wave is primarily defined by free
electrons. As it will be discussed in the following section, electron effective collision frequency
determines the laser pulse energy absorption efficiency, heat transport dynamics, and energy
exchange between electron and lattice subsystems. Absorbed laser pulse energy is deposited to
electrons within the laser penetration depth resulting in the rapid increase of the electron
temperature. Thus, during the laser pulse, the material is transforming from the cold solid metal
state into the hot plasma state at solid density. To calculate thermodynamic parameters for electron
sub-system in such wide temperature range, we utilized smooth interpolation between theoretical
models for cold solid state and dense plasma state. By applying collisional theory and analytical
approach, we can eliminate most of the fitting parameters commonly used in computational models
for USPL-matter interaction simulations.
The values for physical, thermal, and optical parameters used in this chapter and in the
following chapters are listed in Table 3.1.

Table 3.1: Material properties.
Property
Mass of ion mi, a.m.u
Ion density ni, m

-3

Al

Ag

26.98

107.87
28

Au
196.97

28

Cu
63.55

28

Mo
95.96

28

Ni

Ref.

58.69
28

[62]
28

6.00x10

5.85x10

5.90x10

8.49x10

6.41x10

9.13x10

[63]

Atomic radius r0, m

1.84x10-10

2.11x10-10

2.14x10-10

1.96x10-10

2.17x10-10

1.97x10-10

[63]

Debye temp. θD, K

428

225

165

343

450

450

[62]

Density of solid, g/cm3

2.70

10.49

19.30

8.96

10.22

8.90

[63]

Density of liquid, g/cm3

2.38

9.32

17.31

8.02

9.33

7.81

[63]

Melting temp. Tm, K

933

1235

1337

1358

2896

1728

[62]

Critical temp. Tcr, K

6700

5550

7670

8200

13430

9100

Fermi temp. TF, K

13.58x104

6.37x104

6.42x104

8.12x104

8.24x104

9.28x104

[64]

Speed of sound CS, ms-1

5.10x103

2.6x103

3.24x103

3.57x103

6.19x103

4.97x103

[63],[65]

Reflectivity, R

0.868

0.995

0.968

0.969

0.557

0.689

[66]

Optical depth α, nm

13.0

12.9

13.7

12.2

19.0

13.5

[47],[67],[66]

Cl, J/cm3K

2.4

2.4

2.5

3.5

2.8

3.9

[68],[69]

G0, W/m3K

24.5x1016

3.1x1016

2.1x1016

10.0x1016

36.0x1016

[47]

-7

-7

0.59x10

[47]

11

11

[47]

-1

-2

0.37x10

-1

-1

11

Ae, s K
Bl, s K

7

3.9x10

7

0.93x10

11

1.02x10

-7

1.18x10

11

1.25x10

1.28x10
1.23x10

1.4x10
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3.2

Collision theory

3.2.1 Introduction
Since energy and momentum exchange between particles happens through collisions, the
collision rate affects several important parameters defining the efficiency of the laser pulse energy
absorption, the rate of the heat transfer from the electron subsystem into the lattice subsystem (the
electron-phonon coupling factor), and the rate of the heat transport inside the target.
The collision rate is defined as a probability for collision per unit time; in the kinetic theory,
it is conventionally expressed by the number density of colliding particles !, the cross section for
interaction ", and relative velocity of the colliding particles #, as following:
$ = !"#

(3.2.1)

Another parameter commonly used to describe the collisional processes is the collision
time &! = 1⁄$. The collision frequency calculated with Eq. (3.2.1) is known as ‘hard sphere’
collision frequency, and is typically used to describe collisions in a gas. The formula gets much
more complicated for a solid.
This section is devoted to detailed analysis how the collision rates in the metallic target
changes in response to the USPL irradiation. For the case of the femtosecond laser interaction with
metal, in contrast to the longer pulses (on picosecond scale), the laser energy deposited into the
target at the extremely high rate, leading to the rapid rise of the electron temperature, which results
in the transition of the metal from the cold solid state into the dense plasma state during the laser
pulse of intermediate and high intensity. Different collision mechanisms are dominating at
different states and should be carefully considered.
3.2.2 Electron-phonon collisions in the cold solid metal
In the cold solid state, the dominant collision mechanism is the scattering of electrons by
phonons. For these types of collisions, the collision frequency for electron-phonon collisions varies
as the function of the lattice temperature:
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!
&
$"#$% = $"#$%
((&&)
)

(3.2.2)

where $"&#$% is the room temperature value of electron-phonon collisions and +* is the
lattice temperature.
The experimental values of the electron-phonon collision frequency at room temperature
are usually obtained by fitting the Drude model of the permittivity (described in Sec.3.3.1) to the
experimental values of permittivity. Electron-phonon collision frequency at room temperature for
five metals considered for this dissertation is listed in Table 3.2.

Table 3.2: Electron-phonon collision frequency at room temperature.
Al [66]

Au [66]

Cu [40]

Mo [70]

Ni [71]

Permittivity

-61.08+44.79i

-22.104+1.78i

-24.987+2.05i

1.9059+24.48i

-13.677+22.06i

%
!!"#$
, s-1

1.85x1015

2.6x1014

1.86x1014

3.5x1015

3.85x1015

3.2.3 Electron-ion collisions in hot plasma
In the hot plasma state, since ions are much more massive and multiply ionized, the
electron-ion interaction is also the dominant collisional process. However, unlike the cold solid
state, the collision frequency is defined by the electron temperature, and it is decreasing as the
temperature of the plasma increases.
In the plasma state, charged particles interact through long-range Coulomb forces, and
there are no clearly defined collisions. In such case, it is assumed that the collision is an interaction
process in the which the particle significantly changes its direction [12]. It is known, that the
Coulomb potential around any particular background charged particle in plasma is collectively
shielded out at distances beyond a Debye length. Thus, only background particles within about a
Debye length of the particle’s trajectory can exert a significant force on it [72]. The Debye length
is calculated as follows:

24
,+ = - 0

," -# //$%
%
$ ⁄'$ 2∑& 4& 0& ⁄'&

(3.2.3)

where λD is the Debye length, ε0 is the permittivity of free space, kB is the Boltzmann
constant, qe is the charge of an electron, Te and Ti are the temperatures of the electrons and ions,
respectively, ne is the density of electrons, nj is the density of atomic species j, with positive ionic
charge zjqe. The ion term is often dropped, giving the following equation for the Debye length:

,+ = -

," -# '$

(3.2.4)

0$ /$%

The Debye length gives the maximum distance for the Coulomb interaction; however, at
high temperature, there is also the minimum distance limitation bmin which is greater or equal to
the distance of closest approach. At moderately high temperatures, the minimum distance of
interaction is a classical minimum impact parameter, that can be found as:
7/$%

!*
.560
= (9:,

" )5$ <

%

(3.2.5)

where me is electron mass and # is the velocity of electron interacting with another charged
particle.
For very high temperatures, when the distance of closest approach is comparable to the de
Broglie wavelength, quantum mechanical effects become important [72] leading to a larger
distance of closest approach than one calculated with Eq. (3.2.5). The quantum-mechanical
minimum impact parameter is given by Eq. (3.2.6):
/5

ℏ

.560 = 75

$<

(3.2.6)

were ħ is reduced Plank constant.
With these specifications of limits of interaction, the new parameter called Coulomb
logarithm can be introduced. Coulomb logarithm represents the cumulative effect of all Coulomb
collisions within a Debye sphere for impact parameters ranging from bmin to ,+ as follows:
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= /! 3?
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4,

/5
!*
.560 = max 9.560
, .560 :

(3.2.7)

In general, /! Λ is a slowly varying function of temperature and density; however, in the
case of very high-density plasmas, it is possible for the calculated value of /! Λ to be less than 1
or even have a negative value. Since the purpose of the Coulomb logarithm is to account for longrange interactions between charged particles and it should not decrease the collision frequency. To
avoid this unphysical behavior in FEMTO-2D, for any case when /! Λ < 1, the Coulomb logarithm
is set to /! Λ = 1 [40].
Then, kinetic theory expresses the Coulomb electron-ion collision frequencies in the hot
plasma via Spitzer’s formula as following [72]:
9

$"#6 = 3(√: 4

B %/$ - 0*
9: C"%

D
./%

5$

(7-# '$ )0/%

/! (;)

(3.2.8)

were Z is an average charge state at given electron temperature, ni is the ion density.
3.2.4 Electron-ion collisions in dense plasma
However, for USPL, since the pulse duration is much shorter than the material thermal
equilibration time, the electron temperature reaches the temperature of the hot plasma while the
target remains at the solid density. Therefore, the electron degeneracy effect should be considered
when calculating the collision frequency in the dense plasmas. The electron degeneracy effect
originates from the Pauli exclusion principle, which restricts the movement of a large portion of
electrons between occupied states. Thus, only a small fraction of electrons can participate in the
collisional processes. To account for the degeneracy effect, the electron participation factor <$ has
been introduced into Spitzer’s formula (Eq. (3.2.8)):
E

D

<$ = B0 ∫F < (= )>(= )?=
*

(3.2.9)
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were Zni represents the total number of free electrons in the system at given electron temperature,
µ is the chemical potential, D(ε) is the electron density of states, and f(ε) is the Fermi distribution.
Fermi distribution (Eq. (3.2.10)) is commonly assumed for electron subsystem in most TTMs when
electron relaxation time is significantly shorter than the pulse duration for USPL; therefore,
electrons can be considered at the local thermal equilibrium at the larger timescale.
< (= ) =

D

(3.2.10)

123(5$ )
GHIJ
K2D
7 # 5$

where ε is the electron energy.
The density of states for electrons is temperature independent function and can be
calculated from Eq. (3.2.11). Derivation of the equation can be found elsewhere [73].

> (= ) =

>L
>C

=

M75$0
: % ℏ0

= D/7

(3.2.11)

Then the number of the participating particles for the dense plasma state must be modified
as following: ! = !& <$ . The electron’s velocity is also affected by the degeneracy, and it is
expected to be shifted to the higher values compared to its thermal velocity at the given temperature
[40]. The velocity distribution at all temperatures can be determined by Eq. (3.2.12):
# = @#N7% + 2C/E"

(3.2.12)

Then, the modified equations for electron-ion collisional frequencies derived from the
Spitzer’s formula with accounting for the electron degeneracy effect is:
9

$"#6 = 3(√: 4

B %/$- 0*
9:C"%

O8
.
5$%(7-# '$ 27F)0/%

/! (;)

(3.2.13)

An important parameter included into the calculations of the participation factor and
electron thermal velocity is the chemical potential. Chemical potential is defined as a change in
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the system’s free energy when an electron is added or removed from the system [73]. At low
electron temperature, chemical potential for metals remains constant. At higher electron
temperature, chemical potential is defined by the density of states and average charge state. From
the conservation of the total number of electrons, the chemical potential can be obtained as a
unique function of electron density by setting the result of the integration of the product of the
electron density of states and the Fermi distribution function at Te over all energy levels to be equal
to the total number of electrons ne [41] giving:
E

F >(= )<(= )?= = !"
&

M75$0
: % ℏ0

C ./%

E

∫&

GHIJ

123(5$ )
K2D
7 # 5$

?= = G!6

(3.2.14)

Figure 3.1 and Figure 3.2 show the calculated chemical potential and participation factor
for five metals considered in this work (Al, Au, Cu, Mo, Ni, and Ag). At high enough temperature,
the chemical potential falls below zero; in such case, µ = 0 is assumed for FEMTO-2D simulation
code. At the same temperature, the participation factor reaches 1, which corresponds to 100%
participation of electrons in the collisional processes and the highest value of the cross section in
the case of the dense plasma state. The electron velocity is also equal to its thermal velocity, when
µ = 0. That turns Eq. (3.2.13) into Spitzer’s formula (Eq. (3.2.8)) for the plasma at high electron
temperatures.
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Figure 3.1: Thermal dependence of chemical potential for aluminum, gold, copper, molybdenum, nickel,
and silver.
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Figure 3.2: Electron participation factor vs. electron temperature for aluminum, gold, copper,
molybdenum, nickel, and silver.
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3.2.5 Total electron-phonon/ion collision frequency
To estimate the electron-lattice collision frequency for the wide temperature diapason,
including cold solid, warm metal, and dense plasma states, the interpolation between two extreme
cases discussed above was utilized in the simulation package as the following:
8!(='(

$"#$%/"#6 =

:;!<
P$289
P$2*
%

MP:;!< 2P8!(='(
$289
$2*

(3.2.15)

%

The minimum and maximum limits for the electron-phonon/ion collision rate at the entire
temperature diapason were also considered. The minimum collision frequency in the hot dense
plasma state cannot be lower than the electron-phonon frequency at room temperature $"&#$% (
Table 3.2). The maximum possible value for the electron-lattice collision frequency, on the
other hand, cannot exceed the theoretical value calculated based on the hard sphere model $%R =
7
+
-#S"T56

7-# '$
5$

/H& , where r0 is atomic radius and #S"T56 is electron velocity near Fermi energy.

3.2.6 Electron-electron collision frequency
For the cold solid state as well as for the hot plasma state, the electron-phonon or electronion (respectively) collision processes are commonly considered to be dominant over electronelectron collisions in the case of the thermal equilibrium. However, due to the strong nonequilibrium between electron and lattice sub-systems and extremely dense plasma state at high
electron temperature, electron-electron collisions must be taken into account when calculating
effective collision frequency [12], [74]: $"OO = $"#$%/"#6 + $"#" .
Electron-electron collision frequency can be calculated similarly to electron-ion collision
frequency in the dense plasma state with following formula:
9

$"#" = 3(√: 4

O8%
.
9: C"%
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B /$- 0*
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(3.2.16)
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The formula can be used for the low electron temperature range as well due to the fact that
at low electron temperature small value of the participation factor leads to the collision frequency
much lower than electron-phonon collision rate, and comparable to the results calculated with the
fitted formula for metals given by [75]:
F -# '$

$"#" = I ℏ (

F

)

(3.2.17)

where A is a fitting parameter, typically close to 1 and µ is the chemical potential, which
remains constant in metals at low electron temperature.

3.2.7 Average charge state
One of the most important temperature dependent parameters that significantly affects all
other parameters is an average charge state of the material. Various theoretical models exist to
predict the average charge state of materials at different temperatures [41] [43],[76],[77],[38].
Figure 3.3 shows the average charge states dependence on the electron temperature for the
materials of interest used in our code for the wide temperature diapason from room temperature
up to 100eV. At electron temperatures above 4eV, we used the FLYCHK code [29] to calculate
the average charge state of aluminum, gold, copper, molybdenum, and nickel. At lower electron
temperatures (up to 2-3eV), the FLYCHK code for dense matter is known to overestimate the
average charge state [30]; therefore, in this temperature range, we utilized the data adopted from
Lin [11], [10] calculated based on VASP code. Smooth interpolation between the data for average
charge state from VASP code and from FLYCHK code was done for molybdenum.

32

Figure 3.3: Average charge state vs. electron temperature for (a) aluminum, (b) gold, (c) copper,
(d) molybdenum, (e) nickel, and (f) silver [78].
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3.2.8 FEMTO-2D simulation of collisional processes in metallic targets during the
laser pulse*
The primary goal for this section is to investigate the effect of the rapidly increasing
electron temperature on the collisional processes inside the metal target; therefore, we will only
consider the laser-target interaction in the time frame of the pulse duration.
Figure 3.4 shows how the collision rate for electron-electron and electron-lattice collisions
changes in different metals during the interaction with 800 nm 150 fs laser pulse of high fluency
(~ 80 J/cm2). At this intensity, the maximum electron temperature reaches tens eV (well above
Fermi temperature), meaning that the material changes from the cold solid state into the extremely
dense plasma state during the laser pulse. From Figure 3.4, one can see how the contribution of
the electron-electron collisions changes with electron temperature and becomes significant at
intermediate temperature range for aluminum, nickel, molybdenum, and even dominates over
electron-lattice collisions in copper and gold. The maximum changes in the effective collision
frequency during the laser pulse compared to the room temperature value are observed in the gold
and copper (Figure 3.4 (f)). Changes in molybdenum and nickel are less significant. One possible
explanation can be related to the role of the electron-electron collisions as following. Two metals,
gold and copper, have a similar structure of electron density of state distribution with the region
of high electron density of states associated with d-bands that get thermally excited at the high
electron temperature (above 1eV) [41]. These thermally excited electrons may significantly
increase the electron-electron collision rate as observed in Figure 3.4. The electron density of states
distribution for aluminum, in general, follows the trend predicted with the free electron gas model
[41]. Therefore, although the thermally excited electrons in aluminum increase the electronelectron collision rate, the fraction of these electrons is significantly lower than for copper and
gold. Molybdenum and nickel belong to the group of transition metals with a complex structure of
electron density of states distribution. Molybdenum has a half-filled d-band with small values of
density of states at the Fermi level, while nickel has an almost full d-band with the Fermi level
cutting through the high-energy edge of the band. Consequently, molybdenum has a high density

*

This section appeared in A. Suslova and A. Hassanein, “Simulation of femtosecond laser absorption by metallic
targets and their thermal evolution,” Laser Part. Beams, vol. 35, no. 3, pp. 415–428, 2017.
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of states right above the Fermi level available to the thermally excited electrons within d-band,
and nickel has the low density of states s-band available for thermally excited electrons from the
d-band. Therefore, the contribution of the thermally excited electrons to the effective collision
frequency is significantly reduced in molybdenum and nickel.

Figure 3.4: Collision frequencies in a) aluminum, b) gold, c) copper, d) molybdenum, and e) nickel
targets during 150fs laser pulse; (f) comparison of the effective collision frequencies in different metals in
response to the same laser conditions. Laser parameters: λ=800nm, pulse duration-150fs, peak laser
intensity– 5x1014 W/cm2 [78].
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Available experimental data allowed us to benchmark the simulation predictions of
effective collision rate for gold at the electron temperature range from about 0.5 to 6 eV. Figure
3.5 shows a good correlation between our simulation data and the experimental results. It also
demonstrates the significant contribution of the electron-electron collisions to the total effective
collision frequency at the electron temperature as low as 0.7 eV as it was predicted with the model.

Figure 3.5: Comparison of the experimental [79] and FEMTO-2D simulated data for effective electron
collision frequency in gold [78].

The subject of the collision processes plays a central role in the discussion of the optical
properties presented in the next section.
3.3

Thermally dependent optical properties of metal exposed to USPL

3.3.1 Theory of electromagnetic wave-material interaction. Reflectivity and
absorptivity.
Laser absorption is the first step of USPL-material interaction, and plays a key role in the
overall processes. The absorption efficiency significantly affects the target thermal response to the
laser pulse, the material damage threshold, the ablation rate and the crater shape. In this section,
we discuss how electron temperature affects the optical properties of the target and, consequently,
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changes the laser absorption efficiency, beginning with the understanding of how the light interacts
with the matter.
Electromagnetic wave propagation inside the material can be described by Maxwell’s
equations:
∇K = C

U

(3.3.1)

. C"

∇L = 0

(3.3.2)
VW

∇ × K = − VN

(3.3.3)

∇ × L = CD C& "K + CD C& PD P&

VX

(3.3.4)

VN

where Q is the charge (carrier) density, " is conductivity, PD is the real part of the relative
permittivity, P& = 8.854x1012 R/E is the permittivity of free space, C1 is the real part of the relative
permeability, and C0 = 4Sx10-7 T/E is the permeability of free space. The standard wave equations
(Eqs. (3.3.5) and (3.3.6)) can be derived from Maxwell’s equations as described elsewhere [40]
giving:
6Y >% X

∇7 K = −CD C& (PD P& + Z ) >N %

(3.3.5)

6Y >% W

∇7 L = −CD C& (PD P& + Z ) >N %

Equations (3.3.5) and (3.3.6) can be further simplified by replacing

(3.3.6)
Y
Z

= P7 P& , where P7 is

imaginary part of the material’s permittivity, defining C = C& CD and P = P& (PD + UP7 ):
>% X

∇7 K = −CP >N %

>% W

∇7 L = −CP >N %

(3.3.7)
(3.3.8)

The following expressions for the electric and magnetic fields are derived from the solution
to the standard wave equations above:
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K (V, W) = K& X 6(-4#ZN)

(3.3.9)

L(V, W) = L& X 6(-4#ZN)

(3.3.10)

where Y = Y& @PD + UP7 = Y& (!D + U!7 ) is the complex wavevector, Y& =

7:
@"

is the

freespace wavevector, !1 is the real part of the refractive index, and !2 is the imaginary part of the
refractive index. Applying the boundary conditions at the surface (Eqs. (3.3.11) - (3.3.14)) to the
equations for the electric and magnetic field (Eqs. (3.3.9) and (3.3.10)), the expression for the
amount of reflection from the surface for the normally incident laser beam (Eq. 3.3.15) can be
derived.
PT,D KD\ = PT,7 K7\

(3.3.11)

KD∥ = K7∥

(3.3.12)

LD\ = L7\

(3.3.13)

D
F.

LD∥ =

D
F%

L7∥

(3.3.14)

D# ,

K^ = ZD2√,> Z K_
√ >

(3.3.15)

where PT = PD + UP7 is material dielectric function – combination of material permittivity
and conductivity.
Knowing that the laser intensity is related to the electric field as I ~ E2, one can find the
fraction of the reflected energy (reflectivity) for normally incident light from Eq. (3.3.15) known
as Fresnel formula:

D# ,

7

[ \ = ZD2√,> Z
√ >

(3.3.16)

In case of the oblique incidence of the laser beam, the Fresnel formulas for p-polarized and
s-polarized light are different and depend on the angle of incidence θ as following:
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Due to the much smaller mass of electrons relative to the atoms, it is a good approximation
to state that material response to a high-frequency electromagnetic wave is driven by the behavior
of electrons. This approximation is generally true for free or nearly free electron metals and
plasmas [12].
3.3.2 Optical penetration depth
Another important parameter that can be determined from dielectric function is the optical
penetration or absorption depth over which the laser energy has been deposited. The optical
penetration depth is defined as the depth at which the intensity of the transmitted electromagnetic
wave drops to 1/e of its initial value at the interface [80]. The optical penetration depth can be
calculated as following:

^$ =

@
9: _5[√,> ]

(3.3.19)

To simulate the absorption and optical penetration depth, we need to define dielectric
function of the material PT .
3.3.3 Drude model for material dielectric function
The simplest model that allows determining dielectric function for metals is Drude model.
The detailed description of the model can be found in most solid state physics references [64].
Here, we provide a summary of the model and the main equations. For free or nearly free electrons,
the equation of motion in response to the applied electric field is
%

> i
E" >N % = _" K̀⃗ X #6ZN + RO

(3.3.20)
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where Ff is friction force appearing due to electrons collisions inside the metal. Friction
force is proportional to the effective collision frequency and can be estimated as

RO ~

j$
jN

~ − E" $"OO

>i
>N

(3.3.21)

After solving the equation of motion, we find
/ ⁄5$

c⃗ = − 6ZP $

$??

2 Z%

K̀⃗

(3.3.22)

From definition of the current density and conductivity [64], we find
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Differentiating the equation for the electric field K (V, W) = K(V)X #6ZN with respect to time
and solving Eq. (3.3.23), we find the conductivity of the electrons
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The conductivity is related to the imaginary part of dielectric function as following
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P7 P& giving the equation for Drude dielectric function assuming PD = 1 for metals [12]:
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0 /%

where e$ = -, $5$ is known as the plasma frequency.
"

$

The Drude model for dielectric function calculation used in FEMTO-2D is a simple model
that gives reliable results in case of free and nearly free electrons in metals and plasmas; it does
not consider the interaction of the laser field with bound electrons, which will be a case for
semiconductors and dielectrics, as well as for metals exposed to the extremely high fluence laser
beams.
3.3.4 FEMTO-2D simulation of laser absorption by the metallic target and the
model benchmarking *
3.3.4.1 Theoretical analysis of the simulation results
The theoretical model for the absorption of the ultrashort pulse laser at normal incidence
by the solid metal target outlined in the sections above was applied in a series of simulations to
predict the femtosecond laser absorption in the aluminum, gold, copper, molybdenum and nickel
targets in a wide laser intensity range (5x1011 to 1015 W/cm2).
Figure 3.6 shows how the absorption efficiency changes during the laser pulse for listed
metals at different laser intensities: 5x1011 W/cm2, 5x1012 W/cm2, 5x1013 W/cm2, 5x1014 W/cm2,
and 1015 W/cm2. The dashed line corresponds to the constant absorptivity commonly used in the
simulation models based on TTM (A=1-R, R – material reflectivity listed in Table 3.1).
As one can see, as the laser intensity increases above 5x1011 W/cm2 (corresponding to the
laser fluence of ~ 80 mJ/cm2), the absorptivity starts to increase following changes in the effective
collision frequency. Therefore, even at low laser fluences, it is critical to consider the thermal
dependence of the optical properties for femtosecond laser-metal interaction.
From Figure 3.6, one can observe that at high laser fluences (> 5x1013W/cm2) electron
temperature increases so rapidly that material transforms into the hot dense plasma state at the
beginning of the laser pulse, and reflectivity increases comparing to the warm metal state. Another

*

This section appeared in A. Suslova and A. Hassanein, “Simulation of femtosecond laser absorption by metallic
targets and their thermal evolution,” Laser Part. Beams, vol. 35, no. 3, pp. 415–428, 2017.

41
observation from the simulation results is that the reflectivity of nickel is increasing slowly with
the electron temperature at the beginning of the laser pulse, but then rapidly decreases following
the trend similar to the other metals. The reason for such trend is unclear and could be related to
how rapidly the material plasma frequency changes compared to the effective collision frequency.
Due to the fact that the real laser beam has physical dimensions and a laser intensity
redistribution in space, 1D simulation model for laser absorption will be not sufficient for some
applications, for instance, to simulate the heat affected zone or material ablation and crater profile.
Figure 3.7 shows how the absorptivity changes across the laser beam at the fixed timestep (150fs)
for the intermediate laser intensity of 5x1013 W/cm2. Therefore, to analyze how the effective
absorptivity changes with the laser intensity, the temporal and spatial distribution of absorptivity
must be considered. Figure 3.8 (a) demonstrates how the simulated temperature dependent
absorption varies with the laser intensity, and Figure 3.8 (b) compares it to the constant absorptivity
for aluminum, gold, copper, molybdenum, and nickel on the same laser intensity range.
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Figure 3.6: Absorption in the center of the laser beam during 150fs pulse at different laser intensities for
a) aluminum, b) gold, c) copper, d) molybdenum, and e) nickel. The red dashed line corresponds to A=1R, where R is tabulated reflectivity. The black dotted line shows laser pulse temporal profile [78].
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Figure 3.7: Absorption across the beam profile at 150fs simulation timestep for aluminum, gold, copper,
molybdenum, and nickel exposed to a laser pulse of 5x1013W/cm2. Dashed line shows laser beam spatial
profile [78].
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Figure 3.8: Absorption vs. laser intensity: a) absolute values, b) as a fraction of constant value typically
used in TTMs. Pulse duration 150fs, wavelength 800nm. Lines guide the eye [78].

The largest increase in the absorption efficiency when compared to the fixed value was
observed for copper (around 13 times increase) and gold (around 11 times increase). Absorption
for aluminum increases about 4.5 times compared to the constant value. The absorption for nickel
and molybdenum does not change significantly. This can be directly related to how much the
effective collision frequency for each metal changes with the electron temperature (Figure 3.4),
and may possibly be explained by the role of the electron-electron collisions as discussed in section
3.2.8. In general, the trend observed for absorption in all five metals at high laser intensity around
1015 W/cm2 is in a good agreement with the data reported by D.F. Price et.al. [81]: at the laser
intensities around 2x1015 W/cm2, the absorption for aluminum, gold, copper, tantalum, and quartz
has similar values of around 0.3-0.37, and temperature dependence is consistent with a ‘universal
plasma mirror’ reflectivity.
Next, we have analyzed the effect of the thermally dependent absorption efficiency on the
material thermal response as demonstrated in Figure 3.9. As expected, the simulation predicted an
insignificant difference in the maximum electron temperature for molybdenum and nickel due to
small changes in the absorption efficiency; however, the maximum electron temperature was
greatly underestimated for aluminum, gold, and copper in the case of the constant absorption
efficiency as laser intensity increases.
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Figure 3.9: Comparison of the target thermal response (maximum electron temperature) vs laser pulse
intensity for two series of simulations: 1) with temperature dependent absorption (solid line) and 2)
constant value for absorption (dashed line) [78].
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Another optical parameter discussed in this section, which its thermal dependence is also
defined by collisional processes inside the target, is the optical penetration depth. Figure 3.10
shows how the optical penetration depth normalized to the constant values listed in the Table 3.1
changes with the laser intensity in the metal targets.
In general, the optical penetration depth does not directly impact how much energy is
absorbed by the target; but it defines how the absorbed energy is distributed inside the target during
the pulse, affecting the maximum electron temperature at the surface. Although considering
thermally dependent optical penetration depth vs constant parameter does not have a significant
impact on the simulation predictions of the material thermal response to the femtosecond laser
irradiation, it contributes to the goal of gaining the clear understanding of the physical processes
involved.
3.3.4.2 Benchmarking against available experimental data
Finally, we wanted to benchmark the theoretical predictions of our simulation model
against the available experimental data. Due to the lack of the published experimental results for
femtosecond laser-metal interaction in the field of the laser absorption, we were able to compare
the data only for aluminum and copper.
For aluminum, we have benchmarked our theoretical predictions against the available
experimental results, as well as against simulated data from HYADES code predictions [12].
Figure 3.11 presents the results for 400nm wavelength with the pulse duration a) 50fs and b) 150fs.
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Figure 3.10: Normalized optical depth vs laser intensity. Pulse duration 150fs, wavelength 800nm.
Lines guide the eye [78].
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Figure 3.11: Comparison of the theoretical prediction with experimental results (data adopted from [30]
and [81]) and data simulated with HYADES code ( data adopted from [12]) for 400nm wavelength [78].

As one can see, the numerically simulated and experimental curves exhibit similar behavior
at the wide range of the laser intensities. The theoretical predictions are in a good agreement with
the experimental data and HYADES code [12] predictions for 50fs laser pulses and demonstrate a
good correlation with experiment for 150 fs laser pulses up to 5x1014 W/cm2. However, as the
intensity is further increasing, the simulation model tends to overestimate the absorption compared
to the experimental data. Fisher et al. in their work [30] had discussed the possible underestimation
of the absorption efficiency in the experiment due to the pre-pulse effect at the high laser intensity
above 1014 W/cm2.
Figure 3.12 presents the comparison of the simulation results to the experimental data and
the HYADES predictions for 800 nm laser pulses.
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Figure 3.12: Comparison of the theoretical prediction for aluminum with experimental results
(data adopted from [30]) and data simulated with HYADES code (data adopted from [12]) for
800nm wavelength. Lines guide the eye [78].

The model tends to overestimate the absorption of 800 nm laser pulses at the laser intensity
range above 5x1012 W/cm2. A possible explanation for that is that interband absorption was not
taken into account. Aluminum has an interband absorption peak at 1.55eV [82] which corresponds
exactly to the 800nm photon energy. At the laser intensities above 1014 W/cm2, the pre-pulse effect
may also contribute to the lower experimental values for the laser absorption, as suggested by D.
Fisher [30].
Next, we compared the simulation predictions for absorption in copper for 800 nm laser
pulses to the available experimental data, as shown in Figure 3.13.
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Figure 3.13: Comparison of the theoretical prediction for copper with experimental results (data
adopted from [38]) [78].

We observed a good correlation between numerically simulated and the experimental data
for copper on the laser intensity range from 5x1011 W/cm2 to 1015 W/cm2. The interband
absorption does not play a significant role in this intensity range due to the fact that, in copper, the
d-band lays 2.0 - 2.2 eV below Fermi level, and interband absorption of 800nm photons is
negligibly small, except for the very high laser intensities [29].
3.4

Thermodynamic parameters for the electron and lattice subsystems

3.4.1 Lattice heat capacity Cl: Debye model vs. constant value approach
The definition of the heat capacity of ions, in general, is given by the following expression:

f6 =

>m*

|
>'* n

where Ui is the internal energy of all ions.

(3.4.1)
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At low and intermediate lattice temperature range, the thermal response of the lattice is
best described in terms of the collective lattice vibrations - phonons [12].
The total internal energy of all phonons can be found as a summation of the average phonon
energy for each possible mode, which found by multiplying the energy of the mode by the
probability of that mode to be occupied, over all modes as following:
E

h6 = ∫& ℏe >(e) < (e) ?e

(3.4.2)

where ℏe is the phonon energy, D(ω) is the density of phonon states and f(ω) is the BoseEinstein distribution function:
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Estimation of the phonon density of states can be quite complicated since it is the material
specific parameter. For intermediate lattice temperatures, the Debye model gives the simplified
way to calculate the phonons’ heat capacity for metals [64] as the following:
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(6S 7 !6 )D/( is the Debye temperature.

The majority of the existing TTMs assume the constant value for lattice heat capacity
obtained by subtracting the electronic contribution from the experimentally determined total heat
capacity at room temperature. Figure 3.14 compares the simulation results for the lattice heat
capacity based on quantum treatment (Debye model) to the constant values listed in Table 3.1.
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Figure 3.14: Lattice heat capacity. Solid lines correspond Debye model predictions, dash-dotted lines
correspond to the experimental values.

The maximum difference between the theoretical and experimental values (around 10%)
is observed for molybdenum and nickel at the lattice temperature below Debye temperature. At
the lattice temperature above Debye temperature, the lattice heat capacity only weakly depends on
the lattice temperature, and the maximum difference from the constant values is around 5% for
molybdenum and nickel. Therefore, we can conclude that the assumption of the constant lattice
heat capacity is acceptable to reduce the calculation time.
3.4.2 Electron heat capacity Ce: analytical approach vs. fitting model
3.4.2.1 Theoretical model
Similar to the lattice subsystem, electron heat capacity is defined by the total internal
energy of the free electrons. To determine the total internal energy of free electrons, one needs to
integrate the energies of the electrons over the density of states distribution P(ε) = D(ε) f(ε) as
shown in Eq. (3.4.5):
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(3.4.5)

where < (= ) represents Fermi distribution (Eq. 3.2.10), >(= ) is the density of states for
electrons (Eq. (3.2.11)), and =S is Fermi energy.
Fermi energy is defined as the energy of the topmost filled level in the ground state of the
system and can be calculated as shown in Eq. (3.4.6):
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The expression for electron heat capacity as a function of electron temperature then can be
derived from the definition of the heat capacity as following:
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The equation above is complicated to solve but can be simplified for different electron
temperature regimes. For high electron temperatures, we can use the formula for electron heat
capacity in plasma [12], [38], [40]:
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For the metal in solid and warm metal state, when kBTe << εF, Eq. (3.4.7) can be simplified
to give the following formula:
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However, for the wide range of intermediate temperatures from about 0.1εF to the dense
plasma temperature, the exact solution of Eq. (3.4.7) is required. Figure 3.15 demonstrates the
simulation results in copper based on the theoretical model for three material states: cold solid
state (Eq. (3.4.9)), intermediate warm metal state (Eq. (3.4.7)), and hot dense plasma state (Eq.
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(3.4.8)). The combined method line is the line representing the simulation predictions of the
theoretical model for the electron heat capacity at the entire electron temperature range.

Figure 3.15: Theoretical model for electron heat capacity as function of electron temperature in copper.

The exact analytical solution for electron heat capacity requires knowledge of the full
spectrum of the density of states and of the chemical potential as functions of electron temperature,
and long computational time even in 1D models. Therefore, a number of fitting and interpolation
models were developed for the electron heat capacity parameter at the wide electron temperature
range.
3.4.2.2 Smooth interpolation method
The electron heat capacity in the entire temperature diapason can be defined via smooth
interpolation between two polar states of the material: the cold solid state f"R (Eq. (3.4.9)) and the
$*

hot plasma state f" (Eq. (3.4.8)) as following:
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where ne=Zni is electron density.
3.4.2.3 Linear temperature dependence model
Linear temperature dependence model (Eq. (3.4.11)) based on the Sommerfeld expansion
is probably the most popular model for electron heat capacity [47], [68], [83], [84], [85], [86]:
f" = p+"

where γ =

(3.4.11)
:% 0$ -#
7'A

- electron heat capacity constant.

The electron heat capacity constant is assumed to be constant at any Te, and its values for
aluminum, gold, copper, molybdenum, and nickel are listed in Table 3.1
Although the method is widely used, it is also known to be valid only at low electron
temperatures below 0.1TF [41], [84], [86]. At higher electron temperatures, typical for laser
intensities even below the damage threshold, Eq. (3.4.11) tends to overestimate the electron heat
capacity, leading to the underestimation of the electron temperature and, thus, to the
underestimation of the overall target thermal response to the laser irradiation.
3.4.2.4 Comparison of three models for Ce
We have applied the theoretical model, smooth interpolation model, and linear temperature
dependence model to calculate the temperature dependent electron heat capacity in copper. Next,
we have compared the simulation results based on the theoretical model to data produced by the
interpolation and linear models, as shown in Figure 3.16.
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Figure 3.16: Comparison of simulated results for electron heat capacity based on three different models.

As seen from Figure 3.16, the predictions of the interpolation model simulation are very
similar to the combined analytical method on the entire temperature range. Moreover, this method
does not require complicated and time consuming numerical calculations used in the theoretical
model. Therefore, for the FEMTO-2D simulation package, we apply smooth interpolation method
to calculate the electron heat capacity. Figure 3.17 demonstrates how the results produced with the
interpolation method are different from the results of the linear method, especially at high electron
temperature, for five metals considered in this study.
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Figure 3.17: Smooth interpolation method vs. linear model for electron heat capacity.
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At the thermal equilibrium between the electron and lattice subsystems, the heat capacity
of the material is calculated as the combination of its lattice and electron heat capacities: CV = Ce
+ Cl. In metals at temperatures up to thousands of degrees, the lattice heat capacity dominates over
electron heat capacity. However, due to higher charge states at high temperatures for metals, in
hot metal and dense plasma regimes, electron heat capacity contributes significantly to the total
heat capacity of the material [12].
3.4.3 Lattice thermal conductivity kl.
Thermal conduction is the process of diffusion of heat from the region of high temperature
to the region of low temperature through the collisional processes. Because the mobility of the
electrons generally is much higher than the mobility of ions or phonons, the thermal transport in
metals is dominated by electron-electron collisions. Most existing simulation models based on
TTM omit the lattice thermal conduction term in Eq. (1.3.2) [87], [84] or assume it to be about 1%
of the thermal conductivity of the bulk metal [47],[48]. In this section, we will test that assumption
for a wide range of the lattice temperatures.
The lattice conductivity is defined by the ion-ion collisional frequency and ion’s velocity
and can be derived from kinetic theory as following [12]:
D
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where #* is the ion/phonon velocity at a given lattice temperature (Eq. (3.4.13)), and $*#*
is the ion-ion collisional frequency calculated based on hard sphere model (Eq. (3.4.14)):
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where ml – atomic mass, r0 – atomic radius.
Figure 3.18 shows that at the wide lattice temperature diapason, the lattice thermal
conductivity is negligibly small compared to the electron thermal conductivity for all metals of
interest, and significantly smaller than 1% the thermal conductivity of the bulk.
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Chen and Beraun [88] have demonstrated that considering a lattice conductivity in TTM
results in a more accurate simulation of the target thermal response; therefore, in FEMTO-2D the
lattice thermal conductivity has been accounted for with Eq, (3.4.12).

Figure 3.18: Electron and lattice thermal conductivities as function of temperature.
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3.4.4 Electron thermal conductivity ke: analytical model based on interpolation vs.
fitting model
3.4.4.1 Theoretical model: smooth interpolation approach
The analytical formula for electron thermal conductivity in metal can be derived from the
kinetic theory as following:
D

Y"R = ( f" /" #"

(3.4.15)

where f" is electron thermal conductivity, #" is the electron velocity at given electron
temperature (Eq. (3.2.12)), and /" =
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is the electron mean free path. Then Eq. (3.4.15) can be

re-written as:
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In plasma, thermal conductivity can be calculated from Spitzer heat conductivity equation:
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Note that Eq. (3.4.17) includes only $"#6 – electron-ion collision rate in hot plasma [34],
[62], [87]. However, during USPL-target interaction, metal transitions from cold metal into the
dense plasma state, characterized by strong thermal non-equilibrium at the near solid target
density. It has been shown by Shternin and Yakovlev [74] that in such case, electron-electron
collisions shouldn’t be neglected when calculating the electron thermal conductivity as in the case
of the hot plasma.
Therefore, Eq. (3.4.17) has been modified for dense hot plasma case considered in
FEMTO-2D by including $"#" – electron-electron collision frequency:
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A smooth interpolation between cold solid metal and dense plasma state has been applied
to account for the rapid material transition from the cold solid state into the dense plasma state
during the laser pulse-target interaction as following:

$%

Y" = -Y" + Y"R
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(3.4.19)

3.4.4.2 Fitted model for electron thermal conductivity
Fitted models are often applied to simplify the complicated calculations required for the
exact theoretical solution. One of the popular approaches is based on the Sommerfeld theory of
metals (Eq. (3.4.15)) and fitted model for electron collision rates. Electron scattering rate includes
electron-electron scattering and electron-lattice scattering and can be calculated as the function of
electron and lattice temperatures with the following fitted model [89]:
$ = I+"7 + L+*

(3.4.20)

Then the electron heat conductivity can be calculated as function of electron and lattice
temperatures as following:
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were Y"& , A, B are the material fitting parameters listed in Table 3.1.
Equation (3.4.21) allows calculation of the electron thermal conductivity without
complicated and time-consuming calculations for collisional processes; it also considers the effect
of the lattice heating. The main disadvantage of the fitted model is that, in general, the fitting
parameters provide the best agreement of the model with the specific experimental data and not
always with the true values for expanded temperature diapason.
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3.4.4.3 Comparison of the models for ke
We have applied the theoretical interpolation model and fitted model to calculate the
temperature dependent electron thermal conductivity in aluminum, gold, copper, molybdenum,
and nickel. Figure 3.19 demonstrates the simulation predictions of electron thermal conductivity
in the center of the laser beam at the target surface during 15 ps calculation time. Laser parameters:
wavelength – 800 nm, pulse duration – 150 fs, laser intensity – 1013 W/cm2.

Figure 3.19: Electron thermal conductivity: comparison of three models a) during the laser pulse and b)
after the pulse.

The fitted model predicts the maximum of the electron thermal conductivity at
considerably lower electron temperature at the beginning of the laser pulse followed by its
significant reduction as the electron temperature increases during the pulse. The fitted model
predicts significantly lower values for electron thermal conductivity, especially during the laser
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pulse. Significantly higher electron thermal conductivity during the early stage of the USPL-target
interaction predicted with the analytical model is due to a contribution of the ballistic electrons
heat transport. The idea of the ballistic electron motion contribution to the heat transport at the
early stage of the heat redistribution following the laser pulse originates from faster than expected
(based on the regular electron diffusion equation) heat penetration into the target observed
experimentally [90]. Wellershoff et al. [23] defined ballistic electrons as highly energetic electrons
generated within the laser penetration depth that can transport their energy deeper into the target
before the end of the laser pulse. The relaxation time for highly energetic electrons is usually in
the order of few femtoseconds, significantly shorter than the laser pulse duration; therefore, local
thermal equilibrium is generally assumed for electron subsystem at the longer timescale.
Therefore, to account for ballistic electron heat transport during the laser pulse to explain the
experimental results for fs laser interaction with thin metal films, Wellershoff et al. suggested
including the ballistic electron range into the source term [23]. In FEMTO-2D, the combination
of the reduced timestep during the laser pulse, extremely small mesh size within the laser
penetration depth and analytical approach to calculate the electron thermal conductivity based on
the collision theory allow accounting for ballistic electron heat transport without including the
ballistic range into the source term. This allowed us to eliminate another fitting parameter –
electron ballistic range, that often determined experimentally.
3.4.5 Electron-phonon coupling factor
3.4.5.1 Introduction
During the equilibration process, electrons transfer their energy to ions/phonons via
electron-ion collisions. The rate of the heat transfer from the electron subsystem into the lattice
subsystem is defined by electron-phonon coupling factor, i.e., G-factor. Early theoretical models
assumed the constant value for the coupling factor [56], [83], [91], [92], which is proved to be a
reliable assumption at low electron temperatures; however, at intermediate and high temperatures,
it has been shown that the coupling factor is a temperature dependent parameter, and it has a great
impact on how well the model predicts the temperature distribution and equilibration processes
[42]. The early models estimated G-factor as a parameter fitted to produce the calculated data in
agreement with the experimental results. However, the experiments often show the broad variation
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in the coupling factor [87], and are limited to a few materials. Some of the values for G-factor
determined from the experimental data for Al, Au, Cu, Mo, and Ni are listed in Table 3.3.
Table 3.3: Constant values for electron-phonon coupling factor from the experimental data.
Au

Al

Cu

G,

2.1

[23]

24.5

[94]

x1016W/m3

2.6

[93]

31.0

[22]

K

2.9

[94]

3.0

[95]

10.0

Mo

Ni

[93],

2.1

[67]

36.0

[23]

[96]

13.0

[23]

80.0

[97]

109.0 [98]

A number of theoretical models to simulated the temperature dependent coupling factor for
various materials were proposed in the last decades [39], [41], [99]. Two the most popular
approaches are discussed in this section.
3.4.5.2 Linear model for the electron-phonon coupling factor
A large portion of existing TTMs [47], [48], [68], [39] apply a linear temperature
dependence model suggested by Chen et al. [39] to calculate the electron-phonon coupling strength
as a function of electron and lattice temperatures as following:
v
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where r^' is the coupling factor at room temperature, I" = (u"& +S7 )#D and L* =
(u$& +S )#D are material’s constants (Table 3.1) depending on the electron-electron and electronphonon scattering rates.
The linear model allows calculation of the electron-phonon coupling for a case when the
lattice temperature is above Debye temperature (Tl > θD), and electron temperature is much smaller
than Fermi temperature (Te << TF). The simulation results based on this model were found to be
in a better agreement with experimental data than the predictions based on the constant G-factor,
especially at low laser intensity [39].
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3.4.5.3 Analytical model for the electron-phonon coupling factor
Recently a new analytical model was developed by Lin et al. [41], [100]. The authors
questioned the relevance of the electron-electron scattering process considered in the linear model
to the electron-phonon energy transfer and, therefore, to the calculation of the coupling factor.
They speculated, that at the electron temperature around 1eV, a significant increase of the electronelectron scattering rate will affect its applicability the linear model suggested by Chen et al. [39]
for G-factor calculation. Lin’s research group also predicted that at high electron temperature, the
thermal excitation of the electrons located below the Fermi level will start to contribute to the
electron-phonon energy exchange as laser intensity increases. Therefore, the specific electronic
structure of metals must be considered. The analytical model suggested by Lin et al. [41], [100]
considers the electron density of states for a wide electron temperature range and can be expressed
as following:
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where <(= ) is Fermi distribution (Eq. (3.2.10)), >(= ) is the electron density of states(Eq.
(3.2.11)), =S is Fermi energy of the metal, ‹e2› is the second moment of the phonon spectrum
deﬁned by McMillan [101], , is the electron-phonon mass enhancement parameter [102].
Lin’s et al. have demonstrated that electron-phonon coupling factor is very sensitive to
details of the electronic structure of the material [87], its temperature dependence rarely follows
the linear trend, and for some metals the negative slope is possible.
3.4.5.4 Comparison of the two models for electron-phonon coupling factor and
experimental data.
In this section, we have compared the data for coupling factor adopted from Lin and the
data simulated with linear model along with the constant values listed in Table 3.3 as shown in
Figure 3.20.
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Figure 3.20: Comparison of simulated data for G-factor based on Lin’s model, Chen’s model and the
constant values determined from the experimental data as listed in Table 3.3: *1 - [22], *2 - [94], *3 [95], *4 - [93], *5 - [23], *6 - [96], *7 - [67], *8 - [98], *9 - [97].
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For molybdenum, Ae (Eq. (3.4.22)) defined as zero; therefore, Chen’s model produces the
constant value equal 2.1x1016 W/m3K [67]. Overall, one can see that two models predict
considerably different values for electron-phonon coupling factor. It has been demonstrated, that
Lin’s model is more accurate in the simulation of the target thermal response [87], [103], [104],
leading to a conclusion that it gives a more realistic estimation of G-factor.
To extend the electron temperature range above 50x103K, we incorporated the formula for
electron-ion coupling in plasma (Eq. (3.4.24)) for temperatures above Fermi temperature, and
utilized smooth interpolation between two regimes.
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In the next chapter, we focus on another aspect of USPL-matter interaction such as the role
of the ballistic electrons formed during the laser pulse in the heat propagation dynamics at the early
stage of the target response.
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4.

THE ROLE OF THE BALLISTIC ELECTRONS IN THE HEAT
PROPAGATION PROCESSES DURING AND SHORTLY AFTER
THE LASER PULSE

4.1

Introduction

For the last couple decades, the dynamics of highly energetic nonequilibrium electrons in
solids gained a significant research interest from experimental and analytical groups [23], [90],
[105]–[114]. Such increased interest has been supported by the development of the ultrafast high
powerful laser systems capable of producing intense nonequilibrium electrons in irradiated solid
targets. Analytical and experimental research of ultrashort pulse laser (USPL) – metal target
interaction demonstrated that for the sub-picosecond lasers, photons transfer their energy to target
electrons during the pulse, while lattice remains relatively cold [34]. The amount of the deposited
energy decays exponentially into the sample, following the laser pulse attenuation with depth and
generating a distribution of nonequilibrium electrons. Several relaxation processes take place
simultaneously as a result of the rapid heating of the electron subsystem. First, the absorbed energy
is transported by the ballistic motion of the nonequilibrium electrons at velocity close to Fermi
velocity [23]. Electron relaxation processes via electron-electron collisions take place on the scale
of sub-picoseconds resulting in the Fermi distribution within the electron subsystem. Another
energy transport mechanism is diffusive transport by energetic electrons. Both, ballistic heat
transport and hot electron heat conduction contribute to the heat propagation within the target [37],
[110]. At the same time, electrons are also transferring their energy to the lattice subsystem via
electron-phonon collisions. Due to significant mass difference between electron and lattice atom,
electron-lattice equilibration generally takes orders of magnitude longer time comparing to
electron thermalization [12].
Historically, a two-temperature model (TTM) has been developed and widely utilized to
determine the thermal response of the target exposed to USPLs and to explain the experimental
data. The main assumption of the TTM is that electron and lattice subsystems can be described in
terms of the subsystem equilibrium temperature and ongoing heat exchange between two systems
as shown in Eqns. 4.1.1 and 4.1.2 [88]:
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where the subscript e refers to electrons and subscript l refers to the lattice, C – is the
volumetric specific heat, k – is the thermal conductivity, G - is the coupling factor that describes
the energy exchange between electron and lattice subsystems, and S is the volumetric laser energy
deposition rate as a function of space and time.
The main concern regarding the validity of TTM is delayed heat exchange between electron
and lattice subsystems observed experimentally at low laser intensity [108], [112], [113], [115]
when absorbed fluence is tens of µJ/cm2. At such laser parameters, the nonequilibrium electron
relaxation time in metals is comparable to electron-lattice equilibration time which is roughly few
picoseconds. In such case, the assumption of an electron temperature during or immediately after
the absorption of the ultrashort laser pulse may not always be justified [108], [109], and the TTM
should not be applied. However, this phenomenon is believed to play a role at the laser intensities
significantly lower than those of the scope of this work.
Another phenomenon commonly attributed to the ballistic motion of nonequilibrium
electrons is significantly deeper heat deposition profile of the absorbed laser pulse compared to
theoretical predictions of the exponential laser attenuation profile observed experimentally for
different metallic targets including aluminum, copper, gold, molybdenum, nickel, silver, and
tungsten [23], [90], [105], [108], [112]–[115]. The term ballistic transport depth was introduced
by Wellershoff et al. [23] and Hohlfeld et al. [110] to define the range excited electrons penetrate
into the target before transferring energy to the lattice. However, authors also noted that two
processes: ballistic electron motion and hot electron diffusion define the absorbed energy profile
during USPL-target interaction. Generally, the concept of ballistic electrons is not directly
compatible with a temperature-based TTM since it is referring to nonequilibrium electrons. To
take the ballistic transport depth into account when describing target thermal response to USPLs
with TTM, an effective initial absorption depth parameter consisting of the sum of the optical
absorption depth (^$ ) and the ballistic absorption range (^?y* ) was included into the source term
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of Eq. 1. [7], [12] while assuming the electron heat conduction is negligibly small during the laser
pulse.

S(z, r, t) = I(r, t)

(D#z)
{DEF

exp s−(

|
{DEF

)t

(4.1.3)

where ^y?R = ^$ + ^?y*
The approach has been eagerly adopted by the research community to account for the
ballistic heat transport in TTM simulations of thermal response of metallic targets exposed to
USPLs [16], [23], [56], [58], [85], [116]. The value of the ballistic electron penetration depth is
usually estimated by fitting the experimental data into an analytical model. Experimentally, the
dynamics of electron subsystem relaxation is often investigated indirectly by probing the transient
changes of the optical properties of the target in front-pump/back-probe experiment. The
disadvantage of this technique comes from the difficulty to relate the observed changes in
reflectivity to changes in the material dielectric function defined as the function of electron
effective collision frequency and a given probe frequency [90], [105], [113]. Also, the pump-probe
techniques are limited by a relatively low temporal resolution defined by the probe pulse duration,
usually tens or even hundreds of femtoseconds. Moreover, it is also very difficult based on the
experimental observations to distinguish between contribution from ballistic electron motion and
from highly energetic electrons diffusion. The lack of detail research on the relation between laser
intensity and ballistic transport depth results in the common use of a constant value for absorbed
ballistic depth parameter to simulate a target response to USPLs on a wide range of laser
parameters. That may potentially affect the accuracy of the simulations. Therefore, there is an
urgent need for a reliable simulation tool that would allow us to predict the target thermal response
to USPLs during and shortly after the pulse without relying on the phenomenological and fitting
parameters. The work of this chapter has been focused on the investigation of the role of highly
energetic electrons during the process of heat distribution in metallic targets exposed to USPLs by
means of FEMTO-2D simulation package [78], [117]. For experimental benchmarking and
comparison, a gold target has been considered.
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4.2

The range of applicability for FEMTO-2D

As stated earlier, from the classic point of view, TTM is not applicable during electron
relaxation time due to the absence of established electron temperature. Electron relaxation time
&"" = 1/$"" required to achieve Fermi distribution is defined by electron-electron collision
frequency calculated from the following formula:
9
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where ε0 is the permittivity of free space, qe is the charge of the electron, ln(;) is the
Coulomb logarithm, µ is chemical potential, <$ is the electron participation factor. The detailed
description of the applied collision theory was given in Section 3.2.
The range between collisions was calculated by considering electrons moving with the
velocity #" = @(2C + 3YW +" )/E" . Our simulations for gold target demonstrate that at an incident
laser intensity as low as 1010 W/cm2 (corresponds to the absorbed fluence of ~ 80 µJ/cm2 for 150
fs Gaussian laser pulses with R (Au) = 0.95) electron-electron collision time τe-e = 2.2 ps simulated
with the maximum electron temperature in the center of the beam at the surface indeed is of the
same order of magnitude as electron-lattice equilibration time τeq = 3.4 ps, and the TTM should
not be applied. These observations are consistent with the experimental data reported for low laser
fluences in [2], [5], [9]. However, as the laser intensity increases by an order of magnitude, τe-e
drops down to a fraction of a pulse duration allowing the validity of the TTM to describe the target
thermal response at laser intensities above 1011 W/cm2.
It has been concluded by several research groups [7], [8] that it is physically impossible to
decouple ballistic electron heat transport and thermal electron heat transport neither by analyzing
experimental observations nor by solving TTM. We propose to scale the simulation domain and
timestep in such way, that an assumption of local thermal equilibrium (LTE) for electrons within
simulation cell may be utilized to solve TTM at any simulation timestep. Thus, in FEMTO-2D, we
considered a uniform laser energy distribution within the simulation cell (1 nm in z-direction) with
exponential laser pulse attenuation in depth. The simulation timestep was also chosen to be small
enough that the distance ballistic electrons moving with Fermi velocity (~ 106 m/s) travel during
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simulation timestep was less than a mesh size. This enabled us to apply the heat conduction
equation for electron subsystem to describe the heat propagation from one cell into another during
the laser pulse. However, this approach requires a proper model to calculate electron thermal
conductivity parameter as a function of electron temperature during the laser pulse. In FEMTO2D, a fully analytical approach is utilized to calculate electron thermal conductivity on wide
electron temperature range through deliberate calculation of the electron effective collision
frequency for the wide range of laser intensities from 1011 - 1015 W/cm2. In the following section,
we investigate the applicability of the analytical approach to account for ballistic heat transport
during the laser pulse without relying on experimental data by including ballistic range into the
source term.
4.3

The role of ballistic electrons in the heat transport during the laser pulse with

wide range of laser intensity
4.3.1 Simulation of the ballistic range with FEMTO-2D
As mentioned before, de-coupling the effect of the ballistic heat transport and energetic
electron diffusion in electron heat propagation during USPL-matter interaction is an extremely
challenging task for simulation and experimental work alike. We focused our attention on the
dynamic of the electron heat propagation during and shortly after the pulse with an aim to identify
the roles of ballistic electrons in heat transfer process by analyzing heat propagation profiles in
special and time domains at different laser intensities.
First, we compare laser pulse penetration profile with heat flux penetration profile in a gold
target for laser intensities of 1011 - 1014 W/cm2 as shown in Fig. 4.1. To directly compare laser
penetration profile and deposited heat distribution profile, we assume that, electron temperature
spatial profile can be a representation of the heat distribution at the given calculation timestep due
to low electron heat capacity. Absorbed laser intensity and electron temperature were normalized
to their maximum values during the pulse at the surface listed in Table 4.1.
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Figure 4.1: Spatial distributions of normalized absorbed laser pulse intensity F (left) and normalized
electron temperature Te (right) inside the target in the center of the laser beam. Red dashed contours
correspond to F = Fmax/e (on the left) and Te = T0+ΔTemax/e (on the right).
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Table 4.1: Maximum absorbed laser intensity and maximum electron temperature simulated at the
surface in the center of the laser beam.

Fmax
W/cm

2

+"'()
x103 K

1011

5x1011

1012

5x1012

1013

5x1013

1014

W/cm2

W/cm2

W/cm2

W/cm2

W/cm2

W/cm2

W/cm2

3.7x109

2.2x1010

5.7x1010

7.3x1011

2.4x1012

2.5x1013

3.9x1013

1.79

4.78

7.88

30.60

59.40

204.0

293.9

The simulation time scale in this case was limited to 500 fs based on previous work [112]
that showed the ballistic component in the heat transfer within gold target exposed to low laser
fluence was observed only for up to 500 fs with experimental time resolution of 100 fs. Simulation
results indeed demonstrate that heat flux penetrates significantly deeper than the laser pulse.
However, it is unclear if this can be attributed solely to the ballistic motion, especially at higher
laser fluences when electron collision time reduces significantly due to increased electron density
as a function of temperature.
From the simulation data, we can determine the depth where maximum electron
temperature (offset by 300 K) drops by the factor of e during the same timestep, and assume that
this value represents the effective absorption depth of the laser pulse widely used by research
community [16], [23], [37], [56], [58], [85], [116] to determine heat deposition profile during the
laser pulse while neglecting electron heat conduction in their simulations. Then, ballistic transport
range (or ballistic range) as defined by Wellershoff et al. [23] and Hohlfeld et al. [110] is calculated
as the difference between effective absorption depth and optical penetration depth. This definition
of the ballistic range comes directly from Eq. 4.1.3 and its application. We want to highlight here,
that despite its name and the way it is being used in many simulation models, this ballistic transport
range does not always correspond to the distance non-equilibrium electrons travel before a
collision with other electron (classic definition). Rather it defines the depth beyond the laser
penetration depth that heat propagates during the laser pulse, which results from non-equilibrium
electron propagation and hot electron heat transport.

75
Figure 4.2 shows results for effective absorption depth and calculated ballistic range at the
maximum electron temperature during the pulse for the laser intensity range from 1011 W/cm2 to
1014 W/cm2 based on FEMTO-2D simulations.

Figure 4.2: Effective absorption depth and ballistic electron range determined from FEMTO-2D
simulation results.

Simulation results demonstrate that the effective absorption depth is decreasing with
increasing laser fluence up to 1013 W/cm2. We concluded that at these laser intensities, effective
absorption range follows the similar trend to electron-electron collision range and therefore, must
be defined by the motion of the ballistic electrons. As collision frequency is increasing for higher
laser intensities, ballistic electrons can travel shorter and shorter distances between collision
events, and ballistic heat transport gradually transforms into hot electron thermal conduction.
According to recent experimental work [118], the ballistic component of the heat transport in gold
is limited to absorbed laser flux of ~7x1012 W/cm2 (corresponds to ~ 1.07x1013 W/cm2 incident
intensity considering R=0.35 for 400 nm laser) which is exactly what we observe from the
simulation. The increase in the effective absorption depth at laser intensities above 1013 W/cm2
was explained by increasing role of hot electron thermal conductivity at higher electron
temperature.
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The maximum value for the ballistic range in gold defined based on FEMTO-2D
simulations at the minimum laser intensity of 1011 W/cm2 is lower than experimentally determined
and widely utilized value of around 105 nm [23], [110]. However, in the experiment, the ballistic
electron transport was measured at the significantly lower laser fluence of around 1 mJ/cm2
(corresponds to around 6.5x109 W/cm2 laser intensity in our simulations). By fitting simulated data
to a logarithmic curve and extending it into the lower laser intensities, we can roughly predict the
range of around 42 nm at that laser intensity.
To discuss possible reasons for such deviation, the details of the experimental work and
applied theoretical analysis need to be analyzed. In the experimental work that resulted in a number
of publications [23], [110], [119], authors measured how reflectivity on the back side of a thin gold
film changes with time for different film thicknesses. Similarly to other experimental results [112],
[113], different trends for (ΔR/R) temporal development were observed for the films with
thickness up to 100 nm (a linear decay) and for 200 nm and thicker (exponential decay). The results
were interpreted as being caused by a transition from homogeneous heating due to ballistic
transport to inhomogeneous heating via diffusive transport. The changes of transient reflectivity
then were related to the changes of electron temperature, and TTM was applied to simulate the
experiment. To match TTM predictions with experimental results, effective absorption depth was
introduced into the source parameter (as shown in Eq. 3), and the initial time interval (of about
100 fs) needed for the ballistic electrons moving with Fermi velocity to penetrate 100 nm was
neglected. Then, the best fit was obtained for the ballistic electron range equal 105 nm as reported
in [110].
It is clear that the definition for the ballistic range we assumed earlier is not the same as
the ballistic range determined from the experiments in [23], [110]. Electron temperature spatial
distribution is expected to be broadened by the end of the laser pulse comparing to the middle of
the pulse due to ballistic and hot electron heat transport. Therefore, if we define the ballistic range
as the distance where electron temperature is reduced by the factor of e assuming 100 fs time delay
after the laser pulse, the value will increase compared to the ballistic range calculated at maximum
electron temperature during the laser pulse, as discussed above. Figure 4.3 shows the ballistic range
estimated after 100 fs time delay as a function of laser intensity.
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Figure 4.3: Effective absorption depth and ballistic electron range determined from FEMTO-2D
simulation results.

Fitting simulated data for 100 fs time delay to a logarithmic curve and extending it into the
lower laser intensities gives around 109 nm ballistic range, which is close to the experimentally
determined value. However, it also becomes clear that experimentally determined value
corresponds to the combined effect of ballistic electron heat transport and hot electron diffusion.
A question arises of the appropriate use of the experimentally determined ballistic range in
computer simulations of the electron subsystem thermal response to USPL. Simulation results
presented in Fig. 4.2 and Fig. 4.3 show that, in both cases, ballistic range significantly changes
with the laser intensity. In the following discussion, we address the applicability of the constant
effective absorption depth model to simulate the absorbed heat profile during the laser pulse on
the range of laser intensities from 1011 W/cm2 to 5x1013 W/cm2. First, in-depth profiles for the
laser pulse and electron temperature at the peak laser pulse intensity in the center of the beam (Fig.
4.4, solid lines) and 100 fs after the pulse (Fig. 4.5, solid lines) were analyzed. Significantly deeper
penetration of the laser pulse observed at 5x1013 W/cm2 laser intensity is due to increase of the
laser absorption efficiency and optical penetration depth as described in Chapter 3.
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Figure 4.4: FEMTO-2D simulated absorbed laser pulse intensity penetration profile (black solid line) and
electron temperature in-depth distribution (red solid line) at 150 fs compared to calculated in-depth
attenuation of the absorbed laser pulse intensity with (1) effective absorption depth estimated from
simulation (blue dash-dotted line) and (2) constant effective absorption depth of 105 nm (green dotted
line). Absorbed laser intensity and electron temperature were normalized to their maximum values.
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Figure 4.5: FEMTO-2D simulated absorbed laser pulse intensity penetration profile (black solid line) at
150 fs and electron temperature in-depth distribution (red solid line) at 400 fs compared to calculated indepth attenuation of the absorbed laser pulse intensity with (1) effective absorption depth estimated from
simulation (blue dash-dotted line) and (2) constant effective absorption depth of 105 nm (green dotted
line). Absorbed laser intensity and electron temperature were normalized to their maximum values.

80
Although the electron temperature in-depth penetration seems to follow the similar trend
as for the laser pulse attenuation, it is obvious that at all fluences the heat penetrates deeper into
the target than the light even during the laser pulse. To verify if electron temperature in-depth
distribution during the pulse follows exponential decay, we determined the effective absorption
depth for each laser intensity as the range where the amount of the deposited heat (represented by
the rise of electron temperature) is reduced by the factor of e, and applied this value to calculate
the laser penetration profile by using Eq. 4.1.3. The resulted laser penetration profiles are in a good
correlation with the electron temperature in-depth profiles at each given fluence as seen in Fig.
4.4. These results confirm that heat deposition profile during the laser pulse can be simulated with
the Beer-Lambert law if the appropriate values for effective penetration depth are assumed. Laser
penetration profiles calculated with simulated ballistic range at each fluence were compared to
laser penetration profiles calculated with the constant ballistic range of 105 nm (dotted green lines).
Applying this constant value results in the significant overestimation of the heat deposition profile
at the peak intensity of considered laser fluences.
Similar steps were repeated for the case of 100 fs after pulse time delay, as shown in Fig.
4.5. At lowest laser intensity of 1011 W/cm2, two laser penetration profiles calculated with
simulated and experimental ballistic ranges are in relatively good correlation. However, as laser
intensity increases and the simulated ballistic range decreases, the laser penetration profiles divert.
Electron temperature in-depth distribution after 100 fs delay time does not follow exponential
decay function exactly, due to the synergetic effect of the hot electron thermal conduction and
electron-lattice heat exchange.
Although FEMTO-2D simulations confirmed the experimentally defined ballistic range for
100 fs time delay at low intensity, they demonstrated that the parameter is decreasing with
increasing laser intensity, and applying the constant value will result in overestimation of the heat
penetration at high laser fluences. Since it is impossible to de-couple ballistic heat transport and
hot electron diffusion, no heat conduction should be assumed during the laser pulse if ballistic
range is considered within the source parameter as shown in Eq. 4.1.3. For the experimentally
determined ballistic range, the requirement limits the applicability of TTM to investigate early
dynamics of electron subsystem and accompanying effects during the laser pulse. Applying
effective absorption depth parameter within the source component while considering heat
conduction parameter in Eq. 4.1.1 to describe the development of the thermal profile of electron
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subsystem during the laser pulse [88], [120] may result in overestimation of the heat deposition
depth. Therefore, the simulation model designed to investigate the electron subsystem dynamics
during the laser pulse should be able to account for the ballistic range directly. Based on the
experimental benchmarking presented in the following section, we believe that FEMTO-2D has
required capabilities for the task.
4.3.2 Benchmarking FEMTO-2D simulation results against experimental data
To further benchmark FEMTO-2D simulation against available data from frontpump/back-probe experiments in gold films, the simulated data was analyzed in detail to determine
the time delays for changes in target optical properties at different depths. In the discussed
experiments, the front surface of a gold target was heated by the ultrashort laser pulse. The back
surface was probed by another laser and the changes in the probe beam reflectivity were detected
as a function of time. The changes in material reflectivity were related to changes in electron
temperature. Thus, the heat transient time defined as the delay time between the probe pulse and
detection of change in reflectivity on the back side of the target was measured. For the analysis,
the delay time in simulations was defined as the time when fractional reflectivity (-ΔR/R) at given
depth becomes different from zero. Figure 4.6 shows the simulated data for 800 nm laser with 150
fs pulse duration and 1011 W/cm2 intensity compared to the experimental results reported by
Brorson et al. [90], Juhasz et al. [112], and Suarez et al. [113]. Shown laser intensities for
experimental work were estimated based on the reported laser parameters (i.e., wavelength, pulse
duration, laser fluence) to correspond to the parameters used in simulations by preserving the
absorbed laser fluence.
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Figure 4.6: Comparison of FEMTO-2D simulated data (red stars) for (-ΔR/R) change delay time
at different depths with experimental data (squares). Reported experimental laser fluences were
adjusted to correspond to simulation laser parameters. Dashed lines correspond to experimentally
determined relations between transit time and the film thickness. Solid line is the fitting line for
the linear region of the simulated data.

From the simulated data plot, it is clearly seen that at the film thickness between 100 and
120 nm, the trend for the delay time changes from linear to quadratic. That has been attributed to
different heat transport mechanisms: below 100-120 nm the heat transport is due to electron
ballistic motion with the transit time directly proportional to the distance traveled by ballistic
electrons with constant transport velocity; beyond 100-120 nm, diffusive heat transport becomes
dominant, and the distance traveled by the heat varies with a square root of time (~ = √>∆W).
Despite significant research interest focused on the dynamics of the ballistic electrons, we
are not aware of any experimental or theoretical investigation of the dependence of ballistic
electron range on the laser intensity. From the data presented in Fig. 4.2 and Fig. 4.3, it was
assumed that the role of the ballistic transport is reduced with increasing laser intensity up to 1013
W/cm2. Therefore, one should expect to see the disappearance of the linear region within first 100120 nm and transition to quadratic relations between transit time and the traveled distance at higher
laser intensities. Figure 4.7 demonstrates this to be true.
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Figure 4.7: Delay time for changes in reflectivity (-ΔR/R > 0) in gold target at different depths.
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As seen from Fig. 4.7, at the laser intensity of 5x1013 W/cm2, the ballistic component of
the heat transport becomes negligible and relations between delay time and heat penetration depth
are expressed with a quadratic fitting function. The simulations demonstrate that ballistic heat
transfer is dominant within the thickness below 100-120 nm on the wide laser intensity range from
1011 to 1013 W/cm2. The dominant role of the ballistic heat transfer within this thickness was also
expected based on the ballistic electron transport range of 105 nm determined in [23], [119]
assuming that electrons are coming from the front edge of the absorbed laser pulse at the depth of
~ 11-13 nm.
From the slope of the fitting lines, the heat transport velocity was determined at different
laser fluences and compared to the available experimental data as shown in Fig. 4.8.

Figure 4.8: Heat transit velocity at different laser intensities. Comparison of experimental data and
FEMTO-2D simulations.

As seen from the figure, heat transit velocity due to ballistic electron transport is increasing
with laser intensity from around 0.83x106 m/s at 1010 W/cm2 up to 1.43x106 m/s which corresponds
to the Fermi velocity in gold (1.4x106 m/s) at 1013 W/cm2. Despite FEMTO-2D limitations at laser
fluences below 1011 W/cm2, we observed a good correlation between experimental data and
simulation results at lower fluences. The fact that simulation data continue to follow the trend
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established from the experimental data reported by different research groups further confirms the
capability of FEMTO-2D code to simulate complex physical processes involved in the USPLmatter interaction, including the ballistic heat transport during the laser pulse.
4.4

Summary

Due to the extremely challenging time and space scales, experimental studies of the
dynamics of highly energetic electrons excited by ultrashort pulse laser (USPL) is limited to
observation of the post-interaction effects such as changes in the reflectivity on the back-side of
irradiated thin films. Also, the ballistic and diffusive components of the heat propagation are not
directly distinguishable neither based on the experimental results nor from simulation predictions.
However, thorough analysis of computer simulation predictions of the target thermal response to
the laser can provide additional details to much-needed understanding of the heat transport
processes during the laser-matter interaction of USPL and the role of the ballistic electrons. Our
study investigated, for the first time, the role of ballistic electrons in energy transfer and heat
conduction during USPL deposition. In this chapter, FEMTO-2D simulation package was
enhanced to study the role of the ballistic non-equilibrium electrons in heat propagation process
during and shortly after the pulse on the wide range of laser intensities. With the assumption of
local thermodynamic equilibrium within the simulation cell at any timestep during the laser pulse
and after, numerical methods were utilized to solve thermal conduction equation for electron
subsystem. Electron heat conductivity was defined based on the collision theory. We believe this
approach allows us to consider the contribution from the ballistic heat transport when simulating
the heat distribution within electron subsystem during the laser pulse and provides a simulation
tool to investigate the early dynamics of heat transport during USPL-target interaction. Thus, it
has advantages over the two commonly adopted practices in literature to describe the heat
propagation dynamics during the pulse, i.e., either lumping together laser and ballistic electrons
deposition using one coefficient based on narrow experimental data and ignoring the effect of
diffusive heat transfer, or completely ignoring the effect of the ballistic electron heat transfer and
only considering diffusive electron thermal conduction calculated from the fitting model.
Based on simulation predictions, it can be concluded that the role of the ballistic electrons
in the heat transport reduces with laser intensity as electron collision frequency increases and hot
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electron diffusion becomes dominant. Therefore, the constant value for ballistic transport range
commonly used in many simulation models to account for electron heat transport during the laser
pulse can be used at low laser intensities (below 1011 W/cm2 for gold targets) to simulate the heat
deposition profile, but leads to overestimation of the profile depth at higher fluences.
Analysis of the simulation results for gold target irradiated with 800 nm 150fs laser pulses
at the laser intensity range from 1011 W/cm2 to 1014 W/cm2 demonstrated that FEMTO-2D
simulation package is capable to predict a variety of the experimental results of USPL. It confirms
experimentally determined laser intensity limit for ballistic heat transport at 1013 W/cm2 [118]. It
also predicts the domination of ballistic electron transport over hot electron diffusion for
thicknesses below 100 - 120 nm [110], [112] and confirms experimentally determined the value
for the ballistic range at 100 fs time delay. In addition, it shows the calculated velocity of the
ballistic motion as the function of the laser intensity follows the same trend as the experimental
data from several research groups [90], [112], [113] and approaches Fermi velocity at limit
intensity.
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5.

FEMTOSECOND LASER ABSORPTION AND DAMAGE

ANALYSIS FOR GOLD COATING ON METALLIC SUBSTRATES*

5.1

Introduction and motivation

Multi-layer thin films and metallic coatings are widely used for many applications in
material science and technology in order to satisfy specific requirements in optical, thermal,
mechanical, and electronic properties that may not be present in a single metal [121], [122]. The
energy transfer processes in such systems can be complicated and depend on the combination of
the thermodynamic properties of each layer. A clear understanding of these processes is critical
for many applications, especially when a multilayered assembly is exposed to the high heat fluxes,
such as ultrashort laser pulses. Ultrashort pulse lasers are most widely utilized in selective micromachining of the thin films for solar cells, Micro-Electro-Mechanical Systems (MEMS), biochips
and many other applications [16], [67], [122] where precise control over the laser induced ablation
relies on our understanding of the laser-matter interaction.
Another example when the understanding of the laser interaction with the multi-layered
target is critical would be the thermal and optical behavior of the gold-coated optical components
in the ultrashort pulse laser systems. Gold coated metal mirrors are used in the high-power laser
systems because of their extremely high reflectivity (over 97%) in a wide range of the light
wavelength. The damage threshold of the optical components is an important factor limiting the
utilization of the femtosecond lasers of high intensity. The number of simulation models predict
that the damage threshold of the gold coating can be adjusted by using different substrates and
tuning the film thickness [47], [48], [56].
In this chapter, we have enhanced the original FEMTO-2D code to investigate the role of
metallic substrates as a heat sink for thin layer gold coatings in double-layered optical components
exposed to the ultrashort pulsed laser with the focus on the impact of the gold layer thickness. Two
substrate materials have been selected because of their strong electron-phonon coupling, high

*

This chapter appeared in A. Suslova and A. Hassanein, “Femtosecond laser absorption, heat propagation, and damage
threshold analysis for Au coating on metallic substrates”, Appl. Surf. Sci., vol. 422, pp. 295–303, 2017.
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electron thermal conductivity, and lattice heat capacity. We have also compared how target
response would be different if constant reflectivity had been considered for the gold coating since
it is a common approach utilized to simplify the model in case of the multi-layer target [47], [48],
[122], [123].
5.2

FEMTO-2D modifications for double-layered target

Considering two-layered thin film, the FEMTO-2D model is now enhanced, and is
represented with the following equations:
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were r is the radial distance from the center of the beam and z is the coordinate normal to
the sample surface with the origin at the surface.
Additionally to initial and boundary conditions discussed in the second chapter, the perfect
thermal contacts for both electron and lattice subsystems were considered at the interface (z=l):
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Simulation results and discussion

To investigate the effect of the film thickness on the overall target thermal response to the
150 fs laser pulse of 800 nm wavelength, we considered seven different film thicknesses varies
from 50 nm to 200 nm with a 25 nm increment, and the total target thickness of 650 nm. The
minimum thickness for gold coating has been determined based on the following: first, the layer
thickness needs to be large enough to assure negligible penetration of the laser pulse into the
second layer. If the layer thickness is reduced below the limit, reflection at the interface should be
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considered, and a source term must be added into Eq. (5.2.3). At the same time, to increase the
heat sink effect of the substrate, the film thickness should be as small as possible. To determine
the penetration depth of the laser beam at near damage threshold intensity, we have simulated the
gold target response to a single 150 fs pulse of the 800 nm laser. The analytical approach utilized
in FEMTO-2D simulation package to calculate temperature dependent optical properties for the
metallic target has been discussed in the previous chapter. Figure 5.1 shows the difference in the
laser absorption efficiency and the target thermal response (compared also in Figure 5.3) for
constant optical properties and temperature dependent optical properties of gold just below the
damage threshold. It is obvious that the assumption of the constant reflectivity and optical
penetration depth leads to underestimation of the amount of heat deposited into the target, which,
in turn, results in overestimation of the damage threshold. The FEMTO-2D model predictions
presented in Figure 5.1 (d) allowed to estimate the minimum thickness of the gold film to be around
50 nm.

Figure 5.1: Temperature dependent optical properties (black line) vs constant values (red line): (a)
temporal absorbed intensity profile, (b) electron temperature temporal evolution profile, (c) radial
absorbed intensity profile at the surface at peak power laser intensity, (d) in depth laser
penetration profile in the laser center at peak laser intensity [117].
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Next, a series of simulations has been conducted for a different thickness of the gold layer
on two substrates. Figure 5.2 shows the temporal evolution profiles for electron and lattice
temperatures during thermalization time at the target surface for the laser intensity of 2.5x1012
W/cm2, just below the damage threshold of 2.54x1012 W/cm2 predicted for a pure gold target.

Figure 5.2: Electron and lattice temperature temporal profiles for different gold film thicknesses on
copper (a, b) and nickel substrates (c, d) [117].

During the laser pulse, the electron temperature rapidly rises to its maximum value, while
the lattice temperature increased at a much slower pace. After the electron temperature reached its
maximum, it begins to decrease due to the combination of two factors: electron thermal conduction
and electron-lattice heat transfer. In general, the heat transfer from the electron subsystem into the
lattice subsystem is considerably slower process than electron thermal conduction due to the large
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mass difference between electrons and the lattice atoms; therefore, electrons can transport heat
into the bulk before thermal equilibrium between electrons and lattice at the surface can be reached.
Figure 5.3 demonstrates temperature in-depth distribution for electron and lattice subsystems over
simulation time predicted with FEMTO-2D compared to the simulations with constant optical
parameters for the same laser intensity of 2.5x1012 W/cm2. The dashed lines mark the locations of
the interface for the film thicknesses considered in this work.

Figure 5.3: Temporal in-depth temperature profiles for the electron and lattice subsystems simulated with
FEMTO-2D package and for constant optical parameters [117].

As seen from Figure 5.3 (a), the electron temperature through the outermost interface at
200 nm depth keeps increasing until around 3.5 ps (more than 10 times total pulse duration) due
to electron thermal conduction while thermal equilibrium at the surface is not reached until around
9.2 ps. As soon as electron-lattice heat transfer rate becomes dominating over the heat flux from
the hotter upper layers, the electron temperature starts decreasing. Assuming the electron
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temperature represents the amount of heat carried by electrons, one can qualitatively compare the
heat fluxes into each “layer” during the simulation time. The electron and lattice temperature depth
profiles are shown in Figure 5.4 immediately after the laser pulse at 300 fs time. Electron
temperature spatial distribution after the laser pulse represents an actual laser heat deposition
profile, different from laser pulse penetration profile (Figure 5.1 (d)) due to the contribution of the
ballistic electron thermal conduction. In FEMTO-2D, electron thermal conductivity is directly
related to the effective electron collision rate and therefore, accounts for the ballistic electron heat
transfer during the laser pulse. Thus, the electron heat propagation profile penetrates much deeper
into the target compared to the laser pulse penetration profile (Figure 5.1 (d)).

Figure 5.4: Electron and lattice temperature in-depth distribution in pure gold target after the laser pulse
simulated with FEMTO-2D package and for constant optical parameters [117].

Combination of the high heat conductivity and the small film thickness defines the ability
of the substrate to play the role of the heat sink for high temperature electrons from the top layer
with the condition that the electron-lattice coupling factor and/or electron thermal conductivity in
the substrate is larger than in the film. Thus, the substrate sink effect is expected to be directly
related to the coating thickness. From the simulation predictions, we have analyzed the maximum
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reduction of the electron temperature at the surface of two assemblies (Au/Cu and Au/Ni) for
different thicknesses of the gold film comparing to the pure gold target as shown in Table 5.1.
Table 5.1: The effect of the substrate on the electron temperature for series of film thicknesses.
50 nm

75 nm

100 nm

125 nm

150 nm

175 nm

200 nm

Au/Cu

67.7%

57.1%

45.0%

34.2%

24.2%

15.7%

9.6%

Au/Ni

72.5%

63.5%

52.7%

42.1%

31.2%

21.3%

13.6%

Since the overall laser absorption efficiency at the laser fluences below or around the
damage threshold is not significantly affected by the film thickness, the maximum electron
temperature at the surface is also independent of the target structure as supported by simulation
predictions (Figure 5.2 (a), (c)). However, the rate of decay for electron temperature at the surface
is considerably increased for thinner gold layers leading to reduced thermalization time, as shown
in Figure 5.5, and lower equilibrium temperature (Figure 5.2 (b) and (d), Figure 5.6).

Figure 5.5: Effect of the gold film thickness on thermalization time in the top layer. The lines guide the
eye [117].
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Figure 5.6: Thermal response in the top layer of the gold film on copper and nickel substrates with
comparison to the thermal response of the pure gold target. Lines are to guide the eye [117].

Figure 5.6 shows that the maximum lattice temperature can be significantly reduced for the
thinner gold films. However, as the film thickness reaches about 200 nm, the heat sink effect of
the substrate is almost negligible in both assemblies since the diffusion time for heated electrons
becomes comparable to the thermal equilibration time for gold. At the same time, due to the higher
coupling factor for both substrate materials (Cu and Ni), the lattice temperature in the substrate
increases more than in adjacent film layer, as seen in Figure 5.7 and Figure 5.8.
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Figure 5.7: Lattice temperature in-depth profile in the center of the laser spot and 2D profile for different
film thicknesses on copper. Delay time – 10 ps [117].
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Figure 5.8: Lattice temperature in-depth profile in the center of the laser spot and 2D profile for different
film thicknesses on nickel. Delay time – 10 ps [117].

The difference in the thermal response of the substrates is related to the difference in the
thermophysical properties of copper and nickel. Nickel has a higher coupling factor in the given
electron temperature range, but a significantly lower thermal conductivity. The combination of
these two parameters leads to a larger lattice temperature increase in the nickel substrate despite
material’s higher heat capacity. In Figure 5.9, we compared the maximum lattice temperature in
the substrate within 1nm of the interface at different film thicknesses to the maximum lattice
temperature in the pure gold target at the same depths when exposed to the same laser fluence of
0.4 J/cm2.
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Figure 5.9: Maximum equilibrium lattice temperature in the first substrate layer in the Au/Cu and Au/Ni
targets for different film thicknesses compared to the lattice temperature in pure gold target. The dashed
lines are to guide the eye [117].

Temperature increase in the substrate for 200 nm gold on nickel assembly comparing to
the 175 nm film can be explained by the fact that unlike the case for copper and gold, the coupling
factor for nickel is decreasing with electron temperature [41], [100], and at lower electron
temperature, the larger amount of heat can be transferred to the lattice per degree per second. As
seen in Fig. 3.20, the coupling factor for nickel increases more than five times as electron
temperature decreases from around 5x103K to room temperature. Therefore, despite lower electron
temperature 1nm below 200 nm film compared to 175 nm film, the amount of heat transferred
from the electrons to lattice is higher.
Finally, we analyzed the impact of the gold film thickness and substrate material on the
damage threshold. The damage threshold in this work was defined as the laser fluence at which
the maximum lattice temperature at the surface of the gold film or the maximum lattice temperature
at the interface in the substrate layer reaches the melting point (Tmelt(Au) - 1337 K, Tmelt(Cu) –
1358 K, Tmelt(Ni) – 1728 K). For the pure gold target, the damage threshold was found to be around
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0.4 J/cm2 which is similar to the experimental value of 0.3 J/cm2 reported in [83]. The results of a
series of simulations for different gold film thickness on copper and nickel substrates are presented
in Figure 5.10.

Figure 5.10: (a) Damage threshold vs gold film thickness for copper and nickel substrates, (b) damage
threshold improvement for two-layered targets compared to the pure gold target, (c) the maximum lattice
temperature in the substrate at the damage threshold fluence. Lines are to guide the eye [117].
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As expected, the damage threshold decreases continuously (Figure 5.10 (a)) as the gold
layer thickness increases, and the effect of the substrate on the damage threshold becomes
negligible when the film thickness approaches 200 nm. The maximum lattice temperature in the
substrate near the interface is significantly below the melting temperatures for copper (1358 K)
and nickel (1728 K) respectively and decreases with the increase of the gold layer thickness.
Therefore, no damage at the interface is expected to occur before the surface damage even at the
highest electron heat flux into the substrate for 50 nm film.
5.4

Summary

Theoretical analysis of the femtosecond laser pulse absorption, heat transport, and
redistribution in double-layered targets was performed. The FEMTO-2D simulation package was
enhanced to consider a double-layered structure, i.e., film on top of a substrate for various
applications. The effect of the film thickness and substrate thermal physical properties on the
damage threshold was investigated. From the laser pulse absorption simulation, the laser pulse
penetration depth was defined and the minimum gold film thickness was estimated. It was found,
that the substrate had the maximum effect on the gold film layer thermal response at the lower film
thickness and was significantly reduced as the film thickness increased. At the minimum gold film
thickness of 50 nm, the maximum lattice temperature reduction at the surface is around 10% for
both Au/Cu and Au/Ni targets exposed to the same laser fluence. As the film thickness approaches
200 nm, the effect of the substrate on the film thermal response to the laser pulse becomes
negligibly small. That is explained by considering two competitive heat redistribution processes
in the film layer on the picosecond time scale: electron heat conduction into the target and electronto-lattice heat transfer within the film layer. As the film becomes thicker, the electron transport
into the substrate takes longer, and a larger amount of heat is transferred to the lattice within the
film layer. The ability of the substrate to play the role of the heat sink is determined by the
combination of the thermal physical properties of the material in comparison to the properties of
gold. In the ideal case, the substrate should have the higher coupling factor, and higher electron
thermal conductivity. Also, to prevent damage to the substrate, it should have higher lattice heat
capacity and higher melting temperature. Both substrate materials considered in this section are
suitable candidates for gold-coated optical components; although the maximum damage threshold
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improvement is below 10 % for 50 nm gold film on both copper and nickel substrates. Therefore,
the economic effect is expected to be the determining factor when considering the gold film
thickness and the substrate material.
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6.

ULTRASHORT PULSE LASER ABLATION OF METALLIC
TARGETS: SIMULATION AND EXPERIMENTAL
BENCHMARKING

6.1

Material removal mechanisms for USPL induced ablation

Laser ablation also refers to material removal processes due to laser pulse–matter
interaction. In general, material ablation by the USPL is very complex process that results from
variety of mechanisms and their combinations. Despite of significant research interest in USPL
induced ablation, the clear understanding of the entire process is still lacking mostly due
difficulties in theoretical modeling and inability to capture the processes experimentally. However,
the experimental data show that different materials follow roughly the same stages and
demonstrate similar behavior, when exposed to USPL [124]. Based on the combined theoretical,
computational, and experimental research efforts, two major types of ablation mechanisms were
defined for USPL-matter interaction: thermal ablation and non-thermal ablation [53], [124], [125].
Different ablation mechanisms are dominant at different ablation conditions and are affected by
laser and material’s parameters.
6.1.1 Thermal ablation
Thermal ablation is the removal process caused by deposition of significant amount of
energy from electrons excited by the laser pulse to the lattice atoms and ions, so they gain enough
energy to break interatomic bonds and be ejected. Different thermal ablation mechanisms can
occur depending on laser parameters. The one way to classify the thermal ablation mechanisms is
based on the thermodynamic trajectory the target materials undergo. An example of different
thermodynamic trajectories the system can undergo depending on the laser pulse duration is
presented in Figure 6.1(adopted from [53]). The binodal curve (black solid line) defines the area
where liquid and vapor state could coexist, and the spinodal curve (black dashed line) marks the
zone where the homogeneous matter is metastable. In the left area between binodal and spinodal
curves, the matter is in the state of supercooled vapor, and in the right area between binodal and
spinodal curves it is in the state of superheated liquid. The blue arrow represents the
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thermodynamic trajectory for nanosecond laser ablation, when the matter is heated slowly along
the binodal curve until entering the metastable zone, triggering the ablation process called phase
explosion. For picosecond laser ablation represented by the green curves, the heating process is
faster, but the expansion process is not fast enough. At low laser fluency, the target will cool down
along binodal curve without entering the metastable zone, and no material removal process takes
place. At higher laser fluencies, the ablation will occur when the target is heated above the critical
point and vaporized. For femtosecond laser ablation, the system could undergo several
thermodynamic trajectories, involving different ablation mechanisms strongly depending on the
laser fluency [25].

Figure 6.1: Schematic illustration of the typical thermodynamic pathways followed by the target as a
function of pulse duration – red, green and blue correspond to fs, ps, and ns pulses, respectively – in a
typical strongly absorbing solid (adopted from [53]).
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6.1.1.1 Evaporation
The first material removal mechanism to consider is thermal evaporation. Evaporation is
the surface process that occurs when atoms in solid or liquid state gain enough energy to break the
surface atomic bonds and leave the target. Evaporation happens at any temperature and can take
place even at the laser fluencies below the ablation threshold; however, its contribution to the
ablation at fluencies around or above the ablation threshold is negligibly small [44].
6.1.1.2 Spallation
Spallation is another thermally activated ablation mechanism assumed to dominate at the
low laser fluencies [27], [125], [126]. D. Perez and L.J. Lewis define spallation as the result of
internal failure due to the creation of defects induced by tensile stresses generated in the target
following the rapid material heating up to the temperatures below the critical point. The smallscale defects then coalesce into pores and voids that eventually break up. The removed material is
mainly composed of big clusters since the complete layers of material removed during the process.
Spallation usually observed in a small range of fluencies around the ablation threshold fluence. A
number of molecular dynamic (MD) simulation predictions show that contribution of the spallation
to the total ablation flux at fluences above the threshold fluency diminishes compared to the other
mechanisms [124]–[127].
6.1.1.3 Phase explosion
Next thermal ablation mechanism that can play a significant role in the material removal is
phase explosion also called homogeneous nucleation. Phase explosion happens when a material is
brought to the metastable zone between the binodal curve and the spinodal curve as a superheated
liquid (the right-hand side area between the curves on Fig. 6.1). The homogeneous liquid state is
no longer stable and tends to overcome the activation barrier and nucleate in the gas state. As the
gas bubbles are gradually formed, the material is turned into a mixture of liquid droplets and vapor.
The system loses its stability as the nucleation increases, and, when the bubble size equals the
critical size, the superheated liquid explodes as a mixture of gas and liquid droplets which are
much smaller than the cluster formed in spallation. Different thermodynamic pathways are
possible to bring the material into the metastable zone; one of the trajectories is shown in Fig. 6.1
(low red curve). Due to that fact that the material can be brought into the metastable zone by
following different thermodynamic trajectories, the phase explosion can happen simultaneously
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with other ablation mechanisms at different laser fluencies, dominating in a different location and
timescale [25]. For relatively slow heating at nearly constant pressure, it is often assumed that the
sufficient condition for the phase explosion is that the peak temperature inside the target exceeds
Tl = 0.9Tcr [125]. Based on this assumption, many authors assumed that as soon as the lattice
temperature equals to 0.9Tcr the material has been removed by the phase explosion [128], [56],
[129], [130].
6.1.1.4 Critical point phase separation
Similar to phase explosion, critical point phase separation can be observed at higher laser
fluencies when the target is rapidly heated to a temperature above the critical point while in a
density of the solid state and then brought into the metastable region by crossing critical point
during fast expansion. The difference with the phase explosion mechanism is that heating to the
temperature above critical point occurs fast enough that there is no transition into the liquid phase
during the heating, and the material enters the metastable region during the cooling process. The
thermodynamic trajectory for the critical point phase separation is shown by the upper red curve
on Fig. 6.1. The ablated material consists of about 85% in the vapor phase and 15% in the liquid
phase in form of droplets [32].
6.1.1.5 Fragmentation
As the laser fluence is increasing, the next ablation mechanism that comes into play as a
dominant material removal mechanism is fragmentation. Fragmentation, similarly to spallation, is
the ablation mechanism that caused by the thermo-elastic stresses generated inside the material
due to the rapid material heating at nearly constant density. Unlike spallation, fragmentation occurs
in the superheated liquid phase under large, non-uniform strain rates. In this case, void formation
happens way above the bimodal line, and the system has already decomposed by the time it is
brought to the metastable region [125]. By contrast with purely thermal mechanisms such as phase
explosion, critical point phase separation and vaporization (discussed next), spallation and
fragmentation do not depend only on the thermodynamic trajectories, but also on the strain rates
induced in the target.
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6.1.1.6 Vaporization
At very high laser fluence, the surface layer of the target can be completely atomized during
the vaporization process which should be distinguished from the normal phase transition to the gas
state during evaporation or sublimation. In case of vaporization, the entire surface layer is
atomized, and the ablated material mainly consists of single particles: electrons, ions and neutral
atoms [124].
Although different ablation mechanisms dominate at different laser parameters, strongly
depending on the laser fluence, in most cases, more than one mechanism occur simultaneously as
the target is exposed to the USPL. An example of different ablation mechanisms taking place at
the same time at different laser fluences is given in Fig. 6.2 adopted from [53].

Figure 6.2: Break-up of the ablated region in terms of the mechanisms ablation arises from for 200 fs
laser pulse at various fluencies. For illustration purposes, photons of energy of 3.34 eV and the absorption
coefficient of 22.8 nm, appropriate for Cu, were assumed in the model (adopted from [53]).
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6.1.2 Non-thermal ablation
Non-thermal ablation is the mechanism driven by the electric force. The most important
non-thermal ablation mechanism is Coulomb explosion. This occurs when the electrons gain
enough energy during the interaction with the laser pulse to leave the target. A strong electric field
is created by the charge separation with the magnitude directly proportional to the electron kinetic
energy. Coulomb explosion is ultrafast ion ejection process that takes place during several
hundreds of femtoseconds. Coulomb explosion has been proven to be a major mechanism for the
fast ion ejection in dielectrics [131], [132]. Some research also show that Coulomb explosion may
also occur during the USPL interaction with semiconductors. However, there is a debate if the
Coulomb explosion is possible in metals, since metals have a high density of free electrons and
high electron diffusion, and any positive charge generated at the surface will be quickly
compensated by the electrons from the bulk. Coulomb explosion may still play a significant role
as material removal mechanism in metals and semiconductors at very high laser fluences, when
electron emission rate is much higher, and stronger electric field can be generated [25].
6.2

Theoretical models and computer simulation of USPL-induced ablation in

solid targets
6.2.1 Thermal ablation fitting model
From the beginning of the ultrashort pulsed lasers’ history, their application in the field of
the micromachining and precise ablation has been attracting significant interest not only from the
research community but also from industry and technology. For decades, the research focus has
been on gaining knowledge and building an understanding of the ablation mechanisms through
developing theoretical models and using the power of computer simulation. From early
experimental work by Preuss et al. [133], a “simple thermal ablation model” was suggested to fit
the experimental results. The following assumptions were made by authors for ablation in vacuum:
(1) absorption was described using Beer's law; (2) the reflectivity was constant; (3) ablation took
place after the laser pulse was over, no shielding of pulse energy by the generated ablation plume
needed to be considered; (4) heat conduction was negligible; (5) the absorbed energy per volume
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had to exceed a threshold density KN% ; (6) re-deposition was not considered in vacuum. Then the
thermal ablation rate was calculated to fit experimental results as following:
D
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R60! is incident fluence, and RN% is threshold fluence.
Equation (6.2.1) correctly predicts the trend for ablation rate vs laser fluence at low laser
intensity; however, may require different values for α and R to properly fit the experimental results
for different metals [133].
Later, Furasawa et al. [28] conducted series of experiments with gold, copper, and silver
exposed to 800 nm laser by varying the pulse duration from 120 fs to 800 fs. The laser fluence
ranged from 0.1 J/cm2 up to 10 J/cm2. Two different ablation regimes were found with respect to
the laser fluence. At low laser fluences, the ablation rate was increasing slower with the laser pulse
intensity; the experimental data at this regime were fitted by Eq. (6.2.1). At higher laser fluences,
the slope for ablation rate vs laser fluence increased significantly, indicating the change to the
second regime called thermal diffusion regime. In this regime, electrons acquire significant energy
and can diffuse deeper into bulk beyond the laser penetration depth /$ . Therefore, electron thermal
diffusion length defines the ablation depth at high laser fluences and can be calculated as following
[28]:
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where /N> = @>&y is electron thermal diffusion length and RN% N%"T5y* is the ablation
threshold for the second regime.
Equations (6.2.1) and (6.2.2) predict the trend that ablation rate follows with increasing
laser fluence; however, from experiment to experiment, different fitting parameters had to be used
to fit calculated data to experimental results [28], [133], [134].
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6.2.2 Molecular dynamic simulations
Molecular dynamic (MD) simulations have greatly contributed to gaining theoretical
understanding of the material removal mechanisms during USPL induced ablation. MD simulation
provides the atomic representation of the material heating, removal, and expansion resulting from
the target exposure to USPL. However, the simulation domain for MD simulations is usually
limited to below a hundred nanometers and comes with the high computational cost. Therefore,
MD simulations are mainly used to describe the physics of the material removal mechanisms, not
to simulate the ablation profile for different target and laser parameters. Recently, research efforts
have been focused on developing a simulation package that combines MD model and TTM
together [126], [127], [135]. The model substitutes the lattice thermal conduction equation in the
surface region with MD simulations (~ 100 nm). The results of the simulations for ultrashort pulse
laser ablation confirm that phase explosion is a dominant material removal mechanism at the laser
fluences below the target vaporization regime, [53], [127].
6.2.3 Two-temperature model for ablation of metals dominated by phase explosion
With further development of computer simulation tools and gaining understanding of the
ablation mechanisms, the single equation fitted model is being more and more often replaced by
an integrated computational approach to estimation of the laser pulse induced ablation rate by
combining two-temperature model and thermal condition for phase explosion. As can be seen from
Fig. 6.2, phase explosion is the mechanism responsible for the material ablation in a wide laser
intensity range, and it is also overlapping with other possible ablation mechanisms regarding the
ablation depth, except for spallation. However, spallation is considered to play a role at low (near
ablation threshold) fluences only [106], [126]. The results of many experimental works on the
USPL induced ablation showing two clearly defined ablation regimes as well as the onset of the
droplets ejection fluence were interpreted as the transition from normal evaporation to phase
explosion ablation [128], [136], [137].
There are two approaches to estimation of the ablation profile based on the phase explosion
criterion: in the first approach, the modeling grid points are considered removed as soon as their
lattice temperature satisfies the phase explosion criterion. To our knowledge, this approach has
been realized only for one-dimensional models [55], [56]. This approach may fail at intermediate
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and high laser fluences when the lattice can reach critical temperature before mechanical relaxation
of the heated volume physically occurs. In this case, the volume will be considered removed from
the calculation; although the time scale is too short for physical removal of the material. Thus,
immediate material removal approach may lead to underestimation of the laser pulse affected zone
and ablated volume.
In the second approach, also utilized in FEMTO-2D, the lattice temperature profile
evolution during the simulation time (usually on a scale of tens of picoseconds) and the region
where lattice temperature exceeds 90 percent of critical temperature at any timestep is considered
removed through the phase explosion [16], [100], [111], [134]. This post-simulation estimation of
the ablation profile lacks a description of the dynamics of the ablation process but allows to avoid
modeling unphysical ablation before material expansion.
In the following section, we applied FEMTO-2D simulation package to predict USPLinduced ablation in copper target and compared our simulation predictions to experimental data
acquired in our laboratory.
6.3

Analytical and experimental study of femtosecond laser ablation of copper*

6.3.1 Experimental details
The experimental work was conducted at the Center for Materials Under eXtreme
Environment (CMUXE) in the High Energy Density Physics laboratory (HEDP Lab) with chirped
pulse amplified Ti:Sapphire femtosecond laser system operating at 800 nm wavelength. The
contrast of the laser system is ~10-7. The following laser system parameters were used during the
experiment: minimum pulse duration - 40 fs, repetition rate – 1 Hz, beam diameter on the target 100 µm, the laser pulse energy range – from 140 µJ to 770 µJ. All experiments were conducted at
normal incidence at the base pressure of ~ 10-5 Torr. Figure 6.3 shows HEDP Lab and the laser
system used for this work.

*

This section appeared in A. Suslova, A. Elsied, and A. Hassanein, “Computer simulation and experimental
benchmarking of ultrashort pulse laser ablation of metallic targets”, Laser Part. Beams, Published online, April, 2018.
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Targets were made of commercially available copper samples mechanically polished to a
mirror-like surface. Due to slow ablation rate at low laser fluence, the experiments were performed
with 20 laser shots, and the ablation rate was then defined as the maximum crater depth per laser
shot. The accumulation of the residual heat was assumed to have a negligible effect because of the
extremely short pulse duration compared to the cooling time between pulses.

Figure 6.3: Femtosecond Laser Laboratory at CMUXE (high laser power up to 7.5 TW).

After irradiation, samples were imaged with scanning electron microscope (SEM); ablation
profiles were characterized with optical microscope profilometer and with cross-sectional SEM
images obtained with FIB-SEM. For the optical profilometer, the lateral resolution was ~ 2 µm
and the depth resolution was ~1 nm.
6.3.2 Analysis and comparison of FEMTO-2D simulation with the experimental
data
The aim of this work was to test our developed simulation package for USPL-matter
interaction to predict different laser induced ablation mechanisms and to gain a better
understanding of the material removal processes through careful analysis of experimental data and
simulated results. Copper was chosen as target material for being affordable, available, and
extensively studied.
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First, we have determined target melting threshold in given experimental setup, since no
material removal is possible before enough energy has been supplied to the target and melting
occurs. FEMTO-2D simulation predicted the melting threshold for copper at laser fluence around
0.6 J/cm2 which corresponds to about 0.045 J/cm2 of absorbed energy density.
The absorption efficiency is one of the parameters that should be carefully analyzed when
investigating the interaction of the USPLs with condensed matter. Many analytical models and
experimental work [29], [30], [38], [43], [81], [133] have demonstrated that the material optical
properties are defined by the collisional processes inside the material. The absorption efficiency
as the function of laser fluence in copper was calculated based on FEMTO-2D simulations and
compared to available experimental data in [78]. Figure 6.4 shows how the absorption efficiency
of copper changes as the function of the incident laser pulse fluence in the range considered for
this work compared to the fixed value determined at room temperature.

Figure 6.4: Copper absorption normalized to the constant value at room temperature as function of the
laser fluence. Comparison of FEMTO-2D simulations to experimental data by Kirkwood et al. [139].
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As seen from Fig. 6.4, absorption efficiency for copper target increases by an order of
magnitude within the laser fluence range considered in our work. Therefore, to account for changes
in optical properties and its effect on the ablation, we consider absorbed laser fluence for further
analysis.
Next, an ablation threshold fluence of 0.27 J/cm2 was defined for explosive boiling based
on our simulations as the fluence at which the maximum lattice temperature at the surface reaches
the temperature criterion for phase explosion (0.9Tcr). Based on this parameter, we concluded that
all except one of our experimental data correspond to the ablation regime with explosive boiling.
FEMTO-2D simulation predictions of the ablation and melted zone profiles were compared with
ablation profiles from experiment measured using optical microscope profilometer for four laser
energies: 0.14 mJ (corresponds to 0.2 J/cm2 absorbed fluence), 0.2 mJ (corresponds to 0.28 J/cm2
absorbed fluence), 0.4 mJ (corresponds to 0.91 J/cm2 absorbed fluence), and 0.77 mJ (corresponds
to 2.37 J/cm2 absorbed fluence) as shown in Fig. 6.5. At lowest laser fluence, FEMTO-2D predicts
extremely shallow ablation profile solely due to evaporation; therefore, additional scale was used
for simulated ablation depth for 0.14 mJ laser pulse.
Analysis of the FIB cross-sectional SEM image of ablation profiles for 0.2 J/cm2 and 0.28
J/cm2 laser pulses (Fig.6.6) confirms the measured maximum depth of the ablated crater. It also
reveals the effect of poor lateral resolution of the optical profilometer. Cross-sectional SEM
images show very localized damage induced by USPLs with no cracks observed at the samples’
surfaces and underneath.
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Figure 6.5:Comparison of simulated melted zone profiles (dash-dotted green line), ablation via
evaporation (purple line) for (a) – 0.2 J/cm2, and ablation via pure phase explosion (red solid line)
profiles for (b) – 0.28 J/cm2, (c) – 0.91 J/cm2, and (d) – 2.37 J/cm2 with experimental data by
optical profilometer (blue dots) [139].

Figure 6.6: Comparison of experimentally measured profiles (FIB-SEM and profilometer) with
simulated predictions for a) 0.14 mJ and b) 0.20 mJ laser pulses [139].
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In Fig. 6.7, FEMTO-2D simulation predictions of ablation rate and melted pool depth for
a single pulse as function of absorbed laser fluence were compared with the experimental results
predicted based on optical profilometry measurements. For convenience, logarithmic and semilogarithmic scales were used.

Figure 6.7: Comparison of experimental ablation rate to simulated ablation rate and melted pool
depth: (a) – logarithmic scale, (b) – semi-logarithmic scale [139].

The first observation from Fig. 6.6 and Fig. 6.7 is that our simulation predictions tend to
underestimate the ablation rate in the given range of laser fluences. As described, FEMTO-2D
accounts for two material removal mechanisms: evaporation and phase explosion, with the later
proven to be dominant at the fluences above the phase explosion ablation threshold (simulated
absorbed fluence of 0.27 J/cm2). However, in reality, several different material removal
mechanisms identified for USPL induced ablation contribute to the final ablation rate [81], [124].
Several MD simulations [53], [125], [127] demonstrated that at laser fluence just above the
damage (melting) threshold, spallation is a dominating ablation mechanism. The spallation regime
requires satisfaction of the requirement of stress confinement (for pulses below 1 ps pulse
duration), and it is identified by significant melting and material removal in the form of large
droplets. The transition from spallation to explosive boiling happens at higher laser intensities, and
phase explosion becomes dominant. In FEMTO-2D simulations, phase explosion is considered as
‘pure’ explosive boiling solely based on the thermal criterion since TTM does not provide a way
to account for the stress confinement induced by the USPLs. It was pointed out that phase
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explosion occurring under conditions of stress confinement takes place simultaneously with the
relaxation of the laser-induced stresses, resulting in a more vigorous material ejection and higher
ablation yields as compared to a “pure” phase explosion [127]. Therefore, it was expected to have
lower ablation rate based on the simulations compared to experimental results. Based on the
observation that the material removal depth in experiment never went beyond the simulated depth
for a liquid phase at any considered laser intensity, FEMTO-2D proved to be useful for simulation
and analysis of USPL induced ablation.
The second observation is that like many reported experimental results for USPL induced
ablation, our experimental data clearly show two ablation regimes [16], [28], [133]–[135], [140].
In literature, the first ablation regime at lower laser fluence is usually associated with the skin
depth. It is assumed that due to low free electron density the energy transfer occurs only within the
area characterized by the skin depth (an effective absorption depth) d [28]. The ablation rate can
R-60
then be fitted with the following logarithmic function: ~ = ? ln (R⁄RN%
). Fitting our
R-60
experimental data into the equation predicts d = 50 nm and RN%
≈ 2R5"*N . For metallic targets,

the skin depth is often referred as the combination of the optical penetration depth and ballistic
electron range, and it represents the depth of laser energy deposition inside the target [23], [110],
[114]. The capability of FEMTO-2D simulation package to account for ballistic heat transfer and
to predict the heat flux penetration profile was discussed in [141]. An effective absorption depth
was defined right after the laser pulse as the depth where maximum electron temperature (offset
by 300 K) drops by the factor of e. The effect of ballistic electrons on the heat flux deposition
profile is significant at low laser fluences and reduces considerably as the laser fluence increases
due to higher electron density [28]. Recent experimental work [118] and our recent simulation
results [141] demonstrated that the ballistic component of the heat transfer becomes negligible
above particular laser fluence. Based on the FEMTO-2D simulations for copper presented in Fig.
5, the role of the ballistic heat transport in the initial heat distribution inside the target diminishes
for the absorbed fluence range from melting threshold to around 0.9 J/cm2. The latter marks the
upper limit for ballistic heat transport effect and corresponds to the end of the first ablation regime
observed experimentally. Figure 6.8 shows how the effective laser abortion depth is determined
right after the laser pulse, simulated temperature dependent optical penetration depth, and
calculated ballistic range change with laser fluence in the low range of the fluences considered in
this work.
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Figure 6.8: FEMTO-2D simulation of the effective absorption depth of the laser pulse in copper [139].

The maximum effective absorption depth for the laser intensity range between melting
threshold and the end of the first ablation regime is 45 nm which close to the theoretically
calculated electron mean-free path in copper at room temperature (42 nm) [106] and to the fitted
value for d based on our experimental data. At laser fluences above 0.9 J/cm2, the estimated
ballistic range remains at the almost constant value of 15 nm. This value for ballistic range is
commonly used to account for the ballistic electron heat transport in copper [106], [142]. Thus,
although FEMTO-2D is not designed to quantitatively predict the ablation profile due to the
complexity of different ablation mechanisms, it confirms that the first ablation regime is related to
the depth of the initial heat deposition when ballistic heat transport dominates over diffusive
transport.
The second ablation regime is commonly referred to the case when hot electrons penetrate
significantly deeper than skin layer before transferring their energy to the lattice. In literature, the
second ablation regime is usually fitted with the function similar to the low fluence regime
logarithmic function: ~ = / ln (R⁄RNN>
% ), where l corresponds to the electron thermal diffusion
length. For copper, l found to be equal 80 nm at the threshold fluence of 1 J/cm2 [134]. In the
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fluence range from 1.26 J/cm2 to 2.36 J/cm2, the fitting function is in a good correlation with our
experimental results (Fig. 2).
In addition, FEMTO-2D simulation results of ablation rate due to the phase explosion for
the considered range of the laser intensities can also be fitted with logarithmic function ~ =
$"

$"

/ ln (R⁄RN% ), where l is the fitting parameter representing thermal conduction depth, and RN% is
simulated threshold for explosive boiling. The best fit was achieved with l equal 80 nm. This was
expected since phase explosion is purely temperature controlled ablation mechanism defined by
the heat propagation dynamics.
6.3.3 Analysis of material ablation dynamics for two ablation mechanisms:
spallation and explosive boiling
Despite FEMTO-2D ability to match the experimental results, the logarithmic fitting model
discussed above does not provide detail information on the physical mechanisms of the material
removal. Moreover, the fitting parameters are often determined based on the experimental data
without clear theoretical explanation. To gain more understanding of the material removal
dynamics, we have analyzed SEM images of four laser shots in our experiment considering MD
simulation results presented in [127] and our FEMTO-2D predictions (Fig. 6.9).
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Figure 6.9: SEM images of the central spot of the laser for (a) – 0.20 J/cm2, (b) –0.28 J/cm2, (c) –
0.91 J/cm2, (d) –2.37 J/cm2. Central column images were taken at 52o sample stage tilt [139].

FEMTO-2D simulations predict no material removal via phase explosion at laser fluences
below 0.27 J/cm2. The transition from spallation to explosive boiling can be characterized by the
change in the composition of the ejected ablated plume, i.e., from large liquid droplets to a mixture
of the small droplets and vapor-phase atoms [7]. Comparing two SEM images of the center spots
of the laser shots at 0.20 J/cm2 (0.14 mJ) and 0.28 J/cm2 (0.20 mJ), we observed very few ‘loose’
particles at the lowest laser energy below the phase explosion threshold. However, at laser fluence
right above the threshold (Fth = 0.27J/cm2), the particles density increases more than twice (Fig.
6.10) with the particles minimum size decreasing more than twice (Fig. 6.11) from around 80 nm
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to around 30 nm (based on the analysis of 3 different laser spots for each fluence). We attribute
the drop in the minimum particle size to initiation of ablation via phase explosion. Further analysis
showed that the minimum particles size at all fluences above the threshold for explosive boiling
remained nearly the same. The analysis of the particle size distribution (Fig. 6.12) also shows the
increasing fraction of the smaller particles at higher laser fluences. The observed particles density
in the central region is linearly increasing as a function of the laser fluence up to 1 J/cm2. At the
higher laser intensity, the role of the explosive boiling in the total ablation is increasing
significantly and becomes dominant; therefore, the smaller fraction of the ablated material is
redeposited in the central region in form of droplets or small particles. Extrapolating the linear
trend to the lower laser fluence gives as an ablation threshold fluence in our experiment which is
the same value for the spallation ablation threshold as estimated from the logarithmic fitting
R-60
function RN%
≈ 2R5"*N = 0.09 á⁄àE7 .

Figure 6.10: Average particles density vs laser fluence [139].
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Figure 6.11: Size of the smallest particles at different laser fluences [139].

Figure 6.12: Normalized particles size distribution [139].

6.3.4 The role of electron heat conduction and electron-lattice heat transfer
dynamics at different ablation regimes
Another aspect of laser-material interactions, considered in this work is the interplay
between electron-lattice coupling and hot electron heat transport during thermalization time. These
two simultaneous processes are main factors that determine the material ablation rate and specific
removal depth. The specific removal depth in this work is defined as the depth removed per unit
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incident fluence. Figure 6.13 (a) shows how specific removal depth changes as a function of the
laser fluence. We have identified three regions: first region characterized by extremely small
specific removal depth due to evaporation; the second region coincides with the first ablation
regime; the third region coincides with the second ablation regime. The second region is
characterized by rapidly increasing specific removal depth which reaches the maximum at around
1 J/cm2. In the third region, the specific removal depth starts decreasing, indicating reduced laser
ablation efficiency. Similar trends were observed in several experimental works [40], [140].

Figure 6.13: (a) Specific removal depth vs laser fluence; (b) Temperature dependence of
coupling factor and electron thermal conductivity normalized to corresponding room
temperature values [139].
Next, we have compared the behavior of the coupling factor and the hot electron
conductivity (considering also the contribution from ballistic electrons) as a function of the
electron temperature. To directly compare these two parameters, we have normalized them to their
room temperature values. Three regions discussed in Fig. 6.13 (a) were identified in the Fig. 6.13
(b) with respect to the maximum electron temperature at given laser fluence. Based on the scope
of this work, we focused on the regions II and III. As one can see from Fig. 6.13 (b), region II
corresponds to the electron temperature diapason where electron thermal conductivity has
increased slightly more than coupling factor comparing to their room temperature values. This
means hot electrons can travel deeper into the target before depositing their energy to the lattice.
As the electron temperature decreases, the coupling of electron energy to lattice is still taking place
but at slower rate. However, this region also coincides with the range where ballistic electrons play
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significant role in the heat transfer and defines the ablation profile. The third region is characterized
by significantly faster increasing coupling factor compared to the increase in thermal conductivity.
Therefore, due to decreasing thermalization time, the distance that hot electrons can travel before
reaching thermal equilibrium with lattice is increasing slower than in the second region. It is not
very clear if such coincidence of regions for different specific removal depth trends, the transition
between two discussed ablation mechanisms, and two ablation regimes indicates direct connection
to the material thermodynamic properties. More careful experimental and analytical analysis is
required for different target materials to draw a conclusion.
6.3.5 Summary
Simulation results of femtosecond laser ablation of copper were compared to new
experimental data. The numerical analysis was performed using our FEMTO-2D computer
package. Based on the analysis of the experimental results, we conclude that more than one
ablation mechanism is contributing to the total material removal at the considered laser intensities
in this study. Even though explosive boiling is commonly considered as dominant ablation
mechanism for the USPL induced ablation, the ‘pure’ phase explosion simulated based on the
temperature profiles underestimates the total material removal. We attributed that to the expected
enhancement of the explosive boiling ablation under the condition of the stress confinement
satisfied for sub-picosecond laser pulses. With FEMTO-2D simulation package, based on the
solution of the two-temperature model, we could estimate the maximum possible ablation depth
by simulating the melted pool profile. However, predicted ablation profile based on the phase
explosion criterion slightly underestimates material removal rate at the investigated laser
intensities. Another factor that might have also contributed to difference in ablation profiles
between experiment and computer simulation is due to multiple shots used during experiment vs.
single shot predictions from simulations. Multiple shots were used in our experiment because of
very low ablation rate at the given laser fluences such that ablation from the single shot near
threshold fluence would be comparable, for example, to the surface morphology resulted from
polishing. Further investigation on the effect of number of pulses on ablation depth at different
laser fluence is required to evaluate the significance of this factor. Nevertheless, FEMTO-2D
simulations provided additional details to enhance our understanding of the ablation mechanisms
in metals during femtosecond laser interactions with materials.
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We found that during the fast ablation regime, i.e., when the ablation rate increases
significantly with the laser intensity at low laser fluence, can be correlated with the intensity range
were ballistic electrons play dominant role in heat transfer. Simulated laser intensity limit for
ballistic electrons domination corresponds to the upper limit of the first ablation regime where
material removal depth is associated with the skin layer depth. The predicted maximum effective
laser deposition range (can be interpreted as skin layer depth) is similar to the fitting parameter for
the first ablation regime based on our experimental data. We also observed a rapid growth of
specific removal depth with increasing absorbed laser fluence for laser intensity range
corresponding to the fast ablation regime. After transition to the second ablation regime, specific
removal depth starts to decrease with increasing absorbed laser fluence. We have demonstrated
that by analyzing relation between electron thermal conductivity and electron-lattice coupling
factor calculated using FEMTO-2D, it is possible to predict the transition zone between two
ablation regimes. This allows predicting laser parameters corresponding to the maximum
efficiency of laser induced ablation (depth removed per energy unit). Our experimental results
demonstrate that two ablation mechanisms (spallation and phase explosion) may simultaneously
contribute to the total material ablation in the first ablation regime with significant increase of
phase explosion role with laser intensity. For the second ablation regime, experimental data for
different laser intensities follows the same trend as simulated ablation rate for explosive boiling
and they both can be fitted with the well-known logarithmic function. The explanation is that the
second ablation regime is associated with the hot electron diffusion depth, which is directly defined
by the electron temperature. The phase explosion - a purely temperature controlled ablation
mechanism, is defined by heat propagation dynamics. The simulation data shows that laser ablation
efficiency for the second ablation regime is lower than the first ablation regime. We attributed that
to faster increasing coupling factor compared to the electron thermal conductivity. High coupling
factor results in a rapid heating, which is the main reason for the phase explosion. Analysis of SEM
images from our experiments also supports the hypothesis that phase explosion is a dominant
ablation mechanism for the second ablation regime.
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6.4

Analysis and comparison of FEMTO-2D simulation predictions with available

experimental data for silver
In this section we analyze and compare FEMTO-2D simulation predictions of the ablation
rate in silver with available experimental data. Three ablation regimes (Fig. 6.14 (a)) identified for
experimental results correspond to ‘low fluence’ ablation regime A, ‘high fluence’ ablation regime
B, and ‘very high fluence’ ablation regime C. Two ablation regimes A and B are similar to the
ablation regimes observed experimentally in copper targets and discussed in the previous section.

Figure 6.14: Comparison of available experimental data and FEMTO-2D simulation predictions
for the ablated rates of a single pulse as function of the laser fluence in silver: (a) – full fluence
range, (b) – regime B.

The relatively slow ablation regime A is the one associated with material removal from the
melted layer due to normal evaporation and spallation and related to the thickness of the effective
absorption depth d of the laser pulse. As we previously discussed, experimental data for the
ablation rate in this regime can be fitted with the following logarithmic function: ~v =
R-60
R-60
? ln (R⁄RN%
), where F – is the incident laser fluence, RN%
– threshold fluence for the first

ablation regime. The second ablation regime B is referred to the case when excited electrons
penetrate significantly deeper than the skin layer before transferring their energy to the lattice. The
second ablation regime is also fitted with the same logarithmic function: ~W = / ln (R⁄RNN>
% ),
where l corresponds to the electron thermal diffusion length and RNN>
% is the ablation threshold
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fluence for the second regime. The third ablation regime identified in [143], [144] corresponds to
higher laser fluences and is much less studied; although, it also demonstrates the logarithmic
dependence of the ablation rate as the function of the laser fluence. Based on MD simulations, it
has been suggested that this ablation regime is related to the transition from the explosive boiling
to fragmentation [53], [125]. Therefore, in two regimes: A and C identified for experimental data,
the ablation depth is defined by the effect of the thermally induced stresses such as shock wave
and rarefaction wave propagation, and non-uniform strains. Thus, the regimes cannot be directly
identified and described by the TTM-based simulation code, such as FEMTO-2D. On the other
hand, explosive boiling, identified as a primary ablation mechanism for the second regime, is
directly related to the evolution of the lattice temperature via the critical temperature criterion and
can be predicted with the TTM. In Fig. 6.14 (b), we compare FEMTO-2D simulation predictions
for the explosive boiling ablation with experimental data for regime B adopted from [28], [106],
[143]. The straight lines shown in Fig. 6.14 are the fitting lines for the logarithmic function; the
fitting parameters for different experimental data sets are listed in Table 6.1.
Table 6.1: Comparison of fitting parameters for the second ablation regime defined experimentally
and based on the computer simulation for silver target.
Furusawa et al.

Roberts et al.,

Byskov-Nielsen et al.,

FEMTO-2D

[28]

[143]

[106]

N>
RN%
, J/cm2

0.397

0.56

0.85

1.15

l, nm

102.5

85

100±6

92

As it can be seen from the data above, FEMTO-2D can accurately predict the trend (defined
by the electron thermal diffusion length l) for the ablation rate as a function of the laser fluence.
Despite the good overall agreement, there could be several reasons for the observed scattering of
the ablation threshold values estimated based on the fitting of the experimental results and our
simulation. The different experimental values can be attributed to the experimental setup (number
of pulses, repetition rate, energy measuring technique, etc.) and to the properties of the target. The
polishing quality of the target surface will greatly affect its reflectivity R. In the experimental
environment, material reflectivity may differ from the theoretically calculated leading to an
increase in laser pulse absorption efficiency and lowering material ablation threshold fluence.
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Thus, Roberts et al. reported using five times higher absorption value A=1-R comparing to the
theoretically calculated Fresnel value to fit their experimental data to the model [143]. ByskovNielsen et al. estimated the absorption parameter in their experiment as A = 0.26 and the
corresponding absorbed threshold laser fluence value of 0.22 J/cm2 [106]. FEMTO-2D simulation
predicts the absorption value A = 0.20 at the threshold fluence resulting in the similar absorbed
threshold fluence value of 0.23 J/cm2. Another reason for lower ablation rate calculated in our
simulation can be attributed to the expected enhancement in the explosive boiling ablation under
the stress enhancement in sub-picosecond laser pulses [127]. Despite that, FEMTO-2D can predict
important trends observed experimentally. In addition to the good prediction of the rate at which
ablation increases as a function of the laser fluence, FEMTO-2D predicts the same trend for the
ratio of L2F/L1F for a single pulse as observed experimentally by Roberts et al. [143]. In their paper
they reported that the ratio decreases from ~ 7 for the value of F just above the threshold fluence
to ~ 1.45 by the end of the regime B (~ 6.6 J/cm2). Our simulation (Fig.6.15 (a)) predicted the ratio
2
of L2F/L1F = 6.1 at F = 1.2 J/cm2 (predicted RNN>
% =1.15 J/cm ), it rapidly dropped below 2 at F > 2.1

J/cm2 and was continuously decreasing down to ~ 1.4 by the end of the second regime.

Figure 6.15: (a) Ratio of the double fluence (2F) laser pulse ablation rate to single fluence (1F) laser pulse
ablation rate in silver as function of the laser fluence F. (b) Specific removal depth vs laser fluence.

127
These results are directly defined by the trend observed in Fig. 3 (b) for specific removal
depth (depth removed per unit fluence). Specific removal depth is rapidly increasing at the
transition fluence between region A and B when explosive boiling becomes dominant ablation
mechanism, reaches the maximum removal efficiency, and then gradually decreases. The trend is
similar to one observed for copper reported in [40], [140], [139].
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7.

SIMULATION AND ANALYSIS OF SINGLE AND DUAL
FEMTOSECOND LASER PULSE INTERACTION WITH
METALLIC TARGETS

7.1

Introduction

Material micromachining with intense laser pulses has attracted significant interest in the
past decades in many different application, including nano-patterning and micro-drilling. Laser
micromachining of surfaces for nanotechnology applications requires controlled removal of a thin
layer of the material with little surface damage. Nanosecond lasers commonly used for
micromachining in many materials demonstrated the limited efficiency in metals due to high
thermal conductivity causing thermal damage beyond the desired area [145]. Applying ultrashort
pulse lasers (USPLs) with pulse durations in sub-picosecond time domain allowed to dramatically
reduce the heat affected zone (HAZ) due to very short duration and high energy density of the
pulse [15]. Thus, the ultrashort pulse laser-induced ablation of metallic targets has been
excessively studied both theoretically and experimentally [27], [53], [106], [132], [140], [146],
[147]. Recently, ultrafast laser ablation (ULA) using a pair of pulses with controlled pulse
separation times attracted much interest due to their synergetic effects [142], [148], [149], [143],
[150].
During USPL interaction with metallic targets, the pulse energy is absorbed by the free
electrons causing a rapid increase in their temperature, while the lattice remains cold and at the
solid density. The following energy distribution is defined by two competing processes: electron
thermal heat transport into the bulk and electron-lattice heat transfer taking place on the timescale
of ~ 10 ps for most metals. If enough energy is deposited into the target, material transformation
occurs from solid to liquid phase, hydrodynamic expansion, and material ablation on longer
timescales up into nanosecond time domain. Since these different physical processes take place on
different time scales, pulse separation time will affect the overall target response to dual pulse (DP)
USPL.
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Most of the experimental and theoretical work on the dual pulse ultrashort pulse lasertarget interaction consider a pulse separation time on the scale of target ablation and plume
expansion [151]–[153]. With long enough pulse separation time (over tens of picoseconds), large
fraction of the second pulse energy is absorbed by the expanding plume of the material ablated by
the first pulse resulting in further excitation of species in the plasma. This phenomenon attracted
a great interest in the field of the laser induced breakdown spectroscopy (LIBS) allowing to
considerably increase the sensitivity of the technique [154]–[157]. On the other hand, experiments
focused on DP USPL-induced ablation of metallic targets (Ag, Al, Au, Cu, Ni, steel, and
aluminum alloys) demonstrated some increase in the ablation rate for double-pulsed laser-target
interaction at optimal pulse-to-pulse separation time (&Å$N ) on the order of the material thermal
equilibration time followed by reduction in the ablation depth as the pulse separation time
increased [143], [151], [152], [158]–[160]. The effect was observed for a wide range of the laser
fluences from the ablation threshold to several times the ablation threshold. The reduction of the
ablation rate for the DP lasers below the ablation rate of a single laser pulse (SP) of the same
intensity per pulse has been also reported in [143], [151], [161]. Moreover, it was experimentally
observed that the delay time required for the ablation rate of the DP to become less than the ablation
rate of the SP (also called characterization time &! ) is significantly reduced from several hundred
picoseconds to few picoseconds as the laser fluence of a single pulse increased from 0.65 J/cm2 to
5.9 J/cm2 [143]. However, for higher laser fluences (above 15 J/cm2) there were no significant
changes in the ablation rates at pulse separation times up to several hundred picoseconds when the
DP ablation rate again dropped slightly below SP ablation rate. These experimental observations
might suggest that the DP ablation rate as function of the separation time is related not only to the
thermal evolution of the target defined by the optical and thermodynamic properties of the material
but also to other effects, such as target self-shielding of the second pulse by the expanding plasma
plume generated by the first pulse [151] or possibly due to suppression of the rarefaction wave
generated as the result of the USPL-induced shock wave propagation into the target by the second
pulse as suggested in [153].
Even though the reduction of the ablation rate by the DP lasers for the pulse separation
times over 10-100 ps is widely observed experimentally and reported in the literature, the effects
of the shorter separation times are not thoroughly investigated. Moreover, due to extremely
challenging timescales and complexity of the many processes involved in the USPL-matter
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interaction, mere analysis of the experimental observations cannot fully explain the role these
processes play in the overall target response to DP USPL irradiation. In this work, we aimed to
focus on the effect of the evolution of the optical and thermodynamic properties of the material
exposed to single pulse laser and dual pulse laser irradiation and their role in the overall target
response. For the numerical analysis and theoretical predictions, we used our FEMTO-2D
simulation package based on the solution of the two-temperature model (TTM) with dynamic
optical properties, two-phase change model for melting and re-solidification, evaporation and a
phase explosion as material removal mechanisms.
7.2

Simulation and analysis of the dual pulse laser micromachining of metallic

targets
7.2.1 Dual pulse laser interaction with a silver target
In this section we considered first DP laser ablation for silver and then for copper. To
investigate the role of the pulse separation time in DP USPL interaction with a silver target, we
used a total pulse fluence of 2.4 J/cm2 (corresponding to the fluence around the maximum laser
ablation efficiency) with pulse separation time varying from 0.26 ps (single pulse duration) to 100
ps. First, we analyzed the effect of pulse separation time on target absorption efficiency. Figure
7.1 shows the temporal evolution of the absorbed laser pulse intensity profiles: the dash-dotted
line corresponds to a single laser pulse of doubled fluence (SP2F), dashed line corresponds to a
single pulse of single fluence (SP1F), and solid lines correspond to double-pulsed laser with single
fluence per each pulse (DP1F).

131

Figure 7.1: Comparison of absorbed laser intensity temporal profiles for SP1F, SP2F, and DP1F
with pulse separation time form 0.26 ps to 100 ps (top) and peak absorbed laser pulse intensities
for silver target.

As seen from Fig. 7.1, the absorbed peak laser intensity for SP2F is ~ 2.7 times higher than
for SP1F due to increased laser absorption at higher laser fluence. Even though many simulation
models consider a constant value for reflectivity, it has been proven experimentally and
theoretically, that reflectivity of the metallic target strongly depends on the laser intensity [78],
[12], [38]. Higher laser intensity leads to more rapid heating of the electron subsystem to the higher
temperature and therefore, to higher electron collision frequency. In the case of the DP laser-target
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interaction, the target surface reflectivity at the beginning of the second pulse is lower than that at
room temperature due to temperature rise in the material by the first pulse. For this reason, the
absorbed peak intensity of the second pulse is higher than the intensity of the first pulse and
depends on the pulse separation time. For the pulse separation time between 3 ps and 22 ps, the
total absorbed peak laser intensity for DP is nearly the same as for SP2F. If we compare with the
case for two independent 2SP1F pulses, the total absorbed laser fluence would be only 75% of the
absorbed laser fluence for SP2F. To determine the main factor for the higher absorption efficiency
of the second pulse, we analyzed how electron and lattice temperature at the surface change for
different separation times (Fig. 7.2 (a) and (b)).

Figure 7.2: Comparison of temporal profiles for electron (a) and lattice (b) temperatures for SP1F,
SP2F, and DP1F with pulse separation time form 0.26 ps to 100 ps (top) and their maximum
values for silver target.
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Despite increasing absorption efficiency of the second pulse in DP1F case up to 5 ps pulse
separation time, the maximum electron temperature at the surface is continuously decreasing with
increasing delay time for the second pulse due to combined contribution of the electron heat
conduction into the bulk and electron-lattice heat transfer. Overall, the maximum electron
temperature for DP1F decreases from 0.88 +"ÇÉ7S
for 0.26 ps separation time to 0.75 +"ÇÉ7S
for
'()
'()
100 ps separation time. The maximum lattice temperature at the surface induced by DP1F, on the
other hand, increases as the second pulse delay time increases up to ~ 4 ps and reaches 1.1 +*ÇÉ7S
.
'()
Therefore, we propose that increased absorption of the second pulse for DP1F pulse train is
primarily defined by the increased lattice temperature. In Fig. 7.3, a laser pulse absorption
parameter, collision frequency, and electron and lattice temperature temporal profiles are
compared for (a) – 0.26 ps separation time, (b) – 3 ps separation time, and (c) – 10 ps separation
time.

Figure 7.3: Temporal profiles for silver electron and lattice temperatures (bottom), effective
collision frequency (middle), and material absorption (top) in DP1F simulation case for (a) – 0.26
ps pulse separation time, (b) – 3 ps pulse separation time, and (c) – 10 ps pulse separation time.

For separation time less than ~ 2 pulse durations (0.52 ps), the effective electron collision
frequency is mainly defined by the electron-electron collisions, due to relatively small changes in
the lattice temperature and low electron-lattice collision frequency. As the lattice temperature is

134
increasing after the first pulse, the effective collision frequency is defined by the interplay between
decreasing electron-electron collision frequency and increasing electron-lattice collision frequency
and it remains almost the same up to ~ 3 ps. We also observed a slight increase in the laser
absorption parameter up to ~ 3 ps possibly due to the faster growth of electron-lattice collision
frequency vs a decrease of electron-electron collision frequency. After electron-lattice thermal
equilibration time (~ 7.5 ps), the effective collision frequency in the target will be gradually
decreasing as the surface is cooling due to thermal conduction. Our simulation confirms that the
lattice temperature at the surface reaches ~ 0.9 of its maximum equilibrium value (Teq) at ~ 3 ps
and cools down below ~ 0.9 Teq at ~ 25 ps. Therefore, the maximum laser absorption efficiency
for the second pulse is observed when the second pulse comes within the time frame when the
lattice temperature is above 90 % of thermal equilibrium temperature induced by the first pulse.
Considering how the equilibrium surface temperature changes as a function of the pulse separation
time, we find that the maximum lattice temperature at the surface for DP1F is observed for τs =
3ps. In this time frame, the lattice already reached 90% of its maximum temperature and re-heating
by the second pulse will reach its maximum temperature before significant surface cooling takes
place, maximizing the total temperature and minimizing the heat affected zone as seen from Fig.
7.4. The figure compares the temporal and spatial evolution of the lattice temperature in the silver
target exposed to DP1F with different pulse separation times with the one for SP2F case.
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Figure 7.4: Temporal and spatial evolution of the lattice temperature in silver target exposed to
DP1F with different pulse separation times compared to SP2F case.

The black solid line corresponds to the maximum lattice temperature near the surface layer
for the SP2F case. When the same overall fluence is delivered with DP laser pulses (the fluence of
each pulse is twice smaller than the fluence for the SP2F case), the same temperature region is
smaller and last for a shorter time in the case of a short separation time (0.26 ps). For defined
optimum separation time of 3 ps, higher temperature is reached in the near the surface region and
lasts longer than when the same overall laser fluence is deposited via a single pulse. At the same
time, the second pulse delay time is shorter the electron-lattice thermalization time and no ablation
is expected to take place. For longer pulse separation times (> 10 ps) the second pulse interference
with the expanding material could occur as previously reported, which currently is not accounted
for in FEMTO-2D code. For pulse separation times around the thermal equilibration time, the
localization of the high lattice temperature must be related to thermodynamic properties of the
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material since the total absorbed laser fluence is nearly the same for both cases. Noel et al. [152]
suggested that at high lattice temperature, electron heat transport toward the bulk is reduced
resulting in the confinement of the deposited energy in a small volume. Figure 8 shows how
electron-lattice coupling factor and electron thermal conductivity change with time for two cases:
for DP1F with 3 ps pulse separation time and for SP2F.

Figure 7.5: Evolution of temporal profiles for silver electron temperature (bottom), electron
thermal conductivity (middle), and electron-lattice coupling factor (top) for SP2F (dash-dotted
lines) and for DP1F (solid lines).
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Figure 7.5 shows that indeed for the case of DP1F, the electron thermal conductivity
decreases after the first pulse and even drops below the value for room temperature at around 1.5
ps. At the beginning of the second pulse, electron thermal conductivity is only ~ 0.6 of its room
temperature value. Electron-lattice coupling (G-factor) also decreases after the first pulse, but
significantly slower. At the beginning of the second pulse, the G-factor is still ~ 5.5 times above
its room temperature value. Both parameters then increase as second pulse laser energy is absorbed
by the target; however, electron thermal conduction drops dramatically faster than the coupling
factor. Thus, the interplay of these two parameters defines the localization of the high lattice
temperature at near the surface.
The overall dependence of the ablation depth as a function of the pulse separation time is
shown in Fig. 7.6 (a) and compared with experimental results reported for similar ablation rate in
the SP1F experiment [143].

Figure 7.6: Ablation rate in silver target as function of pulse separation time (a) simulated with
FEMTO-2D and (b) data adopted from [143] for the single pulse laser fluence resulting in similar
ablation rate.

For the same separation time range up to ~ 10 ps, both experimental data and simulation
predictions show the ablation rate for the DP1F case to be similar to the ablation rate for the SP2F
case. As pulse separation time increases beyond 10 ps, the ablation rate starts decreasing. As
mentioned earlier, the rapid decrease in the ablation rate of the experimental data for the second
pulse with delay time over 10 ps is attributed to the self-shielding [162]. Since the self-shielding
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effect is not considered in our current simulation, a gradual decrease of the ablation rate is
attributed to the sample cooling starting to take place before target re-heating with the second
pulse.
To exclude the self-shielding effect, we simulated the single pulse fluence F = 1.0 J/cm2
below the estimated ablation threshold of 1.15 J/cm2. Overall, a trend observed for ablation rate
as function of the pulse separation time for the DP1F case is similar to the one discussed above
and demonstrated in Fig. 7.7.

Figure 7.7: Ablation rate for DP1F laser ablation as function of the pulse separation time for a
single pulse laser fluence below the ablation threshold in silver target.

The key difference is that ablation rate for dual pulse case did not exceed the value of the
ablation rate for SP2F even at the optimum pulse separation time. The maximum ablation rate in
DP1F case of 0.98 ablation rate for SP2F was also reached at 3 ps delay time. As seen from Fig.
7.8, even though the total ablation rate in two cases is the same, the target heating beyond ablation
threshold happens faster for the case of DP1F with ~ 6% higher maximum lattice temperature in
the surface region, similarly to previously observed results.
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Figure 7.8: Temporal and spatial evolution of the lattice temperature in silver target exposed to
DP1F at optimal pulse separation time compared to SP2F case.

Other parameters also compared as expected. The maximum total absorbed fluence for
DP1F was 0.98 of the value for SP2F. The electron temperature reduction was 13% for 0.26 ps
pulse separation time and increased up to 20% at the optimum separation time.

Figure 7.9: FEMOTO-2D predictions of silver ablation rate as function of the single pulse laser
fluence for SP1F, 2SP1F, SP2F, and DP1F cases.
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In addition, we investigated how the total ablation rate for DP1F case compares to
SP2F, SP1F and for two independent single pulses (2SP1F) in the single pulse laser fluence range
from below the ablation threshold up to 5 J/cm2 (corresponds to the total laser fluence of 10 J/cm2
for SP2F and DP1F). The simulation results are presented in Fig. 7.9.
The results demonstrate that at low laser fluences, below ~ 2.1 J/cm2, SP2F and DP1F have
higher ablation rate comparing to two independent pulses of SP1F. At higher laser fluences, the
predicted ablation for two independent pulses (2SP1F) is higher than the ablation predicted for a
single pulse of twice higher laser fluence (SP2F) or for two pulses with short separation time (3-7
ps). The same results were presented Fig. 6.15 (a) for the ratio of the ablation rates L2F/LF. At the
same time, there is almost no difference in the ablation rate between SP2F and DP1F. The
maximum difference between two cases was observed at 2 J/cm2 and was only 8% (LDP1F/LSP2F =
1.08). Next, we compared other parameters, such as maximum electron and laser temperatures at
the surface and absorbed peak laser intensity as shown in Fig. 7.10.
Similar to previous observations, for the considered range of the laser fluences, the
maximum electron temperature for DP1F case is always lower than electron temperature for SP2F
and follows the same trend as for SP1F. This can be explained by the fact that we considered the
optimum separation time when electron subsystem nearly reaches thermal equilibrium with the
lattice subsystem and then gets re-heated by the second pulse. Overall electron temperature
reduction for DP1F comparing to SP2F increases from ~ 20% at 1F=1 J/cm2 to ~ 27% at 1F=5
J/cm2. For the same reason, the maximum lattice temperature at the surface reaches ~ 10-14%
higher values for the case of DP1F comparing to the case of SP2F. As the laser intensity increases,
the overall absorbed peak laser intensity for the DP1F case is similar to the absorbed peak laser
intensity of the SP2F (ranges from 98% at F = 1 J/cm2 to 112% at F = 3 J/cm2).
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Figure 7.10: Maximum lattice and electron temperatures, and peak laser intensity in silver as
function of single pulse fluence 1F compared for DP1F, SP2F, SP1F cases.
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7.2.2 Dual pulse laser interaction with copper targets
Next, we considered ultrashort pulse laser interaction with another metallic target, i.e,
copper. For the dual pulse laser - target interaction, the above computer simulations were repeated
and resulted in similar observations. For the laser fluence of 2.30 J/cm2 just above simulated
ablation threshold (2.2 J/cm2), the absorption rate as a function of the pulse separation time is
shown in Fig. 7.11.

Figure 7.11: Ablation rate in copper target as function of the pulse separation time.

Analysis of the simulation results for copper confirmed that the maximum ablation rate for
dual pulse laser – target interaction is observed around 3-4 ps pulse separation time when the lattice
temperature at the surface reaches about 90% of the equilibrium temperature induced by the first
pulse. Figure 7.12 shows how the ablation rate for DP1F case at the optimum separation time
compares to the ablation depth by the SP2F laser pulse, SP1F laser pulse, and two independent
SP1F laser pulses for the laser fluence 1F ranging from 2 J/cm2 to 6.5 J/cm2.
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Figure 7.12: FEMTO-2D predictions of coper ablation rate as function of the single pulse laser
fluence for SP1F, 2SP1F, SP2F, and DP1F cases.

The overall trends are similar to ones observed for silver. However, the quantitative data
comparison shows that overall improvement of the DP1F ablation rate comparing to the SP2F
ablation rate decreases from ~ 27 % at low laser fluence to ~ 7 % at higher laser fluence. The best
improvement for silver was ~ 8 % over the considered range of the laser fluences. The ablation per
dual pulsed laser shot was also higher than the ablation depth of two independent laser pulses of
the same fluence for the significantly larger range of the laser fluences up to ~ 4 J/cm2 above Fth
while for silver it was up to only ~ 1 J/cm2 above Fth. To understand the reason for better DP
ablation improvement we considered how other parameters compared (Fig. 7.13).
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Figure 7.13: Maximum lattice and electron temperatures, and peak laser intensity in copper as
function of single pulse fluence 1F compared for DP1F, SP2F, SP1F cases.

145
The reduction in electron temperature between the SP2F and DP1F cases increased from
10 % at low laser fluence to 28 % at higher laser fluence which is comparable to the trend observed
for silver. The maximum lattice temperature, on the other hand, was 30 % higher for DP1F
compared to SP2F at the lower laser fluence but the difference became only ~ 5 % at higher laser
fluence. The maximum increase in the lattice temperature in copper is observed at low laser
intensities where we also see the largest improvement for ablation rate and it is more than two
times higher than the lattice temperature increase in silver. The absorbed laser pulse peak intensity
for the considered range of the laser fluences for DP1F was 10 % - 20 % higher than the absorbed
laser pulse peak intensity for SP2F while for silver, the difference ranged between - 3 % to 12 %.
Therefore, we assume that the observed improvement in the ablation rate in copper is mainly
related to the higher improvement in the laser pulse energy absorption efficiency. It is confirmed
by the data displayed in Fig. 7.14 where the laser pulse absorption is defined as the ratio between
the absorbed peak laser pulse intensity and the incident peak laser pulse intensity.

Figure: 7.14: Absorption as a function of the laser fluence 1F for the DP1F, SP1F, and SP2F cases.

As discussed earlier in this work, the absorption is related to the electron effective collision
frequency which depends on both the electron and lattice temperatures. The temporal evolution of
the electron and lattice temperatures is defined by the material thermodynamic properties such as
heat capacity, thermal conductivity, and electron-lattice coupling factor as well as by the amount
of the energy deposited by the laser.
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7.3

Summary

In this chapter, we studied the dual pulse laser interaction with metallic targets including
laser pulse energy absorption by the free electrons, temporal and spatial evolution of the thermal
profiles for electron and lattice subsystems, and material ablation. The computer simulation results
for three different laser-target interaction scenarios were compared: for the dual pulse laser with
the laser fluence 1F per pulse, for the single pulse laser with the laser fluence of 2F equal to the
total laser fluence for the dual pulse laser, and for the single pulse laser with the fluence 1F equal
half of the total laser fluence for the dual pulse laser. Since DP laser–target interaction experiments
and modeling are still limited and most experimental work are focused on longer delay times
beyond material thermal equilibration time, our models and simulation enhance the overall
understanding of the interaction process at the shorter delay times when the target response to the
second pulse depends critically on how the near-surface region has evolved after the first pulse.
We observed, that due to the strong temperature dependence of the target optical properties, the
peak absorbed laser intensity for a single pulse of fluence 2F is more than two times higher than
the peak absorbed laser intensity of the pulse of fluence 1F (the first pulse in the dual pulse train)
for both metals considered. The peak absorbed laser intensity of the second pulse; however, is
higher that of the first pulse. The total peak absorbed laser intensity for dual pulse train was found
to increase with the pulse separation time below electron-lattice equilibration time, to reach its
maximum at the pulse separation time of the same order as thermal equilibration time, and to start
decreasing at longer pulse separation times. Analyzing temporal evolution profiles for the electron
and lattice temperatures at the surface, for the electron collision frequencies, and for the target
absorption in silver, we concluded that at the pulse separation time above roughly 2 pulse
durations, the surface lattice temperature mainly defines the absorption efficiency of the second
laser pulse– target interaction. The total peak absorbed laser intensity for the dual pulse at optimum
pulse separation time for both metals reached the value close to the peak absorbed laser intensity
of a single pulse of the same total laser fluence when F was below the ablation threshold and
exceeds it at higher laser fluences. This may allow using laser pulses of twice lower fluence to
deposited nearly the same or larger amounts of energy into the target. If the above trend remains
true at higher laser intensity, it may allow reducing the risk of damaging optical components by
operating at lower laser intensities.
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Despite nearly the same total absorbed energy for two cases: DP1F and SP2F, the
maximum electron temperature in the DP1F laser-target interaction at optimal pulse separation
time was lower than the maximum electron temperature excited by SP2F laser pulse by 20%-27%
in silver and 10 % - 28 % in copper. This potentially may have a positive effect on prevention or
reduction of air breakdown during the ultrashort pulse laser machining. The maximum lattice
temperature near the surface region, on the other hand, was increased due to additional energy
deposited by the second laser pulse on the time scale of the electron-lattice thermalization time.
The relative increase in the maximum surface temperature was in the range of 10 – 14 % in silver
and 10-30% in copper. Comparison of the temporal and spatial evolution of the lattice temperature
in the near surface region for the SP2F and DP1F showed more rapid and less lasting heating of
the target to the higher maximum temperature. This was explained by considering the interplay
between electron heat conduction that was suppressed at the higher lattice temperatures and
electron-lattice coupling rate which was still high during optimum pulse separation time. More
intense and confined lattice heating may potentially result in cleaner ablation profile and a smaller
heat affected zone beyond ablation depth.
As a result, the predicted total ablation rate for the DP1F and SP2F lasers was nearly the
same in silver and the ablation rate for DP1F case was higher than ablation rate for the SP2F case
in copper at the considered range of the laser intensities. The improvement in the ablation rate was
related mainly to the changes in the optical properties before the second pulse, which in turn,
depends on the collisional processes and early stage heat redistribution dynamics. Another
important observation is that with increasing laser fluence, the difference between the ablation
depth by two independent pulses and the ablation depth by the dual pulse laser with small pulse
separation time was decreasing. This is directly related to the changes in the specific ablation rate
previously observed in [40], [140], [163] and can be explained by the interplay between the
suppression of the heat propagation due to decreased electron conductivity and significantly
increased electron-lattice heat coupling rate.
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8.

8.1

SUMMARY AND FUTURE WORK

Summary

The primary goal of the work presented in this dissertation was to investigate the physical
phenomena of the ultrashort pulse laser interaction with solid targets in by means of computer
simulation coupled with experimental benchmarking to provide better understanding of the
complex processes involved. The target response to initial excitation by USPL is defined by a
combined effect of many different physical processes, such as light absorption and propagation,
thermal transport and electron-lattice heat exchange, phase transformations, material expansion,
ablation, etc. These processes not only quite complicated by themselves, but they are also very
closely correlated and dependent on each other. Therefore, the complete theoretical description of
the target response is hardly achievable because of its complexity. Moreover, due to extremely
challenging timescales, the knowledge of the thermodynamic evolution of the target is not easily
predictable by experiment. Thus, increasing research interest has been focused on the development
and implementation of integrated simulation models. In this work, computer simulation package
named FEMTO-2D has been described, tested, and applied to predict metallic target response to
USPLs in a wide range of the laser and target parameters. The simulation code is based on the
solution of TTM numerically in the two-dimensional cylindrical coordinate system.
Significant efforts have been focused on theoretical analysis and proper consideration of
temperature dependence of optical and thermal physical properties in the metallic targets exposed
to USPLs during and after the interaction. Since electron and lattice collisions play a central role
in defining material optical and thermodynamic properties, the collision theory has been adopted
and enhanced to ensure the model flexibility and to eliminate utilizing of fitting parameters. The
ability of the model to accurately predict temperature dependent optical properties for metallic
targets has been proven by benchmarking the simulation predictions against available experimental
data. Proper prediction of the target optical properties as a function of electron temperature during
the laser pulse and across the laser beam is crucial for correct estimation of the amount of energy
absorbed by the material during the interaction.
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The subsequent energy redistribution is defined by two competing processes: electronlattice heat transfer and electron dominant thermal conduction described by material’s
thermodynamic properties. The effect of the interplay between lattice heating rate and electron
heat conduction on the target response to USPLs has been analyzed in the last chapters in the
context of the laser-induced ablation. Theoretical models for thermodynamic parameters applied
in FEMTO-2D were carefully examined and compared to other existing models.
The appropriate model for temperature-dependent thermodynamic parameters based on the
collision theory allowed defining the heat transport during an early stage of the USPL-matter
interaction directly, without relying on effective absorption depth model. The role of the ballistic
electrons in the early heat transport dynamics has been analyzed based on the FEMTO-2D
simulation predictions benchmarked for gold against available experimental data. Our simulations
confirmed the dominant role of the ballistic electrons in the initial heat propagation within 100 nm
of the target at laser intensities below 1013 W/cm2 observed in many experimental works.
From the practical point of view, we have applied FEMTO-2D to simulate the thermal
response of thin layer gold mirror on the metallic substrate. The initial hypothesis was that, with a
proper combination of the film thickness and substrate materials, it is possible to increase the
coating’s damage threshold and improve the mirror performance. To efficiently play a role of the
heat sink, a suitable substrate should have higher thermal conductivity and significantly higher
electron-lattice coupling factor. Based on these criteria, copper and nickel were chosen as substrate
materials for gold films. The maximum damage threshold improvement for 50 nm thick gold
coating on copper and nickel substrates was found to be around 10%.
The developed FEMTO-2D package was also used for the prediction and theoretical
analysis of USPL induced ablation in metallic targets. A distinctive feature of ultrashort pulse
ablation is that laser-material interaction is separated in time from the actual removal of material;
therefore, the laser pulse energy is directly deposited into the solid target without a self-shielding
effect typical for longer pulse lasers. Thus, ultrashort pulses provide a way of creating extremely
high energy densities in condensed matter with precise control over the ablated region. Different
ablation mechanisms have been proposed to explain ultrafast ablation in solids; however, a full
understanding of the process remains a challenge. In our work, we analyzed USPL ablation of
copper at low and intermediate laser intensities based on simulation predictions of FEMTO-2D
and our experimental data. We concluded that the pure explosive boiling at laser intensities above
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phase explosion threshold tends to underestimate the ablation rate due to the neglected contribution
from spallation from the liquid phase. Our CMUXE experimental data confirmed that explosive
boiling in ultrafast ablation occurs under the condition of the stress confinement, and is
accompanied by liquid phase splashing. Good correlation between experimental and simulation
results was observed for skin depth and hot electron diffusion depth – two parameters commonly
considered to identify two ablation regimes in metal. Further analysis of the development
dynamics for electron-lattice coupling and electron thermal conduction allowed explaining
different ablation regimes because of the interplay of the two parameters.
The last but not the least, we have applied FEMTO-2D simulation package to analyze and
predict the behavior of the metallic targets exposed to ultrashort double pulse laser. Since different
physical processes evolving from the laser-matter interaction such as laser pulse absorption, hot
electron heat transfer, electron-lattice heat transfer take place on different time scales, pulse
separation time will affect the overall target response to dual pulse laser. In the last chapter, we
investigated the effect of the pulse separation time in double pulsed ultrafast laser micromachining
on the laser energy absorption efficiency, early stage thermodynamics, and material ablation rate
for two metallic targets: copper and silver. Simulation predictions for dual pulse laser and single
pulse laser micromachining were analyzed and compared. Integrated simulation results were also
compared to available experimental data.
Our simulations demonstrated higher laser absorption efficiency for the second pulse
comparing to the first pulse on the wide range of the pulse separation times mainly driven by the
lattice heating after the first laser pulse. Overall, maximum lattice temperature induced by the dual
pulse laser was higher than for the case of the single laser pulse of the same total fluence. At the
same time, maximum electron temperature predicted for the dual pulse laser was lower than
maximum electron temperature for the single pulse of the same total fluence. As a result, the
ablation rate at optimum separation time was similar or larger for the double pulse micromachining
comparing to a single pulse ablation at the same fluence.
Altogether, this dissertation resulted in the development of the comprehensive and flexible
simulation tool for USPL-matter interaction and material thermal response. As demonstrated,
FEMTO-2D simulation package can be used for a variety of applications for different metallic
targets and has a great potential for expansion to include semiconductors and dielectrics.
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8.2

Goals for continued research

Though this work has contributed much to the fundamental understanding of the interaction
of ultrashort pulse laser with the metallic targets through development and utilization of integrated
simulation package, there is still much work that can be done to enhance FEMTO-2D package
further and to advance its application in theoretical and practical fields. The following are few
suggestions for extension of the research presented in this dissertation.
FEMTO-2D package was mainly developed to simulate the interaction of USPLs with
metallic targets; however, it can be further expanded to include semiconductors and dielectrics.
For that, the proper model for laser pulse absorption should be applied by considering the interband
absorption of bonded electrons and IB absorption of electrons excited into the conduction band. In
many cases, calculation of the interband absorption should also account for the effect of absorption
of two and more photons. The contribution of different ionization mechanisms, i.e.,
photoionization and impact ionization as well as recombination processes must be taken into
account in the most cases in order to calculate free electron density. For ablation simulation,
another material removal mechanism not typical for ablation of metallic targets called Coulomb
explosion should be considered and accounted for.
All the research conducted for this dissertation focused on laser-target interaction in
vacuum at normal laser incidence. The more practical case would be to consider interaction in
ambient atmosphere. In such case, air molecules can be directly ionized by hot electron emission
from the target during the laser pulse at high enough laser intensity, and air breakdown
phenomenon will occur. Enhancing FMTO-2D to simulate the hot electron emission will help to
predict details of this phenomenon and possibly a better understanding of the environmental
effects.
Although FEMTO-2D has the ability to consider different angles of incidence and
polarization of the laser beam, no work has been done to apply these capabilities. One particular
problem where the angle of incidence can be an important parameter to consider is a simulation of
the metallic mirror thermal response and the damage threshold prediction. Experimental works
show that in metallic target the absorption of the laser pulse changes at the fixed angle with the
laser intensity [164] and at the fixed intensity with the angle of incidence [165], [166] at a
significantly different rate for S-polarization and P-polarization. That would be an interesting work
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to apply FEMTO-2D simulation package to investigate this phenomenon analytically for different
angles and target materials.
Overall, like other simulation codes, FEMTO-2D has its advantages and limitations
determined by its base – two-temperature model. The TTM has its advantages in its simplicity,
flexibility, computational efficiency, and acceptable accuracy. However, its application is limited
since it cannot take into account non-thermal processes, i.e., shock waves generation and
propagation, laser-induced stresses, material expansion, plume formation and evolution, etc. The
way to overcome such limitations would be incorporating TTM into the hydrodynamic model
(HDM) or molecular dynamics (MD) model, depending on the problems to be addressed.
Coupling TTM with HDM allows overcoming main disadvantages of hydrodynamic model such
as inability to capture the non-equilibrium transformations and other ultrafast dynamics during the
early stage of USPL-matter interaction, to properly predict the optical and thermodynamic
properties of materials in a wide range of the laser parameters, to account for electron-lattice
coupling effect while keeping all its advantages i.e. simulating propagation of shock waves,
material mechanical behavior, ablation and plume expansion. MD simulations, on the other hand,
capable of providing the means for more in-depth investigation of different ablation mechanisms
through an explicit atomic representation of the target that cannot be directly accounted for by
continuum models. However, MD has considerably higher computational cost and is limited to a
much smaller simulation domain and shorter timescales. Also, the inclusion of initial USPLinduced excitation dynamics defined by the response of the electron subsystem into MD model is
very complex. Most of MD models consider only ions as interacting particles at the cost of losing
all the information about the early stage of USPL-target interaction. Ones that include electrons as
classical particles face scaling problems since electrons have much smaller mass and much shorter
timescales of their dynamics [146]. Therefore, TTM could be applied for modeling of initial
excitation and heat dissipation inside the electron subsystem during the non-equilibrium phase.
The main challenge identified for creating a hybrid TTM-MD model is to couple a finite difference
scheme typically used in TTM and MD continuum description for the lattice subsystem. Several
works suggested using MD method for a thin surface layer where malting and ablation are taking
place and apply TTM to predict energy dissipation into the bulk as well as to simulate electron
heating and heat conduction for entire target. Such hybrid model will provide significant details
about material ablation processes taking place on the atomic scale while relying on realistic data
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for laser pulse energy absorption and initial distribution due to electrons dynamics. Solving TTM
will allow considering prolonged laser heating within the surface layer in response to the USPL
irradiation in contrast to commonly used pre-assumption of a certain energization of the atoms.
To conclude, FEMTO-2D simulation package is very flexible simulation tools with many
possibilities for expansion. The above suggestions represent only a few promising paths for its
enhancement and applications in the area of gaining an understanding of the USPL-matter
interaction and developing much-needed simulation capabilities in the field.
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APPENDIX A. INPUT FLIES FOR FEMTO-2D

Input.txt
$inin
imat=14 l_power = 1.5d13 sigt=260.0d-15 dtime=2.740d-12
dt1=0.5d-15 inc=4 inc2=4.d0 t_end =100.d-12 ifil=20 tamb=300
rbeam=30.d-4 tp=0.0 ivap=1 imodel = 0
$end
where imat is the target material (Table A.1), l_power is peak laser intensity, sigt is a full
pulse duration, dtime is delay time between pulses for dual pulse irradiation, dt1 is initial timestep
during the laser pulse, inc defines how many times initial timestep increases after the laser pulse,
inc2 defines the timestep increase after 15 ps, t_end defines how long the simulation continues
after the last laser pulse, ifil is scaling factor to output information after simulation is completed,
tamb is initial ambient temperature, rbeam is the laser beam radius, tp defines the initial time,
ivap determines if normal evaporation will be considered in the simulation (1-yes), imodel
determines if heat losses due to blackbody radiation emission will be considered (1-yeas).
Table A.1: Identification of target material in FEMTO-2D
Target material

Ag

Al

Au

Cu

Mo

Ni

imat number

14

7

12

8

2

13

Input_mesh.txt
$inin2
nsx=146 r_scale=2.0d0 deltx=1.d-7
$end
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where nsx defines number of simulation cells in each dimension, r_scale defines how many
times simulation domain in radial direction is larger than beam radius, deltx defines initial timestep
in z direction.
Input_output.txt
$inin3
output_time1 = 0.d-15

output_time2 = 0.d-15

output_time3 = 0.d-12

output_time4 = 0.d-12

output_time5 = 0.d-12

output_depth1 = 0.d-7

output_depth2 = 0.d-7

output_depth3 = 0.d-7

output_depth4 = 0.d-7
$end
where output_time(1-5) defines the timesteps to output 2D spatial profiles for electron and
lattice temperatures, output_depth(1-4) defines in-depth location along axis to output temporal
evolution profiles for electron and lattice temperatures.
For each target material, four temperature dependent parameters: average charge state
(Z_state_Me.txt), chemical potential (mu_Me_tab.txt), participation factor (particip_Me.txt),
coupling factor (Coupl_Me_extend.dat) are introduced via pre-generated data bases. Figure A.1
(a, b, c, d) show examples of these data files for copper. Chemical potential and participation factor
are calculated with supplementary programs provided in Appendix B.
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Figure A.1: Examples of input files for pre-calculated parameters: (a) - average charge state (Te [eV],
Zav); (b) - chemical potential (Te [eV], mu [eV]); (c) – participation factor (Te [eV], fp); (d) – coupling
factor (Te [K], G [W/cm3K]).
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APPENDIX B. SUPLEMENTARY PROGRAMS

program Chem_potential
!! the program generates tabulated data for chemical potential
implicit none
REAL(8) delta, int, x_center, int1
REAL(8) h_bar, kb_eV, kb_J, Pi, e_charge, m_e, tf, distr, int_DS
REAL(8) FE_Al, FE_Au, FE_Cu, FE_Mo, FE_Ni, FE_Sn, FE_Ag
REAL(8), allocatable,dimension(:) :: energy, tnew_ref, Z_ref, mu
REAL(8) error_mu, func_mu, mu_tab, Tnew_Z, Z_av, n_ion, n_ion_Al, n_ion_Au, n_ion_Cu,
n_ion_Mo, n_ion_Ni, n_ion_Sn, n_ion_Ag
INTEGER i, n_T_tab, stp, N_T_steps, line_Al, line_Au, line_Mo, line_Ni, line_Sn, line_Ag
! defining constants and material properties
h_bar=1.054d-34

! [J s] Plank's constant

Pi=3.141593

! [rad]

e_charge=1.602d-19

! [Coulomb]

m_e=9.11d-31

! [kg] electron effective mass

kb_eV=8.617d-5

! [eV/K] Boltzmann constant

kb_J=1.381d-23

! [J/ K] Boltzmann constant

! atom density [atoms/m3]
n_ion_Au = 5.9d28
n_ion_Al = 6.0d28
n_ion_Cu = 8.49d28
n_ion_Mo = 6.42d28
n_ion_Ni = 9.13d28
n_ion_Sn = 3.7d28
n_ion_Ag = 5.85d28
! Fermi energy [eV]
FE_Au=5.5d0
FE_Al=11.7d0
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FE_Cu=7.0d0
FE_Mo=7.1d0
FE_Ni=8.0d0
FE_Sn=10.2d0
FE_Ag = 5.49
! number of data points for chemical potential in Z_state_tab.txt
line_Al = 1022
line_Au = 374
line_Mo = 382
line_Ni = 1022
line_Sn = 140
line_Ag= 414
! material of interest
n_T_tab = line_Ag
n_ion = n_ion_Ag
mu(0) = FE_Ag
tf = FE_Ag
allocate(tnew_ref(n_T_tab))
allocate(Z_ref(n_T_tab))
allocate(mu(n_T_tab+1))
! Reading Z state from the table
open(36,file='Z_state_Ag.txt')
do i=1, n_T_tab
read(36,*) Tnew_ref(i), Z_ref(i)
end do
close(36)
! calculating mu factor
open(46, file='mu_Ag_tab.dat')
do i=1,n_T_tab
error_mu=1.d0
mu(i)=mu(i-1)
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tnew_Z=tnew_ref(i)
Z_av = Z_ref(i)
do while(abs(error_mu)>0.005d0)
mu_tab=mu(i)
delta=5.d-2

!eV

N_T_steps=tf/delta + 1
int = 0.d0
int1 = 0.d0
do
allocate(energy(N_T_steps))
energy(1)=0.d0
do stp=2,N_T_steps
energy(stp)=energy(stp-1)+delta
end do
int1=int
int=0.d0
do stp=1, N_T_steps-1
x_center=(energy(stp+1)-energy(stp))/2.d0
int=int+(x_center/3.d0)*(((energy(stp))**0.5d0)/(1.d0+exp((energy(stp)mu_tab)/(Tnew_Z)))+((energy(stp+1))**0.5d0)/(exp((energy(stp+1)mu_tab)/(Tnew_Z))+1.d0)+
+4*(((energy(stp)+energy(stp+1))/2.d0)**(0.5d0))/(exp((((energy(stp)+energy(stp+1))/2.d0)mu_tab)/(Tnew_z))+1.d0))
end do
int_DS=int
distr=sqrt(2.d0)*(m_e**(3.0d0/2.d0))*int_DS*(e_charge**(3.d0/2.d0))/((Pi**2)*h_bar**3)
if(energy(N_T_steps)>tf.and.abs(int1-int)<1.0d-7) EXIT
N_T_steps=N_T_steps+1
deallocate(energy)
end do
deallocate(energy)
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func_mu=distr/(n_ion*Z_av)
error_mu = func_mu-1
mu(i)=mu(i)-(error_mu/abs(error_mu))*0.001d0/2.d0
! play with coefficient in denom. to get desired precision
end do
write(46,'(2E12.5)') tnew_ref(i), mu(i)
if (mu(i)<-1.0d0) goto 5
end do
5 continue
end program
program participf
!! the program generates tabulated data for participation factor
IMPLICIT NONE
REAL(8) z_av, delta, x_center, int_DS_mu, int, int1
REAL(8), allocatable,dimension(:) :: energy, particip, tnew_e, mu_tab, Z_ref, tnew_mu, mu_ref
REAL(8) h_bar, C_sound, kb_eV, kb_J, Pi, n_ion, n_ion_Al, n_ion_Au, n_ion_Cu, n_ion_Mo,
n_ion_Ni, n_ion_Sn, n_ion_Ag
REAL(8) FE_given, FE_Al, FE_Au, FE_Cu, FE_Mo, FE_Ni, FE_Sn, FE_Ag, e_charge, m_e, w0,
E0
INTEGER(4) m_Z, mu_line_Al, mu_line_Au, mu_line_Mo, mu_line_Ni, mu_line_Sn, mu_line_Ag,
Z_line_Al, Z_line_Au, Z_line_Mo, Z_line_Ni, Z_line_Sn, Z_line_Ag, line_Z, line_l, i, l, N_T_steps,
stp_i
! defining constants and material properties
h_bar=1.054d-34

! [J s] Plank's constant

Pi=3.141593

! [rad]

e_charge=1.602d-19

! [Coulomb]

m_e=9.11d-31

! [kg] electron effective mass

kb_eV=8.617d-5

! [eV/K] Boltzmann constant

kb_J=1.381d-23

! [J/ K] Boltzmann constant

E0=8.854d-12

! [Farad/m] = [C2/N m2] permittivity of free space
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w0=2.356d15

! light frequency for 800nm laser

m_Z=2
! atom density [atoms/m3]
n_ion_Au = 5.9d28
n_ion_Al = 6.0d28
n_ion_Cu = 8.49d28
n_ion_Mo = 6.42d28
n_ion_Ni = 9.13d28
n_ion_Sn = 3.7d28
n_ion_Ag = 5.85d28
! Fermi energy [eV]
FE_Au=5.5d0
FE_Al=11.7d0
FE_Cu=7.0d0
FE_Mo=7.1d0
FE_Ni=8.0d0
FE_Sn=10.2d0
FE_Ag = 5.49
! number of data points for chemical potential in mu_Me_tab.txt
mu_line_Al = 621
mu_line_Au = 290
mu_line_Mo = 312
mu_line_Ni = 1033
mu_line_Sn = 51
mu_line_Ag = 330
! number of data points for chemical potential in Z_state_Me.txt
Z_line_Al = 691
Z_line_Au = 365
Z_line_Mo = 382
Z_line_Ni = 1103
Z_line_Sn = 140
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Z_line_Ag = 414
! material of interest
n_ion = n_ion_Ag
FE_given = FE_Ag
line_l=mu_line_Ag
line_Z=Z_line_Ag
allocate(Tnew_e(line_Z))
allocate(Z_ref(line_Z))
allocate(particip(line_Z))
allocate(mu_tab(line_Z))
! Reading Z state from the table
Tnew_e=0.d0
Z_ref=0.d0
open(111, File='Z_state_Ag.txt')
do l=1,line_Z
read(111,*) Tnew_e(l), Z_ref(l)
end do
close(111)
! Reading chemical potentials from the table
allocate(tnew_mu(line_l))
allocate(mu_ref(line_l))
tnew_mu = 0.d0
mu_ref = 0.d0
mu_tab = 0.d0
open(31,file='mu_Ag_tab.dat')
do l=1, line_l
read(31,*) tnew_mu(l), mu_ref(l)
if (mu_ref(l)<0.d0) mu_ref(l) = 0.d0
end do
close(31)
open(701,File='particip_Ag.dat')
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do l=1,line_Z

!for temperature range from 0.025 to 100eV

Z_av = Z_ref(l)
if(tnew_e(l)<16.d0) mu_tab(l)=mu_ref(l)
if(tnew_e(l)>=16.d0) mu_tab(l) = 0.d0
int1

= 0.d0

int

= 0.d0

x_center = 0.d0
delta

= 2.5d-3

N_T_steps = FE_given/delta + 1

! eV, energy step for integral calculations from mu to infinity
! initial number of integration steps

do
allocate(energy(N_T_steps))
energy = 0.d0
energy(1) = mu_tab(l)
do stp_i=2,N_T_steps
energy(stp_i) = energy(stp_i-1) + delta
end do
int1=int
int=0.d0
do stp_i=1, N_T_steps-1
x_center=(energy(stp_i+1)-energy(stp_i))/2.d0
int=int+(x_center/3.d0)*(((energy(stp_i))**0.5d0)/(1.d0+exp((energy(stp_i)mu_tab(l))/(tnew_e(l))))+((energy(stp_i+1))**0.5d0)/(exp((energy(stp_i+1)mu_tab(l))/(tnew_e(l)))+1.d0)+4*(((energy(stp_i)+energy(stp_i+1))/2.d0)**(0.5d0))/(exp((((ene
rgy(stp_i)+energy(stp_i+1))/2.d0)-mu_tab(l))/(tnew_e(l)))+1.d0))
end do
int_DS_mu=int
if(abs(int1-int)<1.0d-7) EXIT
N_T_steps=N_T_steps+1
deallocate(energy)
end do
deallocate (energy)
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particip(l)=sqrt(2.d0)*(m_e**(3.d0/2.d0))*(e_charge**(3.d0/2.d0))*int_DS_mu/(n_ion*Z_av*(
Pi**2)*(h_bar**3))
write(701,'(2E11.4)') tnew_e(l), particip(l)
end do
close(701)
end program
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APPENDIX C. LIST OF SUBROUTINES AND OUTPUT FILES FOR
FEMTO-2D SIMULATION PACKAGE

Table C.1: List of FEMTO-2D simulation components, their function and generated output files
Name of
simulation
package
component

FEMTO_2D

Execution
order

1

MESH

2

MDATA

3

Function of the
component
Starts
the
program
execution by defining all
physical
constants,
reading
input
flies,
defining
initial
and
boundary
conditions.
Initiates execution of all
other components in predefined order.

Defines discretization of
the computational domain
in 2D: radially and in
depth. User-defined step
sizes in both dimensions
introduced from the
Input_mesh.txt file.

Output information

Output file name

Electron and lattice temperature profiles at 5
user-defined (in Input_output.dat) timesteps.
Temporal electron and lattice temperature
profiles at 4 user-defined depths in the center.
Time scale for output data in FEMTO_2D.f90
Temporal and spatial evolution profiles for
electron and lattice temperatures.
Spatial profile for maximum melted depth.
2D matrix corresponding to melting time in
each simulation cell
Total ablation profile: radius and depth.

tstep(1-5)_Te_2D.dat;
tstep(1-5)_Tl_2D.dat.
depth(1-4)_tme_center.dat.

Total ablation volume and mass.
Spatial simulation scales in 2D

Out_abl_vol.dat
Out_Mesh_X.dat
Out_Mesh_R.dat

large_tstep_scale.dat.
depth_time_Te_2D.dat;
depth_time_Tl_2D.dat.
Out_melt_pool.dat
Melting time.dat
Out_ablation.dat

Material properties data base, containing all physical properties constants and fitting parameters for
several metals. DOESN’T GENERATES OUTPUT FILES
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Table C.1 continued

TD_prop

4+5x(N-1)
(N =
number of
timesteps
per
simulation)

5+5x(N-1)
FLUX

BVELS

Ph_TRANS

6+5x(N-1)

8+5x(N-1)

Calculates target
material optical
properties and
thermodynamic
properties as function
of electron and lattice
temperatures at each
simulation timestep in
each cell.

Collision frequencies over time in the Collisions_center.dat
center
Optical properties (R, lp) during pulse: in Opt_prop_center.dat
the center of the laser pulse; across the Opt_prop.dat
laser beam.

Calculates incident and
absorbed laser pulse
spatial and temporal
profiles
assuming
Gaussian distribution.

Outputs temporal evolution of the incident Incident_beam_tme.dat
laser pulse intensity in the center spot.

Material
thermodynamic
properties TD_prop_2x2.dat
evolution over simulation time.

Outputs the spatial laser intensity Incident_beam_r.dat
distribution in radial direction as function
of time
Calculates the velocity of the receding surface due to evaporation.
Estimates the ablated depth due to evaporation and explosive boiling.
DOESN’T GENERATES OUTPUT FILES
Accounts for energy spent / released during the phase transformation from solid to liquid and from
liquid to solid states.
DOESN’T GENERATES OUTPUT FILES
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Table C.1 continued

TTM_FDM

7+5x(N-1)

Solves TTM heat
conduction differential
equations and updates
the temperature profiles
at each simulation
timestep.

Outputs temporal and spatial evolution of
the absorbed laser pulse.
Outputs absorbed laser intensity temporal
profile in the center of the laser beam.
Outputs radial distribution for absorbed
laser intensity at the peak laser power.
Outputs in-depth absorbed laser energy
distribution in the center of the laser beam
at the peak power.
Outputs temporal and spatial evolution of
the electron temperature during the laser
pulse.

laser_depth_time.dat
laser_center_tme.dat
laser_peak_Rad.dat
laser_depth.dat

Te_during_pulses_depth.dat

Outputs electron and lattice temperatures Out_Te_Tl_2x2.dat
temporal evolution profiles at the surface
in the center of the laser beam.
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Teaching Assistant for the undergraduate course “Nuclear Materials Laboratory”.
June 2013 – May 2014
Purdue University, School of Nuclear Engineering, Center for Materials Under eXtreme
Environment (CMUXE)
Research Assistant in the project on experimental simulation of high power laser-induced transient
heat loads on ultrafine grain tungsten. Supervisor: Dr. A. Hassanein
August 2011 – June 2013
Purdue University, School of Nuclear Engineering, Radiation Surface Science and Engineering
Lab (RSSEL)
Research assistant in the project, “Directed irradiation synthesis of III-V semiconductors and
silicon” Supervisor: Dr. J. P. Allain
September 2010 – August 2011
Purdue University, School of Nuclear Engineering, Radiation Surface Science and Engineering
Lab (RSSEL)
Laboratory Assistant in the project, “Directed irradiation synthesis of III-V semiconductors and
silicon” Supervisor: Dr. J. P. Allain
Particle and Radiation Interaction of Hard and Soft Matter (PRIHSM) facility superuser and
trainer.
June 2005 – June 2009
Kazzinc Company, Ust Kamenogorsk, Kazakhstan
Principal engineer of the analytical laboratory in the subdivision of XRFS express analysis
Honors and Awards
2015 – Present

Assistantship, Purdue University

April 2016

Magoon Award for Excellence at Teaching – Purdue University

April 2014 - Present

Membership in the Alpha Nu Sigma Society, Purdue University

Fall 2011 – Spring 2014

Ross Fellowship – Purdue University Graduate Student Award
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Workshops and Trainings
Combined MeV Summer School (Oak Ridge National Laboratory) and Advanced Test Reactor
National Scientific User Facility (ATR NSUF) User’s Week (Idaho National Laboratory), June 1122, 2011
ISO/IEC 17025:2005 General requirements for the competence of testing and calibration
laboratories, Astana, Kazakhstan, June 2006
Radiation safety and protection, Solo LTD, Almaty, Kazakhstan, June 2006
Skills
Compositional analysis: AES, AAS, XRFS
Surface analysis: XPS, LEISS
RF sputtering thin film deposition with QCM controlled thickness measurement
Vacuum technology
Ion beam irradiation
Lasers
Modeling in Fortran
Languages
Russian: native language
English: fluent oral and written
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PUBLICATIONS

Journal Articles:
1. A. Suslova and A.Hassanein, “Effect of multiple ultrashort laser pulses on metal ablation rates
for efficient micromachining”, Appl.Surf.Sci., submitted Feb. 2018
2. A. Suslova, A. Elsied, and A. Hassanein, “Mechanisms of ultrashort pulse laser ablation of
metallic targets”, Laser Part. Beams, accepted Feb. 2018
3. A. Suslova and A. Hassanein, “Numerical simulation of ballistic electron dynamics and heat
transport in metallic targets exposed to ultrashort laser pulse”, J. Phys. Comm., under review
4. A. Suslova and A. Hassanein, “Simulation of femtosecond laser absorption by metallic targets
and their thermal evolution,” Laser Part. Beams, vol. 35, no. 3, pp. 415–428, 2017.
5. A. Suslova and A. Hassanein, “Femtosecond laser absorption, heat propagation, and damage
threshold analysis for Au coating on metallic substrates,” Appl. Surf. Sci., vol. 422, pp. 295–
303, 2017.
6. O. El-Atwani, A. Suslova, T.J. Novakowski, K. Hattar, M. Efe, S.S. Harilal, A. Hassanein,
“In-situ TEM/heavy ion irradiation on ultrafine-and nanocrystalline-grained tungsten: Effect
of 3 MeV Si, Cu and W ions”, Mater. Character., 99, 2015.
7. A. Suslova, O. El-Atwani, S.Harilal, and A.Hassanein, “Material ejection and surface
morphology changes during transient heat loading of tungsten as plasma-facing component in
fusion devices”, Nucl. Fusion, 55, 2015.
8. A. Suslova, O. El-Atwani, D. Sagapuram, S. Harilal, and A. Hassanein, “Recrystallization and
grain growth induced by ELMs-like transient heat loads in deformed tungsten samples”, Sci.
Rep. 4:6845, 2014.
9. K. Hattar, O. El-Atwani, M. Efe, T.J. Novakowski, A. Suslova, and J.P. Allain, “Helium
Implantation of Ultrafine Grained Tungsten within a TEM”, Mater. Res. Soc. Symp. Proc.,
Vol. 1645, 2014
10. O. El-Atwani, S. Gonderman, A. DeMasi, A. Suslova, J. Fowler, M. El-Atwani, K. Ludwig,
and J. P. Allain, “Nanopatterning of metal-coated silicon surfaces via ion beam irradiation:
Real time x-ray studies reveal the effect of silicide bonding”, J. Appl. Phys., 113, 124305,
2013

188
11. O. El-Atwani, A. Suslova, A. DeMasi, S. Gonderman, J. Fowler, M. El-Atwani, K. Ludwig,
and J. P. Allain, “Real time x-ray studies during nanostructure formation on silicon via low
energy ion beam irradiation using ultrathin iron films”, Appl. Phys. Lett., 101, 263104, 2013.
12. O. El-Atwani, J. P. Allain, and A. Suslova, “The effect of native oxide on ion-sputteringinduced nanostructure formation on GaSb surfaces”, Appl. Phys. Lett., 101, 251606, 2012.
13. J.P. Allain, O.El-Atwani, A.Suslova, J.Fowler, C.Taylor, “In-situ ion scattering surface
characterization of nanostructured materials exposed to controlled irradiation fields”,
Microscopy and Microanalysis, 18(S2), 2012.
14. O. El-Atwani, J. P. Allain, A. Cimaroli, A. Suslova, and S. Ortoleva, “The significance of in
situ conditions in the characterization of GaSb nanopatterned surfaces via ion beam
sputtering”, J. Appl. Phys. 110, 2011.
15. J.P. Allain, O.El-Atwani, A.Cimaroli, D.Rokusek, S.Ortoleva, A.Suslova, “Study of scalable
IBS

nanopatterning mechanisms for III-V semiconductors using

in-situ

surface

characterization”, MRS Online Proceeding Library, 1354, 2011.
Conference Presentations:
1. A. Suslova and A. Hassanein, “Multi-dimensional simulation package for ultrashort pulse
laser-matter interactions”, 59th Annual Meeting of the APS Division of Plasma Physics,
Milwaukee, Wisconsin, October 2017.
2. A. Suslova, O. El-Atwani, S. Harilal, A. Hassanein, “Tungsten response to transient heat loads
generated by laser pulses”, 23rd Conference on Application of Accelerators in Research and
Industry, San Antonio, Texas, 2014
3. K. Hattar, O. El-Atwani, M. Efe, T.J. Novakowski, A. Suslova, J.P. Allain, “In situ Ion
Irradiation TEM Study of Nanostructured Tungsten”, Fall MRS 2013, Boston, Massachusets,
December 2013.
4. J.P. Allain, O. El-Atwani, A. Suslova, S. Gonderman, B. Holybee , “In-situ characterization
of multi-component surface nanopatterning”, CPIASR International Collaborative Forum,
Purdue University, West Lafayette, Indiana, 2011.

