1. An overview. A complex surface is said to be elliptic if it can be mapped onto a curve in such a way that the general fiber is a curve of genus one (see Kodaira [9] and [10] ). In this paper we focus on computing the Picard number of certain surfaces of this type. Recall that the Picard number is defined to be the rank of the Neron-Severi group of the surface -that is, the group of divisors modulo algebraic equivalence-which is known to be a finitely generated abelian group.
Let E be an elliptic surface and denote by TΓ: £-^Ia projection of E onto a curve X with generic fiber 2s gen a curve of genus one over the function field K{X) of X. We shall assume that π: E -> X has a section #: X^>E,π°# = l x , that the /-invariants of the fibers are not constant, and that there are no exceptional curves of the first kind in the fibers. Let Sclbe the finite set of points at which the family E/X degeneratesthat is, where π~\s) fails to be an elliptic curve. (Note that there are no multiple fibers.) The degenerate fiber types are classified (see Kodaira [9] ) and we shall label the types following Kodaira. We denote by NS(i?) the Neron-Severi group of E and by p E its rank which is called the Picard number of E.
The group NS(£) is naturally a subgroup of H 2 (E,Z)-both are torsion free in our case (see Cox and Zucker Of course, by the Lefschetz theorem on (1, l)-classes (Griffiths and Harris [5] ), NS(£) = H\E, Z) Π H\E 9 Ώ ι E ) in H\E, C). So NS(£) is just the group of topological complex line bundles which admit an analytic structure.
In order to compute the Picard number, as we do in the examples below, it will be necessary to have a thorough understanding of the structure of the cohomology of our surfaces and an effective way of representing it.
We begin by considering the Leray spectral sequence for π: E -> X and the constant sheaf Q on E:
(1.1)
E™ = HP(X, R^Q) => H*(£,Q).
This is well-known to degenerate at E 2 . Thus we have a filtration of the rational cohomology with F* = ker(i/ 2 (£,Q) -H°(X, R 2 consisting of classes which restrict to zero on the fibers; with 
) negative definite matrix whose {i, j)-entry is {D s t D s ) the intersection number of the two divisors on E.
Proof. See Shioda [14] . D COROLLARY 
The Picard number ρ E of the surface E is given by
where r E is the rank of the group of sections of E over X. D
In the examples below we shall focus on computing r E , but as this formula shows, we can then determine p E provided we know the types of the degenerate fibers. The latter are generally easy to determine in actual practice. On the other hand, computing r E is usually very difficult. 
JdJ /dx
Second, the equation Λ depends on both the choice of model and the choice of "parameter". If, for example, we were to choose another model
then for some g e K(X)* we would have
In effect, the periods have been multiplied by g and we find that the new equation is the "twist" A g of the original-that is, the new equation has for its solutions g times those of the original equation Λ. Once the model is fixed however, the equation Λ is uniquely determined (apart from changing parameter) and we can select a basis ω l9 ω 2 for its space of solutions which precisely gives the periods of dX/Y and such that the imaginary part of the quotient is positive, Im(ω 1 /ω 2 ) > 0, on some Zariski open subset of X. Note that Λ may have singularities outside the set S which is the support of the singular fibers.
Third, the differential equation Λ determines the surface E up to generic isogeny (see Stiller [15] and [16] ). Fortunately, all the important numerical invariants (ρ E > r E , q, p g , the betti numbers) are preserved under generic isogeny, even though the fiber types may change (see Stiller [16] ). As this includes the Picard number, we might reasonably expect that ρ E can be determined from Λ. This is the motivation behind the inhomogeneous de Rham cohomology that we introduce below.
Finally we remark that the local monodromy of Λ is related to the type of fiber present at a particular point-see Kodaira [9] .
We begin with some definitions. Given the elliptic surface E over X, we choose a model for its generic fiber as in (2.1) above and denote by Λ the operator annihilating the periods of dX/Y for this model. DEFINITION 
and / is the original solution Λ/ = Z. Thus the quadratic differential
is independent of parameter-a remark that will be useful in our calculations.
In order to understand the conditions imposed by local exactness we reformulate it in terms of residues. PROPOSITION We would like to identify H^R with the relevant part of # 2 (£,C); namely the filtration quotient H\X 9 iϊV # Q. In order to do this, we offer another interpretation of H^R.
As usual let S c X denote the set of true singularities of Λ; that is, the set of singular points where the local monodromy is non-trivial. We can define a local system V A (see Deligne [2] ) on the Zariski open set X o = X -S by considering the locally constant sheaf on X o whose sections (in small open sets) are the single-valued solutions to Λ (which, as we have pointed out several times, may be meromorphic). Consider now a locally exact equation Λ/ = Z, and the composite third order equation
The residue conditions for local exactness assure us that at every point p e X o the equation A has trivial local monodromy, i.e. that all the solutions at p are single-valued. Thus we can associate to Λ a local system V~κ as we did above for Λ and it is clear that we have a canonical inclusion with cokernel the trivial local system C (essentialy CZ Proof. As above each locally exact inhomogeneous equation Λ/ = Z gives rise to an extension so that we have a map
The extension can be characterized by the monodromy of A with respect to the specific basis /, ω l9 ω 2 for any choice of particular solution /. That monodromy takes the form
where M y e SL 2 (Z) is the monodromy of Λ with respect to ω l9 ω 2 around γ and /-»/ + m y ω x + n y ω 2 around γ so that m γ , n y are the periods as before. Given a point |)Glwe can always choose a branch of / which is locally single-valued at p because we have assumed local exactness. Thus we can arrange that in a punctured neighborhood of p the monodromy will be 0 0
for a simple circuit around p. This means that our extension is locally split. Thus we have that our map goes into locally split extensions
It is obvious that an exact equation gives rise to the trivial (globally split) extension on X Q9 and conversely. Thus we have an injection
Finally any extension over X o can be given by some differential equation A, V = V~A, (see Deligne [2] ) and it is clear that by a proper choice of frame we can arrange that the solutions of A also be solutions of A. We then choose any section of V lifting IGC, view it as a solution of A via our choice of frame and apply A to it to get a Z. Moreover, if the extension was locally split it is easy to see that Λ/=Z is then locally exact. In other words, every locally split extension over X o arises from some inhomogeneous equation which is locally exact. Thus our map is surjective and
We remark that geometrically the third order equation A will be the differential equation satisfied by a normal function in suitable cases.
To complete our identification of H^R with H\ X, R ι π*C), note that on X o the group Ext^C, V A ) is isomorphic to H l (^(X 0 , x 0 ), V AfXo ) where H ι is the ordinary group cohomology and m x acts on the fiber of V A at x 0 via the monodromy. (In fact H 1 is often defined to be Ext\(A, V Xo ) where A is the group algebra/C of m x and V is viewed as an A -module in the obvious way.) In terms of cocycles: given an extension on X o or equivalently an inhomogeneous equation
where m y and n γ are the periods of /, gives rise to a cocycle in group cohomology-it satisfies the usual relation
It is easily checked that such an assignment is a coboundary, i.e.
[ As a parabolic element corresponds to a multiple of a circuit around one of our missing points, it is easy to see that in terms of extensions, we have a locally split extension and conversely. Thus corresponds to locally split extensions which is isomorphic to #D R .
• It only remains to determine the Hodge filtration on i/^R and we will be ready to do some examples. have given an interpretation of the Hodge filtration levels as spaces of Hoyt's generalized automorphic forms. Our goal is to identify these filtration levels in H^κ. As we are interested in using this information for the calculation of Picard numbers, we will only sketch the results. Further details can be found in Stiller [17] , Hoyt [7] , and Cox and Zucker [1] .
As before we fix our model (2.1) of £ gen over K(X). We denote the resulting Picard-Fuchs equation by Λ and the space of locally exact elements in K{X) by L^. Our goal is to define two divisors 21 0 < 21 on X, in terms of the local behavior of A, with the property that the (sub-) linear systems and
consist of locally exact elements which are never exact and which correspond to the levels of Hodge filtration, In order to define 21 0 and 2ί, we introduce a local normal form for a locally exact equation The possibilities for r norm and *s norm , together with the resulting fiber type (Kodaira [9] ), are given in tables below. This list can be obtained by simple calculation using the explicit form of Λ given in Stiller [15] . In addition, for p e X we define two numerical quantities, a p and b p , for later use. They depend on the local normal form of Λ at the chosen point p G X. A quantity i p is also defined and its meaning explained, but no use will be made of this particular item. It is included merely for the sake of completeness. Proof. The proof of (i) is quite easy. We consider Λ/=Z forZeL(9ί 0 ). As in the first case above, Table 1 Proof. The (2,0)-part of H\ X, R ι π*C) is readily identified with H°(E, Ω|), the space of global holomorphic two forms on E. We shall sketch here the correspondence between £(2ί 0 ) and H°(E, Ω|).
Let S a X denote the support of the singular fibers of π: E -» X. We set X o = X -S and E o = π~ι(X o ). Choose a base point x 0 e X o (which is not a cosingular point for Λ) and a basis of solutions ω l9 ω 2 to Λ/ = 0 which gives precisely the periods of dX/Y. In particular we will have Imω 1 /ω 2 > 0 on X θ9 J(ω 1 /ω 2 ) will be the functional invariant # where / is the elliptic modular function, and the monodromy representation WΊ( JC 0 , JC 0 ) -> SL 2 (Z) will be the homological invariant of Kodaira [9] . Note that ω 1? ω 2 will perhaps be meromorphic on X θ9 but that the quotient co 1 /ω 2 will be holomorphic.
We recall Kodaira's construction of E over X from [9] . First one constructs E o over X o and then compactifies.
The universal cover of X o will be the complex upper-half-plane ί) and we define an action on ί) X C by
where γeΓc PSL 2 (R) corresponds to an element of πι(X θ9 x o )' 9 n i e Z; ω(z) is the period function obtained by lifting ω(x) = ω ι (x)/ω 2 (x) to the upper-half-plane via the universal covering map ΐ), z 0 -» X θ9 x o ; and finally is the monodromy of ω v ω 2 around the path corresponding to γ. This turns out to be a group action and the quotient is easily seen to give E o over X o .
We consider now the multivalued meromorphic differential forms on forZGL(9i 0 ),
is the Wronskian. A local calculation (see the proof of Proposition 3.2) shows that this differential is actually holomorphic on X o . We pull it back to ί) and wedge with dt
to get a holomorphic two form on ί) X C which is easily seen to be invariant under the action. It therefore gives a holomorphic two form on E o . We now use Kodaira's description of the compactification, and in particular the local coordinates he gives, to check that the form extends to a holomorphic form on all of E. This requires the use of the estimates on the order of pole for Z e L(9l 0 ). (The calculations for fiber types IV*, I b9 / 6 * are carried out in Shioda [14] .) The converse is also true because any holomorphic two form on E when restricted to E o necessarily takes the form h{z)dz A dt because of invariance under elements of the form (1, n l9 n 2 ). The function One can also prove this result using Hoyt's generalized automorphic forms-see Shioda [14] , Hoyt [6] , Cox and Zucker [1] and Endo [3] for this interpretation. D
Lastly we remark that if we have a morphism of another curve X f onto X
X'
then for the elliptic surface E f induced by pulling E back via /, the resulting maps on cohomology (expressed as Ή\^) are easily determined.
[The reader should note that E r is not E X x X\ but rather it is the relatively minimal compactification of the Neron model of the generic fiber of E X x X' over Spec^(X')-Because of this, there may not in general be a regular map from E' to E over /, but there are maps induced on H^R and H 2 , as a simple Mayer-Vietoris argument shows.] We will examine this in the particular case where X r = X, / is an automorphism, and E' = E in the next section.
4, Examples.
In order to compute Picard numbers we will need to consider the effect of an automorphism of E on Hj> K . Let φ be an automorphism of the base curve X which is compatible with an automorphism Φ of E which preserves the action
Specifically, if E is given by a Weierstrass model
then g 2 , g 3 should be invariant under the action φ*:
induced by φ on the function field of X. Φ will in general identify the (good) fiber over JCGI with the (good) fiber over φ( c) e X by either the identity or by the involution Y-+ -Y. These are the only possibilities because generically there is no complex multiplication. In computing the Picard numbers in the examples below, it is immaterial whether Φ is taken to act as the identity or the involution in the fiber. We shall usually take it to be the identity. Also Φ need not be everywhere regular, but it should be regular after removing a finite number of fibers supported over a finite set S c X with the property that Φ(S) = S. In all of our examples below however, Φ is everywhere regular.
One that we shall shortly analyze is^L and it is known that E over X is then induced by pulling-back the canonical elliptic modular surface over the modular curve X M . Elements of the Galois group of X over X M will then induce the desired type of automorphism. Now because Φ: E -> E is compatible with an automorphism of the base it determines an automorphism which clearly preserves Hodge type and is defined over Q:
More simply stated, Φ* gives an automorphism of the rational cohomology H 2 (E,Q) which preserves the Hodge decomposition
2 oί H 2 (E, C). We happen to be dealing with only a particular portion of the cohomology (see the remarks preceding Proposition 1.2 above) where a similar statement holds. In the examples, we shall examine the eigenspaces (which will turn out to be one-dimensional) and the Q-irreducible subspaces for the action of Φ* on H^R and thereby determine the Picard number. The technique is best illustrated by specific examples.
Our first set of examples was originally discussed by Sasai (Sasai [12] ). In his paper he computes the global monodromy representation. The base curve X will be the sphere and we will denote the parameter by x (i.e. X is the x-sphere). A model for E over K(X) = C(x) is given by Let ζ be the primitive 12kth root of unity e ( 2πi / l2k \ One sees immediately that (1) defines an elliptic surface over X -(0, oo} whose singular fibers are of type I λ at ξ*, i = 0,..., 12 A: -1. The fibers over 0 and oo are good elliptic curves. 
Proof. Calculation (see Stiller [15] for the notation, terminology, and the formula for such equations). D This equation is regular except at: (i) 0 where Λ has exponents 3k, 9k; (ii) oo where Λ has exponents -2k, 2k; (iii) £', i = 0,..., Ylk -1, where Λ has exponents 0, 0. The elliptic surface corresponding to the model 1) has geometric genus p g = k -1, irregularity q = 0, and χ{Θ E ) = k. The monodromy representation is actually easy to compute (see Sasai [12] ). The global monodromy group turns out to be SL 2 (Z) and it follows that E gen (K(X)), the group of K( X)-rational points on the generic fiber, is torsion free. We wish to prove: THEOREM Recall that given a section of E over X or equivalently a K( X)-rational point (X(x), Y(x)) on the generic fiber of E/X, we can produce an element of K(X) via Manin's map (see Stiller [18] )
This map gives an injective homomoφhism from the group of sections (there is no torsion in this instance) to the additive group K( X) and the image lies in LJξ ara (9ί) where
(see Tables 2 and 3 and Definition 3.1 above). A typical element of L(2ί) can be written
In order for Z to be in L%*\%) c L(2ί) the residue conditions must hold at the cosingular points 0, oo. Near x = 0 this is the condition that As a result, if
we must have a 6k _ λ = 0 to assure zero residues at x = 0. A similar calculation at oo shows we must have a lk _ x = 0 to assure zero residues at x = oo. Thus a typical element of L^a( 21) c L( 9ί) is of the form
Next we determine the space of elements of the "first kind" which is L(2I 0 ) (see Definition 3.1 above). In this example we get 12k-l 2ί 0 = Σ (l)r'+(-9fc + l)0 + (-2*-3)oo.
And a typical element Z e L( 21 0 ) is of the form
that is
We can now give the proof of Theorem 4.2.
Proof. Consider the automorphism Φ: E -> E compatible with the map x -> ζx 9 in order to get a parameter invariant description).
One could trace back through our description of the parabolic cohomology class determined by a locally exact equation to see that this corresponds to the action of our automorphism on the 2,0 and 1,1 parts of E\ λ = H ι (X 9 i?V*C), but the reader can see this in a more direct fashion. Viewing things on a suitable domain (e.g. slit the plane radially from the 12A:th roots of unity to oo), consider the functions ω^ξx) and f(ζx). We have that co 1 (^; c ), u> 2 1  8  11  6  10  1  14  12   P   18  16  18  12  10  16  18  14  16  4  18  14 EXAMPLE 2. Over the x-sphere P^ we consider the elliptic surfaces E k9 k > 0, given in terms of a model for the generic fiber E^n over C(JC) by:
