Purpose: The aim of this study was to demonstrate the feasibility of building a craniofacial virtual reality model by image fusion of 3-dimensional (3D) CT models and 3dMD stereophotogrammetric facial surface. Methods: A CT scan and stereophotography were performed. The 3D CT models were reconstructed by Materialise Mimics software, and the stereophotogrammetric facial surface was reconstructed by 3dMD patient software. All 3D CT models were exported as Stereo Lithography file format, and the 3dMD model was exported as Virtual Reality Modeling Language file format. Image registration and fusion were performed in Mimics software. Genetic algorithm was used for precise image fusion alignment with minimum error. The 3D CT models and the 3dMD stereophotogrammetric facial surface were finally merged into a single file and displayed using Deep Exploration software. Errors between the CT soft tissue model and 3dMD facial surface were also analyzed. Results: Virtual model based on CT-3dMD image fusion clearly showed the photorealistic face and bone structures. Image registration errors in virtual face are mainly located in bilateral cheeks and eyeballs, and the errors are more than 1.5 mm. However, the image fusion of whole point cloud sets of CT and 3dMD is acceptable with a minimum error that is less than 1 mm.
T echnological developments have led to more and more digital 3-dimensional (3D) image fusion used in medical evaluation and treatment in the last decade, especially in orthognathic surgery. Facial soft tissue and maxillofacial bone including the dentition are the important tissue groups in orthognathic surgery. Traditional multiplayer CT scanning can be used for hard and soft tissue reconstruction, but the Digital Imaging and Communications in Medicine (DICOM) data lacks the necessary facial colored texture. 3D stereo photos can exactly render the facial soft tissue surface. 3dMDface system is one of these stereophotogrammetric systems and is designed especially for facial surface. It is reported that the data collected using this system are highly reliable and repeatable, and the technical measurement error is less than 0.05 mm. 1, 2 With the development of virtual surgery training system, surgeons and students can immerse themselves in virtual reality (VR) to simulate the orthognathic surgery. By performing the fused hard tissue and soft tissue models on the VR workbench, surgeons can evaluate their patients' bone and face visualized on the same 3D model. To improve the quality of the virtual face, it is better to superimpose a textured facial surface to replace the 3D original CT facial soft tissue.
Some techniques are used for modeling in order to achieve an ideal method to build a virtual head, which represents the model not only to have soft and hard tissue anatomy but also to have facial soft tissue texture, color, and other information. Texture mapping technique is used for the primary virtual modeling. 3Y5 Image fusion technique based on medical image data and 3D photos is the latest method for virtual modeling. And virtual reality modeling language is an open standard file format for representing 3D interactive vector graphics. Furthermore, this file format can be specified along with the surface color, which is a very important factor to improve the virtual face.
However, because the 3D photos and CT data cannot be acquired at the same time, it is necessary to perform a registration between the 2 data sets and evaluate the registration errors. Usually, there are 3 methods for the 2 data sets registration 6 : point-based registration with or without mark, surface-based registration, and voxel-based registration. Point or surface-based image registration method are widely used in craniofacial virtual reality modeling. Genetic algorithm (GA) is a search heuristic that mimics the process of natural selection which is firstly formulated by Charles Darwin. 7 Marinelli et al 8 have reported that GA can be used for automatic PET and CT image registration. It will be desirable if GA can generate solutions to optimization image registration of the CT and 3dMD models, using techniques inspired by natural evolution, such as inheritance, mutation, selection, and crossover. So this algorithm will be used as a heuristic process to decrease image registration error and calculate the minimum error in this paper.
MATERIALS AND METHODS
A 20-year-old female who was referred to our hospital for assessment and treatment of her craniofacial deformities was selected in this study.
3D CT Scan Acquisition
The CT scan parameters were set at 120 kV, 200 mAs, and 1.25-mm-thickness slices. The width and height of these slices are 512 Â 512 px, and 1 pixel size is 0.392 mm. The original data was stored on a disc with DICOM format. The data was then imported into Materialise Mimics software (version 10.01; Materialise, Leuven, Belgium) for 3D reconstruction of the hard and soft tissues. The hard and soft tissues were distinguished by adjusting the definition of the CT grayscale thresholds set. After the reconstruction and optimization of the 3D skeletal and soft tissue surface models, they were exported as Stereo Lithography (*.STL) file format. This produced skeletal and soft tissue 3D models in the same coordinate.
3dMD Stereo-Photos Acquisition
The volunteer's face was captured using 3dMDface photogrammetric system (3dMD Inc., Atlanta, GA) under clinical lighting immediately after CT scanning. Patients were asked to keep their eyes open and lips relaxed during the capture. The captured data set was saved and 3D facial surface calculated using the 3dMDpatient software (version 3.0; Atlanta, GA), which was already installed in a personal computer connected to the capture system. 3D facial surface was then saved as VMRL 2.0 (*.WRL) file format and STL (*.STL) format for the following use. The WRL file with colored texture of face was used for final virtual face display, and the STL file without any color was used for error distribution displayed from the colored map.
Image Fusion of CT-3dMD
To fuse the 3D CT facial surface and 3dMD stereophotogrammetric facial surface, the 2 sets of data were stored in STL format, which could be read and saved by many 3D modeling programs. Materialise Mimics software program was used for registration and fusion of the 2 sets of data. Since the skeletal and soft tissues generated by Mimics software program had the same coordinate system, the image registration and fusion only needed to be carried out between 3dMD facial surface and 3D CT soft tissue. Seven landmark points distributed on the face area of the human head were used for image registration: these were inner canthus right and left, outer canthus right and left, cheilion right and left, and subnasale. 3dMD facial surface was selected to register, and CT hard and soft tissue 3D models moved and transformed their original coordinate to match the 3dMD model ( Fig. 1 ). After fusion, the models were all exported as STL files.
Errors of Image Fusion
Genetic algorithm (GA) was used to decrease image fusion error and calculate the minimum error. 3dMD meshes were selected to register, so they kept their original coordinate. CT model meshes transformed their coordinate via translation and rotation with 6 degrees of freedom, and calculated a new coordinate system that matched 3dMD.
The coordinate of new CT models:
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Formulation of objective function:
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Where P j is the coordinate of new CT models, m is the amount of triangular meshes in CT models, P i is the coordinate of original CT, k is the amount of cloud point in 3dMD, and 1000 is the maximum distance of the two 3dMD and original CT images.
Parameter settings in GA: accuracy 0.001, number of chromosomes 25 + 25 + 25 + 4 + 4 + 4 = 87, population size 300, mutation probability 0.01, mating probability 0.9, and evolution generation 400.
RESULTS

Virtual Patient Fused by CT-3dMD
All STL files, together with the WRL file, were imported to Deep Exploration program software (version 6.3; Right Hemisphere, San Ramon, CA), and this software was used to merge and display the final virtual models. Skeletal structures were visualized by adjusting the transparency parameters of the facial surface (Fig. 2 ).
Image Fusion Errors
Image fusion errors of the CT and 3dMD data sets were displayed qualitatively using a colored map, and it makes the errors in 3D facial surface regions more visually oriented and easier to understand. From the colored map, image fusion errors were a little larger in lower facial third, especially in bilateral cheeks. Another region with larger errors was located in bilateral eyeballs (Fig. 3) . The errors in these regions were more than 1.5 mm. However, the fitness value-generation curve showed that the value between whole point cloud sets of CT and 3dMD facial surface remained stable at a level less than 1 mm after hundreds of generations ( Fig. 4 ).
DISCUSSION
Both CT and 3dMDface systems have their own separated coordinate system. For CT, the data acquisition procedure needs a time period of several minutes. The 3D data sets are generated for each slice and subsequently generated a new overall 3D coordinate system. 9 This kind of stitching multiple slices together works very well for data input of inanimate objects. Because of this, patients are asked to keep stable as much as they can when CT scanning is performed. For 3dMDface system, the photo captured procedure only needs 1 or 2 milliseconds. So the potential movements of facial expressions and breathing can be ignored. Given the movement factor, there are always some errors in image fusion process. The image fusion procedures consist of 3 steps 6,10Y12 : firstly, the data sets are approximately aligned with a Procrustes algorithm scaling; secondly, the data sets are precisely aligned with an iterative closest point (ICP) algorithm; finally, the data sets are registered nonrigidly for movements of the data (translation, rotation, etc.). The first step is always a manual or semiautomatic procedure, while the second step is automatic. In this paper, we used GA instead of ICP for precise alignment of models and got an error less than 1 mm between the two whole point cloud sets.
Three image fusion methods of facial textured image and radioactive image (CT or MRI) are described: (1) mapping several 2D photos onto a 3D model, 13 usually, 6 digital photographs (including frontal view, left and right lateral view, left and right three quarter angled view, and submental view) are fused into a 3D facial soft tissue reconstruction of CT or cone beam computed tomography (CBCT); (2) matching a 3D photograph with 2 X-ray films 14 (an anteroposterior cephalogram and a lateral cephalogram); and (3) matching a 3D textured surface that is generated from 3D stereophotograph or 3D surface laser scan onto a 3D CT or CBCT model. 9Y11,15,16 Nowadays, 3D stereophotogrammetric systems are widely accepted all over the world for their high fidelity and realtime image acquisition. Establishing an accurate 3D virtual human face by matching a 3D photograph with a 3D reconstruction of CT would benefit the evaluation and diagnosis of craniofacial deformities in orthognathic surgery.
Despite their similarity in appearance, some differences are evident between the 3D CT and the stereophotogrammetric facial surface. From the results of this study, there are 3 ingredients in image registration errors. The first is the difference of the head position between the CT scanning and 3dMD photo capturing. The results of this paper showed that the image fusion errors are generally located in the bilateral cheek regions and bilateral eyeballs. The errors are due to the gravity of the cheeks because there are no skeletal supports in cheek regions. The CT scan is taken in a supine position while 3dMD photos are taken in a sitting position. Based on this idea, assumption will be explored in our next study that errors in these regions may be varied as body mass index changes. So it will be more accurate if patients are captured with an all-in-one imaging technique in the future. The second reason is due to the difference in data acquisition between the CT and 3dMDface systems. The time spent on CT scanning is usually several minutes. It is impossible for ordinary patients to maintain their facial expressions or breathing movements without any changes for several minutes when CT scanning. The capture time spent on 3dMD photogrammetry is less than 2 milliseconds. There is no way to capture the patient's face simultaneously using CT and stereophotogrammetric methods in current science and technology. Meanwhile, the hairs and eyebrows are acquired by 3dMD photogrammetry but not CT scanning. The third reason is attributed to some individual factors. For instance, patients with maxillofacial soft tissue deformities or diseases, like vascular malformations, may affect their own facial profiles. Some artifacts, like ornaments, foreign body, or implantation materials, are not present in the two systems.
In this paper, we have demonstrated image fusion that integrates CT and 3D photos. This technique may have great benefits in preoperative planning and postoperative evaluation. Many commercial 3D photogrammetric systems can capture the textured face; however, only the advanced version can process DICOM data and fuse the 2 different data sets. For example, both 3dMDpatient and 3dMDvultus are the software packages of 3dMD Company, but the former lacks the DICOM process module and function. Different 3D photogrammetric systems, like 3dMD and Di3D, are not very compatible for data exchange and file read-write, unless they exported the common 3D file formats like STL or WRL and so on. Materialise Mimics and Deep Exploration softwares are widely used by many clients in engineering or medicine all over the world. What is more, 3D CT/CBCT, MRI, laser scanning, 3D photogrammetry, and even 3D ultrasound images 17 have their advantages and disadvantages respectively in different tissues. This paper provides an easily popularizing method for fusing and displaying multimodels.
As previously stated, the facial soft tissue, skull skeleton, and dentition are the trigeminal factors in orthodontic and orthognathic treatments. When integrated in digital dental casts, 18, 19 the fused models will have more potential usefulness because additional clear structures of teeth are supplied. By fusing the different data sets in one model, different tissue structures will be displayed to improve the quality of virtual head. In further study, this model will be processed and performed on the VR workbench, and used for training and simulation in virtual orthognathic surgery. 20 The ease of use of CT-3dMD image fusion allows its widespread adoption, and especially the 3D virtual head is an accurate and realistic tool for deformity diagnosis, treatment planning, therapeutic effect evaluation, and long-term follow-up.
CONCLUSIONS
This study has demonstrated the feasibility of image fusion in virtual reality modeling based on CT and 3dMD facial surface models. Image registration errors in virtual face are mainly located in bilateral cheeks and eyeballs, and the errors are more than 1.5 mm in these regions. However, the image fusion of whole point cloud sets of CT and 3dMD is acceptable with a minimum error that is less than 1 mm. Head position, data acquisition, and individual factors are the 3 factors that mostly affected image fusion errors. The ease of use and high reliability of CT-3dMD image fusion allow the 3D virtual head to be an accurate, realistic, and widespread tool, and has a great benefit to VR modeling.
