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Resumen
Los problemas de corte de piezas se presentan en diversos sectores productivos y
han sido ampliamente estudiados en la literatura. En algunos casos, son problemas
simples de especificar; pero en todos los casos son extremadamente dif´ıciles de resolver;
aqui se considera un caso de esa familia de problemas denominado el problema de
corte de piezas irregulares.
El objetivo principal de este trabajo es implementar un algoritmo que permita
resolver el problema de corte de piezas irregulares el cual consiste ba´sicamente en
minimizar el nu´mero de superficies que alojen a una determinada cantidad de piezas
irregulares en demanda, posicionar las piezas en las respectivas superficies, permitien-
do minimizar la pe´rdida de material.
La solucio´n a este problema se entrega a trave´s de un programa computacional
basado en la metaheur´ıstica GRASP y la Simulacio´n Dina´mica, donde el algoritmo
implementado selecciona las piezas irregulares a posicionar en cada superficie, para
luego aplicarles parametros f´ısicos necesarios para la simulacio´n dinamica. Una vez
que las piezas se compacten dentro de cada contenedor se tiene la configuracion final,
donde se analiza el desperdicio resultante.
Se midio´ el rendimiento del algoritmo basa´ndose en un conjunto de instancias de
prueba; los experimentos nume´ricos sobre 10 instancias nume´ricas muestran un bajo
costo computacional y un grado de eficiencia respecto a la calidad de la solucio´n en
100%.
Palabras Claves: Problema de Corte de Piezas Irregulares, Simulacio´n Dinamica,
GRASP.
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Abstract
The problems of cut of pieces appear in diverse productive sectors and widely have
been studied in Literature. In some cases, they are problems simple to specify; but in
all the cases they are extremely difficult to solve. In this work a case of that family
of problems is considered: Irregular Cutting Stock Problem.
The primary target of this work is to implement an algorithm that allows to solve
the problem of cut of irregular pieces, which consists of diminishing the number of
surfaces that lodge to a certain amount of irregular pieces in demand, to position the
pieces in the respective surfaces, being allowed to diminish the lost one of material.
The solution to this problem is given through a computer program based on
GRASP metaheuristic and the Dynamic Simulation, where the implemented algo-
rithm selects the irregular pieces to position in each surface, soon to apply necessary
physical parameters to them for the dynamic simulation. Once the pieces are com-
pacted within each container has the final configuration, where the resulting waste is
analyzed.
The performance of the algorithm was moderate being based on a set of test
instances; the numerical experiments on 10 numerical instances show to a low com-
putational cost and a degree of efficiency with respect to the quality of the solution
in 100%.
Keywords: Irregular Cutting stock problem, Dinamic Simulation, GRASP.
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Cap´ıtulo 1
Introduccio´n
Desde hace an˜os atra´s, con el surgimiento de la Inteligencia Artificial se ha inten-
tado resolver problemas de las ma´s diversas ı´ndoles; problemas de caracter´ısticas muy
elementales (fa´ciles de resolver), hasta avanzadas aplicaciones que juegan un papel
muy importante en el sector industrial y tienen la caracter´ıstica de ser duros.
Las grandes industrias han estado en continua competencia tratando de preservar
la calidad de sus productos. Debido a ello, esta´n buscando siempre tener la mejor
mano de obra calificada, as´ı como una excelente tecnolog´ıa de punta que les permita
reducir al ma´ximo la pe´rdida de materia prima en sus procesos.
El problema de cortes es un proceso clave en muchas industrias de manufactura;
por ello se sabe que si una industria es capaz de minimizar la cantidad de pe´rdida
de material que produce, existir´ıa un ahorro cuantificable en sus costos de produc-
cio´n. As´ımismo, la industria podr´ıa ser capaz de reducir su capacidad de almacenaje
genera´ndose un mayor ahorro en costos.
Es as´ı que en muchos procesos industriales, se da el problema de cortes (cutting
stock problem) (tambien llamado Trim-Loss por algunos autores) Dyckhoff [Dy90],
Gilmore-Gomory [GG65]. A lo largo de los an˜os, este problema ha incrementando
su importancia y atencio´n, ya que al resolverlo adecuadamente se minimizan costos,
pe´rdida de material, niveles de inventario final y tiempo de ma´quina. En nuestro caso,
el problema a tratar se enfocara´ a industrias en las cuales las demandas de las piezas
posean forma irregular, como son la industria de calzado, ropa, carto´n, fabricacio´n de
ma´quinas, etc.
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Es de gran importancia para este sector industrial el ahorro del material que se
utiliza para conseguir las piezas que se requieren. Hasta ahora la cantidad de pe´rdida
de material en los procesos de corte depende de la habilidad del experto humano que,
confiando en sus experiencias, determina la mejor forma de cortar el material entero
que comu´nmente suele llamarse “plancho´n”, ocurriendo siempre desperdicios. Para
dar solucio´n a este problema es preciso desarrollar una metodolog´ıa, la cual permita
ahorrar el desperdicio de material, trayendo consigo mejora de procesos y, por ende,
una disminucio´n en el costo de produccio´n.
El tipo de material a considerar es una superficie geome´trica tipo plancho´n, el
cual es una la´mina de a´rea A, que en muchos casos dependiendo del tipo de material
es rectangular de lados L y H, existiendo tambie´n planchones no rectangulares como
es el caso del cuero.
La forma de los requerimientos(piezas de corte) no siempre es regular, esto quiere
decir que existen requerimientos de formas rectangulares o poligonales; estos pueden
ser de geometr´ıa compuesta de pedazos de curvas y rectas, en general determina-
dos por molduras pre-definidas, tal es el caso de las piezas para zapatos que es casi
imposible encontrar una pieza rectangular en sus componentes.
El presente trabajo de tesis es perfectamente aplicable en la industria de nues-
tro pa´ıs, en los sectores industriales en los cuales se destaquen los rubros textiles,
madereros, etc; ayudando a la mejora de su productividad, mejorando su eficiencia y
disminuyendo el tiempo y los factores de error que puedan existir.
1.1. Motivacio´n
Es de alto intere´s para las industrias de produccio´n masiva de material el poseer
mecanismos de corte adecuados para conseguir mejoras en su productividad, lo cual
resultar´ıa en un ahorro de material y en una considerable disminucio´n en sus costos
de produccio´n. Hasta ahora muchas industrias vienen realizando esquemas de corte
de manera manual lo que les dificulta un ahorro de material al realizar este proceso
de manera emp´ırica.
Como bien es sabido, en los procesos de cortes existe una pe´rdida considerable de
materia prima. Con el presente trabajo de tesis se busca la reduccio´n del desperdi-
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cio ocasionado en los procesos de cortes irregulares en las industrias, lo que traer´ıa
consigo una reduccio´n significativa de los costos de produccio´n y el aumento de la
competitividad.
Por la naturaleza irregular de las piezas, hasta la actualidad no existe alguna
te´cnica que resuelva el problema de manera eficiente. La alternativa propuesta esta
basada en la te´cnica GRASP con simulacio´n dina´mica; donde la te´cnica GRASP
minimizara´ el nu´mero de superficies a utilizar para una determinada cantidad de
piezas en demanda y seleccionara´ las piezas en cada superficie; la simulacio´n dina´mica,
ayudara´ considerablemente para la compactacio´n de las piezas en el recipiente.
Los usuarios potenciales directos e indirectos que se beneficiar´ıan con el resultado
del presente trabajo ser´ıan:
Las industrias que usan como materia prima las planchas de cuero: fabricantes
de zapatos, bolsas, tapetes, casacas, entre otros.
Los fabricantes de art´ıculos de metal, tipo latones sin una orientacio´n de brillo
o alguna sen˜al f´ısica o de formacio´n molecular, pueden ser los usuarios de este
producto.
1.2. Propuesta de Investigacio´n
El presente trabajo de tesis tiene como objetivo formular un me´todo que reduzca
el desperdicio ocasionado en la industria de cueros por los procesos de cortes irregu-
lares en dos dimensiones; as´ı como desarrollar un software altamente eficiente para la
Gestio´n de Cortes Irregulares que permita minimizar el desperdicio ocasionado por
la gestio´n de cortes en dos dimensiones.
Para esto se desenvolvera´n me´todos metaheur´ısticos de inteligencia artificial y
algoritmos de compactacio´n de objetos irregulares por leyes de la f´ısica. Se conoce
que el problema que se esta´ tratando es de naturaleza NP-Dif´ıcil (dif´ıcil de resolver por
un algoritmo exacto), ya que computacionalmente el encontrar su solucio´n tomar´ıa
demasiado tiempo.
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Se pretende realizar un me´todo GRASP con simulacio´n dina´mica el cual se de-
sarrollara´ en dos etapas para realizar la distribucio´n de las piezas en las superficies
contenedoras:
1) Seleccio´n de las piezas que se alojaran en las superficies contenedoras con res-
pecto a los requerimientos que se demanden.
2) Se realizara´ iterativamente el proceso de compactacio´n hasta llegar a una ade-
cuada configuracio´n final [Ri01], consiguie´ndose en este momento una solucio´n de
calidad que resolvera´ el problema. Para conseguir una compactacio´n aceptable se
tendra´ que buscar una forma en la cual se muevan las piezas sin alterar el estado
local de sus posicio´nes. As´ımismo se realizara´ un ana´lisis de las areas finales luego de
la compactacion usando conceptos de geometr´ıa computacional avanzada.
Se hara´ uso de la animacio´n gra´fica para poder visualizar todo el proceso de la
solucio´n del problema, mostra´ndose visualmente desde la configuracio´n inicial de las
piezas en una superficie hasta su compactacio´n.
1.3. Contribuciones
Se espera producir un programa informa´tico eficiente y robusto que permita de-
cidir la forma como se debe cortar planchas en pedazos irregulares, minimizando el
porcentaje de desperdicios.
Se considerara´n piezas irregulares con bordes redondeados, enfoca´ndonos ma´s que
todo al sector industrial que requiere de corte de piezas irregulares.
1.4. Organizacio´n del Trabajo
El presente trabajo esta estructurado en 10 cap´ıtulos. El Cap´ıtulo 2 es dedicado a
la revisio´n en la literatura del problema de cortes irregulares, mostra´ndose las te´cnicas
que han sido estudiadas a lo largo de los an˜os para resolver este problema; as´ı como
se define el me´todo de solucio´n.
El Cap´ıtulo 3 es dedicado a la definicio´n de la arquitectura modular que seguira´ el
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me´todo propuesto para resolver el problema. En este cap´ıtulo se define el funcionamien-
to de cada mo´dulo y la comunicacio´n que se presentara entre e´stos.
En el Cap´ıtulo 4 es abordado con detalle la te´cnica GRASP con simulacio´n dina´mi-
ca a implementar. En este cap´ıtulo se muestra el algoritmo GRASP, su funcionamien-
to, se presentan detalladamente sus componentes, las partes principales de su disen˜o,
funciones y procedimientos.
El Cap´ıtulo 5 muestra en detalle el me´todo utilizado para realizar la configu-
racio´n inicial de las piezas en demanda. Son estudiados en detalle los me´todos de
posicionamiento que existen en la literatura y es propuesto el me´todo Bottom Left
para conseguir este propo´sito.
En el Cap´ıtulo 6 es tratado la generacio´n de movimiento de las piezas en la super-
ficie contenedora por medio de la simulacio´n dinamica. Es aqu´ı donde se definen los
para´metros f´ısicos de cada objeto, deteccion de interferencias durante el movimiento,
la dina´mica de colisiones basada en impulsos hasta llegar al estado de compactacio´n.
En el Cap´ıtulo 7 se realiza el ana´lisis de compactacion de las piezas. En este
cap´ıtulo se analiza el estado final de las piezas dentro de la superficie, calculando el
cerco convexo que generan para luego determinar el area de utilizacio´n.
El Cap´ıtulo 8 muestra detalladamente al descripcio´n del software y hardware
utilizado para el desarrollo del programa as´ı como una descripcio´n de sus componentes
principales.
En el Cap´ıtulo 9 se presentan las instancias de prueba por las que se ha hecho pasar
el algoritmo y los resultados nume´ricos que han sido consecuencia de las pruebas.
En el Cap´ıtulo 10 son hechas las respectivas conclusiones generales y particulares
referente a los mo´dulos del sistema as´ı como tambien son detallados los trabajos
futuros.
Cap´ıtulo 2
El Problema de Cortes Irregulares
en dos Dimensiones
Durante muchos an˜os, las grandes industrias han estado en continua competencia
tratando de preservar la calidad de sus productos. Debido a ello, esta´n buscando
siempre tener la mejor mano de obra calificada, as´ı como una excelente tecnolog´ıa de
punta que les permita reducir al ma´ximo la pe´rdida de su materia prima.
El problema de cortes es un proceso clave en muchas industrias de manufactura;
por ello, se sabe que si una industria es capaz de minimizar la cantidad de pe´rdida
de materia prima, existir´ıa un ahorro cuantificable en sus costos de produccio´n. Al
minimizar el desperdicio de materia prima, la industria incrementa sus lucros por los
productos manufacturados. Tambie´n, una forma eficiente de cortar la materia prima,
permite optimizar el tiempo de uso de las ma´quinas, de los te´cnicos y operarios
comprometidos con la industria en cuestio´n. En [DD95] podemos encontrar algunos
enfoques del problema de corte desde varias a´reas de aplicacio´n.
Se entiende que un producto manufacturado es compuesto de piezas menores que
pueden ser de diferentes materias, formas, categorias y estilos de textura. Por ejem-
plo, un calzado puede ser confeccionado por piezas de cuero, piezas de badana, etc. de
formas variadas y de diferentes espesuras. Algunas piezas tendra´n direcciones de tex-
turas establecidas. En general, cada pieza de un producto manufacturado puede ser
cortada de la pieza mayor con ciertas restricciones. Pero tambie´n existen productos
que no exigen restricciones de orientacio´n espec´ıficas, caso de latones, vidrios, cueros
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En el intento de resolver las diferentes variantes del problema de cortes se han
realizado muchas investigaciones que han dado eficientes resultados, entre ellas tene-
mos estudios en Programacio´n Lineal [GG65], [GG66], [PGD95], enfoques basados en
Heur´ısticas [MR02], Metaheur´ısticas [LMP+92], [TCL02], etc.
La cantidad de problemas de cortes y empaquetamiento es tan variada que cons-
tituye un a´rea dentro de los problemas de produccio´n [DF92]. Hinxman [Hi80] y
Dyckhoff [Dy90] muestran revisiones de estudios realizados, as´ı como clasificaciones
de la diversidad de problemas que se presentan. En [DKAG 85] se presenta una clasi-
ficacio´n de los problemas de acuerdo a sus caracter´ısticas ma´s importantes.
El problema de cortes en dos dimensiones (2D), donde las piezas requeridas se
cortan a partir de un plancho´n o la´mina de materia prima, ha sido categorizado,
dependiendo de la forma de las piezas a cortar, en dos tipos: regulares e irregulares. Los
cortes regulares son enfocados, generalmente, a obtener cortes de piezas rectangulares;
mientras que los cortes irregulares manipulan piezas no rectangulares. Los cortes
regulares, que dependiendo de la forma de corte, presentan dos variantes: guillotinables
y no guillotinables.
El problema de cortes regulares guillotinables consiste en determinar la secuencia
de cortes de guillotina sobre una superficie rectangular en stock y sus recta´ngulos
resultantes con el objetivo de maximizar la cantidad total de recta´ngulos producidos
[Vi89]. Cada corte es realizado en forma perpendicular entre dos lados paralelos de
una superficie. De este modo, cada corte en un recta´ngulo lo separa en otros dos
menores, tal como mostrado por la Figura 2.1(a).
El problema de cortes no guillotinables se caracteriza por no ser corte necesaria-
mente del tipo lineal, no se puede separar un rectangulo en dos partes efectuando un
corte de guillotina. El corte no se realiza de extremo a extremo, sino puede realizarse
de cualquier forma, tal como mostrado por la Figura 2.1(b). En [BMA02] se muestra
en detalle la formulacio´n de este tipo de problema.
Existen muchas estrategias para resolver el problema de cortes regulares. Para
cortes tipo Gillotinable se han realizado estudios proponiendo me´todos exactos y
heur´ısticos; destacan los trabajos de trabajos de Wang [Wa83], Oliveira y Ferreira
[OF90], Parada et al. [PGD95] [PMG95]. El caso no guillotinable tambie´n ha sido
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Figura 2.1: Plantillas de cortes regulares: (a) Ortogonal guillotinable; (b) No ortogo-
nal.
ampliamente estudiado, tal como se puede apreciar en los trabajos de Bengtsson
[Be82], Biro´ y Boros [BB84], Beasley [Be85], Daniels y Ghandforoush [DG90].
El problema de corte de piezas regulares se encuentra presente en sectores pro-
ductivos que manipulan vidrios, maderas, cartones, la´minas meta´licas, etc. Por ejem-
plo, existen trabajos realizados en resolver el problema de cortes en madera [Ga96],
[VM92], [MG97], en papel [WIH95], [HEIS96], vidrios [DG76], [Fa83], [Ma79], entre
otros.
Pero no toda industria usa piezas regulares en sus manufacturas, existen una in-
finidad de industrias que producen sus productos con piezas irregulares. Refirie´ndonos
a la geometr´ıa de los cortes, podemos encontrar productos como plantillas para zapa-
tos, acabados de muebles, derivados de aluminio, etc. Es as´ı como surge la necesidad
de estudiar este tipo de problemas. El problema se caracteriza porque la naturaleza
de las piezas a cortar es de cualquier forma geome´trica, y se encuentra presente en
sectores productivos tales como, confecciones de ropa, art´ıculos de cuero, calzados,
construccio´n de nav´ıos, etc. La Figura 2.2 muestra un ejemplo de casos de cortes
irregulares en la industria de confecciones de ropa, mientras la Figura 2.3 muestra un
caso t´ıpico de piezas de cortes irregulares en la industria de calzados.
Figura 2.2: Plantilla de corte de piezas en la industria confeccio´n de ropas.
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En el caso de la industria de confecciones de ropa, como la de cuero, se deben
configurar encajes a partir de los moldes de las piezas a cortar. Una vez configurado
estos, se procede a cortar tantas piezas de tela como sea necesario para abastecer
un determinado requerimiento. Las pe´rdidas de material no tienen, generalmente,
un valor de recuperacio´n significativo para estas empresas, por lo cual no existen
mecanismos adecuados para su control.
El me´todo de resolucio´n de problema de cortes ofrece un padro´n de corte con las
medidas, generalmente en escalas, capturadas de las piezas demandadas, nu´mero de
cada pieza demandada, y las dimensiones del material disponible a cortarse. Una vez
obtenido el padro´n de corte, el operario especializado en cortes dispone el material,
marca siguiendo las indicaciones del patro´n, y ejecuta el corte. En industrias auto-
matizadas, es posible con un brazo de robot haga el papel del operario siguiendo el
padro´n de corte generado por el resolvedor del problema de corte.
En este trabajo presentamos un modelamiento del problema de cortes irregulares,
trabajos existentes que tentan resolver el problema, sus principales variantes y apli-
caciones en la industria. Para esto, organizamos el cap´ıtulo de la siguiente manera: en
la Seccio´n 1 abordamos definiciones y trabajos relacionados con el problema de cortes
irregulares, en la Seccio´n 2 mostramos algunos modelos matema´ticos que envuelven
cortes irregulares, en la Seccio´n 3 revisamos metodolog´ıas que han sido aplicadas, en
la Seccio´n 4 resumimos algunos aplicativos existentes en la industria, y, por u´ltimo,
en la Seccio´n 5 proponemos un modelo para el problema.
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2.1. El Problema de Corte de piezas Irregulares
Tambie´n conocido en la literatura como Nesting Problem, consiste obtener un
padro´n de corte de un conjunto dado de piezas con irregular forma (t´ıpicamente no
convexas) a partir de una la´mina, que puede ser tambie´n de naturaleza irregular,
mayor. Esas piezas generalmente son determinadas por molduras pre-definidas; tal
es el caso de las piezas para zapatos, que es casi imposible encontrar una pieza rec-
tangular en sus componentes, y la forma de corte es de estilo manzanito, o sea, no
guillotinable.
Los trabajos encontrados, con resolucio´n de cortes irregulares, se encuentran en
textiles [Fa88], Tapetes [Li77], lona [Fa90], entre otros. En la industria de ropa se
destacan los trabajos experimentales de Milenkovic et al. [MDL92] y Li y Milenkovic
[LM93], sugiriendo rutinas de mejora en los procesos para producir soluciones manua-
les, los cuales se consideraban que eran mas eficientes que las soluciones generadas
por un computador de u´ltima generacio´n. Los estudios de Albano [AL77] y Albano
y Sappupo [AS80] describen algoritmos que transforman el problema en encaje de
piezas irregulares representados como poligonales. Realmente, todos los trabajos en-
contrados para problemas de de cortes irregulares se apoyan en objetos de geometria
poligonal, que se considera una aproximacio´n bastante eficiente de los objetos irregu-
lares.
2.1.1. Objetos de geometr´ıa irregular
Se entiende por objeto de geometr´ıa irregular a todo objeto de contorno asime´trico
que puede o no tener concavidades. Su geometr´ıa puede ser compuesta de pedazos de
curvas, segmentos de rectas y puntos.
Segu´n Rivera [Ri01], podemos definir un objeto de geometr´ıa irregular a trave´s de
la unio´n de segmentos de curvas, de taman˜os variados, descritos por la interpolacio´n
de un conjunto de puntos C = {c1, c2, ..., cn} distribuidos en las proximidades del
contorno del objeto deseado. Cada segmento de curva sera´ obtenido por la interpo-
lapolacio´n de un subconjunto de puntos adjacentes.
Existen varios me´todos de interpolacio´n de puntos en el plano, cada una con
sus ventajas y sus complejidades y con caracter´ısticas propias para cada aplicacio´n.
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Para el propo´sito de nuestro trabajo, usaremos interpolacio´n basado en curvas B-
splines cu´bicas perio´dicas cerradas, en su versio´n parametrizada [RA90]. En este tipo
de curvas, los puntos C que se interpolan para generar los segmentos de curva son
llamados “puntos de control”. En el caso de B-splines cu´bicas, cada cuatro puntos
de control adyacentes definen un segmento de curva atrave´s de la interpolacio´n con
coeficientes generados por cuatro funciones cu´bicas llamadas bases, tal como muestra
la Figura 2.4 (que son simplemente una desplazada respecto a la otra) donde N41 , N
4
2 ,
N43 y N
4
4 son las bases en un dominio unita´rio. La fo´rmula parametrizada en notacio´n
matricial, por ejemplo, para el segmento de curva Sk, esta´ dada por
Bk(t) =
1
6
[t3 t2 t 1]

−1 3 −3 1
3 −6 3 0
−3 0 3 0
1 4 1 0
 . (2.1)
Siendo de esta forma, el segmento de curva Sk definido por
Sk(t) = Bk(t)Ck, para 0 ≤ t ≤ 1, (2.2)
donde Ck es un vector de cuatro puntos de control adyacentes de C.
Figura 2.4: Segmento de funciones-base B-splines cu´bica perio´dicas en un intervalo
unitario.
El objeto deseado sera´ definido por la unio´n de esos segmentos de curva. Esto es,
S =
n⋃
k=1
Sk. (2.3)
Ma´s detalle sobre la determinacio´n de un objeto se puede encontrar en [Ri01] y [RA90].
La Figura 2.5 ilustra un objeto con sus respectivos puntos de control. La forma de
distribucio´n de esos puntos de control definen contornos irregulares, por ejemplo, el
posicionamiento bastante pro´ximo de algunos puntos de control definen segmentos que
presentan terminaciones con tendencias a puntas agudas; puntos de control colineales
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definen segmentos con tendencias a segmentos de rectas, etc. Entonces, cualquier tipo
de pieza de corte irregular, en este caso, podra´ ser representada por una distribucio´n
apropiada de puntos de control.
Figura 2.5: Objeto Irregular compuesto por puntos de control.
2.1.2. Patro´n de corte irregular
Antes de iniciarse el procedimiento de corte de la plantilla con las piezas requeri-
das, lo lo´gico es que se tenga un patro´n de corte para que las piezas requeridas sean
debidamente marcadas en la plantilla, de forma que los pedazos intermediarios, que
posiblemente sera´n los desperdicios, sean mı´nimas. En el caso de cortes regulares,
donde el predominio es rectangularidad de las piezas e inclusive la forma de la plan-
tilla, son combinados en funcio´n de sus ve´rtices y aristas, uno al lado de otro, cuidando
que que no existe la interseccio´n entre las piezas. Algunos trabajos de piezas irregu-
lares aproximados a pol´ıgonos, donde se tenga como elementos para la combinacio´n
ve´rtices y aristas, son inspirados en me´todos de resolucio´n de corte regular, pero con
enfoques diferentes que las rectangulares. Siendo as´ı, au´n se observa deficiencia en
este tipo de problemas.
La idea en los cortes irregulares, se reduce a generacio´n de un patro´n de corte el
cual presente una distribucio´n eficiente de las piezas irregulares no poligonales en una
plantilla que tambie´n puede ser irregular. Se busca que no exista interseccio´n entre
las piezas distribuidas en la plantilla y que la configuracio´n final tenga una apariencia
compactada; de esta forma se pretende reducir los pedazos intermediarios. La Figura
2.6 ilustra un ejemplo de un proceso de compactacio´n para cortes.
La combinacio´n de los objetos con las caracter´ısticas definidas como irregular,
usando me´todos de cortes regulares o los irregulares de constitucio´n poligonal, es
sumamente pesada, cuya solucio´n exacta, au´n con los computadores actualmente
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Figura 2.6: Un ejemplo de compactacio´n de objetos en un sector de una plantilla.
avanzados, es pra´cticamente imposible de obtenerse en tiempo prudencial. En este
sentido, se vale de me´todos heur´ısticos y otros me´todos para determinar un padro´n
de corte considerablemente bueno, del punto de vista de reducir los desperdicios.
2.2. Metodolog´ıas
Para resolver problemas de optimizacio´n discreta hay diversas metodolog´ıas que
podemos encontrar en la literatura. Existen me´todos exactos los cuales garantizan
encontrar la solucio´n o´ptima a un problema, pero el inconveniente en usarlos es la
complejidad computacional, la cual con frecuencia toma mucho tiempo en la resolu-
cio´n de problemas de porte ya que requieren realizar una bu´squeda exhaustiva en todo
el espacio de bu´squeda. Frente a este problema surgieron los me´todos heur´ısticos los
cuales raramente encuentran la solucio´n o´ptima, pero usualmente generan soluciones
aceptables en un tiempo corto al tratar problemas de gran porte.
Tenemos tambie´n me´todos metaheur´ısticos los cuales han demostrado ser en la
mayor´ıa de los casos ma´s eficientes en encontrar una solucio´n aproximada al pro-
blema. A continuacio´n, detallaremos algunas metodolog´ıas enfocadas a dar solucio´n
al problema de cortes irregulares. Algunas de ellas estan basadas en dar solucio´n al
problema de cortes regulares las cuales servira´n como base para ana´lisis.
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2.2.1. Me´todos Exactos
Los me´todos exactos presentados a continuacio´n estan basados en dar solucio´n al
problema de cortes regulares de constitucio´n rectangular.
Gilmore and Gomory [GG65] extendieron su trabajo de cortes unidimensionales al
caso de cortes regulares en dos dimensiones, proponiendo un esquema de generacio´n
de columnas en el cual se produc´ıa una nueva columna cada vez que se realizaba una
iteracio´n, resolviendo de esta manera una generalizacio´n del problema de Knapsack, en
el cual nuevos patrones de corte eran generados. El me´todo planteado por ellos no era
recomendable cuando las instancias de prueba eran de gran porte, ya que el proceso
de solucio´n pod´ıa resultar extremadamente largo. Esto lo sen˜alaron Riehme et al.
[RST96] en su estudio. Ellos propusieron un me´todo en el cual trataron el problema
de cortes guillotina de dos periodos considerando un nu´mero variado de piezas en
demanda. En 1966 Gilmore and Gomory [GG66] presentaron un me´todo basado en
programacio´n dina´mica para resolver tanto el problema de cortes guillotina como el
no guillotina. Este me´todo presentaba algunos errores para el caso no guillotinado.
Beasley [Be85] fue el primero en proponer un algoritmo exacto para resolver el
problema de cortes no guillotina; este fue basado en el algoritmo de Branch and Bound
donde el l´ımite superior fue derivado de la relajacio´n Lagraniana de la formulacio´n
del problema en programacio´n entera. Fue usada la optimizacio´n subgradiente para
optimizar el valor de la cota superior. Los resultados computacionales indicaron que
el algoritmo propuesto era capaz de resolver moderadamente problemas de un taman˜o
significativo. Hadjiconstantinou y Christofides [HC95] desarrollaron tambie´n un algo-
ritmo exacto para resolver el problema de cortes no guillotina basado en Branch and
Bound; los resultados computacionales demostraron que su algoritmo era competitivo
con el me´todo propuesto por Beasley [Be85]. Fekete y Schepers [FS97a] [FS97b] pre-
sentaron un a´rbol de bu´squeda de dos niveles para el problema de cortes no guillotina,
el cual combina el uso de una especial estructura de datos para una caracterizacio´n
posible de empaquetamientos con una nueva clase de l´ımites superiores basados en
una escala conservativa. El resultado computacional de este me´todo demostro´ supe-
rioridad ante los me´todos propuestos por Beasley [Be85] y por Hadjiconstantinou y
Christofides [HC95].
Entre otros estudios, usando l´ımites superiores para resolver el problema de cortes
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no guillotina, tenemos los trabajos de Tsai et al. [TMM88], Scheithauer [Sc99] y Ama-
ral & Letchford [AL01]. La mayor´ıa de estos trabajos involucra la solucio´n mediante el
me´todo de generacio´n de columnas, as´ı como la solucion por el me´todo de knapssack.
Cabe resaltar que estos me´todos han servido de base para algunos me´todos que
solucionan el problema de cortes irregulares de constitucio´n poligonal.
2.2.2. Me´todos Heur´ısticos y Meta-Heur´ısticos
Los problemas de corte de piezas pertenecen a la clase de problemas para la
cual ningu´n algoritmo polinomial ha sido encontrado, siendo estos problemas de la
clase “NP-Dif´ıcil”. Esto significa que los tiempos computacionales involucrados en la
obtencio´n de las soluciones o´ptimas son demasiado altos y con la tecnolog´ıa actual
no se puede contar con resultados pra´cticos. Es en estos casos, donde los me´todos
aproximados juegan un papel de gran importancia, siendo bien justificado el desarrollo
de heur´ısticas para su resolucio´n.
Los me´todos heur´ısticos han sido ampliamente explorados en la resolucio´n del
problema de cortes regulares; entre e´stos destacan las te´cnicas de Simulating An-
nealing [OF93], [Fa99], Grafos AND/OR [MAA92], [PGD95], Tabu Search [LMV99],
Algoritmos gene´ticos [KSV91], [Kr95], [Sm85], Algoritmos h´ıbridos [Ja96], Algoritmo
Golosos FFD y BFD [MD02], entre otras. Entretanto, muchos de estos me´todos usan
directa o indirectamente el proceso de construccio´n de patrones propuestos por Wang
[Wa83].
Algunos de esos me´todos han servido de base para los futuros trabajos de reposi-
cionamiento de piezas irregulares de constitucio´n poligonal, los cuales presentaremos
a continuacio´n.
Te´cnicas para resolver el Problema de Cortes Irregulares
En [SBM+97] encontramos una propuesta para la resolucio´n del problema de
cortes irregulares no convexos tratando piezas de forma poligonal mediante un algorit-
mo gene´tico. Para la implementacio´n del algoritmo consideraron colecciones de plan-
tillas de corte potenciales como individuos que conformaban la generacio´n y la funcio´n
objetivo que encontraron era la suma de las a´reas de las piezas posicionadas comple-
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tamente en la superficie con respecto al a´rea total utilizada. El algoritmo mostro´ una
eficiencia entre 65-75% cuando se trataba de piezas de cara´cter irregular.
Tay et al. [TCL02] presentaron un me´todo basado en algoritmos gene´ticos para
la resolucio´n del problema de cortes irregulares considerando piezas de forma poligo-
nal. El me´todo consist´ıa en el posicionamiento secuencial de las piezas en demanda
ayuda´ndose de un algoritmo gene´tico el cual encontraba la mejor posicio´n para ubicar
cada pieza a lo largo de los l´ımites de la superficie. El algoritmo propuesto permite
posicionar cualquier tipo de pieza en una superficie con el criterio de que la pieza
posicionada toque uno de los l´ımites de la superficie. A las piezas se les permit´ıa
movimientos de rotacio´n dentro de la superficie para encontrar su mejor ubicacio´n la
cual era la funcio´n de fitness del algoritmo gene´tico; una vez conseguida la posicio´n,
el a´rea de la superficie involucrada era disminuida en el a´rea de la pieza que se esta
tratando.
Ismael y Hon [IH92] y Jane et al. [JFR92] abordaron el problema de cortes irre-
gulares poligonales usando algoritmo gene´tico y simulated annealing. Ismael y Hon
consideran tan solo piezas de naturaleza lateralmente sime´trica y un ma´ximo de 180
grados de rotacio´n para el criterio de posicionamiento de las piezas. El algoritmo que
proponen presenta desventaja cuando se enfrenta a piezas que no son de naturaleza
lateralmente sime´trica. Jane et al. presentan un algoritmo para posicionar diferentes
formas de piezas dentro de una superficie, las formas pod´ıan ubicarse en cualquier
posicio´n. Ellos en su estudio asumen que la posicio´n del punto de referencia sobre la
primera pieza posicionada es fijo; para posicionar las siguientes piezas se necesita el
a´ngulo de orientacio´n de la primera pieza, las coordenadas de posicionamiento y ori-
entacio´n de las otras piezas y su desplazamiento dentro de la superficie. Como funcio´n
de fitness, para cada pieza posicionada se mide la utilizacio´n del a´rea, as´ı como la pe-
nalidad (costo al superponer una pieza sobre otra al momento de el posicionamiento)
si es que se traslapa.
Oliveria y Ferreira [OF93] abordaron el problema de cortes irregulares de forma
poligonal. Fijaron el taman˜o de una la´mina en stock y usaron la te´cnica de Simulated
Annealing para intentar minimizar la longitud. Para la definicio´n del conjunto de
posibles soluciones permitieron que las piezas se pudieran traslapar. El costo de su
funcio´n objetivo es una combinacio´n lineal de la longitud requerida y un te´rmino de
penalidad para una aproximacio´n a la cantidad mı´nima de traslapacio´n permitida.
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Dowsland y Dowsland [DD93] usaron una formulacio´n similar al problema de Oliveria
y Ferreria, pero tambie´n fijaron la longitud de la la´mina en stock, por lo cual el u´nico
costo involucrado era la penalidad por traslapacio´n. Una vez que una posible solucio´n
es encontrada, la longitud de la la´mina es reducida y luego se intenta el encajamiento
de la plantilla de corte dentro de la nueva longitud.
Blazewicz et al. [BHW93] sugirio´ un algoritmo de Tabu Search en el cual no se
permite traslapacio´n de piezas en las plantillas de corte. Las solucio´nes son obtenidas
moviendo las piezas hacia una nueva posicio´n buscando siempre un mejor movimiento
en vez de coger una pieza aleatoria para posicionar. Este enfoque es superior que
algunos me´todos esta´ndar de posicionamiento como el de Albano y Suppopo [AS80],
pero algunas veces presenta desventajas, ya que pierde solucio´nes obvias, las cuales
s´ı son encontradas por otros me´todos.
Milenkovic [Mi88] usa la simulacio´n f´ısica basada en posicionamiento compactar
objetos de forma poligonal representando cortes de ropa, obteniendo resultados rela-
tivamente buenos.
Dowsland y Dowsland [DD02] propusieron una ra´pida y eficiente implementacio´n
de un algoritmo de posicionamiento Bottom-Left para el empacamiento de pol´ıgonos.
El algoritmo permite ir posicionando piezas en una superficie temporal con lo cual
garantiza llenar espacios vac´ıos al momento de ir consiguiendo soluciones, permitiendo
tener un conjunto infinito de soluciones para obtener el posicionamiento adecuado de
cada una de las piezas a colocar. Su propuesta muestra alta confiabilidad en el manejo
de posicionamiento de piezas poligonales, con lo cual se puede extender este estudio
hacia algoritmos ma´s avanzados que proveen criterios de seleccio´n de piezas.
Bennell et al. [BDD01] proponen una te´cnica denominada “NoFit Polygon”, la
cual es una poderosa herramienta que trata la geometr´ıa de piezas irregulares de con-
stitucio´n poligonal para construir un algoritmo que resuelva el problema de cortes
irregulares. El NoFit Polygon es obtenido a partir de dos pol´ıgonos, calcula´ndose el
ma´s pequen˜o l´ımite convexo para estos dos pol´ıgonos; este proceso se repite para
todos los pol´ıgonos a tratar. Para no caer en un cuello de botella, proponen la im-
plementacio´n de una cache, la cual guarda la informacio´n de evaluaciones previas de
soluciones que ya han sido evaluadas. En su propuesta demostraron que aumentan-
do el taman˜o de la cache la velocidad de procesamiento de soluciones del algoritmo
se incrementa considerablemente. Gomes y Oliveira [GO01] desarrollaron un algorit-
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mo GRASP para resolver el problema de cortes irregulares considerando piezas de
naturaleza poligonal y una superficie contenedora de naturaleza rectangular (ancho
fijo e infinito largo). El objetivo del algoritmo era la minimizacio´n de la longitud de
la superficie, buscando una secuencia de piezas para un adecuado posicionamiento.
Para conseguir ello utilizaron una heur´ıstica de posicionamiento “Bottom-Left”para
la generacio´n de los patrones de corte.
Kim and Pellacini [KP02] introducen una te´cnica llamada Jigsaw image Mosaics
para la construccio´n de ima´genes finales a partir de formas arbitrarias. Teniendo
en cuenta que tanto el contenedor como las figuras son de forma arbitraria, se desea
llenar el contenedor hasta llegar a su compactacio´n deformando ligeramente las piezas
para un mayor efecto visual. Introducen un framework basado en criterios de energ´ıa
donde la construccio´n de un mosaico es definido en te´rminos de energ´ıa, permitiendo
la creacio´n de varios mosaicos con tan solo cambiar la funcio´n de energ´ıa. El algo-
ritmo propuesto dio buenos resultados en la construccio´n de mosaicos, con lo cual
se puede extender a atacar problemas de empacamiento de objetos usando te´cnicas
ma´s avanzadas como Simulated Annealing gracias a la funcio´n de energ´ıa con la cual
trabaja el algoritmo.
2.2.3. Comparacio´n de los me´todos de solucio´n
Comparar los me´todos de solucio´n que hemos tratado anteriormente resulta dif´ıcil
en un sentido cuantitativo. Los tipos de problemas estudiados difieren uno del otro
no habiendo a primera vista comparacio´n relevante acerca de los me´todos que se han
aplicado. Tambie´n tenemos que tomar en cuenta que los me´todos han sido aplicados en
diferentes ambientes, significando esto que los tiempos de CPU tomados para obtener
las soluciones no pueden ser comparados. Sin embargo, las comparaciones han sido
realizadas tomando en cuenta diferentes subconjuntos de me´todos de solucio´n. En la
Tabla 2.1 son presentadas las comparaciones entre los me´todos de solucio´n.
Tabu Search parece producir soluciones ma´s exactas para el problema, pero con-
verge ma´s lento. Tomando en cuenta los resultados obtenidos por los me´todos es-
tudiados, estos pueden ser bien considerados como Ant Colonization, Programacio´n
Evolutiva y Algoritmos Gene´ticos de acuerdo al grado de exactitud en brindar la
solucio´n; as´ı como de acuerdo a la velocidad de convergencia [DL02]. Si la veloci-
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dad de convergencia es considerada ma´s importante que la exactitud de la solucio´n,
las heur´ısticas y metaheur´ısticas pueden ser mejores alternativas. El mayor inconve-
niente de los me´todos heur´ısticos es que pueden caer atrapados en un o´ptimo local.
Los me´todos metaheur´ısticos pueden evitar caer en esto, escogiendo soluciones candi-
datas fuera del espacio de bu´squeda local. En los me´todos metaheur´ısticos, el proceso
de solucio´n es con frecuencia guiado por alguna heur´ıstica de bajo nivel como lo vimos
anteriormente, formando me´todos h´ıbridos.
Los me´todos algor´ıtmicos solo proveen el o´ptimo global para el problema. Sin
embargo el costo de exactitud debe ser pagado por el lento tiempo de convergencia.
Me´todos existentes
Me´todo Ventajas Desventajas
Programacio´n Lineal
Muy eficiente cuando el
taman˜o del problema es
moderado, las reglas para
los patrones son seteadas
fa´cilmente.
Tiempo computacional cos-
toso cuando se enfrenta a re-
solver patrones de corte de
gran porte.
Tabu Search
Produce altas soluciones de
calidad en comparacio´n al
GRASP.
Converge ma´s lento que el
GRASP.
GRASP
Muy ra´pido en comparacio´n
a Tabu Search. Produce solu-
ciones fiables.
Produce menos soluciones ex-
actas que Tabu Search.
Programacio´n evolutiva
Simple, ra´pido y ma´s exacto
que un algoritmo gene´tico.
Pierde exactitud cuando se
enfrenta a problemas grandes.
Algoritmo Gene´tico
Relativamente simple para
implementacio´n.
Ma´s lento en convergencia que
la Programacio´n evolutiva.
Simulated Annealing
Produce soluciones de calidad
en comparacio´n al GRASP.
Converge ma´s lento que Tabu
Search o GRASP.
Cuadro 2.1: Tabla comparativa de los me´todos existentes para resolver el problema
de cortes
2.3. Aplicativos Existentes
Un nu´mero considerable de aplicaciones han sido desarrolladas para brindar asis-
tencia a la creacio´n de patrones de cortes adecuados dando solucio´n al problema de
cortes y empacamiento, considerando objetos de diversos materiales. En la Tabla 2.2
se muestran aplicaciones comerciales que dan solucio´n en cierta medida al problema.
Muchos de estos aplicativos esta´n disponibles en versiones demo, por lo cual resulta
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dificultoso obtener informacio´n acerca de los me´todos de solucio´n aplicados. A con-
tinuacio´n procederemos a explicar algunos aplicativos de los cuales hemos encontrado
informacio´n acerca del me´todo de solucio´n en la cual han sido implementados.
2NA es desarrollado por Boeing, ellos utilizan para su solucio´n me´todos aplicados
a cortes rectangulares, el aplicativo es ra´pido para el problema de empacamiento
de stencil por el cual fue hecho, pero puede ser extendido hacia otros materiales.
AutoNester esta´ basado en el trabajo realizado por Heistermann and Lengauer [HL95].
Presenta dos librer´ıas AutoNester-T (resuelve el problema de cortes irregulares en la
industria textil) y AutoNester-L (resuelve el problema de cortes irregulares en la
industria de cuero) las cuales presentan dos me´todos de solucio´n. AutoNester-T se
encuentra basado en Simulated Annealig el cual da velocidad y calidad para conseguir
las soluciones.
Aplicativos
Nombre Homepage
2NA http://www.boeing.com/phantom/2NA/
AutoNester http://www.gmd.de/SCAI/opt/products/index.html
NESTER http://www.nestersoftware.com/
Nestlib http://www.geometricsoftware.com/geometry ct nestlib.htm
OPTIMIZER http://www.samtecsoft.com/anymain.htm
PLUS2D http://www.nirvanatec.com/nesting software.html
MOST 2D http://www.most2d.com/main.htm
Pronest/Turbonest http://www.mtc-limited.com/products.html
SigmaNEST http://www.sigmanest.com/
SS-Nest/QuickNest http://www.striker-systems.com/ssnest/proddesc.htm
Cuadro 2.2: Aplicativos existentes para resolver el problema de cortes.
2.4. Modelo del Problema
Como se menciono´ anteriormente, el problema de cortes irregulares que estamos
analizando esta definido por objetos de forma irregular, cuyos contornos esta´n con-
stituidos por segmentos de curvas B-splines cerrados, presentando a´reas calculables
usando me´todos nume´ricos relativamente simples. As´ı mismo, la superficie a ser cor-
tada sera´ definida de la misma forma, la cual suele de geometria irregular, por ejemplo
un plancho´n de cuero.
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Para el entendimiento del modelo que presentaremos a continuacio´n llamamos
“superficie contenedora” a la representacio´n de la plancha a ser cortada, as´ı como
las piezas a cortar sera´n los objetos de geometr´ıa irregular, los cuales presentan una
cantidad determinada de demandas de corte.
Son dos objetivos los que perseguimos con la formulacio´n del presente modelo. El
primero se refiere a conseguir que la distribucio´n de las piezas en demanda en una
superficie contenedora ocupe menor area posible, y el segundo esta´ referido al uso del
menor nu´mero de superficies contenedoras para las piezas en demanda.
Consideremos m piezas definidas por segmentos de curvas B-splines cu´bicas. Se
parte teniendo un conjunto de piezas en demanda pj ∈ P , las cuales poseen un
a´rea Areapj para j = {1, ..,m}. Estas piezas deben ser distribuidas en una superficie
contenedora Y de a´rea Area(Y ).
A continuacio´n procedemos a identificar las partes del modelo a realizar.
Criterio: Minimizar el nu´mero de contenedores
Variables de Decisio´n:
Yi =
 1 si se usa la superficie i0 en caso contrario.
Xij =
 1 si la pieza j es seleccionada en la superficie i0 en caso contrario.
Funcio´n Objetivo:
∑n
i=1 Yi
Restriccio´n:
(a) Capacidad: la suma de las areas pj de solo aquellas piezas Xij que ocupan
el contendor Yi debe ser menor que el area de del contenedor Yi,
n∑
j=1
XijArea(pj) ≤ Area(Y )Yi, ∀i ∈ {1, .., n}
(b) Unicidad: un requerimiento Xij solo puede ser posicionado una sola vez
en una superficie contenedora Yi,
n∑
i=1
Xij = 1, ∀j ∈ {1, .., n}
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(c) Exclusio´n: la pieza pr no puede intersectar a la pieza ps
pr ∩ ps = ∅, ∀r 6= s, 1 ≤ r, s ≤ n
El modelo queda de la siguiente manera:
Minimizar
∑n
i=1 Yi
s.a (a) Capacidad∑n
j=1XijArea(pj) ≤ Area(Y )Yi, ∀i ∈ {1, .., n}
(b) Unicidad (requirimiento j respecto a contenedor i)∑n
i=1Xij = 1, ∀j ∈ {1, .., n}
(c) Exclusio´n
pr ∩ ps = ∅, ∀r 6= s, 1 ≤ r, s ≤ n
donde xij ∈ B = {0, 1}.
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.4)
Cap´ıtulo 3
Arquitectura del Sistema
El presente cap´ıtulo aborda la arquitectura del sistema para resolver el problema
de cortes irregulares. Esta arquitectura se encuentra dividida en cuatro componentes
principales los cuales son: Mo´dulo de Entrada, Mo´dulo Metaheur´ıstica de Seleccio´n,
Mo´dulo de Compactacio´n por Simulacio´n Dina´mica y Mo´dulo de Salida. Cada seccio´n
del presente cap´ıtulo describira cada mo´dulo, as´ı como tambie´n se describira en una
seccio´n el funcionamiento del sistema.
El mo´dulo de entrada se encarga de obtener la informacio´n de los datos ingresados
por el usuario. Esta informacio´n se almacenara´ en una estructura de datos donde se
alojen las caracter´ısticas de las piezas y las superficies irregulares a procesar. Asimismo
este mo´dulo servira´ como interfase para la comunicacio´n con el usuario.
El mo´dulo metaheur´ıstica de seleccio´n determina el nu´mero de contenedores a uti-
lizar y la lista de piezas a colocar en cada contenedor para una determinada cantidad
de piezas en demanda.
El mo´dulo de compactacio´n por simulacio´n dina´mica realiza la compactacion de
las piezas en sus respectivos contenedores, consiguiendo una adecuada configuracio´n
final de las piezas en demanda y una minimizacio´n de los contenedores que las alojan.
El mo´dulo de salida realiza la presentacio´n de los resultados de la ejecucio´n del
algoritmo propuesto.
En la Figura 3.1 presentamos un diagrama de la arquitectura del sistema de cortes
irregulares, presentado los tres mo´dulos anteriormente mencionados.
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Figura 3.1: Diagrama de Arquitectura del Sistema.
3.1. Mo´dulo de Entrada
La adquisicio´n de datos sera´ realizada por medio de una interfase usuario la cual
permitira´ el ingreso de las caracter´ısticas geome´tricas, dina´micas y de simulacio´n de
las piezas y superficies a procesar. Asimismo realizara´ el ingreso de la configuracio´n
de para´metros necesarios para el funcionamiento del algoritmo de procesamiento de
piezas irregulares.
3.1.1. Definicio´n de Objetos
Una vez que la informacio´n de los objetos es ingresada al sistema, se almacenara´ en
estructuras de datos fijas o temporales las cuales albergara´n las caracter´ısticas partic-
ulares de cada objeto. Estas estructuras sera´n utilizadas para representar adecuada-
mente las caracter´ısticas de cada objeto. Para las superficies contenedoras (las cuales
pueden ser de diferente taman˜o y forma) y las piezas irregulares dichas estructuras
almacenara´n el identificador del objeto, el nu´mero y los puntos de control del que
esta compuesto cada objeto, as´ı como sus caracter´ısticas dina´micas tales como centro
de masa, momentos de inercia, velocidad angular, orientacio´n, etc.
Los datos generales que permiten definir la configuracio´n de los para´metros para
el procesamiento del algoritmo as´ı como la definicio´n del ambiente de simulacio´n son
el nu´mero de objetos, taman˜o fijo de paso de tiempo, ma´ximo error permitido en cada
paso de tiempo, tolerancias que permiten el control de movimientos, as´ı como otras
caracter´ısticas visuales.
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3.2. Mo´dulo Metaheur´ıstica de Seleccio´n
Este mo´dulo es el encargado de crear una lista de superficies las cuales con-
tienen piezas irregulares que conformaran los patrones de corte. El algoritmo que
invocara´ este modulo construye patrones de corte a partir de una lista de n piezas,
donde va extrayendo subconjuntos de m piezas para satisfacer las demandas de cada
contenedor con el objetivo de minimizar el nu´mero de contenedores utilizados. La
Figura 3.2 muestra un ejemplo del funcionamiento del mo´dulo.
Figura 3.2: Ejemplo de Metaheur´ıstica de Seleccio´n.
3.3. Mo´dulo de Compactacio´n por Simulacio´n Dina´mi-
ca
El mo´dulo de compactacio´n por simulacio´n dina´mica es el responsable de la co-
ordinacio´n del funcionamiento del algoritmo el cual se inicia con la distribucio´n de
los objetos en sus respectivos contenedores, compactacio´n y llegando hasta el anali-
zador de a´reas. Despue´s de tener definido las estructuras de datos que albergan las
caracter´ısticas de cada objeto (piezas y superficies irregulares), as´ı como definido un
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escenario apropiado para la simulacio´n se procede a realizar una iteracio´n de solu-
ciones la cual es controlada por un nu´mero ma´ximo de iteraciones.
Este mo´dulo esta compuesto por tres submo´dulos los cuales son distribucio´n de
objetos, el cual arma la configuracio´n inicial de los objetos seleccionados; el mo´dulo
de simulacio´n dina´mica el cual es encargado de la compactacio´n de los objetos y el
mo´dulo de ana´lisis de a´reas que realiza el ca´lculo del a´rea final ocupada por las piezas
compactadas.
3.3.1. Distribucio´n de Objetos
Este mo´dulo es el encargado de la creacio´n del estado inicial (actual) de los objetos
para luego proceder a su compactacio´n. La distribucio´n de las piezas se realizara´ de
acuerdo al resultado de la seleccio´n de las mismas en las superficies contenedoras. Se
mostrara´ cada contenedor con sus respectivas piezas irregulares, siguiendo una dis-
tribucio´n inicial o´ptima la cual sera´ realizada por una heur´ıstica que muestre la mejor
distribucio´n de las piezas seleccionadas para posicionarlas dentro de su superficie. La
Figura 3.3 muestra una distribucio´n de piezas en forma vertical, para mas detalle
revisar el Cap´ıtulo 5.
En primera instancia, se tomara´ un posicionamiento de piezas en forma vertical;
ya que al posicionar las piezas una tras otra de esta manera, sobre sus respectivos
contenedores se pretende que el encajonamiento de las mismas se haga imitando
la forma que la naturaleza posee para compactar un cuerpo considerando diversos
para´metros como el de gravedad.
La configuracio´n inicial de las piezas involucra que cada objeto tenga un estado,
que muestre su representacio´n; el cual consiste en la cuantificacio´n de la dina´mica,
posicio´n y orientacio´n en cada instante de tiempo. Para generar el movimiento asocia-
do a cada cuerpo se van a realizando ca´lculos a todos los elementos dina´micos de cada
cuerpo. Estos ca´lculos se realizara´n considerando las restricciones impuestas a cada
objeto. Tambie´n sera´n calculadas las orientaciones de los objetos en cada instante
as´ı como la transformacio´n de las coordenadas de los mismos.
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Contenedor 1 Contenedor 2
Figura 3.3: Ejemplo de Distribucio´n de Objetos.
3.3.2. Simulacio´n Dina´mica
Este mo´dulo se encarga de la generacio´n de movimiento el cual es ejecutado en
cada intervalo de tiempo llamado “paso de tiempo”. Aqu´ı sera´n generados los cuadros
o frames los cuales realizan la animacio´n de los objetos, siguiendo un comportamiento
dina´mico.
Las piezas en el ambiente de simulacio´n se encuentra inmersas en el campo gravita-
cional actuando en direccio´n hacia en fondo de la superficie contenedora adquiriendo
comportamientos dina´micos e interaccio´n con las otras piezas y las paredes de la su-
perficie que las contiene. Los cuerpos se van moviendo en este espacio hasta llegar a
un estado final casi esta´tico llamado estado de compactacio´n [Ri01].
Para generar movimiento se van realizando ciclos incrementando el paso de tiem-
po. En cada iteracio´n se obtiene el estado actual de los cuerpos, se realizan ca´lculos
invocando subsistemas dina´micos los cuales permiten generar nuevas posiciones, ve-
locidades y aceleraciones de los objetos [Ri01]. En cada paso de tiempo se va verifican-
do la existencia de eventos excepcionales as´ı como errores de ca´lculo. La manipulacio´n
adecuada de estos eventos excepcionales, permiten la deteccio´n de contactos, interfe-
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rencias, tratamiento de colisiones, etc. Para ma´s detalle revisar el capitulo 6 en el cual
se hace un ana´lisis de la simulacio´n dina´mica de los cuerpos. La Figura 3.4 muestra
un estado de compactacio´n de los cuerpos.
Figura 3.4: Ejemplo de Simulacio´n Dina´mica.
3.3.3. Analizador de Areas
Este mo´dulo realiza el ca´lculo de las a´reas finales de los objetos luego de realizada
la compactacio´n de los mismos (estado final) en el ambiente de simulacio´n. Se procede
a calcular un cerco convexo el cual envuelva a las piezas compactadas mediante un
algoritmo de la geometr´ıa computacional. La Figura 3.5 muestra el cerco convexo
para un conjunto de piezas compactadas.
Figura 3.5: Ejemplo de Analizador de Areas.
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De esta manera el a´rea total desperdiciada se calcular´ıa restando el a´rea de la
superficie contenedora con el a´rea del cerco convexo de las piezas. Para ma´s detalle
se puede revisar el Capitulo 7 donde se analiza el cerco convexo para un conjunto de
piezas.
3.4. Mo´dulo de Salida
Este mo´dulo se encarga de mostrar los resultados obtenidos por el algoritmo.
Existe un proceso de visualizacio´n que mostrara´ los patrones de corte resultantes
permitiendo ver a los objetos involucrados en el ambiente de simulacio´n en forma
real. Se realizara´ para este fin un proceso de conversio´n de coordenadas de un sistema
loca a un sistema global.
3.4.1. Presentacio´n de Resultados
Muestra el nu´mero de superficies a utilizar, los patrones de corte involucrados en
cada superficie, el a´rea de utilizacio´n total, el area de utilizacio´n de cada patro´n de
corte y la configuracio´n final de las piezas inmersas en cada patron de corte.
3.5. Funcionamiento del Sistema
Inicialmente, el modulo de entrada realiza la captura de datos obteniendo las car-
acter´ısticas de las piezas y superficies involucradas. Luego el modulo de Metaheur´ıstica
de seleccio´n realiza una seleccio´n adecuada de piezas para posicionarlas en un nu´mero
determinado de superficies contenedoras, aqui el algoritmo entra en un bucle, donde
iterativamente, mientras no se cumpla una condicio´n de parada se invoca al mo´dulo
de compactacio´n por simulacio´n dina´mica. Este mo´dulo permitira´ conseguir una con-
figuracio´n final o´ptima de las piezas en demanda. Para e´ste propo´sito el mo´dulo de
compactacion´ por simulacio´n dina´mica utiliza el submo´dulo de distribucio´n de objetos
donde se realizara´ la configuracio´n inicial de las piezas en sus determinadas superfi-
cies. Seguidamente, el submo´dulo de simulacio´n dina´mica realizara´ la compactacio´n
de las piezas hasta conseguir un estado final de las mismas. Finalmente, el submo´dulo
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de ana´lisis de a´reas realiza el ca´lculo de las a´reas finales de la solucio´n local obtenida.
Si se cumple la condicio´n de parada se invoca al mo´dulo de salida, el cual mostrara´ la
mejor solucio´n encontrada por el algoritmo con sus patrones de corte respectivos.
La Figura 3.6 a continuacio´n presenta un diagrama de flujo del funcionamiento
del sistema de cortes irregulares poligonales:
Modulo de Entrada
Inicio
Condicion
de Parada
Presentacion de Datos
Analizador de Areas
Simulacion Dinamica
Distribucion de Objetos
Metaheuristica de
Seleccion
SI
NO
Figura 3.6: Diagrama de Flujo de la Arquitectura del Sistema.
Cap´ıtulo 4
Un Algoritmo GRASP para
Resolver el Problema de Cortes
Irregulares
El cap´ıtulo esta organizado de la siguiente manera: en la Seccio´n 1 entraremos a
ver la estructura del algoritmo GRASP y en la Seccio´n 2 mostraremos la construccio´n
del algoritmo para resolver el problema de cortes irregulares.
4.1. Algoritmo GRASP
La metaheur´ıstica GRASP se caracteriza por ser un procedimiento iterativo que
combina una fase constructiva y una fase de mejor´ıa. En la fase constructiva una solu-
cio´n es construida paso a paso adicionando elementos a una solucio´n parcial. En vez
de escoger el elemento a ser adicionado, presenta una funcio´n golosa, la cual es dina´mi-
camente adaptada como la solucio´n parcial para luego ser construida. Sin embargo, la
seleccio´n de un elemento no es determin´ıstico, pero esta sujeto a un proceso aleatorio.
En ese sentido, cuando repetimos el proceso podemos obtener diferentes soluciones.
Despue´s de cada fase constructiva, la fase de mejor´ıa, que usualmente consiste en una
bu´squeda local simple, trata de sustituir algunos elementos de la solucio´n, los cuales
son resultado de una aleatoriedad, produciendo mejores soluciones globales.
El me´todo GRASP presenta dos principales fases. La primera fase se refiere a la
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construccio´n goloso - aleatorio de una solucio´n y la segunda fase a la mejora de la
solucio´n construida. En cada iteracio´n GRASP se va registrando la mejor solucio´n
encontrada. El algoritmo termina cuando alguna condicio´n de parada es verificada. La
calidad de la solucio´n depende tanto del para´metro de relajacio´n α y de la condicio´n
de parada. Estas afirmaciones sera´n observadas al momento que realizamos la corrida
de los casos de prueba para el algoritmo.
Para el propo´sito del presente trabajo hemos realizado un algoritmo GRASP con 2
para´metros de relajacio´n α y β. La fase constructiva esta basada en un procedimien-
to FFDConstruccionGRASP el cual construye una solucio´n formando patrones de
corte, para luego replicarlos de acuerdo a la cantidad de demandas que atienden esos
patrones.
4.1.1. Fase de Construccio´n
La fase de construccio´n de un algoritmo GRASP incorpora caracter´ısticas golosas,
aleatorias y de adaptabilidad. El criterio goloso es alcanzado en cada iteracio´n de
la fase de construccio´n rankeando todos los elementos disponibles en una lista de
candidatos. Esta es llamada lista de candidatos restrictos (RCL) la cual es luego
restringida solo a los elementos que conducen a buenas soluciones. Seleccionando
aleatoriamente un elemento de la lista de candidatos restrictos, se da al algoritmo la
caracter´ıstica de aleatoriedad en la cual diferentes soluciones pueden ser obtenidas.
Finalmente la adaptabilidad es alcanzada por actualizacio´n al momento en que en
cada iteracio´n hacemos una comparacio´n para poder actualizar la mejor solucio´n con
la solucio´n de la iteracio´n anterior (la funcio´n golosa puede variar en cada iteracio´n
de la fase de construccio´n).
En el presente trabajo de tesis realizamos la construccio´n de la lista de candidatos
restrictos tomando en cuenta una funcio´n golosa que es el a´rea de las piezas en de-
manda.
Sea Area(pk) el a´rea de la pieza pk; se obtiene la mı´nima y ma´xima a´rea Areamin =
Min{Area(pk) : pk²E} Areamax = Max{Area(pk) : pk²E} con la cual se construye
la lista de candidatos restrictos (RCL), tomando en cuenta el criterio goloso de
maximizar a´rea de las piezas que se encuentran en demanda. El RCL obtenido es
RCL = {pk²E : Areamax − α(areamax − areamin) ≤ Area(pk) ≤ Areamax} , donde E
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es la lista de piezas en demanda y α(0 < α < 1) es el para´metro de relajacio´n que
controla la restriccio´n de la lista de piezas candidatas imponiendo un valor de umbral
sobre la distancia a la mejor a´rea encontrada (realmente α es un porcentaje entre
la peor y la mejor a´rea encontrada). De esta manera podemos cambiar el algoritmo
desde ser completamente goloso α = 0 hasta ser completamente aleatorio α = 1.
Una vez construido el RCL, se procede a escoger aleatoriamente una pieza Pr :
{Pr²RCL} la cual sera´ encajada a un contenedor S.
4.1.2. Actualizacio´n de la Solucio´n
Mientras se va iterando, el algoritmo va comparando la solucio´n obtenida en la
iteracio´n con la mejor solucio´n. Si la solucio´n obtenida en la iteracio´n es mejor que
la solucio´n actual, se actualiza la solucio´n. En el problema que estamos analizando el
criterio para actualizar la solucio´n es el nu´mero de contenedores; si la solucio´n que se
va encontrando usa menos nu´mero de contenedores, entonces se actualiza la solucio´n.
4.1.3. Condicio´n de Parada
Para el problema que estamos analizando utilizaremos los siguientes criterios de
parada:
Ma´ximo Nu´mero de Generaciones: El algoritmo va iterando teniendo en
cuenta el ma´ximo nu´mero de generaciones permitidas, con lo cual si se alcanza
este nu´mero el algoritmo para y se obtiene una solucio´n la cual sera´ la o´ptima
para esa generacio´n.
Convergencia del Algoritmo: Esta´ conformada por un para´metro de nu´mero
de generaciones en las cuales se consigue una solucio´n local o´ptima. El algoritmo
va iterando generacio´n tras generacio´n y consiguiendo una solucio´n cada vez
mejor. Se va comparando la solucio´n local o´ptima obtenida hasta ese momento
con la mejor solucio´n de la generacio´n que se esta´ analizando. Si esta solucio´n
es mejor, se reemplaza.
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El algoritmo termina si es que la solucio´n local o´ptima no ha cambiado luego de
un nu´mero de iteraciones igual al nu´mero de generaciones de convergencia ingresadas
como para´metro.
4.2. Construccio´n del algoritmo
A continuacio´n se muestra el disen˜o del algoritmo GRASP para resolver el pro-
blema de cortes irregulares; teniendo en cuenta todos los puntos que hemos tratado
anteriormente. Se desarrollara´ el programa principal y cada uno de los mo´dulos que
lo conforman, mostrando su funcionamiento y pseudoco´digo en cada parte.
En el cuadro 4.1 se muestra una descripcio´n de las variables a utilizar.
Variable Descripcio´n
Niteraciones Nu´mero de iteraciones que se esta´n tratando
α Para´metro de relajacio´n lista de candidatos restrictos (RCL)
β Para´metro de relajacio´n para determinar la cantidad de piezas
ListaSuperficies Lista con Superficies encontradas por el GRASP
Cuadro 4.1: Variables del sistema
4.2.1. Programa Principal
Se leen las instancias de entrada; se inicializan las variables mejorSolucion y
menorNumeroSuperficies; se entra a un bucle verificando la condicio´n de termi-
nacio´n, mientras e´sta no se cumpla se construye una solucio´n mediante el procedimien-
to FFDConstruccionGRASP , se realiza el ca´lculo de las a´reas de las piezas involu-
cradas en la solucio´n encontrada mediante el procedimiento CalcularAreasF inales,
a continuacio´n se compara la solucio´n obtenida con la solucio´n optima local obtenida
hasta el momento; procediendo a su actualizacio´n si la presente solucio´n es mejor. El
respectivo algoritmo, en notacio´n de pseudoco´digo, es como sigue:
1: Leer(n, p1, ..., pn, area(p1), ..., area(pn), Demanda(p1), ..., Demanda(pn), nIteraciones, α, β)
2: mejorSolucion← ∅
3: menorNumeroSuperficies← +∞
4: while NOTCondicionParada() do
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5: listaSuperficies← FFDConstruccionGRASP
6: utilizacion← CalcularAreasF inales(listaSuperficies)
7: superficiesusadas← tamano(listaSuperficies)
8: ActualizarSolucion(superficiesusadas,menornumerosuperficies)
9: end while
Comentando el algoritmo, en el paso 5 se realiza la construccio´n de una solucio´n.
La variable listaSuperficies contiene una lista con un nu´mero de superficies con-
tenedoras las cuales indican los patrones de corte a realizar. En el paso 6 la variable
utilizacion indica el porcentaje de utilizacio´n de material determinado por la solucio´n
que se esta analizando. En el punto 8 se realiza la actualizacio´n de la mejor solucio´n
encontrada.
4.2.2. Leer instancias de entrada
Se definen los para´metros del algoritmo: para´metro de relajacio´n α, para´metro
de relajacio´n β, numero de iteraciones Niteraciones
Se definen los para´metros requeridos en la demanda de corte: Lista
de piezas irregulares en demanda E = {p1, p2, ..., pn}, Cantidad de Requerimien-
tos de Corte D = {Demanda(p1), .., Demanda(pn)}, a´rea de cada pieza irregular
A = {Area(p1), .., Area(pn)} .
4.2.3. FFDConstruccionGRASP
Este procedimiento construye una lista de superficies las cuales contienen patrones
de corte.
Para su funcionamiento, se procede a inicializar las variables listaSuperficies←
∅, i ← 1. Se entra en un bucle hasta que se terminen las piezas en demanda repi-
tie´ndose iterativamente lo siguiente:
Se realiza la construccio´n de un patro´n de corte mediante el uso del procedi-
miento ConstruccionGRASPFFDContenedor(i,WE)
4.2. Construccio´n del algoritmo 36
Se realiza la configuracio´n inicial de las piezas en la superficie usando el proce-
dimiento ConfigurarP iezas(Si)
Se realiza la compactacio´n de las piezas involucradas en el patro´n hallado Si
mediante el uso del procedimiento SimulacionDinamica(Si)
Se realiza el reacomodo de las piezas compactadas mediante el uso del procedi-
miento RealizarAjusteSacudida(Si)
Se realiza el calculo de las a´reas finales involucradas al patro´n hallado Si me-
diante el uso del procedimiento CalcularAreasF inales(Si)
Se realiza un reacomodo de piezas verificando si es posible hacer mas encaje
Se replica el patro´n de corte hallado Si,se actualizan las demandas, se agrega el
patro´n a la lista de superficies y se actualiza la lista E de piezas atendidas E
E = E − PiezasAtendidas(Si)
El algoritmo en pseudoco´digo correspondiente es como sigue:
1: E ← {p1, p2, ..., pn} {contiene la lista de piezas a atender}
2: listaSuperficies← ∅
3: i← 1
4: while listaP iezas 6= ∅ do
5: WE ← E {WE es la lista de piezas temporal en demanda}
6: Si ← ConstruccionGRASPFFDContenedor(i,WE) {contruye un patro´n de
corte}
7: ConfigurarP iezas(Si) {realiza la colocacion de las piezas en la superficie}
8: SimulacionDinamica(Si) {realiza la compactacion}
9: RealizaAjusteSacudida(Si) {reacomoda piezas compactadas}
10: CalcularAreasF inales(Si)
11: for y = 1 to niterConvergencia do
12: WE ′ ← PiezasAtendidas(Si) {Se obtiene la lista de piezas atendidas}
13: WE ← E −WE ′
14: while ((AreaDisponible(Snsup) > Min{Area(pr) : r ∈ WE})∧ (WE 6= ∅))
do
15: minarea←Min{Area(pr) : r ∈WE}
16: maxarea←Min{Max{Area(pr) : r ∈ WE}, AreaDisponible(SnSup)}
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17: RCL ← {r ∈ E : maxarea − α(maxarea − minarea) ≤ Area(pr) ≤
maxarea}
18: k ← Random(RCL)
19: u←Min{bAreaDisponible(SnSup)
Area(pk)
c, Demanda(pk)} {cantidad de piezas que se
pueden atender}
20: umax← u
21: umin← umax− β ∗ umax
22: cantidadreplica← Random([umin, umax])
23: EncajarP ieza(pk, cantidadReplica,RCL) {Se encaja la pieza}
24: WE ← WE − pk
25: end while
26: SimulacionDinamica(Si)
27: end for
28: nrepPatron← Min
1≤b≤n{b Demanda(pb)NumPiezasAtendidas(pb)c : numPiezasAtendidas > 0}
29: for t = 1 to n do
30: Demanda(pt)← Demanda(pt)− nrepPatron ∗NumPiezasAtendidas(pb)
31: end for
32: i← i+ 1
33: listaSuperficies← listaSuperficies+ Si
34: E ← E − PiezasAtendidas(Si) {se decrementan las piezas atendidas}
35: end while
Comentando el algoritm, en el punto 5 se esta´ realizando una copia de la lista de
piezas WE ya que luego que se construye un patro´n de corte no se debe actualizar
las piezas en demanda. En el punto 14 se observa la condicio´n de llenado de un
contenedor la cual sigue un criterio GRASP para la eleccio´n de las piezas candidatas,
as´ı como para la cantidad de replicacio´n. En el punto 28 se obtiene un nu´mero de
replicacio´n nreppatron para luego proceder en el punto 29 a la actualizacio´n de las
demandas de piezas. En el punto 33 se agrega la solucio´n Si a la lista de superficies
hasta ahora determinadas, procedie´ndose luego en el punto 34 a la actualizacio´n de
las piezas atendidas.
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4.2.4. ConstruccionGRASPFFDContenedor
Este procedimiento realiza la construccio´n de un patro´n de corte, indicando las
piezas que albergara´ la superficie S. Recibe como para´metros de entrada el nu´mero
de superficie que se esta´ analizando as´ı como la lista de piezas en demanda.
Para su funcionamiento, se procede a realizar una copia de la lista de piezas
WE ← listapiezas. Se entra en un bucle hasta que se termine la lista de piezas o se
consiga llenar un contenedor. Se construye un RCL, se escoge una pieza aleatoria del
RCL, se calcula la demanda que se puede atender de esa pieza, se encaja la pieza en
el contenedor y se actualiza la lista de piezas WE.
El algoritmo implementado es como sigue:
1: WE ← E {contiene una copia de la lista de piezas}
2: while ((AreaDisponible(Snsup) > Min{Area(pr) : r ∈ WE}) ∧ (WE 6= ∅)) do
3: minarea←Min{Area(pr) : r ∈ WE}
4: maxarea←Min{Max{Area(pr) : r ∈WE}, AreaDisponible(SnSup)}
5: RCL← {r ∈ E : maxarea−α(maxarea−minarea) ≤ Area(pr) ≤ maxarea}
6: u←Min{bAreaDisponible(SnSup)
Area(pk)
c, Demanda(pk)} {cantidad de piezas que se pueden
atender}
7: umax← u
8: umin← umax− β ∗ umax
9: k ← Random(RCL)
10: cantidadreplica← Random([umin, umax])
11: EncajarP ieza(pk, cantidadReplica, RCL) {Se encaja la pieza}
12: WE ← WE − pk
13: end while
Comentando el algoritmo, en el punto 6 se calcula la demanda de piezas pk que
se pueden atender tomando un mı´nimo entre la cantidad de piezas que se pueden
alojar en ese momento en el contenedor con la demanda disponible de la pieza pk.
En el punto 10 se halla la demanda de piezas que se van a encajar en el contenedor
mediante un criterio GRASP, utilizando el para´metro de relajacio´n β.
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4.2.5. Simulacio´n Dina´mica
Realiza la compactacio´n basada en dina´mica de las piezas que se encuentran dentro
del contenedor Si.
Para su funcionamiento, se procede a realizar una configuracio´n de las piezas que
se encuentran en el contenedor, asocia´ndoles elementos dina´micos tales como la masa,
momentos de inercia, etc. Las piezas poseen una configuracio´n inicial, definidas por su
posicio´n, orientacio´n, y posiblemente con ciertas velocidades. Estas piezas inmersas
en el campo gravitacional, actu´an en direccio´n hacia el fondo del contenedor Si. Las
piezas adquieren comportamientos de movimiento e interaccio´n con otras piezas y las
paredes del contenedor. Los movimientos de las piezas son generados por la presencia
de la gravedad, conforme evoluciona la dina´mica de los cuerpos, se van considerando
contactos y colisiones, cada cuerpo adquiere una cierta velocidad y aceleracio´n; con
esto sus estados (posicio´n y orientacio´n) var´ıan constantemente. Esta evolucio´n tiene
como l´ımite la situacio´n casi esta´tica de los cuerpos (los cuerpos no se mueven mucho),
considerado como una situacio´n de compactacio´n [Ri01] En la Figura 4.1 podemos
observar una situacio´n de compactacio´n.
Figura 4.1: Situacion de Compactacio´n.
4.2.6. RealizarAjusteSacudida
Para su implmentacio´n, se procede a realizar un reacomodo de las piezas com-
pactadas en un contenedor Si tentando mejorar la configuracio´n final de las mismas,
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se aplican fuerzas a diferentes lados del recipiente tratando de realizar simular una
sacudida.
4.2.7. CalcularAreasFinales
Para su funcionamiento, se procede a realizar el ca´lculo del a´rea ocupada por las
piezas de un patro´n de corte Si , hallando el porcentaje de utilizacio´n obtenido de
restar el a´rea del contenedor menos el a´rea de las piezas consideradas en el contenedor
Si. Se realiza este ca´lculo hallando el cerco convexo que envuelve a las piezas alojadas
en el contenedor Si, como podemos observar en la Figura 4.2.
Figura 4.2: Cerco Convexo Resultante.
4.2.8. EncajarPieza
Para su funcionamiento, se procede a realizar el encaje de una cantidad determi-
nada de piezas (cantidadreplica) al contenedor. Recibe como para´metro la pieza pk
a posicionar as´ı como un contenedor Si
El siguiente algoritmo implementa la funcio´n descrita.
1: i← 0
2: while i < cantidadreplica do
3: InsertarP ieza(Si, pk)
4: i← i+ 1
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5: end while
Comentando, en el punto 3 podemos observar al procedimiento InsertarP ieza el
cual realiza el encaje de una pieza pk al contenedor Si.
4.2.9. ActualizarSolucion
Para su funcionamiento, se procede a realizar una comparacio´n entre el nu´mero de
superficies usadas por la presente iteracio´n superficiesusadas con el menor nu´mero
de superficies encontradas hasta el momento menornumreosuperficies.
Se implementa con el siguiente algoritmo:
1: if superficiesusadas < numerosuperficies then
2: mejorsolucion← listasuperficies
3: menornumerosuperficies← superficiesusadas
4: i← i+ 1
5: end if
Comentando el algoritmo, si es que se cumple la condicio´n mostrada en el punto
1 se procede a la actualizacio´n de la solucio´n.
Cap´ıtulo 5
Posicionamiento de Objetos
Luego de obtener el conjunto de piezas que conformara´n un patro´n de corte, se
requiere encontrar una adecuada configuracio´n inicial de las mismas, para lo cual
se pretende buscar el mejor posicionamiento de estas piezas dentro de la superficie
contenedora que los albergara´.
Posicionar un conjunto de piezas dentro de una superficie contenedora es un pro-
blema dificil de resolver “NP-Hard”, ya que los objetos irregulares que estamos tratan-
do son de naturaleza no poligonal y se encuentran definidos por segmentos curvos; si
lo objetos fueran de naturaleza poligonal, se podr´ıa usar como para´metros de posi-
cionamiento, ve´rtices, a´ngulos y lados que conforman los objetos, siendo esto un
problema combinacional que ya ha sido resuelto en la literatura de varios formas.
En vista de esto, se tendra´ que realizar un posicionamiento por aproximacio´n, en el
cual estos objetos no poligonales se convertira´n en poligonales; para ello se tendra´ que
utilizar alguna te´cnica especializada de la geometr´ıa computacional tipo el ca´lculo del
cerco convexo de cada objeto [FC91] o encontrar la caja orientada asociada a cada
objeto [RC01].
En la literatura han sido estudiadas varias te´cnicas para realizar posicionamiento
de objetos irregulares de constitucion poligonal dentro de superficies contenedoras.
Destacan la te´cnica de No-Fit Polygon estudiado por Albano and Sapuppo [AS80],
Dowsland and Dowsland [DD95], [DD02], Gomes and Oliveira [GO02]; la te´cnica de
bottom left estudiada por Jakobs [Ja96]; la te´cnica de bottom left fill estudiada por
Blazewicz et al [BHW93], Hopper [Ho+00].
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Todas estas te´cnicas anteriormente mencionadas tratan objetos irregulares de con-
stitucio´n poligonal, por lo cual pretendemos realizar una te´cnica de posicionamiento
que consiga tratar objetos irregulares no poligonales y as´ı poder realizar un posi-
cionamiento adecuado consiguiendo una configuracio´n inicial de las piezas dentro de
la superficie contenedora.
La organizacio´n del presente cap´ıtulo es de la siguiente manera: En la Seccio´n
1 presentamos las te´cnicas de posicionamientos de objetos poligonales que seran de
inspiracio´n a nuestro propo´sito, en la Seccio´n 2 mostraremos la te´cnica bottom left y
por u´ltimo en la Seccio´n 3 presentaremos la te´cnica de posicionamiento vertical. Estas
dos te´cnicas pasara´n por una transformacio´n para poder tratar objetos irregulares no
poligonales.
5.1. Te´cnicas de posicionamiento para objetos po-
ligonales
El problema de posicionar un conjunto de piezas irregulares ha venido estudia´ndose
desde hace varios an˜os atra´s. Se han realizado estudios donde los objetos irregulares
que se requiere tratar han sido aproximados usando alguna te´cnica, estas van desde
simples formas regulares hasta distintos tipos de formas poligonales. Tanto es as´ı que
la forma ma´s popular de aproximar un objeto irregular ha sido la utilizacio´n de
recta´ngulos. Estos objetos han sido aproximados en simples formas regulares, las
cuales son luego empacadas o posicionadas en el area disponible de la superficie que
se esta´ tratando.
Freeman and Shapira [FS75] hicieron el intento de incluir objetos irregulares de
constitucio´n poligonal en un pol´ıgono convexo, para luego encontrar el recta´ngulo
requerido, iterativamente, basando este recta´ngulo en cada uno de los bordes del
pol´ıgono. Otra alternativa de empacamiento rectangular que ha sido usada es aproxi-
mar todos los objetos irregulares de constitucio´n poligonal dentro de pol´ıgonos ide´nti-
cos, los cuales pueden ser usados para posicionarlos en la superficie. Estos pol´ıgonos
pueden ser tria´ngulos, cuadrila´teros, penta´gonos y hexa´gonos. Dori and Bean-Bassat
[DB84] realizaron un algoritmo de empacamiento usando hexagonos, su estudio fue
limitado solo a pol´ıgonos convexos. El algoritmo que propusieron consiste en tomar
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los objetos irregulares y aproximarlos mediante un poligono, el cual minimice el a´rea
que circunscribe, luego de esto las piezas sera´n rodeadas mediante un hexa´gono que
se ira´ posicionando en la superficie.
Algunas de las estrategias de posicionamiento estudiadas en la literatura han
implicado que las piezas a colocar en una superficie sean ordenadas previamente,
para luego ser posicionadas de acuerdo a una pol´ıtica de posicionamiento dado. El
uso de algu´n me´todo inteligente puede garantizar encontrar el mejor conjunto de
piezas a posicionar; para esto, se necesita que el me´todo escogido realize iterativamente
diversos ordenamientos, los cuales generara´n diversas colocaciones de las piezas dentro
de la superficie. El me´todo entregara´ luego de su ejecucio´n las piezas a ser posicionadas
en la superficie.
Conseguido el conjunto de piezas a posicionar, se utilizara´ alguna pol´ıtica de
colocacion de piezas para poder determinar la ubicacio´n de cada pieza dentro de la
superficie conetendora. Para realizar esto tenemos, en la literatura, me´todos como
“bottom left”, y otros enfoques los cuales se han venido haciendo populares recien-
temente por la incorporacio´n de te´cnicas metaheur´ısticas como simulated annealing,
tabu search, algoritmos gene´ticos.
La te´cnica de Bottom Left ha sido un enfoque muy popular en el cual luego
de realizado el ordenamiento de las piezas a posicionar, cada pieza es movida tan
lejos como sea posible al fondo de la superficie contenedora y luego tan lejos como
sea posible tomando el lado izquierdo [Ja96]. La posicio´n va´lida para cada pieza es
encontrada cuando esta choca con la superficie en su lado inferior izquierdo. As´ımismo,
se puede considerar diferentes orientaciones para posicionar las piezas. La Figura
5.1 muestra una secuencia de posicionamiento de piezas irregulares de constitucio´n
poligonal, donde la secuencia de posicionamiento de las piezas es 1,2,3,4,5.
Este algoritmo ha sido estudiado muy estudiado para el caso de empacamientos
regulares por Brown [Br80], Baker et al [BCR80], as´ı como por Liu and Teng [LT99].
En el caso de empacamiento de piezas irregulares, el algoritmo ha sido estudiado por
Oliveira et al [OF00], Amarral et al [ABJ90], Downsland et al [DD02]. Destacan los
trabajos de Dowsland and Dowsland [DD95] donde se usa un algoritmo bottom left
con un ordenamiento aleatorio de piezas.
La mayor desventaja de la te´cnica bottom left consiste en la creacio´n de a´reas
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Figura 5.1: Funcionamiento Algoritmo Bottom Left.
vac´ıas en la superficie, por tal motivo se desarrollo el algoritmo Bottom Left Fill el
cual permite posicionar cada pieza irregular hacia la ma´s baja posicio´n disponible
para tal objeto [Ho+00]. Este algoritmo es capaz de llenar los espacios vac´ıos que el
algoritmo Bottom Left tradicional dejaba, ya que presenta una serie de movimientos
Bottom Left lo cual permite la ubicacio´n de una pieza en la ma´s baja regio´n de la
superficie que se esta tratando.
La Figura 5.2 muestra el funcionamiento del algoritmo Botton Left Fill para una
secuencia de piezas 1,2,3,4,5 donde se requiere posicionar la pieza 5. Tradicionalmente
el algoritmo Bottom Left posicionar´ıa la pieza 5 como se muestra en el caso (a), el
algoritmo Bottom Left Fill posicionar´ıa la pieza 5 cubriendo a´reas vac´ıas como se
muestra en el caso (b).
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Figura 5.2: Funcionamiento Algoritmo Bottom Left Fill.
Algunos enfoques para resolver este problema han alcanzado buenos resultados, la
mayoria de ellos han utilizado la te´cnica de “No-Fit polygon”la cual esta basada en
generar una gran cantidad de posiciones probables para colocar una pieza irregular
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en una superficie [GO02]. La Figura 5.3 muestra la construccio´n del No-Fit Polygon
para dos pol´ıgonos P1, P2. El No-Fit polygon ha sido una poderosa te´cnica geome´trica,
pero existen una serie de casos que la hacen limitada para aplicaciones industriales.
Puede fallar en formas que presentan agujeros, concavidades, en encajes perfectos
como mosaicos, etc [BHK+05].
P2
P1
Figura 5.3: Funcionamiento Te´cnica No-Fit Polygon.
As´ımismo se ha estudiado una te´cnica de posicionamiento vertical de las piezas
respecto al centro de gravedad del contenedor que las alojara´, donde las piezas sera´n
posicionadas una detras de otra haciendo una hilera con respecto al centro del con-
tenedor. Este me´todo sera´ descrito con mas detalle en la siguiente seccio´n.
Trabajos anteriores en esta a´rea son ampliamente espec´ıficos a un dominio parti-
cular de problema como por ejemplo tratar objetos irregulares que usualmente pre-
sentan taman˜os y formas similares. Nosotros proponemos una te´cnica bottom left que
implemente un algoritmo que trabaje con objetos no poligonales. Para implementar
tal te´cnica necesitamos que los objetos sean de constitucion poligonal, por lo cual
realizaremos una transformada a estos objetos irregulares no poligonales, calculando
el cerco convexo de cada uno, luego del cual tendremos una representacion poligonal
para cada objeto que estamos tratando de posicionar en la superficie.
5.2. Te´cnica Bottom Left
Luego de realizado el proceso de transformacio´n de piezas irregulares no poligona-
les a poligonales realizada por el ca´lculo del cerco convexo de cada pieza obtenemos
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un conjunto de pol´ıgonos N los cuales se tendra´n que posicionar en la superficie S
siguiendo el criterio de posicionamiento Bottom Left que presentamos a continuacio´n.
El algoritmo de posicionamiento bottom left que presentamos va tomando cada
pol´ıgono a posicionar de una lista N y lo posiciona en la parte inferior izquierda de
la superficie contendera S donde exista espacio disponible. Para realizar un adecuado
posicionamiento del pol´ıgono en la superficie se debera´ de ordenar previamente el
conjunto de ve´rtices que conforman la superficie contenedora as´ı como tambien se
requiere ordenar el conjunto de vertices que conforman el pol´ıgono que se esta posi-
cionando (Los vertices se ordenan en criterio Bottom Left). Una vez ordenados los
ve´rtices tanto del contenedor como del pol´ıgono, se obtienen los puntos de contacto
de la superficie ptoSuperficie y del pol´ıgono ptoPoligono y se procede a posicionar
el pol´ıgono en la superficie contenedora. La Figura 5.4 muestra el resultado de posi-
cionamiento del pol´ıgono A en la superficie contenedora S.
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Figura 5.4: Posicionamiento de Pol´ıgono en Superficie.
Como podemos observar en la Figura 5.4 al posicionar el pol´ıgono A existe inter-
seccio´n con la superficie, por lo cual debemos de hacer una traslacio´n del pol´ıgono
posicionado a una nueva posicio´n, tomando en cuenta el espacio que existe entre el
ve´rtice ma´s a la izquierda que se encuentra fuera de la superficie con el punto de
interseccio´n. A esta distancia la llamamos xd, para poder hallar el nuevo punto de
posicionamiento deberemos de analizar si es factible el traslado del pol´ıgono hasta
esta nueva posicion, por lo cual debemos calcular el espacio posible para traslado xs.
si este espacio es mayor o igual a la distancia de traslado que hemos determinado
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procedemos a posicionar el pol´ıgono A en esta nueva ubicacio´n. La Figura 5.5 mues-
tra la determinacio´n del nuevo punto de traslado para el pol´ıgono A en la superficie
contenedora S
V1
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xsxd
Figura 5.5: Determinacio´n de Punto de Traslado del pol´ıgono en la superficie.
Ubicada la posicio´n del pol´ıgono A dentro de la superficie contenedora S libre
de intersecciones se procede a realizar el ca´lculo del nuevo centro del pol´ıgono Nc =
Ca−P1, para luego determinar los nuevos ve´rtices que tendra la superficie contenedora
a consecuencia del posicionamiento del pol´ıgono; estos se calculan de acuerdo a los
puntos de contacto que se originan entre la superficie S y la superficie rectangular que
encierra al poligono posicionado, estos ve´rtices se agregan a la lista de ve´rtices que
conforman la superficies contenedora S. La Figura 5.6 muestra el ca´lculo del nuevo
centro del pol´ıgono asi como la determinacion de los nuevos ve´rtices generados por
dicho pol´ıgono.
Luego que hemos actualizado la lista de ve´rtices de la superficie contenedora S
procedemos a decrementar el a´rea disponible para posicionamiento en el valor del
a´rea que determina el pol´ıgono A, esta variable areaDisponible servira´ para que
el algoritmo controle hasta donde sera´ posible posicionar pol´ıgonos en la superficie
contenedora S. A continuacio´n tomamos el siguiente pol´ıgono de la listaN y repetimos
iterativamente el proceso hasta que se esten posicionados todos los pol´ıgonos dentro
de la superficie S o ya no exista a´rea disponible para posicionar pol´ıgonos. La figura
5.7 muestra la superficie contenedora S luego de posicionar un conjunto de pol´ıgonos.
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Figura 5.6: Ca´lculo de Nuevo Centro del Pol´ıgono y Determinacio´n de Nuevos Ve´rtices
A continuacio´n presentaremos el pseudoco´digo que refleja el funcionamiento del
algoritmo bottom left propuesto.
5.2.1. Pseudoco´digo Te´cnica Bottom Left
Sea N = {p1, p2, ...pn} el conjunto de pol´ıgonos a posicionar dentro de la superficie
S, Nck ∀kεN el vector que representa el nuevo centro del pol´ıgono pk; Cak el vector
formado por un ve´rtice del pol´ıgono pk con el origen de coordenadas, i es el ie´simo
ve´rtice del pol´ıgono pk.
1: k ← 1
2: areaDisponible← Area(S)
3: while ((k ≤ n) ∧ (AreaDisponible > 0)) do
4: verticesSuperficie← OrdenarV erticesBL(S)
5: verticesPoligono← OrdenarV erticesBL(pk)
6: ptoSuperficie← ObtenerV erticeBL(S, verticesSuperficie)
7: ptoPoligono← ObtenerV erticeBL(pk, verticesPoligono)
8: PosicionarBL(S, pk, ptoSuperficie, ptoPoligono)
9: while (Overlap(pk, S) = true) do
10: if (espacio ≥ distancia) then
11: ptoSuperficie← ObtenerV erticeBL(S, verticesSuperficie)
12: ptoSuperficie.x← ptoSuperficie.x+ distancia
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Figura 5.7: Posicionamiento de Pol´ıgonos en Superficie Contenedora.
13: PosicionarBL(S, pk, ptoSuperficie, ptoPoligono)
14: else
15: ptoSuperficie← ObtenerV erticeBL(S, verticesSuperficie)
16: PosicionarBL(S, pk, ptoSuperficie, ptoPoligono)
17: end if
18: end while
19: if (Overlap(pk, S) = false) then
20: AgregarV erticesSuperficie(S, pk, ptoSuperficie)
21: S ← S − pk
22: areaDisponible← areaDisponible− Area(S)
23: k ← k + 1
24: end if
25: end while
5.2.2. Comentario
En el punto 4 y 5, el algoritmo ordena los ve´rtices de la superficie S y el pol´ıgono
que se esta tratando de acuerdo al criterio Bottom Left, donde primeramente se hace
el ordenamiento de las ordenadas de los ve´rtices para luego realizar el ordenamiento
sobre las absisas. En el punto 9 el algoritmo verifica si existe alguna interseccio´n a
consecuencia del posicionamiento del pol´ıgono en la superficie contenedora S; en el
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punto 10 el algoritmo verifica si existe interseccio´n, luego en el punto 11 se procede a
trasladar la pieza a un nuevo punto obtie´ndose el ve´rtice ma´s a la izquierda para luego
en el punto 12 determinar el nuevo punto de traslado del pol´ıgono. En el punto 20
el algoritmo agrega los nuevos ve´rtices generados por el posicionamiento del poligono
en la superficie a la lista de vertices de la superficie S.
La Figura 5.8 muestra el posicionamiento de una superficie contenedora con sus
respectivas piezas posicionadas luego de aplicar la te´cnica bottom left.
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Figura 5.8: Ejemplo Posicionamiento Bottom Left
5.3. Te´cnica de Ca´ıda Vertical
Esta te´cnica pretende realizar el posicionamiento de las piezas una tras otra en
forma vertical tomando como punto de referencia el centro de gravedad de la super-
ficie contenedora. El conjunto de piezas a posicionar debera´ colocarse una tras otra
formando una hilera vertical, tendiendo en consideracio´n una distancia de separacio´n
entre cada objeto a colocar.
Sea N = {p1, p2, ...pn} el conjunto de piezas irregulares poligonales a posicionar
dentro de la superficie S; el vector cc = (cc[0], cc[1], cc[2]) las coordenadas x, y, z
del centro de gravedad del contenedor S; cpk = (cpk[0], cpk[1], cpk[2]) ∀kεN las coor-
denadas de x, y, z de cada pieza irregular y ri el radio del c´ıruclo concentrico que
circunscribe a la pieza irregular pi ∀iεN .
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Se buscara´ ir variando la coordenada y (respecto al centro de gravedad del con-
tenedor) en una distancia dada por el ca´lculo de los radios de los c´ırculos conce´ntricos
originados entre el centro de una pieza ya posicionada con una pieza a posicionar. La
coordenada x de cada pieza permanecera´ fija y correspondera´ a la coordenada x del
centro de gravedad de la superficie contenedora.
Cada pieza irregular ira´ variando su coordenada tomando como referencia la an-
terior pieza posicionada; por ejemplo si queremos posicionar la segunda pieza p2, las
coordenadas de esta pieza ser´ıan cp2 = cp1+((r1+r2), 0, 0), generalizando si queremos
posicionar la pieza pk sus coordenadas ser´ıan cpk = cp(k−1) + ((r(k−1) + rk), 0, 0). La
Figura 5.9 muestra el posicionamiento en forma vertical para un contenedor con sus
respectivas piezas irregulares.
Figura 5.9: Ejemplo Posicionamiento Vertical
Esta te´cnica de posicionamiento surge bajo el criterio de que un cuerpo en reposo
puede ser soltado bajo accio´n de la gravedad y realizara´ una ca´ıda libre con direccio´n
hacia un fondo. Como consecuencia utilizamos como fondo a la superficie contenedora
y como cuerpos en reposo a las piezas irregulares las cuales luego de posicionadas sera´n
soltadas.
Cap´ıtulo 6
Dina´mica de los Cuerpos
6.1. Introduccio´n
Realizar la simulacio´n del movimiento de un cuerpo en el universo, demanda un
ana´lisis de una serie de casos; como ana´lisis de contactos e intersecciones (interferen-
cias).
Cuando un cuerpo se mueve por traslacio´n y rotacio´n, los valores de su esta-
do var´ıan constantemente. El ana´lisis de ese estado es hecho en cada intervalo de
tiempo, el cual es llamado paso de animacio´n. Es aqu´ı donde se analiza si el cuerpo
presenta interseccio´n, contacto o simplemente esta´ alejado con respecto al otro. En
el presente cap´ıtulo veremos como se realiza dicho ana´lisis y se sale de una condicio´n
de interferencia o contacto.
6.2. Caracter´ısticas dina´micas de los cuerpos
6.2.1. Caracter´ısticas inerciales
Entre las carater´ısticas inerciales tenemos a la inercia, masa y momento de inercia.
La propiedad de inercia de los cuerpos se aclara en la primera ley de Newton:
Todo cuerpo conservara´ su estado de reposo o de movimiento rectil´ıneo y uniforme
mientras fuerzas externas aplicadas a e´l no le hagan variar ese estado. En tal sentido,
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cualquier cuerpo conservara´ su velocidad mientras no exista una fuerza que lo obligue
a variarla.
La masa del cuerpo es la medida de la inercia del cuerpo en el movimiento de
traslacio´n. Se mide por la relacio´n entre la magnitud de la fuerza aplicada y la acel-
eracio´n provocada por ella:
m =
F
a
;
[m] =M
donde m es la masa, F es la fuerza, a es la aceleracio´n. La medicio´n de la masa
del cuerpo se basa en la segunda ley de Newton: La variacio´n del movimiento es
directamente proporcional a la fuerza actuante desde fuera y se produce en el sentido
en que esta´ aplicada esta fuerza.
En un cuerpo absolutamente r´ıgido existen tres puntos, cuyas situaciones coin-
ciden: el centro de masa, el centro de inercia y el centro de gravedad. Sin embargo,
estos son conceptos completamente diferentes. En el centro de masa se interceptan las
direcciones de las fuerzas, cada una de las cuales provoca el movimiento de traslacio´n
del cuerpo, mientras que el centro de inercia es el punto de aplicacio´n de la resul-
tante de todas las fuerzas ficticias de inercia y el centro de gravedad es el punto de
aplicacio´n de la resultante de todas las fuerzas de gravedad.
Se denomina momento de inercia a la medida de la inercia del cuerpo en el
movimiento de rotacio´n. El momento de inercia del cuerpo respecto al eje es igual a
la suma de los productos de las masas de todos los puntos materiales del cuerpo por
los cuadrados de sus distancias hasta el eje dado:
I =
∑
(mir
2
i );
[I] =ML2
6.2.2. Caracter´ısticas de fuerza
En esta subseccio´n describiremos a la fuerza, momento de una fuerza, impulso de
una fuerza y momento del impulso de una fuerza.
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La medicio´n de la fuerza, de la misma forma que la de la masa, esta´ basada en la
segunda ley de Newton:
F = m.a;
[F ] =MLT−2
Una fuerza, aplicada a un cuerpo dado, provoca su aceleracio´n. La fuente de la
fuerza es otro cuerpo; por consiguiente, interactu´an dos cuerpos. De esta forma, existe
la accio´n del segundo cuerpo sobre el primero, y la reaccio´n del primer cuerpo aplicada
sobre el segundo. Como la accio´n y la reaccio´n esta´n aplicadas a diferentes cuerpos,
no se les puede componer, o sea, sustituir por una resultante. Segu´n la tercera ley de
Newton - Para cada accio´n siempre existe una reaccio´n de igual magnitud, pero en
sentido contrario - las acciones de dos cuerpos uno sobre el otro, siempre son iguales
y opuestas por su sentido. Hay que entender claramente que esta ley es va´lida so´lo
para los sistemas inerciales de referencia
Se denomina momento de una fuerza a la medida de la accio´n de rotacio´n de una
fuerza sobre un cuerpo. Se determina por el producto del mo´dulo de la fuerza por su
brazo:
Mz = F .d;
[Mz] =ML
2T−2
Se denomina impulso de una fuerza a la medida de la accio´n de la fuerza sobre
el cuerpo en un determinado intervalo de tiempo (en el movimiento de traslacio´n).
Al final del intervalo de tiempo es igual a la integral definida a partir del impulso
elemental de fuerza, donde los l´ımites de integracio´n son los instantes de comienzo y
final del intervalo de tiempo de accio´n de la fuerza:
S =
∫
Fdt;
[S] =MLT−1
Se denomina impulso del momento de una fuerza a la medida de la accio´n del
momento de una fuerza respecto a un eje durante un intervalo dado de tiempo (en el
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movimiento de rotacio´n).
Al final del intervalo de tiempo es igual a la integral definida a partir del impulso
elemental del momento de la fuerza; los l´ımites de la integral son los instantes de
comienzo y final del intervalo de tiempo dado:
Sz =
∫
MzFdt;
[Sz] =ML
2T−1
Como resultado del impulso, tanto de la fuerza como del momento de la fuerza, se
originan variaciones de los movimientos, que dependen de las propiedades inerciales
del cuerpo y que se ponen de manifiesto en la variacio´n de la velocidad (cantidad de
movimiento, momento angular).
La cantidad de movimiento es la medida del movimiento de traslacio´n del cuerpo,
que caracteriza su capacidad de trasmitirse a otro cuerpo en forma de movimiento
meca´nico. Se mide por el producto de la masa del cuerpo por su velocidad:
P = m.v
En meca´nica newtoniana, el momento angular de una masa puntual, es igual al
producto vectorial del vector de posicio´n r (brazo), del objeto en relacio´n a la recta
considerada como eje de rotacio´n, por la cantidad de movimiento (tambie´n llamado
momento lineal o momento). Frecuentemente se lo designa con el s´ımbolo L:
L = r × p
L = r ×m.v
6.3. Generacio´n de movimiento
En un sistema de animacio´n, existe un mo´dulo de generacio´n de movimiento el
cual es ejecutado en cada intervalo de tiempo (paso de tiempo). Este mo´dulo esta
basado en la dina´mica de Newton-Euler, la cual relaciona el movimiento con las
fuerzas y torques aplicados sobre los cuerpos, a trave´s de unas ecuaciones diferenciales
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ordinarias (EDO). Estas ecuaciones son integradas nume´ricamente para asi poder
obtener los estados de los cuerpos compuestos por sus posiciones, orientaciones y
velocidades; con ello se analizan las diversas situaciones de interferencia que se pueden
generar al momento que los cuerpos se encuentran en movimiento, asi como detectar
tambie´n si existen situaciones de contacto.
6.3.1. Estado de un cuerpo en movimiento
Un cuerpo en un instante t, tiene un estado Y (t) el cual esta compuesto por la
posicion x(t) de su centro de masa en el espacio, la orientacion de su sistema de
coordenada local R(t), velocidad linear v(t) de su centro de masa, y su velocidad
angular w(t). El estado del cuerpo lo podemos ver como:
Y (t) =

x(t)
R(t)
v(t)
w(t)
 . (6.1)
Se aconseja que cuando los cuerpos se encuentra en movimiento dina´mico, el ele-
mento de estado v(t) sea sustituido por el momento lineal P (t), y w(t) por el momento
angular L(t). Con las observaciones mencionadas podemos denotar el estado de un
cuerpo en movimiento dina´mico como:
Y (t) =

x(t)
R(t)
P (t)
L(t)
 . (6.2)
Como se expuso anteriormente el movimiento de un cuerpo en el tiempo es deter-
minado por una ecuacion diferencial basada en la formulacio´n dina´mica de Newton-
Euler:
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d
dt
Y (t) =
d
dt

x(t)
R(t)
P (t)
L(t)
 . (6.3)
d
dt
Y (t) =
d
dt

v(t)
w(t)×R(t)
F (t)
T (t)
 . (6.4)
donde F (t) y T (t) son la fuerza de torque resultante actuando sobre el cuerpo.
Podemos relacionar las variables de la ecuacion de la siguiente manera [Ri96]:
v(t) = P (t)/m,
F (t) = ddt
P
(t),
T (t) = ddt
L
(t),
(6.5)
donde m es la masa del cuerpo,
El momento angular total L(t) de un cuerpo r´ıgido esta relacionado con la inercia
I(t) de un cuerpo a trave´s de la ecuacion:
L(t) = I(t).w(t) (6.6)
La ecuacion diferencial puede ser integrada en cada paso de tiempo utilizando
me´todos nume´ricos para resolver ecuaciones diferenciales ordinarias (ODE); por ejem-
plo el me´todo de Euler, de Runge-Kutta o algu´n otro me´todo h´ıbrido, dependiendo
de la exactitud deseada. Para propo´sitos del presente trabajo se utilizo´ el me´todo de
Euler.
6.3.2. Ana´lisis de la evolucio´n del movimiento
Los estados de todos los cuerpos en un instante t forman el estado del sistema
Y (t); es aqu´ı donde se registra la evolucio´n de todos los objetos hasta el instante t.
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Dado el estado inicial Y (t0), todo el sistema evoluciona para el pro´ximo estado que es
registrado en un paso de tiempo el cual llamamos tstep. Si aqu´ı no existiera ninguna
interferencia espacial entre los objetos, en el intervalo [t0, t0 + tstep], el nuevo estado
adquirido por el sistema es Y (t0 + tstep), el cual pasa a ser el estado inicial para el
pro´ximo paso de integracio´n.
Si se detecta alguna interferencia en t0+tstep, el estado inicial Y (t0) es recuperado.
Es aqui donde se debera tomar un instante tc de forma tal que t0 < tc < t0 + tstep; se
usara alguna te´cnica de convergencia de tii∈Ic para que en instantes intermedios para
tc se obtengan los estados intermedios Y (ti)i∈Ic , los cuales sean situaciones pro´ximas
al contacto Y (tc). El mayor interes en este proceso es que Ic tenga el menor nu´mero de
elementos posibles para una convergencia ra´pida en tc. Una vez determinado el estado
Y (tc), son tratadas sus interferencias respectivas, para luego completar la iteracio´n
de este u´ltimo estado hasta el estado de contacto t0 + tstep.
6.4. Verificacio´n de no Interpenetracio´n
Luego de haber detectado una interferencia en un espacio de tiempo, se procede
a realizar un ana´lisis de interferencias. En [Ri01] podemos encontrar tres niveles de
deteccio´n de interferencias: alto nivel o aproximado, nivel de aproximacio´n por jerar-
qu´ıas y niveles en detalle.
Para poder realizar el ana´lisis de deteccio´n de interferencias se utiliza una estruc-
tura jera´rquica que envuelve pedazos de contornos de objetos y sus detalles [RCV02];
esta estructura permite descartar ra´pidamente las partes de los objetos que no esta´n
en posible interferencia, y permite realizar una comparacio´n ra´pida de intersecciones.
Las estructuras jera´rquicas que se pueden usar son a´rboles binarias, cuaternarias
u octales, y las envolturas pueden ser esferas, cajas rectangulares isote´ticas (cajas de
aristas paralelas al sistema de coordenadas del universo), elipses y cajas orientadas.
La envoltura deber ser la mas ajustada o adaptada posible al segmento que se va
a envolver, esto incrementa la posibilidad de detectar los segmentos en interferencia.
Como para el presente trabajo de tesis estamos utilizando objetos de contornos po-
ligonales, utilizaremos un a´rbol de cajas orientadas, las cuales han mostrado en la
literatura mayor rendimiento para el ana´lisis de interferencias. La figura 6.1 muestra
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un a´rbol de cajas orientadas:
Figura 6.1: Cajas Orientdas.
EL me´todo de a´rbol de cajas orientadas envolventes permite realizar una com-
paracio´n ra´pida en tiempo constante intersectando las cajas que se encuentran en un
mismo nivel de jerarqu´ıa, ya que existen dos cajas a comparar, se tiene un ma´ximo
de cuatro combinaciones en cada nivel del a´rbol, esta comparacio´n se va realizando
uno a uno, verificando si existe interseccio´n. La verificacio´n de interferencias es hecha
recursivamente comenzando por la ra´ız de los a´rboles y yendo a trave´s de los hijos.
Al finalizar, en caso existan cajas ba´sicas registradas, se procede a realizar anal´ıtica-
mente la interseccio´n de los objetos. La figura a continuacio´n muestra dos situaciones
de objetos.
Cada par de cajas ba´sicas en interseccio´n puede incluir segmentos de superficies
que esta´n en tres situaciones: intersectados, en contacto o alejados.
Dos segmentos esta´n intersectados cuando existe un mı´nimo punto de interseccio´n
entre dos segmentos, esto se da cuando existe una parte de un segmento en el interior
del otro. Esta situacio´n indica que se debera´ de realizar una nueva iteracio´n con
un paso de tiempo menor, ya que en la presente iteracio´n fue dado un paso que
permitio´ que los objetos se interpenetren, por lo cual no sera´ necesario continuar con
la verificacion de otros pares de cajas en interferencia.
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Figura 6.2: Situacio´n de dos objetos: (a) objetos separados; (b) objetos en contacto.
Dos segmentos esta´n en contacto cuando existe un punto sobre cada segmento de
forma que son geome´tricamente proximos, con una tolerancia λ permitida. Estos son
los puntos f(tf ) e g(tg), dos segmentos f y g, respectivamente, estan suficientemente
proximos cuando el vector d(tf , tg) = f(tf ) − g(tg) tiene la direccio´n de la normal
comun a dos de los segmentos 0 ≤‖ d(tf , tg) ‖≤ λ. Aqui solamente consideraremos
cuerpos en contacto cuando exista interseccio´n tangencial entre ambos cuerpos o
cuando estos cuerpos esten sumamente pro´ximos una tolerancia permitida.
Segmentos alejados son aquellos que no se intersectan y no estan en contacto.
De esta manera, cuando ocurre una situacio´n en contacto o alejados, el proceso de
deteccio´n de puntos de contacto continua con los otros pares de cajas de interferencia.
La aproximacio´n a los puntos de contacto cuando es detectada una interpenetra-
cion es hecha mediante la tecnica de biseccio´n. Esta te´cnica consiste en la particio´n
binaria de cada paso de tiempo donde se disminuye el taman˜o cuando existe una in-
terpenetracio´n y se incrementa la mitad de paso anterior cuando todos estan alejados.
Cuando ocurre una situacio´n de contacto, cada par de puntos de contacto son
almacenados en una lista de puntos de contacto. Estos puntos seran tratados para
evitar interpenetraciones en iteraciones dina´micas futuras.
6.4.1. Ana´lisis de Colisiones
Segu´n [Ri01], el tratamiento de colisiones y contactos tiene como objetivo principal
evitar las interpenetraciones entre objetos, para ello se modifica apropiadamente la
tendencia de sus movimientos.
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Las colisiones causan discontinuidad en las velocidades de los cuerpos; en cuan-
to los contactos continuos causan la discontinuidad en las aceleraciones debido a las
fuerzas que actu´an en cada cuerpo. Las discontinuidades de las velocidades es es-
tablecida por impulsos, de acuerdo con las leyes de conservacio´n de momento lineal
y angular de los cuerpos. Las discontinuidades de aceleraciones envuelven adicio´n o
eliminacio´n de restricciones de aceleraciones de los objetos.
La secuencia normal para resolver colisiones y contactos consiste en primero tratar
colisiones en el nivel de velocidades y despue´s alterar sus aceleraciones, ya que el
ca´lculo de las aceleraciones generalmente requieren que las alteraciones generadas
por las variaciones de las velocidades sean conocidas.
Cuando existe una colisio´n todas las fuerzas externas son ignoradas, solamente son
consideradas las fuerzas impulsivas. La fuerza impulsiva, llamada tambien fuerza de
colisio´n, (fc), actu´a entre los cuerpos en contacto; esta es generada como una reaccio´n
de un cuerpo por la accio´n de otro en el punto de contacto. Esta fuerza es compuesta
por una fuerza de restriccio´n de interpenetracio´n (fn) en una fuerza de friccio´n (ft).
fc = fn + ft (6.7)
La fuerza de restriccio´n no produce trabajo, es una fuerza en direccio´n de la
normal n, la fuerza de friccion ft tiene direccio´n t y produce trabajo por disipacio´n
de energ´ıa cine´tica debido a la friccio´n de contacto. Para el presente trabajo de tesis
hemos considerado una friccio´n mı´nima, casi 0.
La fuerza de contacto actuando sobre los puntos de contacto durante el intervalo
de tiempo infinitesimal, 4t es el impulso definido como:
J =
∫
4t
fcdt (6.8)
El impulso J es el para´metro vectorial que hace mudanza de las velocidades de los
cuerpos para evitar la interpenetracio´n. La conservacio´n de momento lineal y angular
establece la relacio´n del impulso con las velocidades de los dos cuerpos en colisio´n.
Siendo los cuerpos A y B en colisio´n se tiene:
6.5. Situacio´n Esta´tica 63
mav
+
a = mava + J
mbv
+
b = mbvb + J
Iaw
+
a = Iawa + r1xJ
Ibw
+
b = Ibwb + r2xJ
(6.9)
Ii es el momento de inercia del cuerpo i, vi y wi son velocidades lineal y angular
antes de la colisio´n, v+i y w
+
i son las velocidades lineal y angular de i despue´s de la
colisio´n. En realidad los elementos que permanecen constantes durante la colisio´n son
Ii, la masa mi y la posicio´n de contacto ri.
Para poder resolver estas ecuaciones de conservacio´n de momentos, es necesario
considerar las condiciones de contacto: restitucio´n de colisio´n y friccio´n de contacto.
En [Ri01] podemos encontrar el detalle de la resolucio´n de estas ecuaciones, as´ı como
un ana´lisis detallado de las condiciones de contacto para aplicar impulsos.
La figura a continuacio´n 6.3 muestra dos cuerpos en contacto, as´ı como la forma
en que se realiza el ana´lisis de velocidades lineales y angulares para aplicar impulso.
Figura 6.3: Objetos en Contacto donde se aplicara impulso.
6.5. Situacio´n Esta´tica
Esta situacio´n se da cuando los cuerpos esta´n en microcolisiones, es decir cuando
las velocidades lineales y angulares son muy pequen˜as, relativamente cercanas a cero;
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con lo cual se puede decir que los cuerpos en este momento se encuentran en reposo.
A esta condicio´n llamamos contacto continuo.
Se toma como hipo´tesis de que cada par de objetos que se encuentren en contacto
continuo esta´n en constantes vibraciones mı´nimas, siguiendo una trayectoria bal´ıstica
[Ri01]. La condicio´n de contacto continuo se da para un punto p cuando la componente
normal de su velocidad relativa es considerada cero vrel−n ' 0.
Cap´ıtulo 7
Ana´lisis de Compactacio´n
Cuando los objetos (piezas y superficies irregulares) se encuentran en una situacio´n
compactada (casi esta´tica) es requerido realizar un ana´lisis para poder medir el a´rea
del sector ocupado por estos objetos dentro de las superficies que los albergan.
Se entiende por a´rea del sector ocupado, a la unio´n del a´rea de los objetos (piezas
irregulares) con el desperdicio (pedazos de a´reas sobrantes). Es as´ı que surge como
necesidad conocer esta a´rea para poder determinar exactamente el grado de ocupacio´n
de los objetos dentro de sus respectivas superficies contenedoras.
Consideremos como para´metro para estimar el a´rea total de desperdicio Ad, la
cual resulta de restar el a´rea del sector ocupado As con el a´rea total de los objetos
Ao; esto es:
Ad = As − Ao (7.1)
El a´rea total de los objetos es simple de calcular, se realiza sumando el a´rea de
cada objeto colocado dentro del sector ocupado. El a´rea dif´ıcil de calcular es As, la
cual demandara´ el uso de te´cnicas avanzadas de computacio´n gra´fica.
Para poder determinar el a´rea del sector ocupado utilizaremos la teor´ıa de cerco
convexo, mediante la cual se encontrara´ el menor conjunto convexo que contenga los
puntos que determinen los objetos compactados.
En la literatura se han encontrado diversas te´cnicas para calcular el cerco con-
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vexo en un conjunto de puntos en el plano; en el presente trabajo de tesis hemos
implementado un algoritmo de QuickHull que presenta complejidad media de n∗logn.
Este algoritmo determinara´ un conjunto de ve´rtices que conformen el cerco convexo
requerido.
El presente capitulo se encuentra distribuido de la siguiente manera: en la seccio´n
1 se presenta la definicio´n del problema de cerco convexo; en la seccio´n 2 se presenta
la formulacio´n del cerco convexo a estudiar; en la seccio´n 3 se describen diversos algo-
ritmos para el problema de cerco convexo y en la seccio´n 4 se describe el algoritmo de
QuikHull a implementar para encontrar el cerco convexo de los objetos compactados
en la superficie contenedora.
7.1. Definicio´n del Problema de Cerco Convexo
El cerco convexo de un conjunto de puntos de dos dimensiones es definido como
el menor pol´ıgono convexo que contiene todos los pontos en el plano. Cada punto del
conjunto determinado es un ve´rtice de ese pol´ıgono o se encuentra en su interior.
Figueiredo [FC91] define el problema del cerco convexo a partir de un conjunto
finito de pontos C, donde determinar el cerco significa calcular el menor conjunto
convexo que contiene tales puntos.
Si tenemos un conjunto C = {p1, p2, ..., pn} de puntos en el plano, obtener el
cerco convexo de C implica determinar cuales de los puntos de C son ve´rtices del
cerco convexo de C (que sera´ denotado por conv(C) que es el conjunto de todas las
combinaciones convexas de elementos de C ) y ordenar esos puntos circularmente, de
acuerdo con su ocurrencia en la frontera de conv(C), [FC91].
La Figura 7.1 que presentamos a continuacio´n muestra el cerco convexo de un
conjunto de 27 pontos en el plano.
7.2. Area del sector ocupado
El sector ocupado puede ser calculado en forma aproximada, pues no existe un
para´metro para saber si un segmento debe ser considerado o no como desperdicio,
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Figura 7.1: Cerco convexo a partir de 27 puntos.
en te´rminos de patro´n de corte con objetos irregulares. Como se muestra en la Figu-
ra 7.2, un sector ocupado puede ser considerado un cerco convexo adaptado (FCA)
envolviendo ajustadamente los objetos compactados (7.2 (a)), un cerco convexo poli-
gonal (FCP) envolviendo ajustadamente los objetos compactados (7.2(b)), y un cerco
adaptado (FA)envolviendo ajustadamente a los objetos compactados (7.2 (c)).
Figura 7.2: Area del sector ocupado.
Dada una situacio´n de los objetos compactados, considerando las tres configura-
ciones mostradas en la Figura 1, se establece la relacio´n de las a´reas como:
AFA ≤ AFCA ≤ AFCP (7.2)
donde AFA, AFCA y AFCP son las a´reas de los cercos Adaptado, convexo adaptado
y convexo poligonal, respectivamente.
7.2. Area del sector ocupado 68
Cualquiera de esas tres configuraciones podr´ıan ser consideradas como referencia
para realizar el ana´lisis de la menor a´rea del sector ocupado. Pero nosotros conside-
ramos que el cerco adaptado es la opcio´n ma´s real por ser de a´rea menor; ya que
el objetivo del trabajo de tesis es considerar una configuracio´n adecuada de estados
compactados, ocupando menor a´rea.
Si comparamos la relacio´n de mejor configuracio´n de compactacio´n entre dos situa-
ciones, cualquiera de una serie de situaciones S1, S2, ..., Sn generadas por las itera-
ciones de compactacio´n, veremos que no interesa cual de las situaciones de a´reas
(AFA, AFCA o AFCP ) determina la mejor situacio´n. Sean Si y Sj dos situaciones di-
ferentes, cuyas a´reas, segu´n la expresio´n (7.3), son, respectivamente:
AiFA ≤ AiFCA ≤ AiFCP y AjFA ≤ AjFCA ≤ AjFCP (7.3)
Si la situacio´n Si es mejor que la Sj, indicada por sus respectivas a´reas de FA,
AiFA ≤ AjFA, no implica que necesariamente FCA o FCP indiquen que Si sea mejor
que Sj, ni viceversa. Con esto queremos indicar que ninguna de las tres situaciones
es o´ptima respecto a las otras. En esta decisio´n, uno de los criterio de eleccio´n de
las situaciones dependera´ de la complejidad de su implementacio´n, tanto respecto al
tiempo, como al uso de recursos de memoria que estos demanden.
7.2.1. Cerco convexo adaptado
Consideramos cerco convexo adaptado a una regio´n convexa limitada por un con-
torno que se adapta al comportamiento de los segmentos de contornos de objetos
ocupando la regio´n. El contorno de la regio´n esta compuesto por elementos tangen-
ciales (segmentos de rectas y puntos) definidos por una recta imaginaria que rota
tangencialmente, siguiendo un sentido (horario o anti-horario), en torno de los obje-
tos en situacio´n compactada. De esta forma, el contorno del cerco tendra´ segmentos de
recta en partes de convexidad o objetos vecinos (recta tangente comu´n a dos objetos),
y puntos en las curvas de objetos, tal como muestra la Figura 7.2(a).
La definicio´n geome´trica del cerco convexo adaptado envolviendo objetos curvos
irregulares au´n es motivo de investigacio´n, ya que no se conoce algu´n me´todo en la
literatura de geometr´ıa computacional que lo haya estudiado.
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7.2.2. Cerco convexo poligonal
Consideramos cerco convexo poligonal al pol´ıgono que contiene a los objetos en
situacio´n de compactada, como muestra la Figura 7.2(b). El pol´ıgono se define con
una muestra de puntos relacionados con la definicio´n de los contornos de los objetos,
en particular por un subconjunto de puntos de control de los objetos definidos por
curvas B-splines cu´bicas.
Dados m puntos en el plano, definidos por la unio´n de todos los puntos de control
de los n objetos en situacio´n compactada, que definen un cerco poligonal con h,
h ≤ m, puntos de control siguiendo una te´cnica eficiente de construccio´n del cerco
convexo de m puntos en el plano.
La te´cnica para poder implementar este tipo de cerco puede ser Jarvis ya que
demanda O(m log m) operaciones o la te´cnica de QuickHull ya que demanda O(m
log m) operaciones [Preparata92][CarvFigue94].
El cerco definido por los puntos de control de los objetos definidos por curvas
B-splines cu´bicas tambie´n contiene a los objetos en situacio´n compactada, justificado
por el siguiente principio.
Principio: El cerco convexo de los puntos de control de objetos definidos por
curvas B-splines cu´bicas contiene a los objetos compactados.
Prueba: Un objeto Oi es definido por la unio´n de segmentos de curva B-splines
cu´bicas Sij generadas por la interpolacio´n de cuatro puntos de control adyacentes
Aij = C
i
j−1C
i
jC
i
j+1C
i
j+2.
Por una propiedad conocida de curvas B-splines cu´bicas [Roger85], el segmento
de curva Sij esta´ incluido por el cerco convexo de los puntos de control A
i
j. Como
el contorno de Oi esta´ definido por n segmentos, {Sij}j=1,..,n, entonces la unio´n de
los n cercos convexos respectivos definen dos pol´ıgonos conce´ntricos de n
2
ve´rtices
cada uno, el interior P iint y exterior P
i
ext. El contorno de O
i estara´ limitado por los
pol´ıgonos P iint y P
i
ext. Siendo P
i
ext que contiene a O
i. Para m objetos, {Oij}i=1,..,m
, sus respectivos pol´ıgonos, {P iext}i=1,..,m, esta´n contenidos en el cerco convexo de
los ve´rtices de {P iext}i=1,..,m; por tanto, los m objetos esta´n contenidos por tal cerco
convexo.
Axioma: Un conjunto de pol´ıgonos esta´ contenido por el cerco convexo que con-
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forman sus ve´rtices.
7.2.3. Cerco Adaptado
Consideramos cerco adaptado al contorno cerrado definido por la unio´n de seg-
mentos de contornos externos de los objetos externos de una situacio´n de objetos
compactados. Los segmentos de contorno de un objeto se unen al segmento del con-
torno cuando existe una proximidad de sus extremos. La Figura 7.2(c) muestra un
ejemplo de esta categor´ıa de cerco. La frase “adaptada”se debe a que el cerco es
adaptado a segmentos de objetos externos de la situacio´n compactada, siendo el cer-
co adaptado a la situacio´n.
Una forma de determinar un cerco adaptado aproximado es utilizando el me´todo
de particio´n por a´rbol cuaternario (quatree) [Foley85], el cual divide cada cuadrante
mientras exista la interseccio´n de los contornos con los cuadrantes.
La interseccio´n de los cuadrantes con los contornos de los objetos sera´ verificada
por la interseccio´n del cuadrando, considerado como una caja rectangular isote´tica,
con sub-a´rbol de cajas orientadas asociados a los objetos. As´ı, no se verificara´ todos
los objetos, sino solamente el a´rbol de objetos que inicialmente interceptaba con el
nodo superior del a´rbol. Un cuadrante, o nodo del quatree, sera´: a) dividido en cua-
tro cuadrantes iguales; b) sera´ considerada como hoja va´lida; o c) sera´ considerada
una hoja inva´lida. Un cuadrante sera´ dividido en cuatro cuadrantes iguales si existe
un segmento considerable de contorno en su interior, caso contrario puede conside-
rarse hoja inva´lida si no existe interseccio´n con el contenido del interior del objeto.
Sera´ considerada hoja va´lida si la mayor parte del cuadrante es interior de un objeto.
7.3. Algoritmos de Cerco Convexo Bidimensional
El ca´lculo del cerco convexo bidimensional de un conjunto de puntos ha sido sin
duda uno de los problemas a la vez ma´s ba´sicos y ma´s ampliamente estudiados a lo
largo de la historia de la Geometr´ıa Computacional. Adema´s, los campos en los que ha
resultado un ca´lculo u´til sorprenden por lo aparentemente poco relacionados con las
matema´ticas en general y la geometr´ıa en particular. Tal es el caso del reconocimiento
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de patrones, procesamiento de ima´genes, etc.
En la literatura podemos encontrar diversos algoritmos que calculan el cerco con-
vexo de un conjunto de puntos en el plano; sin duda es uno de los planteamientos de
la Geometr´ıa Computacional que ma´s soluciones ha conseguido. Desde incluso antes
del nacimiento oficial de esta disciplina se conoce el trabajo de Graham en el an˜o
1972. Se han propuesto estrategias siguiendo los paradigmas ma´s empleados como el
me´todo incremental y el divide y vencera´s. Todos estos algoritmos construyen el cerco
convexo en tiempo O(n log n).
A continuacio´n presentamos algunos de estos algoritmos que constituyen el con-
junto cla´sico de algoritmos para la resolucio´n del cerco convexo bidimensional, al que
habr´ıa que an˜adir otras te´cnicas posteriores.
7.3.1. Algoritmos Incrementales
Algunos de los algoritmos que presentan complejidad O(n log n) son increntales,
tal as´ı presentaremos a continuacion algunos de estos algoritmos.
Algoritmo de Graham
El algoritmo de Graham (1960), se basa en la idea de que es posible determi-
nar, de modo eficiente, los puntos extremos [FC91] de un conjunto de puntos en el
plano formando un poligono estrellado el cual ser´ıa la primera aproximacio´n del cerco
convexo, para conseguir esto, se debe de realizar previamente una ordenacio´n de los
puntos alrededor de un punto interior a su cerco convexo el cual no ofrecer´ıa mayor
problema. El poligono estrellado para un conjunto de puntos se muestra en la Figura
7.3 (a).
El metodo de Graham funciona de la siguiente manera: Al inicio se debe calcular
la envolvente convexa superior ordenando de izquierda a derecha, es decir en orden
creciente de abscisas. As´ı se obtiene una poligonal. Luego cada ve´rtice de esa poligonal
que quede por debajo del segmento que une el ve´rtice anterior y el ve´rtice posterior a
e´l, se elimina uniendo e´stos para formar una poligonal con un ve´rtice menos. Cuando
esta operacio´n no pueda realizarse ma´s habremos obtenido la envolvente convexa
superior. La envolvente inferior se calcula de forma ana´loga, eliminando esta vez los
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puntos que este´n por encima del segmento que une el anterior y el posterior. De esta
manera conseguida la poligonal obtenemos el cerco convexo deseado como podemos
observar en la Figura 7.3 (b).
El orden de ejecucio´n de este algoritmo viene dado por la necesidad de ordenar los
puntos angularmente. Cualquier ordenacio´n necesita al menos un tiempo O(n log n).
A este tiempo se le debe an˜adir el del proceso ideado por Graham. Para averiguar
este tiempo basta con percatarse que en cada paso un punto es tenido en cuenta o
es descartado. En el peor de los casos, cuando la envolvente convexa es un tria´ngulo,
necesitamos del orden de 2n− 3 operaciones.
Todo lo anterior nos indica que Graham es un algoritmo que trabaja en tiempo
o´ptimo O(n log n)
Figura 7.3: Funcionamiento Algoritmo de Graham
Algoritmo de Jarvis
El me´todo de Jarvis (1973) es tambien un algoritmo incremental, el cual presenta
una etapa de pre-procesamiento, su complejidad depende del nu´mero de puntos de
entrada. La idea de este algoritmo consiste en imaginar una recta que se desplaza desde
menos infinito hacia arriba hasta tocar un punto del conjunto de puntos. Luego, dicha
recta va rodeando la nube de puntos en sentido positivo, girando en cada ve´rtice hasta
tocar el siguiente, de modo que al final la envuelve por completo.
La figura 7.4 muestra como se va realizando el desplazamiento de la recta indicada
anteriormente para conseguir el cerco convexo.
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Como indicamos anteriormente, es fa´cil de intuir que este proceso tardara´ en
ejecutarse un tiempo proporcional al nu´mero de puntos en la envolvente y al taman˜o
de la nube. Cada barrido angular necesita un tiempo de proceso del orden de O(n)
pasos. Si la envolvente final posee k puntos, el tiempo final de ejecucio´n es del orden
de O(nk). En el mejor de los casos el comportamiento puede ser lineal, por ejemplo si
la envolvente es un tria´ngulo. El peor de los casos, sin embargo, se da cuando todos
los puntos esta´n en la envolvente convexa, convirtie´ndose en un me´todo cuadra´tico.
Figura 7.4: Algoritmo de Jarvis.
Algoritmo de Andrew
El me´todo de Andrew es una variacio´n del algoritmo de Graham donde la forma de
ordenacio´n de los puntos se determina ubicando los puntos de mayor y menos abcisa
en la nube de puntos para luego trazar una recta que pase por ellos. Este algoritmo
presenta complejidad O(n log n).
7.3.2. Algoritmos Dividir para Conquistar
Ahora examinaremos algoritmos que usan, de forma expl´ıcita, el paradigma de
dividir para conquistar. Se busca dividir un problema en subproblemas del mismo
tipo y aproximadamente todos ellos del mismo taman˜o, resolver los subproblemas
recursivamente y, finalmente, combinar la solucio´n de los subproblemas para dar una
solucio´n al problema original. La recursio´n finaliza cuando el problema es pequen˜o y
la solucio´n es fa´cil de construir directamente [FC91].
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La idea ba´sica para calcular el cerco convexo bidimensional de los algoritmos del
tipo dividir para conquistar es dividir un conjunto de puntos C en conjuntos menores
C1 y C2, obteniendo los cercos convexos conv(C1) y conv(C2), para luego combinarlos
de modo de obtener conv(C). El paso mas importante aqu´ı es el de combinacio´n,
donde, dados los pol´ıgonos convexos P1 y P2, deseamos obtener conv(P1 ≈ P2)
[FC91]. A continuacio´n examinaremos dos algoritmos que implementan estas ideas.
Estos algoritmos son QuickHull y MergeSort.
Algoritmo QuickHull
Este algoritmo fue propuesto por Preparata y Shamos en 1985 [PS85]; fue de-
nominado Quickhull por su similitud con el me´todo de ordenacio´n Quicksort. La idea
ba´sica del algoritmo es que para la mayor´ıa de las configuraciones de puntos que
se pueden presentar, se puede en cada paso descartar muchos puntos a la hora de
construir la envolvente convexa ya que usa recursividad lo cual disminuye el tiempo
computacional [RGV01].
El primer paso del algoritmo de quickhull es realizar la etapa de preprocesamiento,
en la cual se requiere encontrar cuatro puntos extremos en las direcciones norte, sur,
este y oeste y formar un cuadrila´tero que estos puntos definen (este cuadrila´tero
puede ser degenerado); ahora todos los puntos en el interior de dicho cuadrila´tero
no son extremos, con lo cual pueden ser descartados. As´ı quedan puntos repartidos
en cuatro regiones no conectadas entre si, se trata luego cada una de estas regiones
independientemente donde se debe de encontrar el cerco convexo contenido en las
cuatro regiones triangulares exteriores al cuadrila´tero.
En cada una de estas regiones se buscara el punto ma´s alejado a la recta que
define dicha regio´n, obteniendo as´ı cuatro nuevos puntos y un pol´ıgono de a lo ma´s
ocho lados que divididira´ a los puntos que no hemos eliminado en ocho regiones que
tratamos individualmente siguiendo la misma regla anterior. Sucesivamente se van
dividiendo las regiones resolviendo el problema recursivamente, obteniendo al final el
cerco convexo bidimensional buscado. La Figura 7.5 mostrada a continuacio´n muestra
la bu´squeda del punto mas alejado c, consiguendose formar un triangulo unido por
los puntos a,b y c.
Este algoritmo presenta complejidad O(nlogn) en el mejor de los casos cuando los
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Figura 7.5: Tratamiento de Algoritmo de QuickHull.
puntos se encuentran distribuidos uniformemente en el plano y complejidad O(logn2)
en el peor de los casos.
Algoritmo MergeHull
El algoritmo MergeHull es tambien del tipo dividir para conquistar, al igual que el
quickhull debe su nombre a la semejanza con el algoritmo de mergesort; este algoritmo
presenta complejidad O(n log n). La etapa mas cr´ıtica de este algoritmo es la de
combinacio´n donde los cercos convexos obtenidos por los subconjuntos S1 y S2 son
combinados para producir el cerco convexo de S.
Este algoritmo divide el problema en diversos subproblemas similares al problema
original pero de taman˜o menor. El algoritmo procede a resolver e´stos subproblemas,
luego realiza la combinacio´n de sus soluciones, obteniendo una solucio´n del problema
para su instancia original.
En su primera fase el algoritmo divide un conjunto de puntos S en subconjuntos S1
y S2, esta divisio´n es realizada en relacio´n a la mediana que forman las coordenadas
en el eje x y puede ser vista como una separacio´n en realacio´n a una recta vertical.
El conjunto de puntos S1 sera´ formado por los puntos que tienen coordenada en x
menor o igual a la mediana de los puntos en x de los puntos de S. El conjunto S2
sera´ formado por los dema´s puntos de S. Si existe alguna repeticio´n de coordenada
de x de algun punto, entonces se considera una ordenacio´n de esos puntos por los
valores de las coordenadas en y.
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En la siguiente fase el algoritmo procede a resolver individualmente cada subpro-
blema mediante recursio´n, hallando el cerco convexo para cada subconjunto de puntos.
En su fase final se trata de encontrar dos rectas tangentes a conv(S1) y conv(S2), a
partir de estas resultara fa´cil construir conv(S1
⋃
S2) en tiempo lineal.
En la Figura 7.6(a) tenemos dos pol´ıgonos los cuales tienen sus ve´rtices ordenados
en forma polar en torno de un punto interior comu´n p0. En la figura 7.6(b). El
pol´ıgono S2 esta´ contenido en un a´ngulo de ve´rtice p0 y definido por las semi-rectas
p0a y p0b, donde a y b son ve´rtices de S2. Los ve´rtices a y b separan la lista de
ve´rtices de S2 en dos sublistas: una ordenada siguiendo a´ngulos polares (en torno
de p0) crecientes y otra ordenada siguiendo a´ngulos polares decrecientes. La segunda
lista correspondiente a los ve´rtices de S2 que son interiores al tria´ngulo p0ab y puede,
por tanto, ser descartado. La primera lista puede ser combinada como la lista de los
ve´rtices de S1 en tiempo O(n), donde n es el nu´mero total de ve´rtices de S1 y S2.
As´ımismo tambien podemos realizar la combinacio´n de los dos pol´ıgonos convexos
mediante la te´cnica de tangentes. Segu´n Rocha et al [RGV01] las tangentes son for-
madas por los segmentos entre los vertices a y b (puntos que forman el cerco convexo
de S1 y S2 respectivamente) y los puntos ma´s a la derecha de conv(S1) y ma´s a
la izquierda de conv(S2). Una vez halladas las tangentes se procede a recorrer los
cercos convexos en sentidos opuestos verifica´ndose si se puede realizar un intercambio
entre los ve´rtices. La bu´squeda terminara´ cuando ninguno de los puntos tiene que ser
intercambiado por otro.
Figura 7.6: Algoritmo de MergeHull
Analisando el funcionamento de los algoritmos descritos anteriormente, es posible
notar una caracter´ıstica comu´n a ambos la cual es la presencia de una etapa de
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ordenacio´n como pre-procesamiento es as´ı que el mayor esfuerzo, en te´rminos de
timpo computacional, ocurre al momento de realizar la ordenacio´n de puntos.
7.4. Pseudoco´digo del Mo´dulo analizador de a´reas
A continuacio´n se muestra el disen˜o del mo´dulo analizador de areas, el cual im-
plementa un algoritmo Quickhull para determinar el cerco convexo bidimensional que
conforman los objetos en estado de compactacio´n dentro de una superficie contene-
dora. Se desarrollara´ el algoritmo principal del mo´dulo analizador de areas as´ı como
cada uno de los submo´dulos que lo conforman, mostrando su funcionamiento y pseu-
doco´digo en cada parte.
En el Cuadro 7.1 se muestra una descripcio´n de las variables a utilizar.
Variables a usar en el modulo Analizador de Areas
Variable Descripcio´n
sysobjs Estructura que contiene las caracateristicas de los objetos
convexHull Estructura que contiene los ve´rtices que forman el cerco convexo
listaPtos Conjunto de todos los puntos de control determinados por cada objetos
areaCerco Area conformada por el cerco convexo
Cuadro 7.1: Variables del mo´dulo analizador de a´reas.
7.4.1. Mo´dulo Principal
Funcionamiento
Se obtiene la lista de puntos haciendo uso de la funcio´n CargarP tosFecho, la
cual recibe como para´metro una estructura sysobjs que contiene las caracteristicas
de los objetos, para luego realizar el calculo del cerco convexo haciendo uso de la
funcion QuickHull que recibe como para´metro la lista de puntos. A continuacion el
modulo procede a calcular el a´rea determinada por el cerco convexo haciendo uso de
la funcion CalculaAreaFecho.
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Pseudoco´digo
1: listaP tos← CargaPtosFecho(sysobjs)
2: convexHull ← QuickHull(listaP tos)
3: areaFecho← CalculaAreaFecho(convexHull)
Comentario
En el punto 2 se realiza del calculo del cerco convexo que determina el conjunto de
puntos que se esta pasando como parametro, se hace uso de un algoritmo de QuickHull
para poder determinar el conjunto de vertices que conforman el cerco convexo que
estamos buscando.
7.4.2. CargaPtosFecho
Funcionamiento
La funcio´n CargaPtosFecho se encarga de obtener todos los puntos de coordena-
das x, y, z que son determinados por los objetos en el ambiente de simulacio´n. Recibe
como para´metro una estructura sysobjs la cual contendra´ las caracteristicas de los
objetos luego de la compactacio´n. Mientras existan objetos dentro de la estructura
sysobjs va cogiendo las coordenadas de cada uno y las va pasando a la estructura
listaP tos.
Pseudoco´digo
1: i← 1
2: while i ≤ sysobjs.nobjs do
3: ob← sysobjs.objs[i]
4: for j = 0 to ob.npc do
5: p← ob.pc[j]
6: Insertar(p, listaP tos)
7: end for
8: i← 1
9: end while
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Comentario
En el punto 2 la variable sysobjs.nobjs determina el nu´mero de objetos compacta-
dos que se esta´n procesando as´ı como en el punto 4 se procesara cada punto de control
que determina el objeto sysobjs.objs[i].
7.4.3. QuickHull(listaP tos)
Esta funcio´n construye el cerco convexo a partir de un conjunto de puntos listaP tos.
Funcionamiento
Esta funcion procede a encontrar el punto (a) ma´s a la izquierda del conjunto
listaP tos, luego de manera similar procede a encontrar el punto (b) ma´s a la derecha
del conjunto listaP tos, luego se traza una recta y se divide el conjunto listaP tos
en dos subconjuntos; para los cuales se hallara´ su cerco convexo llamando usando
una funcio´n recursiva QHull, una vez conseguidos los cercos convexos de los dos
subconjuntos se procede a concatenarlos mediante la funcio´n concatenarQHull con
lo cual se obtiene el cerco convexo convexHull.
Pseudoco´digo
1: Sea a el punto ma´s a la izquierda de listaP tos
2: Sea b el punto ma´s a la derecha de listaP tos
3: Sea listaP tos1 el conjunto de puntos a la izquierda de la recta a− b
4: Sea listaP tos2 el conjunto de puntos a la derecha de la recta a− b
5: convexHull1 ← QHull(listaP tos1, a, b)
6: convexHull2 ← QHull(listaP tos2, b, a)
7: convexHull ← concatenarQHull(convexHull1, convexHull2)
Comentario
Para el punto 3 y 4 el algoritmo procede a encontrar una recta a− b la cual pueda
separar en dos subconjuntos al conjunto de puntos listaP tos.
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7.4.4. QHull(S, punto1, punto2)
Funcionamiento
Esta funcion recursiva procura primeramente encontrar un punto c ma´s distante
de la recta a − b, luego calcula recursivamente el cerco convexo de los puntos a la
izquierda de a − c, as´ı como el cerco convexo de los puntos a la derecha de c − b.
Finalmente se realiza una combinacio´n de los dos cercos convexos encontrados. El
caso base se da cuando no existe ningun punto a la izquierda de a− c, con lo cual el
algoritmo retorna esta arista.
Pseudoco´digo
1: if S = {a, b} then
2: retornar el segmento orientado a− b
3: else
4: Sea c un punto de S tal que la distancia entre c y la recta a− b sea ma´xima.
5: Sea S1 el conjunto de puntos de S a la izquierda de a− c
6: Sea S2 el conjunto de puntos de S a la izquierda de c− b
7: convexHull1 ← QHull(S1, a, c)
8: convexHull2 ← QHull(S2, c, b)
9: convexHull ← concatenarQHull(convexHull1, convexHull2)
10: end if
Comentario
En el punto 7 y 8 se va calculando recursivamente el cerco convexo de cada sub-
conjunto de puntos. En 1, el conjunto de puntos S se va actualizando de tal manera
que al final solo quedara´ el segmento orientado a− b.
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7.4.5. CalculaAreaFecho(convexHull)
Funcionamiento
Esta funcio´n realiza el ca´lculo del area del cerco convexo a partir del conjunto de
vertices convexHull hallados por el algoritmo de QuickHull. Se van buscando aristas
y hallando parcialmente el area de los tria´ngulos que forman tales aristas con el centro
de masa centm.
Pseudoco´digo
1: centm← CalcularCentroMasaFecho(convexHull)
2: nodo← ObtenerPunto(convexHull)
3: areafecho← 0
4: verticef1[0]← nodo.x− centm[0] {calculamos el primer ve´rtice}
5: verticef1[1]← nodo.y − centm[1]
6: verticef1[2]← nodo.z − centm[2]
7: nodo← ObtenerPunto(convexHull) {se obtiene el pro´ximo punto}
8: while nodo 6= ∅ do
9: verticef2[0]← nodo.x− centm[0] {se obtiene el siguiente ve´rtice}
10: verticef2[1]← nodo.y − centm[1]
11: verticef2[2]← nodo.z − centm[2]
12: area← calcularareatriangulo(verticef1, verticef2)
13: areafecho = areafecho+ area
14: nodo← ObtenerPunto(convexHull)
15: verticef1[0]← verticef2[0] {Se hace una copia del ve´rtice}
16: verticef1[1]← verticef2[0]
17: verticef1[2]← verticef2[0]
18: end while
Comentario
En el punto 1 se calcula el centro de masa del cerco convexo, en 2 se obtiene en
la variable nodo las caracter´ısticas de un punto de la estructura convexHull, en 4
se calcula el primer vertice del cerco, en 9 se obtiene otro vertice con lo cual en 12
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se procede a calcular el a´rea del tria´ngulo formado por tales ve´rtices para luego ir
acumulando esta a´rea en el punto 13 en la variable areafecho la cual ira´ acumulando
el a´rea final del cerco convexo.
7.4.6. Ejemplos de Ejecucion del Algoritmo
A continuacio´n presentaremos algunos ejemplos de la corrida del mo´dulo anali-
zador de a´reas en la cual se mostrara´ el cerco convexo que envuelve a los objetos
compactados.
Caso 1: Cerco convexo para cinco objetos compactados
Se trato cinco objetos en estado de compactacio´n, para los cuales se procedio´ al
ca´lculo de su envolvente convexa como muestra la Figura 7.7; los objetos presentaron
las siguientes caracter´ısticas:
Objeto Cantidad Area
Objeto1 1 249.77
Objeto2 2 231.73
Objeto3 2 197.35
Total Objetos 1107.95
Area Usada 1529.87
Cuadro 7.2: Valores de objetos compactados para el caso 1.
Como podemos observar en la tabla 7.2 el area total de los objetos es Ao =1107.95.
El ca´lculo de la envolvente convexa dio como resultado un a´rea de As =1529.87, con
lo cual podemos calcular el valor del area de desperdicio Ad = 421,92 , satisfaciendo
la Ecuacion 7.3.
Caso 2: Cerco convexo para siete objetos compactados
Se trato siete objetos en estado de compactacio´n, para los cuales se procedio´ al
ca´lculo de su envolvente convexa como muestra la Figura 7.8; los objetos presentaron
las siguientes caracter´ısticas, mostrados en el cuadro 7.3
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Figura 7.7: Area del sector ocupado para caso ejemplo 1.
Objeto Cantidad Area
Objeto1 1 249.77
Objeto2 1 231.73
Objeto3 5 197.35
Total Objetos 1107.95
Area Ocupada 2160.76
Cuadro 7.3: Valores de objetos compactados para el caso 2.
Como podemos observar en el Cuadro 7.3 el a´rea total de los objetos es Ao =1468.27.
El ca´lculo de la envolvente convexa dio como resultado un a´rea de As=2160.76, con
lo cual podemos calcular el valor del area de desperdicio Ad = 692,49, satisfaciendo
la Ecuacio´n 7.3 anteriormente citada.
Caso 3: Cerco convexo para cinco objetos compactados
Se trato cinco objetos en estado de compactacio´n, para los cuales se procedio´ al
ca´lculo de su envolvente convexa como muestra la Figura 7.9; los objetos presentaron
las siguientes caracter´ısticas:
Como podemos observar en la tabla 7.4 el area total de los objetos es Ao =1107.95.
El ca´lculo de la envolvente convexa dio como resultado un a´rea de As =1529.87, con
lo cual podemos calcular el valor del area de desperdicio Ad = 421,92 , satisfaciendo
la Ecuacio´n 7.3 anteriormente citada.
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Figura 7.8: Area del sector ocupado para caso ejemplo 2.
Objeto Cantidad Area
Objeto1 1 249.77
Objeto2 2 231.73
Objeto3 2 197.35
Total Objetos 1107.95
Area Usada 1529.87
Cuadro 7.4: Valores de objetos compactados para el caso 3.
Figura 7.9: Area del sector ocupado para caso ejemplo 3.
Cap´ıtulo 8
Un Sistema SimulaCort para
resolver el problema de cortes
irregulares
En este cap´ıtulo se describira´ el sistema que implementa el algoritmo grasp con
simulacio´n dina´mica para resolver el problema de cortes irregulares propuesto en el
Cap´ıtulo 4. En la Seccion 1, se describira´ el sistema, en la Seccion 2 se revisara´ la
implementacio´n del sistema, mostra´ndose algunos extractos del co´digo fuente. Final-
mente, en la Seccion 3 revisaremos la configuracio´n del hardware y software mı´nimo
necesario para que el sistema funcione correctamente.
8.1. Descripcio´n del Sistema
El sistema desarrollado implementa una te´cnica de algoritmo grasp con simu-
lacio´n dina´mica, con lo cual se da solucio´n al problema de cortes en una dimensio´n.
Se encuentra ba´sicamente constitu´ıdo por la implantacio´n del algoritmo grasp desa-
rrollado en el Cap´ıtulo 4. Presenta mo´dulos diferenciados tanto para la adquisicion
de datos, procesamiento, visualizacio´n y salida de datos los cuales han sido descritos
en el Cap´ıtulo 3 de arquitectura del sistema.
85
8.2. Mo´dulos del Sistema 86
8.2. Mo´dulos del Sistema
Se presentara´ cada mo´dulo que se describio en el Cap´ıtulo 3 de arquitectura del
sistema, describiendo su funcionalidad y su pantalla asociada.
8.2.1. Mo´dulo de Lectura de Datos
Este mo´dulo carga los datos en las estructuras correspondientes para luego ser
manejadas por el sistema.
Aqu´ı podemos encontrar la lectura de todos los parametros necesarios para el
funcionamiento del sistema; se leen de un archivo de texto los objetos a cortar con sus
respectivas demandas de corte, la superficie contenedora, las caracter´ısticas propias
de cada objeto, as´ı como sus caracteristicas f´ısicas, los para´metros para la ejecucio´n
de la simulacio´n como son el nu´mero de frames, el paso de tiempo, etc. La Figura
8.1(a) muestra la carga de objetos desde un archivo plano. La estructura del archivo de
datos de entrada presenta dos partes; una parte general referida a los para´metros de la
simulacio´n dina´mica y del algoritmo Grasp y otra parte donde estan las caracteristicas
de los objetos. En la Figura 8.1(b) mostramos dicha estructura indicando el significado
de cada para´metro as´ı como la estructura de cada objeto a ser leido.
(a) (b)
Figura 8.1: Entrada de datos: (a) pantalla de carga de objetos; (b) estructura del
archivo de datos de entrada.
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8.2.2. Mo´dulo de Procesamiento
Este mo´dulo se encarga del procesamiento de las funcionalidades del sistema, las
cuales van desde la metaheur´ıstica de seleccion, distribucio´n de objetos, compactacio´n
y ana´lisis de a´reas.
La Figura 8.2(a) muestra la distribucion de los objetos dentro de la superficie
siguiendo la te´cnica vertical. La Figura 8.2(b) muestra un instante en el cual se
esta´ realizando la simulacio´n dina´mica.
(a) (b)
Figura 8.2: Distribucio´n de los objetos en el contenedor: (a) pantalla de distribucio´n
de objetos en la superficie; (b) pantalla de simulacion dina´mica.
La Figura 8.3 muestra el cerco convexo resultante luego de que los objetos estan
compactados.
8.2.3. Mo´dulo de salida
Este mo´dulo se encarga de realizar la presentacio´n de los resultados, en el cual
se muestran las superficies contenedoras finales a utilizar, cada una con su respectiva
lista de objetos compactados.
La Figura 8.4 muestra la configuracion final de los objetos en su superficie con-
tenedora.
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Figura 8.3: Pantalla de Ana´lisis de Areas Finales
8.3. Implementacio´n
El desarrollo del Sistema SimulaCort ha sido realizado en lenguaje C con Microsoft
Visual Studio v.6; las librerias gra´ficas usadas son IUP/LED, CD las cuales han
sido desarrolladas por el grupo de tecnolog´ıas gra´ficas (tecgraf) de la puc-rio, Brasil
(www.tecgraf-rio.br) ya que este Ide esta´ basado en metodolog´ıa orientada a objetos
y presenta caracter´ısticas de divisio´n del programa en mo´dulos; lo cual ayuda a un
completo ordenamiento del programa. Se explicara´n caracter´ısticas referentes a la
modularidad y la programacio´n orientada a objetos, as´ı como se mostrara´n extractos
del co´digo fuente de las principales funcionalidades implementadas del sistema.
El sistema GenCort presenta varios mo´dulos de programacio´n, entre los mas im-
portantes tenemos:
- bsplines - calculos - contato - dinamica - dspwindow - dwspline - graspseleccion -
fechoconvexo - fileoper - impulso - inercia - mainspli - memorias - numerica - obb3tree
- overlappairs - distribucionobjs
8.3.1. Implementacio´n del Modulo fileoper
Este mo´dulo de programacio´n implementa el co´digo fuente que permite la lec-
tura de los para´metros para el funcionamiento del sistema. La funcio´n principal de
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Figura 8.4: Pantalla de presentacion de resultados.
este mo´dulo es filcargadados, es aqu´ı donde se cargan los datos en las respectivas
estructuras del sistema.
En el Ape´ndice A podemos observar un extracto del co´digo fuente de la funcio´n
filcargadados.
8.3.2. Implementacio´n del Modulo graspseleccion
Este mo´dulo de programacio´n implementa el co´digo fuente que permite proce-
sar el algoritmo grasp seleccion y mejoria. La funcion principal de este modulo es
graspSeleccion, es aqu´ı donde se procesa el algoritmo grasp propiamente dicho y se
obtienen las superficies con la lista de piezas a ser compactadas.
En el Ape´ndice A podemos observar un extracto del co´digo fuente de la funcio´n
graspSeleccion.
8.3.3. Implementacio´n del Mo´dulo distribucionobjs
Este mo´dulo de programacio´n implementa el co´digo fuente que permite procesar
la distribucio´n inicial de los objetos en la superficie contenedora antes de aplicar
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simulacio´n dina´mica. La funcion principal de este mo´dulo es distribuyeobjs.
En el Ape´ndice A podemos observar un extracto del co´digo fuente de la funcio´n
distribuyeobjs.
8.3.4. Implementacio´n del mo´dulo dina´mica
Este mo´dulo de programacio´n implementa el co´digo fuente que permite procesar
la simulacio´n dina´mica para compactar los objetos en sus respectivas superficies. La
funcio´n principal de este mo´dulo es dinloopmovimiento, es aqu´ı donde se procesan
iteracio´n por iteracio´n las escenas de movimiento de los cuerpos, detecta´ndose posibles
interferencias para aplicar impulsos.
En el Ape´ndice A podemos observar un extracto del co´digo fuente de la funcio´n
dinloopmovimiento.
8.3.5. Implementacio´n del Mo´dulo fechoconvexo
Este mo´dulo de programacio´n implementa el co´digo fuente que permite procesar
el ana´lisis de las a´reas finales de los objetos luego de la compactacio´n con respecto
a la superficie que los contiene. La funcio´n principal de este mo´dulo es quickHull;
es aqu´ı donde se implementa el algoritmo de quickhull para poder hallar la menor
envoltura que inscriba a los objetos compactados.
En el Ape´ndice A podemos observar un extracto del co´digo fuente de la funcio´n
quickHull.
8.4. Requerimientos de hardware y software
El equipo necesario para el funcionamiento adecuado del sistema disen˜ado es el
siguiente:
Configuracio´n de Hardware Mı´nimo: se necesita un equipo con las caracter´ısti-
cas que se mostrara´n a continuacio´n para el funcionamiento del sistema Simu-
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laCort: Procesador Intel o Compatible; Velocidad mayor a 450 Mhz; Espacio en
Disco: 12 Mb; Tarjeta de Video de 8Mb; Mouse; Teclado.
Configuracio´n de Software Mı´nimo: Sistema OperativoWindows 9.X,NT,2000,XP,
2003; Editor de Textos.
Cap´ıtulo 9
Experimentos Nume´ricos
En este cap´ıtulo se mostrara´ el ana´lisis del desempen˜o del sistema, presenta´ndose
las instancias de prueba. En la Seccio´n 1, se indicara´ la configuracio´n del equipo usado
en las pruebas. En la Seccio´n 2, se mostrara´ el set de problemas que se usara´n para
las pruebas. En la Seccio´n 3, se mostrara´ en tablas resumen la ejecucio´n de algunas
instancias de prueba y sus resultados, para luego realizar en la Seccio´n 4, un ana´lisis
de la eficiencia del algoritmo a partir de los datos obtenidos.
9.1. Hardware y Software empleado
Para los experimentos nume´ricos as´ı como para el desarrollo del sistema se utilizo´:
Hardware empleado: Ma´quina con procesador Intel Familia 6 Modelo 8, velocidad:
704 Mhz, memoria de 320MB. Se realizaron adema´s pruebas del sistema en un
computador Pentium II de 430 Mhz de Velocidad, con lo cual se verifico´ que el
tiempo de procesamiento var´ıa (aumento), al igual que el taman˜o de la memoria
y de la pila, por lo cual se recomienda como hardware o´ptimo a usar: Ma´quina
con procesador Pentium III, 600 MHz de velocidad, memoria de 320Mb.
Software empleado: Visual Studio C++ 6.0, Windows XP Professional Edition,
bibliotecas gra´ficas IUP/LED y CD de tecnologias gra´ficas (Tecgraf) PUC-Rio,
Brasil.
92
9.2. Instancias de prueba 93
Modo de video: Monitor 15”, resolucio´n de la pantalla de 800 x 600 p´ıxeles, res-
olucio´n del color de 32 bits.
9.2. Instancias de prueba
Las instancias de prueba, esta´n conformadas por las demandas de corte de piezas
irregulares (cantidad y taman˜o de cada pieza de material) y la superficie contenedora
que se tomara´ para alojar a las piezas. Se usara´n 10 instancias de prueba diferentes. El
nu´mero de piezas en demanda var´ıa en cada caso segu´n la instancia. Su especificacion
se encuentra en el Ape´ndice B
9.2.1. Lista de Objetos a utilizar
El Cuadro 9.1 muestra los objetos que sera´n usados en nuestro set de pruebas,
donde (a) es un objeto que representa la superficie contenedora compuesta por tres
objetos (dos verticales y una base); los objetos que representan las piezas de corte
son (b), (c) y (d), estos estan definidos por 32 puntos de control. Esas piezas pueden
ser usadas o replicadas tantas veces se requiera, as´ı como orientarlos y escalarlos a la
forma deseada.
Figura 9.1: Objetos usados en la simulacio´n. (a)Contenedor; (b)Objeto Irregular
IDlingua32; (c)Objeto Irregular IDlet1; (d)Objeto Irregular IDlingua23
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9.3. Experimentos nume´ricos
Aqui se presenta la ejecucio´n del algoritmo sobre las 10 instancias de prueba
descritas en la seccion anterior.
Se utilizo una superficie contenedora patro´n la cual se le fue variando el taman˜o
a ocupar; este taman˜o de ocupacion varia entre 40% y 60% como vamos a observar
al momento que presentemos el resultado de las instancias de prueba.
9.3.1. Ejecucio´n de las instancias
Para poder llevar a cabo la ejecucio´n del algoritmo se necesitaron parametros
grasp y de simulacio´n dina´mica como se muestran en las tablas a seguir presentadas.
Para´metros Algoritmo GRASP
Los parametros que se muestran a continuacio´n son resultado de una previa cal-
ibracio´n. Para los parametros de relajacio´n GRASP ALFA y BETA se ejecuto el
algoritmo tomando valores desde 0 a 1, como resultado se obtuvieron ALFA = 0,7 y
BETA = 0,5
PARAMETRO VALOR
Numero de Iteraciones 500
Convergencia 100
Parametro Relajacion ALFA 0.7
Parametro Relajacion BETA 0.5
Los para´metros de la simulacio´n dina´mica son mostradas en la tabla a seguir.
PARAMETRO VALOR
Paso de Tiempo 0.025
Numero de Frames 340
Gravedad 0.0 -10.0 0.0
Tolerancia Minima 0,04e0
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Con esos parametros, se ejecutaron las simulaciones obteniendose los resultados.
Aqui mostramos el resultado de la primera instancia de prueba; el resultado de las
demas instancias de prueba pueden ser vistas en el Ape´ndice B.
Superficie1 Superficie 2
Resultado Algoritmo
Figura 9.2: Figura Resultado Ejecucio´n Instancia 1
Seguidamente, mostramos mediante una tabla un resumen del resultado de la
ejecucion del algoritmo, presentando el nu´mero de superficies contenedoras utilizadas,
la lista de objetos a posicionar, el porcentaje de error generado, el a´rea utilizada y
la solucio´n o´ptima; as´ı como la configuracio´n final de cada superficie luego de la
compactacio´n.
El Cuadro 9.1 muestra la descripcio´n de las columnas de las tablas.
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Columna Descripcion
Nombre Nombre de la Instancia de Prueba
AreaSup Area de la superficie contenedora
M Objetos de Taman˜o diferente
N Cantidad total de piezas en demanda
NGEN Nu´mero de Generaciones Algoritmo GRASP
SolGen Ca´lculo del Nu´mero de Superficies Generadas por el algoritmo.
% Error Porcentaje de Error encontrado respecto a la solucio´n o´ptima.
AreaUti Area total utilizada.
SolOpt Nu´mero de Superficies utilizadas.
Cuadro 9.1: Tabla de descripcio´n de las columnas de tablas usadas en la experimentos
nume´ricos.
Resultado de las Pruebas
Nombre AreaSup M N NGEN SolGen Error AreaUti SolOpt
instancia1 100 000 5 11 500 2 0% 83.2% 2
instancia2 90 000 5 11 500 2 0% 92.44% 2
instancia3 105 000 5 14 500 2 0% 89.01% 2
instancia4 105 000 5 14 500 2 0% 95.78% 2
instancia5 120 000 5 14 500 2 0% 82.89% 2
instancia6 120 000 6 16 500 2 0% 90.24% 2
instancia7 100 000 6 14 500 2 0% 94.35% 2
instancia8 90 000 6 11 500 2 0% 83.56% 2
instancia9 80 000 6 10 500 2 0% 84.16% 2
instancia10 120 000 6 16 500 2 0% 91.16% 2
Cuadro 9.2: Tabla de resultados de las pruebas
9.4. Ana´lisis de la Eficiencia
Luego de realizar la ejecucio´n de todas las instancias de prueba mostradas en la
seccion anterior, se procedio´ a analizar la confiabilidad del sistema mediante el error
promedio obtenido el cual es 0%. Las instancias de prueba con las que se probo el
algoritmo son pequen˜as, con lo cual si aumentamos las demandas de corte, el algoritmo
entregara soluciones de calidad.
Cap´ıtulo 10
Conclusiones y trabajos futuros
En este trabajo de tesis se ha propuesto un Algoritmo GRASP con Simulacio´n
Dina´mica para resolver el Problema de Cortes irregulares, el cual tiene diversas apli-
caciones en la industria. Se ha comprobado emp´ıricamente que aplicando la meta-
heur´ıstica GRASP, se obtienen mejores resultados que los me´todos tradicionales de la
programacio´n lineal entera, con respecto a conseguir la cantidad minima de superfi-
cies que alberguen una determinada cantidad de piezas irregulares en demanda. Para
ello se ha desarrollado un sistema “SimulaCort”que implementa el Algoritmo GRASP
con Simulacion Dinamica lo que constituye el principal aporte de este proyecto.
Por medio de la utilizacio´n de un Algoritmo GRASP hemos hallado soluciones de
calidad a distintas instancias del problema planteado. Con el objetivo de justificar
este buen comportamiento hemos analizado los resultados obtenidos, encontrando en
nuestro algoritmo un bajo grado de error con respecto al area ocupada de las piezas
en su respectiva superficie contenedora, pero ningun error en la determinacio´n del
minimo nu´mero de superficies.
Para comprobar la calidad de las soluciones proporcionadas por el algoritmo desa-
rrollado, se ha probado una serie de instancias de prueba, comparando la calidad de
las soluciones que ofrece nuestro algoritmo con respecto a las soluciones o´ptimas; com-
proba´ndose que el algoritmo propuesto tiene un funcionamiento eficiente consiguiendo
en todos los casos llegar a la solucio´n o´ptima.
Existen muchos algoritmos y me´todos con diferentes factores que son tomados en
cuenta para resolver el problema de cortes irregulares; pero el ma´s importante de ellos
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es el de minimizacio´n de la pe´rdida de material. En este presente trabajo se ha logrado
este objetivo con un bajo grado de error con respecto al porcentaje de utilizacio´n de la
superficie contenedora, consiguiendo desarrollar un algoritmo GRASP con Simulacio´n
Dina´mica sencillo, robusto y fa´cil de usar.
Frente a los me´todos existentes planteados en la literatura, surgio la necesidad de
construir un me´todo el cual trate de dar solucio´n al problema de cortes irregulares de
manera eficiente. El me´todo que hemos desarrollado implementa un algoritmo el cual
es una alternativa promisoria que puede superar a los me´todos existentes; este me´todo
esta constituido por te´cnicas de animaciones basadas en leyes f´ısicas con ana´lisis de
contactos y colisiones [Ri01], [RCV02] para simular la compactacio´n de los pedazos
de cortes; la generacion de cada iteracion se realizo con un mecanismo inteligente
combinada con la tecnica GRASP [Ma03].
Debido a que el tiempo de procesamiento es un factor de vital importancia, las
instancias de prueba fueron escogidas de tal manera, que las cantidades de piezas en
demanda no sean muy grandes; ya que el algoritmo GRASP con Simulacion Dinamica
desarrollado, esta orientado a resolver de manera ra´pida y eficiente el problema de
cortes irregulares considerando objetos en demanda de forma irregular. El algoritmo
resuelve casos cuando las demandas son mayores, pero su tiempo de procesamiento
es mayor, por lo cual si se aumenta en forma excesiva el nu´mero de demandas el
tiempo de procesamiento crecer´ıa exponencialmente, debido al modulo de simulacion
dinamica, el cual se muestra graficamente.
En el presente trabajo se logro´ configurar adecuadamente los para´metros del al-
goritmo Grasp y de Simulacion Dinamica, siendo de gran importancia que estos se
encuentren debidamente calibrados para que se consigan soluciones cada vez mejores.
Como resultado se obtuvo un equilibrio entre la eficacia y la eficiencia. Este equilibrio
es configurable mediante los para´metros y operaciones usados en el algoritmo.
En el desarrollo del presente trabajo se muestra una aplicacio´n directa del a´rea
de la Inteligencia Artificial en la industria. La metaheuristica GRASP con Simula-
cion Dinamica ha demostrado poder resolver problemas dif´ıciles catalogados con la
caracter´ıstica NP, por lo cual es necesario que los investigadores en esta rama tomen
conciencia de ello e innoven nuevas te´cnicas similares y puedan conseguir resultados
cada vez mejores para un problema.Por otro lado, no existe un metodo formal de op-
timizacion de cortes irregulares en la literatura revisada; por este motivo, los metodos
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formulados y el algoritmo desarrollado son contribuciones originales en esta linea.
El algoritmo mostrado es de calidad, ya que se ha demostrado con instancias de
prueba el error obtenido el cual es 0; con lo cual podemos tratar con este algoritmo
instancias de prueba de mayor escala. Pero tenemos que resaltar aca que lo que podria
demorar es la simulacion dinamica, ya que para que se compacten las piezas en cada
superficie, tiene que pasar un lapso de tiempo, con lo cual el tiempo de procesamiento
se incrementaria.
Se pretende que de este trabajo surgan otras tecnicas para mejorar el tiempo de
procesamiento de la compactacion de las piezas irregulares como el uso del metodo
Bottom Left para el posicionamiento inicial de las piezas, con lo cual el tiempo de
compactacion de las piezas en la superficie se reduciria; tambien se podrian realizar
trabajos para investigar acerca de otros metodos de deteccion de interferencias, con
lo cual se agilizaria el tiempo de procesamiento del algoritmo.
Ser´ıa recomendable incentivar ma´s la investigacio´n en esta a´rea, puesto que la
mayor´ıa de problemas encontrados en la literatura pueden tener solucio´n utilizando
metaheuristicas. Los profesionales de todos los campos del saber podr´ıan contribuir
al desarrollo de aplicaciones tecnolo´gicas que resuelvan problemas de diversa com-
plejidad usando Inteligencia Artificial. Asimismo ser´ıa necesario que el gobierno y
empresas privadas presten apoyo y subvencio´n econo´mica a proyectos realizados en
este campo, ya que con su ayuda contribuir´ıan al desarrollo de las investigaciones
tecnolo´gicas mejorando as´ı la calidad de los procesos industriales.
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Ape´ndice A
Segmentos del programa fuente
Aqu´ı presentamos los extractos de codigo fuente citados en el cap´ıtulo 8.
Figura A.1: Extracto co´digo funcion filcargadados.
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Figura A.2: Extracto co´digo funcio´n graspSeleccion.
Figura A.3: Extracto co´digo funcio´n distribuyeobjs.
112
Figura A.4: Extracto co´digo funcio´n dinloopmovimiento.
113
Figura A.5: Extracto co´digo funcio´n quickHull.
Ape´ndice B
Resultados de instancias de prueba
Aqui presentamos las instancias de prueba del cap´ıtulo 9
A continuacio´n se muestra el resultado de las instancias de prueba del cap´ıtulo 9.
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Instancias de Prueba
Nombre Objetos Cantidad
lingua32 2
let1 1
Instancia 1 lingua232 2
lingua32 4
let1 2
ligua32 2
let1 4
Instancia 2 lingua232 3
lingua32 1
let1 1
ligua32 3
let1 2
Instancia 3 lingua232 3
lingua32 2
let1 4
ligua32 1
let1 2
Instancia 4 lingua232 3
lingua32 4
let1 4
ligua32 2
let1 1
Instancia 5 lingua232 2
lingua32 4
let1 5
Cuadro B.1: Tabla de Instancias de Prueba 1 al 5
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Instancias de Prueba
Nombre Objetos Cantidad
lingua32 3
let1 1
Instancia 6 lingua232 3
lingua32 2
let1 5
lingua232 1
lingua32 4
let1 1
Instancia 7 lingua232 1
lingua32 2
let1 4
lingua232 2
lingua32 3
let1 2
Instancia 8 lingua232 1
lingua32 2
let1 2
lingua232 1
lingua32 3
let1 1
Instancia 9 lingua232 1
lingua32 1
let1 2
lingua232 2
lingua32 2
let1 2
Instancia 10 lingua232 4
lingua32 2
let1 4
lingua232 2
Cuadro B.2: Tabla de Instancias de Prueba 6 al 10
117
Superficie1 Superficie 2
Resultado Algoritmo
Figura B.1: Figura Resultado Ejecucio´n Instancia 1
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Superficie1 Superficie 2
Resultado Algoritmo
Figura B.2: Figura Resultado Ejecucio´n Instancia 2
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Superficie1 Superficie 2
Resultado Algoritmo
Figura B.3: Figura Resultado Ejecucio´n Instancia 3
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Superficie1 Superficie 2
Resultado Algoritmo
Figura B.4: Figura Resultado Ejecucio´n Instancia 4
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Superficie1 Superficie 2
Resultado Algoritmo
Figura B.5: Figura Resultado Ejecucio´n Instancia 5
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Superficie1
Superficie 2
Resultado Algoritmo
Figura B.6: Figura Resultado Ejecucio´n Instancia 6
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Superficie1 Superficie 2
Resultado Algoritmo
Figura B.7: Figura Resultado Ejecucio´n Instancia 7
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Superficie1 Superficie 2
Resultado Algoritmo
Figura B.8: Figura Resultado Ejecucio´n Instancia 8
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Superficie1 Superficie 2
Resultado Algoritmo
Figura B.9: Figura Resultado Ejecucio´n Instancia 9
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Superficie1 Superficie 2
Resultado Algoritmo
Figura B.10: Figura Resultado Ejecucio´n Instancia 10
