Abstract-We design new polynomials for representing threshold functions in three different regimes: probabilistic polynomials of low degree, which need far less randomness than previous constructions, polynomial threshold functions (PTFs) with "nice" threshold behavior and degree almost as low as the probabilistic polynomials, and a new notion of probabilistic PTFs where we combine the above techniques to achieve even lower degree with similar "nice" threshold behavior. Utilizing these polynomial constructions, we design faster algorithms for a variety of problems:
• Offline Hamming Nearest (and Furthest) Neighbors:
Given n red and n blue points in d-dimensional Hamming space for d = c log n, we can find an (exact) nearest (or furthest) blue neighbor for every red point in randomized time n 2−1/O( √ c log 2/3 c) or deterministic time n 2−1/O(c log 2 c) . These improve on a randomized n 2−1/O(c log 2 c) bound by Alman and Williams (FOCS '15) , and also lead to faster MAX-SAT algorithms for sparse CNFs.
• Offline Approximate Nearest (and Furthest) Neighbors:
Given n red and n blue points in d-dimensional 1 or Euclidean space, we can find a (1 + ε)-approximate nearest (or furthest) blue neighbor for each red point in randomized time near dn + n 2−Ω(ε 1/3 / log(1/ε)) . This improves on an algorithm by Valiant (FOCS'12) with randomized time near dn + n 2−Ω( √ ε) , which in turn improves previous methods based on locality-sensitive hashing.
• SAT Algorithms and Lower Bounds for Circuits With Linear Threshold Functions: We give a satisfiability algorithm for AC 0 [m] • LTF • LTF circuits with a subquadratic number of LTF gates on the bottom layer, and a subexponential number of gates on the other layers, that runs in deterministic 2 n−n ε time. This strictly generalizes a SAT algorithm for ACC 0 •LTF circuits of subexponential size by Williams (STOC '14) and also implies new circuit lower bounds for threshold circuits, improving a recent gate lower bound of Kane and Williams (STOC'16) . We also give a randomized 2 n−n ε -time SAT algorithm for subexponential-size MAJ • AC 0 • LTF • AC 0 • LTF circuits, where the top MAJ gate and middle LTF gates have O(n 6/5−δ ) fan-in.
I. INTRODUCTION
The polynomial method is a powerful tool in circuit complexity. The idea of the method is to transform all circuits of some class into "nice" polynomials which represent the circuit in some way. If the polynomial is always sufficiently nice (e.g. has low degree), and one can prove that a certain Boolean function f cannot be represented so nicely, one concludes that the circuit class is unable to compute f .
Recently, these tools have found surprising uses in algorithm design. If a subproblem of an algorithmic problem can be modeled by a simple circuit, and that circuit can be transformed into a "nice" polynomial (or "nice" distribution of polynomials), then fast algebraic algorithms can be applied to evaluate or manipulate the polynomial quickly. This approach has led to advances on problems such as All-Pairs Shortest Paths [1] , Orthogonal Vectors and Constraint Satisfaction [2] , [3] , [4] , AllNearest Neighbor problems [5] , and Stable Matching [6] .
In most applications, the key step is to randomly convert simple circuits into so-called probabilistic polynomials. If f is a Boolean function on n variables, and R is a ring, a probabilistic polynomial over R for f with error 1/s and degree d is a distribution D of degree-d polynomials over R such that for all x ∈ {0, 1} n , Pr p∼D [p(x) = f (x)] ≥ 1 − 1 s . Razborov [7] and Smolensky [8] introduced the notion of a probabilistic polynomial, and showed that any low-depth circuit consisting of AND, OR, and PARITY gates can be transformed into a low degree probabilistic polynomial by constructing constant degree probabilistic polynomials for those three gates. Many polynomial method algorithms use this transformation.
In this work, we are interested in polynomial representations of threshold functions. The threshold function TH θ determines whether at least a θ fraction of its input bits are 1s. Threshold functions are among the simplest Boolean functions that do not have constant degree probabilistic polynomials: Razborov and Smolensky showed that the MAJORITY function (a special case of a threshold function) requires degree Ω( √ n log s). Nonetheless, as we will see throughout this paper, there are many important problems which can be reduced to evaluating circuits involving threshold gates on many inputs, and so further study of polynomial representations of threshold functions is warranted.
Threshold functions have been extensively studied in theoretical computer science for many years; there are numerous applications of linear and polynomial threshold functions to complexity and learning theory (a sample includes [9] , [10] , [11] , [12] , [13] , [14] , [15] ).
A. Our Results
We consider three different notions of polynomials representing TH θ . Each achieves different tradeoffs between polynomial degree, the randomness required, and how accurately the polynomial represents TH θ . Each leads to improved algorithms in our applications.
Less Randomness. First, we revisit probabilistic polynomials. Alman and Williams [5] designed a probabilistic polynomial for TH θ which already achieves a tight degree bound of Θ( √ n log s). However, their construction uses Ω(n) random bits, which makes it difficult to apply in deterministic algorithms. We show how their low-degree probabilistic polynomials for threshold functions can use substantially fewer random bits:
Theorem I.1. For any 0 ≤ θ ≤ 1, there is a probabilistic polynomial for the function TH θ of degree O( √ n log s) on n bits with error 1/s that can be randomly sampled using only O(log n log(ns)) random bits.
Polynomial Threshold Function Representations. Second, we consider deterministic Polynomial Threshold Functions (PTFs). A PTF for a Boolean function f is a polynomial (not a distribution on polynomials) p : {0, 1} n → R such that p(x) is smaller than a fixed value when f (x) = 0, and p(x) is larger than the value when f (x) = 1. In our applications, we seek PTFs with "good threshold behavior", such that |p(x)| ≤ 1 when f (x) = 0, and p(x) is very large otherwise. We can achieve almost the same degree for a PTF as for a probabilistic polynomial, and even better degree for an approximate threshold function: Theorem I.2. We can construct a polynomial P s,t,ε : R → R of degree O( 1/ε log s), such that
For the "exact" setting with ε = 1/t, we can alternatively bound the degree by O( t log(st)).
By summing multiple copies of the polynomial from Theorem I.2, we immediately obtain a PTF with the same degree for the OR of O(s) threshold functions (needed in our applications). This theorem follows directly from known extremal properties of Chebyshev polynomials, as well as the lesser known discrete Chebyshev polynomials. Because Theorem I.2 gives a single polynomial instead of a distribution on polynomials, it is especially helpful for designing deterministic algorithms. Chebyshev polynomials are well-known to yield good approximate polynomials for computing certain Boolean functions over the reals [16] , [17] , [13] , [18] , [19] (please see the Preliminaries for more background).
Probabilistic PTFs. Third, we introduce a new (natural) notion of a probabilistic PTF for a Boolean function f . This is a distribution on PTFs, where for each input x, a PTF drawn from the distribution is highly likely to agree with f on x. Combining the techniques from probabilistic polynomials for TH θ and the deterministic PTFs in a simple way, we construct a probabilistic PTF with good threshold behavior whose degree is lower than both the deterministic PTF and the degree bounds attainable by probabilistic polynomials (surprisingly breaking the "square-root barrier"):
For the "exact" setting with ε = 1/n, we can alternatively bound the degree by O(n 1/3 log 2/3 (ns)).
The PTFs of Theorem I.3 can be sampled using only O(log(n) · log(ns)) random bits as well; their lower degree will allow us to design faster randomized algorithms for a variety of problems. For emphasis, we will sometimes refer to PTFs as deterministic PTFs to distinguish them from probabilistic PTFs.
These polynomials for TH θ can be applied to many different problems:
Offline Hamming Nearest Neighbor Search. In the Hamming Nearest Neighbor problem, we wish to preprocess a set D of n points in {0, 1} d such that, for a query q ∈ {0, 1} d , we can quickly find the p ∈ D with smallest Hamming distance to q. This problem is central to many problems throughout Computer Science, especially in search and error correction [20] . However, it suffers from the curse of dimensionality phenomenon, where known algorithms achieve the nearly trivial runtimes of either 2 Ω(d) or Ω(n/poly(log n)), with matching lower bounds in many data structure models (see e.g. [21] ). Using our PTFs, we instead design a new algorithm for the natural offline version of this problem:
Theorem I.4. Given n red and n blue points in {0, 1} d for d = c log n log 3 n/ log 5 log n, we can find an (exact) Hamming nearest/farthest blue neighbor for every red point in randomized time n 2−1/O( √ c log 3/2 c) .
Using the same ideas, we are also able to derandomize our algorithm, to achieve deterministic time n 2−1/O(c log 2 c) (see Remark 3 in Section V). When d = c log n for constant c, these algorithms both have "truly subquadratic" runtimes. These both improve on Alman and Williams' algorithm [5] which runs in randomized time n 2−1/O(c log 2 c) , and only gives a nontrivial algorithm for d log 2 n/ log 3 log n. Applying reductions from [5] , we can achieve similar runtimes for finding closest pairs in 1 for vectors with small integer entries, and pairs with maximum inner product or Jaccard coefficient.
It is worth noting that there may be a serious limit to solving this problem much faster. Theorem I.4 (and Offline Approximate Nearest Neighbor Search. The problem of finding high-dimensional approximate nearest neighbors has received even more attention. Locality-sensitive hashing yields data structures that can find (1 + ε)-factor approximate nearest neighbors to any query point inÕ(dn 1−Ω(ε) ) (randomized) time after preprocessing inÕ(dn + n 2−Ω(ε) ) time and space, 1 for not only Hamming space but also 1 and 2 space [22] , [23] . Thus, a batch of n queries can be answered iñ O(dn 2−Ω(ε) ) randomized time. Exciting recent work on locality-sensitive hashing [24] , [25] has improved the constant factor in the Ω(ε) bound, but not the growth rate in ε. In 2012, G. Valiant [19] reported a surprising algorithm running inÕ(dn + n 2−Ω( √ ε) ) randomized time for the offline version of the problem in 2 . We obtain a still faster algorithm for the offline problem, with √ ε improved to about ε 1/3 : Theorem I.5. Given n red and n blue points in [U] d and ε log 6 log n log 3 n , we can find a (1 + ε)-approximate 1 1 Throughout the paper, theÕ notation hides polylogarithmic factors, [U] denotes {0, 1,...,U − 1}, and poly(n) denotes a fixed polynomial in n. or 2 nearest/farthest blue neighbor for each red point in (dn + n 2−Ω(ε 1/3 / log(1/ε)) ) · poly(log(nU)) randomized time.
Valiant's algorithm, like Alman and Williams' [5] , relied on fast matrix multiplication, and it also used Chebyshev polynomials but in a seemingly more complicated way. Our new probabilistic PTF construction is inspired by our attempt to unify Valiant's approach with Alman and Williams', which leads to not only a simplification but also an improvement of Valiant's algorithm. (We also almost succeed in derandomizing Valiant's n 2−Ω( √ ε) result in the Hamming case, except for an initial dimension reduction step; see Remark 3 in Section V.)
Numerous applications to high-dimensional computational geometry follow; for example, we can approximate the diameter or Euclidean minimum spanning tree in roughly the same running time.
MAX-SAT. Another application is MAX-SAT: finding an assignment that satisfies the maximum number of clauses in a given CNF formula with n variables. In the sparse case when the number of clauses is cn, a series of papers have given faster exact algorithms, for example, achieving 2 n−n/O(c log c) time by Dantsin and Wolpert [26] , 2 n−n/O(c log c) 2/3 time by Sakai et al. [27] , and 2 n−n/O( √ c) time by Chen and Santhanam [28] . Using the polynomial method and our new probabilistic PTF construction, we obtain the following improved result:
Theorem I.6. Given a CNF formula with n variables and cn n 4 / log 10 n clauses, we can find an assignment that satisfies the maximum number of clauses in randomized 2 n−n/O(c 1/3 log 7/3 c) time.
For general dense instances, the problem becomes tougher. Williams [29] gave an O(2 0.792n )-time algorithm for MAX-2-SAT, but an O(2 (1−δ )n )-time algorithm for MAX-3-SAT (for a universal δ > 0) has remained open; currently the best reported time bound [30] is 2 n−Ω(n/ log n) 1/3 , which can be slightly improved to 2 n−Ω( √ n/ log n) with more care. We make new progress on not only MAX-3-SAT but also MAX-4-SAT:
Theorem I.7. Given a weighted 4-CNF formula F with n variables with positive integer weights bounded by poly(n), we can find an assignment that maximizes the total weight of clauses satisfied in F, in randomized 2 n−n/O(log 2 n log 2 log n) time. In the sparse case when the clauses have total weight cn, the time bound improves to 2 n−n/O(log 2 c log 2 log c) .
The algorithms for MAX-SAT are described in the full version of this paper.
LTF-LTF Circuit SAT Algorithms and Lower 
Williams [31] gave a comparable SAT algorithm for ACC 0 • LTF circuits of 2 n ε size, where ε > 0 is sufficiently small. 3 Theorem I.8 strictly generalizes the previous algorithm, allowing another layer of n 2−ε linear threshold functions below the existing LTF layer. Theorem I.8 also trivially implies deterministic SAT algorithms for LTF • LTF circuits of up to n 2−o(1) gates, improving over the recent SAT algorithms of Chen, Santhanam, and Srinivasan [32] which only work for n 1+ε -wire circuits for ε 1, and the SAT algorithms of Impagliazzo, Paturi, and Schneider [33] .
The SAT algorithm for ACC 0 • LTF • LTF is given in the full version of this paper; here we sketch the ideas in it. Similar to the SAT algorithm for ACC 0 • LTF circuits [31] , the bottom layer of LTFs can be replaced by a layer of DNFs, via a weight reduction trick. We replace LTFs in the middle layer with AC 0 •MAJ circuits (modifying a construction of Maciel and Thérien [34] to keep the fan-in of MAJ gates low), then replace these MAJ gates of n 2−Θ(δ ) fan-in with probabilistic F 2 -polynomials of degree n 1−Θ(δ )+Θ(ε) over a small sample space, provided by Theorem I.1. Taking a majority vote over all samples, and observing that an F 2 -polynomial is a MOD 2 • AND circuit, we obtain a MAJ • ACC 0 circuit, but with 2 n 1−O(δ ) size in some of its layers. By carefully applying known depth reduction techniques, we can convert the circuit into a depth-two circuit of size 2 n 1−Ω(ε) which can then be evaluated efficiently on many inputs. (This is not obvious: applying the Beigel-Tarui depth reduction to a 2 O(n 1−ε ) -size circuit would make its new size quasi-polynomial in 2 O(n 1−ε ) , yielding an intractable bound of 2 n O (1) .)
Applying the known connection between circuit satisfiability algorithms and circuit lower bounds for E NP problems [35] , [36] , [37] Theorem I.9 applies the probabilistic PTF of degree about n 1/3 (Theorem I.3) to the top MAJ gate, probabilistic polynomials over Z of degree about n 1/2 (Theorem I.1) to the middle LTFs, and weight reduction to the bottom LTFs; the rest can be represented with poly(n δ ) degree. The full algorithm is given in the full version of this paper.
It would not be surprising (to at least one author) if the above circuit class contained strong pseudorandom function candidates; that is, it seems likely that the Natural Proofs barrier applies to this circuit class. Hence from the circuit lower bounds perspective, the problem of derandomizing the SAT algorithm of Theorem I.9 is extremely interesting.
II. PRELIMINARIES
Notation. In what follows, for (x 1 ,...,x n ) ∈ {0, 1} n define |x| := ∑ n i=1 x i . For a logical predicate P, we use the notation [P] to denote the function which outputs 1 when P is true, and 0 when P is false.
For A proof can be found in the appendix of [31] . Chebyshev Polynomials in TCS. Another key to our work is that we find new applications of Chebyshev polynomials to algorithm design. This is certainly not a new phenomenon in itself; here we briefly survey some prior related usages of Chebyshev polynomials. First, Nisan and Szegedy [16] used Chebyshev polynomials to compute the OR function on n Boolean variables with an "approximating" polynomial p : R n → R, such that for all x ∈ {0, 1} n we have
√ n). They also proved the degree bound is tight up to constants in the big-O; Paturi [17] generalized the upper and lower bound to all symmetric functions. This work has led to several advances in learning theory. Building on the polynomials of Nisan and Szegedy, Klivans and Servedio [13] showed how to compute an OR of t ANDs of w variables with a PTF of degree O( √ w logt), similar to our degree bound for computing an OR of t MAJORITYs of w variables of Theorem I.2 (however, note our bound in the "exact" setting is a bit better, due to our use of discrete Chebyshev polynomials). They also show how to compute an OR of s ANDs on n variables with a deterministic PTF of O(n 1/3 log s) degree, similar to our cube-root-degree probabilistic PTF for the OR of MAJORITY of Theorem I.3 in the "exact" setting. 
III. DERANDOMIZING PROBABILISTIC POLYNOMIALS FOR THRESHOLD FUNCTIONS
In this section, we revisit the previous probabilistic polynomial for the majority function on n bits, and show it can be implemented using only polylog(n, s) random bits. Our construction is essentially identical to that of [5] , except that we use far fewer random bits to sample entries from the input vector in the recursive step of the construction.
For the analysis, we need a Chernoff bound for bits with limited independence:
Lemma III.1 ([48] Theorem 5 (I)(b)). If X is the sum of k-wise independent random variables, each of which is confined to the interval
In particular, the following inequality appears in the analysis of [5] :
Corollary III.1. If x ∈ {0, 1} n with |x|/n = w, and x ∈ {0, 1} n/10 is a vector each of whose entries is k-wise independently chosen entry of x, where k = 20e −1/3 log(1/ε) , with |x|/(n/10) = v, then for every ε < 1/4,
where a = √ 10 · ln(1/ε).
Proof: Apply Lemma III.1 with X = |x|, μ = E[|x|] = wn, and δ = 40 log(1/ε)/n.
Reminder of Theorem I.1. For any 0 ≤ θ ≤ 1, there is a probabilistic polynomial for the threshold function TH θ of degree O( √ n log s) on n bits with error 1/s that can be randomly sampled using O(log(n) log(ns)) random bits.
Proof: Our polynomial is defined recursively, just as in [5] . Set ε = 1/s. Using their notation, the polynomial M n,θ ,ε for computing TH θ on n bits with error ε is defined by:
In [5] ,x was a sample of n/10 bits of x, chosen independently at random. Here, we pickx to be a sample of n/10 bits chosen k-wise independently, for k = 20e −1/3 log(1/ε) . The other polynomials in this recursive definition are as in [5] :
• M m,θ ,ε for m < n is the (recursively defined) probabilistic polynomial for TH θ on m bits and ε error
at most 2g √ n + 1 which gives the correct answer
, and may give arbitrary answers on other vectors. Examining the proof of correctness in Alman and Williams [5] , we see that the only requirement of the randomness is that it satisfies their Lemma 3.4, a concentration inequality for samplingx from x. Our Corollary III.1 is identical to their Lemma 3.4, except that it replaces their method of samplingx with k-wise sampling; the remainder of the proof of correctness is exactly as before.
Our polynomial construction is recursive: we divide n by 10 and divide ε by 4, each time we move from one recursive layer to the next. At the jth recursive level of our construction, for 1 ≤ j < log 10 (n), we need to O(log(4 j /ε))-wise independently sample n/10 j entries from a vector of length n/10 j−1 . Summing across all of the layers, we need a total of O(n) samples from a k-wise independent space, where k is never more than O(n/ε). This can be done all together using O(n) samples from {1, 2,...,n} which are O(n/ε)-wise independent. Using standard constructions, this requires O(log(n) log(n/ε)) random bits.
IV. PTFS FOR ORS OF THRESHOLD FUNCTIONS
In this section, we show how to construct low-degree PTFs representing threshold functions that have good threshold behavior, and consequently obtain low-degree PTFs for an OR of many threshold functions.
A. Deterministic Construction
We begin by reviewing some basic facts about Chebyshev polynomials (see the full version of this paper for proof sketches). The degree-q Chebyshev polynomial of the first kind is
Fact IV.1. For any ε ∈ (0, 1),
In certain scenarios, we obtain slightly better results using a (lesser known) family of discrete Chebyshev polynomials defined as follows [49, page 59] :
(See also [50, pages 33-34] or Chebyshev's original paper [51] with an essentially equivalent definition up to rescaling.)
Reminder of Theorem I.2. We can construct a polynomial P s,t,ε : R → R of degree O( 1/ε log s), such that
Proof: Set P s,t,ε (x) := T q (x/t) for a parameter q to be determined. The first two properties are obvious from Fact IV.1. On the other hand, if
we set q = 1/ε ln(2s) . This achieves O( 1/ε log s) degree.
When ε = 1/t the above yields O( √ t log s) degree; we can reduce the log s factor by instead defining P s,t,ε (x) := D q,t (t − x)/c q,t . Now, if x ≥ t + 1, then P s,t,ε (x) ≥ e q 2 /(8(t+1)) ≥ s by setting q = 8(t + 1) ln(max{s,t + 1}) .
Using Theorem I.2, we can construct a low-degree PTF for computing an OR of s thresholds of n bits:
Corollary IV.1. Given n, s,t, ε, we can construct a polynomial P : {0, 1} ns → R of degree at most Δ := O( 1/ε log s) and at most s · n Δ monomials, such that then  |P(x 11 ,...,x 1n ,...,x s1 ,...,x sn )| ≤ s; then  P(x 11 ,...,x 1n ,...,x s1 ,...,x sn ) > 2s.
For the exact setting with ε = 1/n, we can alternatively bound Δ by O( n log(ns)). Define P(x 11 ,...,x 1n ,...,x s1 ,...,x sn ) := ∑ s i=1 P n,3s,t,ε ∑ n j=1 x i j , where P n,3s,t,ε is from Theorem I.2. The stated properties clearly hold. (In the second case, the output is at least 3s − (s − 1) > 2s.)
Proof:

B. Probabilistic Construction
Allowing ourselves a distribution of PTFs to randomly draw from, we can achieve noticeably lower degree than the previous section. We start with a fact which follows easily from the (tight) probabilistic polynomial for MAJORITY:
Reminder of Theorem I.3. We can construct a probabilistic polynomial P n,s,t,ε : {0,
Proof: Let r and q be parameters to be set later. Draw a random sample R ⊆ {1,..., n} of size r. Let t R := tr n − c 0 r log s and t − := t − 2c 0 n √ r log s for a sufficiently large constant c 0 . Define
where P s,t ,ε is the polynomial from Theorem I.2,
To verify the stated properties, consider three cases:
By a standard Chernoff bound, with probability at least 1 − 1/(2s), we have ∑ i∈R x i < t − r/n + c 0 √ r log s ≤ t R (assuming that r ≥ log s). Thus, with probability at least 1 − 1/s, we have Q n,2s,t R ({x i } i∈R ) = 0 and so P n,s,t,ε (x 1 , . . . , x n ) = 0. t] . With probability at least 1 − 1/s, we have Q r,2s,t R ({x i } i∈R ) ∈ {0, 1} and so
By a standard Chernoff bound, with probability at least 1 − 1/(2s), we have ∑ i∈R x i ≥ tr/n + c 0 √ r log s = t R . Thus, with probability at least 1 − 1/s, we have Q r,2s,t R ({x i } i∈R ) = 1 and so P n,s,t,ε (x 1 , . . . ,
and we can set r = (1/ε) 2/3 log s . For the exact setting, the degree is
and we can set r = n 2/3 log 1/3 (ns) .
Remark 1.
Using the same techniques as in Theorem I.1, we can sample a probabilistic polynomial from Theorem I.3 with only O(log(n) log(ns)) random bits. 
Remark 2. The coefficients of the polynomials from Fact IV.3 are poly(n)-bit integers, and it can be checked that the coefficients of all our deterministic and probabilistic polynomials are rational numbers with poly(n)-bit numerators and a common poly(n)-bit denominator, and that the same bound for the number of monomials holds for the construction time, up to poly(n) factors. That is, computations with these polynomials have low computational overhead relative to n.
V. EXACT AND APPROXIMATE OFFLINE NEAREST NEIGHBOR SEARCH
We now apply our new probabilistic PTF construction to obtain a faster algorithm for offline exact nearest/farthest neighbor search in Hamming space:
Reminder of Theorem I.4. Given n red and n blue points in {0, 1} d for d = c log n log 3 n/ log 5 log n, we can find an (exact) Hamming nearest/farthest blue neighbor for every red point in randomized time n 2−1/O( √ c log 3/2 c) .
Proof: We proceed as in Abboud, Williams, and Yu's algorithm for Boolean orthogonal vectors [3] or Alman and Williams' algorithm for Hamming closest pair [5] . For a fixed t, we first solve the decision problem of testing whether the nearest neighbor distance is less than t for each red point. (Farthest neighbors are similar.) Let s = n α for some parameter α to be set later. Arbitrarily divide the blue point set into n/s groups of s points. For every group G of blue points and every red point q, we want to test whether
(where p i denotes the i-th coordinate of a point p). By Corollary IV.2, we can express F(G, q) as a probabilistic polynomial that has the following number of monomials:
for large enough n, by setting α to be a sufficiently small constant times 1/(c 1/3 log 3/2 c). The same bound holds for the construction time of the polynomial.
We can rewrite the polynomial for F(G, q) as the dot product of two vectors φ (G) and ψ(q) in (n/s) 0.1 dimensions over R. The problem of evaluating F(G, q) over all n/s groups G of blue points and all red points q then reduces to multiplying an n/s × (n/s) 0.1 with an (n/s) 0.1 × n matrix over R. This in turn reduces to s instances of multiplication of n/s × (n/s) 0.1 with (n/s) 0.1 × n/s matrices, each of which can be done iñ O(n/s) 2 arithmetic operations on poly(d)-bit numbers over an appropriately large field (Lemma II.1). The total time isÕ(poly(d)n 2 /s) = O(n 2−1/O(c 1/3 log 3/2 c) ).
The error probability for each pair (G, q) is at most 1/3, which can be lowered to O(1/n 3 ), for example, by repeating O(log n) times (and taking the majority of the answers). The overall error probability is then O (1/n) 
Proof: We mimic the proof of Theorem I.4 up to the definition of the polynomial F(G, q). However, instead of applying the exact polynomial of Corollary IV.2, we insert the approximate polynomial construction from the same corollary. While the exact polynomial had degree O(d 1/3 log 2/3 (ds)), the approximate one has degree O((1/ε) 1/3 log s). Setting
the number of monomials in the new polynomial is now
for large enough n. The remainder of the algorithm is the same as the proof of Theorem I.4, and the running time isÕ(n 2 /s 2 ) ≤ n
Remark 3. For deterministic algorithms, using Corollary IV.1 instead, the time bounds for Theorems I.4 and I.5 become n 2−1/O(c log 2 c) and n
respectively.
The algorithm of Theorem V.1 still has three drawbacks: (i) the exponent in the time bound depends on the dimension d, (ii) the result requires additive instead of multiplicative error, and (iii) the result is for Hamming space instead of more generally 1 or 2 . We can resolve all three issues at once, by using known dimension reduction techniques:
Reminder of Theorem I.5. Given n red and n blue points in [U] d and ε log 6 log n log 3 n , we can find a (1 + ε)-approximate 1 or 2 nearest/farthest blue neighbor for each red point in (dn + n 2−Ω(ε 1/3 / log(1/ε)) ) · poly(log(nU)) randomized time.
Proof: (The 1 case.) We first solve the decision problem for a fixed threshold value t. We use a variant of 1 locality-sensitive hashing (see [52] ) to map points from 1 into low-dimensional Hamming space (providing an alternative to Kushilevitz, Ostrovsky, and Rabani's dimension reduction technique for Hamming space [53] ). Note that A 1 − A 0 = Ω(εk) by setting k to be a sufficiently large constant times (1/ε) 2 log n. We have thus reduced the problem to an approximate problem with additive error O(εk) for Hamming space in k = O((1/ε 2 ) log n) dimensions, which by Theorem V.1 requires n 2−Ω(ε 1/3 / log(1/ε)) time. The initial cost of applying the mapping f is O(dkn). This solves the decision problem; we can solve the original problem by calling the decision algorithm O(log 1+ε U) times for all t's that are powers of 1 + ε.
Proof: (The 2 case.) We use a version of the Johnson-Lindenstrauss lemma to map from 2 to 1 (see for example [54] ). For each red/blue point p, define f (p) = ( f 1 (p),..., f k (p)) ∈ R k with f i (p) = ∑ k j=1 a i j p j , where the a i j 's are independent normally distributed random variables with mean 0 and variance 1. For each fixed p, q ∈ R d , it is known that after rescaling by a constant, f (p) − f (q) 1 approximates p − q 2 to within 1 ± O(ε) factor with probability 1 − O(1/n 3 ), by setting k = O((1/ε) 2 log n). It suffices to keep O(logU)-bit precision of the mapped points. The initial cost of applying the mapping f is O(dkn) (which can be slightly improved by utilizing a sparse Johnson-Lindenstrauss transform [55] ).
Numerous applications to high-dimensional computational geometry now follow. We briefly mention just one such application, building on the work of [56] , [22] :
Corollary V.1. Given n points in [U] d and ε log 6 log n/ log 3 n, we can find a (1+ε)-approximate 1 or
