We present single imputation method for missing values which borrows the idea of data depth-a measure of centrality defined for an arbitrary point of a space with respect to a probability distribution or data cloud. This consists in iterative maximization of the depth of each observation with missing values, and can be employed with any properly defined statistical depth function. For each single iteration, imputation reverts to optimization of quadratic, linear, or quasiconcave functions that are solved analytically by linear programming or the Nelder-Mead method. As it accounts for the underlying data topology, the procedure is distribution free, allows imputation close to the data geometry, can make prediction in situations where local imputation (k-nearest neighbors, random forest) cannot, and has attractive robustness and asymptotic properties under elliptical symmetry. It is shown that a special case-when using the Mahalanobis depth-has direct connection to well-known methods for the multivariate normal model, such as iterated regression and regularized PCA. The methodology is extended to multiple imputation for data stemming from an elliptically symmetric distribution. Simulation and real data studies show good results compared with existing popular alternatives. The method has been implemented as an R-package. Supplementary materials for the article are available online.
Introduction
Missing data is a ubiquitous problem in statistics. Non-responses to surveys, machines that break and stop reporting, and data that have not been recorded, impede analysis and threaten the validity of inference. A common strategy (Little and Rubin, 2002) for dealing with missing values is single imputation, replacing missing entries with plausible values to obtain a completed data set, which can then be analyzed.
There are two main families of parametric imputation methods: "joint" and "conditional" modeling, see e.g., Josse and Reiter (2018) for a literature overview. Joint modeling specifies a joint distribution for the data, the most popular being the normal multivariate distribution. The parameters of the distribution, here the mean and the covariance matrix, are then estimated from the incomplete data using an algorithm such as expectation maximization (EM) (Dempster et al., 1977 ). The missing entries are then imputed with the conditional mean, i.e., the conditional expectation of the missing values, given observed values and the estimated parameters. An alternative is to impute missing values using a principal component analysis (PCA) model which assumes data are generated as a low rank structure corrupted by Gaussian noise. This method is closely connected to the literature on matrix completion Josse and Husson (2012) , Hastie et al. (2015) , and has shown good imputation capacity due to the plausibility of the low rank assumption (Udell and Townsend, 2017) . The conditional modeling approach (van Buuren, 2012) consists in specifying one model for each variable to be imputed, and considers the others variables as explanatory. This procedure is iterated until predictions stabilize. Nonparametric imputation methods have also been developed such as imputation by k-nearest neighbors (kNN) (see Troyanskaya et al., 2001 , and references therein) or random forest (Stekhoven and Bühlmann, 2012) .
Most imputation methods are defined under the missing (completely) at random (M(C)AR) assumption, which means that the probability of having missing values does not depend on missing data (nor on observed data). Gaussian and PCA imputations are sensitive to outliers and deviations from distributional assumptions, whereas nonparametric methods such as kNN and random forest cannot extrapolate.
Here we propose a family of nonparametric imputation methods based on the notion of a statistical depth function (Tukey, 1975) . Data depth is a data-driven multivariate measure of centrality that describes data with respect to location, scale, and shape based on a multivariate ordering. It has been applied in multivariate data analysis (Liu et al., 1999) , classification (Jörnsten, 2004 , Lange et al., 2014 , multivariate risk measurement (Cascos and Molchanov, 2007) , and robust linear programming (Bazovkin and Mosler, 2015) , but has never been applied in the context of missing data. Depth based imputation provides excellent predictive properties and has the advantages of both global and local imputation methods. It imputes close to the data geometry, while still accounting for global features. In addition, it allows robust imputation in both outliers and heavy-tailed distributions.
Figures 1 and 2 motivate our proposed depth-based imputation by contrasting it to classical methods. First, 150 points are drawn from a bivariate normal distribution with mean µ 1 = (1, 1) and covariance Σ 1 = (1, 1) , (1, 4) and 30% of the entries are removed completely at random in both variables; points with one missing entry are indicated by dotted lines while solid lines provide (oracle) imputation using distribution parameters. The imputation assuming a joint Gaussian distribution using EM estimates is shown by rhombi (Figure 1 , left). Zonoid depthbased imputation, represented by filled circles, shows that the sample is not necessarily normal, and that this uncertainty increases as we move to the fringes of the data cloud, where imputed points deviate from the conditional mean towards the unconditional one. Second, the missing Figure 1: Bivariate normal distribution with 30% MCAR (left) and with MAR in the second coordinate for values > 3.5 (right); imputation using maximum zonoid depth (filled circles), conditional mean imputation using EM estimates (rhombi), and random forest imputation (triangles).
values are generated as follows: the first coordinate is removed when the second coordinate > 3.5 (Figure 1, right) . Here, the depth-based imputation allows extrapolation when predicting missing values, while the random forest imputation (triangles) gives, as expected, rather poor results.
In Figure 2 (left), we draw 500 points, 425 from the same normal distribution as above, with 15% of MCAR values and 75 outliers from the Cauchy distribution with the same center and shape matrix and without missing values. In Figure 2 (right), we depict 1000 points drawn from Cauchy distribution with 15% MCAR. As expected, imputation with conditional mean based on EM estimates (rhombi) is rather random. Depth-based imputation with Tukey depth (filled circles) has robust imputed values that are close to the (distribution's) regression lines reflecting data geometry.
The paper is organized as follows. Section 2 describes the algorithm for imputing by data depth and derives its theoretical properties under ellipticity. Section 3 describes the special case of imputation with Mahalanobis depth, emphasizing its relationship to existing imputation methods by regression and PCA, and imputation with zonoid and Tukey depths. For each of them, we suggest an efficient optimization strategy. Next, to go beyond ellipticity, we propose imputation with local depth (Paindaveine and Bever, 2013) appropriate to data with non-convex support. Section 4 provides a comparative simulation and real data study. Section 5 extends the proposed approach to multiple imputation in order to perform statistical inference with missing values. Section 6 concludes the article, gathering together some useful remarks. Proofs are available in the supplementary materials. 2 Imputation by depth maximization
Imputation by iterative regression
Let X be a random vector in R d and denote X = (x 1 , . . . , x n ) a sample. For a point x i ∈ X, we denote miss(i) and obs(i) the sets of its coordinates containing missing and observed values, |miss(i)| and |obs(i)| their corresponding cardinalities. Let the rows x i be i.i.d. draws from N (µ X , Σ X ). One of the simplest conditional methods for imputing missing values consists in the following iterative regression imputation: (1) initialize missing values arbitrary, using unconditional mean imputation; (2) impute missing values in one variable by the values predicted by the regression model of this variable with the remaining variables taken as explanatory ones, (3) iterate through variables containing missing values until convergence. Here, at each step, each point x i with missing values at a coordinate j is imputed with the univariate conditional mean
After convergence, each point x i with missing values in miss(i) is imputed with the multivariate conditional mean
The last expression is the closed-form solution to
X (z − µ X ) being the squared Mahalanobis distance from z to µ X . Minimizing the Mahalanobis distance can be seen as maximizing a centrality measure-the Mahalanobis depth:
where the Manahalobis depth of x ∈ R d w.r.t. X is defined as follows. Definition 1. (Mahalanobis, 1936) 
−1 , where µ X and Σ X are the location and shape parameters of X.
In its empirical version D M n (·|X), the parameters are replaced by their estimates. The Manahalobis depth is the simplest instance of a statistical depth function. We now generalize the iterative imputation algorithm to other depths. for any X halfspace symmetric around c (A random vector X having distribution P X is said to be halfspace symmetric around (a center) c ∈ R d if P X (H) ≥ 1 2 for every halfspace H containing c.); (P3) monotone w.r.t. the deepest point, i.e., for any X having c as a deepest point, D(x|X) ≤ D αc + (1 − α x)|X) for any x ∈ R d and α ∈ [0, 1]; (P4) vanishing at infinity, i.e., lim x →0 D(x|X) = 0.
Additionally, we require (P5) quasiconcavity of D(·|X), upper-level sets (or depth-trimmed regions) D α (X) = {x ∈ R d : D(x|X) ≥ α} to be convex, a useful property for optimization. We denote D n (·|X) the corresponding empirical depth. See also Zuo and Serfling (2000b) for a reference on depth contours.
Imputation by depth maximization
We suggest a unified framework to impute missing values by depth maximization, which extends iterative regression imputation. More precisely, consider the following iterative scheme: (1) initialize missing values arbitrarily using unconditional mean imputation; (2) impute a point x containing missing coordinates with the point y maximizing data depth conditioned on observed values x obs : y = argmax
(3) iterate until convergence. The solution of (2) can be non-unique (see Figure 1 in the supplementary materials for an illustration) and the depth value may become zero immediately beyond the convex hull of the support of the distribution. To avoid these problems, we suggest imputation by depth (ID) of an x which has missing values with y = ID x, D n (·|X) :
with α * = inf
where ave is the averaging operator. The imputation by iterative maximization of depth is summarized in Algorithm 1. The complexity of Algorithm 1 is O N n miss Ω(D) . It depends on the data geometry and on the missing values (through the number of outer-loop iterations N necessary to achieve -convergence), the number of points containing missing values n miss , and the depth-specific complexities for solving (3) Ω(D) are detailed in subsections of Section 3. 
if miss(i) = ∅ then 6:
Impute with unconditional mean 7:
repeat Iterate until convergence or maximal iteration 9:
for i = 1 : n do
12:
if miss(i) = ∅ then 13:
Impute with maximum depth 14:
until max i∈{1,...,n},j∈{1,...,d} |y i,j − z i,j | < or I = I max
15:
return Y
Theoretical properties for elliptical distributions
An elliptical distribution is defined as follows (see Fang et al. (1990) , and Liu and Singh (1993) in the data depth context).
Definition 3. A random vector X in R d is elliptical if and only if there exists a vector µ X ∈ R d and d × d symmetric and positive semi-definite invertible matrix Σ X = ΛΛ such that for a random vector U uniformly distributed on the unit sphere S d−1 and a non-negative random variable R, it holds that X D = µ X + RΛU . We then say that X ∼ E d (µ X , Σ X , F R ), where F R is the cumulative distribution function of the generating variate R.
Theorem 1 shows that for an elliptical distribution, imputation of one point with a quasiconcave uniformly consistent depth converges to the center of the conditional distribution when conditioning on the observed values. Theorem 1 is illustrated in Figure 2 in the supplementary materials. 
Theorem 2 states that if missing values constitute a portion of the sample but are in a single variable, the imputed values converge to the center of the conditional distribution when conditioning on the observed values.
, F R absolutely continuous with strictly decreasing density, and let miss(i) = {j} with probability p ∈ (0, 1) for a fixed j ∈ {1, . . . , d}. Let
if miss(i) = {j} and y i = x i otherwise. Then, for all i with miss(i) = {j} and denoting −j for {1, ..., d} \ {j},
3 Which depth to use?
The generality of the proposed methodology lies in the possibility of using any notion of depth which defines imputation properties. We focus here on imputation with Manahalobis, zonoid, and Tukey depths. These are of particular interest because they are quasiconcave and require two, one, and zero first moments of the underlying probability measure, respectively. In addition, the function f (z miss ) = D n (z|X) subject to z obs = x obs in equation (2), iteratively optimized in Algorithm 1, is quadratic for the Mahalanobis depth, continuous inside conv(X) (the smallest convex set containing X) for the zonoid depth, and stepwise discrete for the Tukey depth, which in all cases leads to efficient implementations. For a trivariate Gaussian sample, f (z miss ) is depicted in Figure 1 in the supplementary materials.
The use of a non-quasiconcave depth (e.g., simplicial, spatial (Nagy, 2017) , etc.) results in non-convex optimization when maximizing depth, and this non-stability impedes numerical convergence of the algorithm.
Mahalanobis depth
Imputation with the Mahalanobis depth is related to existing methods. First, we show the link with the minimization of the covariance determinant.
Proposition 1 (Covariance determinant is quadratic in a point's missing entries). Let X(y) = x 1 , . . . , (x i,1 , . . . , x i,|obs(i)| , y ) , . . . , x n be a n × d matrix with Σ X (y) invertible for all y ∈ R |miss(i)| . Then |Σ X (y)| is quadratic and globally minimized in
From Proposition 1 it follows that the minimum of the covariance determinant is unique and the determinant itself decreases at each iteration. Thus, to impute points with missing coordinates one-by-one and iterate until convergence constitutes the block coordinate descent method, which can be proved to numerically converge due to Proposition 2.7.1 from Bertsekas (1999) (as long as Σ X is invertible).
Further, Theorem 3 states that imputation using the maximum Mahalanobis depth, iterative (multiple-output) regression, and regularized PCA (Josse and Husson, 2012) with S = d − 1 dimensions, all converge to the same imputed sample.
Theorem 3. Suppose that we impute X = (X miss , X obs ) in R d with Y so that y i = argmax z obs(i) =y obs(i) D M n (z|Y ) for each i with |miss(i)| > 0 and y i = x i otherwise. Then for each such y i , it also holds that:
• x i is imputed with the conditional mean:
which is equivalent to single-and multiple-output regression,
• Y is a stationary point of |Σ X (X miss )|:
• each missing coordinate j of x i is imputed with regularized PCA as in Josse & Husson (2012) with any 0 < σ 2 ≤ λ d and with
The first point of the theorem sheds light on the connection between imputation by Mahalanobis depth and the iterative regression imputation of Section 2.1. When the Mahalanobis depth is used in Algorithm 1, each x i with missingness in miss(i) is imputed by the multivariate conditional mean as in equation (1), and thus lies in the d − |miss(i)| -dimensional multiple-output regression subspace of X ·,miss(i) on X ·,obs(i) . This subspace is obtained as the intersection of the single-output regression hyperplanes X ·,j on X ·,{1,...,d}\{j} for all j ∈ miss(i) corresponding to missing coordinates. The third point strengthens the method as imputation with regularized PCA has proved to be highly efficient in practice due to its sticking to low-rank structure of importance and ignoring noise.
The complexity of imputing a single point with the Mahalanobis depth is O(nd 2 + d 3 ). Despite its good properties, it is not robust to outliers. However, robust estimates for µ X and Σ X can be used, e.g., the minimum covariance determinant ones (MCD, see Rousseeuw and Van Driessen, 1999) . Koshevoy and Mosler (1997) define a zonoid trimmed region, with α ∈ (0, 1], as
Zonoid depth
, where cl denotes the closure. Its empirical version can be defined as
Definition 4. (Koshevoy and Mosler, 1997) The zonoid depth of x w.r.t. X is defined as
For a comprehensive reference on the zonoid depth, the reader is referred to Mosler (2002) . Imputation of a point x i in Algorithm 1 is then performed by a slight modification of the linear programming for computation of zonoid depth with variables γ and λ = (λ 1 , ..., λ n ) :
Here X ·,obs(i) stands for the completed n × |obs(i)| data matrix containing columns corresponding only to non-missing coordinates of x i , and 1 n (respectively 0 n ) is a vector of ones (respectively zeros) of length n. In the implementation, we use the simplex method, which is known for being fast despite its exponential complexity. This implies that, for each point x i , imputation is performed by the weighted mean:
the average of the maximum number of equally weighted points. Additional insight on the position of imputed points with respect to the sample can be gained by inspecting the optimal weights λ i . Zonoid imputation is related to local methods such as as kNN imputation, as only some of the weights are positive.
Tukey depth
Definition 5. (Tukey, 1975 ) The Tukey depth of x w.r.t. X is defined as D T (x|X) = inf{P X (H) : H a closed halfspace, x ∈ H}.
In the empirical version, the probability is substituted by the portion of X giving D T n (x|X) = min u∈S d−1 1 n {i : x i u ≥ x u , i = 1, ..., n} . For more information on Tukey depth see Donoho and Gasko (1992) .
With nonparametric imputation by Tukey depth, one can expect that after convergence of Algorithm 1, for each point initially containing missing values, it holds that y i = argmax z obs =x obs min u∈S d−1 k : y k u ≥ z u, k ∈ {1, ..., n} . Thus, imputation is performed according to the maximin principle based on criteria involving indicator functions, which implies robustness of the solution. Note that as the Tukey depth is not continuous, the searchedfor maximum (2) may be non-unique (see Figure 1 (top right) in the supplementary materials), and we impute with the barycenter of the maximizing arguments (3). Due to the combinatorial nature of the Tukey depth, to speed up implementation, we run 2d times the Nelder-Mead downhill-simplex algorithm, and take the average over the solutions. The imputation is illustrated in Figure 3 in the supplementary materials.
The Tukey depth can be computed exactly (Dyckerhoff and Mozharovskyi, 2016) with complexity O(n d−1 log n), although to avoid computational burden we also implement its approximation with random directions (Dyckerhoff, 2004) having complexity O(kn), with k denoting the number of random directions. All of the experiments are performed with exactly computed Tukey depth, unless stated otherwise.
Beyond ellipticity: local depth
Imputation with the so-called "global depth" from Definition 2 may be appropriate in applications even if the data moderately deviate from ellipticity (see Section 4.2.6). However, it can fail when the distribution has non-convex support or several modes. A solution is to use the local depth in Algorithm 1.
Definition 6. (Paindaveine and Bever, 2013 ) For a depth D(·|X), the β-local depth is defined as LD β (·, X) :
The locality level β should be chosen in a data-driven way, for instance by cross-validation. An important advantage of this approach is that any depth satisfying Definition 2 can be plugged in to the local depth. We suggest using the Nelder-Mead algorithm to enable imputation with maximum local depth regardless of the chosen depth notion.
Dealing with outsiders
A number of depths that exploit the geometry of the data are equal to zero beyond conv(X), including the zonoid and Tukey depths. Although (3) deals with this situation, for a finite sample it means that points with missing values having the maximal value in at least one of the observed coordinates will never move from the initial imputation because they will become vertices of the conv(X). For the same reason, other points to be imputed and lying exactly on the conv(X) will not move much during imputation iterations. As such points are not numerous and would need to move quite substantially to influence imputation quality, we impute them-during the initial iterations-using the spatial depth function (Vardi and Zhang, 2000) , which is everywhere nonnegative. This resembles the so-called "outsider treatment" introduced by Lange et al. (2014) . Another possibility is to extend the depth beyond conv(X), see e.g., Einmahl et al. (2015) for the Tukey depth.
Simulated data 4.2.1 Elliptical setting with Student-t distribution
We generate 100 points according to an elliptical distribution (Definition 3) with µ 2 = (1, 1, 1) and the shape Σ 2 = (1, 1, 1) , (1, 4, 4) , (1, 4, 8) , where F is the univariate Student-t distribution ranging in number of degrees of freedom (d.f.) from the Gaussian to the Cauchy: t = ∞, 10, 5, 3, 2, 1. For each of the 1000 simulations, we remove 5%, 15% and 25% of values completely at random (MCAR), and compute the median and the median absolute deviation from the median (MAD) of the root mean square error (RMSE) of each imputation method. Table 1 presents the results for 25% missing values. The conclusions with other percentages (see the supplementary materials) are the same, but as expected, performances decrease with increasing percentage of missing data. As expected, the behavior of the different imputation methods changes with the number of d.f., as does the overall leadership trend. For the Cauchy distribution, robust methods perform best: Mahalanobis depth-based imputation using MCD estimates, followed closely by the one using Tukey depth. For 2 d.f., when the first moment exists but not the second, EM-and Tukeydepth-based imputations perform similarly, with a slight advantage to the Tukey depth in terms of MAD. For larger numbers of d.f., when two first moments exist, EM takes the lead. It is followed by the group of regularized PCA methods, and Mahalanobis-and zonoid-depth-based imputation. Note that the Mahalanobis depth and regularized PCA with rank two perform similarly (the small difference can be explained by numerical precision considerations), see Theorem 3. Both nonparametric methods perform poorly, being "unaware" of the ellipticity of the underlying distribution, but give reasonable results for the Cauchy distribution because of insensitivity to correlation. By default, we present the results obtained with spatial depth for the outsiders. For the Tukey depth, implementation is also available using the extension by Einmahl et al. (2015) .
Contaminated elliptical setting
We then modify the above setting by adding 15% of outliers (which do not contain missing values) that stem from the Cauchy distribution with the same parameters µ 2 and Σ 2 . As expected, Table 2 shows that the best RMSEs are obtained by the robust imputation methods: Tukey depth and Mahalanobis depth with MCD estimates. Being restricted to a neighborhood, nonparametric methods often impute based on non-outlying points, and thus perform less well as the preceding Distr. Table 2 : Median and MAD of the RMSEs of the imputation for 100 points drawn from elliptically symmetric Student-t distributions, with µ 2 and Σ 2 contaminated with 15% of outliers, and 25% of MCAR values on non-contaminated data, repeated 1000 times.
group. The rest of the included imputation methods cannot deal with the contaminated data and perform rather poorly.
The MAR setting
We next generate highly correlated Gaussian data by setting µ 3 = (1, 1, 1) and the covariance matrix to Σ 3 = (1, 1.75, 2) , (1.75, 4, 4) , (2, 4, 8) . We insert missing values according to the MAR mechanism: the first and third variables are missing depending on the value of the second variable. RMSEs for different imputation methods for 100 points drawn from a correlated 3-dimensional Gaussian distribution with µ 3 and Σ 3 with MAR values (see implementation for details), over 1000 repetitions. Right: 1000 points drawn from a 6-dimensional Gaussian distribution with µ 4 and Σ 4 contaminated with 15% of outliers, and 15% of MCAR values on non-contaminated data, over 500 repetitions.
methods (EM, regularized PCA and Mahalanobis depth) perform close to the oracle imputation. The good performance of the rank 1 regularized PCA can be explained by the high correlation between variables. The zonoid depth imputes well despite having no parametric knowledge. Nonparametric methods are unable to capture the correlation, while robust methods "throw away" points possibly containing valuable information.
The low-rank model
We consider as a stress-test an extremely contaminated low-rank model by adding to a 2-dimensional low-rank structure a Cauchy-distributed noise. Generally, while capturing any structure is rather meaningless in this setting (confirmed by the high MADs in Table 3 ), the performance of the methods is "proportional to the way they ignore" dependency information. For this reason, mean imputation as well as nonparametric methods perform best. The Tukey and zonoid depths perform second best by accounting only for fundamental features of the data. This can be also said about the regularized PCA when keeping the first principal component only. The remaining methods try to reflect the data structure, but are distracted either by the low rank or the heavy-tailed noise. 
Contamination in higher dimensions
To check the resistance to outliers in higher dimensions, we consider a simulation setting similar to that of Section 4.2.2, in dimension 6, with a normal multivariate distribution with µ 4 = (0, . . . , 0) and a Toeplitz covariance matrix Σ 4 (having σ i,j = 2 −|i−j| as entries). The data are contaminated with 15% of outliers and have 15% of MCAR values on non-contaminated data. The Tukey depth is approximated using 1000 random directions. Figure 3 (right) shows that the Tukey depth imputation has high predictive quality, comparable to that of the random forest imputation even with only 1000 random directions.
Skewed distributions and distributions with non-convex support
First, let us consider only a slight deviation from ellipticity. We simulate 150 points from a skewed normal distribution (Azzalini and Capitanio, 1999) , insert 15% MCAR values, and impute them with global (Tukey, zonoid and Mahalanobis) depths and their local versions (see Section 3.4). This is shown in Figure 4 . In this setting, both global and local imputation perform similarly. Further, let us consider an extreme departure from elliplicity with the moon-shaped example from Paindaveine and Bever (2013) . We generate 150 bivariate observations from (X 1 , X 2 ) with X 1 ∼ U (−1, 1) and X 2 |X 1 = x 1 ∼ U 1.5(1 − x 2 1 ), 2(1 − x 2 1 ) , and introduce 15% of MCAR values on X 2 , see Figure 5 (left). Figure 5 (right) shows boxplots of the RMSE for single imputation using local Tukey, zonoid and Mahalanobis depths. If the depth and value of β are properly chosen (this can be achieved by cross-validation), the local-depth imputation considerably outperforms the classical methods as well as the global depth.
Real data
We validate the proposed methodology on three real data sets taken from the UCI Machine Learning Repository (Dua and Karra Taniskidou, 2017 ) and on the Cows data set. We thus consider Figure 6 shows boxplots of the RMSEs for the ten imputation methods considered. The zonoid depth is stable across data sets and provides the best results. Observations in Banknotes are clustered in two groups, which explains the poor performance of the mean and one-dimensional regularized PCA imputation. The zonoid depth searches for a compromise between local and global features and performs the best. The Tukey depth captures the data geometry, but under-exploits information on points' location. Methods imputing by conditional mean (Mahalanobis depth, EM-based, and regularized PCA imputation) perform similarly and reasonably well while imputing in two-dimensional affine subspaces. The Glass data is challenging as it highly deviates from ellipticity, and part of the data lie sparsely in part of the space, but do not seem to be outlying. Thus, the mean, and robust Mahalanobis and Tukey depth imputation perform poorly. Accounting for local geometry, random forest and zonoid depth perform slightly better. For the Cows data, which is larger-dimensional, the best results are obtained with random forest, but followed closely by zonoid depth imputation which reflects the data structure. The Tukey depth with 1000 directions struggles, while the satisfactory results of EM suggest that the data are close to elliptical. The Blood Transfusion data visually resemble a tetrahedron dispersed from one of its vertices. Thus, mean imputation can be substantially improved. Nonparametric methods and rank one regularized PCA perform poorly because they disregard dependency between dimensions. Better imputation is delivered by those capturing correlation: the depth-and EM-based methods. Table 4 shows the time taken by different imputation methods. Zonoid imputation is very fast, and the approximation scheme by Dyckerhoff (2004) allows for a scalable application of the Tukey depth.
Multiple imputation for the elliptical family
When the objective is to predict missing entries as well as possible, single imputation is well suited. When analyzing complete data, it is important to go further, so as to better reflect the uncertainty in predicting missing values. This can be done with multiple imputation (MI) (Little and Rubin, 2002) where several plausible values are generated for each missing entry, leading to several imputed data sets. MI then applies a statistical method to each imputed data set, and aggregates the results for inference. Under the Gaussian assumption, the generation of several imputed data sets is achieved by drawing missing values from the Gaussian conditional distribution of the missing entries, e.g., imputing x miss by draws from N (µ, Σ) conditional on x obs , with the mean and covariance matrix estimated by EM. This method is called stochastic EM. The objective is to impute close to the underlying distribution. However, this is not enough to perform proper (Little and Rubin, 2002) multiple imputation, since uncertainty in the imputation model's parameters must also be reflected. This is usually obtained either using a bootstrap or Bayesian approach, see e.g., Schafer (1997) , Efron (1994) , van Buuren (2012) for more details. The generic framework of depth-based single imputation developed above allows for multiple imputation to be extended to the more general elliptical framework. We first show how to reflect the uncertainty due to the distribution (Section 5.1), then apply bootstrap to reflect model uncertainty, and state the complete algorithm (Section 5.2).
Stochastic single depth-based imputation
The extension of stochastic EM to the elliptically symmetric distribution consists in drawing from a conditional distribution that is also elliptical. For this we design a Monte Carlo Markov chain (MCMC), see Figure 7 for an illustration of a single iteration. First, starting with a point with missing values and observed values x obs , we impute it with µ * by maximizing its depth (3), see Figure 7 (right). Then, for each y with y obs = x obs it holds that D(y|X) ≤ D(µ * |X). The cumulative distribution function (with the normalization constant omitted as it is used, exceptionally, for drawing random variables) of the depth of the random vector Y corresponding to y can be written as
where f D(X|X) denotes the density of the depth for a random vector X w.r. Figure 7 (left). α defines a depth contour, which is depicted as an ellipsoid in Figure 7 (right). Finally, we draw y uniformly in the intersection of this contour with the hyperplane of missing coordinates: y ∈ ∂D α (X) ∩ {z ∈ R d | z obs(x) = x obs }. This is done by drawing u uniformly on S |miss(x)|−1 and transforming it using a conditional scatter matrix, obtaining u * ∈ R d , where u * miss(x) = Λu (with Λ(Λ) = Σ miss(x),miss(x) − Σ miss(x),obs(x) Σ −1 obs(x),obs(x) Σ obs(x),miss(x) ) and u * obs(x) = 0. Such a u * is uniformly distributed on the conditional depth contour. Then x is imputed as y = µ * + βu * , where β is a scalar obtained as the positive solution of µ * + βu * ∈ ∂D α (X) (e.g., the quadratic equation 
Depth-based multiple imputation
We use a bootstrap approach to reflect uncertainty due to the estimation of the underlying semiparametric model. The depth-based procedure for multiple imputation (called DMI), detailed in Algorithm 2 consists of the following steps: first, a sequence of indices b = (b 1 , . . . , b n ) is drawn from b i ∼ U (1, . . . , n) for i = 1, . . . , n, and this sequence is used to obtain new incomplete data set X b,· = (x b 1 , . . . , x bn ). Then, on each incomplete data set, the stochastic single depth imputation method described in Section 5.1 is applied. U (1, . . . , n) , . . . , U (1, . . . , n) Draw bootstrap sequence 5:
for k = 1 : (num.burnin + 1) do
Estimate f D(X|X) using Y (m) .
8:
if miss(i) = ∅ then 10:
15:
18:
Impute one point 19:
return Y (1) , . . . , Y (num.sets)
Experiments

Stochastic single depth-based imputation preserves quantiles
We generate 500 points from an elliptical Student-t distribution with 3 degrees of freedom, with µ 4 = (−1, −1, −1, −1) and Σ 4 = (0.5, 0.5, 1, 1) , (0. 5, 1, 1, 1) , (1, 1, 4, 4) , (1, 1, 4, 10) , adding 30% of MCAR values, and compare the imputation with stochastic EM, stochastic PCA (Josse and Husson, 2012) , and stochastic depth imputation (Section 5.1). On the completed data, we calculate quantiles for each variable and compare them with those obtained for the initial complete data. Table 5 shows the medians of the results over 2000 simulations for the first variable; the results are the same for the other variables. The stochastic EM and PCA methods, which generate noise from the normal model, do not lead to accurate quantile estimates. The proposed method gives excellent results with only slight deviations in the tail of the distribution due to difficulties in reflecting the density's shape. Although such an outcome is expected, it considerably broadens the scope of practice in comparison to the deep-rooted Gaussian imputation. Table 5 : Median (over 2000 repetitions) quantiles of the imputed variable X 1 obtained from an elliptical sample of 500 points drawn from the Student-t distribution with 3 d.f. with 30% of MCAR values.
Inference with missing values
We explore the performance of DMI for inference with missing values by estimating coefficients of a regression model. Data are generated according to the following model: Y = β (1, X ) + , with β = (0.5, 1, 3) and X ∼ N (1, 1) , (1, 1) , (1, 4) , then 30% of MCAR values are introduced. We employ DMI and perform multiple imputation using the R-packages Amelia and mice under their default settings, generating 20 imputed data sets. For each, we run the regression model to estimate the parameters and their variance, and combine the results according to Rubin's rules (Little and Rubin, 2002) . Here competitors are in a favourable setting as they are based on Gaussian distribution assumptions. We indicate the medians, the coverage of the 95% confidence interval, and the width of this interval, for the estimates of β in Table 6 with a sample size of 500, over 2000 simulations. In addition to the missing data, one difficulty comes from the high correlation (≈0.988) between two of the variables. Table 6 : Medians (med), 95% coverage (cov), and width of the confidence intervals (width) for the regression parameters based on 20 imputed data sets over 2000 repetitions, for a sample of 500 observations from a regression model with 30% MCAR values.
Amelia has minor under-coverage problems, and mice provides biased coefficients and has large over-coverage issues as it is based on regression imputations that are unstable in the presence of high correlation. DMI, on the other hand, suffers from a slight amount of over-coverage, but in general provides valid inference.
Conclusions
The depth imputation framework we propose here fills the gap between global imputation of regression-and PCA-based methods, and the local imputation of methods such as random forest and kNN. It reflects uncertainty in the distribution assumption by imputing data close to the data geometry, is robust in the sense of the distribution and outliers, and still functions with MAR data. When used with the Mahalanobis depth, using data depth as a concept, the link between iterative regression, regularized PCA, and imputation with values that minimize the determinant of the covariance matrix, was established. Our empirical study shows the effectiveness of the suggested methodology for various elliptic distributions and real data. In addition, the method has been naturally extended to multiple imputation for the elliptical family, broadening the scope of existing tools for multiple imputation.
The methodology is general, i.e., any reasonable notion of data depth can be used, which then determines the imputation properties. In the empirical study, the zonoid depth behaves well in general, and for real data in particular. However if robustness is an issue, the Tukey depth may be preferable. The projection depth (Zuo and Serfling, 2000a ) is an appropriate choice if only a few points contain missing values in a data set that is substantially outlier-contaminated. This specific case is not included in the article, but imputation based on projection depth is implemented in the associated R package. To reflect multimodality of the data, the suggested framework has been used with localized depths, see e.g. Paindaveine and Bever (2013) .
A serious issue with data depths is their computation. Using approximate versions of data depths (which can also be found in the implementation) is a first step to handling larger data sets. Our methodology has been implemented as the R-package imputeDepth. 
Simulation results with other percentages of missing values
When varying the percentage of missing values, the general trend remains unchanged. The small differences seen can be summarized as follows: with a decreasing percentage of missing values, the difference between EM and Mahalanobis depth imputation (and thus also the rank two PCA one) shrinks, and indeed the latter performs comparably to EM for 5% missingness. For the same percentage and the Cauchy distribution, nonparametric methods (kNN and random forest) perform comparably to the Tukey depth due to a sufficient quantity of available observations and an absence of correlation structure (outliers are generated from Cauchy distribution as well). only. For X ∼ E d (µ X , Σ X , F R ) allow the transform X → Z = RΣ −1/2 (X − µ), with R being a rotation operator such that w.l.o.g. x → z, such that missing values still constitute a |miss(x)|-dimensional affine space parallel to missing coordinates' axes. Since contours D α (Z) are concentric spheres centered at the origin, D * α (Z) in (3) is of the form {v | v = z + βr , β ≥ 0} with z obs(z) = z obs and z miss(z) = 0 |miss(x)| , and r ∈ S |miss(x)|−1 , a unit sphere in the linear span of miss(z). Because of the fact that P {x ∈ R d | D(x|X) = α} = 0, β = 0 almost surely and thus z is imputed with z = RΣ −1/2 (y − µ).
Proof of Theorem 2:
(The challenge here is that the resulting distribution is not elliptical.) For X ∼ E d (µ X , Σ X , F R ) allow the transform X → Z = RΣ −1/2 (X − µ), with R being a rotation operator such that w.l.o.g. x → z, such that miss ( (−1, 0, . . . , 0) . To see this, it suffices to note that the symmetric reflection of U w.r.t. the linear space normal to (1, 0, . . . , 0) equals U . Now, for λ ∈ R let u = (λ, u 2 , . . . , u d ) be this one-dimensional affine subspace of missingness for a point. In (3), ave by Mosler (2002) for the zonoid depth, and by Theorem 4.2 in Zuo and Serfling (2000b) for the Tukey depth. In Theorem 2, the same logic holds for the Mahalanobis and zonoid depths, but not for the Tukey depth as Z is not elliptical. Using techniques similar those in the proof of Theorem 3.4 in Zuo and Serfling (2000b) , one can show that P {x ∈ R d | D(x|Z) = α} = 0, from which, together with the vanishing at infinity property (P4) and sup x∈R d |D n (x|Z) − D(x|Z)| a.s.
−−−→ n→∞ 0 (see Donoho and Gasko, 1992) , it follows that D n,α (Z) a.s.
Proof of Proposition 1: w.l.o.g. we restrict ourselves to the case i = 1. Let Z be X transformed in such a way that it is an n × d matrix with µ Z = 0 and z 1,miss(1) = Σ Z miss(1),obs(1) Σ −1 Z obs(1),obs(1) z 1,obs(1) . Denote the argument a = (0, . . . , 0, y ) ∈ R d . Replacing z 1 with z 1 + a and subtracting the column-wise average a n from each row gives the covariance matrix estimate: nΣ Z (y) = Z Z − z 1 z 1 + (z 1 + a)(z 1 + a) − 1 n aa = Z Z + 2z 1 a + n − 1 n aa . μ
