distributed database systems. In particular, traditional concurrency control methods guarantee global serializability of transactions but cannot offer high availability in the face of communication failures and network partitions tfor an excellent survey of distributed concurrency control mechanisms see [3] ).
To improve availability, a number of techniques have been recently proposed. Their key is to replicate data at various sites and then to allow transaction processing at any node (or group of nodes), regardless of whether it {they} can communicate with the rest of the system. We can intuitively view the trade-off between correctness and availability as a linear spectrum of possible solutions {see Figure 1 .1 I. At one end we have global serializability, which is Global "Free-for-all" serializability systems
Mutual exclusion Log transformation
Class conflict analysis Data-patch Optimistic protocol normally considered the correctness criterion for distributed database systems. At the other end is the highest possible availability. We call systems at this end "free-for-all" since they place no limitations on data access during network partitions.
From left to right, availability increases while the correctness criteria become less strict.
Previously proposed solutions seem to cluster around either endpoint of the spectrum. {For a detailed survey see [5] .) At the left end of the spectrum, we find techniques that guarantee global serializability while introducing some modest amounts of availability for partitioned operations. Examples of such techniques are mutual exclusion { [9] ) and class conflict analysis ([ 11 ] 1. At the right end of the spectrum, there are methods that provide practically unlimited availability during partitions at the expense of abandoning global serializability as a correctness criterion. These include the log transformation technique {[21),
Data-patch ([6]), and the optimistic protocol ([4]).
To illustrate the principal differences between the methods from the two extremes we compare the mutual exclusion approach with the log transformation technique as they would apply to a simple hypothetical banking database. Suppose that the information on the balances of funds in different accounts is Withdraw (00001, $100) ( we assume that both of the customers have the right to withdraw money from account 00001; in fact, this can be even the same customer, making two withdrawal at different locations). Normally, both of these requests should be granted, for there is enough money in the account to insure a non-negative balance after the withdrawals. But since A and B cannot talk to each other, things get more complicated. Under mutual exclusion, only one of the nodes, say A, can access and modify the data. Therefore, the customer at node A will be able to withdraw his $100; the customer at node B, however, will go home empty-handed. Under log transformation, both nodes are allowed to process transactions, hence both customers will be given the money. However, the correct balance will be established only after the communication is restored. When the nodes are reconnected, they exchange logs for transactions executed during the partition; it is established that the execution happened to be consistent (the balance remained positive), and therefore no corrective action is necessary.
The second scenario is just like the first one, except the amount of money requested by each customer is $200 each. As before, under mutual exclusion, the system will satisfy the request of one customer but not the other. Under log transformation, both transactions will be processed, because neither of them requires the withdrawal of an amount of money exceeding the balance.
However, after communications are restored, it will he discovered that the execution was inconsistent, and as a result, the balance went negative. Let us assume the bank's policy is to require that the customer make a deposit to render the balance non-negative and also to charge a fine whenever the account is overdrawn. Then a letter of notification can be sent to the customer and the amount of the fine can be subtracted from the balance.
We have seen that, in the first scenario, the more conservative technique (mutual exclusion) resulted in the loss of service availability, while the more optimistic one (log transformation) insured that both nodes remained operational. In the second scenario, however, the former prevented inconsistent transaction execution, but the latter allowed an account to be overdrawn. So here we have the trade-off between availability and correctness in a very tangible form.
Conservative techniques are quite satisfactory for systems where high availability is not of primary concern. If availability is critical, then "free-for-all" methods seem to make more sense.
Each of the variety of"free-for-all" methods has its advantages as well as its shortcomings, but it appears that there are some problems common to all of them. One of these is the computation and communication overhead, which is usually significant and bound to degrade the overall performance of the system. In the above example, sites A and B had to exchange their transaction logs after the partition was repaired. Each of them had to to determine which of the transactions from the received log had to be executed locally and which of the transactions from the local log had to be backed out. In this paper, we concern ourselves with applications requiring high data availability. The goal is to propose an approach that (1) provides high availability in the face of communication delays and network partitions; (2) does not depend on the ability of the system to promptly and correctly detect partitions; and (3) guarantees some useful, formal properties. From the outset, we would like to point out that our approach is not just a new method for dealing with network partitions or a new robust concurrency control mechanism but also a design philosophy for distributed database systems which makes a strong emphasis on high availability.
The basic idea and illustrations.
In this section, we introduce the core idea of the proposed approach and give examples to illustrate it. A more detailed and formal discussion is delayed until the next section.
Even though we aim at high availability, in our approach a departure is taken from the "free-for-all" concept which allows any data item to be updated anywhere in the system at any time. The entire body of data is divided into fragments, and to every fragment we assign an agent la user or a node with the exclusive privilege to update it). Thus, the decision to update data item x can be taken at node N only if either N itself is the agent of the fragment to which x belongs or the agent is currently at node N. Such a restriction is motivated by the observation that, in real distributed systems, democracy is not a very popular concept, i.e., different users are endowed with different sets of privileges as far as data access is concerned, and the ability of some users to modify data is often restricted. For example, in an airline reservations system, it can hardly be considered a loss of availability ifa customer is unable to update the flight schedules in the database. By introducing the notion of fragments and agents we hope to control the way data are updated without sacrificing availability for those who need it.
In this new framework, the banking example from the previous section could be rendered as follows. The table containing will be updated again, and A will discover that the balance was
overdrawn. An appropriate penalty will be assessed (and the resulting update will be communicated to B) through another update to BALANCES, and a letter will be sent to the customer concerned. Note that these actions need be taken only at A, for that is where the agent for the balance information fragment is, and only this agent is allowed to make changes to the fragment.
Thus, the decision process involving corrective actions is centralized, and no quagmire, of the sort seen in the example of Section 1, results.
It is worth reemphasizing that the customers are the agents for their deposit / withdrawal records and as such can freely enter requests for bank operations at any node and regardless of the communication s t a t u s of the network. This is how availability is achieved here.
Note also that a good database design is essential. The example works because the data has been a p p r o p r i a t e l y partitioned according to who should control it. Hence. as stated earlier, we are proposing both a m e c h a n i s m for accessing the database and a design methodology for achieving controlled high availability.
T h e model.
In this section, a detailed description is presented of our model for distributed d a t a b a s e s . The i s s u e s of d a t a organization,
• transaction m a n a g e m e n t , and communications among different sites are discussed, with special attention given to the notion of data control.
Fragments and agents.

The d i s t r i b u t e d s y s t e m u n d e r c o n s i d e r a t i o n c o n s i s t s of n
computer sites, or nodes, interconnected by a point-to-point communication network of arbitrary topology. The database is a set of data objects each of which is replicated at a n u m b e r of sites. For simplicity; we shall a s s u m e from now on ( u n l e s s otherwise specified) that replication is complete, i.e., every object is replicated at exactly n sites. External to the s y s t e m are the users who manipulate the information in the database by issuing transactions. We a s s u m e that a user can be connected to at most one node at a time.
The entire database is logically divided into k non-overlapping subsets called fragments and denoted F~, F 2 ..... F~,. For future notational convenience, we shall view f r a g m e n t s as sets of data objects. Thus, notation x ~ F i m e a n s t h a t d a t a object x is contained in fragment Fi. To control access to f r a g m e n t s tokens are used. These tokens, however, are d i f f e r e n t f r o m t h e traditional tokens used in distributed s y s t e m s (see [10l, for instance). For every fragment, there is exactly one token, and it can be owned by a user as well as by a computer node. Thus our tokens have existence outside & t h e computer system and can be passed by means other than electronic messages, a situation quite different from the traditional use of tokens. An update to a fragment can be authorized only by the current owner of the corresponding token, referred to as this fragment's agent. That means a node can issue an update to a f r a g m e n t only if it is itself the agent of this fragment or it has received a request to do so from a user who is the agent. It is not necessary, though, to hold the token in order to be able to read from a fragment, i.e., read actions can be performed freely by all users and nodes on all fragments. This is another difference with t r a d i t i o n a l token systems.
As an e x a m p l e of a token, consider the card t h a t a b a n k c u s t o m e r uses to identify h i m s e l f to an a u t o m a t i c teller.
Whoever owns the card is authorized to perform b a n k i n g operations on the corresponding account, i.e., to u p d a t e the fragment containing deposit / withdrawal information for t h a t account. One should not infer, however, from this example t h a t all tokens must have a concrete physical embodiment.
Let A(F i) denote the agent of fragment F,. We say t h a t N / i s the home node of A(Fi), if either A(F i) is a user and has last issued an update transaction at N i or A(F~) is N i. This semantic twist is but a mere convenience in a context where it is i r r e l e v a n t whether a particular agent is a node or a user.
T r a n s a c t i o n m a n a g e m e n t a n d i n t e r s i t e communication.
We distinguish between two kinds of transactions: update and read-only transactions. It is important to make this distinction, as they are treated quite differently in our model.
Each transaction m u s t be initiated by a unique agent. Let a transaction T be initiated by A(F~) at the time when A(Fi)'s
home node is NJ. Then N i is also said to be the home node of T.
We say that T is local to Ni" To all other nodes, T is non-local. When an update transaction is initiated no other node becomes aware of it until the execution completes successfully at the transaction's home node. The home node is then responsible for propagating the updates throughout the system. This is accomplished in the following way. A message is broadcast by the home node, of the form: (T; dl, vl; d2, v2; ...; d~, vs), where T is the transaction's identifier, d i is the name of a data object updated by T, and u i is the new value for that object. Upon receiving such message, every node installs the updates listed in it in its own copy of the database. Here, we wish to emphasize a rather important point: in order to ensure that all copies of the database experience the effects of each transaction, the system does not actually rerun a transaction at other nodes, instead a series of unconditional updates are executed (as explained above), reflecting the desired effects. It is convenient to view a series of such updates spun off from one non-local transaction as a new "write-only" transaction, local to the receiving node.
From now on, we shall call these groups of updates quasitransactions. Read-only transactions, naturally, require no propagation.
To implement the necessary message exchanges the system will require a reliable broadcast mechanism which guarantees that (1) all messages are eventually delivered; (2) messages broadcast by one of the nodes are processed at all other nodes in the same order as they were sent.
At every node in the system, a local concurrency control mechanism is implemented. As far as this mechanism is concerned, local activities are comprised of update and readonly transactions initiated locally as well as quasi-transactions received from remote nodes. There is a special requirement on the resulting schedule that concerns quasi-transactions: the serial schedule equivalent to it must contain quasi-transactions from a given node in the exact same order as they were *It may appear that the initiation requirement precludes altogether the use of transactions that update more than one fragment. There are ways, however, to circumvent this restriction. One way is to replace, whenever possible, a multifragment transaction by a group oftransactions that perform the same task and update only one fragment each. When this cannot be done, a semblance of the two-phase commit protocol can be used, that involves the agents of all the fragments that are being updated. For simplicity we only consider singlefragment transactions in this paper. The multi-fragment case is discussed m [8] .
generated. The fulfillment of this requirement is important for mutual consistency of replicated copies.
Control Options.
The notion of fragments and agents we have outlined can lead not just to one but to several control strategies. Each option is characterized by the degree of availability it offers and the type of correctness properties it enforces. The differences among the strategies have to do with how reads are performed and how the movement of agents is controlled. In this section we discuss some of these strategies, and the availability they offer. (Other variations are possible but not discussed here.) 4.1. Fixed agents; read locks.
The most conservative option available fixes all agents at their corresponding home nodes (not allowing them to move) and requires that remote locks be obtained on all data objects that a transaction intends to read (outside the fragment that it updates, if any). For each data object, it is clearly sufficient to acquire the lock on it from the home node of the agent in charge of the fragment containing that object, for that is the only node at which the object can be updated. This option is evidently very close to a number of traditional concurrency control mechanisms and, accordingly can be placed at the global serializability end of our spectrum.
Fixed agents; acyclic read access pattern.
As before, movement of agents is disallowed, but read locks are no longer required. However, there are certain restrictions on the read access patterns of transactions executing in the system. The above theorem suggests a possible strategy that constitutes a significant improvement in terms of availability over the *A reader famdiar wath the work of Skeen and Wright [11] may notice that read access graphs bear some similaraty to class conflict graphs defined in that paper.
The similarity between the two approaches does not go too deep though. Suffice it to note, for example, that in [11} the ability of the system to detect partitions is assumed whereas here it is not essential. In certain situations, read-only transactions that violate the restrictions of the read-access graph can be allowed. This is motivated by the fact t h a t p o t e n t i a l l y n o n -s e r i a l i z a b l e execution that may result will manifest itself only in the output of these transactions and will not leave any trace on the database itself. If the application at hand is not particularly sensitive to this kind of phenomena, then such transactions can be allowed. In the example above, for instance, one warehouse can be allowed to read from the fragment controlled by another warehouse with no great harm (this can be useful when the current inventory at this warehouse is not sufficient to satisfy a customer's request, and it is desirable to check whether there is more at some other location}. In summary, with fixed agents and an elementarily acyclic read-access graph, certain applications may achieve higher availability and global serializability. If the read-access graph is elementarily cyclic, it may still be possible to find a subset of transactions that have an elementarily acyclic graph. These transactions, hopefully the most frequent ones, could be executed without read locks, while the rest would be executed with a more restrictive fragment locking policy.
Fixed agents; no r e a d a c c e s s r e s t r i c t i o n s .
Removal of all read access restrictions obviously increases data availability still further. However, the price for t h a t is a possible loss of global serializability. When the read-access graph is not elementarily acyclic, non-serializable schedules may result. Suppose the database consists of three fragments: Figure  4 Here is how a non-serializable schedule can arise. Suppose A read-only transaction that accesses multiple fragments is conceptually replaced by several transactions each of which accesses a corresponding "small" database. As far as a particular database (fragment) F i is concerned, all other databases (fragments) constitute the "outside world." Thus, when a transaction updating F i reads from another fragment, the value (values) read can be interpreted as input to this transaction from the outside world. Fragmentwise serializability for the "large" database thus translates into serializability for each constituent database.
F1, F2, F3. Suppose further that transactions initiated by A(F l) read from F1, F2, and F3; A(F2), from F z and F3; and A(F3), from F 3 only. The corresponding read-access graph is shown in
A(F 1) initiates transaction TI: [(T1, r, c), (T 1, r, b), (T 1, w, a)]*; A(F 2) initiates T2: [(7'2, r, c), (T2, w, b)]; and A(F 3) initiates T3: [(T3, r, c), (T 3, w, c)]. Suppose further that update (T 2, w, b) reaches the home node of A(F I) and is installed in its local copy before action (TI, r, b) is executed (generating dependency T 2 --* Tt}; action (T1, r, c) is executed before update (T 3, w, c) is installed in the copy at the home node of A(F~) {generating T l --* T3); and finally, (T3, w, c) is installed at the home node of A(F z) before (T2, r, c) is executed (T 3 ~ 7'2).
To understand the precise nature of inconsistencies that may arise as a result of replacing global serializability with fragmentwise serializability, we turn to the notion of consistency predicates. A predicate P (v(x 1) .
.... v(xr))
, where x i , [unless a potential overbooking is detected). The motivation for having ci, j in this database, in addition to ~,i, is to allow the customers to enter their requests for reservations any time they want to, regardless of the current status of the communication network, and, at the same time, to ensure that overbooking does not occur. If data items cij did not exist, the system would have to either curtail availability during partitions [suspend accepting reservations at least at some nodes) or allow overbooking to occur. But since the process of making reservation requests is decoupled from the process of deciding which requests are granted, and the latter is centralized tin the sense of being done by just one agent), we get the best of both worlds: availability and correctness. [ (Tc1, w, c 1,1), (Te l, w, e 1,2 The precedence order between actions originating at different nodes is determined by the time when updates are installed at remote copies.* For instance, the fact that action (Tc~, w, cz.2) precedes action (TFI, r, ci, I) in the schedule means that the update to c 1,t by transaction TCI was installed in the copy at the home node of A(F 1) before transaction Trl read this data object.
It is not difficult to see that the above schedule is not serializable in the usual sense, but it is fragmentwise serializable. In a conventional system this schedule would be prevented. For instance, the installation of update (Tc2, w, c2. 2) at the home node of A(F 2) might be delayed till TF2 was completed. In that case, the net difference between two executions would be that the serializable one would result in not reserving seats for the second customer on flight 2 (this would be corrected eventually since agents A(F I) and A(F 2) run their transactions periodically). Thus, in this example replacing global serializability by fragmentwise serializability did not *See [12] for an in-depth discussion of the notion of transaction schedules in distrabuted systems.
result in any serious anomalies while allowing for more flexibility in scheduling.
In summary, fragmentwise serializability is a very simple but, we believe, powerful concept. Each fragment is treated as an independent database. Data read from other fragments may reflect non-serializable anomalies. However, the transactions operating on this fragment can cope with these anomalies and guarantee fragment consistency. The situation is analogous to dealing with user inputs in conventional databases. (For instance, banks never assume that users and data outside the system are handled in a serializabte fashion.) Fragmentwise serializability lies somewhere in the center of our intuitive correctness-availability spectrum.
Moving agents.
Allowing agents to move from node to node can be desirable for a number of reasons. For example, a bank customer would certainly like to be able to use the automatic teller machines at more than just one location. As another example, consider an airline database where there is a special fragment for seat assignments on a flight. Suppose there is a computer node at every airport and consider a flight which has stop-overs. There are a number of ways to cope with missing transactions.
They seem to fall into three categories. In the first, certain actions are undertaken by the system on a permanent basis, allowing agents to complete their moves "smoothly." The second category provides for some special actions by the system only at the time of a move. Finally, in the third category, agents are allowed to move without any preparatory actions; however, some actions might be taken after the move to rectify possible inconsistencies. There can be a very large number of actual protocols for moving agents. We do not attempt here to be complete, nor do we strive for presenting the most efficient protocols. What follows is just a sample of possibilities, which hopefully gives a flavor of the issues involved.
Permanent preparatory actions.
The following method is suitable for those cases when an agent has to leave its home node, for whatever reason, and it is not particularly important exactly which node it is going to move to. 
(2) Upon receipt of quasi-transaction T a (max((,j) < q <_ r) after M 0 was received (Tq is a missing transaction):
Do not process Tq. Instead, forward it to Y, so it can take corrective actions.
(3) Upon receipt of quasi-transaction Tq (q >-1):
Process it as usual, after installing Tq. 1.
It is not hard to verify that all copies of data will eventually converge. This method for moving agents is somewhat similar to the "free-for-all" systems, in that it gives high availability (the agent can start processing transactions as soon as it arrives at the new home node), and the correctness criterion is weak. The advantage of this method over "free-for-all" systems is that all decisions concerning corrective actions for a fragment are centralized.
Conclusions.
We have presented a family of strategies for obtaining high data availability in a distributed system. Within the same framework of fragments and agents we can obtain, as discussed, global serializability, fragmentwise serializability, or simple mutual consistency.
The basic idea of our approach is quite simple: give control of the data to the users or nodes who actually need it. This avoids many synchronization conflicts, while at the same time making data available to those who need it.
Due to space limitations, there are a number of interesting issues that are not covered here. As we have stated, it is essential to design the database correctly if one is to fully take advantage of our approach. In [8] , we have outlined some guidelines for good design. These include ways for properly partitioning the database into fragments, strategies for avoiding multi-fragment transactions, and techniques for minimizing the number of inter-fragment consistency constraints.
Our approach can be generalized for dealing with transactions that update multiple fragments and with databases that are not fully replicated. Finally, it is also possible to combine several of our strategies in a single system. Since all of our strategies are based on the same framework, this combination is not difficult. Hence it is possible to guarantee mutual consistency for some fragments (with the mechanism of Section 4.4.3, say), fragmentwise serializability for a set of other fragments (with any of several techniques), and conventional serializability within another group (by having read-access restrictions, say). This gives us even greater flexibility in tailoring a system to the correctness and availability requirements of the users.
