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Pengklasteran aliran data memainkan peranan penting dalam perlombongan data aliran 
untuk pengekstrakan pengetahuan. Dalam beberapa tahun kebelakangan ini, banyak 
penyelidik telah mengkaji teknik clustering berasaskan ketumpatan dalam talian kerana 
kemampuannya untuk menghasilkan kluster berbentuk bebas. Teknik ini meringkaskan 
aliran data dalam klaster mikro dengan mikro klaster tersebut membentuk kelompok. 
Walau bagaimanapun, sebahagian besar kluster ini sama ada tidak sepenuhnya dalam 
talian, atau tidak dapat mengendalikan sifat aliran data dengan betul. Selain itu, 
algoritma ini memerlukan penetapan awal radius optimum mikro kluster, yang 
merupakan tugas yang sukar, dan pilihan yang salah memburukkan kualiti kluster. Di 
samping itu, algoritma ini juga mengabaikan kehadiran kluster mikro sementara yang 
tidak relevan, walhal mungkin menjadi relevan pada masa akan datang. Hal ini 
menyebabkan kemerosotan kualiti kluster dan peningkatan masa pemprosesan kerana 
kelompok mikro dihapuskan dan dibuat kerap disebabkan oleh aliran data yang 
berubah-ubah. Dalam kajian ini, algoritma klaster berasaskan ketumpatan dalam talian 
yang dipanggil Penimbal Pengklasteran Dalam Talian untuk Aliran Data Berubah-ubah 
(BOCEDS) dibentangkan. BOCEDS mengelompokkan aliran data dalam satu peringkat. 
Algoritma meringkaskan data daripada aliran data dalam cluster mikro. Algoritma ini 
mengekalkan radius optimum tempatan mikro kluster optimum tempatan berbanding 
radius global dan malar. Selain itu, ia memperkenalkan penimbal untuk menyimpan 
kluster mikro yang tidak relevan serta proses pemangkasan sepenuhnya dalam talian 
untuk mengeluarkan kluster mikro yang tidak relevan dari penimbal. Proses 
pemangkasan ini dapat mengurangkan masa pemprosesan. Di samping itu, BOCEDS 
mencadangkan fungsi mengemaskini tenaga mikro-klaster dalam talian berdasarkan 
maklumat spatial aliran data. Geraf gumpalan kelompok klaster akan dihasilkan 
berdasarkan sambungan antara kluster mikro. Kemudian, klaster dihasilkan daripada 
graf gumpalan kelompok kluster tersebut. Untuk menilai prestasi, algoritma, BOCEDS 
dilaksanakan pada dua aliran data sintaktik dan satu data praktikal. Hasil eksperimen 
menunjukkan BOCEDS dapat menghasilkan kelompok baru dan menghapus kelompok 
lapuk dengan waktu seiring dengan perubahan kandungan data. Eksperimen dalam 
aliran data yang bising menunjukkan bahawa algoritma BOCEDS dapat mengesan 
kebisingan dengan ketepatan kira-kira 100%. Kejituan dan kesucian keseluruhan adalah 
lebih daripada 99%. Hasil eksperimen dibandingkan dengan algoritma kluster alternatif 
berasaskan ketumpatan hibrid dalam talian / luar talian. Masa pemprosesan purata untuk 
titik data dalam aliran data adalah kira-kira 2 milisaat yang jauh lebih rendah daripada 
algoritma kluster yang sejajar dalam literatur. Algoritma ini juga lebih berskala untuk 
aliran data dimensi yang tinggi daripada algoritma yang sedia ada. Kepekaan parameter 
clustering dalam BOCEDS juga diukur. Hasilnya menunjukkan bahawa perubahan nilai 
parameter kualiti kluster hanya menyimpang kualiti klaster dengan jumlah yang sangat 
kecil (<1%). Hasil ini membuktikan keunggulan algoritma BOCEDS berbanding 
algoritma kluster yang sedia ada. 
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ABSTRACT 
Data stream clustering plays an important role in data stream mining for knowledge 
extraction. In recent years, numerous researchers have studied the online density-based 
clustering technique due to its capability to generate arbitrarily shaped clusters. The 
technique summarizes the data stream in micro-clusters and the micro-clusters form the 
clusters. However, most of the clusters are either not fully online, or cannot handle the 
properties of data stream properly. Moreover, the algorithms require predefining the 
global optimal radius of micro-clusters, which is a difficult task, and an erroneous 
choice deteriorates the cluster quality. In addition, the algorithms ignore the presence of 
temporarily irrelevant micro-clusters, which may be relevant in the future. This 
ignorance causes the degradation of clustering quality and the increase of the processing 
time as micro-clusters are deleted and created frequently due to evolving nature of data 
stream. In this study, a fully online density-based clustering algorithm called Buffer-
based Online Clustering for Evolving Data Stream (BOCEDS) is presented. BOCEDS 
clusters the data stream in a single stage. The algorithm summarizes the data from data 
stream in micro-clusters. This algorithm maintains the local optimal radius of micro-
clusters rather than a global and constant radius. Moreover, it introduces a buffer for 
storing irrelevant micro-clusters and a fully online pruning process for extracting the 
temporarily irrelevant micro-cluster from the buffer. The pruning process improves 
processing time. In addition, BOCEDS proposes an online micro-cluster energy 
updating function based on the spatial information of the data stream. Then, clustering 
graphs are generated based on the connectivity among micro-clusters. The clusters are 
generated from the clustering graphs. To evaluate the performance, BOCEDS algorithm 
is executed on two syntactic and one practical data streams. The experimental result 
shows BOCEDS is able to generate new clusters and remove outdated clusters with time 
as data stream contents change. The experiment on noisy data stream shows that 
BOCEDS algorithm can detect noise with an accuracy of approximately 100%. The 
overall clustering accuracy and purity are more than 99%. Experimental results are 
compared with other alternative online/offline hybrid density-based clustering 
algorithms. The average processing time for data point in the data stream is about 2 
milliseconds which is much lower than the aligned clustering algorithms in literature. 
The algorithm is also more scalable to high dimensional data stream than the existing 
algorithms. The sensitivity of clustering parameters in BOCEDS is also measured. The 
result shows that in case of changing the values of parameters the cluster quality 
deviates by a very small amount (<1%). These results prove the superiority of BOCEDS 
algorithm over the existing clustering algorithms.  The BOCEDS algorithm is then 
applied to real-world weather data streams to demonstrate its capability to detect the 
drifts in the data stream and discover arbitrarily shaped clusters. 
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