ABSTRACT. We establish the existence of an integer degree for the natural projection map from the space of parameterizations of asymptotically conical self-expanders to the space of parameterizations of the asymptotic cones when this map is proper. As an application we show that there is an open set in the space of cones in R 3 for which each cone in the set has a strictly unstable self-expanding annuli asymptotic to it.
INTRODUCTION
A hypersurface, i.e., a properly embedded codimension-one submanifold, Σ ⊂ R n+1 , is a self-expander if (1.1)
Here H Σ = ∆ Σ x = −H Σ n Σ = −div Σ (n Σ )n Σ is the mean curvature vector, n Σ is the unit normal, and x ⊥ is the normal component of the position vector. Self-expanders arise naturally in the study of mean curvature flow. Indeed, Σ is a self-expander if and only if the family of homothetic hypersurfaces
is a mean curvature flow (MCF) , that is, a solution to the flow ∂x ∂t ⊥ = H Σt .
Self-expanders are expected to model the behavior of a MCF as it emerges from a conical singularity [2] . They are also expected to model the long time behavior of the flow [7] . Given an integer k ≥ 2 and α ∈ (0, 1) let Γ be a C k,α * -asymptotically conical C k,α -hypersurface in R n+1 and let L(Γ) be the link of the asymptotic cone of Γ. For instance, if lim ρ→0 + ρΓ = C in C k,α loc (R n+1 \ {0}), where C is a cone, then Γ is C k,α * -asymptotically conical with asymptotic cone C. For technical reasons, the actual definition is slightly weaker -see Section 3 of [4] for the details. We denote the space of C k,α * -asymptotically conical C k,α -hypersurfaces in R n+1 by ACH k,α n . In [4] , the authors showed that the space ACE is the trace at infinity of f -see (2.2). As such, by work of Smale [13] , as long as Π is proper it possesses a well-defined mod 2 degree -see [5] for natural situations in which Π is proper. In this paper, we show that as long as Π is proper it has a well-defined integer degree. Namely, let
is an embedding , be the space of parameterizations of embedded cones. Here E is independent of ϕ -i.e., Π| U has a well-defined integer degree deg(Π| U , V).
This is analogous to a result proved by White [14] for a large class of compact critical points of elliptic variational problems. While the argument in this article follows the outline laid out in [14] , the details are quite different and are substantially more involved. This is due to technical issues introduced both by the non-compactness of the problem and, more seriously, by the fast growth of the weight.
As an application of Theorem 1.1 we obtain the existence of many strictly unstable asymptotically conical self-expanders. It is necessary to invoke the integer degree for the map Π, instead of the mod 2 degree, in order to conclude that the self-expanders in Theorem 1.2 are strictly unstable. Remark 1.4. In [2] , Angenent-Ilmanen-Chopp show that there is a critical value δ * so that for 0 < δ < δ * there are no connected rotationally symmetric self-expanders asymptotic to the rotationally symmetric double cone
, while for δ > δ * there is at least one connected rotationally symmetric self-expanders asymptotic to C δ . In [11] , Helmensdorfer further analyzed this problem and showed that, for δ > δ * , there is a second connected rotationally symmetric self-expander asymptotic to C δ . It is likely that the solution constructed by Angenent-Ilmanen-Chopp is strictly stable while the one found by Helmensdorfer is strictly unstable (and there is a unique weakly stable example asymptotic to C δ * ), but, to our knowledge, a complete proof has not appeared in the literature.
NOTATION AND BACKGROUND

Basic notions. Denote a (open) ball in R
n of radius R and center x by B n R (x) and the closed ball byB n R (x). We often omit the superscript n when its value is clear from context. We also omit the center when it is the origin.
For an open set U ⊂ R n+1 , a hypersurface in U , Σ, is a smooth, properly embedded, codimension-one submanifold of U . We also consider hypersurfaces of lower regularity and given an integer k ≥ 2 and α ∈ (0, 1) we define a C k,α -hypersurface in U to be a properly embedded, codimension-one C k,α submanifold of U . When needed, we distinguish between a point p ∈ Σ and its position vector x(p).
Consider the hypersurface S n ⊂ R n+1 , the unit n-sphere in R n+1 . A hypersurface in S n , σ, is a closed, embedded, codimension-one smooth submanifold of S n and C k,α -hypersurfaces in S n are defined likewise. Observe that σ is a closed codimension-two submanifold of R n+1 and so we may associate to each point p ∈ σ its position vector x(p). Clearly, |x(p)| = 1.
A cone is a set C ⊂ R n+1 \ {0} that is dilation invariant around the origin. That is, ρC = C for all ρ > 0. The link of the cone is the set L[C] = C ∩ S n . The cone is regular if its link is a smooth hypersurface in S n and C k,α -regular if its link is a C k,α -hypersurface in S n . For any hypersurface σ ⊂ S n the cone over σ, C [σ] , is the cone defined by
Clearly, L[C[σ]] = σ.
Function spaces.
Let Σ be a properly embedded, C k,α submanifold of an open set U ⊂ R n+1 . There is a natural Riemannian metric, g Σ , on Σ of class C k−1,α induced from the Euclidean one. As we always take k ≥ 2, the Christoffel symbols of this metric, in appropriate coordinates, are well-defined and of regularity C k−2,α . Let ∇ Σ be the covariant derivative on Σ. Denote by d Σ the geodesic distance on Σ and by B Σ R (p) the (open) geodesic ball in Σ of radius R and center p ∈ Σ. For R small enough so that B Σ R (p) is strictly geodesically convex and q ∈ B Σ R (p), denote by τ Σ p,q the parallel transport along the unique minimizing geodesic in B Σ R (p) from p to q. Throughout the rest of this subsection, let Ω be a domain in Σ, l an integer in [0, k], γ ∈ (0, 1) and d ∈ R. Suppose l + γ ≤ k + α. We first consider the following norm for functions on Ω:
We then let C l (Ω) = f ∈ C l loc (Ω) : f l;Ω < ∞ . We next define the Hölder semi-norms for functions f and tensor fields T on Ω:
[f ] γ;Ω = sup and let
loc (Ω) : f l,γ;Ω < ∞ . We also define the following weighted norm for functions on Ω:
;Ω < ∞ . We further define the following weighted Hölder semi-norms for functions f and tensor fields T on Ω:
δp (p) is strictly geodesically convex. Next we define the norm for functions on Ω:
γ;Ω , and we let C l,γ
We follow the convention that C
The notation for the corresponding norms is abbreviated in the same fashion.
Finally, we define the following weighted integral norm for functions on Ω:
, and we then let
In all above definitions of various norms, we often omit the domain Ω when it is clear from context. These norms can be extended in a straightforward manner to vector-valued functions and tensor fields. It is a standard exercise to verify that these spaces equipped with the corresponding norms are Banach spaces.
2.3.
Homogeneous functions and homogeneity at infinity. Fix a C k,α -regular cone C with its link L. By our definition, C is a C k,α -hypersurface in R n+1 \ {0}. For R > 0, let C R = C \B R . There is an η = η(L, R) > 0 so that for any p ∈ C R , B C δp (p) is strictly geodesically convex, where δ p = η(|x(p)| + 1). We also fix an integer l ∈ [0, k] and γ ∈ [0, 1) with l + γ ≤ k + α.
Conversely, given a homogeneous
For such a g we define the trace at infinity of g by tr
It is straightforward to verify that C
, and a homogeneous (of degree 0) transverse section, V, on C such that Σ, outside some compact set, is given by the V-graph of a function in C k,α
Here a transverse section is a regularized version of the unit normal -see Section 2.4 of [4] for the precise definition. Observe, that by the Arzelà-Ascoli theorem one has that, for every l, γ with l + γ < k + α,
Clearly, the asymptotic cone, C, is uniquely determined by Σ and so we denote it by C(Σ). Let L(Σ) denote the link of C(Σ) and, for R > 0, let
n . Finally, let K be a compact subset of Σ and let Σ ′ = Σ \ K. By definition, we may choose K large enough so π V -the projection of a neighborhood of
where V is a homogeneous transverse section on C(Σ) and Σ ′ , θ V;Σ ′ are introduced in the previous subsection. The trace at infinity of f is then ( 
2.2) tr
We next define the space
f is asymptotically homogeneous of degree d .
, and the map
is a bounded linear map. We further define the set C
2.6. Asymptotically conical embeddings. Fix an element Γ ∈ ACH k,α n . We define the space of C k,α * -asymptotically conical embeddings of Γ into R n+1 to be
k,α norm. The hypotheses on f , tr
is a C k,α embedding. As this map is homogeneous of degree one, it parameterizes the
Finally, we introduce a natural equivalence relation on ACH
be the equivalence class of f . Following [4] , we define the space
n (Γ) and f (Γ) satisfies (1.1) .
2.7.
Various symmetric bilinear forms. Let Σ ⊂ R n+1 be a C 2 -hypersurface and v a transverse section on Σ. Suppose f : Σ → R n+1 is a C 2 proper embedding. We set Λ = f (Σ) and w = v • f −1 . We also assume w is transverse to Λ. If g f is the pullback metric of the Euclidean one via f , then we let
which is the ratio of the pullback weighted measure on Λ and the one on Σ, and
Observe that Ω x|Σ = Ω x|Σ,v = 1. First we introduce natural weighted inner products for functions on Σ.
Likewise, let
dH n .
Thus, we have that
Next, we introduce the following Dirichlet energy forms:
dH n , and
If Σ is a C 3 -hypersurface, then
Finally, we consider the Jacobi operator (also called the stability operator) on Σ,
The operator L Σ is associated to the symmetric bilinear form
In particular, L Σ is symmetric with respect to the inner product B Σ . We also consider the v-Jacobi operator
It will also be convenient to consider the related operator
These operators are both associated to the symmetric bilinear form
When Σ is of class C 3 ,
and so L Σ,v and L ′ Σ,v are symmetric with respect to B Σ and B Σ,v , respectively. Likewise, we consider the symmetric bilinear form
so L f is symmetric with respect to B f . There also is a symmetric bilinear form
If we let
As such, L ′ f ,v is symmetric with respect to B f ,v . We will always write the quadratic form associated to B Σ as B Σ [u] = B Σ [u, u] and do so for the other bilinear forms.
First and second variations of the
and a transverse section v on Σ. Suppose f : Σ → R n+1 is a C 2 proper embedding and
s,t is a transverse section on f s,t (Σ). We have by the first variation formula (see [4, Proposition 4 
where
It will also be convenient to introducẽ
We remark that the quantityΞ f ,v is closer to what is considered in [14] , however for various reasons we findΞ f ,v easier to work with. We also observe that
In particular, f 0,t (Σ) is a self-expander if and only if
We next compute the second variation at critical points of
while differentiating the expression for the first variation formula directly gives, at critical points of E, d
Hence, as long as f (Σ) is a self-expander and v • f −1 is transverse to f (Σ),
is symmetric with respect to B Σ,v .
Fast decay of eigenfunctions of
n be a self-expander. For p ∈ Σ let r(p) = |x(p)|. It follows from the expander equation, that there exist
and,
Here S ρ = Σ ∩ ∂B ρ and H Sρ is the mean curvature of S ρ . Thus (E R0 , g Σ , r) is a weakly conical end in the sense of [3, Section 2] . We use results from [3] to show the eigenfunctions of L Σ or L ′ Σ,v that below a certain threshold, actually decay extremely fast.
is a transverse section on C(Σ), and [4] In this section we slightly modify the maps obtained in [4, Theorem 7.1] . This modification brings the maps closer in line with those obtained in [14, Theorem 3.2] and can be thought of as picking charts around each point of ACE k,α n (Γ) different from the ones given in [4] . One important point of emphasis, our proof of the modified theorem uses [4, Theorem 7.1] and it is not clear that one could prove the modified theorem directly. The issue has to do with the rapid growth of the weight, which can only be tamed using decay coming from [4, Theorem 7.1] .
Suppose that Σ is a C 2 -hypersurface in R n+1 and v is a transverse section on Σ. If f : Σ → R n+1 is a C 2 proper embedding, then we define
n be a self-expander, and let
is a transverse section on C(Σ) and that
and there exist smooth mapŝ
) and U 2 is some neighborhood of 0 in K v , such that the following hold:
Remark 3.2. Such a transverse section v always exists. For instance, outside a compact set of Σ, one may choose v to be V • π V | Σ for V a homogeneous transverse section on C(Σ), and then extend v to be a transverse section on Σ. It is straightforward to verify that v satisfies the properties in Theorem 3.1.
Remark 3.3. The only difference with [4, Theorem 7.1] is the weight terms that appear in Item (6) . Namely, in that result one has
To prove Theorem 3.1 we will need several auxiliary propositions and lemmas. For
For brevity, we write
and
Proof. First the Lax-Milgram theorem implies that given an
(Σ) to L Σ u = f in the distributional sense. Now suppose that f is smooth and has compact support. As such, there is an R ′ ≥ R 0 (Σ) sufficiently large so that spt (f ) ⊂ B R ′ and Σ \B R ′ is a weakly conical end by the definition of R 0 given in Section 2.9. By standard elliptic regularity -see, e.g., Chapter 6 and 8 of [9] -Σ is indeed smooth and so is u. As L Σ u = 0 in Σ\B R ′ it follows from Proposition 2.1 that
In other words, u ∈ W , this fact will be used to justify integration by parts in several places.
Indeed, as
integrating by parts, which is justified by (3.1), gives
where the last inequality used the absorbing inequality and the fact that β ≥ 
Hence, as β ≤ 3/8,
That is, for β ∈
Next consider the Bochner type formula
where the inequality uses the Gauss equation, the self-expander equation and
Integrating by parts (which can be justified by (3.1) together with a standard cutoff argument) yields
One computes,
Hence, by (A.2) of Proposition A.1 applied to |∇ Σ u| and the fact that
Similarly, as
where the last inequality uses (A.1) of Proposition A.1. Hence, we have arrived at
Combining this with the previous estimate (3.2) gives
The proof is completed by observing that for a fixed f ∈ W 0 β (Σ), by a standard cutoff and mollifier trick, there is a sequence of smooth, compactly supported functions on Σ, 
(Σ).
We recall the Banach space D k,α (Σ) introduced in Section 5 of [4] :
equipped with the norm
We will adopt the convention that if X 1 and X 2 are Banach spaces, then X 1 ∩ X 2 is the Banach space with the norm
Corollary 3.5. Let Σ and v be as given in Theorem 3. 
is an isomorphism. As Σ is asymptotically conical, we have
Thus the Poincaré inequality, (A.1) of Proposition A.1, and the Arzelà-Ascoli theorem imply that L Σ and L Σ differ by a compact operator. This proves that L Σ is Fredholm of index zero.
(Σ) and has a strictly positive lower bound, it is not hard to see that M v is an isomorphism of C
And the Poincaré inequality, (A.1) of Proposition A.1, together with Lemma 5.10 and Proposition 5.11 of [4] implies that L Σ,v and L Σ differ by a compact operator from
Lemma 3.6. Let Σ and v be as given in Theorem 3.
Proof. We argue by contradictions. If there were such a solution, then integration by parts would be valid by the fact that u ∈ W (Σ) and Proposition 2.1. Thus,
That is, κ is identically zero.
For Σ and v as given in Theorem 3.1, by Corollary 3.5, dim K v < ∞. Let Π v be the orthogonal projection to K v with respect to B Σ,v and Π
Denote by B R (f ; X) the open ball in Banach space X with radius R and center f . 
Proof. First, we writê
. Similarly, one shows that for r 0 > 0 sufficiently small the maps
] are both smooth maps into K v . Finally, we observe that, in view of Proposition 2.1, the operator given by multiplication by
, and that the operator given by multiplication by
. Therefore we have shownΘ v is a smooth map.
We are now ready to prove the main result of this section.
Proof of Theorem 3.1. First, Corollary 3.5 gives dim K v < ∞, and Proposition 2.1 gives
We consider the map
. By Lemma 3.7, this is a well-defined smooth map.
By (2.4), one sees that
Thus, it follows from Corollary 3.5 and Lemma 3.
Hence, by the implicit function theorem, there is a neighborhood
that gives the unique solution in a neighborhood of 0 ∈K
Items (1), (2), (3) and (6) follow directly from the definitions ofF v andĜ v . Furthermore, Items (4) and (5) follow the exact same proofs as in [4, Theorem 7.1]; for readers' convenience we include them below.
To establish Item (4) it suffices to show D 2Fv, * (x| L(Σ) , 0) = 0. Take any κ ∈ K v . Observe that for |s| < ǫ,
at s = 0, we use (2.4) and the chain rule to get
It follows from Lemma 3.6 and the definition ofF v, * that
Next, Items (4) and (6) together with (2.4) imply that 
Thus, arguing as in [4, Theorem 7 
Hence we have shown Item (5).
It is convenient to letF
With this notationF
INDEX AND NULLITY
We recall the notion of index and nullity for asymptotically conical self-expanders and relate these integers to certain other spectral invariants. As observed in Section 2.8, the expander equation (1.1) is an elliptic variational problem and so, as is usual for such problems, we define the (Morse) index of an asymptotically conical self-expander, Σ, to be
The nullity of Σ, null(Σ) is defined to be the dimension of the kernel of L Σ , Proof. First we observe that W 
That is, one can define a bounded operator, 
and it is bounded as inf i |µ i − µ| > 0. Hence the entire spectrum of L Σ is given by {µ i }, implying the discreteness of the spectrum of L Σ .
As long as one observes that a (Σ) and
Thus, Q Σ is negative definite on a subspace V ⊂ W We extend the definition of index and nullity to parameterizations in a natural way. For 
(Λ), B f ,v , respectively, and both have discrete spectrums.
There is an ǫ 0 > 0 sufficiently small, depending only on K Σ and inf Σ |v · n Σ |, so that if f ∈ B ǫ0 (x| Σ ; ACH 
CONCENTRATION ESTIMATES FOR EIGENFUNCTIONS AND STABILITY OF CERTAIN QUADRATIC FORMS
The main goal of this section is to show that, for eigenfunctions of −L Σ with small eigenvalue, one can prove effective estimates on concentration of such eigenfunctions in a compact ball. Here Σ is an asymptotically conical self-expander as in Section 2.9 and R 0 = R 0 (Σ) is chosen so (2.5) and (2.6) hold. We also let K Σ be given by (3.3). The estimates will depend only on K Σ , n and the measure of smallness of the eigenvalue. This will be crucial to showing that the quadratic forms from Section 2, are stable for perturbations of Σ, even those that change the asymptotic cone, when one entry is such an eigenfunction.
Let S ρ = Σ ∩ ∂B ρ and
and for γ ∈ R,
Notice that, by the co-area formula, when ρ ≥ R 0 ,
then there is an R 1 = R 1 (K Σ , n, ǫ) ≥ R 0 so that
Proof. First observe that, by Proposition 2.1, u ∈ W 
where the last inequality follows from the Poincaré inequality, Proposition A.
A consequence of this, the co-area formula and the mean value theorem is that, for ρ ≥ ρ 0 + 1 ≥ R 0 + 1 and γ < 1 2 ,
Furthermore, combining (5.1) and (5.3) one has for ρ ≥ ρ 1 ≥ R 0 that
Combining this with (5.4) for γ = In particular, for any ǫ > 0, there is an R = R(ǫ, K Σ , n) ≥ R 0 + 1 so that
To complete the proof we observe that computing as above gives that, for 
Rearranging terms and using the absorbing inequality give
, this together with (5.5) gives,
Hence, for such ρ 2 and
Integrating the above inequality in ρ over [ρ 2 + 1,
Applying (5.4) with ρ = ρ 2 + 1 and γ = Applying (5.5), gives
Therefore,
The result is thus proved by setting R 1 = max {2R, R ′ }.
We next prove estimates on certain integrals that will be needed in studying perturbation results for the quadratic forms.
Proof. First observe that, by taking
Σ . We observe that, by the hypotheses,
and hence
Let ǫ = ǫ(K Σ , n, δ) > 0 be a small constant whose precise value will be chosen at different points in the argument. By Lemma 5.1, there is an R 1 = R 1 (K Σ , n, ǫ) > 0 so that (5.6)
With ǫ = 1, one has
≤ 2C e R 2 1
The first inequality follows by taking
16 (K Σ + 1) + 1 and observing that R 1 and C depend only on n and K Σ . We next observe that, up to increasing C a bit we have In particular, by (5.6) one has for a large enough
where we will again fix ǫ = ǫ(K Σ , n, δ) later. Notice that by taking ǫ 1 = ǫ 1 (K Σ , n, ǫ) sufficiently small one has that on B R1 ,
Hence,
As such, the second inequality follows by taking
There is an
In addition, one has
Proof. Let δ ′ = δ ′ (K Σ , n, δ) be a small positive number which we will specify in the course of the proof. Using this δ ′ , pick
16 as in Lemma 5.2 for the given u. As long as δ ′ ≤ δ, one has
Here the last inequality follows from Lemma 5.2. Similarly, one has
Here again the first part of the second inequality follows from Lemma 5.2. The final inequality follows by observing that by taking u = v what we have already shown gives
where the last inequality follows from the absorbing inequality. Hence,
and so
This verifies the second part of the inequality. To prove the second pair of inequalities one first observes that, by shrinking ǫ 1 and δ ′ as needed, one can ensure that
As such, one computes,
Similarly, one has
Hence, by taking
To complete the proof of the third inequality we observe that
Combining the previous estimates with the Cauchy-Schwarz inequality and Lemma 5.2 gives
which proves the third inequality.
The fourth inequality is proved in a similar fashion. Namely, one estimates as previous: 
Fix a β ∈ 
Likewise,
Thus, by choosing ǫ 2 sufficiently small, we have that
And there is a C ′ depending on K Σ , C Σ,v and n so that
By the Cauchy-Schwarz inequality and Lemma 5.2, for ǫ 2 sufficiently small
Thus, by choosing ǫ 2 sufficiently small
Hence, by Proposition 5.3 and possibly shrinking ǫ 2 ,
proving the first inequality.
To prove the second inequalities, one again uses the Cauchy-Schwarz inequality and Lemma 5.2 to compute,
Thus, by choosing ǫ 2 sufficiently small (5.7) gives
Hence, invoking Proposition 5.3 and shrinking ǫ 2 (if needed) one has
Thus, as δ < 1/2 we have
This completes the proof of the second inequalities. The other pair of inequalities are proved in a similar fashion.
n be a self-expander, and let v ∈ C k,α 0 
where µ i is the eigenvalue of u i . That is, this orthonormal basis also diagonalizes Q Σ,v . Pick ǫ 3 so for any u i one has
One has, by the Cauchy-Schwarz inequality,
where the last equality used that {u i } is an orthonormal basis. The proof of remaining inequalities proceed in a similar fashion.
STABILITY OF BILINEAR FORM
In this section we show the stability of the positive and negative spaces of the bilinear form Q f ,v as one perturbs f around x| Σ in ACH k,α n (Σ) for Σ an asymptotically conical self-expander. This is a non-trivial result as such a perturbation can radically change the weight that appears. In what follows we will use the (easily checked) fact that if f ∈ B 1
This explains the choice of weighted space that will appear below.
We define
to be the subspace of W 
and so the same is true of N ′ Σ,v and K ′ Σ,v . Using this fact, let
By construction and the fact that −L ′ Σ,v is self-adjoint with respect to B Σ,v and has a discrete spectrum, W
and these three subspaces are orthogonal with respect to 
Proof. Let Λ = f (Σ). For η sufficiently small, f ∈ ACH k,α n (Σ) and so Λ ∈ ACH k,α n . We first observe that as long as η ≤ 
and so by [4, Proposition 3.1 (4)]
for some C ′ = C ′ (Σ, C(n)). The claim follows immediately.
We now show the stability of the positive and negative spaces for the quadratic form Q f ,v for f a small perturbation of x| Σ . The main challenge in proving this result is the fact that the weight is allowed to change a large amount near infinity and we cannot directly use the estimates of Section 5 on the positive part. 
Thus, by Corollary 5.5 with
> 0 one has an ǫ 3 given in the corollary so that if ǫ < ǫ 3 , then
This proves the first part of the proposition. For the second part, first observe that, by definition, for all u ∈ E
Hence, up to shrinking ǫ 3 , Corollary 5.5 gives, as above, that
We now argue by contradiction. That is, suppose there were a v 0 ∈ P
. Up to further shrinking ǫ 3 , we may assume that for all f ∈ B ǫ3 (x| Σ ; ACH
Moreover, as
We claim that, up to shrinking ǫ 3 , for any v ∈ V one has 
Hence, picking δ (and hence ǫ 3 ) small enough so δ ≤
As B Σ,v [v 0 , u] = 0, up to shrinking δ some more one has
That is,
verifying the claim. Hence, there is an
is self-adjoint with respect to B f ,v and has a discrete spectrum. As such, it follows from the min-max characterization of eigenvalues that the (N + 1)-st eigenvalue (counted with multiplicities), µ (x| Λ ; ACH k,α n (Λ)). As such, we may apply Corollary 5.5, with Λ in place of Σ, to w ∈ W to see that
Similarly, applying Corollary 5.5, with Λ in place of Σ, gives
Hence, as µ
Recall, by Lemma 4.1, −L ′ Σ,v is self-adjoint with respect to B Σ,v and has a discrete spectrum. As such, by the min-max characterization of eigenvalues, one has that µ
This contradiction proves the second part of the proposition and completes the arguments.
Ultimately, we will show an extension of [14, Proposition 4] for asymptotically conical self-expanders. However, before stating the theorem we introduce some notation inspired by [15] . Fix a self-expander Σ ∈ ACH k,α n and a transverse section on
andF v be given in Theorem 3.1, and (ϕ, κ) is in a small neighborhood of (x|
Formally, define the following function (which is infinite valued)
Differentiating (formally) in the second variable gives the following well-defined function
where the last equality follows from the fact thatĜ v [φ, κ] ∈ K v and (3.5). An immediate consequence of this is that
Finally, by differentiating again at a (ϕ, κ) whereĜ v [ϕ, κ] = 0, that is whereF v [ϕ, κ] is E-stationary, one has the bilinear form on K v given by 
By definition,
and so (3.5) impliesK
Now letQ f ,v :K ×K → R be the bilinear form defined, forκ 1 ,κ 2 ∈K bỹ
(ϕ, κ)). We are now ready to complete the proof. First, consider the decomposition of W 
Hence, it suffices to show π|K is surjective. As dimK = l this is equivalent to showing this map is injective. Ifκ ∈ ker π|K, thenκ =p +ñ forp ∈ P
where the last equality follows from the fact that
Subtracting the first equality from the second gives
As Q f ,v is positive definite on P ′ Σ,v and negative definite on N ′ Σ,v one must havep =ñ = 0. That is,κ = 0, which proves the claim.
where each subspace N ′ , K ′ , P ′ is orthogonal (with respect to B Σ,v ) andQ f ,v is, respectively, negative definite, zero and positive definite on N ′ , K ′ and P ′ . Now consider p ∈ P ′ Σ,v and p ′ ∈ P ′ one has
Here the last equality uses the fact that
is orthogonal to p and that J ′ is self-adjoint with respect to B Σ,v . By Proposition 6.2 and the fact that p ′ ∈ N one has for
. One further concludes that, for u ∈ W κ) ). This completes the proof of the result.
7. PROOF OF THEOREM 1.1
We now include a proof of theorem 1.1. We adapt the proof from [14] , using Theorem 6.3 in place of [14, Proposition 4] . The details are included for the sake of the reader.
First of all, for Γ ∈ ACH k,α n and l ≥ 1, let
We record some technical facts proved in [14] that readily adapt to the setting of this paper. 
Then the following is true:
To prove the first claim, it suffices to show
is a self-expander, one has L Σ x = 0 and so
• f and applying the chain rule give If
(Λ). One further computes,
which, by what we have shown and our hypotheses on u, is an element of C k−2,α −2 (Λ). Thus, the second claim follows easily from this.
there is an ǫ = ǫ(Σ, v, ϕ) > 0 so that the following holds: 
Arguing as in Section 2.8, the fact that the f s are stationary for the functional E and the second variation formula for E give
Furthermore, the above integral can be simplified by using integration by parts (which is justified by Proposition 6.2 of [4] ) to
where tr * ∞ is given in Section 6 of [4] . By Item (1) of Theorem 3.1 and the linearity of tr
Thus, it follows that
In particular, evaluating the identity at s = 0 gives
Notice that, in the derivation of the above identity, we only use the fact that Σ is an asymptotically conical self-expander embedded in a family of asymptotically conical selfexpanders with the same asymptotic cone, that v is a transverse section on Σ satisfying the hypotheses of the lemma and that κ ∈ K v . Thus, the same identity holds true with Σ replaced by Λ s , v by w s and κ by κ s , that is,
Therefore, after possibly shrinking ǫ, the first claim follows from this and the fact that
is smooth near s = 0.
Finally, by what we have shown,
proving the second claim.
Proof of Theorem 1.
be the image of a generic curve in V connecting ϕ 0 to ϕ 1 as given by Lemma 7.1. As C is embedded and transverse to Π, C ′ = Π −1 (C) ∩ U is a (not necessarily connected) onedimensional submanifold with boundary. Moreover,
Notice that C ′ is compact as Π| U is proper. Orient C so ϕ 0 is the initial point. We now orient C ′ as follows: 
The orientation ofC and the standard one of R determine an orientation onC × R. Finally, we prove Theorem 1.2. First, we use the shrinking rotationally symmetric torus described by Angenent [1] to prove the following non-existence result for connected asymptotically conical self-expanders whose asymptotic cone is a "narrow" double cone.
Lemma 8.1. There is a δ 0 = δ 0 (n) > 0 so that: If C is a C k,α -regular cone in R n+1 with both C∩{x n+1 > 0} and C∩{x n+1 < 0} non-empty and
Proof. Let Λ to the rotationally symmetric self-shrinker given by Angenent in [1] chosen so the axis of symmetry is ℓ n+1 , the x n+1 -axis. That is, Λ is of the form
As Λ is disjoint from ℓ n+1 , there is a δ 0 = δ 0 (n) > 0 so that
In particular, for the given cone C ∩ Λ = ∅.
Consider the mean curvature flows M = √ t Σ t>0 andM = √ 1 − t Λ t<1 of Σ and of Λ, respectively. As C(Σ) ∩ Λ = ∅ and Λ is compact, the parabolic maximum principle implies that
for all t ∈ (0, 1). If Σ is connected, then Σ 0 = Σ ∩ {x n+1 = 0} is non-empty as {x n+1 > 0} ∩ Σ and {x n+1 < 0} ∩ Σ are both non-empty by the hypotheses on C = C(Σ). Moreover, as C(Σ) ∩ {x n+1 = 0} = {0}, Σ 0 is compact. In particular, for t sufficiently small
As this contradicts the disjointness of the flows, one must have that Σ is not connected.
We next use a construction of Angenent-Ilmanen-Chopp [2] of connected rotationally symmetric self-expanders and a variational argument sketched by Ilmanen [12] and carried out by Ding [6] in order to show existence of a connected self-expander asymptotic to a "wide" double cone. This self-expander has the additional property that Λ ∩ ℓ n+1 = ∅, that is, it is disjoint from the x n+1 -axis. As such we may choose Ω to be the connected component of R n+1 \Λ that is disjoint from ℓ n+1 . Now let δ 1 = 2δ > 0. This choice ensures that there is an R 0 > 0 so for R > R 0 , RL[C] ⊂ Ω ∩ ∂B R . Using Λ and ∂B R as barriers, one uses the direct method to find a smooth self-expander Σ R ⊂ Ω ∩ B R with ∂Σ R = RL n−1 (R n+1 \ℓ n+1 ; Z 2 ). As L ± are connected and there are no closed self-expanders, Σ R is connected.
Finally, by suitably modifying the argument of [12] (see also [6, Theorem 6.3] for full details) one verifies that, up to passing to a subsequence, one has lim Ri→∞ Σ Ri = Σ with Σ ∈ ACH k,α n and C(Σ) = C. Clearly, Σ is connected and (weakly) stable. For the sake of completeness, we include a brief explanation of how the argument of Ding in [6, Theorem 6.3] should be modified. The main issue is that Ding uses barriers to show that the limit Σ is C 0 close to the cone C and one might worry that these are not consistent with the barriers used to construct Σ R . To that end, consider the following family of functions depending on parameters v ∈ S n , η > 0 and h ≥ 0 :
We observe that the connected closed set E v,η,h = x ∈ R n+1 : f v,η,h (x) ≤ 0 and x · v ≥ 0 has boundary asymptotic to the connected, rotationally symmetric cone,
that lies in the half-space x · v ≥ 0 and has axis parallel to v and cone angle η −1 . Furthermore, E v,η,h lies entirely in the component of R n+1 \C v,η that contains v. Observe that, by construction, f v,η,h > 0 on {|x · v| < η(2n + h)} and so E v,η,h ∩ {x · v < η(2n + h)} = ∅.
A straightforward computation gives that on any self-expander, Σ,
One readily checks that for each p ∈ L(C) and choice of normal N to L[C] at p, there are η > 0, h > 0 and v ± ∈ S n so that E p = E v±,η,h satisfies E p ⊂ Ω\C, E p ⊂ H p where H p is the component of {x n+1 = 0} containing p and L[C v±,η ] lies on the ±N side of L[C] and touches L[C] only at p. By construction, f v±,η,h > 0 on the component of ∂Σ R that lies in H p . Moreover, f v±,η,h > 0 on {x n+1 = 0}. Hence, by the strong maximum principle, f v±,η,h > 0 on Σ R ∩ H p . That is, Σ R ∩ E p = ∅. As L 0 Σ − 1 (|x| 2 + 2n) = 0 the strong maximum principle and compactness of L[C] imply that, there is an R ′ > 0 so that B R ′ ∩E p = ∅ for all p ∈ L[C] and that Σ R \B R ′ , R > R ′ , has exactly two components, one of which contains RL + and the other contains RL − . Thus, by construction and further enlarging R ′ , we have that, for p ∈ Σ R \ B R ′ , dist(p, C) = O(|x(p)| −1 ). Hence one obtains from this that Σ is C 0 asymptotic to C. The argument that C(Σ) = C then proceeds exactly as in [6, Theorem 6.3] .
We need to following refinement of a result of Fong-McGrath [8] . 
(Σ).
In particular, either f identically vanishes and so R is a symmetry of Σ or f is an eigenfunction of −L Σ with eigenvalue 0. As Σ is (weakly) stable this latter situation would imply that f is the lowest eigenfunction of −L Σ and so f cannot change sign. However, as ℓ n+1 ∩ C(Σ) = {0}, there must be a p ∈ Σ that satisfies dist(p, ℓ n+1 ) = dist(Σ, ℓ n+1 ). Clearly, f (p) = 0 and so one is in the situation that f identically vanishes. As R was arbitrary, one deduces that Σ is also rotationally symmetric about ℓ n+1 .
By [5] , the map Π, for surfaces of a fixed topological type in R 3 , is proper. Lemma 8.1 implies the degree of Π is zero for annuli and so the existence of unstable solutions will follow from Lemma 8.2.
Proof of Theorem 1.2. Let
Observe that Γ 0 ∈ ACH k,α 2
and is a topological annulus. Let V be the component of V k,α emb (Γ 0 ) that contains x| L(Γ0) . Let U = Π −1 (V) where
is the natural projection map from [4] . By [5] , Π 0 = Π| U : U → V is a proper map. Hence, by Theorem 1.1, Π 0 possesses an integer degree deg(Π| U , V). Write ϕ = (ϕ 1 , ϕ 2 , ϕ 3 ). For λ > 0, let ϕ λ = (ϕ 1 , ϕ 2 , λϕ 3 ).
One readily checks that ϕ λ ∈ V for all λ > 0. Moreover, one has
. On the one hand, for λ 0 = 2δ −1 0 where δ 0 is given by Lemma 8.1, there is no connected self-expander with asymptotic cone C λ0 . As Γ 0 is connected, one has Π −1 (ϕ λ0 ) = ∅ and so deg(Π| U , V) = 0. On the other hand, by the construction of Angenent-IlmanenChopp [2] , there is a λ 1 ∈ (0, λ 0 ), so that there is a connected rotationally symmetric expander, Λ, asymptotic to C λ1 . That is, Π −1 (ϕ λ1 ) = ∅. Clearly, we may assume this λ 1 satisfies λ −1 1 > δ 1 (2) where δ 1 (2) is given by Lemma 8.2 for n = 2. To conclude the proof we need to find a ϕ ∈ V so that ϕ is a regular value of Π and so Π −1 (ϕ) is non-empty. To that end, first let Ω be the unique component of R 3 \C(Λ) that is disjoint from the x 3 -axis. Next, observe that, as the set of regular values of Π is generic (by [4] ), there is a sequence, ϕ i ∈ V of regular values of Π with the property that ϕ i → ϕ in C k,α (L(Γ 0 ); R 3 ) and ϕ i (L(Γ 0 )) ⊂ Ω. It follows from Lemma 8.2 that there is a sequence of (weakly) stable connected selfexpanders Σ i ∈ ACH k,α 2 with L(Σ i ) = ϕ i (L(Γ 0 )). By the compactness results of [5] , up to passing to a subsequence and relabeling, the Σ i → Σ in the smooth topology where Σ is a (weakly) stable, connected, self-expander with C(Σ) = C λ1 . By Lemma 8.3, as Σ is (weakly) stable and C(Σ) is rotationally symmetric around the x 3 -axis, Σ is also rotationally symmetric. As Σ is also connected this means that Σ is an annulus and so, by the nature of the convergence, up to throwing out a finite number of terms, the Σ i are also annuli for all i.
As a consequence, there are f i ∈ ACH 0 (ϕ i ). As Π is a local diffeomorphism, at each regular point, the claim is proved by fixing some i 0 ≥ 1 large and letting the open set be some small neighborhood, in C k,α , of C(Σ i0 ).
