One contribution of 12 to a theme issue 'Dissipative structures in matter out of equilibrium: from chemistry, photonics and biology (part 2)' . Spatially localized structures in the one-dimensional Gray-Scott reaction-diffusion model are studied using a combination of numerical continuation techniques and weakly nonlinear theory, focusing on the regime in which the activator and substrate diffusivities are different but comparable. Localized states arise in three different ways: in a subcritical Turing instability present in this regime, and from folds in the branch of spatially periodic Turing states. They also arise from the fold of spatially uniform states. These three solution branches interconnect in complex ways. We use numerical continuation techniques to explore their global behaviour within a formulation of the model that has been used to describe dryland vegetation patterns on a flat terrain.
Introduction
Spatially localized structures (LSs) are frequently found in driven dissipative systems and are thus prime examples of dissipative structures [1, 2] . These structures are typically stationary implying a balance between energy input from the driving and energy loss due to dissipation within the structure. In translation-invariant systems such structures can undergo a parity-breaking bifurcation leading to uniform motion or a Hopf bifurcation leading to a breathing state, i. from an oscillatory instability of a spatially uniform state [3] and such structures include states known as oscillons that frequently arise in parametrically driven systems [4] [5] [6] . Stationary LSs have been observed in a number of experiments on reaction-diffusion systems [7, 8] , and it is in this context that they have been most extensively studied. Many theoretical studies of LSs employ a two-species autocatalysis model involving an activator and a substrate originally suggested by Gray and Scott [9] [10] [11] [12] and assume that the diffusivity of the activator is much smaller than that of the substrate. This assumption is satisfied in many systems of experimental interest and has the added advantage of leading to a formulation of the problem as a slow-fast system, a formulation that enables the use of powerful techniques from geometric singular perturbation theory to both construct LSs in the model and to study their stability properties [13] [14] [15] [16] [17] . The regime in which the diffusion coefficients are comparable [12, 18, 19] has, as a result, received less theoretical attention despite being characteristic of reaction-diffusion systems exhibiting the classic Turing instability [1] . However, as shown here the Turing instability under these conditions can itself be subcritical, thereby providing the necessary conditions for the presence of LSs in the Turing regime.
An additional motivation for studying the appearance of LSs in the Gray-Scott (GS) model under general conditions is provided by the close relation of this equation to continuum models of dryland vegetation [20] [21] [22] [23] and the ubiquity of LSs in these models in water-limited regimes. Indeed, the original Klausmeier model, restricted to flat ground but allowing for the diffusion of biomass, is identical to the GS model as can be shown by a simple change of variables [23] , although this change of variables does not always generate positive (i.e. physically realistic) values of the parameters.
The present paper uses this latter version of the GS model and focuses on the Turing regime. The paper employs numerical continuation techniques to obtain a global picture of the three types of LS branches that are present in this system. These arise from the subcritical Turing bifurcation, from the associated fold of the Turing states, as well as from folds in the branch of spatially uniform states. For simplicity, the paper is restricted to one spatial dimension, the understanding of this case being a prerequisite for understanding the more complex (and also more relevant) two-dimensional case.
Stationary LSs associated with the subcritical Turing instability [1] , i.e. a pattern-forming instability with a finite onset wavenumber k T , have been of particular interest. Based primarily on detailed studies of the Swift-Hohenberg equation [24] [25] [26] [27] the following picture has emerged [28] . On the real line, i.e. in one spatial dimension, a subcritical Turing bifurcation gives rise simultaneously not only to a spatially periodic state with wavelength λ T = 2π/k T but also to a pair of LSs in the form of even parity modulated wave packets with either a maximum (LS + ) or a minimum (LS − ) in the centre, at x = 0, say. Like the periodic state the LS ± branches bifurcate subcritically and so are initially unstable. However, when they are followed in parameter space and into the strongly nonlinear regime one finds that the wave packets localize in space and acquire stability. In a parameter interval known as the snaking or pinning region, the LS ± branches intertwine forming a snaking structure reflecting the growth of LS ± via the addition of one wavelength of the coexisting pattern on either side of the structure per backand-forth oscillation. A pair of (typically real) temporal eigenvalues ω, the amplitude and phase eigenvalues, oscillate across ω = 0 as the structure grows and do so asymptotically together as the structure becomes longer and longer. The amplitude eigenvalue passes through zero at each saddle-node or fold on LS ± while the phase eigenvalue generates states that break the x → −x symmetry of the LS ± . The resulting asymmetric states extend between corresponding folds on LS ± organizing the LS branches into a snakes-and-ladders structure but are unstable [29] . Thus within the snaking region, there is an infinite multiplicity of simultaneously stable LSs with maxima and minima at their centre. The wavelength in each state is fixed by the fronts bounding the structure on either side leading to unique wavelength selection as a function of the parameter [29] . This is in contrast to the periodic states of which there is a one-parameter family parametrized by their wavelength λ ∼ λ T within their stability region, the so-called Busse balloon. Thus at each parameter value, the growth of the LS ± states approaches a different spatially periodic state. In gradient systems the snaking interval straddles the Maxwell point at which the two competing states have the same energy. In non-gradient systems (such as that studied here), analogous points correspond to the formation of a heteroclinic cycle between the periodic state and the homogeneous state. In the following, we follow common practice and refer to such points as Maxwell points as well.
The above picture has a geometrical interpretation [30, 31] and has been extended to situations in which periodic [32] and non-periodic [33, 34] boundary conditions are imposed, and to twodimensional situations [35] [36] [37] . Homoclinic snaking of LSs has been identified in a great many physical systems through both observation and numerical computation, e.g. [38] [39] [40] , and its significance as a robust phenomenon is now well established [28] .
Spatially localized states are also present in other bistable situations, typified by an S-shaped branch of spatially uniform states, with two stable states separated by an unstable state between a lower fold on the right and an upper fold on the left [41, 42] . In this case, both folds give rise to LSs [43] , 'holes' in the upper uniform state arising from the top left fold and 'bumps' on the lower uniform state arising from the fold at the bottom right. When followed numerically, using numerical continuation, these structures also localize, with the holes deepening and the bumps increasing in amplitude, with both growing in extent until the hole is so broad that, with periodic boundary conditions, the resulting state looks like a bump and vice versa. Similar behaviour in fact occurs in the bistable Swift-Hohenberg equation as well, where the fold in the periodic state is responsible for the appearance of a hole in that state that connects, again with periodic boundary conditions, with the LS created in the primary Turing instability. The reason for the appearance of LSs near bifurcations is simple: near a bifurcation perturbations grow slowly (|Re(ω)| 1) and this growth can be balanced by both small nonlinearities and weak, i.e. large scale, diffusion. In the subcritical case, the latter may balance even in the time-independent case and stationary LSs become possible.
In this paper, we use the following version of the GS model in one spatial dimension:
In this form, the model has been studied as a model for dryland vegetation patterns on a flat terrain [23, 44] and in this context the equations describe the interaction between the water concentration W (the substrate) and the biomass concentration B (the activator). The diffusion term in equation (1.1) replaces the advection term of the original Klausmeier model [20] that was used to represent water transport in a terrain with a constant slope. Within this interpretation precipitation increases water concentration uniformly across space at a constant rate a and water is converted to biomass at a rate −WB 2 or lost by evaporation at a rate normalized to −W. In addition to being generated via water, the biomass dies at a rate −mB. Finally, both the biomass and water spread through space with the water diffusing d times faster (d > 1).
In the generic case, equations (1.1) and (1.2) may exhibit multistability between periodic patterns (PPs), uniform vegetation (UV) and a bare soil (BS) state [45] and it is this tristability that is responsible for the rich LS behaviour reported below. We focus exclusively on stationary states, and begin in §2 with a linear stability analysis of the spatially uniform states. We then present numerical continuation results on spatially periodic states, including mixed modes in §3, before turning to LSs in §4. In particular, we compute LSs consisting of some number of wavelengths of one type of PP embedded in a different background PP and separated by a UV buffer. We also demonstrate that the solution branch associated with these complex LSs exhibits snaking behaviour. In §5, we focus on a degenerate 
Spatial dynamics and uniform states
The model (1.1) and (1.2) has a bare soil state (B = 0) and two time-independent, spatially uniform vegetation states (B > 0). The BS state exists and is stable for all parameter values, while the UV states (W ± , B ± ), hereafter UV ± , are created through a saddle-node bifurcation at a = 2m and exist for a > 2m only. Time-independent solutions of system (1.1) and (1.2) in one spatial dimension are described by the four-dimensional spatial dynamical system where
The spatial eigenvalues σ of this state are thus given by
We can write these eigenvalues in the form σ √ 2d = ± 1 ± √ 2 and map out their possible configurations in the two-parameter space (a/2m, dm). We find that the spatial eigenvalues of (W − , B − ) form a quartet in the complex eigenvalue plane whenever a ≥ 2m, dm > 0. The eigenvalues of (W + , B + ) exhibit more complex behaviour. The line 2 = 0 results in two real double-multiplicity eigenvalues (Belyakov-Devaney or BD points) whenever 1 > 0 and two pure imaginary double-multiplicity eigenvalues (Hamiltonian-Hopf points) whenever 1 < 0. The case 1 = 2 = 0, i.e. (a/2m, dm) = (1, 2), corresponds to a quadruple zero eigenvalue. In the spatial dynamics formulation, the Hamiltonian-Hopf case corresponds to a Turing bifurcation in the time domain, i.e. a Turing bifurcation is present for 2 = 0, 1 < 0 and sets in with
These results are summarized in figure 1b.
Along the curve 2 = 2 1 , there is a double zero eigenvalue and two real (imaginary) eigenvalues whenever 1 > 0 ( 1 < 0). The latter case is illustrated figure 1a.
We restrict the scope of our analysis to d > 1 and dm 10.0698. The lower bound on d is set by the physical assumption that water diffuses faster than biomass while the upper bound on dm is set by the point where the Turing bifurcation transitions from subcritical to supercritical [45] . Numerical results are all computed with AUTO [46] for m = 0.5 with a or d as parameters and are performed on the half-domain 0 ≤ x ≤ L with Neumann boundary conditions (NBCs). Applying reflection in x = 0 yields a solution on −L ≤ x ≤ L, i.e. a periodic solution with spatial period 2L. We begin with a discussion of the PP branches and then describe the properties of the associated LSs. 
Bifurcation structure of periodic states and mixed modes
We first examine the properties of the Turing branch, i.e. the branch of spatially PPs with wavelength λ T ≡ 2π/k T (blue curve) that bifurcates from the UV + branch at a = a T (figure 2, middle panel). We see that the branch undergoes two successive folds and that it extends in a below the UV fold. As already explained we expect to see bifurcations to spatially modulated states in the vicinity of each PP fold [32] , and the left and right panels show the profiles of these states computed on a half-domain of length 2.5λ T and NBCs at x = 0, 2.5λ T . A careful examination shows that each modulated profile breaks the periodicity λ T of the Turing branch although each has period 5λ T after spatial reflection in x = 0 or x = 2.5λ T . As described in [32] the presence of these branches is a consequence of Eckhaus instability.
The UV + state for a < a T is unstable with respect to spatially periodic perturbations with wavelength both smaller and larger than λ T . In particular, for each a there is a marginally stable mode with wavelength λ(a) that gives rise to a PP state with this wavelength (figure 3a). These PP states are similar to those computed in [18] and extend to infinity. Figure 3b shows a different set of spatially extended states we refer to as mixed modes (MM), following [32, 34] . In contrast to the PP states in panel (a), these states bifurcate from the vicinity of the fold on the UV branch. The domain size used, L = 12λ T , permits modulation leading to structures with wavelength nλ T , n = 2, 3, 4. Observe in particular that the n = 2 PP branch terminates on the Turing branch with wavelength λ T in a spatial period-doubling bifurcation and that it does so near the lower fold on this branch. Thus near its termination, the n = 2 states take the form of one of the modulated states shown in figure 2. The n > 2 MM branches also terminate on (other) PP branches.
In the following, we distinguish three cases (i) dm < 2, (ii) dm = 2, and (iii) dm > 2. In case (i), the spatial eigenvalues at the UV fold are σ = (0, 0, ± (2 − dm)/d) and there is no Turing bifurcation on UV + . Case (iii), illustrated in figure 2 is the most interesting, since it permits spatial patterns created via a Turing bifurcation; in this case σ = (0, 0, ±i (dm − 2)/d) at the fold. Case (ii) is a degenerate case (σ = (0, 0, 0, 0)) but is important in understanding the transition between cases (i) and (iii).
Spatially localized structures
As already mentioned, on the real line local bifurcations of the UV state lead to LSs. There are two such bifurcations that are of interest in this work. The UV fold at a sn and the Turing bifurcation at a T , the latter present in case (iii) only. The LSs near a sn take the form of holes in the UV + state in case (i) but peaks in case (iii) (figure 4). The Turing bifurcation gives rise to two LS branches together with the Turing PP branch. Near the bifurcation these LSs take the form of wave packets, one with a peak in the centre and the other with a dip in the centre. 
Here a = a − a sn ≥ 0 and the plus (minus) sign corresponds to dm < 2 (dm > 2). Figure 4 shows that in both cases this expression predicts the vegetation profile accurately. In particular, we see that for dm < 2 the profile takes the form of a hole while for dm > 2 it develops a peak. However, in contrast to the case dm < 2 with real eigenvalues at the fold, the expression in the case dm > 2 misses the small amplitude oscillations in the tail of the profile: in this case the solutions are no longer exponentially localized and instead asymptote as |x| → ∞ to oscillations with wavenumber (dm − 2)/d consistent with the pure imaginary spatial eigenvalues that are now present at the fold. In fact, when dm > 2 exponentially localized states are present only at discrete values of the parameter a that accumulate on a sn [47] . We discuss here in detail the behaviour of the LS branch when dm > 2. The branch near a sn is shown in red in figure 4b with the complete branch shown in figure 5a, both computed on a half-domain of length L = 10λ T . We see that initially the biomass peak grows while the hole figure 4b , the development of these oscillations is accompanied by the splitting of the central peak into two. Thus, the branch of single peaks originating in the UV fold develops continuously into a localized state embedded in a background periodic state. The amplitude of the background oscillations grows with further distance from the fold (figure 5a) until the defect is fully submerged in the background and the branch terminates on the λ = 2λ T /3 PP branch (cyan) at location F. The latter bifurcates from the UV fold as it must, given the wavenumber of the background oscillations at location A. Observe also that this branch undergoes several large excursions prior to termination. However, throughout these oscillations the number of identical peaks on the half domain remains at 13 (the three peaks near x = 0 are taller) despite the fact that the wavelength of this periodic part changes along the branch thereby squeezing the taller peaks. The number of these back and forth excursions grows with the domain size. By L = 20λ T (figure 5b), the branch develops a notable Maxwell point that appears to be associated with the formation of a homoclinic connection between the PP state that bifurcates from the UV fold (cyan curve) and itself. This sensitivity to the domain size is a consequence of the fact that the solution is always in contact with the prescribed domain boundaries.
(b) Turing bifurcation and Turing branch folds
There are two other sources of LSs, the Turing bifurcation on UV + and the folds in the resulting Turing branch (figure 3). The Turing bifurcation is present when dm > 2 and theory shows that there are two LS branches that appear near a = a T when the Turing branch bifurcates subcritically, just as in the Swift-Hohenberg equation [29] . On a large but finite domain the resulting LS ± bifurcate from the Turing branch at small but finite amplitude and initially resemble an extended wave packet. The subsequent behaviour depends on the value of d. For smaller d (e.g. d = 7), the LS − wave packet localizes into a hole in the UV + state ( figure 6a, red branch) . The LS − subsequently develops an interval of BS that grows continuously in lateral extent until only a single pulse of biomass remains (C-E), just as in figure 4a . By contrast, the LS + (figure 6b, magenta branch) starts with a peak at x = 0 but also develops a BS hole (location B) that grows in lateral extent (E), thereby gradually eliminating the UV + plateau present at B and leaving a peak at x = L (F). As this peak is identical to the peak that remains at x = 0 profile F lies on a new branch, the branch of 2-pulse LSs (figure 6b, cyan branch) that also bifurcates from the Turing branch, albeit at larger amplitude (profiles C-D), exactly as in the Lugiato-Lefever equation [42] . We emphasize that although these LS ± resemble those in figure 4a the associated branches bifurcate from a = a T and not the UV fold, a possibility noted already in [43] . For larger d (e.g. d = 9), the LS ± branches undergo standard snaking: figure 7a shows the LS − branch (LS + is similar but with a peak at x = 0) while figure 7b shows a 2-pulse branch. As before the LS − branch originates from the Turing branch near a T and initially resembles an extended wave packet (A) before localizing (B). The branch then begins to grow in lateral extent (C-E), adding one wavelength on each side per back-and-forth oscillation, before terminating near the right fold of the Turing branch together with LS + . Near the termination the states resemble a hole in an otherwise periodic Turing pattern (F) much as already discussed in connection with the termination at the left fold of the Turing branch of the LS emanating from the UV fold. The 2-pulse states also snake, but do so with half the frequency since the behaviour of these states is equivalent to snaking of a single pulse LS on a domain of length L/2 [34, 48] . Because of this shorter domain the 2-pulse states bifurcate from larger amplitude Turing states and terminate farther away from the right Turing fold. Thus in this regime, the LS ± no longer interact with the 2-pulse states. We do not compute the asymmetric rung states that form part of the snakes-andladders structure of the snaking region; these are expected to drift in time but be unstable [28] . The transition between these two regimes occurs near d = 7.2 [45] and is not described here.
As shown in figure 3b, MM states also bifurcate from the vicinity of the folds of the Turing branch and do so in Eckhaus bifurcations just like the LS ± branches at their termination. As a general rule, the Eckhaus bifurcation closest to the fold leads to hole states that eventually snake, while the more distant Eckhaus bifurcations generate mixed modes that do not snake [32, 34] . Figure 8a shows that at d = 8 an MM branch extends between the two folds of the Turing branch; an additional MM branch bifurcates from the left fold on the Turing branch, undergoes a loop (locations D-F) and extends to large a. Both MM branches coexist with an isola (red dotted line). The corresponding d = 7 bifurcation diagram is shown in figure 8b . The remainder of this paper is devoted to deconstructing the complex sequence of transitions that allow the relatively simple diagram at d = 8 to metamorphose into the remarkable structure shown in figure 8b at d = 7.
We begin with the Maxwell-like behaviour near location D in figure 8b. Figure 9 shows that this behaviour is associated with the presence of a near-heteroclinic connection to the BS state. The large loops to the left of this structure are associated with the addition of pairs of peaks to the right of the BS hole and the destruction of two peaks on its left. As a result as one proceeds from A to G the BS hole gradually migrates to the left. Similar behaviour takes place on the right, this time involving a UV plateau: as one proceeds from H to B this plateau migrates to the right. In fact, a careful look shows the presence of two nearby Maxwell points, one associated with the BS holes and the other with the UV plateaus. The branch repeatedly passes through this region resulting in an oscillation between a hole and a plateau that injects new structure on one side and eliminates similar structure on the other side resulting in the translation of the hole or plateau. figure 8b showing the snaking structure (middle panel) from the upper part of the branch along with profiles of biomass (thick green) and water (thin blue) corresponding to the labelled folds (left and right panels). The solutions at the left folds correspond to a connection between periodic states with wavelengths λ ≈ 2λ T /3 and λ ≈ 3λ T /2 with a BS hole between them. The solutions at the right folds correspond to a connection between periodic states with wavelengths λ ≈ 0.93λ T and λ ≈ 1.55λ T with a UV plateau between them. The LSs in this figure are unstable. (Online version in colour.) Figure 10 shows a detail of this process. All in all the system behaves like a spatial analogue of a pacemaker that emits an expanding 'wave', with time replaced by space.
By location C in figure 8b , the solution consists of a peak at x = 0 embedded in a broad BS hole, with the periodic pattern pushed aside, compressing its wavelength. Below C the branch starts to snake, suggesting the presence of a Maxwell point between a periodic state and BS. This structure is reflected in the isola in figure 8a as well. As one follows this branch towards larger values of a it starts to snake upwards (location B) but despite appearances does not reconnect with the existing states in red. Figure 11a provides a detail of this region for d = 6 and shows that the pointed structure D-E is associated with the appearance of a UV plateau at the location of the dominant peak and compression of the rest of the pattern, suggesting that this feature is a signature of a heteroclinic connection between a PP state and the UV + state. The figure also demonstrates that much of the structure present in figure 8b at d = 7 persists down to d = 6. Figure 11b shows three additional branches of MM states, all reflection-symmetric with respect to x = L/2, two of which extend between the Turing folds while the third originates near the upper right fold and undergoes much complex behaviour prior to termination of the continuation procedure. We attribute feature C on the third branch to a possible connection between distinct We mention that most of the complex states described above are unstable, although some, such as the PP state originating in the Turing bifurcation, are stable below the UV fold, showing that stable structured states are present below the fold, likely preventing an abrupt collapse all the way to the BS state.
UV fold at dm = 2
As already mentioned, the case dm = 2 is a degenerate case in which the UV fold is associated with a quadruple zero spatial eigenvalue σ . However, hole states continue to bifurcate from this fold ( figure 12 ). Of the three branches shown in the figure the red represents simple holes in the biomass that develop gradually with increasing a. By location A, the hole has almost reached the BS state and subsequent to this point the hole starts to broaden eliminating vegetation from the bulk of the domain. This broadening process manifests itself in the vertical portion of the branch (see E in figure 13), whose location (i.e. the Maxwell point) can be found by computing the value of the parameter a for the formation of a heteroclinic connection between the BS and UV + states. That such a connection is likely is a consequence of the fact that the unstable manifold of BS and the stable manifold of UV + are both two-dimensional at this value of a [28] . Since the stable eigenvalues of UV + are in fact complex (figure 1), we expect an oscillatory approach to UV + (responsible for the overshoot at the top right corner of the branch in figure 13 ) but monotonic growth away from BS. So the presence of large amplitude oscillations away from and then back to BS is unexpected. In fact, these pulses form by a natural mechanism. From the point of view of trajectories in four-dimensional phase space a pulse forms when a trajectory departs from BS, viewed as a saddle point in phase space, follows its unstable manifold towards UV + and then the unstable manifold of UV + back towards BS. This process may repeat any number of times. By tuning the parameter a we can arrange for an arbitrary number of large amplitude pulses before the trajectory terminates on UV + forming a heteroclinic connection between BS and UV + . Figure 13 shows two of the resulting Maxwell points. As shown in table 1, the locations of these Maxwell points converge exponentially rapidly as the number n of pulses in the front Table 1 . Location a n of the Maxwell points for multipulse fronts with n peaks ( figure 13, right panels) as computed from AUTO. The spacing between adjacent branches decreases exponentially rapidly with the number n of pulses in the front. increases towards the primary bifurcation point a = a 0 corresponding to a front with no pulses. Such cascades of global bifurcations are a familiar feature of Shil'nikov dynamics [49, 50] although here the spatial dynamical system is, of course, reversible and the orbits of interest heteroclinic. These front solutions develop into the state shown in figure 4a for d = 3 and into the more complex structures shown in figure 5 of [45] for d = 7. Near the UV fold, these states are inevitably unstable with regions of low amplitude collapsing to BS while those with higher amplitude evolve to UV + . Generically, the result is therefore a (moving) front. However, the stationary fronts computed here are mostly unstable, although there are small intervals of stability in the overshoot regions near A and F in figure 12.
Discussion
In this paper, we have examined spatially LSs present in the GS model when 1 < d O(1) instead of the more commonly studied regime 1 d. We have restricted the analysis to one spatial dimension, allowing for a robust exploration of the bifurcation structure using analytical and numerical techniques. The results are of significant interest to activator-substrate or activatorinhibitor reaction-diffusion systems when both species diffuse with comparable diffusion rates. Moreover, many of the states identified here, and the transitions between them, have natural counterparts when d 1.
The GS model in the form (1.1) and (1.2) has been studied in the context of dryland vegetation patterns and a common assumption for these ecosystems is that water spreads in space much faster than the biomass. However, this assumption is often based on fast surface water redistribution on sloping ground [20, 51] , or fast water diffusion within sandy soil [52] . The regime d = O(1) considered here may, however, apply to dryland ecosystems on flat non-sandy soil with high infiltration rate and fast biomass spread due to seed dispersal, a possibility that merits investigation in future work.
The results obtained in this study are largely numerical. A detailed understanding of the results remains to be elucidated, however, since the techniques of geometric singular perturbation theory used so successfully in the regime d 1 in [13, 14] are inapplicable when d = O (1) . Instead the key to this understanding appears to be provided by the case dm = 2, i.e. the quadruple zero singularity described by equation (A 20) . This Swift-Hohenberg equation captures the behaviour of the system in the vicinity of dm = 2, a codimension-two singularity that serves as an organizing centre for the formation of a large variety of complex LSs [53, 54] . Moreover, these structures are expected to persist as |dm − 2| increases, and so may potentially provide insight for other ecologically relevant parameter regimes. In fact, the appearance of a quadruple zero bifurcation is by no means unique to the GS model or for that matter to other vegetation models, but is a property of reaction-diffusion systems in general. For example, this bifurcation organizes the properties of both bright and dark solitons within the Lugiato-Lefever equation used to model nonlinear optical systems [42] .
In this appendix, we use weakly nonlinear analysis to derive an amplitude equation valid near the fold of the UV state [42, 43] . We begin with the system of ODEs describing the steady equilibria of the PDE model:
The saddle-node bifurcation of the UV state occurs at a sn = 2m where B 0 = 1 and W 0 = m. We consider three different parameter regimes based on the structure of the spatial eigenvalues at the UV fold. We first consider the case dm < 2, where there is a double zero eigenvalue and a pair of real eigenvalues. We next consider dm > 2 where there is a double zero eigenvalue and a conjugate pair of pure imaginary eigenvalues. At dm = 2, there is a quadruple zero eigenvalue and we perform the analysis near this codimension-two point. For the cases dm < 2 and dm > 2, we use precipitation values near the UV fold by taking a = a sn + 2 α for some small > 0. Nearby dm = 2, we take d = 2/m + δ and a = a sn + 4 α.
(a) dm < 2
For dm < 2, the double zero eigenvalues at the UV fold split along the real axis along UV + and homoclinic connections to UV + are therefore possible. We assume solutions of the form
where (W 0 , B 0 ) = (m, 1) at a sn = 2m, and at each order j > 0 the (W j , B j ) + correspond to the spatially uniform UV + state and (w j , b j ) depend on X = √ x. At leading order equations (A 1) and (A 2) become 
where
Thus
where the amplitude A(X) must be determined at the next order. 
where (W 2 , B 2 ) + = (α/2, α/2m). On using (A 8), this equation simplifies to
The solvability condition can be obtained by taking the inner product with v * = (d, 2). This results in the equation
The solutions A = 0 and A = −2 √ α/m correspond to the UV + and UV − states, respectively. There is an additional, space-dependent solution given by
corresponding to a LS. The approximation to the LSs bifurcating from the UV fold is thus given by equation (4.1) and as demonstrated in figure 4a agrees well with the numerical computation of LSs in this regime.
This case is more complicated because the pair of zero eigenvalues at the fold now coexists with a pair of pure imaginary spatial eigenvalues ±ik 0 ≡ ±i (dm − 2)/d that are present because of the proximity of the fold to the Turing bifurcation. This is what allows a PP branch to bifurcate from the fold (figure 3a). In this case, no rigorous reduction from a four-dimensional spatial system to a second-order system is possible. Nevertheless, we find that the fold is still responsible for the appearance of LSs in its vicinity. This is because this time the double zero eigenvalue at the UV fold splits along the real axis along UV − so that homoclinic connections to UV − are in principle possible. We assume solutions of the form as heteroclinic connections between the two. For δ > 0, the Turing bifurcation occurs on UV + but remains near the fold, a T − a sn ∼ O( 4 ). We therefore write a = a sn + 4 α where a sn = 2m thereby ensuring that the Turing wavelength and the modulation lengthscale associated with the fold are both ∼ O( √ ). To retain the Turing bifurcation, we take δ > 0 and assume solutions of the form 
