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An upper bound on the information rate of nonbinary block codes is derived via linear 
programming in the nonbinary Johnson scheme. Combined with the general cross-section 
method this new result gives the best presently known asymptotic upper bound on nonbinary 
block codes. 
1. Introduction 
Let F4 be an alphabet of q > 2 letters, i.e. a finite set of q elements, and denote 
one of the letters by 0 (zero). A word of length n is an element of Ft. Denote the 
ith letter of a word x by xi. The (Hamming) distance dH(x, y) of words x and y of 
equal length is the number of coordinate places where they have distinct letters: 
d&, y) = I{i :xi # y,} I. The (Hamming) weight w.&) of a word x is the number 
of its nonzero letters: W&X) = I{i :xi #O}l. Let W,,,(n, q) denote the set of all 
words of length n and weight w over the alphabet F,. 
A (block) code, of length n, is a nonempty subset C of Fa. If all words of C 
have the same weight, say C c W,,,(n, q), it is a constant weight code, of weight w. 
A d-code is a code any two distinct words of which are at distance at least d apart. 
Let &(n, d) denote the number of words in a largest d-code C G FG and 
M,(n, d, w) denote the number of words in a largest constant weight d-code 
C E W,,,(n, q). Define then the asymptotic rate functions &(a) and R&6, o) 
(0~S~l,O~w~l) by 
h(8) = 7:‘: ( jTrn sup i log, M,(n, d,)}, 
n 
sup b log, M,(n, d,,, w,) , 
1 
(1) 
(2) 
where the supremums are over all sequences (d,) and (w,J of integers d, and W, 
with 0 < d, c n, 1 s w s n, lim,,, d,,/n = 6, and lim n-m w,ln = w. 
It is well-known (cf. [5, p. 3181, [ll, pp. 43, 5581) that 
j’$(n, 4 s q’M,(n - t, d), 
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Asymptotically these inequalities become (cf. [ 11, p. 3091) 
R,(6)~r+(l-t)R,(6/(1-t)), 0<6=%1, OCt<l-&, (3) 
R,(6)<1-H,(o)+R,(6, w), 0<6<1, OCWCl, (4) 
where 
H,(x) =x log& - 1) -xlog,x-(l-x)log,(l-X), O<xsl. 
By use of (3) it can be shown (cf. [3]) that R,(6) is continuous and, as a 
consequence, that lim sup(l/n)log, Z$(lz, d,) = R4(8) for all sequences (d,) with 
lim d,,/n = 6. Thus the supremum in (1) can be removed. Analogous results hold 
for &(a, 0). 
The today classical bounds on the asymptotic information rates are the 
following ones, obtained by basically simple combinatorial arguments (see e.g. [5, 
pp. 298-3241): 
Hamming bound (1950): R,@)<l-H,(6/2), 0<6<1, 
Gilbert bound (1952): R4(8) 2 1 - H,(6), 0 s 6 < (q - 1)/q, 
Plotkin bound (1960): R4(8)s1-qW(q-l), Os6C(q-l)/q, 
R&3) = 0, (q - 1)/q G 6 s 1, 
Elias bound (1960): R,(6, w) = 0 if ~(2 - qw/(q - 1)) S 6, 
&(W s 1 - H&l - 1x1- VI - qbl(q - 1)1/q), 
Singleton bound (1964) : R,(6)<1-6, OC6Sl. 
More complicated calculations performed by Levenshtein [lo] and Sidelnikov [14] 
in 1974 led to a slight improvement over the binary Elias bound. Tsfasman et al. 
[20, 211 showed in 1982 the existence of codes that achieve the lower bound 
R,(6)~1-6-(fi-1)-1, q=p2m, O+Wl-($j-1))‘. 
If q a 49, this bound exceeds the Gilbert lower bound in a sub-interval (6,, 6,) of 
(0, (q - 1)/q), with 6,-, 0, d2+ 1 as q---f 03. 
A different approach was provided by Delsarte [6] in 1973 when he tied 
together coding theory and the theory of association schemes. Studying codes as 
subsets in the Humming scheme H(n, q) (cf. [6, pp. 37-401) and binary constant 
weight codes as subsets in the Johnson scheme J(w, n) (cf. [6, pp, 44-491) he 
managed to prove by linear programming (cf. [6, pp. 52-551) the Hamming, 
Plotkin and Singleton bounds and the binary Elias bound. Later two programs 
were found (cf. [2, pp. 146-1491, [17, p. 501) that prove the Elias bound for 
arbitrary alphabets. 
The revolutionary role of linear programming in the association schemes of 
coding theory became clear and evident in 1977 when McEliece, Rodemich, 
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Rumsey and Welch [12] proved for binary codes the upper bounds 
R,(6)CH*(;-V@i=Y?j), 0<6ca, 
&(4 0) SS H*(E), &(N s I -H,(w) + K(C), 
forOS6<& OS$SOS$, h(o,5)66/2, 
(5) 
(6) 
where 
+ 
, 
y) =x(1 -x) -Y(l -Y) 
1+wic3 ’ 
OSxSl, OGyYl* 
With Z$ = 0 (6) g’ Ives the Elias bound and for w = 4 it reduces to (5). It is also 
superior to the Levenshtein-Sidelnikov bound and thus gives the tightest 
presently known asymptotic upper bound on binary codes. 
The generalization of (5) to nonbinary alphabets requires nothing but straight- 
forward calculations (cf. [l]); we have 
R,(6) 6 H&(Q), 0 s 6 s (4 - 1)/q, (7) 
where 
k,(X) = (q - 1)/q - [(q - 2)lql-x - (2/q)V/(q - 1)x(1 -x), 0 6x 6 1. 
Application of (3) gives in the nonbinary case an improvement (cf. [2, p. 1561) 
which is better than the Plotkin bound: 
R,(6) s 1 - (dq/(q - w-x&(q - 3, q > 2, 0 c 6 s ((4 - 2)/q)*. (8) 
An analogue of (6) for nonbinary alphabets can be proved by the same method 
as (5)-(7), applied in a different scheme. We show that if q > 2 then 
R,(4 0) %?(C rl), R,(Q c 1 -H&4 +fg(C 77) 
forOCoS1, 0 s rl s (q - 2)w/(q - l), 
(9 
where 
f,(5, rl) = H,(V) + (I- rl)&((C - rlV(I - 77)) 
- E log,(q - I) + 77 log,(q - 2) 
= w3 + ew?lE) - (E + rlh&? - 1) + rl 10&k - 2). 
With 5 = q = 0 (9) gives the Elias bound and with w = (q - 1)/q, 1) = (q - 2)E/ 
(q - 1) it reduces to (7) which yields (8). Thus (9) and (8) give the tightest 
presently known asymptotic upper bound on nonbinary codes. A comparison of 
the new bound versus existing ones is made at the end of the article. 
142 M. Aaltonen 
Note that formally the choice n = 0 makes the terms (q - l)q/(q - 2) and 
v log,(q - 2) vanish whereafter the choice q = 2 would yield (6). 
2. Linear programming in J,(w, n) 
Given words x, y E Fa define their number of common nonzeros n(x, y) and 
number of equal nonzeros e(x, y) by 
n(x,y)=({i:XifO,yj#O}I, e(x,y)=]{i:xi=yi#O}~. 
It is easily seen that C&(X, y) = Q(X) + wH(y) - n(x, y) - e(x, y). 
In the rest of this section q > 2 and n and w are integers, 1~ w s It. Define 
numbers m, and m and index sets N and K by 
m,=min{w-s,n-w}, s=O ,..., w, 
m = m0 = min{w, n - w}, 
N={(i,j)~Z2:0Sj~m,j~i~w}, 
K={(r,s)EZ2:0SsSrGw,r-sSm}. 
For any subset L of N or K let L* = L\ {O} where 0 = (0,O). 
The nonbinary Johnson scheme J4(w, n) (cf. [17, pp. 25-271, [18]) is the 
scheme (X, 3) where X = W,,,(n, q) and 94 consists of the relations 
Ri,j = {(X, J’) E X2: e(X, Y) = w - i, n(x, y) = w -j}, (i, j) EN. 
The valences, vj, multiplicities p7 and second eigenvalues Q,(i) (cf. [6, pp. 8-161) 
of the scheme Js(w, n) are (cf. [IS]) 
v,=(;)(n;W)(;) (q - 2)‘-‘(q - l)‘, c’= (i, j) E N, 
~~=(~)(q-2~{(:rss)-(,“,s,)}, r=(r,s)EK, 
Q,(i) = a,K,(w -j, q - 1; i - j)H,-Jn -s, w -s; j), F = (r, s) E K, 
t’= (i, j) E N, 
where 
(10) 
(11) 
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The polynomials K,(n, q; x) and the numbers H,(n, w;i), actually also polyno- 
mials, will be discussed in detail in Section 3. 
As eigenvalues of a theme the numbers Q,(i) have the following properties (cf. 
[6, pp. 13-151): 
Q&)=1, GEN, Q,(f? = /L, + E K, (12) 
Q&)Qh) = uTK qj:QuW> 4 F E K x E N, 
with q&) 2 0 for t, IC, ti E K, (13) 
(Q,, QJ = a,,, llQA12 = h,, 1x1 P*, 4 * E K (14) 
where 
Let D be a subset of N containing 0. A nonempty subset Y of X is called a 
D-clique if Y2 n R, = Cp for c’ E N\ D. Denote by M(D) the number of elements in 
a largest D-clique. A result of major importance is a linear maximization problem 
which gives an upper bound on M(D). We use the dual minimization problem in 
the following form (cf. [6, pp. 27-311, [ll, pp. 535-5431). 
Theorem 1. Let D be a subset of N containing 0 and f be a mapping with the 
properties 
f 6’) = vTKJ Q&l for c’ E N, (15) 
fc7 ’ 09 f#aO, for FE K”, (16) 
f(c’)SO fora’ED*. (17) 
Then M(D) 4 f (0)/fO. 
Any mapping f satisfying (15)-(17) is called a program. From (14) it follows 
that every mapping f : N + IF&! satisfies (15) with unique coefficients f, = 
(f, Ql)/llQJ2, s E K. Therefore the relevent conditions for a program are (16) 
and (17). 
Since d&, y) = i + j for (x, y) E Ri,j, a d-code C E W,(n, q) is a D-clique with 
D = {(i, j) E N: i + j 3 d} U ((0, 0)) and therefore every program of Theorem 1 
gives an upper bound on Ma(n, d, w). 
3. Krawtchouk and Hahn polynomials 
The polynomials K,(n, q; x) (n, q, x E [w, s = 0, 1,2, . . .) defined in (10) are 
called Krawtchouk polynomials. They have the generating function 
s$O K,(n, q; x)2 = (1 + (q - l)z)"-"(1 - z) (18) 
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from which two alternate expressions are easily derived (cf. [ll, p. 1511). For 
convenience we also use the notation K,(x) instead of K,(n, 4;~). Further, we 
define K_,(x) = 0 and 
vs = V&J 4) = 0 : (4 - 1)“. 
Frequently needed values are the following ones: 
&(r) = 1, K,(x) = (4 - l)n - qx, (19) 
K(O) = vs, K(l) = (; I:)(4 - 1)“-wq - lb - qs)/s, (20) 
K,(n)=(;)(-l)“, K&z-l)=(:_:)(-1)“~Qs-n)/s. (21) 
A variety of recurrence equations can be derived from the generating function, 
for example, 
(s + l)K+,(x) = ](4 - l)n - (4 - 2)s - PlK(X) 
- (4 - 10 -s + 1K-l(Xh (22) 
(q - l)(n - x)K,(x + 1) = [(q - 1)n - (q - 2)x - qs] 
x K,(x) -x&(x - l), (23) 
K,(n, q; x) = K&z - 1, q; x - 1) - K,_1(n - 1, q; x - l), (24) 
&(n, 4; x) = K(n - 1, 4;x) + (4 - l)K-*(n - 1, q; x>. (25) 
The recurrence (22) is obtained by applying on (18) the operator [l + (q - 2)~ - 
(q - l)z2](d/dz) = [l + (q - l)z](l - z)(dldz), and application of qz(d/dz) = 
[(l + (q - 1)~) - (1 - z)](d/dz) yields the difference equation (23). The equations 
(24) and (25) are obtained by taking apart the factors (1 - z) and (1 + (q - l)z), 
in respective order. 
Now, multiply the recurrence (22) by K,(y), rewrite the result with x and y 
interchanged, subtract the latter equation from the former, divide by v,, sum 
over s = 0, . . . , h, cancel the terms KS,lKS, and out pops the Christoffel- 
Darboux formula 
[Kh+l(Ywh(x) - Kh+l(xwh(Y)I (26) 
which is valid whenever vo, . . . , vh are positive. 
Henceforth it is assumed that q > 1 and II > 0. The s zeros of KS(x) = 
K,(n, q; x) are denoted by xi(s), xi(n; S) or x,(n, q; s), i = 1, . . . , s, as appropri- 
ate, and are indexed in the order of their magnitude. For the location of these 
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zeros we have the following results: 
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Indeed, 
O<x,(s)<XZ(S)<“‘<X,(S)<n, lSs<n+l, (27a) 
Xi(S + 1) <Xi(S) <Xi+l(S + l), 1 AS <n, i = 1, . . . , S, Wb) 
Xi(n-l;s)<Xi(n;s)<Xi(n-l;s)+l l~s<n, i=l,. . . ,S, (284 
Xi(n;s)<Xi(n-l;s-l)<Xi+*(n;s)-l, 
2=~s<n+l, i=l,..., s-l. (28b) 
if (27a) holds for s = k and (b) holds for s = k - 1, then (20), (21) and 
(22) imply that the sign of Kk+l alternates at the k + 2 points in (27a). Thus (27) 
is obtained by induction on s (see [19, pp. 14-151). The inequalities in (28) follow 
analogously from (24) and (25). 
According to (28b), Xi+l(S) -Xi(S) > 1. Therefore there is at least one integer 
between two consecutive zeros of K,(x). A study of the signs of K,(O) and K,(l) 
then shows that 
xl(n, q; s) 2 1 if and only if s s (q - l)n/q. 
An asymptotic estimate on x1(s) can be derived by 
(23) (cf. [2, pp. 116-1181, [12]): 
if ni+w and si/ni+ Ly as i+m, then 
lim SUP~X~(~~, q;si) s k4(a) 
i-m I 
q-l q-2 =_- 
4 
4 a! - f V(q - l)Ly(l - Iy). 
(29) 
use of the difference Eq. 
(30) 
The numbers H,(n, w;j) defined in (11) are actually values of the Hahn 
polynomials (denoted also by H,) 
Here we assume n and w to be integers, 0~ w s n, and let, as before, 
m = min{w, n - w}, m, = min{w -s, n - w}, cl: = p:(n) = (Y) - (r !! i). The 
equivalence of (11) and (31) is mentioned in [12]; the proof is left as an exercise 
in combinatorial identities. 
The notation H,(y) is frequently used instead of H,(n, w; y). We also make use 
of the notations 
zli=vi(n, w)=(y)(“T”), i=O ,..., m, 
(f, g) = (5 g)n,w =,$o@jCn. wlf(ikW, f, ET E R[Y17 
llfll = Ilflln.w =IQnL fC:IW[Yl. 
-0 = 09 10 0 = ( X)~-H auyap ahi uaqhi 0 = .4 103 os~e sploq syqJ, 
(6E) 
.. < I-Jv _ ” = (2 + -c - UjM u (~+‘_M_U)U=ww?=‘4 
‘IW~.4 ‘(x:1--M ‘I-U)'-'H'q+(i'fl-M ‘I-U)'&V=(kfM ‘U)‘H 
ama.m3al aldgpm ay$ s! IlnsaJ In3asn v 
‘T-N”” ‘O= 2 103 P!J?h S! q3!YM 
‘o > (A- M - U)(J - MM1 + 4 _ = ‘a,I+‘a = ,v 
(I - ‘Z - U)(JZ -4 
‘w’*.-‘I=J ‘(X)1-‘z-p3 - (Ic)‘jy(‘g + Ic’v) = (Ic)“‘H 
(kv-ZP .dd ‘911 ‘[zrl 
aq$ ale [ET *d ‘p] pm [&-Ls .dd ‘91 u! suoyeIa1 d~y~uo8oy~~o aq& )ey$ %u!yDayD 
liq osle pay!lah aq um ([f M ‘u)‘~ 30 suog!uyap OMI aq) 30 amaIe+nba ayL 
‘ (M--b 
[ (A- I + up - I :d = (WI 1 ‘:d = (OYH 
(zd ‘[h - (M - U)M] ‘“,;“,‘” = (k)IfJ ‘1 = (d)OH 
:(TE) pm (1~) 1x013 q$oq pawln~le~ liI!sea ale sagyenba %U!MOIIO~ aqL 
-((i)‘H 30 (,X 30 .33aoa) )uajmgaoD 8wpeaI ayl s! ‘2 snyL 
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To prove (39) note first that we certainly have an expansion 
H,(y)=H,(n, w;y)=i YiHi(n-1, W-1;y) forr=O,.. . ,ml. 
i=o 
Equating the leading coefficients we see that Yr = a,. From the orthogonality (36) 
it follows that 
n-1 
Yi ( ) w _ 1 cl;+ - 1) = (K(Y), &(n - 1, w - 1, Y))n-I,,-1. 
Now, ej(n - 1, w - (w -ib&, w)Iw and so (6 g)n-l,w-l = (ft g),,, - 
(llw)(J ygL+. Consequently 
Yi ( > z I : Pj(n - 1) = (H,(Y), Hi(n - l, w - 1; Y>>?l,w 
- (11w)(Hr(Y)7 YHiCn - l, w - liY))n,w. 
If i < r - 1, both Hi(y) and y&(y) have degree less than r and hence the 
right-hand side equals zero implying that yi = 0. The coefficient yr_i = b, can be 
calculated by the above formula or by putting in (39) y = 0. 
The zeros y,(r) = yi(n, W; r), i = 1, . . . , r, of H,(n, w; y) have properties 
analogous to those of Krawtchouk polynomials, namely, if they are indexed in the 
order of their magnitude, then 
O<~~(r)<y~(r)<...<y,(r)<rn, r=l,. . . ,m, (404 
yi(r + 1) <y,(r) <yi+i(’ + l), r = 1, . . . , m - 1, i = 1, . . . , r, (40b) 
yi(n - 1, W - 1; r) <yi(?Z, W; r) <Yi+l(TZ - 1, W - 1; r) <yi+i(n, W; r), 
r = 1, . . . , m,, i=l ? . . . , r- 1, (41a) 
yi(n, W; r) <yi(tZ - 1, W - 1; TV 1) <yi+l(TZ, W; r), 
r=l,...,m, i=l f . . 
~~(1) = (w(n - w))ln, yl(m) < 1, 
y,(r) Z= 1 if and only if r(n + 1 - r) =Z w(n - w), 
if O<Wi<ni, l<ri<min{wi,ni-wi} and ni+m, 
wifni+w and ri/ni+ CY as i+m, then 
limsupi y,(ni, Wi;ri)ch(w, a)= 
o(l- 0) - a(1 - CC) 
i-m I 1+2VG(i=Gj . 
. 9 r- 1, (41b) 
(42) 
(43) 
(44) 
The inequalities in (40) and (41) are obtained from (37) and (39) by induction on 
r, and (42) is an immediate consequence of (32) and (35). A general result on 
orthogonal polynomials (see [16, p. 501) applied to our case states that between 
two consecutive zeros of H,. there is at least one of the integers 1, . . . , m - 1; 
thus (43) follows from (33). The asymptotic estimate (44) is given in [12]. 
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4. The construction 
Let us return to linear programming in the scheme J4(w, n). The main outlines 
of the construction of our specific program are given in the following lemma, its 
corollary and Theorem 2. Though formulated in the notations of the scheme 
J&W, n), they are valid in all association schemes. 
Lemma 1. Let there be given a mapping g such that 
g(s) = C;K &Q&I for rt: E A’. 
Then 
g(~)Q~bYllQAl* = c~KAA~)Q,44 for% E N, ~c E 6 (45) 
where 
A;(s) = c &qf: /llQA12 for i, s E K, (46) 
tEK 
A;(~)30 fori,s~K if&>0 fort~K, (47) 
A,(n) = A&‘) for i, P E K. (48) 
Proof. The assertions (45)-(47) follow immediately from the expansion (13) of 
the product QtQz. From (45) we obtain by use of the orthogonality relations (14) 
the equalities 
Ai(*) llQil12= (s, Qi) =s (&+, Q,) 
=A&) llQ;l12 
which prove (48). Cl 
Corollary. Let g and A;(S) be as in Lemma 1 and L be a nonempty subset of K. 
For a given a E N define 
(49) 
Then 
Proof. Calculation of the left-hand side of (50) by use of (45) yields the 
right-hand side with the second summation being over all i E K. But the symmetry 
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A,(S) = A,(;) and change of summation order show the sum 
*. 6z Ab)[Qk)QA~) - Q&>Q&>l 
to be its own negative, hence equal to zero. Cl 
Theorem 2. Assume that 
g(a) = t.K &Q&h XEN with &a0 for tc K, (51) 
CZEN, #fLsK, DG{;EN:~(;)s~(cz)}U{~} with ~‘ED, 
(52) 
and let A;(r), ;, F E K, be defined by (45) and &(a;~) by (49). Assume further that 
Q&Z) 2 0 for s E L, (53) 
&= -;,z, Ah)Q~(a)~o forpe L (54) 
h=&F~LPsQWO (X=Khq)). (55) 
Then the mapping f, f(z) = [g(z) - g(a)]SL(a;s)2, is a program of Theorem 1 and 
M(D)sf (0)/j&= [g(o) -gW]{_; Q.(4}z/lX12h~ (56) 
Proof. According to the corollary 
k(z) - g(~)lM+) = 6. &QX~) 
where 
/Ii = WT. A&)Q&) for i E K \ L. 
In (54) it is assumed that /3* 3 0 for 1~ E L. Since the coefficients & of g(z) are 
nonnegative, by (51), so are also the coefficients A&C), by Lemma 1. Further, 
Q,(a) > 0 for IC E L, by (53), and so it follows that /3; 3 0 for i E K\L. Therefore 
both $(a;~) and [g(z) -g(a)]S&;z) h ave nonnegative coefficients in the basis 
{Qt:te K}, and it follows from (13) that so does also their product f (z), i.e. 
f (2) = _sKiQV(s), z E N, where f 3 0 for or E K. 
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The coefficient f0 is easy to calculate by use of (14); 
fc IlQoll’= (f, Qo) = (k(z) -&W&a), W;z)) 
Thus f0 is given by (55) and is positive, by assumption. Certainly f(z) < 0 if 
g(z) G g(a). Especially f(i) < 0 for i E D *. Hence f is a program of Theorem 1 and 
M(D) G F(6’)/f,. Use of the equalities llQrl12 = 1x1 p* = 1x1 QJ0) gives the 
formula in (56); alternate expressions are obtained by use of (50). Cl 
According to Section 3 the eigenvalues Q,(i) are values of polynomials Q,(x, y) 
of two real variables. Thus the parameter a and the argument z in Theorem 2 
need not be confined to N. Indeed, our choice of g is 
g(z) =gk Y) = Y + ~QI,& Y) + YQI,I(X, Y) 
= y + AH&z, w; y) + p(nlw)K,(w - y, q - 1; x - y) (57) 
with y, A, p 2 0 and then (45) is a polynomial equation provided that F is not too 
“large”. More precisely, as the following Lemma shows, if s = (r, s) E K is such 
that r -s cm,, then (45) is a recurrence relation with at most seven nonzero 
coefficients A;(S) = A,,j(r, s) which are located as shown in Fig. 1. 
Lemma 2. Let ge be defined by (57). Zf 1~ = (r, s) E K is such that r --s cm,, then 
&)Q,6YllQA12 = ,~K4(~)Q&) forr E R2 (58) 
where 
A,(r) = 0 for if (r - 1, s - l), (r, s - l), (r - 1, s), (r, s), 
(r + 1, s), (r, s + l), (r + 1, s + l), 
A r+l,s+l(r, s) = c,a,-Jn - s, w - s)/oS+lj 
&,s+l(r, s> = c,b,-,(n -s, w - s)/cG+~, 
c, = c,,, = ,u(s + l)vlw llQrl12. 
r-l r r+l i 
Fig. 1. Nonzero A,(r)‘s. 
(59) 
(60) 
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Proof. Rewrite the recurrence (22) of the Krawtchouk polynomials K,(x - y) = 
K,(w - y, q - 1; x - y) in the form 
K,(x -y)K(x -Y) = (s + l)K,+dx -Y) + (4 -3)~~& -Y) 
+ (q - 2)(W - y -s + l)K,_,(x - y). 
Then with H,_,(y) = H&n - s, w - S; y), 
&)Qx(z) = rQ&) + AM& - Y)%JY)~(~, w; Y) 
+ p(dw)ds + l)K,+,(x - YMUY) + ddw)(q - 3)sQA~) 
+ P(nlw)as(q - 2)(w - y - s + l)Ll(~ - Y)fL,(Y). 
Here the coefficients of KS_,, KS and KS+, are polynomials in y with degrees 
r-S+llVzm,~m,_,, r-s+l~rn, and ~--sswz~--~s~,+,. Expressing each 
one in the corresponding basis {H,_,(y) : i = t, . . . , t + m,}, t = s - 1, S, s + 1, we 
see that (58) holds and 
A&) = 0 for j fs - 1, s, s + 1, Ai,,_I(~) = 0 for i > r, 
Ai,, = 0 for i > r + 1, Ai,,+I(~)=O for i>r+l. 
Use of the symmetry A;(S) = A,(i) completes then the proof of (59). The 
recurrence (39) gives the expansion of the coefficient of KS+, and proves (60). Cl 
Corollary. With the assumptions of Lemma 2, 
-4,,+d+)Qr,,+1(~) + Ar+l,s+l(r)Q2r+l,s+l(z) 
= c,K+,(w - y, q - 1; x -y)H,_,(n -S, W -s;y). 
The choices of the parameter a and the summation range L G K in such a way 
that (53)-(55) will be satisfied are made by the aid of the properties of the zeros 
of the Krawtchouk and Hahn polynomials. The details are worked out only for 
2 G w s II - 2; the cases w = 1 and w = n - 1 would require some minor altera- 
tions in the proof (due to the fact that only H,(y) = 1 and H,(y) = a - /3y would 
be present), and the case w = it would reduce to a replica of the proof in [12], [1] 
(for JJn, n) = H(n, q - 1) and the eigenvalues are then Qr(i) = K,(n, q - 1; i)). 
Choose first L = (k, h) E K so that (k - h + l)(n - k) s (W - h)(n - w); the 
assumption 2 s w G n - 2 guarantees that such points L exist. Note that neces- 
sarily hskcw-2 and (k+l)-(h+1)6mh-2<m,+, whence (k+l, 
h + 1) E K. Choose then a = (a, I) where 
l=y,(n-h, w-h;k-h+l), (614 
x,(w-I,q-l;h+l)<a-I<xI(w-I,q-l;h), (6lb) 
the choice of a being otherwise arbitrary. According to (43), 62 1. Furthermore, 
according to (40b) the least zero y,(r -s) of H,_,(y) is a decreasing function of 
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the degree r - s and by (42) yI(mS) < 1. Therefore there are unique integers r,, 
s=o,..., h + 1, such that r, -s <m, and 
y*(n-s,w-s;r,-s+1)~6<y,(n-s,w-s;r,-s), 
s=o , . . . 9 h +l, (62) 
where we define ~~(0) = w. Note that rh = k. Choose then the summation range L 
to be 
L={(r,s)eK:s=O,.. . ,h,r=s ,... ,r,}. 
Evidently, Lemma 2 is applicable for all or E L and we need not care whether a 
and 6 are integers or not. 
From (62) and (41) we obtain the inequalities 
I<yl(n-(s+l), w-(s+l);r,+,-(s+l)) 
Syr(n-s, w-s;(r,+,-1)-s), 
IS y,(n - (S + l), w - (s + 1); rS+I - (S + 1) + 1) 
> y,(n - S, w -s; rs,I -s + l), 
I=y,(n-h, w-h;k-h+l) 
<y,(n-(h+l),w-(h+l);(k+l)-(h+l)), 
implying that r, > rs+I - 1, r, S rs+I and rh+r 2 k i- 1 = rh + 1. Thus 
r,+l = rS or rs+l = r, + 1, S=O,. . .,h, rh+l=k+l=rh+l, (63) 
and L has a shape like that in Fig. 2. 
S 
W 
h+l 
i 
h 
Ksb-b) > 0 
1 
h 
I?=?? s r=rs+l k m w 11 
Fig. 2. Choices of k, a and L. 
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Since 6-c w - h or h < w - 6, by (61a) and (40a), it follows from (20) that 
K,(w-6,q-l;O)>Ofors=O,... , h + 1. By (27b) the least zero xi(s) of K,(x) 
decreases with increasing s. Therefore (61b) implies that 
K&v-6,q-l;a-6)>0, s=O,...,h, &+,(w-6,q-l;a-6)<0. (64) 
Analogously by (61a), (33) and (40b), 
~,_,(n-s, w-s;I)>O, r=s,. . . ,r,, Hr,+l_,(n--s, w-s;I)cO, 
(s = 0, . . . , h + 1). (65) 
It follows immediately that Q&Z) > 0 for lr E L. In other words, the assumption 
(53) is satisfied. 
From Lemma 1, (47) we know that the coefficents A&) are nonnegative. 
According to Lemma 2, A&) with or = (r, s) E L and i = (i, j) E K\ L can be 
nonzero only if s lies on the right or upper border of L, i.e. r = r, or s = h, and 
the location of c’, relative to 1~) is one point to the north (S = h, j = h + 1, i = r), 
northeast (s=h,j=h+l,i=r+l or r=rs=rs+l, j=s+l, i=r,+,+l), east 
(r=r,,j=s,i=r,+l) or south (r=rS=rS_l+l, j=s-1, i=r,_r+l) of%. For 
all these indices i we have Q,(u) s 0, by (64), (65). Therefore the numbers. 
P.. = -SEzL AG)Q&L * E L 
are nonnegative, as required in (54). 
The nonnegativeness of the numbers A,(s), PI, Q*(u), i E K, or E L, and 
-A,@)Q,(a), L’ E K\ L, gives the estimations 
3 -(XI l { A~+1,~+1(~)Q~+1,~+1(~) +Ak,h+l(~)Qk.h+l(~))Qn<~> 
and application of the corollary of Lemma 2 yields further the estimation 
1 
fez -~c&+,(w -6, q - 1; a - 6)H,_,(n - h, w - h; 6)Q&). (66) 
Here CA is positive if the coefficient ,u is positive. Then it follows from (64)-(66) 
that f0 is positive, i.e. (55) holds. 
All the assumptions of Theorem 2 being satisfied we have for certain D-cliques 
the bound 
M(D) c [g(O) -&)1&G; Wlfo. (67) 
With a suitable choice of the parameter a in a = (a, 6) and with some additional 
assumptions this bound is of order M(D) d PA. 
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Theorem 3. Assume that 
2SwSn-2, /S = (k, h) E K, (k -h + l)(n - k) c (w - h)(n - w), 
(68) 
g(r)=y+~Q,,,(z)+~Q,,l(~) with y"O, Lao, P>O, 
I=yl(n-h,w-h;k-h+l). 
(69) 
(70) 
Then there i.s an a in the interval 
x,(w-I,q-l;h+l)<n-I<xl(w-I,q-l;h) (71) 
such that for a = (a, I) and any D E {i E N :8(L) C g(a)} U {S} with 0 E D the 
following bounds hold: 
(72) M(D) s P.L 
&T(Q -g(a) 4(q - 2)w4n 
[(q - l>G - WI2 ’ P 
Proof. To compress lengthy formulas we use the short notations K&Z -4) = 
K,(w-I,q-1+-I), &-/3(Y) = fL& - 6, w - P;y), a,_B = a,_B(n - 
P, w - B), b,-, = b&n - P, w - B) and P& = ,u&(n - /I). Since llQrll’ = 
1x1 Qr(0) we have 
The recurrence (39) gives the equation 
H(s) = % ar-s&+r)-(s+r)(4 + % LK(,+1)(4. 
T=S r=s+1 
Since b,_, = (n - s)/(w - s) - aC,_I)_, this reduces to 
According to (63) either rs+r = r, or rs+I = r, + 1 and according to (65) 
Z-ZC,~+lj_C,+lj(L) is nonpositive if rs+I = r, and positive if rs+I = r, + 1. Since we also 
have 0 < ar_s s (n - s)/(w - s) we obtain the inequality 
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repeated use of which shows that H(s) s oJZ(h)/o,, s = 0, . . . , h. Since Ks(a - 
6) > 0 for s = 0, . . . , h, by (64), it follows that 
&(a; 0) G +, qJ(h) 2 K&z - 6). (74) 
s=o 
The Christoffel-Darboux formula (38) gives the equations 
k fLhvvLI(o) 
H(h) = c 
r=h pi-h 
= (A/l)[~~k+l)-hHk-h(I) - &hH(k+l)-h(6)l, 
A = (k - h + l)(w - k)(n - w - k + h) 
(n - 2k + h)(n - 2k + h - 1),&h ’ 
and since 6 is the least zero of H~k+lj--h(y), this reduces to 
H(h) = $ &+I)-/,%-h(6). 
Analogously, by the Christoffel-Darboux formula (26), 
c(a) = (4 - 2)(w - 6 - h) 
h+l - z(a), 
Z(a) = Kh+l(a -I> 
Kh(a-6) . (76) 
(75) 
Insertion of (74)-(76) and (66) into (67) gives the bound 
The ratio z(a) decreases continuously from 0 to --03 when a - 6 increases from 
xl(h + 1) to x,(h). When a is chosen so that z(a) = -(q - 2)(w - 6 - h)/(h + l), 
the term C(a)2/(-z(a)) h’ ac ieves its minimum and elementary calculations yield 
the bound (72). Finally, 6~ 1 and if h + 1 s (q - 2)(w -l)/(q - 1) then, by (29), 
also a - 6 3 1, and therefore (73) follows from (72). 0 
5. The bound (9) 
The y = 3, = - w)/(q l)n(n - p = - 1)n 
g(s)=y-(x+y), 
y=P4-9+k2)w~ 
(4 - l)n . 
Thus g(x, y) s g(a, 6) if and only if x + y ~a + 6. In Section 2 we saw that 
M&r, d, w) s M(D) for D = {(i, j) E N: i -t j 2 d} U ((0, 0)). Therefore, with the 
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assumptions of Theorem 3, (73), we have 
&(n, d, w) G pk(q - 2)4(a + l)w3n2/(q - 1) if d ?=a + I. (77) 
The asymptotic form of this bound is shown to be (9). 
Theorem 4. Assume that q > 2, 0 < 6 < 1 and 
O<w<l, 0<7j<(q-2)o/(q-l), 
O<g-n<min{w-n,l-tj}, 
(78) 
w-v 5-v 
Cl- M(- - 1-$1-r] > </3<w-41111, q-2 
6 > lcfq(w, rl, B) = 2P + (0 - P)k,-I(&). (80) 
Then 
R3(6 w) 5fx, rl), W9 6 1 - 4(w) +f,(E, rl). (81) 
Proof. Let (d,), (w,), (h,) and (k,) b e se q uences of integers such that d,/n+ 6, 
w,,/n+ w, h,/n+ q and k,/n+ C$ as II + 00. What will be said in the sequel is 
valid for all sufficiently large integers n. First, 0 G d,, s n and, by (78), 
2Gw,Gn-2, Osk,-h,cmin{w,-h,,n-w,} and OGh,sk,Sw,. From 
(78) it also follows that (5 - q)(l - 5) < (w - n)(l - w) so that (k, - h, + l)(n - 
k,) c (w, - h,)(n - w,,). Thus the assumption (68) of Theorem 3 holds. So we 
choose I,, = yI(n - h,, w,, - h,; k, - h, + l), as in (70). According to (44) we then 
have 
From this and (79) it follows that 6,~ w, - (q - l)(h, + l)/(q - 2) or, equiv- 
alently, h, + 1 =Z (q - 2)(w, - &)/(q - 1). C onsequently, for a suitably chosen 
a=@& satisfying (71) the bound (73) holds. We shall prove that d, aa, + 6, 
whence also (77) holds. The proof would be rather immediate if we used the 
knowledge (cf. [12]) that there is actually limit and equality in (82). However, we 
choose a sequence (6;) so that 6:/n - p as n + CC and let t, be the greatest integer 
not exceeding 6: - 6, ; note that 6; > 6, and h, < w,, - 6, - t,, by (79) and (82). 
From (71) and (28) we then obtain the inequalities 
a,-6,<xI(w,-6,,q-1;h,)<t,,+xr(w,z-6,-t,,q-1;h,) 
which imply that 
a +I 6 6 +t n I w,-(6,+t,).x,(w,-(6,+t,),q-l;h,) n ,zsA I n 
n n n n w,--(&+ttn) ’ 
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Let here n --, m and use (82), (79) and (30); it follows that 
Consequently, (80) implies that we indeed have d, 2 a,, + 6,. Thus (77) holds with 
d = d,, w = w,, 6 = (k,, h,), a = a, and 6 = 6,. The dominating term of the bound 
is 
Use of Stirling’s approximation gives the equality 
lim 1 log, pk =f,(& rl) n-m n 
(cf. [5], pp. 300-301, [ll], p. 309). This proves the bound on R,(6, o) in (81). 
The bound on Z?,(6) is then obtained from (4). 0 
Due to continuity properties Theorem 4 is valid also when its assumptions are 
extended by equalities and appropriate limits. As the proof shows, the parameter 
fi is only an auxiliary variable. Indeed, ~~(0, r,r, /3) is increasing in /3 and hence 
we may and will always choose /3 to have its minimal value 
B=P(w 5, rl)=(l--rl)h ( y$y,. 
Different choices of w, 5 and 7 yield of course different bounds. If we choose 
,!j = 7 = 0, we have j3 = /3(0,0,0) = ~(1 - o) and I/J,(w, 0, /3) = ~(2 - qo/ 
(q - l)), and obtain the Elias bound (the choice /3 = Prnax = w would give the 
Hamming bound). If we keep TV equal to zero but choose for E its maximal value 
5 = min{ o, 1 - o} then we have /3 = 0, q&w, 0,O) = (q - 2)“/(q - 1) and obtain 
the bound 
R,(6) 6 1 - b((q - l)/(q - 2))log,(q - 1), 0 s 6 s (4 - 2)/(q - l), 
which is a straight line lying below the Plotkin bound but above the bound (8). 
More laborious calculations show that for o = (q - 1)/q, v = (q - 2)5/(q - 1) we 
have j3 = /3(0, 5, 7) = (l/q&(& V&w, r), /3) = k,(E) and thus obtain the 
McEliece-Rodemich-Rumsey-Welch bound (7). Computer calculations give 
indications of this being the optimal result when 6 is close to (q - 1)/q. 
The transformation 
(4 - w2 
n = 1+ 2u + (q - 2)v2 ’ 
o=rl+s(l-?I), 5 = rl + t(1 - rl), 
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gives the bound as a function of s, u, v, say R,(6) G p,(s, u, v), the equivalents 
of the restrictions (78)-(80) being 
OSSGl, O~UG$o, o=Sv6s+u, 
6 3 6,(&s, U, v) = 2 
S(1 -S) - u2 4 - 2 (s + u - v)” 
1+ 2u + (q - 2)v2 + q - 11+ 2u + (q - 2)v2. 
Clearly, 6&s, u, v) is decreasing in v. It can also be shown that pq(s, U, v) is 
increasing in v. Therefore the optimal bound is obtained when v = 0, for 
6 a 6,(s, U, 0), or v is the unique solution of the equation 6 = a,(~, u, v), for 
given s and u with 6,(s, U, s + u) G 6 s a,(~, U, 0). Let us study the case v = 0 
more closely. The mapping 6,(s, U, 0) is decreasing while p,(s, U, 0) is increasing 
in u. Consequently, if 6 3 6,(s, 0, 0), the optimal choice of u is u = 0 and then 
the best bound for 6 G (q - 1)/q (the Elias bound) is obtained when s is chosen 
so that a,(~, 0, 0) = 6. If, on the other hand, CT&, vm, 0) G 6 6 6,(s, 0, 0), 
then the optimal choice of u is the unique solution of the equation 6 = 6,(s, u, 0). 
Clearly, the former case is a special instance of the latter, the unique solution 
being u = 0. Analogously, 6 = 6,(s, u, 0) specifies u = 0 as the unique solution of 
6 = a,(~, u, v) in’ v. Thus the case v = 0 is brought back to the general case of 
solving 6 = 6,(s, u, v) for v when s and u are given. The true ranges of s and u 
are found by studying the range of 6,(s, u, v). These observations give the bound 
the form 
R,(6) G min p,(s, u, v,(6; S, u)) for 0 S 6 =z (q - 1)/q 
s,u 
where the minimization range is 
O<S=Sl, OSUSV~, 6ss(2-qs/(q-l)), 
6,(s, u, s + u) 4 6 s 6,(s, u, O), 
Table 1. Bounds on Rx(d) 
6 Gilbert (9) (8) (7) Elias Hamming Plotkin Singleton 
0.00 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.00 
0.05 0.7878 0.8745 0.9054 0.9058 0.8759 0.8778 0.9250 0.95 
0.10 0.6410 0.7764 0.8107 0.8107 0.7811 0.7878 0.8500 0.90 
0.15 0.5206 0.6867 0.7164 0.7164 0.6964 0.7102 0.7750 0.85 
0.20 0.4183 0.6016 0.6235 0.6235 0.6180 0.6410 0.7000 0.80 
0.25 0.3304 0.5192 0.5327 0.5327 0.5439 0.5782 0.6250 0.75 
0.30 0.2547 0.4385 0.4445 0.4445 0.4731 0.5206 0.5500 0.70 
0.35 0.1898 0.3588 0.3598 0.3598 0.4048 0.4675 0.4750 0.65 
0.40 0.1350 0.2794 0.2794 0.2794 0.3386 0.4183 0.4000 0.60 
0.45 0.0897 0.2043 0.2043 0.2043 0.2739 0.3727 0.3250 0.55 
0.50 0.0536 0.1362 0.1362 0.1362 0.2103 0.3304 0.2500 0.50 
0.55 0.0266 0.0772 0.0772 0.0772 0.1475 0.2911 0.1750 0.45 
0.60 0.0088 0.0306 0.0306 0.0306 0.0850 0.2547 0.1000 0.40 
0.65 0.0006 0.0027 0.0027 0.0027 0.0218 0.2210 0.0250 0.35 
0.67 0.0000 0.0000 0.0000 0.0000 0.0000 0.2103 0.0000 0.33 
0.8 
0.6 
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d 
Fig. 3. Bounds on Ra(8). 
and ~~(6; s, U) denotes the unique solution of 6 = a,(~, U, V) in the variable 
V E [O, S + U]. 
The new bound is compared to existing ones by Table 1 and Fig. 3. As they 
show, for q = 3 it behaves like the binary bound (6). However, as q grows, the 
improvement becomes quite soon vanishingly small. 
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