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Seit ihrer Entdeckung [1–3] hat die Kernspinresonanzspektroskopie (nuclear magnetic resonance
spectroscopy, NMR) immer weiter an Bedeutung gewonnen. Sie ist heutzutage nicht nur ei-
ne routinemäßig eingesetzte Analysemethode, sondern auch eines der wichtigsten Werkzeuge
zur Strukturaufklärung neuartiger Verbindungen mit bislang unbekannten Bindungsmustern. [4]
Die chemische Verschiebung eines Atoms gibt Auskunft über elektrische und mesomere Effekte
in seiner Umgebung. Die indirekte Spin-Spin-Kopplungskonstante, im Folgenden kurz NMR-
Kopplungskonstante, zwischen zwei Atomen hängt ebenfalls von diesen Größen ab, berück-
sichtigt aber in stärkerem Maße die vorliegenden Winkel. [5–7] Außerdem ist sie für beide Atome
gleich groß; das heißt, derselbe Wert der NMR-Kopplungskonstanten kann in einem gemessenen
Spektrum an zwei verschiedenen Stellen gefunden werden. Dies ermöglicht es, auch bei komple-
xen Verbindungen mit einer Vielzahl an NMR-aktiven Kernen Nachbarschaftsverhältnisse über
mehrere Bindungen hinweg aufzuklären. Die NMR-Spektroskopie wird häufig in der organischen
Chemie verwendet, um Einblicke in die räumliche Struktur von Verbindungen zu erhalten, zum
Beispiel von Zuckern [8] und Proteinen. [9,10] Doch auch in der anorganischen Chemie wird die-
se Methode rege genutzt, dabei werden auch NMR-Kopplungskonstanten berücksichtigt, [11–14]
beispielsweise um die Struktur oder den Reaktionsmechanismus von Katalysatoren aufzuklä-
ren. [15,16] In diesem Fall können auch Metalle wie 119Sn, 195Pt und 197Au als NMR-aktive Kerne
genutzt werden.
Zur Interpretation der Spektren existiert eine Vielzahl an empirischen Regeln. [17–22] Wäh-
rend damit bekannte Beispiele, vor allem in der organischen Chemie, sehr gut beschrieben
werden, scheitern sie bei neuen Motiven. In diesen Fällen können quantenchemische Rech-
nungen Klarheit schaffen. Durch Untersuchung möglicher Strukturvorschläge kann die beste
Übereinstimmung mit experimentellen Daten gefunden werden. Außerdem können Parameter
im Molekül, zum Beispiel Bindungsabstände oder -winkel, frei von weiteren Störeffekten wie
anderen Substituenten variiert und dadurch Trends bestimmt werden. Experimentell ist eine so
selektive Untersuchung meist nicht realisierbar. Aufgrund der Größe praktisch relevanter Syste-
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me sind effiziente Berechnungsmethoden, die hinreichend genaue Ergebnisse liefern, vonnöten.
Diese Anforderungen werden von Dichtefunktionalmethoden erfüllt. [23,24] Das Programmpaket
Turbomole [25–28] ermöglicht schon lange die Berechnung chemischer Abschirmungskonstanten
und damit chemischer Verschiebungen. [29–32] Die Implementierung wurde kürzlich erweitert und
effizienter gestaltet [33–36] und findet vielfache Anwendung. [37–40] Die NMR-Kopplungskonstante
kann damit bisher noch nicht berechnet werden.
Für Elemente mit hoher Kernladungszahl haben kernnahe Elektronen hohe Geschwindig-
keiten, so dass Effekte der speziellen Relativitätstheorie [41] berücksichtigt werden müssen. Dies
gilt insbesondere für chemische Verschiebungen und NMR-Kopplungskonstanten, bei denen die
Elektronendichte am Kernort eine entscheidende Rolle spielt. Die Massenzunahme der Elek-
tronen führt zu einer Kontraktion und damit einer Energieabsenkung der kernnahen s- und
p-Orbitale, was wiederum zu einer Energieerhöhung von d- und f -Orbitalen führt. Aufgrund
der Orthogonalität der Orbitale wirken sich diese Effekte aber auch bis in die Valenzschale aus,
wo sie bekannte Phänomene wie den flüssigen Aggregatzustand von Quecksilber [42] und die
Farbe von Gold [43,44] hervorrufen. Durch die Spin-Bahn-Kopplung kommt es zu einer Wechsel-
wirkung des Elektronenspins mit dem Bahndrehimpuls. Dies führt nicht nur zu einer Aufspal-
tung der entarteten Orbitale (zum Beispiel des p-Orbitals in das p3/2- und das p1/2-Orbital),
sondern ermöglicht erst Singulett-Triplett-Übergänge elektronischer Zustände. Die Berücksich-
tigung dieser Einflüsse ist für eine qualitative und quantitative Beschreibung insbesondere bei
schweren Elementen mittels quantenchemischer Rechnungen unumgänglich. Relativistische vier-
komponentige Methoden sind in der Lage, all diese Effekte akkurat zu beschreiben. Der hohe
Rechenaufwand, der hierfür erforderlich ist, macht eine Anwendung auf große Systeme jedoch
nahezu unmöglich. Ein zweikomponentiger Ansatz, welcher die positronischen Eigenschaften
der vierkomponentigen Lösung vernachlässigt und nur die elektronischen Eigenschaften, welche
für die Chemie von Bedeutung sind, beibehält, ist hingegen besser geeignet. [45] In Turbomole
sind verschiedene zweikomponentige Hamilton-Operatoren implementiert, [46–49] von denen das
exact-two-component-Verfahren [50–57] das effizienteste ist. [48]
Das Ziel der vorliegenden Arbeit ist es, eine effiziente Möglichkeit zu schaffen, NMR-Kopp-
lungskonstanten in Turbomole mittels der Hartree-Fock-Methode und der Dichtefunktio-
naltheorie zu berechnen. Dies soll sowohl im Rahmen einer nichtrelativistischen Theorie als auch
in einer quasirelativistischen Allelektronentheorie ermöglicht werden. Durch geeignete Näherun-
gen soll die Anwendbarkeit auf große Systeme von aktueller Relevanz sichergestellt werden. Der
durch die Näherungen eingeführte Fehler soll systematisch untersucht und quantifiziert werden.
Die Arbeit führt in Kapitel 2 zunächst das theoretische Fundament der Berechnung von
NMR-Kopplungskonstanten und vier- bzw. zweikomponentiger Methoden ein. Anschließend
werden technische Grundlagen, die hauptsächlich der effizienteren Berechnung dienen, darge-
legt. Mit diesem Vorwissen wird in Kapitel 4 die Implementierung der oben angesprochenen
Methoden in das Programmpaket Turbomole erläutert. In den Kapiteln 5 bis 7 wird die
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praktische Anwendbarkeit der Methoden untersucht. Neben Überlegungen zum verwendeten
Basissatz und dem Einfluss von Näherungen wird demonstriert, welche Anwendungen mit der






Quantenchemische Systeme werden bei Vernachlässigung relativistischer Effekte durch eine sta-
tionäre Wellenfunktion Ψ(~r1, ~r2, . . . , ~rn) beschrieben, die der Schrödingergleichung
ĤΨ = EΨ (2.1)
genügt. In dieser zeitunabhängigen Formulierung ist E die Energie des Systems. Der Hamilton-




























mit dem Impulsoperator p̂i = −i∇i und den Kernladungen ZI der punktförmig angenomme-
nen Kerne. rij, riI und RIJ bezeichnen den Abstand zwischen zwei Elektronen, Elektron und
Kern bzw. zwei Kernen. Im Folgenden wird für die Summen nur noch
∑
i (Elektronen) bzw.∑
I (Kerne) geschrieben, die Grenzen sind automatisch mitgemeint. Gl. (2.2) ist im atomaren
Einheitensystem mit me = e = h̄ = 14πε0 = 1 formuliert. Dieses Einheitensystem wird in dieser
Arbeit durchgehend verwendet, wenn nicht anders angegeben. Der erste Term beschreibt die ki-
netische Energie der Elektronen, der zweite (als V̂Ne bezeichnet) die Kern-Elektron-Anziehung.
Diese beiden Terme werden als Einelektronenoperator ĥ zusammengefasst. Die letzten beiden
Terme beschreiben die Coulomb-Abstoßung der Elektronen bzw. der Kerne untereinander, wo-
bei letzterer in der Born-Oppenheimer-Näherung lediglich eine Konstante ist und im Folgenden
weggelassen wird, da er für elektronische Eigenschaften nicht relevant ist.
Die Lösung der Schrödingergleichung ist nur für wenige, sehr kleine Systeme analytisch mög-
lich. Meist muss auf numerische Methoden zurückgegriffen werden, um eine Näherungslösung
zu erhalten. Ein gebräuchlicher Ansatz ist es, von Einelektronenorbitalen (auch Molekülorbita-
le, MOs, genannt) φj(ri), 1 ≤ i, j ≤ n, auszugehen und daraus eine Slater-Determinante (SD)
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φ1(~r1) φ2(~r1) · · · φn(~r1)
φ1(~r2) φ2(~r2) · · · φn(~r2)
...
... . . .
...
φ1(~rn) φ2(~rn) · · · φn(~rn)
∣∣∣∣∣∣∣∣∣∣
. (2.3)
Eine Determinante anstelle eines einfachen Produkts (das sogenannte Hartree-Produkt) ist
notwendig, um die Antisymmetrie bezüglich der Vertauschung zweier Fermionen (Pauli-Verbot)
zu erfüllen.
Nach dem Ritzschen Variationsverfahren wird mit einer beliebigen Wellenfunktion Ψ̃ (die
natürlich den Randbedingungen genügen muss) niemals eine Energie erhalten, die niedriger als




≥ Eexakt . (2.4)
Die Wellenfunktion mit der niedrigsten Energie Ẽ wird dann als beste Annäherung an die
tatsächliche Wellenfunktion betrachtet. Einsetzen des Slater-Determinanten-Ansatzes Gl. (2.3)











φj = εjφj (2.5)
bzw. in Matrixschreibweise






K̂k|j〉 = εiδij (2.6)
mit dem Matrixelement
Fij = 〈i|F̂ |j〉 (2.7)
und analog für h. Hierbei wurde abkürzend die Schreibweise |i〉 = φi verwendet. Außerdem
wurde ausgenutzt, dass die Orbitale zueinander orthogonal sind, 〈i|j〉 = δij. i, j, k stehen nun
für besetzte MOs. εi sind die Orbitalenergien zu den MOs φi, das heißt die Eigenwerte des Fock-
Operators F̂ .
Der Coulomb-Operator Ĵ und der Austauschoperator K̂ sind definiert durch ihre Wirkung,
〈i|Ĵk|j〉 = 〈ik|jk〉 , (2.8)
〈i|K̂k|j〉 = 〈ik|kj〉 , (2.9)
mit den Zweielektronenintegralen







φk(~r1)φl(~r2) d~r1 d~r2 . (2.10)
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Zu bestimmen sind in Gl. (2.5) die Molekülorbitale φi. Sie werden als Linearkombination





mit den KoeffizientenCµi. Während sich die Molekülorbitale über das ganze Molekül erstrecken,
sind die Basisfunktionen per Konstruktion an einem Atom zentriert; sie werden daher auch
Atomorbitale (AOs) genannt. Gl. (2.11) wird als LCAO-Ansatz (linear combination of atomic
orbitals) bezeichnet.
Wird dieser in Gl. (2.5) eingesetzt, erhält man die Roothaan-Hall-Gleichungen, [61,62]
FC = SCε . (2.12)
Die auftretenden Matrizen sind definiert als
Überlappungsmatrix: Sµν = 〈µ|ν〉 , (2.13)
Fock-Matrix: Fµν = hµν + Jµν −Kµν , (2.14)













ε ist eine Diagonalmatrix, die die MO-Energien enthält. Da die Fock-Matrix über die Dichte-
matrix von der Koeffizientenmatrix abhängt, müssen die Roothaan-Hall-Gleichungen iterativ
gelöst werden (SCF-Verfahren, self-consistent field).
Die Gesamtenergie ist der Erwartungswert des Hamilton-Operators über die Slater-Deter-
minante,
E = 〈ΨSD|Ĥ|ΨSD〉 =
∑
µν
Pµν(2hµν + Jµν −Kµν) . (2.19)
2.2 Dichtefunktionaltheorie
Die Idee der Dichtefunktionaltheorie (DFT) ist es, alle Eigenschaften eines Systems als Funk-





Ψ∗(~r1, ~r2, . . . , ~rn)Ψ(~r1, ~r2, . . . , ~rn) d~r2 . . . d~rn , (2.20)
hängt also nur von einer Koordinate und nicht von den Koordinaten jedes Elektrons ab. Aus den
Hohenberg-Kohn-Theoremen [63–68] geht hervor, dass die Elektronendichte die gleichen Informa-
tionen wie die Wellenfunktion enthält und damit grundsätzlich für dieses Vorhaben geeignet
ist.
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Anstelle des Hamilton-Operators tritt das Energiefunktional
E[ρ] = T [ρ] +
∫






das in dieser Formulierung termweise mit dem Hamilton-Operator in Gl. (2.2) identisch ist.
Während die rein elektrostatische Coulomb-Wechselwirkungen mit dem Potential der Ker-







d~r1 d~r2 , (2.22)
einfach zu beschreiben sind, bereiten die kinetische Energie und die nichtklassische Wechsel-
wirkung En.kl. Schwierigkeiten.
Die Idee, die kinetische Energie in zwei Terme aufzuteilen, T = Ts+TWW, stammt von Kohn
und Sham. [69] Ts ist die kinetische Energie eines nicht wechselwirkenden Referenzsystems, das








φKSi (~r) . (2.23)








∣∣∣φKSi 〉 . (2.24)
Der kleine verbleibende Teil der kinetischen Energie, der sich durch die Wechselwirkung der
Elektronen ergibt, TWW = T−Ts, wird mit En.kl. zusammengefasst und innerhalb des Austausch-
korrelationsfunktionals EXC erfasst. Weder ist die exakte Form dieses Funktionals bekannt, noch
ist es systematisch verbesserbar. Im Laufe der Zeit wurden daher zahlreiche Funktionale, die
oftmals empirisch bestimmte Parameter beinhalten, entwickelt.
Meist wird dieses Funktional in einen Austausch- (X) und einen Korrelationsteil (C) zerlegt,
EXC = EX + EC . (2.25)









ρ(~r)4/3 d~r , (2.26)
der auch für Moleküle brauchbare Ergebnisse liefert. Die Bindungsenergie wird jedoch deutlich
überschätzt. Da das Funktional nur von der Dichte am Integrationsort (und nicht deren Ab-
leitungen) abhängt, wird es als „Lokale-Dichte-Näherung“ (LDA) bezeichnet. Der Term findet
sich als führender Term in allen Austauschfunktionalen.
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Da die Elektronendichte in Molekülen – im Gegensatz zum freien Elektronengas – nicht
konstant ist, ist es naheliegend, den Gradienten der Dichte im Energiefunktional zu berück-
sichtigen. Dies führt zu sogenannten GGA-Funktionalen (generalized gradient approximation).




hinzugenommen, gelangt man zu den meta-GGA-Funktionalen (MGGA).
In der Hartree-Fock-Theorie hebt der Austauschbeitrag den Coulomb-Beitrag desselben
Elektrons exakt auf, es findet also keine unphysikalische Wechselwirkung eines Elektrons mit
sich selbst statt. Bei den verwendeten Austauschkorrelationsfunktionalen ist das in der Regel
nicht der Fall. Der Selbstwechselwirkungsfehler kann durch Beimischung von Hartree-Fock-Aus-
tausch reduziert werden, die so erhaltenen Mischungen werden „Hybridfunktionale“ genannt.
Motiviert werden kann die Mischung von Dichtefunktionalen und HF-Austausch außerdem
dadurch, dass die DFT Bindungsenergien überschätzt und HF sie unterschätzt. [71] Hybrid-
funktionale existieren auf der Grundlage sowohl von GGA-Funktionalen als auch von MGGA-
Funktionalen. Für sie ist die Austauschkorrelationsenergie durch
EXC = EC + (1− cX)EX + cXEHFX (2.27)
gegeben, wobei EC und EX je nach Funktional gewählt werden und cX die Menge an HF-
Austausch angibt. Typischerweise liegt cX im Bereich von 20 % bis 25 %.
[72]
Die Dichtefunktionaltheorie ist dem Hartree-Fock-Verfahren strukturell ähnlich. Anstelle
der Fock-Matrix (2.14) tritt die modifizierte Form








fC d~r . (2.28)
Die Austausch- und die Korrelationsenergiedichte fX und fC sind gegeben durch
EX =
∫
fX d~r und EC =
∫
fC d~r ; (2.29)
analog lässt sich eine Energiedichte fHFX für den Hartree-Fock-Austausch definieren. Im Folgen-
den werden diese Energiedichten zu einer zusammengefasst,
fXC = −cXfHFX + (1− cX)fX + fC . (2.30)
2.3 NMR-Kopplungskonstanten – nichtrelativistisch
2.3.1 Definition
Der reduzierte Spin-Spin-Kopplungstensor K ist definiert als die zweite Ableitung der elek-























und analog für die ersten Ableitungen und die Dichtematrix P. Die Indizes u und v stehen für
die kartesischen Koordinaten x, y, z.
Die einzelnen Tensorelemente variieren je nach Orientierung des Moleküls im Raum, doch


























)2 − 3(K isoMN)2) , (2.34)
sind von der Orientierung unabhängig und stellen physikalische Observablen dar. In NMR-
Experimenten wird der indirekte Spin-Spin-Kopplungstensor J erhalten. Er ergibt sich durch








Die Größen J isoMN und J
anis




MN . Am häufigsten wird die
Spin-Spin-Kopplungskonstante (SSCC) J isoMN angegeben.
2.3.2 Ramseys Theorie
Im Rahmen nichtrelativistischer Rechnungen lassen sich SSCCs störungstheoretisch beschrei-
ben. Die dafür notwendigen Beiträge hat Ramsey bereits 1953 angegeben. [73] Durch die magne-
tischen Momente der Kerne ergeben sich bei Abwesenheit externer Felder die Zusatzterme






































δ(~riI)~si · ~mI , (2.39)
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zum Hamilton-Operator. Hierbei wurde für das bohrsche Magneton β der Wert 1
2
eingesetzt, die
gyromagnetischen Verhältnisse wurden weggelassen und die Formeln wurden in atomaren Gauß-
Einheiten ausgedrückt, in Übereinstimmung mit dem Rest dieser Arbeit. Der Index i läuft über
alle Elektronen, die Indizes I und J über alle Kerne. ~si bezeichnet den Spin des Elektrons i,
δ(~r) die Dirac’sche Delta-Distribution. Die Terme sind hier mit ihren heutzutage gebräuchlichen
Bezeichnungen versehen. Die ersten beiden Terme, der paramagnetische (PSO) und diamagne-
tische (DSO) Spin–Orbit-Beitrag, waren Ramsey bereits aus der Theorie der chemischen Ab-
schirmung bekannt. [74,75] Der Spin–Dipol-Term (SD) ist analog zur klassischen Wechselwirkung
zweier magnetischer Dipole, dem eines Elektrons (~si) mit dem eines Kerns (~mI). Der Fermi-
Kontakt-Term (FC) wurde von Ramsey als Zusatzbeitrag zum SD-Term beschrieben. Es ist
aus Beobachtungen der Hyperfeinstruktur bekannt, dass der Beitrag von S-Zuständen nicht
verschwindet. [76,77] Der letzte Term stellt die direkte Wechselwirkung zwischen den magneti-
schen Momenten der Kerne dar. Er liefert keinen Beitrag zur elektrischen Energie und trägt
nicht zur Kopplungskonstante bei (der resultierende Tensor ist spurlos), weswegen er oftmals
ignoriert wird. [78] Die anderen vier Beiträge sind über die Elektronen vermittelt, daher muss
man korrekterweise vom indirekten Spin–Spin-Kopplungstensor sprechen.








































Beiträge, die sich formal aus unterschiedlichen Spinzuständen des Elektrons ergeben, sind mit
dem Superskript w unterschieden.
2.4 Vierkomponentige Quantenchemie
2.4.1 Grundlegendes
Die Schrödinger-Gleichung liefert für leichte Elemente gute Übereinstimmung mit experimentel-
len Daten, berücksichtigt jedoch keine relativistischen Effekte. Diese können mittels der Dirac-
Gleichung, [79,80] die für ein freies Teilchen in ihrer zeitunabhängigen Form(
c~α · ~p+ βc2
)
|Ψ〉 = E |Ψ〉 (2.45)
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lautet, [81] inkorporiert werden. c ist die Lichtgeschwindigkeit im Vakuum. Die Wellenfunkti-
on |Ψ〉 ist ein Vektor, der aus vier Komponenten besteht. Man spricht daher auch von einer







für u = x, y, z (2.46)

















Für β wird oft die Form
β =
(
0 2 0 2
0 2 −2 12
)
(2.48)
mit der zweikomponentigen (2c) Nullmatrix 0 2 und Einheitsmatrix 12 gewählt, damit das
Energiespektrum mit nichtrelativistischen Rechnungen übereinstimmt (ansonsten wäre es um
c2, die Ruheenergie des Elektrons, verschoben). Dieser Sachverhalt ist in Abb. 2.1 illustriert.
Aus Übersichtlichkeitsgründen werden Matrizen und Operatoren als S im 4c-Raum (wenn
sie nicht durch griechische Buchstaben dargestellt werden), als S im 2c-Raum und als S im
einkomponentigen (1c) Raum dargestellt. Letzterer ist aus den vorhergehenden Abschnitten
bekannt.
Für ein Mehrteilchensystem treten Coulomb-Wechselwirkungen zwischen den Teilchen auf.
Diese Gaunt- [82] bzw. Breit-Terme [83–85] sind für chemische Anwendungen praktisch nicht rele-
vant [86] und werden daher nicht berücksichtigt. In der Born-Oppenheimer-Näherung lässt sich












schreiben. Zunächst sollen die Kerne im Einteilchenoperator















als punktförmige Ladungen angenommen werden.
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Abbildung 2.1: Schematische Darstellung der elektronischen Zustände eines wasserstoffähnlichen
Atoms. Waagrechte Linien versinnbildlichen gebundene Zustände, die grauen Bereiche Kontinua von
rechnerisch erhaltenen Zuständen. Links: Mit der Dirac-Gleichung erhaltene Lösungen. Der große
Abstand zum Nullpunkt der Energieskala entspricht der Ruheenergie des Elektrons. Mitte: Die glei-
chen Ergebnisse, aber mit einer verschobenen Energieskala gemäß der Definition in Gl. (2.48), um sie
mit den nichtrelativistischen Rechnungen in Übereinstimmung zu bringen. Rechts: Die Zustände, wie
sie aus der Lösung der nichtrelativistischen Schrödingergleichung erhalten werden. Es werden keine
positronischen Zustände erhalten.
Bei der Lösung der Dirac-Gleichung für chemische Systeme werden zwei Gruppen von Ener-
gieniveaus erhalten, die um 2c2 getrennt sind (vgl. Abb. 2.1). [87] Die Energien um −2c2 sind
nach unten hin nicht beschränkt, eine Variationsrechnung im kompletten Raum würde also zum
Kollaps der Wellenfunktion führen. [88–90] Der Raum der negativen Energien ist chemisch nicht
relevant, daher ist es naheliegend, die beiden Unterräume zu entkoppeln. Für chemische Fra-
gestellungen genügt es, einen zweikomponentigen (sogenannten „quasirelativistischen“) Ansatz
zu wählen. Da der Einelektronen-Dirac-Hamilton-Operator in (2× 2)-Blöcken vorliegt,
hD =
(
V c~σ · ~p
c~σ · ~p V − 2c2 12
)
. (2.52)
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Die Bezeichner L und S stehen hierbei für large und small. Die Namen verweisen auf ihre
relative Größe bei geringen Kernladungszahlen. [45]
Um den korrekten nichtrelativistischen Grenzfall in Abwesenheit magnetischer Felder zu
erhalten und um die variationelle Stabilität sicherzustellen, muss zwischen der small - und der
large-Komponente der Zusammenhang∣∣∣ΨS〉 = ~σ · ~p
2c
∣∣∣ΨL〉 . (2.54)
gelten. In dieser restricted kinetic balance condition (RKB) können dieselben Basisfunktionen
für die Spinoren (Einelektronen-Wellenfunktionen) der large- und der small -Komponente ver-
wendet werden, ∣∣∣ψLq 〉 = (CL)µq |µ〉 , (2.55)∣∣∣ψSq〉 = (CS)µq ~σ · ~p2c |µ〉 , (2.56)
wenn auch mit unterschiedlichen Koeffizienten. Da beide Komponenten sowohl zu den Lösungen
positiver als auch zu den Lösungen negativer Energie beitragen, werden die Koeffizienten in einer
(4× 4)-Matrix C gesammelt.

































Hierbei ist zu beachten, dass es sich um (4 × 4)-Matrizen handelt, die aus den angegeben



















Die 1c-Matrizen sind reell und aus dem nichtrelativistischen Teil bekannt,
Sµν = 〈µ|ν〉 , Tµν =
1
2
〈µ|p̂2|ν〉 , Vµν = 〈µ|V̂Ne|ν〉 . (2.61)
W ist das sogenannte relativistisch-modifizierte Potential,
W µν = 〈µ|(~σ · ~p)V̂Ne(~σ · ~p)|ν〉 . (2.62)
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Gl. (2.57) kann kompakt mit 4c-Größen geschrieben werden,
DC = MCE . (2.63)
Die Dirac-Matrix D und die Metrik M sind durch obige Gleichung definiert. Die Matrix der
Energieeigenwerte E ist diagonal.
2.4.2 NMR-Kopplungskonstanten – relativistisch
Die magnetischen Momente der Kerne erzeugen ein Magnetfeld, das im Dirac-Hamilton-Ope-
rator durch Modifikation des Impulsoperators berücksichtigt wird. Der kanonische Impuls wird
um das Vektorpotential ergänzt, [91]





Magnetische Größen werden in atomaren Einheiten, die auf Gauß-Einheiten basieren, angege-




, ~rM = ~r − ~RM (2.65)
gegeben.
Ersetzt man in Gl. (2.54) ~p durch ~π, erhält man die restricted magnetic balance condition
(RMB), ∣∣∣ΨS〉 = ~σ · ~π
2c
∣∣∣ΨL〉 . (2.66)
Zur Berechnung der Ableitungen in Gl. (2.31) werden die Ableitungen der Dirac-Matrix
benötigt. Die dabei auftretenden Terme werden sowohl für RKB als auch für RMB im Folgenden
untersucht.
2.4.2.1 Restricted kinetic balance condition














〈µ|~σ · ~π|~σ · ~pν〉 (2.68)
gehen die magnetischen Momente ein. (Aus Gründen der Implementierung wird mit Π † anstatt
Π gearbeitet.) Es ist von Vorteil, Π † mittels der Dirac-Identität, [79]
(~σ · ~P ) · (~σ · ~Q) = ~P ~Q12 + i~σ · (~P × ~Q) für beliebige Operatoren ~P und ~Q, (2.69)
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〈µ|~π · ~p|ν〉12 +
1
2
〈µ|i~σ · (~π× ~p)|ν〉 . (2.70)






















Der erste, spinunabhängige Term entspricht dem paramagnetischen Spin–Orbit-Beitrag (PSO)
aus Ramseys Theorie. [73] Der spinabhängige Teil liefert im nicht-relativistischen Grenzfall die
Fermi-Kontakt- und Spin–Dipol-Terme, wie in Abschnitt 2.5.4 ausgeführt wird.
Die zweiten Ableitungen von Π † und damit der gesamten Dirac-Matrix verschwinden in
RKB.
2.4.2.2 Restricted magnetic balance condition
In der RMB hängen alle Größen außer V und S quadratisch von ~π und damit vom Magnetfeld












〈~σ · ~πµ|~σ · ~πν〉 = Π †µν , (2.74)
W µν = 〈µ|(~σ · ~π)V̂Ne(~σ · ~π)|ν〉 . (2.75)




〈µ|~π · ~π|ν〉12 +
1
2
〈µ|i~σ · (~π× ~π)|ν〉 . (2.76)
Da die in ~π enthaltene Ableitung nicht mit dem Vektorpotential ~A, welches ~r enthält, kommu-
















Hierbei wurde berücksichtigt, dass ~p und ~r im Kreuzprodukt ~π×~rM vertauscht werden können.
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was in Ramseys Theorie [73] als diamagnetischer Spin–Orbit-Beitrag bekannt ist. Der spinab-









































Im Vergleich zu Gl. (2.71) ergeben sich zusätzliche Terme, in denen die Reihenfolge von ~rM und









































geschrieben werden. Dies ist die Form, die in Ref. 92 (dort Gl. (30); der zusätzliche Faktor c
resultiert aus der Verwendung eines anderen Einheitensystems) auftritt. Die zweite Ableitung
des spinabhängigen Beitrags müsste von einem Term der Form ~A× ~A in Gl. (2.76) kommen,
dieses Kreuzprodukt verschwindet jedoch offensichtlich.
Das relativistisch-modifizierte Potential liefert einen ähnlichen Beitrag wie der generalisier-
te Impuls. Jedoch ist das zusätzliche Auftreten des Potentialoperators V̂Ne, der nicht mit ~p
kommutiert, zu berücksichtigen,
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wobei der spinfreie Term im Gegensatz zur Ableitung von Π † nicht zusammengefasst werden

















verschwindet der spinabhängige Teil.
Die RMB erzeugt diamagnetische Terme (proportional zu A2) und liefert den korrekten
nichtrelativistischen Grenzfall in Gegenwart von Magnetfeldern. Die Berechnung der Ableitun-
gen von W ist jedoch mit erheblichen Schwierigkeiten verbunden, da divergente Terme auftre-
ten. [92] Das Weglassen dieser Terme in der RMB führt zu unbrauchbaren Ergebnissen. [92] Es
wurde daher nur die RKB implementiert, was eine gute Näherung auch bei leichten Elementen
darstellt. [92–97]
In der RMB liefert außerdem die Ableitung der Metrik M einen Beitrag. Im folgenden




Aufgrund der (2×2)-Struktur der Dirac-Gleichung gilt zwischen small - und large-Komponente
der Zusammenhang [81] ∣∣∣ΨS〉 = X ∣∣∣ΨL〉 . (2.87)
X ist eine (2 × 2)-Matrix, die energieunabhängig sein soll und die es zu bestimmen gilt. Mit
ihr kann eine unitäre Matrix [98]
U =
(
U LL U LS
U SL U SS
)
=





















Damit lassen sich die Energieunterräume trennen. Es sei angemerkt, dass wie in der Litera-
tur verbreitet erst der positive Energieunterraum aufgeführt wird, abweichend von Gl. (2.57).
Der negative Energieunterraum ist für chemische Fragestellungen nicht relevant und wird da-
her entkoppelt. Für die Untersuchung des positiven Energieunterraums ist ein 2c-Formalismus
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mit den Renormierungsmatrizen R und R′ der elektronischen bzw. positronischen Zustände.














wobei die Dirac-Matrix hier so allgemein gehalten wird, dass sie für RKB und RMB gültig ist.
Für diese Entkopplung gibt es verschiedene Ansätze; [100–102] in dieser Arbeit wird das X2C-
Schema [50–57] (exact two component) verwendet. Dabei wird X aus den Eigenvektoren der Dirac-
Matrix bestimmt,




Die sogenannte NESC-Matrix (normalized elimination of the small component) [103–106] ist durch
L = V + X †Π + Π †X −X †TX + 1
4c2
X †W X (2.93)




S̃ = S +
1
2c2
X †TX , (2.95)





S 1/2 , (2.96)
womit sich
h+ = R†LR (2.97)
ergibt. Die Matrixelemente der unitären Matrix können dann mithilfe dieser Matrizen ausge-
drückt werden,
U LL = R , (2.98)
U SL = X R . (2.99)
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2.5.2 Ableitungen der X2C-Energie nach äußeren Parametern
Gemäß Gl. (2.31) sind die Ableitungen der Einelektronenmatrix h+ notwendig und damit neben
den in Abschnitt 2.4.2 diskutierten Matrixelementen außerdem die ersten beiden Ableitungen
von R, L und X . Bei Verwendung der RKB verschwinden manche dieser Beiträge oder werden
nicht benötigt. Die folgende Herleitung folgt im Wesentlichen Ref. 35 und 107.
Für die ersten Ableitungen gelten gemäß der Produktregel
(h+)Mu = (R
†)Mu LR + R




†)Mu Π + X
†ΠMu + (Π




































Das Inverse der Koeffizientenmatrix (C+L )
−1 kann mittels der Normierungsbedingung der 4c-
Wellenfunktion,
(C+L )
†S̃C+L = 12 (2.103)











ergibt. Die hierfür benötigten gestörten Koeffizienten werden durch die Einelektronen-Antwort
erhalten (siehe Abschnitt 2.5.3).
Die Ableitung von Gl. (2.94) führt mit
(S−1)Mu = −S−1SMu S−1 (2.105)
auf den Spezialfall einer Sylvester-Gleichung,









die mittels Eigenwertzerlegung gelöst werden kann, um die abgeleitete Renormierungsmatrix zu
erhalten. [107] Die Ableitungen von S̃ werden durch Anwenden der Produktregel auf Gl. (2.95)
erhalten.
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Für die zweiten Ableitungen gelten analog
(h+)M,Nu,v = (R
†)M,Nu,v LR + (R
†)Mu L
N






u R + R




























































































RM,Nu,v wird analog zur ersten Ableitung aus der Sylvester-Gleichung




S)M,Nu,v −RMu RNv −RMv RMu (2.109)





u,v −XNv (C+L )
M
u −XMu (C+L )
N






sind die doppelt gestörten Koeffizienten nötig, deren Berechnung im folgenden Abschnitt erläu-
tert wird.
2.5.3 Einelektronen-Antwortgleichungen
Für die gestörten Koeffizienten wird angenommen, dass sie sich als Linearkombination der






Wie aus Gl. (2.104) ersichtlich, werden nur die gestörten Koeffizienten des positiven Energie-
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D, M und E sowie deren Ableitungen werden analog aufgeteilt. Das Einsetzen dieses Ansatzes











Wegen C+S −X C
+
L = 0 2 verschwindet der Beitrag von (U
++)Mu , es wird nur der Block (U
−+)Mu
benötigt.
Die Matrixelemente der Transformationsmatrix werden ausgehend von den Ableitungen der
Dirac-Gleichung erhalten. Dies erfolgt am zweckmäßigsten in der Eigenbasis der ungestörten
Lösung,
D̃ = C†DC = E , (2.114)
M̃ = C†MC = 1 . (2.115)



























u = 0 , (2.117)
wobei M̃Mu durch den zweiten Term in Gl. (2.116) gegeben ist. Die Indizes p, q, r, s, t stehen für







































gegeben. Hierbei wurde (E−+)Mu = 0 angenommen.
[35] p und q durchlaufen in Gl. (2.120) nur
den jeweiligen Energieunterraum. Um die gestörten Koeffizienten der Wellenfunktion zu finden,
sind im Rahmen des coupled-perturbed-Hartree–Fock - oder coupled-perturbed-Kohn–Sham-Ver-
fahrens analoge Gleichungen zu lösen. [108] In diesen Fällen hängt der gestörte Fock-Operator von
den gestörten Koeffizienten ab, daher tut ein iteratives Verfahren not. Im vorliegenden Fall ist
nur die Einelektronen-Dirac-Matrix involviert und es wird ein ungekoppeltes Gleichungssystem
erhalten, das direkt gelöst werden kann.
22
Kapitel 2. Theorie 2.5. Exact-Two-Component-Ansatz (X2C)










−+)M,Nu,v −X C−L (U
−+)M,Nu,v −XNv C−L (U
−+)Mu
−XNv C+L (U
++)Mu −XMu C−L (U









(U −+)M,Nu,v − (U −+)Nv (C+L )
†S̃C−L (U
−+)Mu − (U −+)Nv (U ++)Mu
−(U −+)Mu (C+L )
†S̃C−L (U





Es wird nur der Negativ-Positiv-Block von UM,Nu,v benötigt. Aus Gl. (2.115) folgt






















































ergibt, was durch Ersetzen von (U†)M,Nu,v gemäß Gl. (2.123) zu
U
M,N































umgestellt werden kann. Dies kann unter Zuhilfenahme von Gl. (2.117) als
U
M,N






































= D̃M,Nu,v − M̃M,Nu,v E+ (U†)Mu (D̃Nv − M̃Nv E) + (U†)Nv (D̃Mu − M̃Mu E)







u E−UMu EUNv −UNv EUMu
(2.127)
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geschrieben werden. Dies ist die Form, die sich häufig in der Literatur findet, siehe zum Beispiel
Ref. 35 oder 109. In der erstmaligen Formulierung [110] der zweiten Ableitungen war noch eine
andere Form gewählt worden, die die ersten Ableitungen der Orbitalenergien beinhaltete. Die







































































































































































































































































Hierbei stehen p und r für Spinoren des negativen Energieunterraums, q und s für Spinoren des
positiven Energieunterraums.

















Für die Diagonalblöcke würde dieser Ausdruck zu numerischen Instabilitäten führen. Stattdes-
sen wird angenommen, dass sie hermitesch sind. Dann folgt aus Gl. (2.117)












Damit stehen alle Beiträge, die für die ersten beiden Ableitungen von X benötigt werden, zur
Verfügung.
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2.5.4 Nichtrelativistischer Grenzfall der NMR-Kopplungskonstanten
Der nichtrelativistische Grenzfall wird formal durch c → ∞ erreicht. Der Faktor c im kanoni-
schen Impuls, Gl. (2.64), folgt aus dem verwendeten Einheitensystem und bleibt unverändert.
Es ergeben sich X = 12 und R = 12
[111] und die Ableitungen dieser Matrizen verschwinden.












†)M,Nu,v −TM,Nu,v . (2.133)








sie entspricht damit dem DSO-Term aus Ramseys Theorie. Analog lässt sich der spinfreie Bei-


















umgeformt. Hierbei wurde der Ableitungsoperator in ~p als distributionelle Ableitung aufgefasst,
da der Ausdruck an der Stelle ~rM = 0 singulär wird.
[112,113] Dadurch werden zusätzliche Terme












































Hierbei wurde die Einsteinsche Summenkonvention genutzt, mit der δvv = 3 gilt. Betrachtet
man in Gl. (2.139) nur die w-Komponente des Spinmatrizenvektors ~σ und berücksichtigt ~s =
25
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1
2
~σ, erhält man unmittelbar die Summe aus FC- und SD-Term, wie bei der Berechnung der
Hyperfeinkopplung. [114,115] Es werden alle vier Terme aus Ramseys Theorie erhalten, diese stellt
also den nichtrelativistischen Grenzfall bei Verwendung der RMB dar.
In der RKB verschwinden in Gl. (2.132) und (2.133) alle zweiten Ableitungen sowie TMu . Die
Summe der verbleibenden Terme ist, wie beim Vergleich des spinbhängigen Teils in Gl. (2.71)












und bildet somit eine hermitesche Matrix. Die Ausdrücke für den PSO-, den FC- und den SD-
Term im nichtrelativistischen Limit sind daher identisch zur RMB, der DSO-Term wird nicht
erhalten. Die Terme aus Gl. (2.107) liefern jedoch in der Praxis auch unter Verwendung der re-
stricted kinetic balance condition eine hervorragende Übereinstimmung mit nichtrelativistischen
Rechnungen an Molekülen mit leichten Atomen. [92–97]
2.5.5 Picture-Change Correction
Die Entkopplung der zweiten Ableitungen ist ein aufwändiger Schritt. Es ist daher naheliegend
zu versuchen, den Beitrag des DSO-Terms durch Anwenden des aus Ramseys Theorie bekann-
ten Operators auf die erhaltene zweikomponentige Wellenfunktion zu berechnen. Hierbei wer-
den jedoch das zweikomponentige Schrödinger-Bild, dessen Elektronendichte verwendet werden
würde, und das vierkomponentige Dirac-Bild, aus dem der Operator stammt, vermischt, [116,117]
was zum sogenannten Picture-Change Error führt. [99] Dieser kann mittels der Picture-Change
Correction (PCC) verringert werden, indem die Dichte oder – äquivalent dazu – der Operator
ins jeweils andere Bild transformiert werden, [118,119]
QPCC = 〈UΨbd|Q|UΨbd〉 = 〈Ψbd|U†QU|Ψbd〉 , (2.141)
für einen allgemeinen Operator Q und die Wellenfunktion Ψbd in der unitär transformierten,
blockdiagonalen Basis.
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2.6 Modell endlich ausgedehnter Atomkerne
Bislang wurden die Atomkerne als punktförmig angenommen. Dies ist für kleine Atome eine
gute Näherung, führt bei größeren Kernen mit höherer Kernladungszahl jedoch zu Singula-
ritäten. [120,121] Die Wellenfunktion in Kernnähe kann durch die in dieser Arbeit verwendeten
Gauß-Funktionen (siehe Abschnitt 3.1) dann nicht mehr geeignet beschrieben werden. Abhilfe
schafft das Modell endlich ausgedehnter Atomkerne, in dem die Kernladung nicht in einem
Punkt konzentriert ist, sondern gemäß einer Funktion wM(~R) verteilt ist. Verschiedene Model-
le [122,123] wurden vorgeschlagen, von denen sich die Gauß-Verteilung aus technischen Gründen


















Der sogenannte root-mean-square-Radius ist durch√〈
ρ2M
〉
= 0.836 fm · A1/3M + 0.570 fm (2.146)
gegeben. [125] AM ist die Massenzahl der Kerns M , also die Summe aus Protonen- und Neu-
tronenzahl. Um unabhängig vom konkreten Isotop zu sein, wird in Turbomole eine mittlere
Massenzahl (gewichtet nach relativer Häufigkeit) verwendet. Die geänderte Form der Kernla-
















)3/2 ∫ exp(−ζM(~R− ~RM)2)
r −R
d~R (2.148)
lautet, und damit die 2c-Größen V und W , sondern auch das Vektorpotential ~A, welches
allgemein als [126,127]
~AM = ~mM × ~∇MGM (2.149)
geschrieben werden muss. ~∇M bezeichnet die Ableitung nach den Koordinaten des Kerns M .
Das bislang betrachtete Punktladungsmodell ergibt sich durch die Wahl
wM(~R) = ZMδ(~R− ~RM) (2.150)
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bzw. den Grenzfall ζ → ∞ der gaußförmigen Ladungsverteilung in Gl. (2.144). In diesem Fall














gilt, wird die in Gl. (2.65) angegebene Definition des Vektorpotentials erhalten. Die Ableitungen
bei Verwendung eines Modells endlich ausgedehnter Atomkerne werden analog zum Punktla-
dungsmodell erhalten, entsprechend einer Ersetzung
~rM
r3M
→ ~∇MGM . (2.153)
2.7 Zweielektronen-Antwortgleichungen
Das bisherige Augenmerk galt den ersten beiden Ableitungen des (Einelektronen-)Hamilton-
Operators bzw. dessen Matrixelementen hMu . In Gl. (2.31) wird jedoch auch die erste Ableitung
der Wellenfunktion (also die Antwort auf die Störung durch die magnetischen Momente) in
Form der abgeleiteten Dichtematrix PMu benötigt. Ihre Berechnung im Rahmen der sogenannten
Antworttheorie sollen in diesem Abschnitt hergeleitet werden.
Die Energie wird in Abhängigkeit aller magnetischen Momente mM und (formal) Parame-
tern κ geschrieben. Diese Parameter charakterisieren die Wellenfunktion und können ihrerseits
von denmM abhängen. Es ergibt sich dann E = E[mM ,Ψ(κ)], was bei Verwendung einer Slater-
Determinante als E = E[mM , φi(κ)] bzw. E = E[mM ,P(κ)] mit den MOs φi und der Dichte-
matrix P ausgedrückt werden kann. Die ungestörte Wellenfunktion wird durch κ0 festgelegt;





= 0 . (2.154)
Für die zweite Ableitung der Energie nach den magnetischen Momenten, also dem reduzierten
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Diese Gleichung wird meist in Matrixform als
Gλ = −R . (2.157)
geschrieben. Die rechte Seite entspricht den Ableitungen des Hamiltonoperators, R = hNv . Die
HessematrixG ist ebenfalls bekannt (siehe unten). Aus dieser Gleichung kann also die „Antwort“
der Wellenfunktionsparameter λ auf die „Störung“ durch die mN,v berechnet werden und damit
die Antwort der MOs bzw. der Dichtematrix.













schreiben, wobei die Elemente der elektronischen Hessematrix dieselben wie bei zeitabhängiger
DFT sind. [130] Sie sind durch
Aia,jb = (εa − εi)δijδab + Cia,jb , (2.159)
Bia,jb = Cia,bj (2.160)
mit
Cia,jb = 〈ib|aj〉+ 〈ib|fXC|aj〉 (2.161)
gegeben. [131–136] a und b bezeichnen hier die nvirt virtuellen, i und j die nocc besetzten Spinoren.
εp ist die Energie des (besetzten oder virtuellen) Spinors p. Die Schreibweise Cia,jb bedeutet,
dass es sich bei C um eine Matrix mit nocc · nvirt Reihen und ebenso vielen Spalten handelt; ia
fungiert als ein kombinierter Index.
Diese Matrizen können in einen Singulett- (s) und einen Triplett-Teil (t) aufgespalten wer-
den, wie bei der Untersuchung von Instabilitäten der Wellenfunktion, [137–139]
Asia,jb = (εa − εi)δijδab + 2 〈ib|aj〉+ 〈ib|fXC|ja〉 , (2.162a)
Atia,jb = (εa − εi)δijδab + 〈ib|fXC|ja〉 , (2.162b)
Bsia,jb = 2 〈ij|ab〉+ 〈ij|fXC|ba〉 , (2.162c)
Btia,jb = 〈ij|fXC|ba〉 . (2.162d)
Bei den Triplett-Matrizen wurde s(i) 6= s(a) angenommen (hier bezeichne s(p) den Spin des
Spinorbitals p), was nur für s(j) 6= s(b) zu von null verschiedenen Ergebnissen führt; bei den
Singulett-Matrizen entsprechend s(i) = s(a) und damit s(j) = s(b). Eine solche Aufteilung ist
auch bei der nichtrelativistischen Betrachtung von SSCCs vorteilhaft, da dann Singulett- und
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Triplett-Operatoren getrennt betrachtet werden können. [140,141] Weiterhin können durch Bilden










ia,jb = (εa − εi)δijδab + 〈ib|fXC|ja〉+ 〈ij|fXC|ba〉+ 4 〈ib|aj〉 , (2.163b)
Gitia,jb = A
t
ia,jb −Btia,jb = (εa − εi)δijδab − cX 〈ib|ja〉+ cX 〈ij|ba〉 , (2.163c)
Gisia,jb = A
s
ia,jb −Bsia,jb = (εa − εi)δijδab − cX 〈ib|ja〉+ cX 〈ij|ba〉 . (2.163d)
Es sei darauf hingewiesen, dass in Ref. 140 die Rollen von A + B und A − B vertauscht
worden sind. Die beiden imaginären Linearkombinationen sind identisch und enthalten keinen
Beitrag des Austauschkorrelationsfunktionals, wohl aber des Hartree-Fock-Austauschs (skaliert
mit cX). Die beiden reellen Linearkombinationen unterscheiden sich in den Beiträgen des Aus-
tauschkorrelationsfunktionals und im Coulomb-Term, der nur in Grs vorkommt. Auf die genaue
Form von fXC wird hier nicht eingegangen; die sich ergebenden Terme sind in der Literatur be-
kannt. [78,131,132,135,136,142]

















jb = −Risia . (2.164d)
Die entsprechenden Linearkombinationen der rechten Seite ~P ± ~P ∗ (also Real- und Imaginärteil
von ~P ) und der Lösungsvektoren ~X ± ~Y wurden hierbei als ~R und ~λ abgekürzt. Die in den
Gl. (2.41), (2.43) und (2.44) angegebenen Matrixelemente sind reell und haben Triplettcharakter
(FC, SD) oder sind imaginär und haben Singulettcharakter (PSO). Nach Transformation in die
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berechnen. [78] Offensichtlich treten FC/SD-Kreuzterme auf.
Um den reduzierten Kopplungstensor zu berechnen, sind zunächst die rechten Seiten ge-
mäß Gl. (2.165) zu bestimmen, also die ersten Ableitungen des Hamilton-Operators in der Ma-
trixdarstellung zu berechnen. Mit der Hessematrix aus Gl. (2.163) können dann die Gl. (2.164a)
und (2.164d) gelöst werden. Aufgrund der schieren Größe von G erfolgt dies nicht durch Dia-
gonalisierung, sondern mittels einer Davidson-Prozedur; [143] dies wird in Abschnitt 4.5 weiter
ausgeführt. Die nun erhaltenen λ werden gemäß Gl. (2.166) mit den R multipliziert. Ferner
sind die zweiten Ableitungen des Hamilton-Operators, (hDSO)M,Nu,v , zu bestimmen.










In diesem Fall werden keine Linearkombinationen vonA undB gebildet. [144] Aufgrund der Spin-
Bahn-Kopplung kann die PSO-Antwort nun mit der FC- und der SD-Störung in Wechselwirkung
treten.




• Als Vektoren mit den Elementen ia. In diesem Fall können die Summen über jb und ia in
den Gl. (2.164) und (2.166) bzw. (2.167) als Matrix-Vektor- oder Vektor-Vektor-Produkte
aufgefasst werden.
• Als (3×3)-Matrizen mit den kartesischen Komponenten u bzw. v und den Spinzuständen
w. Hierbei macht die Summe über w in Gl. (2.166) deutlich, dass Störung und Antwort der
Wellenfunktion die gleiche Symmetrie besitzen müssen. Dies ist durch die mathematische
Form der Gleichungen gegeben, ohne dass der Spin in den Rechnungen berücksichtigt
werden muss.
• Als ungeordnete Mengen mit neun Elementen uw bzw. vw. Dies macht deutlich, dass für
jedes dieser Elemente ein Gleichungssystem zu lösen ist, das von den anderen unabhängig
ist. Auch ein Zusammenfassen der Größen über alle Atome ist in dieser Interpretation
denkbar.
Bei λisMu,ia und R
is
Nv,ia liegen in den letzten beiden Fällen natürlich Vektoren/Mengen mit nur
drei Komponenten vor. In dieser Arbeit wird diejenige Interpretation und Notation gewählt,
die die jeweilige Verwendung am besten widerspiegelt.
Abschließend sei noch angemerkt, dass die Kopplungskonstante auch über einen sum-over-
states-Ansatz berechnet werden kann, [73,78,128,129,145] wie von Ramsey ursprünglich vorgeschla-
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gen,
KM,Nu,v = 〈0|(ĥDSO)M,Nu,v |0〉 − 2
∑
is 6=0











Neben dem bereits bekannten DSO-Term als Erwartungswert über den Grundzustand |0〉 treten
Matrixelemente zwischen dem Grundzustand und angeregten Zuständen auf. Wie bereits oben
gesehen verknüpft der Singulett-Operator ĥPSO den Grundzustand mit angeregten Singulettzu-
ständen (beschrieben durch is), der SD- und der FC-Operator verknüpfen den Grundzustand
mit Triplettzuständen it. Im Fall der Triplettanregungen erfolgt außerdem noch eine Summe
über die Komponenten des Spins, w ∈ {x, y, z}. Der sum-over-states-Ansatz erfordert jedoch
Kenntnis aller angeregten Singulett- und Triplett-Zustände, was in der Praxis kaum zu realisie-






Im vorhergehenden Kapitel wurde die Entwicklung der Wellenfunktion bzw. der Molekülor-
bitale (MOs) in Basisfunktionen, auch Atomorbitale (AOs) genannt, angesprochen. Dies ist
notwendig, da im Allgemeinen keine funktionale Form der MOs angegeben werden kann. Sie
werden daher als Linearkombination von AOs dargestellt, was bei Verwendung eines vollstän-
digen Satzes von Basisfunktionen exakt ist. In der Praxis ist man jedoch auf eine endliche
Anzahl von Basisfunktionen beschränkt. Die Herausforderung ist es nun, mit möglichst wenig
Basisfunktionen die Wellenfunktion so gut wie möglich zu repräsentieren. Hierfür haben sich
atomzentrierte Gauß-Funktionen als vorteilhaft erwiesen. Sie haben in kartesischer Darstellung
die Form
φRiαi,li,mi,ni(~r) = N(x− xi)





Hierbei ist Ri = (xi, yi, zi)
T der Ort des Atoms, an dem die Basisfunktion zentriert ist. αi ist ein
Exponent, der angibt, wie steil die Basisfunktion abfällt. Die Summe Li = li +mi + ni gibt die
Art der Basisfunktion an. L = 0 ergibt eine s-artige Basisfunktion, die sphärisch symmetrisch
ist. Mit L = 1 gibt es drei Möglichkeiten (es gilt stets li,mi, ni ≥ 0), Funktionen zu generieren.
Dieser Satz weist die gleiche Symmetrie wie p-Orbitale auf. N ist ein Normierungsfaktor, der
〈φ|φ〉 = 1 garantiert.
Zwar haben Gauß-Funktionen bei der Integralauswertung einige Vorteile, doch ist schon die
Beschreibung des einfachsten Falls – eines Wasserstoffatoms – mit Schwierigkeiten verbunden.
Die exakte Lösung dieses Systems kann in sehr guter Näherung durch eine Slater-Funktion
exp(−|r −Ri|) wiedergegeben werden. Der in Gl. (3.1) angegebene Ansatz fällt jedoch bei zu-
nehmender Entfernung von Kernort zu schnell ab und kann die Diskontinuität am Atomkern
(Cusp) nicht nachbilden. Ein Ausweg besteht darin, mehrere Gauß-Funktionen mit festen Ko-
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Die in Gl. (3.1) angegebenen φi werden zur Unterscheidung „primitive Basisfunktionen“ ge-
nannt. Eine solche Kontraktion ermöglicht nicht nur enorme Einsparungen bei der Rechenzeit,
sondern verbessert in vielen Fällen auch die Konvergenz. Meistens werden Basisfunktionen, die
die inneren Orbitale beschreiben, kontrahiert, da sich die Gestalt in verschiedenen Umgebun-
gen nur geringfügig ändert und sie für viele chemische Fragestellungen keine Rolle spielen. Der
Verlust an Flexibilität durch Fixierung der Faktoren aµi fällt dann kaum ins Gewicht.
Chemische Eigenschaften wie zum Beispiel Bindungsenergien hängen hauptsächlich von den
Valenzelektronen ab. Eine genaue Beschreibung von Valenzorbitalen ist also wünschenswert.
Eine Minimalbasis, die nur die besetzten Orbitale umfasst (für Kohlenstoff wären das eine Ba-
sisfunktion für 1s, eine für 2s und ein Satz von drei Funktionen mit identischen Exponenten
für 2p – jeweils kontrahiert), ist hierfür jedoch nicht ausreichend. Beispielsweise müssten mit
den gleichen p-Funktionen verschiedene Arten von Bindungen beschrieben werden. [146] Die Be-
schreibung kann verbessert werden, wenn die Anzahl der Basisfunktionen zur Beschreibung
der Valenzorbitale verdoppelt wird. Dies wird als double-ζ-valence-Basissatz oder split-valence-
Basissatz bezeichnet. Durch Verdrei- bzw. Vervierfachung erhält man analog die triple-ζ- und
quadruple-ζ-valence-Basissätze. Diese Klassifizierung kann als Maß für die Güte des Basissat-
zes angesehen werden. Der Zusatz „valence“ wird oft weggelassen. Eine weitere Verbesserung
der Beschreibung von Bindungen kann durch den Einsatz von Polarisationsfunktionen erhal-
ten werden. Diese besitzen höhere Bahndrehimpulsquantenzahlen, für Kohlenstoff wird in der
double-ζ-Basis üblicherweise eine d-Funktion, in der triple-ζ-Basis zwei d- und eine f -Funktion
und in der quadruple-ζ-Basis drei d-, zwei f - und eine g-Funktion hinzugefügt.
Neben der Anzahl der verwendeten Basisfunktionen spielen auch die eingesetzten Exponen-




bei der (für eine feste Anzahl an Basisfunktionen) nur die beiden Parameter s und f vari-
iert werden können. Der so erhaltene Basissatz wird als even tempered bezeichnet. Mit einer
wachsenden Anzahl von Basisfunktionen nähern sich die Resultate dem Basissatzlimit, also
dem Grenzwert bei Verwendung einer unendlich großen Basis, an. Die so erhaltenen Basissät-
ze werden jedoch sehr groß. Durch Optimierung jedes einzelnen Exponenten ist es möglich,
Basissätze mit dem gleichen Fehler (Differenz zum Basissatzlimit) zu erhalten, die aber mit we-
niger Funktionen auskommen. Aufgrund des damit verbundenen reduzierten Rechenaufwands
werden solche Basissätze für Routinerechnungen typischerweise verwendet. Exponenten und
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Koeffizienten werden üblicherweise durch Minimierung der Hartree-Fock-Energie am Atom be-
stimmt. [147,148] Zur Berechnung von Eigenschaften, bei denen es zum Beispiel auf eine genaue
und flexible Beschreibung der Dichte in Kernnähe ankommt, bedürfen so erhaltene Basissätze
möglicherweise einer Erweiterung. Diese wird zweckmäßigerweise über den Vergleich mit einer
Referenzbasis an einem großen Satz von Molekülen bestimmt.
3.2 RI-Näherung für den Coulomb-Term (RI-J )
Die Berechnung der Zweielektronen-Vierzentren-Integrale ist der aufwändigste Schritt in quan-
tenchemischen Rechnungen auf Hartree-Fock- oder Dichtefunktionaltheorie-Niveau. Bei reinen
Dichtefunktionalen ist dies der Coulomb-Beitrag. Eine Möglichkeit, dies zu beschleunigen, ist





χQ (und im Folgenden auch χS und χT ) ist eine Basisfunktion aus einem – meist separaten
– Auxiliarbasissatz. Wegen linearer Abhängigkeiten kann die Anzahl der Auxiliarfunktionen
deutlich geringer als die Anzahl der Produkte von Basisfunktionen im Orbitalbasissatz gewählt
werden, naux  n2bf. In der Praxis hat sich gezeigt, dass atomzentrierte Auxiliarbasissätze aus-
reichend sind, wodurch sich ein linearer Zusammenhang zwischen nbf und naux ergibt. Die für
den Coulomb-Term benötigten Auxiliarbasissätze sind kaum größer als die triple-ζ-Orbitalba-
sissätze. [149]
Die Forderung, den durch die Näherung in Gl. (3.4) eingeführten Selbstwechselwirkungsfeh-











Die Schreibweise für die Zweielektronenintegrale ist eine Erweiterung der Mulliken-Schreibweise
aus Gl. (2.10). Diese Näherung erinnert formell an die Zerlegung der Einheit (resolution of
the identity), 1 =
∑
Q |Q〉 〈Q| für eine vollständige Basis Q, daher wird sie als RI-Näherung
bezeichnet.
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genähert werden. Die Größen (Q|S)−1 und (S|κλ) müssen nur einmalig berechnet werden. Diese
RI-J -Näherung reduziert das formelle Skalierungsverhalten von O(n4bf) auf O(n2bf · naux). Das
Verfahren ist in Turbomole für das SCF-Verfahren implementiert. [46,149,151] Beim Lösen der
Antwortgleichung tritt im Kontext von Spin-Spin-Kopplungskonstanten (SSCCs) aus Symme-
triegründen kein Coulomb-Term auf (Gl. (2.163)), so dass die RI-J -Näherung keine Anwendung
findet.
3.3 RI-Näherung für den Austauschterm (RI-K )
Die Berechnung des Hartree-Fock-Austauschs ist, sofern er benötigt wird, der zeitbestimmende
Schritt. Dies gilt umso mehr, wenn der Coulomb-Beitrag durch die RI-J -Methode genähert ist.
Im Folgenden wird nur der ungenäherte Hartree-Fock-Austausch als „exakt“ bezeichnet, um ihn
von dem durch Näherungen erhaltenen zu unterscheiden.
Der Austausch kann ebenfalls mit der RI-Methode genähert werden, man spricht dann von
RI-K . Da die in der Dichtematrix zusammengefassten AOs in den Vierzentrenintegralen zu
verschiedenen elektronischen Koordinaten gehören, wie aus Gl. (2.17) ersichtlich, ist eine Auf-
teilung analog zur RI-J -Näherung nicht möglich. [152] Stattdessen wird das Vierzentrenintegral








Cκi(µκ|Q)(Q|S)−1/2(S|T )−1/2(T |νλ)Cλi . (3.10)
Hierbei wurde die Definition der Dichtematrix, Gl. (2.18), eingesetzt; der Index i läuft über
die nocc besetzten Orbitale. Die Berechnung der Größen (S|T )−1/2 erfolgt einmalig zu Beginn.
In jeder SCF-Iteration werden die Integrale (T |νλ) berechnet und ein Index (hier λ) direkt
in die MO-Basis transformiert. Da es weniger besetzte Orbitale als Basisfunktionen gibt, wird
im weiteren Verlauf der Faktor nbf
nocc
eingespart. Die erhaltenen Integrale (T |νi) werden mit
(S|T )−1/2 multipliziert und anschließend mit ihrem analogen Gegenstück verrechnet. Details
sind in Ref. 153 zu finden. Die aufwändigsten Schritte sind die Transformation in die MO-Basis
und die finale Multiplikation der beiden Hälften, die beide mit O(nocc ·n2bf ·naux) skalieren. Der
Rechenaufwand skaliert also immer noch mit der vierten Potenz der Molekülgröße, wenn die
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Anzahl der Auxiliarfunktionen proportional zur Anzahl der Orbitalbasisfunktionen wächst. [152]
Der Vorfaktor ist jedoch geringer als bei der exakten Berechnung des Austauschs.
Beim Anwenden der RI-K -Näherung auf die Antwortgleichungen ist das Vorgehen etwas
abgewandelt. [144,154,155] Da die Größen in Gl. (2.163) in der MO-Basis vorliegen, werden die
Integrale (T |νλ) einmalig mit den aus dem SCF-Verfahren bekannten und unveränderlichen




(S|T )−1/2(T |pq) (3.11)





mit dem λjb der jeweiligen Iteration berechnet. Hierbei erfolgt zunächst die Summe über die
nvirt unbesetzten (virtuellen) Orbitale, um die Größe von B̃
S








die in Gl. (4.38) benötigt werden, erhalten. Der teuerste Schritt der Vorbereitung ist die
Transformation der Dreiindexintegrale. Diese skaliert mit der vierten Potenz der Systemgröße
O(naux · n2bf · nMO), ist jedoch nur einmal durchzuführen. In den Iterationen ist die Berech-
nung von B̃Saj der aufwändigste Schritt mit einem Rechenaufwand von O(naux · nocc · n2virt).
Ohne die RI-K -Näherung wird die Berechnung der Matrix-Vektor-Produkte in der AO-Basis
durchgeführt, da die Transformation der Vierzentrenintegrale in die MO-Basis zu teuer wäre
(O(n4bf·nocc)). In der AO-Basis skaliert diese Produktbildung jedoch wieO(n4bf). Wie schon beim
SCF-Verfahren wird die formale Skalierung mit der Systemgröße nicht reduziert, der Vorfaktor
wird durch RI-K jedoch verringert.
3.4 Seminumerische Berechnung des Austauschs
Die Integration über die beiden Elektronenkoordinaten in Gl. (2.10) kann in zwei Schritte






Die zweite Koordinate sind hierbei festgelegte Gitterpunkte ~rg. Die zweite Integration wird
numerisch auf diesem Gitter mit den entsprechenden Gewichten wg ausgeführt.
[156,157] Die
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Berechnung des Austausches auf diese Art wird daher „seminumerisch“ (sn-K ) genannt. Die














g φµ(~rg) . (3.16)
Die Auswertung von Gl. (3.15) erfolgt von rechts nach links. Die Matrix-Vektor-Produkte in
Gl. (4.38) werden analog berechnet, anstatt der Dichtematrix werden die Versuchsvektoren



















geschrieben werden. [155] Durch Berechnen der beiden Terme bleibt die Symmetrie unter Ver-




In diesem Kapitel wird die Implementierung der bislang erläuterten theoretischen und tech-
nischen Grundlagen in das Programmpaket Turbomole [25–28] vorgestellt. Der Großteil der
Änderungen erfolgte im Modul escf, [159] da dort bereits die nötige Infrastruktur zum Lösen
eines linearen Gleichungssystems wie in Gl. (2.164) vorhanden war. [29,160,161] In diesem Kapi-
tel wird zunächst ein Überblick über die Programmstruktur gegeben. Anschließend wird auf
die verschiedenen Schritte, die nötig sind, um Spin-Spin-Kopplungskonstanten (SSCCs) zu be-
rechnen, eingegangen. Ebenfalls erläutert werden drei Methoden, um speziell bei SSCCs den
Rechenaufwand zu reduzieren: Direkt nach dem Überblick über die Programmstruktur werden
die Kernauswahl und die Wahl anderer gyromagnetischer Verhältnisse diskutiert und abschlie-
ßend werden Überlegungen zur Symmetrieausnutzung der rechten Seite dargelegt.
4.1 Grundlegende Struktur der Implementierung
Wie aus Gl. (2.31) bzw. (2.155) ersichtlich ist, treten bei der Berechnung von SSCCs zwei
grundsätzlich verschiedene Beiträge auf, die unabhängig voneinander behandelt werden können:
Der Beitrag der ungestörten Wellenfunktion, was in Ramseys Theorie dem diamagnetischen
Spin–Orbit-Term (DSO) entspricht, und dem Beitrag aus der gestörten Wellenfunktion, welcher
auf die übrigen Terme führt. Die Berechnung letzterer lässt sich, wie sich bereits in Abschnitt 2.7
angesprochen, in drei Teile gliedern:
1. Auswerten der Störoperatoren (ĥFC)Mu , (ĥ
SD)Mu und (ĥ
PSO)Mu , um die entsprechende rechte
Seite ~R zu erhalten. Aus technischen Gründen werden der Fermi-Kontakt- (FC) und der
Spin–Dipol-Term (SD) hier und im weiteren Verlauf separat behandelt. Der paramagne-
tische Spin–Orbit-Beitrag (PSO) besitzt eine andere Symmetrie und muss daher separat
behandelt werden. Bei 2c-Berechnungen ist eine Trennung der einzelnen Beiträge nicht
mehr möglich und es wird ein komplexer Vektor mit größerer Dimension benötigt.
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2. Berechnen der Beiträge zur gestörten Wellenfunktion durch Lösen des linearen Glei-
chungssystems (2.164).
3. Bilden der entsprechenden Vektor-Vektor-Produkte ~λ · ~R.
Eine Übersicht über die wesentlichen Schritte findet sich in Abb. 4.1.
4.2 Einsparung von Ressourcen durch Kernauswahl
Bei der Berechnung von SSCCs ist das Lösen des Gleichungssystems typischerweise der re-
chenzeitaufwändigste Schritt, gefolgt vom Aufstellen der rechten Seite. Der Aufwand kann also
grundsätzlich reduziert werden, wenn dies nicht für alle Atome erfolgt. Da es sich bei jeder der
Störungen um ein eigenes Gleichungssystem handelt, beeinflusst das Weglassen von ~RM die
Lösungen von einem anderen Kern ~λN nicht.
[155]





























und analog für den PSO-Term. Es genügt also, die Antwort ~λ für ein einzelnes Atom zu berech-
nen, um alle Kopplungen, die dieses Atom involvieren, zu erhalten. Trivialerweise müssen also
für ein Molekül mit Nat Atomen nur für Nat − 1 Atome das entsprechende Gleichungssystem
gelöst werden. Die Ersparnis durch dieses Verfahren ist gering; sie bewegt sich für typische
Moleküle mit einigen Dutzend Atomen im niedrigen einstelligen Prozentbereich. Auf das auto-
matische Anwenden eines solchen Schemas wird daher verzichtet.
Größere Einsparpotentiale zeigen sich, wenn man mit dem Resultat einer typischen expe-
rimentellen Messung vergleichen möchte. Bei der eindimensionalen NMR-Spektroskopie wird
das Spektrum für ein bestimmtes Isotop gemessen, das heißt nur Kopplungen, die dieses Isotop
betreffen, sind relevant. Daraus ergibt sich sofort, dass nur für Kerne dieses Isotops die Antwort-
gleichungen gelöst werden müssen. Die Anzahl dieser Kerne wird im Folgenden N1 genannt. Für
diese muss auf jeden Fall die rechte Seite berechnet werden, ebenso für ihre Kopplungspartner.
Nicht berücksichtigt werden müssen Kerne, deren Kopplung nicht relevant oder beobachtbar
ist, da ihre relative Häufigkeit gering ist (zum Beispiel die Kopplung mit 13C in einem 1H-Spek-
trum) oder da sie vom gemessenen Kern entkoppelt wurden (beispielsweise ein 1H-entkoppeltes
13C-Spektrum). Die Anzahl der Atome, für welche die rechte Seite berechnet werden soll, wird
mit N2 bezeichnet. Dies beinhaltet neben den so bestimmten Kopplungspartnern auch die N1
Kerne, deren Spektrum gemessen wird. Es gilt daher immer N2 ≥ N1. Im Falle von Gleichheit
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Transformation in den Spinorraum
1c
FC, SD, PSO
Symmetrie von Kernen und Operator
Transformation in die MO-Basis
Sortieren gemäß Kernauswahl
Antwortgleichungen iterativ: Davidson-Verfahrenggf. RI-K oder sn-K
direkt: PSO ohne HF-Austausch














Abbildung 4.1: Schematischer Programmablauf zur Berechnung von Spin-Spin-Kopplungskonstanten
(SSCC). Angegeben sind nur die relevanten Schritte. γ bezeichnet das gyromagnetische Verhältnis.
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kann ein beliebiges Atom (sofern es die Symmetrie zulässt) von N1 entfernt werden, wie oben
dargelegt.
In Turbomole ist die Eingabe der beiden Gruppen so gestaltet, dass in der Datei control
die Keywords $nucsel und $nucsel2 (für nuclei selection) gesetzt werden müssen. Ihnen kön-
nen jeweils einzelne Atome oder ganze Gruppen von Elementen zugewiesen werden, für die ~λ
bzw. ~R berechnet werden. Atome aus $nucsel werden intern automatisch zu $nucsel2 hinzu-
gefügt. Die Datengruppe $nucsel wird auch im Modul mpshift genutzt. Dort gibt sie an, für
welche Kerne die chemische Abschirmungskonstante berechnet werden soll. [34] Dieses Zusam-
menspiel sorgt dafür, dass mit derselben Wahl von $nucsel alle Informationen (Abschirmungs-
und Kopplungskonstanten) zur Generierung eines NMR-Spektrums der ausgewählten Kerne
berechnet werden können.
4.3 Festlegung der gyromagnetischen Verhältnisse
Aus Gl. (2.166) wird zunächst der reduzierte Kopplungstensor KM,N erhalten. Die messbare
Größe JM,N wird durch Berücksichtigung der gyromagnetischen Verhältnisse γ der beteiligten
Isotope erhalten, Gl. (2.35). Diese Multiplikation erfolgt im Programm ganz zum Schluss für
das jeweils gewählte Isotop. Es ist nicht möglich, die Kopplungskonstante für mehr als ein
Isotop auf einmal zu erhalten (wenn z. B. eine Probe eine Mischung aus 117Sn und 119Sn für
dasselbe Atom enthält). Es ist jedoch möglich, die Kopplungskonstante für einen anderen Satz
von Isotopen ausgeben zu lassen. Die aufwändige Berechnung von ~R und ~λ muss in diesem
Fall nicht noch einmal durchgeführt werden, da der reduzierte Kopplungstensor K bei jeder
Rechnung gespeichert wird1 und einfach wieder eingelesen werden kann. Auf diese Art ist es
möglich, eine einmal durchgeführte Rechnung einfach und effizient für andere gyromagnetische
Verhältnisse wiederzuverwenden.
Die gyromagnetischen Verhältnisse müssen nicht vom Benutzer angegeben werden. Im Rah-
men dieser Promotion wurde für alle Elemente bis Einsteinium (Z = 99) mit Ausnahme von
Astat und Californium (für welche keine geeigneten Werte vorlagen) die gyromagnetischen
Verhältnisse für eine Vielzahl von Isotopen in Turbomole hinterlegt. Diese Werte wurden






aus dem magnetischen Dipolmoment ~mM und dem Kernspin IM berechnet. Standardmäßig
wird in der vorliegenden Implementierung das Isotop mit der größten natürlichen Häufigkeit,
das einen NMR-aktiven Kern besitzt, gewählt. Dies führt unmittelbar auf bekannte Beispiele
1Genau genommen wird die Größe 1014 · J
M,N
γMγN
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wie 1H, 13C und 31P. Einzige Ausnahme von dieser Regel ist Stickstoff, bei dem das häufigste
Isotop, 14N, ein Quadrupolmoment aufweist und daher zu Linienverbreiterung führt, [165] was
seine Einsatzmöglichkeiten einschränkt. In der Regel wird ein 15N-Spektrum gemessen, was
auch der Vorgabewert für das Stickstoffisotop ist. Vom Anwender können davon abweichende
Isotope oder gyromagnetische Verhältnisse spezifiziert werden.
4.4 Rechte Seite der Zweielektronen-Antwortgleichungen
Nach diesen Vorüberlegungen soll es darum gehen, die rechte Seite der N2 Atome zu berechnen.
Wegen der grundlegend verschiedenen Struktur der Integrale bei einkomponentigen Rechnungen
(Gl. (2.41), (2.43) und (2.44)) erfolgt die Berechnung der Integrale in der AO-Basis separat.
Die sich anschließende Transformation in die MO-Basis läuft in allen drei Fällen ähnlich ab.
Bei den 2c-Rechnungen sind die grundlegenden Schritte gleich, es ergeben sich durch das X2C-
Verfahren jedoch einige Besonderheiten.














Hieraus werden zwei Dinge deutlich. Zum einen entfällt die vergleichsweise teure Berechnung
eines Integrals, da lediglich der Wert der Basisfunktion am Kernort benötigt sind. Dies ist
vergleichbar mit dem Vorgehen in der DFT, wo bei der numerischen Integration des XC-Funk-
tionals der Wert von Basisfunktionen an vielen Gitterpunkten benötigt wird. Zur Berechnung
von ~RM wird statt der Gitterpunkte der Kernort des Atoms M an die entsprechende Routine
übergeben. Zum anderen handelt es sich bei RFCM,µν um ein Vielfaches der Einheitsmatrix, da
das Produkt der Basisfunktionen nicht von u oder v abhängt und durch das Kroneckerdelta nur
Diagonalelemente von Null verschieden sind. Dieser Faktor wird im Folgenden RFCM,µν genannt
und ist in Gl. (4.3) definiert. Statt wie zunächst angenommen müssen daher nicht neun, son-
dern nur eine rechte Seite berechnet werden. Ebenso muss im weiteren Verlauf nur ein lineares
Gleichungssystem gelöst werden.









benötigt. An einer Integration führt nun kein Weg vorbei. Details zum Verfahren sind im An-
schluss, in Abschnitt 4.4.1, aufgeführt. Offensichtlich ist RSDMuv,µν = R
SD
Mvu,µν , das heißt R
SD
M,µν ist
bezüglich Vertauschung von u und v eine symmetrische Matrix. Damit kann der Rechenaufwand
von neun auf sechs lineare Antwortgleichungen reduziert werden.
43
Kapitel 4. Implementierung 4.4. Rechte Seite der Zweielektronen-Antwortgleichungen















Diese Integrale sind aus der Berechnung von chemischen Abschirmungstensoren bekannt, [74,75]
die bereits in Turbomole implementiert sind, [29,35] sodass auf diese Implementierung zurück-
gegriffen werden konnte. Die Berechnung erfolgt nach dem gleichen Schema wie die SD-Integrale.
Jede der drei RPSOMu -Matrizen ist rein imaginär und hermitesch. Um die Notwendigkeit komple-
xer Algebra zu vermeiden, wird sie als reelle und schiefsymmetrische (bzgl. der Vertauschung
von µ und ν) Matrix aufgefasst und der Faktor i später geeignet berücksichtigt.
Die so erhaltenen rechten Seiten wurden in der AO-Basis berechnet. Aus Effizienzgründen
(es wird nur der besetzt–virtuell-Block benötigt) ist es von Vorteil, die Integrale in die MO-





ist bereits eine Routine vorhanden. Hierbei ist lediglich die Unterscheidung zwischen symme-
trischen (FC, SD) und schiefsymmetrischen (PSO) Integralen zu berücksichtigen.
Bei zweikomponentigen Rechnungen werden alle Beiträge zu einer rechten Seite zusammen-
gefasst; die Berechnung der spinabhängigen und spinunabhängigen Integrale erfolgt jedoch sepa-
rat. Für den spinunabhänigen Teil werden dieselben Integralroutinen wie für den PSO-Term in
einkomponentigen (1c) Rechnungen genutzt. Die für den X2C-Formalismus notwendigen Struk-
turen und Lösungsalgorithmen der Antwortgleichungen wurden von Y. Franzke im Rahmen
seiner Promotion implementiert, ebenso wie die spinabhängigen Integrale, die gemäß Gl. (2.71)
berechnet werden. Für all diese Integralroutinen stehen auch Varianten zur Verfügung, die das
Modell endlicher Kerne aus Abschnitt 2.6 implementieren. Die large- und small -Komponente
werden, wie in den Gl. (2.55) und (2.56) angegeben, nach denselben Basisfunktionen entwickelt.
Die Kontraktionskoeffizienten der beiden Komponenten sind jedoch sehr unterschiedlich; alle
X2C-Berechnungsschritte werden deshalb im Raum der primitiven Basisfunktionen, also mit
einer vollständig dekontrahierten Basis, durchgeführt. Dies sorgt für die notwendige Flexibi-
lität, geht aber mit einem erhöhten Rechenaufwand einher. In dieser Basis werden zunächst
die ungestörten Koeffizienten durch Diagonalisierung der Dirac-Matrix erhalten, da diese im
späteren Verlauf benötigt werden. Anschließend werden unter Kenntnis der gestörten Integrale
die ersten Ableitungen der Entkopplungsmatrix bestimmt, wie in Abschnitt 2.5.3 beschrieben.
Daraus kann der abgeleitete Ein-Elektronen-Hamilton-Operator berechnet werden, siehe Ab-
schnitt 2.5.2. Dieser wird dann in die kontrahierte Basis transformiert und analog zu den 1c-
Rechnungen in die Spinorbasis transformiert.
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4.4.1 Integralauswertung im nichtrelativistischen Fall








αj ,lj ,mj ,nj
(~r) d~r (4.7)















umgeschrieben, auch andere Vereinfachungen sind denkbar. [166] Die Variable s wird in der Li-
teratur [167–172] meist u genannt, was im vorliegenden Fall jedoch zu Verwechslungen mit der
kartesischen Komponente führen könnte. Die nun folgenden Ausführungen orientieren sich an
Ref. 172. Die Umformulierung in Gl. (4.8) erlaubt die Separation des Integranden in drei von-






Ĩx,xM ,kxαi,αj ,li,lj ,xi,xj(s) · Ĩ
y,yM ,ky







s4 ds . (4.9)
ku ∈ { 0, 1, 2 } zählt, wie oft der Term (r−RM)u im Integral auftritt, dies wird unten genauer er-
läutert. Eine solche kartesische Komponente (im Folgenden wird beispielhaft die x-Komponente
gewählt) lautet
Ĩx,xM ,kxαi,αj ,li,lj ,xi,xj(s) =
∫ ∞
−∞











































p = αi + αj . (4.14)
Der Faktor Exij hängt nicht von der Integrationskoordinate ab und kann vor das Integral gezogen
werden. Im Integral verbleibt nur noch eine Gauß-Funktion mit dem neuen Exponenten p, die
um die x-Koordinate des Punkts P zentriert ist. Die nochmalige Anwendung dieses Theorems
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q = p+ s2 . (4.17)
Damit lässt sich das Integral in Gl. (4.10) als







(x− xi)li(x− xj)lj(x− xM)kx exp
(




schreiben. Zuletzt erfolgt noch die Variablensubstitution x → x̃ = √q(x − xQ) (die anderen
x-Koordinaten analog), so dass das Integral nun














lautet. Dies kann für feste Werte der Parameter und s (alle x̃ hängen von s ab) mittels Gauß-










Die Anzahl n der für eine bestimmte notwendige Genauigkeit notwendigen Stützstellen, deren
Positionen x̃g und die zugehörigen Gewichte wg sind in Turbomole hinterlegt. Das einfachste
dieser Integrale ist leicht auszurechnen,




















Die Integrale werden nun mit diesem Wert skaliert,
Ix,xM ,kxαi,αj ,li,lj ,xi,xj(s) =
Ĩx,xM ,kxαi,αj ,li,lj ,xi,xj(s)
Ĩx,xM ,0αi,αj ,0,0,xi,xj(s)
, (4.22)





















ergibt. Hierbei wurden aus Gründen der Übersichtlichkeit einige Indizes bei den Ix,kxli,lj und die



























dt = p(p+ s2)−3/2 ds .
(4.25)
























wobei in s eine weitere Abhängigkeit von t enthalten ist. Ein Nichtdiagonalelement (u 6= v) in












Diese Integrale können nun mittels Rys-Quadratur bestimmt werden. Diese Quadratur ist de-










und ist exakt, wenn P (t2) ein Polynom in t2 vom Grad K ist (der führende Term ist also t2K)
und n > K
2































dieses Kriterium erfüllen. Der Grad dieser Polynome ist K = Li + Lj + 2 (Li ist die in Ab-
schnitt 3.1 definierte Bahndrehimpulsquantenzahl der Basisfunktion); der zusätzliche Summand
2 folgt aus der Tatsache, dass im Zähler des Operators (Gl. (4.7)) Terme der Form (r−RM)kuu ,
ku ≤ 2, auftreten, die wie ein zusätzlicher Bahndrehimpuls wirken. Für gegebenes n lassen sich
die Stützstellen tg und die Gewichte wg aus den Rys-Polynomen bestimmen,
[167,168,173] auch dies
ist bereits in Turbomole implementiert. Hierzu wird die Größe
T = p(rP −RM)2 (4.32)
benötigt, die einfach für jedes Paar von Basisfunktionen berechnet werden kann.
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4.5 Berechnung der linearen Antwort der Wellenfunktion
Zur Berechnung der Antwort der Wellenfunktion ist im einkomponentigen Fall ein lineares
Gleichungssystem des Typs
Gλ = −R (4.33)
zu lösen (vgl. Gl. (2.164)). Eine Invertierung von G oder das direkte Lösen dieses Gleichungs-
systems mittels einer anderen Methode ist aufgrund der Größe der Matrix nicht möglich. (Es
handelt sich um eine Matrix der Größe n × n mit n = nocc · nvirt, wobei nocc und nvirt die
Anzahl der besetzten bzw. virtuellen Orbitale/Spinoren angeben.) Das Gleichungssystem wird
daher im iterativ vergrößerten Unterraum analog zur Davidson-Prozedur [143] für Eigenwertpro-
bleme gelöst. [136] Ein ähnliches Verfahren wurde bereits 1988 von Olsen et al. beschrieben. [174]
Das Davidson-Verfahren ist bereits sowohl für einkomponentige [138,139,159,175] als auch für zwei-
komponentige [134–136,144] Problemstellungen in Turbomole implementiert. Es musste für die
Berechnung von SSCCs nur unwesentlich abgeändert werden, der Algorithmus sei daher nur
kurz dargelegt.
Ausgehend von einem initialen Satz von m normierten und paarweise orthogonalen Testvek-
toren ~b, die spaltenweise in einer (n×m)-Matrix B geschrieben werden können, wird Gl. (4.33)
in den reduzierten Raum (R) transformiert,
GRλR(m) = −RR, (4.34)
mit
GR = B†GB , (4.35)
~λR(m) = B
†~λ(m) , (4.36)
~RR = B† ~R . (4.37)
~λR(m) und ~λ(m) bezeichnen den Lösungsvektor, der bei Verwendung der m Testvektoren erhalten
wird. Für m → n nähert sich ~λ(m) an die eigentlich gesuchte Lösung ~λ an. Da es sich bei GR
um eine verhältnismäßig kleine (m×m)-Matrix handelt, kann Gl. (4.34) einfach gelöst werden,
zum Beispiel mittels Cholesky-Zerlegung. Der daraus erhaltene Lösungsvektor wird auf seine
Eignung im ganzen Raum überprüft, indem der Residuumsvektor
~q(m) = G~λ(m) + ~R (4.38)
bestimmt wird. Ist seine Norm hinreichend klein, wird das Verfahren beendet, da ~λ(m) hinrei-
chend nahe an ~λ ist. Ist dies nicht der Fall, wird ein Vektor
~w = −M−1~q(m) (4.39)
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berechnet, auf die bisherigen Testvektoren orthogonalisiert, normiert und zur Menge der Test-
vektoren ~b hinzugefügt. Dann wird das Verfahren mit der neuen Anzahl m′ = m+1 wiederholt.
Die Matrix M ist ein Vorkonditionierer, der für eine schnelle Konvergenz des Verfahrens sorgen
soll. [176] Im vorliegenden Fall ist M eine Diagonalmatrix und enthält die Energiedifferenzen
εa − εi.
Der Algorithmus kann einfach auf den Fall erweitert werden, dass mehr als eine rechte Seite
vorliegt und daher mehrere Lösungsvektoren berechnet werden sollen. Es ergeben sich dann pro
Iterationsschritt mehrere Residuumsvektoren in Gl. (4.38); für jeden nicht konvergierten Lö-
sungsvektor wird ein entsprechender neuer Testvektor gemäß Gl. (4.39) berechnet. Eine solche
simultane Berechnung hat neben der offensichtlichen Rechenzeitersparnis (da die Matrixele-
mente von G weniger oft berechnet werden müssen) zudem den Vorteil, dass der Fehler im
Vektor-Vektor-Produkt ~R · ~λ quadratisch statt linear im Fehler der einzelnen Lösungsvektoren
ist. [177]
Es ist daher selbstverständlich, dass die 6N1 Komponenten des SD-Terms simultan gelöst
werden. Da der FC-Beitrag die gleiche Hessematrix benötigt (siehe Gl. (2.165)), könnte er hin-
zugenommen werden. In vielen Fällen macht der FC-Beitrag den dominanten Anteil an der
Kopplungskonstanten aus, daher sollte eine Möglichkeit geschaffen werden, ausschließlich die-
sen zu berechnen. Aus technischer Sicht ist es einfacher, ihn durchgehend separat zu behandeln.
Der theoretisch größere Fehler im Kreuzterm λFC ·RSD spielt in der Praxis keine Rolle. Aufgrund
der anderen Hessematrix muss der PSO-Term separat behandelt werden. Für reine LDA- oder
GGA-Dichtefunktionale (cX = 0) hat G
is Diagonalgestalt und die Berechnung von λPSO erfolgt
nichtiterativ. Bei MGGA-Funktionalen muss die generalisierte kinetische Energiedichte verwen-
det werden, um Eichinvarianz herzustellen. [178] Für den PSO-Term ist dann typischerweise eine
geringe Zahl an Iterationen nötig. [142] Im nichtrelativistischen Fall wird die Turbomole-Rou-
tine respon, die das Davidson-Verfahren implementiert, daher zwei- oder dreimal aufgerufen.
Im Fall von zweikomponentigen Rechnungen ist das grundsätzliche Verfahren das gleiche.








mit der hermiteschen Matrix A und der
symmetrischen, aber komplexen Matrix B. Die Lösung des Gleichungssystems erfolgt analog
zum Fall der statischen Polarisierbarkeiten. [136] In quasirelativistischen Rechnungen ist eine
Separation von FC/SD- und PSO-Beitrag nicht mehr möglich; das 2c-Gleichungssystem mit
komplexen Größen wird durch einen einzigen Aufruf der Routine respon gelöst.
Während ~R zweckmäßigerweise in der MO-Basis vorliegt und das auch für ~λ gelten soll, wer-
den die Integrale in der Matrix G in der AO-Basis berechnet. Eine Transformation in die MO-
Basis ist nicht effizient durchführbar. Stattdessen wird ~R in die AO-Basis überführt und ~λ(m)
in die MO-Basis. Dies geschieht in jeder Iteration, um keinen Vektor der Größe n2BF (nBF ist die
Anzahl der Basisfunktionen) dauerhaft im Hauptspeicher halten oder auf die Festplatte schrei-
ben zu müssen. Das Vorgehen bei Verwendung von Näherungen des Hartree-Fock-Austauschs
wurde bereits in den Abschnitten 3.3 und 3.4 beschrieben.
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4.6 Berechnung der Vektor-Vektor-Produkte
Der so erhaltene Lösungsvektor ~λM muss nun mit der rechten Seite ~RN eines anderen Atoms
multipliziert werden, um den Kopplungstensor zwischen diesen beiden Atomen zu erhalten
(Gl. (2.166)).







erhalten. Aus Symmetriegründen treten keine Wechselwirkungen mit den anderen Beiträgen
auf.
Beim SD-Beitrag werden nur Terme gleichen Spins miteinander multipliziert; Terme unglei-










kann wegen der Symmetrie (unter Vertauschung von u bzw. v und w) auch als Matrix-Matrix-
Multiplikation aufgefasst werden. [78]
Der FC-Beitrag wird analog berechnet, allerdings handelt es sich sowohl bei RFCMuw als auch























ergibt; (KFC)M,Nu,v ist also eine Diagonalmatrix. Zur isotropen Kopplungskonstante liefert der







Da der FC- und der SD-Beitrag getrennt behandelt werden, ist es vonnöten, den Kreuzterm,
























also das Skalarprodukt (über ia) des Lösungsvektors der FC-Störung mit der RHS-Matrix der
SD-Störung, in der der Spinindex w durch die zweite kartesische Komponente u ersetzt wurde.
Da die SD-Störung per Konstruktion spurfrei ist, liefert der FC/SD-Kreuzterm keinen Beitrag
zur Isotropie der Kopplung.
Beim 2c-Formalismus werden die einzelnen Beiträge nicht unterschieden und es ist formal
nur ein Vektor-Vektor-Produkt zu bilden, vergleiche Gl (2.167).
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4.7 Berechnung des DSO-Beitrags
Der DSO-Beitrag wird getrennt von den anderen Beiträgen behandelt. In Turbomole wird
er berechnet, bevor die Vektor-Vektor-Produkte gebildet und zum Kopplungstensor addiert


























Dieses Integral lässt sich jedoch nicht analytisch lösen, stattdessen wird auf eine numerische










































δuv~rM · ~rN − rN,urM,v
r3N
φν d~r (4.48)




wird mittels des Gaußschen Produkttheorems mit dem Faktor exp
(
−p(r − rP )2
)
(Definition wie
in Gl. (4.11)) zusammengeführt.








mit literaturbekannten Stützstellen ti (den Nullstellen der Legendre-Polynome) und Gewichten
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mit m = 0.75, in Übereinstimmung mit Ref. 180. Dort wurde ebenfalls gezeigt, dass n = 24
Stützstellen für die Quadratur ausreichend sind, was durch eigene Untersuchungen bestätigt


















das Integral IMNµν,uv(αM) muss also für 24 verschiedene Werte von αM berechnet werden. Auf-
grund dieser häufigen Berechnung ist es vorteilhaft, dass bestimmte Größen, die in jeder Ite-
ration gleich sind (zum Beispiel die Faktoren Eij aus Gl. (4.12)), nur einmal berechnet und
abgespeichert werden und dann in jedem Durchlauf nur noch ausgelesen werden müssen. Dies
lohnt sich umso mehr, wenn die Kopplung mehrerer Atomkerne berechnet werden sollen, da
dann dieselben Faktoren für verschiedene Paare MN auftreten.
Im Falle von zweikomponentigen Rechnungen mit der restricted kinetic balance condition
(RKB) gibt es zwei Möglichkeiten, den DSO-Beitrag zu berücksichtigen. Bei Verwendung der
Picture-Change Correction werden die Integrale wie oben beschrieben berechnet, allerdings
im Raum der primitiven Basisfunktionen. Dann erfolgt die Transformation gemäß Gl. (2.143),
gefolgt von der Kontraktion der Basisfunktionen. Zuletzt wird die Spur mit der Dichtema-
trix gebildet. Das grundsätzliche Verfahren für die Picture-Change Correction ist bereits in
Turbomole implementiert, [136] es waren lediglich kleine Anpassungen nötig, um einen reellen
symmetrischen Operator der Form in Gl. (2.142) zu transformieren.
Die andere Möglichkeit besteht im Ausnutzen der Produktregel. Im X2C-Formalismus tre-
ten in den zweiten Ableitungen der Matrizen auch Produkte aus ersten Ableitungen auf, zum
Beispiel in den Gl. (2.107) und (2.108). Bei Verwendung der RKB gibt es einige der in diesen
Formeln vorkommenden Beiträge nicht (beispielsweise ΠM,Nu,v ), doch durch die Transformati-
onsmatrizen wird dennoch ein DSO-Beitrag erhalten. Das Vorgehen für den X2C-Schritt erfolgt
wie am Ende von Abschnitt 4.4 beschrieben.
4.8 Symmetriebehandlung im nichtrelativistischen Fall
Durch das Ausnutzen der räumlichen Symmetrie des Moleküls kann die Berechnung erheblich
beschleunigt werden. Es geht hierbei zum einen darum, identische Beiträge (die zum Beispiel
durch eine Spiegelung ineinander übergehen) nicht mehrfach zu berechnen, zum anderen kön-
nen Beiträge weggelassen werden, wenn sie null ergeben (z. B. die Überlappung eines s- mit
einem entsprechend orientierten p-Orbital eines anderen Atoms). Durch Projektion und Auf-
füllen mit Nullen wird die vollständige Matrix erhalten. [181–183] Eine solche Vorgehensweise ist
in Turbomole implementiert. [159,175,184] Dabei ergibt sich, dass sich Störungen verschiedener
Symmetrie gegenseitig nicht beeinflussen und daher das lineare Gleichungssystem (4.33) im
entsprechenden Unterraum gelöst werden kann.
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Dazu müssen die RHS-Vektoren zunächst symmetrisiert werden. Dies geschieht durch Mul-
tiplikation mit einer unitären Matrix U, die angibt, wie die atomzentrierten Basisfunktionen
kombiniert werden zu sogenannten symmetrieadaptierten Basisfunktionen, die wie irreduzible
Darstellungen der vorgegebenen Symmetrie transformieren,
R̃ = U†RU . (4.53)
Matrizen im symmetrieadaptierten Raum werden mit einer Tilde versehen. In der Implemen-
tierung kann dieser Schritt abgekürzt werden, indem direkt R̃ berechnet wird, das heißt jedes
symmetrieredundante Integral nur einmal. [155] Es wird dann der Lösungsvektor λ̃ ebenfalls in
der symmetrieadaptierten Basis erhalten. Das gesuchte Vektor-Vektor-Produkt ist
λR = Uλ̃U†UR̃U† = U(λ̃R̃)U† , (4.54)
es können also zunächst die Produkte im symmetrieadaptierten Raum berechnet und anschlie-
ßend transformiert werden. Dieses Verfahren steht für die Punktgruppen ohne entartete irre-
duzible Darstellungen (also D2h und Untergruppen) zur Verfügung.
Obige Überlegung ist nicht nur für die Verknüpfung von Atomen (Matrix Uat) notwen-
dig, sondern auch für die Symmetrie der Operatoren (Uop), also der drei bzw. sechs einzelnen
Komponenten des PSO- und SD-Terms. Dies ist zum Beispiel in der Punktgruppe Ci relevant,
in der intern die Linearkombinationen x + y und x − y verwendet werden. Dadurch können
bei Verwendung dieser Punktgruppe λSDMxx und λ
SD
Myy nicht unabhängig voneinander berechnet
werden. Für den SD-Term impliziert das, dass zunächst alle 6 · 6 möglichen Vektor-Vektor-
Produkte berechnet werden und dann mittels Uop in die nichtsymmetrieadaptierte Basis trans-
formiert werden. Sodann werden die für die Matrix-Matrix-Multiplikation (siehe Ausführungen
zu Gl. (4.41)) nötigen Terme gesammelt. Dann werden die Linearkombinationen der Atome mit





5.1 Erweiterung der def2-QZVP-Basis
Wie in Abschnitt 4.4 bereits angesprochen wurde, geht in den Fermi-Kontakt-Term (der meist
den größten Beitrag zur Kopplungskonstante liefert) die Elektronendichte am Kernort ein. Von
den Basisfunktionen, die am jeweiligen Atom zentriert sind, liefern nur s-artige Basisfunktionen
einen Beitrag, siehe Gl. (3.1). Der Beitrag von Basisfunktionen anderer Atome ist in der Regel
vernachlässigbar.
Wie in Abschnitt 3.1 dargelegt, werden steile s-Funktionen (großer Exponent) oftmals kon-
trahiert, was Vorteile bezüglich der Rechenzeit gibt, die Flexibilität jedoch verringert. Für die
Chemie ist diese Flexibilität meist nicht nötig, da im Allgemeinen die Valenzschale, welche
durch die flacheren Funktionen (kleiner Exponent) beschrieben wird, von Interesse ist. Dies
gilt aber nicht für Eigenschaften wie indirekte Spin-Spin-Kopplungskonstanten (SSCCs), die
von der Dichte in Kernnähe abhängen und sensibel auf deren Änderung (durch die molekulare
Umgebung des Atoms) reagieren. [185]
Um den speziellen Bedürfnissen der SSCCs gerecht zu werden, wurden spezielle Basissätze
entwickelt. Neben den schon angesprochenen steilen s-Funktionen hat es sich auch als vorteilhaft
erwiesen, steile p-, d- oder gar f -Funktionen hinzuzufügen. Zu erwähnen sind hier Erweiterun-
gen der Basissätze von Pople [186,187] (zum Beispiel 6-31G-J [188]), der von Dunning [189–192] (unter
anderem cc-pVXZ-Cs, [185] cc-pVXZ-sun, [185] ccJ-pVXZ [193] und aug-cc-pVTZ-J [194–201]), der
von Huzinaga [202] (HX-sun [129,203]) und der von Jensen [204–209] ((aug-)pcJ-n [210–212]). Bei der
Entwicklung einiger dieser Basissätze wurde nur auf den Fermi-Kontakt-Term geachtet. Die-
ser stellt zwar oft, jedoch bei weitem nicht immer, den dominierenden Beitrag dar. [129] Die
meisten der genannten Basissätze wurden nur für einige Atome, die in organischen Molekü-
len häufig vorkommen (H, C, N, O), entwickelt. Die ccJ-pVXZ-Basissätze existieren zwar für
H, He und die Elemente B–Ne, Bor und die Edelgase waren jedoch nicht im Testsatz enthal-
ten. Deren Exponenten wurden in Analogie zu den restlichen Elementen gewählt. [193] Lediglich
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die (aug-)pcJ-n-Basissätze (n = 0 . . . 4) und die aug-cc-pVTZ-J-Basissätze sind für Elemente,
die schwerer als Neon sind, verfügbar. Diese beiden werden im Folgenden genauer betrachtet.
Erstere sind für alle Elemente bis Argon verfügbar. Sie wurden jedoch nur an einem kleinen
Testsatz von insgesamt 33 verschiedenen Molekülen (18 bei der Erstellung der Exponenten von
H und den p-Elementen, [210] weitere 6 bei der Bestimmung der Kontraktionskoeffizienten (wobei
drei Moleküle hierbei nicht mehr auftreten) [211] und 9 Moleküle für die Basissätze für die 2s-
und 3s-Elemente [212]) entwickelt, wobei manche Elemente gar nicht vorkommen (beispielsweise
Bor) und manche nur in wenigen Verbindungen (zum Beispiel das für die NMR-Spektroskopie
wichtige Phosphor nur in P2 und H2PF). Auch die aug-cc-pVTZ-J-Basissätze wurden meist nur
an wenigen Molekülen entwickelt. Inzwischen sind sie für alle Elemente bis Argon (außer den
Edelgasen und Li, Be, Na, Mg) verfügbar, außerdem für die 3d-Elemente und Selen. Aufgrund
ihrer Entwicklung für rechenzeitintensive Korrelationsmethoden gibt es diese Basissätze nur in
triple-ζ-Qualität.
Bei der Entwicklung der oben genannten, für SSCCs geeigneten Basissätze wurde zunächst
der zugrunde liegende Basissatz dekontrahiert und anschließend mit steilen Funktionen erwei-
tert, bis sich die berechnete Kopplungskonstante nicht mehr signifikant änderte. Die Minimie-
rung der Kopplungskonstanten (wie bei Energien) ist nicht möglich, da es sich um keine varia-
tionelle Eigenschaft handelt. Es wurde jedoch empirisch festgestellt, dass die Summe der Abso-
lutwerte der einzelnen Beiträge (FC, SD, PSO, DSO) bei Hinzufügen weiterer Funktionen meist
zunimmt, so dass hilfsweise eine Maximierung dieser Größe als Ziel genommen werden kann. [210]
Dies gilt jedoch nur für dekontrahierte Basissätze. Wenn gemäß obigem Konvergenzkriterium
genug Funktionen hinzugefügt worden sind, wird der Basissatz neu kontrahiert. Während Jen-
sen nur schwach kontrahiert (beispielsweise {5211111} für die s-Funktionen bei Kohlenstoff in
der triple-ζ-Basis pcJ-2), findet die Gruppe um S. Sauer die Kontraktion {(13)11111111} für
den gleichen Fall. [197] Jensen vergleicht seine Ergebnisse mit dem Basissatzlimit, das er durch
eine dekontrahierte aug-pcJ-4-Basis annähert. Er erreicht es mit einer vorläufigen Kontraktion
seines pcJ-3-Basissatzes auf 0.4 %, wobei er nur Kopplungskonstanten ab 10 Hz berücksich-
tigt. [210] Da die Referenzbasis und die untersuchten Basissätze ähnlich konstruiert sind, können
systematische Fehler nicht ausgeschlossen werden.
Diese beiden Basissatzsysteme weisen jedoch einige Schwächen auf. Es wäre wünschenswert,
die NMR-Kopplungen für alle Elemente bis Krypton mit einem einheitlich gestalteten System
von Basissätzen beschreiben zu können. Keines der Basissatzsysteme deckt alle Elemente ab, für
die 4s- und 4p-Elemente (außer Se) gibt es bislang keine Basisfunktionen speziell für SSCCs.
Ein solches Basissatzsystem sollte an einem großen Testsatz von Molekülen, der möglichst
vollständig unterschiedliche chemische Gegebenheiten abdeckt, getestet sein, und zwar gegen
eine hinreichend große und unabhängig erhaltene Referenzbasis. So soll sichergestellt werden,
dass er auch bei bislang unbekannten Verbindungen zuverlässige Resultate liefert. Ein solch
systematischer Test wurde bei den beiden angesprochenen Basissätzen nicht durchgeführt.
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Der Grund für die Beschränkung auf Elemente bis Krypton liegt darin, dass für schwerere
Elemente relativistische Effekte eine immer größere Rolle spielen. Es genügt dann nicht, lediglich
den Basissatz anzupassen. Entscheidend ist die Verwendung eines Hamilton-Operators, der
beispielsweise die Spin-Bahn-Kopplung beschreiben kann. In dieser Arbeit wird dazu das X2C-
Verfahren [50] verwendet. Die Basissätze, die für die Energieberechnung mit dieser Methode nötig
sind, besitzen bereits steilere s-Funktionen. [213] Die Untersuchung in Abschnitt 5.3 zeigt, dass
dies ausreichend ist, um brauchbare Ergebnisse zu erhalten. [97]
Ein Untersuchungsgegenstand dieser Arbeit war es, einen Basissatz für die Elemente bis
Krypton zu erstellen, der die genannten Anforderungen erfüllt. Als Grundlage dafür diente der
def2-QZVP-Basissatz. [214] Dessen optimiertes Kontraktionsschema sollte so weit wie möglich
beibehalten werden. Als Testsatz wurden die Moleküle aus Ref. 215 (kartesische Koordinaten
in Ref. 214) gewählt. Diese decken nahezu alle Elemente in zahlreichen Oxidationsstufen und
Bindungsverhältnissen ab. Aus diesem Satz wurden Verbindungen mit Elementen, die schwerer
als Krypton sind, Verbindungen mit ungepaarten Elektronen und geladene Verbindungen ent-
fernt. Es verbleibt ein umfangreicher Testsatz mit 580 nicht-symmetrieäquivalenten Kopplun-
gen in 174 Molekülen, [216] in dem jedes Element mindestens einmal vorkommt. Die kartesischen
Koordinaten der Moleküle sind im digitalen Anhang dieser Dissertation [217] aufgeführt. Das
Basissatzlimit wurde mittels einer großen dekontrahierten even-tempered-Basis (ET) model-
liert. Eine vorhandene Basis, [218,219] die für den Kern- und Valenzbereich ET-Funktionen mit
einem Faktor f = 4
√
10 ≈ 1.778 und für den Polarisationsbereich Funktionen des def2-QZVPP-
Basissatzes besitzt, wurde um zusätzliche Funktionen erweitert. Es wurden sowohl steile als
auch flache Basisfunktionen hinzugefügt, um den Raum der Exponenten möglichst vollständig
abzudecken. Außerdem wurden einige Polarisationsfunktionen komplett entfernt und durch ei-
ne ET-Reihe ersetzt, die einen größeren Bereich abdeckt und mehr Exponenten enthält. Bei
diesen Erweiterungen zeigt sich bisweilen eine schlechte Konvergenz der SSCC, zum Beispiel
Oszillationen beim Hinzufügen immer weiterer Funktionen. Es können jedoch nicht beliebig
viele Funktionen hinzugefügt werden, da nicht nur jede einzelne SCF-Iteration aufwändiger
wird, sondern sich auch das Konvergenzverhalten der SCF-Rechnung insgesamt verschlechtert,
so dass mehr Iterationen nötig werden. Dies ist vor allem bei größeren Systemen und Über-
gangsmetallen (beispielsweise B3N3H6 und Ferrocen) der Fall. Es musste somit ein Kompromiss
zwischen Genauigkeit und praktischer Durchführbarkeit der Rechnungen gefunden werden. Die
daraus resultierenden Referenzbasissätze sind im digitalen Anhang [217] zu finden. Für kleine
Moleküle war es teilweise möglich, die Rechnungen mit einer größeren Basis durchzuführen.
In diesen Fällen wurde dieses Resultat zum Anpassen der neu entwickelten Exponenten ge-
nutzt. Bei der unten dargelegten Statistik wurde diese größere Basis nicht als Referenz genutzt.
Doch auch die Referenzbasis, mit der für alle Moleküle des Testsatzes erfolgreich Rechnungen
durchgeführt wurden, ist hinreichend umfangreich. Für Kohlenstoff weist sie (35s25p11d2f1g)
Exponenten auf; die von Jensen als Referenzbasis verwendete unc-aug-pcJ-4 besitzt lediglich
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Tabelle 5.1: Startexponenten s, die im ersten Schritt der Erweiterung der def2-QZVP-Basis verwendet
wurden. Die Exponenten wurden so gewählt, dass die Überlappung mit der steilsten kontrahierten
Funktion maximal wird. [220]
Atom Exponent Atom Exponent Atom Exponent Atom Exponent
H 1.8 Ne 24.7 K 92 Ni 178
He 3.6 Na 30 Ca 102 Cu 167
Li 1.9 Mg 36 Sc 84 Zn 234
Be 3.5 Al 42 Ti 93 Ga 250
B 5.7 Si 49 V 104 Ge 267
C 8.5 P 57 Cr 114 As 284
N 11.7 S 65 Mn 136 Se 302
O 15.5 Cl 73 Fe 142 Br 320
F 19.8 Ar 82 Co 151 Kr 339
(20s13p8d5f3g2h), also deutlich weniger Funktionen mit niedrigen Drehimpulsquantenzahlen,
die für eine genaue Beschreibung jedoch notwendig sind, wogegen die in der unc-aug-pcJ-4-
Basis reichlich vorhandenen Funktionen mit sehr hohen Drehimpulsquantenzahlen in der Dich-
tefunktionaltheorie weniger wichtig sind und hier etwas eingekürzt wurden.
Der def2-QZVP-Basissatz wurde in mehreren Schritten erweitert. Zunächst wurde für jedes
Element ein sogenannter Startexponent s bestimmt. Dieser gehört zu einer Gauß-Funktion,
die mit der steilsten Kontraktion des entsprechenden Elements die größte Überlappung hat,
die also die entsprechende Linearkombination möglichst gut wiedergibt. Diese Startexponen-
ten sind in Tab. 5.1 aufgelistet. Anstatt nun diesen Exponenten wie bei ET-Basissätzen mit
einem konstanten Faktor f zu multiplizieren und so eine Folge sfk von Exponenten zu erhal-
ten, werden die Faktoren in jedem Schritt zusätzlich mit einem Inkrement i multipliziert. Dies
führt dazu, dass die Exponenten schneller wachsen und mit weniger Exponenten sehr steile




Für die meisten Elemente wurden 7 s-, 3 p- und 1 d-Funktion mit f = 6 und i = 1.3 hin-
zugefügt (Schritt 1), Details sind in Tab. 5.2 zu finden. Die Parameter s, f und i sind für
alle Drehimpulsquantenzahlen gleich. Anschließend wurden für jeden Periodenblock (damit ist
die Schnittmenge einer bestimmten Periode mit einem bestimmten Block gemeint, beispiels-
weise 1s, 2p, 3d) individuell noch einige wenige s-, p- und d-Funktionen hinzugefügt, wo die
Abweichung der SSCCs von der Referenz noch zu groß war. Die Exponenten wurden aus den
bestehenden Basisfunktionen gewonnen. Bei den ersten vier Elementen hat sich die flachste
in Schritt 1 hinzugefügte s-Funktion (die mit dem Startexponenten s) als unnötig erwiesen
und wurde entfernt (Schritt 2). Diese beiden Schritte wurden von L. Spiske im Rahmen seines
Vertiefungspraktikums [220] unter Verwendung der ursprünglichen Referenzbasis [218,219] und des
PBE-Funktionals [221] durchgeführt.
58
Kapitel 5. Basissätze 5.1. Erweiterung der def2-QZVP-Basis
Tabelle 5.2: Erweiterungen der def2-QZVP-Basis. In den ersten drei Schritten wurde alle Elemente
eines Periodenblocks gleich behandelt. Im vierten Schritt wurden für einzelne Elemente Basisfunktionen
hinzugefügt. Die einzelnen Schritte sind im Text näher erläutert. Die Spalte „gesamt“ gibt an, wie viele
Basisfunktionen in Summe hinzugefügt wurden.
Periodenblock
Schritt 1 Schritt 2 Schritt 3 Schritt 4 gesamt
f i Erw. Erw. Erw. Erw. Erw. Element
































































Diese Erweiterungen wurden in der vorliegenden Arbeit unter Berücksichtigung der oben be-
schriebenen erweiterten Referenzbasis überarbeitet. Es wurde wie bei den pcJ-n-Basissätzen [210]
das B3LYP-Funktional [71,222–224] verwendet. Dies bedeutet zwar eine Festlegung, obwohl hin-
sichtlich des besten Dichtefunktionals keine Einigkeit besteht, dies ist vom betrachteten System
abhängig. [24,97,129,140,142,225–235] Dies erscheint trotzdem sinnvoller als die sonst wegen ihrer Ein-
deutigkeit im Rahmen von Basissatzentwicklungen gerne verwendete Hartree-Fock-Methode,
die bei SSCCs aber deutlich schlechter ist als gängige Dichtefunktionale. [129,140,228] Ein großes
Gitter [236] für die numerische Integration des Austauschkorrelationsfunktionals (Gittergröße 5)
und strenge Schwellenwerte (10−10Eh für die Energie und 10
−7 für die mittlere quadratische
Abweichung der Elektronendichte in den SCF-Iterationen sowie 10−8 für die Residuumsnorm
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in den Antwortgleichungen) vermeiden unerwünschte Fehlerquellen. Neben den Kopplungskon-
stanten wurden bei der Evaluierung nun auch die Anisotropien der Kopplungen ausgewertet.
Dabei hat sich herausgestellt, dass die beiden steilsten s-Funktionen bei Elementen der vierten
Periode nicht benötigt werden, sondern – im Gegenteil – das Konvergenzverhalten verschlech-
tern. Sie wurden daher wieder entfernt (Schritt 3). Der so erhaltene Basissatz liefert in den
meisten Fällen schon gute Resultate, in einigen Fällen aber noch Ausreißer, insbesondere beim
anisotropen Anteil. Diese Fälle wurden einzeln untersucht. Für alle problematischen Verbin-
dungen wurde zunächst das Element, das weitere Basisfunktionen braucht, bestimmt. Hierzu
wurden mehrere Rechnungen durchgeführt, bei denen für jeweils ein Element die Referenzbasis
und für die anderen die erweiterte def2-QZVP-Basis genommen wurde. Die Atomsorte, bei der
die größte Verbesserung beobachtet wurde, wurde dann weiter untersucht, indem alle Basis-
funktionen einer bestimmten Drehimpulsquantenzahl mit den entsprechenden Funktionen der
Referenzbasis ausgetauscht wurden. Schließlich wurde für die als relevant identifizierte Drehim-
pulsquantenzahl jeder Exponent der Referenzbasis einzeln in den zu entwickelnden Basissatz
übernommen und die resultierenden isotropen bzw. anisotropen Anteile der Kopplung betrach-
tet. Der Exponent mit der größten Verbesserung wurde übernommen. Dieses Verfahren wurde
wiederholt, bis jede Kopplung hinreichend nahe am Referenzwert lag (Schritt 4). Da in einer
kontrahierten Basis gearbeitet wurde, kann das oben angesprochene Maximierungskriterium
nicht angewandt werden. Wie aus Tab. 5.2 ersichtlich wird, wurde der Basissatz von 15 Elemen-
ten modifiziert, in den meisten Fällen allerdings nur wegen einer problematischen Verbindung.
Angestrebt wurde eine Abweichung zur Referenzbasis von maximal 5 % (Kopplungen < 1 Hz
ausgenommen), was für die allermeisten Fälle erreicht werden konnte. Die größten Abweichun-
gen ergeben sich bei kleinen Kopplungen, die jedoch nicht von der 1-Hz-Grenze erfasst werden.
So verursacht zum Beispiel der Unterschied von 3.37 Hz zum Referenzwert 3.72 Hz einen rela-
tiven Fehler von 9.4 %. Dennoch ist es gelungen, dass mehr als 80 % der isotropen und mehr
als 70 % der anisotropen Kopplungen weniger als 1 % vom Basissatzlimit abweichen. Der so
erhaltene Basissatz wird im Folgenden „def2-QZVP-j“ genannt und ist im digitalen Anhang [217]
aufgeführt.
Die relative Abweichung von einem Referenzwert ist also nur bedingt geeignet, um die Quali-
tät eines Basissatzes zu bewerten. Es wäre zwar möglich, den Schwellwert zu erhöhen. Während
bei der bisherigen Grenze von 1 Hz rund 11 % der Kopplungen vernachlässigt wurden, würden
bei einer Grenze von 10 Hz [210] im vorliegenden Testsatz 40 % der Kopplungen nicht in die Sta-
tistik eingehen, was ein nicht unerheblicher Anteil ist. Dies würde auch Kopplungen betreffen,
die nur über wenige Bindungen gehen, zum Beispiel 2J isoHH = 3.8 Hz in Ethen. Im Folgenden
wird daher die absolute Abweichung vom Referenzwert herangezogen. Im Allgemeinen nimmt
die Abweichung mit einem größeren Wert der Kopplungskonstante zu. Um die Statistik nicht zu
sehr zu verzerren, werden Kopplungen > 4000 Hz vernachlässigt. Dies sind lediglich 6 (isotrop)
bzw. 7 (anisotrop) der 580 Kopplungen.
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Aus Tab. 5.3 werden die Verbesserungen, die durch die beschriebenen Erweiterung erreicht
wurden, deutlich. Aufgeführt sind die absoluten Abweichungen in Hertz der zugrunde liegenden
def2-QZVP-Basis und der neu erstellten def2-QZVP-j-Basis von der Referenzbasis. Die Vertei-
lung dieser Abweichungen weist etliche Unregelmäßigkeiten auf und ist daher nicht durch eine
Gauß-Funktion zu beschreiben. Auffällig ist hierbei vor allem der Fehler von JanisNaNa in Na3N,
der von der def2-QZVP-Basis gemacht wird, er beträgt 7533 Hz. Auf die Angabe einer Stan-
dardabweichung wird daher verzichtet, stattdessen wird die Verteilung der Fehler innerhalb
bestimmter Bereiche angegeben und analysiert. Zusätzlich wird der Median der Absolutwerte
der Abweichungen von der Referenzbasis (im Folgenden kurz „Median“ genannt) herangezo-
gen. Der def2-QZVP-Basissatz liefert bereits in knapp der Hälfte der Fälle gute Ergebnisse mit
Fehlern kleiner als 0.5 Hz. In rund 15 % der Fälle weichen die Kopplungskonstanten mehr als
5 Hz vom Basissatzlimit ab. Die Anisotropien werden etwas besser beschrieben, hier sind es nur
rund 11 %. Mit den in dieser Arbeit beschriebenen Erweiterungen nehmen die Abweichungen
von der Referenzbasis deutlich ab. Der Median ist etwa eine Größenordnung kleiner als ohne die
Erweiterusngen. Zwei Drittel der anisotropen und gar 85 % der isotropen Kopplungen liegen
innerhalb des 0.5-Hz-Fehlerfensters. Lediglich sieben Kopplungskonstanten weichen mehr als
5 Hz vom Referenzwert ab. Die größte absolute Abweichung sind 59 Hz bei CoF, was jedoch ei-
nem kleinen relativen Fehler entspricht (Referenzwert: 3405 Hz). Diese Genauigkeitssteigerung
wird durch die Vergrößerung des def2-QZVP-Basissatzes um rund 40 % erreicht.
In Tab. 5.4 wird die neu erstellte def2-QZVP-j-Basis mit der pcJ-3-Basis verglichen. In bei-
den Fällen handelt es sich um quadruple-ζ-Basissätze, die auch bezüglich der Anzahl ihrer Ba-
sisfunktionen vergleichbar sind. Da die pcJ-n-Basissätze nur für Elemente bis Argon publiziert
wurden, werden Moleküle, die mindestens ein schwereres Atom enthalten, nicht berücksichtigt
(um Vergleichbarkeit zu gewährleisten auch bei def2-QZVP-j). Beide Basissätze beschreiben die
Kopplungen in den meisten Fällen mit weniger als 0.5 Hz Abweichung; der isotrope Anteil wird
dabei tendenziell präziser beschrieben. Dies spiegelt sich in den Medianen wieder; der pcJ-3-
Basissatz beschreibt nach dieser Metrik den isotropen Anteil etwas genauer. In diesem etwas
kleineren Testsatz liegen alle Kopplungskonstanten mit def2-QZVP-j innerhalb von 5 Hz um das
Basissatzlimit, mit pcJ-3 innerhalb von 9 Hz. In beiden Fällen sind die entsprechenden Kopp-
lungskonstanten größer als 1000 Hz, so dass der relative Fehler klein ist. Die größte Abweichung
der Anisotropie tritt wie bei def2-QZVP bei JanisNaNa in Na3N auf (Abweichung def2-QZVP-j:
10 Hz; pcJ-3: 115 Hz). Diese Kopplung scheint also besondere Herausforderungen an den Basis-
satz zu stellen. Derart große Fehler sind für pcJ-3 jedoch die Ausnahme, der zweitgrößte Fehler
beträgt 18 Hz.
Insgesamt ergibt sich, dass def2-QZVP-j etwas mehr Basisfunktionen als pcJ-3 aufweist, das
Basissatzlimit jedoch besser approximiert. Extreme Ausreißer treten nicht auf, was vermutlich
daran liegt, dass zur Konstruktion der def2-QZVP-j-Basis und der Evaluierung dieselben Kopp-
lungen verwendet wurde; ein separater Validierungssatz wurde nicht bemüht. Da der verwendete
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Tabelle 5.3: Verteilung der Abweichungen der Kopplungen, die mit dem def2-QZVP- und dem def2-
QZVP-j-Basissatz erhalten wurden, von den Resultaten mit der Referenzbasis. Es wurden alle Kopplun-
gen des Testsatzes außer die mit einem Absolutbetrag des isotropen bzw. anisotropen Anteils größer
als 4000Hz (mit der Referenzbasis) berücksichtigt. Mit „Median“ ist der Median der Absolutwerte
der Abweichungen von der Referenzbasis gemeint, Angabe in Hertz. Bei der Anzahl der kartesischen
Basisfunktionen wurden alle Moleküle des Testsatzes berücksichtigt, auch wenn manche oder alle Kopp-
lungen größer als 4000Hz waren. Elemente, die mehrfach vorkamen, wurden entsprechend mehrfach
gezählt.
Isotroper Anteil Anisotroper Anteil
Berücksichtigte Kopplungen 574 573
Abweichung (Hz) def2-QZVP def2-QZVP-j def2-QZVP def2-QZVP-j
< −2.0 102 12 83 15
−2.0 . . . −1.5 14 6 12 6
−1.5 . . . −1.0 20 6 37 8
−1.0 . . . −0.5 31 20 47 34
−0.5 . . . 0.0 169 255 143 197
0.0 . . . 0.5 114 232 127 258
0.5 . . . 1.0 46 17 52 15
1.0 . . . 1.5 13 8 24 12
1.5 . . . 2.0 5 3 9 10
> 2.0 60 15 39 18
Median 0.5234 0.0498 0.5342 0.0668
kartesische Basisfunktionen 49 049 68 511 49 049 68 511
Testsatz jedoch groß und sehr breit angelegt ist, sind kaum weitere problematische Fälle zu er-
warten. Der entscheidende Vorteil gegenüber den pcJ-n-Basissätzen liegt in der Möglichkeit,
mit def2-QZVP-j auch Elemente der vierten Periode berechnen zu können.
Zuletzt wird die def2-QZVP-j-Basis mit dem aug-cc-pVTZ-J-Basissatz verglichen. Eine aus-
giebige Literaturrecherche ergab, dass dieser der einzige Basissatz ist, der speziell für NMR-
Kopplungskonstanten modifiziert wurde und 3d-Elemente umfasst. Es handelt sich jedoch um
eine triple-ζ-Basis, was sich sowohl an der Anzahl der Basisfunktionen (rund 40 % weniger) als
auch an der Genauigkeit der Ergebnisse bemerkbar macht. Während der isotrope Anteil nur
etwas schlechter als mit def2-QZVP-j beschrieben wird, zeigen sich beim anisotropen Anteil
deutliche Unterschiede: Nur 50 % statt wie bei def2-QZVP-j 80 % der Kopplungen weichen we-
niger als 0.5 Hz vom Basissatzlimit ab. Der Median ist somit in der gleichen Größenordnung
wie mit der def2-QZVP-Basis, die nicht für SSCCs optimiert wurde. Auch gibt es viele große
Abweichungen. Mit dem aug-cc-pVTZ-J-Basissatz beträgt die maximale Abweichung sowohl
für den isotropen als auch für den anisotropen Anteil 120 Hz. Im Gegensatz zu pcJ-3 ist dies
jedoch kein Einzelfall, die zweitgrößte Abweichung schlägt mit jeweils rund 90 Hz zu Buche. An
all diesen Kopplungen ist Fluor beteiligt. Auch wenn der Absolutwert der Kopplungen recht
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Tabelle 5.4: Verteilung der Abweichungen der Kopplungen, die mit dem def2-QZVP-j- und dem pcJ-3-
Basissatz erhalten wurden, von den Resultaten mit der Referenzbasis. Es wurden die Kopplungen aller
Moleküle, die ausschließlich Elemente bis Argon enthalten, außer die mit einem Absolutbetrag des
isotropen bzw. anisotropen Anteils größer als 4000Hz (mit der Referenzbasis) berücksichtigt. Weitere
Informationen in Tab. 5.3.
Isotroper Anteil Anisotroper Anteil
Berücksichtigte Kopplungen 399 399
Abweichung (Hz) def2-QZVP-j pcJ-3 def2-QZVP-j pcJ-3
< −2.0 2 8 1 5
−2.0 . . . −1.5 3 0 1 3
−1.5 . . . −1.0 0 5 3 1
−1.0 . . . −0.5 8 4 25 10
−0.5 . . . 0.0 182 173 140 136
0.0 . . . 0.5 183 181 202 198
0.5 . . . 1.0 10 10 4 15
1.0 . . . 1.5 3 5 8 8
1.5 . . . 2.0 0 2 5 3
> 2.0 8 11 10 20
Median 0.0356 0.0245 0.0440 0.0497
kartesische Basisfunktionen 39 795 37 412 39 795 37 412
groß ist (größer als 1000 Hz), unterstreicht dies die Schwierigkeit, für Fluor geeignete Basissätze
zu kreieren.
Um zu verdeutlichen, wie steil die s-Funktionen sind, die für eine genaue Beschreibung von
Spin-Spin-Kopplungstensoren benötigt werden, wird die steilste s-Funktion am Kohlenstoff für
verschiedene Basissätze verglichen. (Andere Elemente liefern das gleiche Bild.) Der für Energie-
berechnungen geeignete triple-ζ-Basissatz def2-TZVP weist als höchsten Exponenten 1.4 · 104
auf. Um Kopplungskonstanten verlässlich zu bestimmen, sind 2.5 · 106 (pcJ-2) oder gar 1.6 · 107
(aug-cc-pVTZ-J) nötig, also zwei bzw. drei Größenordnungen mehr. In allen drei Fällen liegt der
angegebene Exponent in einer Kontraktion vor. Der def2-QZVP-Basissatz hat im Vergleich zu
def2-TZVP lediglich eine steile s-Funktion mehr (6.7 · 104), und diese hat das kleinste Gewicht
in ihrer Kontraktion. Sie ist damit immer noch weit von pcJ-2 entfernt. Die hier erstellte def2-
QZVP-j-Basis fügt unter anderem drei sehr steile s-Funktionen mit den Exponenten 5.3 · 104,
9.1 · 105 und 2.0 · 107 hinzu. Da sich diese nicht in einer Linearkombination befinden, erhöhen
sie die Flexibilität der Wellenfunktion in diesem Bereich erheblich. Die steilste Funktion ist
vergleichbar mit der in pcJ-3 (2.7 · 107), diese befindet sich jedoch in einem Block kontrahierter
Funktionen. Die für die statistische Auswertung verwendete Referenzbasis ist komplett dekon-
trahiert; ihre steilste s-Funktion hat den Exponenten 2.5 · 107. Dies ist im Bereich dessen, was
die beiden quadruple-ζ-Basissätze aufweisen. Wie oben erwähnt konnte an kleinen Molekülen
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Tabelle 5.5: Verteilung der Abweichungen der Kopplungen, die mit dem def2-QZVP-j- und dem
aug-cc-pVTZ-J-Basissatz erhalten wurden, von den Resultaten mit der Referenzbasis. Es wurden nur
Moleküle berücksichtigt, die ausschließlich Elemente aus den Periodenblöcken 1s, 2p, 3p und 3d enthal-
ten. Kopplungen mit einem Absolutbetrag des isotropen bzw. anisotropen Anteils größer als 4000Hz
(mit der Referenzbasis) wurden nicht berücksichtigt. Weitere Informationen in Tab. 5.3.
Isotroper Anteil Anisotroper Anteil
Berücksichtigte Kopplungen 414 413
Abweichung (Hz) def2-QZVP-j aug-cc-pVTZ-J def2-QZVP-j aug-cc-pVTZ-J
< −2.0 11 32 9 64
−2.0 . . . −1.5 4 4 3 12
−1.5 . . . −1.0 3 4 6 14
−1.0 . . . −0.5 10 16 24 23
−0.5 . . . 0.0 183 156 131 88
0.0 . . . 0.5 172 148 195 124
0.5 . . . 1.0 14 26 13 18
1.0 . . . 1.5 4 7 10 22
1.5 . . . 2.0 2 2 7 17
> 2.0 11 19 15 31
Median 0.0537 0.141 0.0662 0.4348
kartesische Basisfunktionen 45 642 27 213 45 642 27 213
eine größere Referenzbasis verwendet werden. Bei Verwendung dreier weiterer, steilerer Expo-
nenten (bis 1.4 · 108) ändern sich die Kopplungen in den untersuchten Fällen nicht. Es ist also
davon auszugehen, dass die Kopplungstensoren hinsichtlich steiler s-Funktionen konvergiert
sind. Die von Jensen als Referenzbasis verwendeten unkontrahierten pcJ-4- und aug-pcJ-4-Ba-
sissätze [210,211] weisen als höchsten Exponenten nur 1.1 · 107 auf, was geringer ist als bei der
pcJ-3-Basis.
In diesem Abschnitt wurde dargelegt, wie der def2-QZVP-Basissatz für alle Elemente bis
Krypton dergestalt erweitert wurde, dass damit NMR-Kopplungstensoren berechnet werden
können. Die Genauigkeit der so erhaltenen def2-QZVP-j-Basis wurde durch Vergleich mit einer
unabhängig erstellten Referenzbasis, deren Exponenten größtenteils einer even-tempered-Rei-
he entsprechen und mindestens den gleichen Bereich wie def2-QZVP-j abdecken, untersucht.
Der hierfür verwendete Testsatz von Molekülen enthält zahlreiche verschiedene chemische Bin-
dungssituationen aller betrachteten Elemente. Durch die Beibehaltung der Kontraktionen der
def2-QZVP-Basis hält sich der Rechenaufwand in Grenzen. Die hinzugefügten Funktionen liegen
bislang noch in keiner Kontraktion vor. Es bleibt noch zu untersuchen, ob diese Erweiterungen
mit hinnehmbarem Genauigkeitsverlust kontrahiert werden können. Weiterhin ist eine Über-
tragung der Erweiterungen auf den triple-ζ-Basissatz def2-TZVP wünschenswert, da durch die
geringere Anzahl an Basisfunktionen größere Systeme mit hoffentlich immer noch guter Ge-
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nauigkeit zugänglich werden. Dies ermöglicht die Berechnung von Komplexen mit 3d-Metallen
und großen organischen Liganden mit Heteroatomen aus der vierten Periode, zum Beispiel
bromsubstituierte Porphyrine [237] oder Corrole. [238]
5.2 Locally dense basis sets
Um NMR-Kopplungen zuverlässig beschreiben zu können, werden spezielle Basissätze benötigt.
Diese sind erheblich größer als gewöhnlich verwendete Basissätze; der oben konstruierte def2-
QZVP-j-Basissatz besitzt beispielsweise rund 40 % mehr Basisfunktionen als der def2-QZVP-
Basissatz. Es ist anzunehmen, dass ein solcher Basissatz nur an den koppelnden Atomen und
in deren unmittelbarer Umgebung benötigt wird. Die Atome, deren Kopplung jeweils betrach-
tet wird, werden in Anlehnung an Ref. 239 „Fokusatome“ genannt. Für Atome fernab dieser
Fokusatome könnte dann ein kleinerer Basissatz verwendet werden.
Diese Idee wird bei chemischen Abschirmungskonstanten schon lange angewandt. [239–245]
Sie trägt den Namen Locally dense basis sets (LDBS), da lokal (am Fokusatom oder in dessen
Umgebung) ein „dichterer“ Basissatz (mit mehr Basisfunktionen; anfangs wurden noch kei-
ne speziell für chemische Abschirmungen entwickelten Basissätze benutzt) verwendet wird. [242]
Für chemische Abschirmungen wurde die Qualität dieser Näherung an organische Molekülen
unter Verwendung verschiedener Definitionen der lokalen Umgebung und verschiedener Basis-
sätze untersucht. [239] Zwar wurde das LDBS-Schema bei der Berechnung von SSCCs aufgegrif-
fen, [200,246–250] eine genauere Untersuchung dieses Ansatzes für SSCCs wurde jedoch erst vom
Autor dieser Dissertation durchgeführt. [155] Unter anderem war zu evaluieren, ob Atome zwi-
schen den beiden Kopplungspartnern gesondert behandelt werden müssen („zwischen“ meint im
Sinne des Bindungsgerüsts).
Als Testsatz wurden 15 Moleküle [155,251] gewählt, die teilweise ungewöhnliche Bindungs-
situationen abbilden. Die Moleküle sind in Abb. 5.1 dargestellt, die kartesische Koordina-
ten des Testsatzes sind im digitalen Anhang dieser Dissertation [217] aufgeführt. Darin ent-
halten sind kleine Cluster (Al4Me4 und B4Me4), Systeme mit mehreren Ringen (Adaman-
tan, Bicyclo[1.1.1]pentan und Naphthalin) und Verbindungen mit koordinativen Bindungen
(AlH2PMe2CF3
+ und EtMgCl · 2THF). Es ist in solchen Fällen nicht immer direkt offensicht-
lich, welche Atome benachbart sind und welche Atome sich zwischen den Fokusatomen befinden.
Für die anfängliche Untersuchung wurde für die Fokusatome und den Bereich um sie her-
um und zwischen ihnen (im Folgenden Fokusgruppe genannt) der pcJ-2-Basissatz [210–212] als
„dichte“ Basis gewählt. Für die übrigen Atome wurde die kleinere Basis pcJ-1 verwendet. Al-
le Moleküle des Testsatzes zusammengenommen besitzen 8663 Basisfunktionen, wenn an allen
Atomen die pcJ-2-Basis eingesetzt wird, aber nur 3891 Basisfunktionen, wenn überall die pcJ-1-
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Abbildung 5.1: Systeme, an denen verschiedene Varianten von locally dense basis sets untersucht
wurden.
Basis verwendet wird. Durch geschickt gewählte Fokusgruppen besteht die Möglichkeit, etwa
die Hälfte der Basisfunktionen einzusparen.
In einem ersten Schritt sollte Klarheit über die notwendige Größe der Fokusgruppe ge-
wonnen werden. In den Tabellen B.3 und B.4 sind die untersuchten Fokusgruppen detailliert
aufgeführt. Der Referenzwert der SSCC, den es zu erreichen galt, ist durch die Verwendung
der pcJ-2-Basis an allen Atomen gegeben. Die Berechnungen wurden mit dem TPSS-Funktio-
nal [252] durchgeführt; es wurden Gitter [236] der Größe 3 verwendet. Das SCF-Verfahren wurde
beendet, wenn die Energieänderung weniger als 10−8Eh betrug. Die Residuumsnorm in den
Antwortgleichungen wurde auf 10−8 konvergiert.
In Tab. 5.6 sind einige Kopplungskonstanten benachbarter Atome aufgeführt, der komplette
Datensatz befindet sich im Anhang in Tab. B.1. Da eine Mischung aus den pcJ-1- und pcJ-2-
Basissätzen verwendet wird, ist zu erwarten, dass die damit erhaltenen Kopplungen zwischen
diesen beiden Werten liegen. Bei Benzol ist dies erfüllt. Es ist bereits ausreichend, die pcJ-2-
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Tabelle 5.6: Eine Auswahl von 1J-Kopplungskonstanten (berechnet mit dem TPSS-Funktional), die
zur Bestimmung der Fokusgruppe herangezogen wurden, der komplette Datensatz befindet sich in
Tab. B.1. Die Spalte „Atome“ gibt die beiden Fokusatome an. Die Nummerierung bezieht sich auf die
Reihenfolge der kartesischen Koordinaten. [155] „Ref.“ ist die mit der Referenzbasis (pcJ-2) erhaltene
Kopplungskonstante in Hertz. Die folgenden Spalten beinhalten die Differenz zur Referenz. Sie wurden
erhalten, indem entweder nirgends („pcJ-1“) oder nur an den Fokusatomen oder an deren Nachbarn
oder am „Kern“ des jeweiligen Moleküls (Kohlenstoffatome in Benzol, Bor bzw. Aluminium in B4Me4
und Al4Me4) oder am Methylliganden (nur der, dessen Kohlenstoff an der Kopplung beteiligt ist) die
pcJ-2-Basis verwendet wurde. In den letzten drei Spalten besitzen die Fokusatome immer die pcJ-2-
Basis. Eine detaillierte Auflistung der Atome mit pcJ-2-Basissatz ist in Tab. B.3 zu finden.
Molekül Atome Art Ref. pcJ-1 Atome Nachbarn Kern Ligand
Benzol 1–2 1JCC 55.71 +3.96 +0.10 +0.07 +0.16 –
B4Me4 1–6
1JBB 14.11 +1.20 −0.09 +0.02 −0.02 –
B4Me4 1–2
1JBC 59.56 +0.66 +0.01 −0.03 +0.01 −0.04
Al4Me4 1–6
1JAlAl 15.78 +1.02 +0.66 +0.37 +0.35 –
Al4Me4 1–2
1JAlC 38.68 +0.23 +1.28 +0.22 +0.23 +1.23
EtMgCl · 2THF 1–2 1JMgCl 2.28 +0.42 +0.07 +0.06 – –
EtMgCl · 2THF 1–10 1JMgO −1.33 −0.23 −0.06 – – –
Basis nur an den beiden Kohlenstoffatomen zu platzieren, um deren Kopplungskonstante auf
0.1 Hz genau zu beschreiben. Diese Abweichung ist deutlich geringer als der Unterschied zum
B3LYP-Funktional, [71,222–224] rund 3 Hz. Die Differenz zwischen der pcJ-1- und der pcJ-2-Basis
beträgt etwa 4 Hz. Mit rund 25 % mehr kartesischen Basisfunktionen wird in diesem Fall annä-
hernd die Güte eines mehr als doppelt so großen Basissatzes erreicht. Eine Vergrößerung des
Fokusbereichs bringt keine signifikante Verbesserung. Das Einbeziehen aller Kohlenstoffatome
vergrößert die Abweichung gar leicht. 1JBB im tetraedrischen B4Me4 (die Methylgruppen be-
finden sich jeweils an den Boratomen) wird leicht unterschätzt, wenn die pcJ-2-Basis nur an
den Fokusatomen verwendet wird (mit dem pcJ-1-Basissatz wird ein zu großer Wert erhalten).
Die Abweichung kann verringert werden, wenn für alle Boratome oder zusätzlich noch für zwei
Kohlenstoffatome die pcJ-2-Basis genutzt wird. Die B–C-Kopplung in diesem System wird be-
reits dann hervorragend beschrieben, wenn der Fokusbereich lediglich die beiden Fokusatome
umfasst. Beim strukturell analog gebauten Al4Me4 trifft dies nicht zu. Die Abweichung der
1JAlAl-Kopplungskonstante mit der pcJ-1-Basis von der Referenz wird lediglich um ein Drittel
reduziert, wenn die beiden Fokusatome mit dem pcJ-2-Basissatz versehen werden. Eine Aus-
weitung des Fokusbereichs auf die beiden anderen Aluminiumatome verringert die Abweichung
um ein weiteres Drittel. Die Differenz zwischen der mit TPSS und der mit B3LYP berechneten
1JAlAl-Kopplungskonstanten beträgt 16 Hz und somit mehr als eine Größenordnung größer als
die Abweichung durch das LDBS-Schema. Bei der Al–C-Kopplung zeigt sich die Besonderheit,
dass die Abweichung von der Referenz größer ist, wenn an den Fokusatomen die pcJ-2-Ba-
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Tabelle 5.7: Eine Auswahl von 3J- und 4J-Kopplungskonstanten, die zur Bestimmung der Fokus-
gruppe herangezogen wurden, der komplette Datensatz befindet sich in Tab. B.2. Die Spalte „Pfad“
gibt die Differenz zur Referenz an, wenn für die beiden Fokusatome und einen möglichst kurzen Pfad
entlang von Bindungen zwischen ihnen der pcJ-2-Basissatz verwendet wird. Die übrigen Spalten sind
in Tab. 5.6 erklärt. Eine detaillierte Auflistung der Atome mit pcJ-2-Basissatz ist in Tab. B.4 zu finden.
Molekül Atome Art Ref. pcJ-1 Atome Pfad Nachbarn Kern
Benzol 1–4 3JCC 10.39 −0.41 −0.03 −0.02 −0.02 −0.00
Bicyclo[1.1.1]pentan 2–13 4JHH 22.18 −1.53 −0.35 −0.05 −0.09 –
Bicyclo[1.1.1]pentan 4–8 4JHH 11.60 −0.71 −0.20 −0.03 −0.06 –
Allen 3–6 4JHH −8.44 −0.23 −0.17 −0.04 −0.04 –
Naphthalin 11–12 3JHH 8.90 −0.35 −0.08 – +0.03 –
sis verwendet wird, als wenn die ganze Verbindung mit dem pcJ-1-Basissatz gerechnet wird.
Die Abweichung (1.28 Hz) ist dann vergleichbar mit dem Unterschied zu B3LYP (1.31 Hz mit
der pcJ-2-Basis). Diese Anomalie kann behoben werden, indem alle Aluminiumatome mit dem
pcJ-2-Basissatz berechnet werden. Doch selbst in diesem Fall wird das pcJ-1-Ergebnis nicht
übertroffen. Erst die Erweiterung des Fokusbereichs auf alle Aluminium- und Kohlenstoffato-
me liefert eine darüber hinausgehende Verbesserung (Abweichung 0.10 Hz), doch in diesem Fall
ist die Ersparnis an Basisfunktionen gering. Es ist zu vermuten, dass die Aluminiumverbindung
empfindlich auf unbalancierte Basissätze reagiert. Die Kopplungen des Magnesiumatoms mit
seinen Nachbarn in EtMgCl · 2THF (die beiden Tetrahydrofuranmoleküle sind über ihr Sauer-
stoffatom an Magnesium koordiniert, sie sind nicht komplett symmetrisch angeordnet) werden
wiederum mit geringer Abweichung von der Referenz wiedergegeben, wenn der pcJ-2-Basissatz
nur an den jeweiligen Fokusatomen eingesetzt wird.
Außerdem wurden Kopplungen über mehr als eine Bindung betrachtet. Hierbei gibt es die
Möglichkeit, Atome zwischen den Kopplungspartnern gesondert zu behandeln. Für den vorlie-
genden Testsatz wurde untersucht, ob es eine Verbesserung bringt, die Atome entlang eines
Pfads zwischen den Fokusatomen mit dem größeren pcJ-2-Basissatz zu versehen. Als „Pfad“
wurde hierbei eine möglichst kurze Abfolge von Atomen, die untereinander und mit den Fo-
kusatomen über chemische Bindungen, Wasserstoffbrücken oder koordinativ verbunden sind.
Gibt es mehrere solcher Pfade, wurden nur bei den Atomen entlang eines Pfads die pcJ-2-
Basis verwendet. Bei der 3JCC-Kopplung in Benzol heißt das beispielsweise, dass vier Kohlen-
stoffatome, die einen Halbring bilden, mit der pcJ-2-Basis berechnet wurden. Wie aus Tab. 5.7
ersichtlich, ist das in diesem Fall nicht nötig. Die pcJ-2-Basis genügt an den Fokusatomen, um
das pcJ-2-Ergebnis zu reproduzieren. Bei den angegebenen 4JHH-Kopplungskonstanten ist eine
deutlich Verbesserung bemerkbar, wenn die Nachbarn berücksichtigt werden. Da es sich hierbei
um Wasserstoffatome mit jeweils nur einem Bindungspartner handelt, schließt die Pfad-Metho-
de stets nur zusätzliche Atome ein, nie weniger. Dies bringt jedoch keinen merklichen Vorteil.
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Bei Naphthalin wird mit der pcJ-2-Basis an den Fokusatomen eine kleine Abweichung von der
Referenz erhalten. Die zusätzliche Berücksichtigung der benachbarten Kohlenstoffatome bringt
eine leichte Verbesserung.
Diese Untersuchung hat gezeigt, dass es ohne großen Genauigkeitsverlust möglich ist, ver-
schiedene Basissätze zu mischen. In den meisten Fällen genügt es, den größeren Basissatz nur an
den Fokusatomen zu verwenden. Statt 8663 Basisfunktionen werden dann nur 4580 Basisfunk-
tionen (Mittelwert über die verschiedenen Kopplungen in jedem Molekül) benötigt, also rund
die Hälfte. Dies ist zugleich die günstigste (da dies den minimalen Fokusbereich darstellt) und
einfachste (da die Fokusatome bekannt sind und nicht erst Nachbarn ermittelt werden müssen)
Methode. Gleichzeitig wurden auch die Grenzen deutlich, die bei der praktischen Anwendung zu
berücksichtigen sind. Sind Wasserstoffatome an der Kopplung beteiligt, kann es hilfreich sein,
an deren Nachbarn ebenfalls den größeren Basissatz zu verwenden. Bei Al4Me4 war keine der
gefundenen Möglichkeiten zufriedenstellend. Für Metallcluster sind also detailliertere Studien
notwendig.
In einem zweiten Schritt wurde untersucht, welche Basissatzkombinationen verwendet wer-
den können. Der gleiche Testsatz wurde hierzu zusätzlich zu TPSS auch mit B3LYP [71,222–224]
gerechnet. Die übrigen Parameter wurden beibehalten. Sowohl der isotrope als auch der ani-
sotrope Anteil wurden betrachtet. Die Ergebnisse wurden bereits in Ref. 155 veröffentlicht.
Die Ergebnisse der einzelnen Rechnungen sind in einem maschinenlesbaren Format (CSV-Da-
tei, comma-separated values) im digitalen Anhang dieser Dissertation [217] zu finden. Als großer
Basissatz an den Fokusatomen wurden pcJ-3 und pcJ-2 gewählt. Die übrigen Atome wurden
mit den kleineren Basissätzen der pcJ-n-Reihe versehen. Aufgrund seines großen Fehlers [210]
wurde der pcJ-0-Basissatz nicht berücksichtigt. Die so erhaltenen Kombinationen werden im
Folgenden pcJ-n/m mit n < m genannt. In Verbindung mit pcJ-2 wurden außerdem die Ba-
sissätze def2-SVP und def2-TZVP getestet. Bei def2-TZVP handelt es sich zwar ebenfalls um
einen triple-ζ-Basissatz, jedoch mit weniger Funktionen, da die beiden def2-Basissätze keine
Erweiterungen zur Berechnung von NMR-Parametern besitzen. Diese Kombinationen werden
XVP/pcJ-2 (X = S, TZ) genannt. Die Ergebnisse, die mit den LDBS erhalten werden, wer-
den mit einer Referenzbasis verglichen. Hierfür wird der Basissatz der Fokusatome (pcJ-2 oder
pcJ-3) für alle Atome eines Moleküls verwendet. Die Resultate einer höherwertigen Basis können
nicht erwartet werden.
In Tab. 5.8 sind die Resultate dargestellt. Die beiden untersuchten Funktionale weisen sehr
ähnliche Abweichungen von der jeweiligen Referenzbasis auf. Auch untereinander stimmen sie
sehr gut überein. Mit dem pcJ-3-Basissatz unterscheiden sich die erhaltenen Kopplungen in nur
rund einem Fünftel der Fälle um mehr als 5 Hz; bei kleineren Basissätzen wird die Überein-
stimmung etwas geringer. Der größte Unterschied zwischen den Funktionalen beträgt 82 Hz bei
den isotropen Anteilen und 239 Hz bei den anisotropen Anteilen (beide Male 1JFO in OF2) und
ist weitestgehend unabhängig von der verwendeten Basissatzkombination. Diese Ähnlichkeit
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Tabelle 5.8: Untersuchung verschiedener Basissatzkombinationen für das LDBS-Schema. An den Fo-
kusatomen wurde jeweils eine größere Basis verwendet als für die restlichen Atome. Als Referenzergeb-
nis diente eine Rechnung, in der dieser größere Basissatz für alle Atome verwendet wurde. Angegeben
sind die betragsmäßig größte Abweichung vom Referenzergebnis in Hertz (erste Zahl) und die Anzahl
der 51 Kopplungen, die mehr als 0.1Hz vom Referenzergebnis abweicht (zweite Zahl).
Basis an Fokusatomen pcJ-2 pcJ-3
Basis für Rest def2-SVP pcJ-1 def2-TZVP pcJ-1 pcJ-2
TPSS, Isotropie −57.5/47 −12.2/25 −12.2/29 8.1/26 1.1/15
B3LYP, Isotropie −54.3/45 −10.6/24 −11.5/29 11.0/25 1.1/15
TPSS, Anisotropie 18.8/40 14.6/29 6.1/31 9.7/29 −0.8/13
B3LYP, Anisotropie 22.0/40 16.2/27 7.8/28 11.4/30 −0.7/12
bei zwei grundsätzlich verschiedenen Funktionalen (TPSS ist ein meta-GGA-Funktional ohne
Hartree-Fock-Austausch, B3LYP ist ein GGA-Funktional mit Hartree-Fock-Austausch) lässt es
plausibel erscheinen, dass auch bei anderen Funktionalen, die hier nicht untersucht wurden,
keine signifikant anderen Ergebnisse erhalten werden.
Bei Beibehaltung des Funktionals und Basis an den Fokusatomen sind die Unterschiede
deutlich geringer. Die größte Abweichung bei den hier untersuchten Basissatzkombinationen
für LDBS von der jeweiligen Referenzbasis tritt bei 2J isoFF in OF2 auf. def2-SVP/pcJ-2 weicht
in diesem Fall um 57 Hz (TPSS) bzw. 54 Hz (B3LYP) vom pcJ-2-Referenzwert ab. So große
Abweichler dominieren Mittelwerte und Standardabweichungen und machen sie bedeutungslos.
Die Fehlerverteilung lässt sich nicht sinnvoll durch eine Gauß-Funktion modellieren. Statt-
dessen wird die Anzahl der Kopplungen, die mehr als 0.1 Hz vom Referenzwert abweichen,
zur Beurteilung der Güte der LDBS-Schemata herangezogen. Mit diesem Grenzwert wird ei-
ne gute Auflösung erhalten; zwischen 12 und 47 der 51 Kopplungen liegen außerhalb dieses
Fensters.
Am schlechtesten schneidet def2-SVP/pcJ-2 ab. Nahezu alle Kopplungen sind mehr als
0.1 Hz vom pcJ-2-Ergebnis entfernt. Auch die maximalen Abweichungen sind die größten aller
untersuchten Kombinationen. pcJ-1/2 und def2-TZVP/pcJ-2 liefern bei vergleichbarer Größe
ähnlich gute Ergebnisse. Bei Verwendung der def2-TZVP-Basis weichen die Isotropien etwas
weiter vom pcJ-2-Resultat ab, dafür ist die maximale Abweichung des anisotropen Anteils
geringer als mit pcJ-1. Die Kombination pcJ-1/3 weist etwa gleich viele Abweichungen größer
als 0.1 Hz auf wie pcJ-1/2, der Maximalfehler ist etwas geringer. Zu beachten ist jedoch, dass
sich diese Werte auf unterschiedliche Referenzwerte beziehen: Im einen Fall wurde für alle
Atome die pcJ-2-Basis, im anderen die pcJ-3-Basis verwendet. Der pcJ-1-Basissatz ist also
gleichermaßen geeignet, um mit pcJ-2 oder pcJ-3 an den Fokusatomen kombiniert zu werden.
Deutlich präzisere Resultate, die aber auch mehr Basisfunktionen erfordern, lassen sich mit
pcJ-2/3 erzielen. Rund drei Viertel der Kopplungen weichen weniger als 0.1 Hz vom pcJ-3-
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Ergebnis ab und nur eine einzige Kopplungskonstante (2JAlC in Al4Me4) weicht mehr als 1 Hz
ab.
Die durchgeführte Studie zeigt, dass das LDBS-Schema für Dichtefunktionale auch auf Spin-
Spin-Kopplungstensoren angewandt werden kann. Der dadurch eingeführte Fehler ist geringer
als die Abweichung zwischen zwei verschiedenen Funktionalen. Zwischen dem isotropen und
dem anisotropen Anteil zeigt sich kein signifikanter Unterschied. Die Kombinationen pcJ-1/2
und def2-TZVP/pcJ-2 liefern Resultate, deren Abweichung die üblichen Unsicherheiten bei
DFT-Rechnungen nicht überschreiten. Mit nur unwesentlich mehr Rechenaufwand kann mit
der Kombination pcJ-1/3 das pcJ-3-Ergebnis mit der gleichen Güte reproduziert werden. Die
Kombination pcJ-2/3 liefert Ergebnisse in nahezu quadruple-ζ-Qualität zum Preis einer triple-ζ-
Rechnung.
5.3 Untersuchung zweikomponentiger Basissätze
In den bisherigen Abschnitten dieses Kapitels wurden Basissätze für nichtrelativistische Rech-
nungen diskutiert. Es ist jedoch bekannt, dass bei zweikomponentigen Rechnungen größere Ba-
sissätze benötigt werden, die in der Lage sind, Effekte der Spin-Bahn-Kopplung darzustellen.
In diesem Abschnitt wird exemplarisch an Tetrelalkinen untersucht, inwiefern Basissätze, die
für Energien [213,218] (x2c-TZVPall-2c, x2c-QZVPall-2c) und NMR-Abschirmungskonstanten [213]
(x2c-QZVPall-2c-s) erstellt wurden, zur Berechnung von SSCCs geeignet sind. Außerdem wer-
den die häufig zur Berechnung von SSCCs verwendeten CVXZ-Basissätze (X = D, T, Q) in
den Vergleich einbezogen. Hierbei wird der CVXZ-Basissatz [253–255] für die schweren Elemen-
te (Ge, Sn, Pb), cc-pCVXZ [189,190,256,257] für C und Si sowie cc-pVXZ [189] für H verwendet,
allesamt in dekontrahierter Form. Das Basissatzlimit wird durch die even-tempered-Referenz-
basis aus Ref. 213 modelliert. Die Koordinaten der Systeme Tt(CCMe)4, Me2Tt(CCMe)2 und
Me3TtCCH für Tt = Si, Ge, Sn, Pb wurden aus Ref. 258 entnommen. Die Strukturen sind nicht
komplett symmetrisch; von chemisch äquivalenten Kopplungen wurde daher der Mittelwert ge-
nommen. Die Rechnungen wurden mit dem PBE-Funktional [221] und dem Gitter 4a [236,259] unter
Verwendung des Modells endlicher Atomkerne [49,122] durchgeführt. Die Energie der Wellenfunk-
tion wurde auf 10−8Eh und die Elektronendichte auf eine mittlere quadratische Abweichung
von 10−8 konvergiert. Die Residuumsnormen in den Zweielektronen-Antwortgleichungen wur-
den auf 10−6 konvergiert. Die Ergebnisse sind in Tab. 5.9 dargestellt und wurden bereits in Ref.
97 veröffentlicht.
Die Abweichungen von der Referenzbasis liegen meist im einstelligen Prozentbereich. Einzige
Ausnahme hiervon sind die Si–C–––C-Kopplung und die Pb–CH3-Kopplung, deren Abweichung
mit der x2c-TZVPall-2c-Basis über 10 % beträgt. Eine deutliche Verbesserung wird durch x2c-
QZVPall-2c erreicht, mit ihr wird (mit einer Ausnahme) das Basissatzlimit bis auf 3 % erreicht.
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Tabelle 5.9: Vergleich verschiedener Basissätze bei der Berechnung von 1JTtC-Kopplungskonstanten
(in Hertz) von Tetrelalkinen unter Verwendung des PBE-Funktionals. Als Referenzbasis („Ref.“) dient
der Basissatz aus Ref. 213. Mit diesem Basissatz sind die Gesamtwerte der Kopplungskonstanten
angegeben, bei den weiteren Kopplungskonstanten sind nur die Differenzen zur Referenzbasis aufge-
führt. „TZVP“, „QZVP“ und „QZVP-s“ stehen für die Basissätze x2c-TZVPall-2c, x2c-QZVPall-2c und
x2c-QZVPall-2c-s. Die CVXZ-Basissätze sind im Text erklärt. Die letzte Zeile listet die Anzahl an
sphärischen Basisfunktionen, summiert für alle zwölf Moleküle.
Ref. TZVP QZVP QZVP-s CVDZ CVTZ CVQZ
Si(CCMe)4 Si–CC −122.99 +13.35 +1.05 +1.28 +5.60 +6.43 +3.26
Ge(CCMe)4 Ge–CC −52.46 −0.36 +0.84 +0.87 +1.50 +2.00 +0.92
Sn(CCMe)4 Sn–CC −1033.25 +14.67 +9.64 +9.59 +39.23 +40.35 +19.08
Pb(CCMe)4 Pb–CC 1313.83 −35.96 −17.72 −17.25 −51.07 −52.32 −23.24
Me2Si(CCMe)2
Si–CH3 −47.96 +2.35 +0.72 +0.90 +1.81 +2.65 +1.27
Si–CC −91.86 +10.77 +0.88 +1.08 +3.04 +4.84 +2.54
Me2Ge(CCMe)2
Ge–CH3 −15.50 +0.60 +0.36 +0.45 −0.04 +0.58 +0.23
Ge–CC −28.85 −0.08 +0.59 +0.61 −0.20 +1.02 +0.52
Me2Sn(CCMe)2
Sn–CH3 −294.65 +5.16 +4.98 +6.21 +8.87 +11.71 +4.35
Sn–CC −453.98 +7.88 +3.91 +3.92 +2.08 +15.01 +8.32
Me2Pb(CCMe)2
Pb–CH3 216.20 −22.56 −5.74 −9.31 −2.56 −8.68 −1.94
Pb–CC −186.52 +4.62 +0.93 +1.36 +52.52 +14.02 +5.20
Me3SiCCH
Si–CH3 −41.92 +1.61 +0.67 +0.82 +1.16 +2.28 +1.10
Si–CC −69.29 +9.01 +0.60 +0.82 +1.11 +3.48 +1.86
Me3GeCCH
Ge–CH3 −11.53 +0.58 +0.31 +0.38 −0.34 +0.41 +0.17
Ge–CC −16.25 +0.00 +0.41 +0.46 −1.23 +0.44 +0.28
Me3SnCCH
Sn–CH3 −201.12 +2.12 +4.25 +4.85 +1.29 +7.13 +2.58
Sn–CC −183.35 +5.85 −0.14 +0.19 −15.21 +2.45 +3.32
Me3PbCCH
Pb–CH3 36.01 −9.69 −3.60 −6.02 +11.24 −0.33 +0.87
Pb–CC −565.38 +18.05 +6.61 +6.60 +72.75 +31.52 +13.00
Summe Basisfunktionen 32 299 4750 11 214 11 922 5344 9806 16 695
Die für NMR-Abschirmungskonstanten konstruierte Basis x2c-QZVPall-2c-s enthält zusätz-
lich steile p-Funktionen, für SSCCs sind diese Hinzufügungen jedoch kontraproduktiv. Bei der
CVDZ-Basissatzkombination handelt es sich nur um double-ζ-Basissätze, doch haben sie mehr
Basisfunktionen als x2c-TZVPall-2c. Die Differenz zum Basissatzlimit ist jedoch die größte der
hier untersuchten Basissätze. Die größte Abweichung tritt bei Pb–C–––C in Me3PbCCH mit
73 Hz auf. CVTZ, von der Größe am ehesten mit x2c-QZVPall-2c vergleichbar, weist eine etwa
doppelt so große mittlere absolute prozentuale Abweichung wie x2c-QZVPall-2c auf. Diese ist
bei x2c-QZVPall-2c vergleichbar mit CVQZ, etwa 2 %. Letzterer Basissatz ist jedoch rund 50 %
größer. Von den untersuchten Basissätzen gelingt es nur mit CVTZ und CVQZ, die Pb–CH3-
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Kopplung in Me3PbCCH annähernd korrekt vorherzusagen. Im vorliegenden Testsatz hat sich
diese Kopplung als die problematischste erwiesen.
Diese Ergebnisse lassen vermuten, dass zweikomponentige energieoptimierte Basissätze für
Kopplungskonstanten besser geeignet sind als ihr nichtrelativistisches Pendant. Die x2c-Basis-
sätze schneiden hierbei besser ab als die CVXZ-Kombinationen gleicher Größe. Die Genauigkeit
von Basissätzen, die auf SSCCs zugeschnitten sind, können sie jedoch nicht erreichen. Untersu-






6.1 Näherungen des Hartree-Fock-Austauschs
Bei nichtrelativistischen Rechnungen ist bei Verwendung der Hartree-Fock-Methode (HF) oder
von Hybridfunktionalen die Berechnung des Hartree-Fock-Austauschs der rechenzeitaufwän-
digste Schritt. Wie bereits in den Abschnitten 3.3 und 3.4 erläutert, gibt es Näherungen, die
den Aufwand reduzieren. Der dadurch eingeführte Fehler auf NMR-Kopplungen soll in diesem
Abschnitt untersucht werden. Die Anwendung der Zerlegung der Einheit für K (RI-K ) oder
der seminumerischen Integration des Austauschs (sn-K ) beim SCF-Verfahren liefert nur eine
genäherte Wellenfunktion. Die damit verbundenen Folgefehler bei der Berechnung von Eigen-
schaften, die empfindlich auf Ungenauigkeiten der Wellenfunktion reagieren, rechtfertigen die
Aufwandsersparnis im SCF-Verfahren oft nicht; [155] siehe hierzu auch Tab. 6.3 am Ende dieses
Abschnitts. Die angesprochenen Näherungen werden daher nur beim Lösen der Antwortglei-
chung, Gl. (2.164), verwendet.
Als Testsystem wird α-d-Glucose verwendet, deren Koordinaten mittels SWEET [260] er-
halten wurden. Die Berechnung erfolgte auf HF/pcJ-2-Niveau. [210,211] Zwar liefert das Har-
tree-Fock-Verfahren im Allgemeinen keine zuverlässigen Werte für NMR-Kopplungskonstanten
(SSCCs), [129,140,228] doch das spielt bei dieser technischen Untersuchung keine Rolle. Bei die-
ser Methode entfällt die numerische Integration des XC-Kernels, was eine weitere Näherung
darstellen und die Untersuchung unnötig verkomplizieren würde. Zudem treten Abweichungen
deutlicher zutage als bei Hybridfunktionalen, die üblicherweise einen HF-Austausch-Anteil von
20 % bis 25 % besitzen. [72] Die Energie der Wellenfunktion wurde auf 10−8Eh konvergiert, dabei
wurde das multipol-beschleunigte [261] RI-J -Verfahren (MARI-J ) mit einer geeigneten Auxili-
arbasis [151] verwendet. Die Verwendung von MARI-J zur Bestimmung der Wellenfunktion hat
keinen relevanten Einfluss auf Eigenschaften. [34,262] Die Residuumsnorm der 276 Kopplungs-
tensoren wurde auf 10−6 konvergiert. Der HF-Austausch kann exakt berechnet werden; dies
dient als Referenzwert. Die angegebenen Rechenzeiten wurden unter Verwendung eines Kerns
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Tabelle 6.1: Fehler durch die seminumerische Integration des Austausches für die 276 Kopplungs-
konstanten von α-d-Glucose auf HF/pcJ-2-Niveau. Hierbei bezeichnet „RMSE“ die Wurzel aus dem
mittleren quadratischen Fehler. Alle Fehler sind in Hertz angegeben. Die Bezeichnungen der Gitter-
größen orientieren sich an der üblichen Turbomole-Konvention; [157,236] als Referenzwert dient die
exakte Berechnung. Die Kopplungen liegen auf vier Nachkommastellen gerundet vor. Die Rechenzeit
ist in Stunden angegeben, die exakte Berechnung dauert 19.0 h.
Maximaler Fehler RMSE
Gittergröße isotrop anistrop isotrop anistrop Rechenzeit Gitterpunkte
−2 4.0647 −2.2018 0.647 188 0.349 440 1.6 7679
−1 −1.0391 −0.3554 0.127 868 0.046 909 2.7 12 292
0 0.3890 0.1571 0.041 078 0.020 731 3.7 17 215
1 −0.0272 −0.0476 0.003 878 0.004 358 5.7 30 797
2 0.0045 0.0199 0.000 700 0.001 316 11.5 63 130
3 0.0013 0.0045 0.000 187 0.000 320 19.8 114 255
4 0.0004 −0.0006 0.000 061 0.000 055 40.4 228 658
5 0.0001 −0.0006 0.000 023 0.000 045 65.5 368 399
auf einer Intel Xeon CPU E5-2687W v2 (3.40 GHz) erhalten. Die im Folgenden präsentierten
Befunde sind zum Teil auch in in Ref. 155 dargelegt.
In Tab. 6.1 ist eine Zusammenfassung der Abweichungen der isotropen und der anisotropen
Anteile vom Referenzwert für verschiedene sn-K -Gittergrößen [157,236] dargestellt. Sowohl der
Maximalfehler als auch die Wurzel aus dem mittleren quadratischen Fehler (root mean square
error, RMSE) nehmen mit jeder Gittergröße um den Faktor 3 bis 5 ab. Das kleinste verfügbare
Gitter, −2, liefert einen Fehler von über 4 Hz. Es handelt sich hierbei um eine 1JCH-Kopplungs-
konstante mit einem Wert von 219 Hz. Bis zur Gittergröße 0 weicht mindestens eine Kopplung
um mehr als 0.1 Hz vom Referenzwert ab. In all diesen Fällen wird der isotrope Anteil etwas
schlechter beschrieben als der anisotrope. Beim Übergang zur Gittergröße 1 reduziert sich der
Fehler des isotropen Anteils (sowohl die maximale Abweichung als auch der RMSE) um mehr
als eine Größenordnung; bei größeren Gittern wird der isotrope Anteil genauer beschrieben
als der anisotrope. Der mit Gittergröße 1 erzielte Fehler von 0.03 Hz für den isotropen und
0.05 Hz für den anisotropen Anteil ist im Hinblick auf sonstige Ungenauigkeiten von DFT-Me-
thoden akzeptabel. In diesem Fall wird nur ein Drittel der Rechenzeit der exakten Berechnung
benötigt. Bei großen Gittern ist die Rechenzeit im vorliegenden Beispiel sogar länger als bei
der exakten Rechnung. Bei Verwendung größerer Basissätze wird die Zeitersparnis durch die
seminumerische Integration größer. [156,157]
Bei der RI-K -Methode werden Produkte von Orbitalen durch eine Auxiliarbasis modelliert;
die Wahl derselben spielt für die Genauigkeit der Methode eine entscheidende Rolle. Da beim
Lösen der Antwortgleichung Produkte von besetzten und virtuellen Orbitalen vorkommen, ist
ein Auxiliarbasissatz notwendig, der dies abzubilden vermag. Die Wahl fiel auf die Basissätze,
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Tabelle 6.2: Fehler durch die RI-K -Methode für die 276 Kopplungskonstanten von α-d-Glucose auf
HF/pcJ-2-Niveau. Die Auxiliarbasissätze sind aus Ref. 215 entnommen. Weitere Erläuterungen in
Tab. 6.1.
Maximaler Fehler RMSE
Auxiliarbasis isotrop anistrop isotrop anistrop Rechenzeit
def2-SVP −0.3374 0.0909 0.061 240 0.014 499 1.2
def2-TZVP 0.0308 0.0416 0.005 131 0.004 311 1.6
Tabelle 6.3: Fehler durch Näherungen bei der Berechnung des Austausches für die 276 Kopplungskon-
stanten von α-d-Glucose auf HF/pcJ-2-Niveau. Für die seminumerische Berechnung des Austauschs
(sn-K ) wurde Gittergröße 1 [236] verwendet, bei der RI-K -Methode wurde der def2-TZVP-Auxiliar-
basissatz [215] eingesetzt. Als Referenzwert dient die exakte Berechnung sowohl der selbstkonsistenten
Wellenfunktion (SCF) als auch auch Kopplungskonstanten. Weitere Erläuterungen in Tab. 6.1.
Maximaler Fehler RMSE
SCF SSCC isotrop anistrop isotrop anistrop
sn-K exakt 0.1425 0.0683 0.019 512 0.008 311
exakt sn-K −0.0272 −0.0476 0.003 878 0.004 358
sn-K sn-K 0.1486 −0.0574 0.020 336 0.007 513
RI-K exakt 0.0659 −0.0894 0.011 038 0.011 189
exakt RI-K 0.0308 0.0416 0.005 131 0.004 311
RI-K RI-K 0.0540 −0.0879 0.008 054 0.011 266
die ursprünglich für die RI-Näherung bei MP2 [215] entwickelt wurden. In Tab. 6.2 sind zwei
Auxiliarbasissätze verglichen. Die mit ihnen erhaltenen Fehler unterscheiden sich beim isotro-
pen Anteil um eine Größenordnung. Während def2-SVP ähnlich gut wie die sn-K -Methode mit
Gittergröße 0 ist, erreicht def2-TZVP die Qualität von Gittergröße 1 und ist damit für DFT
geeignet. Da es sich sowohl bei der Auxiliarbasis def2-TZVP als auch bei der hier verwendeten
Orbitalbasis pcJ-2 um eine triple-ζ-Basis handelt, ist von einem balancierten Verhältnis auszu-
gehen. Hinsichtlich der Rechenzeit ist RI-K den anderen beiden Methoden überlegen, allerdings
benötigt diese Methode viel Arbeitsspeicher.
Tabelle 6.4: Rechenzeiten (in Stunden) bei verschiedenen Näherungen des Hartree-Fock-Austauschs
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Abschließend wurde untersucht, ob der Austauschterm bei der selbstkonsistenten Bestim-
mung der Wellenfunktion (SCF) ebenfalls mit einer der beiden Näherungen berechnet werden
kann. Wie Tab. 6.3 zu entnehmen ist, führt dies zu einem größeren Fehler als das bisherige
Vorgehen. Tatsächlich ist das Verfahren mit der exakten Berechnung der Wellenfunktion (je-
weils die mittlere Zeile) dasjenige, welches die geringsten Fehler verursacht. Besonders deutlich
wird dies beim isotropen Anteil: Wird das SCF-Verfahren mit der sn-K -Näherung durchge-
führt, sind die Abweichungen eine Größenordnung größer, als wenn nur die SSCC-Berechnung
mit dieser Näherung durchgeführt wird. Die Verwendung derselben Näherung für beide Berech-
nungsschritte (unterste Zeile) scheint leichte Vorteile gegenüber der Verwendung des exakten
Austauschs für die SSCC-Berechnung und einer genäherten Wellenfunktion (oberste Zeile) bei
signifikanter Reduktion der Rechenzeit zu bringen. Die Rechenzeit für das SCF-Verfahren (mit
exaktem Austausch: 49 min) kann zwar durch die Näherungen verringert werden (sn-K : 12 min,
RI-K : 5 min), dies ist jedoch nicht unbedingt nötig, da die SSCC-Berechnung in allen Fällen
länger dauert, siehe Tab. 6.4.
Sowohl mit sn-K als auch mit RI-K ist es also möglich, die Berechnung des HF-Austauschs
effizienter zu gestalten. Die Näherung sollte nur auf die SSCC-Berechnung und nicht beim SCF-
Verfahren eingesetzt werden. Der eingeführte Fehler liegt bei den vorgestellten Systemen dann
unter 0.1 Hz, wenn die Gittergröße 1 bzw. die def2-TZVP-Auxiliarbasis verwendet werden, und
ist damit jenseits der Genauigkeit der hier verwendeten HF-Methode oder von Dichtefunktio-
nalen. Die seminumerische Berechnung der Austauschintegrale erfolgt bei zweikomponentigen
Rechnungen analog zu den hier betrachteten nichtrelativistischen Rechnungen, die Befunde
lassen sich auf diesen Fall erweitern. Für die RI-K -Methode stehen keine geeigneten Auxiliar-
basissätze für zweikomponentige Rechnungen zur Verfügung.
6.2 Einfluss des Integrationsgitters beim XC-Funktional
Während der Austausch, der im vorigen Abschnitt betrachtet wurde, exakt berechnet werden
kann und die Integration auf einem Gitter lediglich eine Option zur Effizienzsteigerung ist,
ist die numerische Integration des Austauschkorrelationsfunktionals von Dichtefunktionalen
unumgänglich. In diesem Abschnitt wird der Fehler, der durch endliche Gittergrößen in den
Kopplungen verursacht wird, untersucht. Hierbei werden neben den Standardgittern [236] auch
Gitter mit einer erhöhten Anzahl an radialen Gitterpunkten [259] herangezogen. Letztere wurden
ursprünglich für relativistische Allelektronenrechnungen entwickelt, sie werden hier jedoch auch
in nichtrelativistischen Rechnungen getestet. Da eine exakte Berechnung nicht möglich ist, wird
das größte verfügbare Gitter (7a) als Referenzwert genommen. In allen Fällen wurden das SCF-
Verfahren und die anschließende SSCC-Rechnung mit dem entsprechenden Gitter durchgeführt.
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Tabelle 6.5: Fehler durch die numerische Integration des Austauschkorrelationsfunktionals für die
276 Kopplungskonstanten von α-d-Glucose auf PBE/pcJ-2-Niveau. Als Referenzwert dient die Berech-
nung auf dem sehr großen Gitter 7a (1 249 653 Gitterpunkte). Weitere Erläuterungen in Tab. 6.1.
Maximaler Fehler RMSE
Gittergröße isotrop anistrop isotrop anistrop Rechenzeit Gitterpunkte
1 0.4798 −0.1818 0.067 045 0.033 218 0.3 30 797
2 −0.3049 −0.1343 0.060 271 0.022 840 0.5 63 130
3 0.0959 0.0401 0.017 814 0.008 662 0.8 114 255
4 0.0070 0.0014 0.000 591 0.000 252 1.3 228 658
5 0.0010 −0.0006 0.000 186 0.000 068 1.9 368 399
1a −0.3596 0.1298 0.060 139 0.021 232 0.3 32 115
2a 0.3236 0.1053 0.053 231 0.019 589 0.5 66 609
3a −0.0576 0.0282 0.010 723 0.005 735 0.8 116 772
4a 0.0039 −0.0022 0.000 520 0.000 258 1.3 235 747
5a 0.0015 0.0004 0.000 231 0.000 086 2.0 378 602
Als Testsystem dient wiederum das α-d-Glucose-Molekül mit dem pcJ-2-Basissatz. Für die
folgenden Untersuchungen wurde das PBE-Funktional [221] verwendet.
Wie Tab. 6.5 zu entnehmen, ist die Verbesserung von Gitter 1 zu Gitter 2 gering. Ab Git-
ter 3 liegt die maximale Abweichung im vorliegenden Fall unter 0.1 Hz. Gitter 4 verbessert
die Ergebnisse um eine Größenordnung (sowohl die maximale Abweichung als auch der RMSE
werden drastisch reduziert) und ist bereits sehr nahe am Referenzwert. Dies kann daran lie-
gen, dass die Anzahl der radialen Gitterpunkte zwischen diesen Gittern enorm zunimmt (bei
Wasserstoff von 30 auf 45). [259] Die in Kernnähe (hauptsächlich für schwere Elemente) etwas
erweiterten a-Gitter liefern die gleichen Trends. In den meisten Fällen sind die Abweichungen
zum Referenzwert etwas geringer als beim zugrunde liegenden Gitter ohne diese Erweiterung;
die Rechenzeit erhöht sich wie auch die Anzahl der Gitterpunkte kaum. Unter Berücksichtigung
der Unterschiede zwischen verschiedenen Dichtefunktionalen ist die Gittergröße 3 offensichtlich
ausreichend.
Der Einfluss der Gittergröße wurde auch in zweikomponentigen Rechnungen an Tetrel-
alkinen untersucht. Es wurden die 1JTtC-Kopplungen von Tt(CCMe)4, Me2Tt(CCMe)2 und
Me3TtCCH für Tt = Si, Ge, Sn, Pb mit PBE
[221]/x2c-QZVPall-2c [213] berechnet. Dabei wur-
den der DLU-X2C-Hamilton-Operator, [48] das Modell endlich ausgedehnter Atomkerne, [49,122]
der mSNSO-Ansatz [49,263,264] und die RI-J -Näherung [46,218] verwendet. Die Koordinaten der
Moleküle wurden aus Ref. 258 entnommen. Da es sich um Verbindungen mit schweren Elemen-
ten handelt, wurden ausschließlich a-Gitter eingesetzt; Gitter 7a dient wiederum als Referenz.
Die Energie der Wellenfunktion wurde auf 10−8Eh und die Elektronendichte auf eine mittlere
quadratische Abweichung von 10−8 konvergiert. Die Residuumsnormen in den Zweielektronen-
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Tabelle 6.6: Fehler durch die numerische Integration des Austauschkorrelationsfunktionals für die
1JTtC-Kopplungen in Tetrelalkinen auf PBE/x2c-QZVPall-2c-Niveau. Als Referenzwert dient die Be-
rechnung auf dem sehr großen Gitter 7a (13 505 903 Gitterpunkte). Die Rechenzeit und die Anzahl der
Gitterpunkte sind jeweils die Summe über die zwölf Moleküle. Weitere Erläuterungen in Tab. 6.1.
Maximaler Fehler RMSE
Gittergröße isotrop anistrop isotrop anistrop Rechenzeit Gitterpunkte
1a 3.5509 2.7586 1.287 28 0.848 06 22.5 351 976
2a 2.1085 0.9158 0.760 50 0.439 22 23.7 724 473
3a −0.7901 −0.3848 0.293 84 0.174 76 25.3 1 265 018
4a −0.0601 −0.0172 0.014 80 0.005 98 28.8 2 534 815
5a −0.0601 −0.0055 0.015 04 0.001 85 33.0 4 070 807
Antwortgleichungen wurden auf 10−6 konvergiert. Die Rechenzeiten wurden auf einer Intel Xeon
CPU E5-2687W v4 (3.00 GHz) gemessen. Die Ergebnisse für die isotrope Kopplungskonstan-
te wurden bereits in Ref. 97 (dort Tab. S11) veröffentlicht. In Tab. 6.6 ist eine statistische
Auswertung der 20 Kopplungen angegeben, dabei wurde auch die Anisotropie berücksichtigt.
Der komplette Datensatz befindet sich im Anhang (Tab. B.5 und B.6). Wiederum ist die Ver-
besserung von Gitter 3a zu Gitter 4a mehr als eine Größenordnung. Die Rechenzeit nimmt
bei größeren Gittern kaum zu. Insgesamt sind die Fehler deutlich größer als bei α-d-Glucose.
Dies ist auf die schweren Elemente zurückzuführen, die Pb-Verbindung liefert stets den größten
Fehler. Bei zweikomponentigen Rechnungen mit schweren Atomen muss auf die Gittergröße 4a
zurückgegriffen werden, um einen Fehler von weniger als 0.1 Hz zu erhalten. Bei diesen Sys-
temen führen andere Dichtefunktionale zu Änderungen der NMR-Kopplungskonstanten von
typischerweise 1 Hz bis 10 Hz, [97] der Fehler der Basis beträgt meist etwa 1 Hz (siehe Tab. 5.9).
Diese anderen Einflüsse sind somit deutlich größer.
6.3 DSO-Beitrag in zweikomponentigen Rechnungen
Der DSO-Term liefert in vielen Fällen nur einen kleinen Beitrag zur Kopplungskonstanten, oft
dominiert der Fermi-Kontakt-Term. [78,128,129,225,265] Die Nichtberechnung des DSO-Terms führt
jedoch zu ungenaueren und in Einzelfällen gar falschen Ergebnissen. Bei nichtrelativistischen
Rechnungen ist der Rechenaufwand für den DSO-Term gegenüber den Zweielektronen-Antwort-
gleichungen vernachlässigbar, er benötigt typischerweise weniger als 5 % der Gesamtrechenzeit.
Anders stellt sich die Sache bei zweikomponentigen Rechnungen dar. Die Berechnung der
Antwortgleichungen zweiter Ordnung aus Abschnitt 2.5.3 benötigt bei reinen Dichtefunktiona-
len oft einen Großteil der Rechenzeit. Abhilfe kann hier die Picture-Change Correction (PCC)
schaffen, die in Abschnitt 2.5.5 vorgestellt wurde. Da bei dieser Methode nur die 1c-Integra-
le berechnet und anschließend transformiert werden, ist der Aufwand für den DSO-Term mit
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nichtrelativistischen Rechnungen vergleichbar. Der dadurch eingeführte Fehler wird im Folgen-
den an zwei verschiedenen Systemen untersucht. Die Rechenzeiten wurden auf verschiedenen
Prozessorarchitekturen ermittelt und sind somit nicht direkt vergleichbar. Es wird daher nur
der Anteil der Berechnung des DSO-Beitrags an der Gesamtrechenzeit angegeben.
Die erste untersuchte Serie von Molekülen besteht aus den bereits oben angesprochenen
Tetrelalkinen [258] Tt(CCMe)4, Me2Tt(CCMe)2 und Me3TtCCH mit Tt = Si, Ge, Sn, Pb. Die
Berechnung erfolgte mit den gleichen Parametern wie im vorigen Abschnitt (PBE, [221] x2c-
QZVPall-2c, [213] DLU, [48] mSNSO, [49,263,264] RI-J [46,218]). Für die Integration des Austauschkor-
relationskernels wurde das Gitter 4a [259] verwendet. Die DLU-Näherung führt zu großen Erspar-
nissen der Rechenzeit bei vernachlässigbar kleinen Fehlern. [97] Die Energie der Wellenfunktion
wurde unter Verwendung des Modells endlich ausgedehnter Atomkerne [49,122] auf 10−8Eh und
die mittlere quadratische Abweichung der Elektronendichte auf 10−8 konvergiert. Damit wur-
den die Kopplungen des Tt-Atoms mit allen anderen Atomen berechnet, im Folgenden wird
der anisotrope Anteil der 1JTtC-Kopplung betrachtet (der DSO-Beitrag zum isotropen Teil ist
verschwindend gering, zum anisotropen Teil trägt die DSO-Kopplung zwischen 1 % und 4 %
bei). Dieselbe Rechnung wurde unter Verwendung der PCC für den DSO-Beitrag durchgeführt.
Da für die hier notwendigen Integrale nur das Punktladungsmodell zur Verfügung steht, wur-
de die Berechnung der Kopplungen mit diesem Modell wiederholt. In allen Fällen wurde die
Residuumsnorm der Zweielektronen-Antwortgleichungen auf 10−6 konvergiert, auf den DSO-
Beitrag hat dies keine Auswirkung.
Die berechneten Kopplungskonstanten sind in Tab. 6.7 aufgeführt. Zwischen den beiden Mo-
dellen für die Ladungsverteilung der Atomkerne (endliche Kerne mit gaußförmiger Ladungsver-
teilung (FN) und Punktladung (PC)) gibt es keinen signifikanten Unterschied. Bei den leichten
Elementen sind die Resultate im Rahmen der Rundung identisch, bei den Bleiverbindungen
ergeben sich Abweichungen von 0.06 Hz. Die Beiträge aus der Zweielektronen-Antwort wer-
den stärker von der Ladungsverteilung beeinflusst, [97] die Verwendung des Punktladungsmodell
an sich stellt also keinen gravierenden Nachteil dar. Die PCC-Näherung führt zu Fehlern von
bis zu 2 Hz, die Tendenz wird jedoch korrekt wiedergegeben. In den letzten beiden Spalten
von Tab. 6.7 ist der Anteil der Rechenzeit für den DSO-Beitrag relativ zur Gesamtrechenzeit
angegeben. Im Falle von RKB ist der Mittelwert der beiden Rechnungen mit verschiedenen
Kernladungsmodellen genommen; diese unterscheiden sich nur um wenige Prozentpunkte. Der
DSO-Beitrag benötigt zwischen 35 % und 69 % der Rechenzeit; der Anteil ist bei Molekülen
mit schwererem Zentralatom größer. Diese Tendenz zeigt sich auch bei Verwendung der PCC,
allerdings auf deutlich niedrigerem Niveau. Der DSO-Term benötigt in den vorliegenden Fällen
nie mehr als 5 %, die Rechenzeit kann damit um bis zu 68 % reduziert werden.
Die zweite Serie, die hinsichtlich des DSO-Anteils untersucht wurde, sind die Tetrelwasser-
stoffe TtH4 mit Tt = C, Si, Ge, Sn, Pb, mit den Bindungsabständen 1.09Å, 1.48Å, 1.52Å,
1.70Å, 1.75Å. [266] Es wurde das BP86-Funktional [267,268] mit dem Gitter 3a [259] verwendet. Für
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Tabelle 6.7: DSO-Beitrag zur Anisotropie der 1JTtC-Kopplung in Tetrelalkinen bei unterschiedli-
chen Berechnungsmethoden. Die Berechnung erfolgte auf PBE/x2c-QZVPall-2c-Niveau; in allen Fällen
wurde für die Wellenfunktion das Modell finiter Kerne (FN) verwendet. Für die Beiträge mit Picture-
Change Correction (PCC) stehen nur Integrale mit punktförmingen Kernen (PC) zur Verfügung. Alle
Kopplungen sind in Hertz angegeben. Die letzten beiden Spalten geben den Anteil des DSO-Beitrags
zur Gesamtrechenzeit in Prozent an. „RKB“ ist hierbei der Mittelwert der beiden Rechnungen.
RKB PCC Anteil Rechenzeit DSO
Molekül Kopplung FN PC PC RKB PCC
Si(CCMe)4 Si–CC −2.50 −2.50 −3.36 53.4 3.8
Ge(CCMe)4 Ge–CC −1.41 −1.41 −1.40 59.9 3.8
Sn(CCMe)4 Sn–CC −21.23 −21.22 −20.32 61.7 3.8
Pb(CCMe)4 Pb–CC 20.51 20.44 21.18 68.2 4.3
Me2Si(CCMe)2
Si–CH3 −2.34 −2.34 −3.12 45.5 2.3Si–CC −2.44 −2.44 −3.26
Me2Ge(CCMe)2
Ge–CH3 −1.33 −1.33 −1.27 51.2 3.1Ge–CC −1.31 −1.31 −1.35
Me2Sn(CCMe)2
Sn–CH3 −18.29 −18.29 −18.41 59.3 3.5Sn–CC −21.27 −21.26 −19.51
Me2Pb(CCMe)2
Pb–CH3 18.98 18.93 18.82 69.3 4.6Pb–CC 18.32 18.26 19.59
Me3SiCCH
Si–CH3 −2.30 −2.30 −3.08 34.6 1.7Si–CC −2.36 −2.36 −3.15
Me3GeCCH
Ge–CH3 −1.29 −1.29 −1.26 45.6 2.4Ge–CC −1.23 −1.23 −1.31
Me3SnCCH
Sn–CH3 −19.34 −19.34 −18.06 60.9 3.0Sn–CC −18.14 −18.13 −18.64
Me3PbCCH
Pb–CH3 18.23 18.18 18.42 66.3 4.0Pb–CC 16.99 16.93 18.59
H, C und Si wurde der pcJ-2-Basissatz [210,211] verwendet, für Ge, Sn und Pb der CVTZ-Ba-
sissatz von Dyall, [255] in beiden Fällen in vollständig dekontrahierter Form. Im SCF-Verfahren
wurde die Energie auf 10−10Eh und die mittlere quadratische Abweichung der Elektronendichte
auf 10−10 konvergiert. Wie bereits bei der ersten Serie wurde hierbei eine gaußförmige Ladungs-
verteilung der Kerne [49,122] angenommen. Die Residuumsnorm der Zweielektronen-Antwortglei-
chungen wurde auf 10−8 konvergiert. Es wurden alle Kopplungen berechnet, betrachet werden
im Folgenden die 2JHH-Kopplungskonstante, da der DSO-Term zu dieser einen signifikanten
Beitrag leistet (zum Beispiel −4.7 Hz von 7.8 Hz in GeH4).
Die berechneten Kopplungskonstanten sind in Tab. 6.8 gelistet. Zwischen dem Punktla-
dungsmodell und der gaußförmigen Ladungsverteilung besteht bei diesen Beispielen kein Un-
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Tabelle 6.8: DSO-Beitrag zur 2JHH-Kopplungskonstanten in Tetrelwasserstoffen mit unterschiedli-
chen Berechnungsmethoden. Die Berechnung erfolgte auf BP86/unc-pcJ-2/unc-Dyall-CVTZ-Niveau;
in allen Fällen wurde für die Wellenfunktion das Modell finiter Kerne (FN) verwendet. Für die Bei-
träge mit Picture-Change Correction (PCC) stehen nur Integrale mit einer punktförmigen Verteilung
der Kernladung (point charge model, PC) zur Verfügung. Alle Kopplungen sind in Hertz angegeben.
Die letzten beiden Spalten geben den Anteil des DSO-Beitrags zur Gesamtrechenzeit in Prozent an.
„RKB“ ist hierbei der Mittelwert der beiden Rechnungen.
RKB PCC Anteil Rechenzeit DSO
Molekül FN PC PC RKB PCC
CH4 −3.55 −3.55 −3.49 58.5 3.4
SiH4 −2.28 −2.28 −2.37 63.0 3.5
GeH4 −4.73 −4.73 −4.84 66.1 3.4
SnH4 −4.40 −4.40 −4.80 69.4 4.1
PbH4 −6.16 −6.16 −6.88 73.2 4.1
terschied. Mit der PCC werden die Kopplungskonstanten gut wiedergegeben, die maximale
Abweichung beträgt 0.7 Hz. Wie bereits im vorigen Beispiel nimmt der Anteil des DSO-Bei-
trags an der Rechenzeit bei schweren Elementen zu, wenn die RKB angewandt wird, bis auf
73 % bei PbH4. Mit der PCC liegt dieser Anteil bei rund 4 %, was eine große Einsparung ergibt.
An zwei Systemen wurde gezeigt, dass die Berechnung des DSO-Beitrags in 2c-Rechnungen
mehr als die Hälfte der Rechenzeit beanspruchen kann. In vielen Fällen ist sein Beitrag jedoch
gering. Ist das bekannt, kann er bei der Berechnung vernachlässigt werden. Ist die Relevanz des
DSO-Beitrags nicht bekannt oder leistet er einen signifikanten Beitrag, kann dieser mittels PCC
in sehr guter Näherung berechnet werden. Der eingeführte Fehler beträgt in den meisten Fällen
weniger als 1 Hz und fällt daher kaum ins Gewicht. Die PCC reduziert den Rechenaufwand für
den DSO-Beitrag auf weniger als 5 %, was etwa dem Aufwand in nichtrelativistischen Rechnun-





7.1 Karplus-Beziehung einer Sn–Sn-Kopplung
Die Abhängigkeit der 3JHH-Kopplungskonstanten vom H–C–C–H-Torsionswinkel ist schon
lange bekannt [5–7] und kann genutzt werden, um aus gemessenen Kopplungskonstanten auf Tor-
sionswinkel zu schließen. [18–22,269,270] Quantenchemische Methoden können diesen als Karplus-
Beziehung bezeichneten Zusammenhang reproduzieren. [129] Inzwischen wurde eine Karplus-Be-
ziehung auch für andere Atompaare vorgeschlagen, [269–284] unter anderem für Sn–C–C–Sn-
Kopplungen. [285,286] In Ref. 286 wurde experimentell die 3JSnSn-Kopplungskonstanten von Di-
stannylalkanen Me3Sn–CH2 –CHR–SnMe3 mit unterschiedlichen Resten R bestimmt und eine
lineare Beziehung zu den 3JHH-Kopplungskonstanten hergestellt. Dies dient den Autoren als
Beleg einer Karplus-Beziehung für 3JSnSn. Die stabilste Konformation ist im Allgemeinen die
anti -Stellung der SnMe3-Gruppen, da dann die sterische Abstoßung zwischen den beiden größ-
ten Substituenten minimiert wird. Dies bedeutet, dass bei der experimentellen Untersuchung
hauptsächlich Winkel um 180◦ aufgetreten sind. Die in Ref. 286 gefundene Beziehung zwischen
3JHH und
3JSnSn gilt somit zwar für unterschiedliche Substituenten, allerdings nicht zwangsläufig
für von 180◦ abweichende Winkel.
Tabelle 7.1: Reste R der Systeme Me3Sn–CH2 –CHR–SnMe3, die zur Untersuchung der Karplus-
Beziehung von 3JSnSn-Kopplungen herangezogen wurden. Das Benennungsschema folgt Ref. 286. Die
Verbindung e wurde weggelassen, die Verbindungen n–p hinzugefügt. Abkürzungen: Me = Methyl, Et
= Ethyl, iPr = iso-Propyl, tBu = tert-Butyl, Ph = Phenyl.
Verb. Rest R Verb. Rest R Verb. Rest R Verb. Rest R
a H d CMe2OH i Ph m SnMe3
b CH2OH f CH2OMe j Me n Et
c1 (R)-CHMeOH g CH2OCH2Ph k tBu o CH2NH2
c2 (S )-CHMeOH h CH2NMe2 l SiMe3 p iPr
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Um das Vorliegen einer Karplus-Beziehung für 3JSnSn-Kopplungen zu untermauern, wird eine
systematische Studie, die unterschiedliche Sn–C–C–Sn-Torsionswinkel berücksichtigt, durch-
geführt. Als Grundlage des Testsatzes dienen die Systeme aus Ref. 286, deren Bezeichnun-
gen hier gefolgt wird. Die vollständige Liste ist in Tab. 7.1 gegeben. Es wurde in allen Fäl-
len dasselbe Wasserstoffatom durch den Rest R ersetzt. In den meisten Verbindungen ist das
Kohlenstoffatom, das substituiert wird, asymmetrisch und hat eine (S )-Konfiguration. Einzig
bei Verbindung l (R = SiMe3) liegt aufgrund der abweichenden Substituentenpriorität eine
(R)-Konfiguration vor. Beim Substituenten CHMeOH wurden beide auftretenden Diastereo-
mere, bezeichnet als c1 und c2, untersucht. Bei Verbindung 3e war nicht eindeutig, wie die
Bezeichnung zu interpretieren ist; diese ist daher nicht berücksichtigt. Es wurden jedoch drei
weitere Verbindungen, n–p, mit strukturell ähnlich gebauten Resten in den Testsatz aufgenom-
men.
Bei den hier vorgenommenen Berechnungen wurden das PBE-Funktional [221] (Gitter [236,259]
4a) und der x2c-TZVPall-2c-Basissatz [218] verwendet. Es wurden die RI-J -Näherung [46] mit ge-
eigneten Auxiliarbasissätzen, [218] das Modell endlich ausgedehnter Atomkerne [49,122] und die
mSNSO-Näherung [49,263,264] genutzt. Die Fehler durch die ebenfalls eingesetzte DLU-Nähe-
rung [48,49,97] sind gering. Beim SCF-Verfahren wurden die Energie auf 10−8Eh und die mittlere
quadratische Abweichung der Elektronendichte auf 10−8 konvergiert. Die Residuumsnorm der
Zweielektronen-Antwortgleichungen wurde auf 10−6 konvergiert. Die Strukturen wurden als
konvergiert betrachtet, wenn die Energieänderung geringer als 10−6Eh und der Gradient gerin-
ger als 10−3Eh/a0 waren.
Der Torsionswinkel zwischen den Zinnatomen wurde in 20◦-Schritten von 0◦ bis 360◦ vari-
iert. Bei einem Winkel von 240◦ (IUPAC: [287] −120◦) steht eine der SnMe3-Gruppen synperi-
planar zum Rest R, so dass diese im Vergleich zum Torsionswinkel 120◦ energetisch weniger
vorteilhaft ist. Für jeden Torsionswinkel wurde eine Strukturoptimierung (mit festgehaltenem
Sn–C–C–Sn-Torsionswinkel) durchgeführt. Die Strukturen sind im digitalen Anhang dieser
Dissertation [217] zu finden. Dabei wurde versucht, die übrigen Substituenten so anzuordnen,
dass die Gesamtenergie minimal wird. Eine erschöpfende Suche aller möglichen Konformationen
wurde aufgrund der Vielzahl der Möglichkeiten nicht durchgeführt. An den durch diese Prozedur
erhaltenen Strukturen wurde die 3JSnSn-Kopplungskonstante berechnet. Die Kopplungskonstan-
ten und die Energien für jedes Konformer sind als digitaler Anhang [217] beigefügt. Für jeden
Torsionswinkel wurde aus den 16 Kopplungskonstanten der verschiedenen Moleküle der Mittel-
wert gebildet. Außerdem wurden äquivalente Torsionswinkel (gleicher Betrag gemäß IUPAC-
Konvention, die Paare (φ, 360◦−φ) in der hier verwendeten Benennung) zusammengefasst. Die
so erhaltenen durchschnittlichen Kopplungskonstanten sind in Abb. 7.1 als rote Punkte darge-
stellt. Weiterhin wurde das jeweilige Maximum und Minimum (rote Balken) berechnet, um einen
Eindruck von der Variationsmöglichkeit der Kopplungskonstante und damit eine Einschätzung
der Genauigkeit, die durch eine mögliche Karplus-Näherung erzielt werden kann, zu erhalten.
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Abbildung 7.1: Die 3JSn–Sn-Kopplung in Verbindungen des Typs Me3Sn–CH2 –CHR–SnMe3, auf-
getragen gegen den Torsionswinkel φ der beiden Zinnatome. Die berechneten Ergebnisse sind in rot
dargestellt. Die Balken geben den Bereich an, den die Kopplungskonstante für verschiedene Reste R
annimmt. Der rote Punkt markiert den Mittelwert. Die blaue Kurve ist eine an diese Mittelwerte
angepasste Funktion in Form einer Karplus-Gleichung, J ≈ 583Hz · cos(2φ)− 284Hz · cos(φ)+ 602Hz.
An die Mittelwerte wurde eine Karplus-Beziehung der Form J = A cos2(φ) + B cos(φ) + C
mittels Regression angepasst (blaue Kurve). Mit dem Bestimmtheitsmaß R2 ≈ 0.99 ergibt sich
die Näherung
J ≈ 1166.30 Hz · cos2(φ)− 284.49 Hz · cos(φ) + 19.31 Hz
≈ 583.15 Hz · cos(2φ)− 284.49 Hz · cos(φ) + 602.46 Hz .
(7.1)
Die Mittelwerte der rechnerisch erhaltenen Kopplungskonstante können also zuverlässig progno-
stiziert werden. Die Vorhersagbarkeit einzelner Kopplungskonstanten ist vor allem im Bereich
von 120◦ bis 160◦ schlecht. Die große Spanne (> 600 Hz), den die Kopplungskonstante trotz
gleichen Torsionswinkels annehmen kann, ist auf sterische Effekte (An- oder Abwesenheit des
Rests R) zurückzuführen. Dies zeigt sich in an einer geringen Überlappung der möglichen Kopp-
lungskonstante bei den Torsionswinkeln φ und 360◦ − φ. Beispielsweise variiert die Kopplungs-
konstante bei 220◦ zwischen 660 Hz und 1060 Hz, beim symmetrischen Winkel 140◦ zwischen
970 Hz und 1320 Hz.
Beim Vergleich mit den gemessenen Werten in Ref. 286 beziehungsweise der daraus ermit-
telten Karplus-Beziehung J = 395 Hz · cos(2φ) − 79 Hz · cos(φ) + 580 Hz zeigen sich deutliche
Abweichungen zwischen Theorie und Experiment. Die Kopplungskonstanten aus letzterem be-
wegen sich in einem Korridor von etwa 200 Hz bis 1050 Hz. Selbst die Kopplungskonstanten
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bei 180◦, was dem energetischen Minimum der meisten Verbindungen entspricht, werden durch
die hier eingesetzte quantenchemische Methode nicht gut wiedergegeben. Allgemein lässt sich
zwischen den experimentellen und den berechneten Daten keine klare Korrelation finden. Dies
deutet darauf hin, dass wichtige Effekte, zum Beispiel die Flexibilität der Moleküle, [281] ver-
nachlässigt wurden.
Besonders auffällig sind die Verbindungen k–m. Bei diesen sterisch anspruchsvollen Substi-
tuenten ist die gemessene Kopplungskonstante auffällig klein. In der Rechnung ist bei diesen
drei Verbindungen neben dem Energieminimum bei antiperiplanarer Stellung der Sn-Gruppen
(mit einem verhältnismäßig kleinen [285] optimalen Torsionswinkel von 140 Hz bis 160 Hz) ein
weiteres ausgeprägtes Mininum bei einem Torsionswinkel von etwa 80◦ zu erkennen, der Ener-
gieunterschied mit den gewählten Parametern beträgt weniger als 1 kJ/mol. Um diese Minima















Die mit i indizierten Summen laufen hierbei über die Torsionswinkel 0◦, 20◦, . . . , 340◦. Die
Konformation bei 360◦ entspricht der bei 0◦ und darf nicht doppelt gewichtet werden. Wird
jeweils nur die Konformation mit der niedrigsten Energie berücksichtigt (also T → 0 K), liefert
eine lineare Regression lediglich das Bestimmtheitsmaß R2 ≈ 0.31 für eine Beziehung zwischen
experimentellen und theoretischen Kopplungskonstanten. Bei T = 293 K ergibt sich mit R2 ≈
0.90 der Zusammenhang Jtheo ≈ 0.9499 · Jexp + 309.2251 Hz. Dies erlaubt ein Überführen der
rechnerischen Ergebnisse in Vorhersagen für Messungen.
In diesem Abschnitt wurde mittels quasirelativistischer Rechnungen für verschiedene Verbin-
dungen des Typs Me3Sn–CH2 –CHR–SnMe3 die
3JSnSn-Kopplungskonstante berechnet. Beim
Auftragen gegen den Torsionswinkel wurde ein Zusammenhang gefunden, der sich sehr gut
mittels einer Karplus-Beziehung beschreiben lässt. Allerdings kann ein solch einfaches Mo-
dell sterische und elektrische Effekte der unterschiedlichen Substituenten nicht abbilden, so
dass nach wie vor quantenchemische Rechnungen nötig sind, um qualitative Aussagen treffen
zu können. Ein naiver Vergleich mit experimentellen Daten liefert nur eine unbefriedigende
Korrelation. Durch Berücksichtigen der Boltzmann-Verteilung, also der Einbeziehung weiterer
energetisch zugänglicher Torsionswinkel, kann diese deutlich verbessert werden. Es ergibt sich
dann jedoch das konzeptionelle Problem, dass nicht mehr genau ein, sondern eine Vielzahl an
Torsionswinkeln vorliegt und der aus einer Karplus-Beziehung erhaltene Winkel keinem phy-
sikalisch sinnvollen Winkel entsprechen muss. [282] Der Vergleich mit experimentell bestimmten
Kopplungskonstanten zum Zweck der Erstellung einer Karplus-Beziehung erfolgt daher besser
an Systemen mit eingeschränkter Rotationsmöglichkeit, zum Beispiel an cyclischen Systemen.
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7.2 NMR-Kopplungskonstanten in Phosphinidenen
In Ref. 37 sind das Phosphiniden SIMesPH (SIMes = 1,3-bis(2,4,6-trimethylphenyl)imidazolin-
2-yliden) und Derivate davon unter anderem mittels NMR-Spektroskopie untersucht worden.
Die chemischen Verschiebungen wurden in jener Publikation mit Turbomole berechnet, die
Berechnung von indirekten Spin-Spin-Kopplungskonstanten (SSCCs) war zum Zeitpunkt der
Veröffentlichung noch nicht implementiert. Dies erfolgte erst im Rahmen dieser Arbeit. Da-
durch war es möglich (wie in Ref. 155 geschehen), die 1JPH- und
1JPC-Kopplungskonstanten
von SIMesPH sowie der tBu2AlCl- und tBu2GaCl-Addukte, im Folgenden als SIMesPH ·Al be-
ziehungsweise SIMesPH ·Ga abgekürzt, zu berechnen und mit den gemessenen Werten zu ver-
gleichen. Die kartesischen Koordinaten wurden aus Ref. 37 übernommen. Die Strukturen sind
in Abb. 7.2 dargestellt. Es wurde das B3LYP-Funktional [71,222–224] mit Gitter 3 [236] verwendet.
Für die drei an den Kopplungen beteiligten Atomen wurde stets der pcJ-2-Basissatz [210,211]
verwendet. Neben einer Rechnung, in der dieser Basissatz auch für alle weiteren Atome ver-
wendet wurde, wurden auch Rechnungen mit dem LDBS-Schema durchgeführt. Hierbei wurde
für die restlichen Atome die kleineren pcJ-1- und def2-TZVP-Basissätze [214] verwendet. Da für
Ga keine pcJ-1- oder pcJ-2-Basissätze publiziert sind, wurde an diesem Atom stattdessen die
def2-SVP- beziehungsweise def2-TZVP-Basis eingesetzt. Die Benennung der Basissätze folgt der
Konvention aus Abschnitt 5.2. Die Energie im SCF-Verfahren wurde ausgehend von Orbitalen
der erweiterten Hückeltheorie [288] auf 10−7Eh konvergiert, die Residuumsnorm der Antwort-
gleichungen auf 10−6. Bei allen Rechnungen wurden Umgebungseffekte mit dem conductor-like
screening model [289,290] (COSMO) simuliert. Dafür wurde die Dielektrizitätskonstante ε = 2.28
gewählt, was dem bei den meisten Messungen verwendeten Lösungsmittel Benzol entspricht.
Ferner wurde die RI-J -Näherung [151] verwendet. In den Antwortgleichungen tritt weder ein
Einelektronen- noch ein Zweielektronen-Coulomb-Term auf, so dass COSMO und RI-J keinen
direkten Einfluss haben; Effekte sind nur indirekt durch modifizierte Wellenfunktionsparameter
beobachtbar. Die angegebenen Laufzeiten (wall times) wurden auf vier Kernen einer Intel Xeon
CPU E5-2687W v4 (3.00 GHz) gemessen, die Rechenzeiten (cpu times) sind somit um etwa den
Faktor 4 größer.
In Tab. 7.2 sind die berechneten Ergebnisse zusammen mit den experimentellen Werten [37]
dargestellt. Alle drei untersuchten Basissätze bzw. Basissatzkombinationen liefern sehr ähnli-
che Ergebnisse, wie nach den Untersuchungen in Abschnitt 5.2 zu erwarten. Die Laufzeit bei
Verwendung des pcJ-2-Basissatzes für alle Atome benötigt trotz geeigneter Auswahl der zu
berechnenden Kerne (vgl. Abschnitt 4.2) rund 29 h. Das größte untersuchte System besteht aus
80 Atomen und 3219 kartesischen Basisfunktionen. Die Kombination def2-TZVP/pcJ-2 liefert
Resultate, die nahezu identisch zu pcJ-2 sind. Die Laufzeit des SCF-Verfahrens wird um den
Faktor 2.5 reduziert, die der eigentlichen Berechnung der Kopplungskonstanten sogar um den
Faktor 5.7. Insgesamt ergibt sich eine Ersparnis von rund 80 % (auf 6 h). Noch größere Zeiter-
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Abbildung 7.2: Strukturformeln von SIMesPH und SIMesPH ·Al, die Galliumverbindung ist analog
gebaut. Die Benzolringe stehen senkrecht zur Zeichenebene.
Tabelle 7.2: Vergleich experimentell gemessener [37] mit berechneten Kopplungskonstanten verschiede-
ner Phosphinidene, alle in Hertz. Es wurden das B3LYP-Funktional und verschiedene LDBS-Schemata
verwendet (siehe Text für Details). Im Experiment („Exp.“) wurde keine Vorzeichen bestimmt, es wurde
gemäß den Rechnungen gewählt. Die letzten beiden Spalten geben die Summe (über die drei Molekü-
le) der Laufzeiten (wall times, auf vier Kernen), die für das SCF-Verfahren und die Berechnung der
Kopplungskonstanten (SSCC) benötigt wurden, in Minuten an.
SIMesPH SIMesPH·Al SIMesPH·Ga Laufzeit
JPH JPC JPH JPC JPH JPC SCF SSCC
Exp. 163 −72.7 211 −68.9 215 −65.6 – –
pcJ-2 139.1 −103.1 188.8 −96.3 192.3 −92.2 317 1430
pcJ-1/2 137.2 −105.1 188.0 −97.4 191.1 −93.4 41 80
def2-TZVP/pcJ-2 138.5 −103.4 188.7 −96.3 192.3 −92.2 127 251
sparnis lässt sich mit der Kombination pcJ-1/2 erhalten. Hier wird die Gesamtlaufzeit auf 2 h
reduziert bei dann nur 1527 Basisfunktionen für das größte der drei Systeme.
Die Rechnungen geben die Tendenzen der Messungen sehr gut wieder. Im Experiment wur-
den die Vorzeichen der Kopplungskonstanten nicht bestimmt, basierend auf den theoretischen
Werten kann für JPH in allen Fällen ein positives und für JPC in allen Fällen ein negatives
Vorzeichen angenommen werden. Die berechneten Werte sind dann rund 25 Hz kleiner als die
gemessenen, allerdings wird die relative Reihenfolge (zum Beispiel die Zunahme der JPC-Kopp-
lung von SIMesPH über SIMesPH ·Al zu SIMesPH ·Ga) stets korrekt wiedergegeben. Die in
Tab. 7.2 angegebenen Kopplungskonstanten wurden mit ε = 2.28 (für Benzol) gerechnet. Das
13C-Spektrum von SIMesPH, aus dem die JPC-Kopplung ermittelt wurde, wurde jedoch in THF
(ε = 7.58) gemessen. Eine Neuberechnung (SCF und SSCC) unter Verwendung von pcJ-1/2
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Tabelle 7.3: Vergleich experimentell gemessener [37] mit berechneten Kopplungskonstanten verschiede-
ner Phosphinidene, alle in Hertz. Es wurden verschiedene Funktionale mit der pcJ-1/2-Basissatzkom-
bination verwendet. Bei den Rechnungen „Vakuum“ wurden keine Lösungsmitteleffekte berücksichtigt,
bei den Rechnungen „Lösung“ wurde das Lösungsmittel des Experiments (THF für JPC in SIMesPH,
Benzol für die anderen Fälle) mit COSMO simuliert.
SIMesPH SIMesPH·Al SIMesPH·Ga
JPH JPC JPH JPC JPH JPC
Experiment 163 −72.7 211 −68.9 215 −65.6
Vakuum
B3LYP 130.9 −110.5 185.7 −101.0 188.9 −97.2
TPSS 143.6 −83.3 198.7 −76.4 204.7 −71.8
TPSSh 148.3 −83.2 206.9 −76.0 212.4 −71.8
Lösung
B3LYP 137.2 −99.0 188.0 −97.4 191.1 −93.4
TPSS 150.4 −72.1 202.6 −73.2 208.5 −68.4
TPSSh 155.0 −71.7 209.7 −72.4 215.0 −68.1
mit diesem Wert liefert −99.0 Hz. Er fügt sich damit besser in die systematische Abweichung
um 25 Hz, die in den anderen Fällen beobachtet wurde, ein.
Der Einfluss verschiedener Dichtefunktionale sowie des Lösungsmittels wurden weiterge-
hend untersucht. Neben B3LYP wurden auch die Funktionale TPSS [252] und TPSSh [291] mit
der pcJ-1/2-Basissatzkombination verwendet. Alle übrigen Parameter blieben unverändert. Ne-
ben der Simulation des Lösungsmittel des Experiments (THF für JPC in SIMesPH; Benzol für
die anderen Kopplungskonstanten) wurde auf dieses testweise verzichtet und die Moleküle oh-
ne weitere Wechselwirkung, also quasi im Vakuum, gerechnet; dies entspricht ε = 1. Ohne
Lösungsmittel werden alle Kopplungskonstanten zu negativ berechnet. Mit B3LYP tritt die
maximale Abweichung vom Experiment bei JPC in SIMesPH auf, sie beträgt −37.8 Hz. Mit
den meta-GGA-Funktionalen TPSS und TPSSh ist die Abweichung geringer, die maximale
Abweichung beträgt −19.4 Hz. Das Berücksichtigen der Umgebungseffekte verbessert die mit
B3LYP erhaltenen Ergebnisse nur leicht. Wie oben erläutert sind die berechneten NMR-Kopp-
lungskonstanten durchgehend etwa 25 Hz zu klein. Bei TPSS und insbesondere bei TPSSh ist
der Effekt ausgeprägter: Mit dem korrekten Lösungsmittel können die SSCCs auf wenige Hertz
genau vorhergesagt werden.
Die vorliegende Implementierung ermöglicht es, durch das LDBS-Schema und eine geeigne-
te Kernauswahl die JPH- und JPC-Kopplungskonstanten der drei gegebenen Systeme in einer
Programmlaufzeit von insgesamt 2 h (einschließlich der SCF-Rechnung) zu beschreiben. Durch
Näherungen des HF-Austauschs kann der Rechenaufwand noch reduziert werden, dies wurde im
vorliegenden Fall jedoch nicht für nötig erachtet. Bereits ohne die Berücksichtigung von Umge-
bungseffekten werden experimentelle Trends korrekt wiedergegeben. Bei der Einbeziehung von
Lösungsmitteleffekten mittels COSMO werden die gemessenen Werte mit hervorragender Ge-
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Abbildung 7.3: Der untersuchte Zinncluster [Sn10O4S16(SBu)4]
4– . Farbcode: H weiß, C grau, S gelb,
äußere Sn (Sna) orange, innere Sn (Sni) braun.
nauigkeit wiedergegeben und so die Zuordnung von Signalen im Spektrum zu den koppelnden
Atomen belegt.
7.3 Sn–Sn-Kopplungskonstanten an einem Zinncluster
Ein weiteres System, bei dem gemessene NMR-Kopplungskonstanten mittels Rechnungen veri-
fiziert werden sollten, ist die Clusterverbindung [Sn10O4S16(SBu)4]
4– , Bu = n-Butyl. [292] Dieser
Cluster vereinigt vorteilhafte optoelektronische Eigenschaften mit einer guten Löslichkeit in
organischen Lösemitteln und ist daher für photokatalytische Reaktionen interessant. Die Zinn-
atome in diesem Cluster sind grob in Form eines Tetraeders angeordnet, vgl. Abb. 7.3. Durch
die asymmetrische Anordnung der Butylsubstituenten ist die Geometrie leicht verzerrt. Vier
Zinnatome befinden sich an den Ecken („außen“, Sna), die übrigen sechs befinden sich auf den
Kanten dazwischen („innen“, Sni). Sie sind durch ein Gerüst von Schwefel- und Sauerstoffato-
men verknüpft. Für die äußeren Zinnatome (Zuordnung mittels der chemischen Verschiebung)
wurden die Kopplungskonstanten 490 Hz (schwach) und 245 Hz gemessen. Die Kopplungskon-
stante 245 Hz wurde auch bei den inneren Zinnatomen gefunden, außerdem 376 Hz (schwach)
und 144 Hz. Dieser Sachverhalt sollte durch quantenchemische Rechnungen genauer beleuchtet
werden.
Hierfür wurde die in Ref. 292 beschrieben Struktur des Clusters verwendet. Die Berechnun-
gen wurden mit den Dichtefunktionalen PBE, [221] PBE0 [293,294] und TPSS [252] sowie dem Git-
ter 4a [259] durchgeführt. Um relativistische Effekte zu berücksichtigen, wurden der x2c-TZVPall-
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Tabelle 7.4: Untersuchung der Sn–Sn-Kopplungskonstanten im Cluster [Sn10O4S16(SBu)4]
4– , auf-
getrennt nach den verschiedenen Kombinationen von äußeren (Sna) und inneren (Sni) Zinnatome.
Angegeben ist jeweils der Mittelwert über die nahezu äquivalenten Kopplungen, in Hertz. Die experi-
mentellen Daten sind aus Ref. 292 entnommen, das Vorzeichen wurde entsprechend der Rechnungen
gewählt.
Kopplung Anzahl PBE PBE0 TPSS Exp.
2JSni–Sni 12 −256.5 −337.3 −202.9 −144
2JSna–Sni 12 −271.8 −363.3 −171.4 −245
4JSna–Sni 12 −2.5 0.3 −0.2 –
4JSna–Sna 6 26.3 28.4 24.9 –
4JSni–Sni 3 −42.9 −21.1 −32.0 –
Basissatz, [218] die X2C-Methode [50] mit der DLU-Näherung [48] sowie eine gaußförmige Ladungs-
verteilung der Kernladung [49,122] verwendet. Das SCF-Verfahren wurde unter Verwendung der
RI-J -Näherung mit geeigneten Auxiliarbasissätzen [218] auf 10−8Eh (Energie) und 10
−8 (mittlere
Abweichung der Elektronendichte) konvergiert. Außerdem wurde das conductor-like screening
model [289,290] (COSMO) mit ε = 13 (typisch für imidazolium-basierte ionische Flüssigkeiten)
verwendet. Durch die so simulierten Gegenionen wird die vierfach negativ geladene Verbindung
stabilisiert. Die Residuumsnormen der Zweielektronen-Antwortgleichungen wurden auf 10−6
konvergiert. Nur für diesen Schritt wurde die Berechnung des Hartree-Fock-Austauschs beim
PBE0-Funktional durch die sn-K -Methode (Standard-Einstellung für die Gittergröße: [157,236]
radial 0, sphärisch −1) beschleunigt. Bei einem System dieser Größe (2476 kartesische Basis-
funktionen) ist es nicht ratsam, eine zweikomponentige Rechnung ohne Näherungen durchzu-
führen. Bereits mit den beschriebenen Einstellungen benötigen die Rechnungen 7 Tage (PBE),
22 Tage (PBE0) bzw. 16 Tage (TPSS) (jeweils cpu time). Da die Rechnungen auf verschiedenen
Prozessoren durchgeführt wurden, wird auf eine detaillierte Analyse der Rechenzeit verzichtet.
Die Ergebnisse dieser Berechnungen sind in Tab. 7.4 gezeigt. Jedes innenliegende Zinn-
atom hat vier andere innenliegende Zinnatome als nahe Nachbarn (ein dazwischenliegendes
Sauerstoff- oder Schwefelatom) und eins als fernen Nachbarn (vier Bindungen entfernt). Die
äußeren Atome lassen sich ebenfalls in drei nahe (zwei Bindungen) und drei ferne (vier Bindun-
gen) Nachbarn einteilen. Die Kopplungen zwischen den äußeren Atomen sind alle etwa gleich
und werden über vier Bindungen vermittelt. Es ist deutlich zu erkennen, dass die Kopplun-
gen über vier Bindungen hinweg deutlich kleiner sind als die, die nur über zwei Bindungen
gehen. Hierin sowie in der relativen Größe stimmen die verschiedenen Funktionale gut überein.
Die experimentell gefundene Kopplung von −245 Hz (Vorzeichen gemäß Rechnung), die sowohl
bei den äußeren als auch bei den inneren Zinnatomen auftritt und daher vermutlich auf die
Kopplung dieser beiden Gruppen miteinander zurückzuführen ist, entspricht somit 2JSna–Sni .
Mit dem PBE-Funktional wird der gemessene Wert gut reproduziert (−272 Hz), die beiden an-
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deren Funktionale weisen einen um etwa 100 Hz höheren bzw. niedrigeren Wert aus. Die andere
Kopplung, die im Experiment deutlich zu erkennen war, beträgt ±144 Hz. Bei den PBE- und
PBE0-Ergebnissen ist die Identifikation mit der 2JSni–Sni-Kopplung am plausibelsten. Die Ab-
weichung zum Experiment beträgt zwar über 100 Hz, doch ist diese Kopplung (bei Annahme
eines negativen Vorzeichens) größer als 2JSna–Sni , in Übereinstimmung mit den Rechnungen.
Mit dem TPSS-Funktional ist die Reihenfolge der beiden 2J-Kopplungen vertauscht. Aufgrund
dieser Daten wäre auch eine Zuordnung der experimentell gemessenen Kopplung von −144 Hz
zu 4JSni–Sni denkbar, da die Lage relativ zu
2Jexp
Sni–Sni
= −245 Hz ähnlich ist (Differenz +100 Hz
im Experiment, +140 Hz in der Rechnung). In dieser Zuordnung wäre 2JSni–Sni ein möglicher
Kandidat für den Messwert −376 Hz. Es ist jedoch nicht ersichtlich, warum eine Kopplung über
zwei Bindungen schwächer ausgeprägt sein soll als eine über vier Bindungen. Es ist daher davon
auszugehen, dass die Zuordnung gemäß den PBE- und PBE0-Ergebnissen die wahrscheinlichere
ist. Die Intensität der 4J-Kopplungen ist im Experiment vermutlich zu gering, um beobachtbar
zu sein. Hingegen findet sich in den Rechnungen kein eindeutiges Gegenstück zu den gemessenen
Kopplungskonstanten ±376 Hz und ±490 Hz.
Alle Sn–Sn-Kopplungskonstanten des Clusters [Sn10O4S16(SBu)4]
4– wurden mit einer zwei-
komponentigen Methode, die relativistische Effekte berücksichtigt, berechnet. Die so erhaltenen
Kopplungskonstanten geben die Größenordnung der Messwerte korrekt wieder. Verschiedene
Dichtefunktionale liefern Ergebnisse, die sich um mehr als 100 Hz unterscheiden, teilweise än-
dert sich auch die relative Lage. Für die Kopplungspartner der beiden intensiven gemessenen
Signale konnte eine schlüssige Zuordnung gefunden werden. Die Signale, die experimentell mit
großen Kopplungskonstanten, aber nur mit geringer Intensität auftreten, können mit den vorlie-
genden Methoden nicht erklärt werden. Da die Kopplungskonstanten empfindlich auf Änderun-





Die vorliegende Arbeit beschreibt die Implementierung eines Verfahrens zur Berechnung von
indirekten Spin-Spin-Kopplungskonstanten der Kernspinresonanzspektroskopie (NMR-Spektro-
skopie) mittels der Hartree-Fock- und der Dichtefunktionaltheorie in das Programmpaket Tur-
bomole. Die Berechnung kann dabei im Rahmen eines nichtrelativistischen oder eines quasi-
relativistischen (exact two component, X2C) Ansatzes erfolgen. Letzterer bezieht relativistische
Effekte wie die Spin-Bahn-Kopplung ein und ermöglicht somit die Untersuchung von Verbin-
dungen mit schweren Elementen, wie etwa Zinncluster. Alle vier Terme aus Ramseys Theorie,
der Fermi-Kontakt-Term (FC), der Spin–Dipol-Term (SD), der paramagnetische Spin–Orbit-
Term (PSO) und der diamagnetische Spin–Orbit-Term (DSO), beziehungsweise deren relativis-
tische Pendants, werden berücksichtigt. Mit dem Ziel, die Anwendbarkeit auf große Systeme zu
gewährleisten, wurden verschiedene Möglichkeiten geschaffen, um die Rechnung zu beschleuni-
gen. Neben der Auswahl der zu berechnenden Kerne, welche keinen Fehler einführt, sind dies
die Picture-Change Correction (PCC) des DSO-Terms in zweikomponentigen Rechnungen so-
wie Methoden zur Beschleunigung der Berechnung des Hartree-Fock-Austauschs. Um letzteres
Ziel zu erreichen, wurden die seminumerische Integration, sn-K, und die Zerlegung der Einheit,
RI-K, implementiert.
Die durch diese Näherungen eingeführten Fehler wurden an verschiedenen Testsystemen
untersucht. In nahezu allen Fällen sind sie vernachlässigbar, der Rechenzeitgewinn durch die
Näherungen ist jedoch beachtlich. Mit der PCC kann mehr als eine Halbierung der Rechenzeit
erreicht werden, die Dauer für die Auswertung des DSO-Terms ist dann vernachlässigbar. Mit
der sn-K -Näherung reduziert sich die Rechenzeit um etwa 70 % bei Verwendung vergleichsweise
kleiner Gitter (Gittergröße 1), die aber völlig ausreichend sind. Die RI-K -Näherung beschleu-
nigt die Rechnung gar um den Faktor 12, hier hat sich die Verwendung des für MP2 optimierten
Auxiliarbasissatzes def2-TZVP als die beste Option erwiesen. Für den Austauschkorrelations-
kernel eines Dichtefunktionals muss immer eine numerische Integration durchgeführt werden, so
dass hierbei eine unvermeidbare Ungenauigkeit auftritt. Durch Vergleich mit Rechnungen mit
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sehr großen Gittern konnte diese Ungenauigkeit quantifiziert werden. Während für nichtrelati-
vistische Rechnungen die Gittergröße 3 ausreichend ist, empfiehlt sich für die (quasirelativisti-
schen) Rechnungen an schweren Elementen ein Gitter der Größe 4a, das über mehr kernnahe
Integrationspunkte verfügt.
Die Berechnung der NMR-Kopplungskonstanten stellt spezielle Anforderungen an den ver-
wendeten Basissatz, die von üblicherweise verwendeten Basissätzen nicht erfüllt werden. Zu
Basissätzen des Typs def2-QZVP wurden bei den Elementen bis Krypton Basisfunktionen hin-
zugefügt, um diesen Anforderungen Genüge zu tun. An einem großen Testsatz wurde gezeigt,
dass die neu erhaltene def2-QZVP-j-Basis das Basissatzlimit besser approximiert als bereits
bestehende Basissatzsysteme. Zudem sind erstmals alle Elemente bis einschließlich Krypton in
einem für NMR-Kopplungskonstanten optimierten Basissatzsystem enthalten. Dies ermöglicht
die Berechnung einer Vielzahl von Systemen mit einem einheitlichen Basissatz. Bei schwere-
ren Elementen gewinnen relativistische Effekte an Bedeutung. Ergänzend zum X2C-Ansatz
sind erweiterte Basissätze nötig, um diese Effekte beschreiben zu können. Im Rahmen der vor-
liegenden Arbeit wurde gezeigt, dass das energieoptimierte Basissatzsystem x2c-QZVPall-2c
auch für NMR-Kopplungskonstanten das Basissatzlimit gut approximiert. Dies ist auf die hö-
here Flexibilität bei den inneren Schalen zurückzuführen, welche zur Beschreibung der Spin-
Bahn-Wechselwirkung notwendig ist. Damit stehen in quasirelativistischen (zweikomponenti-
gen) Rechnungen für alle Elemente bis Radon geeignete Basissätze zur Verfügung.
Bei der praktischen Anwendung spielt die Größe von Basissätzen eine wichtige Rolle, da
mehr Basisfunktionen zu höheren Rechenzeiten führen. In dieser Arbeit wurde das locally-
dense-basis-set-Schema (LDBS) untersucht, das die Atome in zwei Gruppen einteilt: An den
Atomen, deren Kopplung relevant ist, wird ein großer Basissatz eingesetzt, mit dem die ge-
forderte Eigenschaft präzise berechnet werden kann. Der Rest des Moleküls kann mit einem
kleineren, kostengünstigeren Basissatz berechnet werden. Je nach gewünschter Genauigkeitsan-
forderung sind verschiedene Kombinationen möglich, zum Beispiel die Mischung von pcJ-2 und
pcJ-1. Mit einem solchen Schema ist es möglich, große Systeme mit ausgedehnten Liganden
effizient und ohne merkliche Genauigkeitseinbußen zu berechnen.
Die Anwendbarkeit der Implementierung auf chemisch interessante Systeme wurde an ver-
schiedenen Beispielen gezeigt. Für 1,2-Distannylalkane mit verschiedenen organischen Substi-
tuenten wurde die Gültigkeit einer Karplus-Beziehung für die 3JSnSn-Kopplung untersucht. In
Rechnungen ist es im Gegensatz zum Experiment ohne Weiteres möglich, einen einzelnen Pa-
rameter (hier den Torsionswinkel) ohne weitere störende Einflüsse zu ändern. Dieses Vorge-
hen belegt eine Karplus-Beziehung. Die für die energetisch stabilsten Konformationen dieser
Moleküle erhaltenen NMR-Kopplungskonstanten entsprechen jedoch nicht den im Experiment
gemessenen. Die Abweichung kann durch Temperatureffekte erklärt werden. Das Bilden eines
Boltzmann-Mittels über verschiedene Torsionswinkel führt zu einer hervorragenden Korrelation
mit den Messwerten und erlaubt Voraussagen für weitere Systeme.
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Kapitel 8. Zusammenfassung
Im Phosphiniden SIMesPH sowie seinem tBu2AlCl- und tBu2GaCl-Addukt wurden NMR-
Kopplungskonstanten des Phosphoratoms untersucht. Durch die Anwendung des LBDS-Sche-
mas konnte die Rechnung effizient mit verschiedenen Dichtefunktionalen durchgeführt werden.
Alle Funktionale geben die korrekte Reihenfolge der Kopplungen wieder. Mit dem TPSSh-
Funktional wird der gemessene Wert exakt reproduziert, allerdings nur bei Berücksichtigung
des Lösungsmitteleinflusses.
In einem Zinncluster aus insgesamt 86 Atomen wurden die NMR-Kopplungskonstanten der
Zinnatome berechnet. Die relativistischen Effekte wurden mit dem X2C-Ansatz berücksichtigt,
der jedoch zu einem höheren Rechenaufwand führt. Eine derart anspruchsvolle Untersuchung
mit dem Hybridfunktional PBE0 war nur dank der eingesetzten sn-K -Näherung möglich, die
zu einer enormen Einsparung der Rechenzeit führt. Die beiden intensivsten Kopplungen im ge-
messenen 119Sn-NMR-Spektrum korrespondieren mit einer konkreten Gruppe von rechnerisch





Beweis für Anwendbarkeit der Gauß-Rys-
Quadratur
Das Integral in Gl. (4.26) (in der Form, wie es in den Gl. (4.27) und (4.28) vorliegt) wird mittels































die bereits in den Gl. (4.30) und (4.31) angegeben wurden, Polynome in t2 sein. Außerdem muss
der höchste vorkommende Exponent (oder zumindest eine obere Schranke dafür) bestimmt
werden.
Im Folgenden werden die x-Komponenten genauer untersucht; durch geeignete Ersetzung
von x und l lassen sich die Resultate auf die anderen Komponenten übertragen. Alle Indizes
außer li, lj und kx sind nicht relevant und werden ebenso wie die Variable t der Übersichtlich-
keit halber weggelassen. Um obige Aufgaben durchführen zu können, ist es nötig, die Integrale
Ix,kxli,lj , die in Gl. (4.22) I
x,xM ,kx
αi,αj ,li,lj ,xi,xj
(s) genannt werden, exakt berechnen zu können. Dies ist
möglich, wenn anstatt einer Gauß-Hermite-Quadratur ein Rekursionsschema verwendet wird.
Die Berechnungsvorschrift ist in der Literatur bekannt. [166,172] Die notwendigen Rekursionsbe-
ziehungen werden durch Ableiten von Gl. (4.18) und Variablensubstitution gemäß Gl. (4.25)
erhalten und lauten
Ix,kxli,lj = R1x · I
x,kx
li−1,lj + (li − 1)R2 · I
x,kx
li−2,lj + ljR2 · I
x,kx







li,lj−1 + (lj − 1)R2 · I
x,kx
li,lj−2 + liR2 · I
x,kx








+ (kx − 1)R2 · I
x,kx−2
li,lj
+ liR2 · I
x,kx−1




Anhang A. Beweis für Anwendbarkeit der Gauß-Rys-Quadratur
mit den Koeffizienten
R1x = Pix − PMxt2 , (A.6)
R′1x = Pjx − PMxt
2 , (A.7)





wobei die Abkürzung Pix = xP−xi etc. eingeführt wurde. Gl. (A.3) dient dazu, den Exponenten
li um 1 zu erniedrigen, die beiden darauf folgenden Gleichungen verringern lj bzw. kx. Aufgrund
der Normierung in Gl. (4.22) gilt für den einfachsten Fall Ix,00,0 = 1.
Bei der Berechnung des Integrals Ix,kxli,lj wird durch Anwenden dieser drei Beziehungen jeweils
einer der vorkommenden Exponenten erniedrigt und jedes Mal ein konstanter Faktor und ein
Glied mit t2 eingeführt. Da nie durch t geteilt wird und keine ungeraden Potenzen eingeführt
werden, wird ein Polynom in t2 erhalten. Die höchste Potenz ist t2Kx mit Kx = li + lj + kx.





ist die höchste Potenz demzufolge
K̃ = Kx +Ky +Kz = Li + Lj + kx + ky + kz (A.10)
(Li = li+mi+ni wie in Abschnitt 4.4.1). In den Gl. (A.1) und (A.2) gilt stets kx+ky +kz = 2,
so dass sich K̃ = Li +Lj + 2 ergibt. Hätte Gl. (4.7) den Nenner r (wie es in ähnlicher Form bei
Coulomb-Integralen vorkommt) wäre der Beweis an dieser Stelle abgeschlossen. Im vorliegenden







Faktoren s2, die beispielsweise bei der Berechnung des elektrischen Felds auftreten, scheinen
von verschiedenen Autoren übersehen worden zu sein. [92,171] Tatsächlich ist es jedoch notwendig





















den Faktor (1− t2)2 enthalten, damit auch Pxx und Pxy Polynome sind.
Wir beginnen mit P̃xy(t




· (1− t2) ∀li, lj ≥ 0 . (A.13)
Die Koeffizienten fxli,lj sind dabei Polynome in t
2, deren genaue Form nicht relevant ist. Der
Beweis der Behauptung erfolgt mittels vollständiger Induktion. Als Induktionsanfang werden
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(1− t2) (Berechnung analog) . (A.16)






für alle l0i , l
0
j
mit l0i ≤ li ∧ l0j ≤ lj für gegebene li, lj in der Form fxl0i ,l0j · (1− t




























und für Ix,1li,lj+1 analog. Damit ist die Behauptung in Gl. (A.13) für alle li, lj ≥ 0 gezeigt. Es
ergibt sich dann
P̃xy(t





Als Korollar folgt daraus die Anwendbarkeit der Rys-Integration auf Integrale über xM/r
3
M .
Bei der Untersuchung von P̃xx(t




· (1− t2)2 +R2Ix,0li,lj , (A.19)
hilfreich, die wiederum per vollständiger Induktion bewiesen werden soll. g ist wie oben f ein







0,0 = PMx(1− t
2)fx0,0(1− t2) +R2Ix,00,0 = PM
2





























(1− t2)2 +R2Ix,00,1 (Berechnung analog) , (A.22)




1x, wie einfach gezeigt werden kann. Gelte nun Gl. (A.19) für alle






































Anhang A. Beweis für Anwendbarkeit der Gauß-Rys-Quadratur
unter Verwendung von Gl. (A.13). Der letzte Term enthält die Rekursionsbedingung Gl. (A.3)
für kx = 0 und kann somit zu R2I
x,0
li+1,lj
vereinfacht werden. Ix,2li,lj+1 wird analog berechnet. Daher
gilt Gl. (A.19) für alle li, lj ≥ 0. Damit ist
P̃xx(t
2) = 2Ix,2(t)Iy,0(t)Iz,0(t)− Ix,0(t)Iy,2(t)Iz,0(t)− Ix,0(t)Iy,0(t)Iz,2(t) (A.24)
= 2
(



























· (1− t2)2 . (A.26)
Aus Gründen der Übersichtlichkeit wurden die Indizes li, lj usw. bei den I weggelassen. Die
„störenden“ Terme ohne den Faktor (1− t2)2 verschwinden erst durch die Differenzbildung.
In den Gl. (A.18) und (A.26) wurde gezeigt, dass die Polynome P̃xy(t
2) und P̃xx(t
2) jeweils










wird dieser Faktor entfernt und durch t4 ersetzt, die höchste Potenz bleibt also unverändert
(bei Pxx(t
2) ebenso). Es handelt sich bei diesen beiden Termen also tatsächlich um Polynome




In diesem Anhang befinden sich einige weitere berechnete Kopplungskonstanten, die im Haupt-
teil dieser Arbeit nur in Auszügen präsentiert wurden oder nur statistisch ausgewertet wurden.
Weitere, umfangreichere Datensätze, die Koordinaten von Molekülen und die im Rahmen
dieser Arbeit erstellten Basissätze sind ausschließlich der elektronischen Form dieser Disserta-
tion als separate Dateien beigefügt.
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B.1 Locally dense basis sets
Tabelle B.1: Mit dem TPSS-Funktional [252] erhaltene 1J-Kopplungskonstanten in Hertz, für ver-
schiedene Fokusgruppen. Siehe Abschnitt 5.2 für weitere Informationen. Die Spalte „Atome“ gibt die
beiden Fokusatome an. Die Nummerierung bezieht sich auf die Reihenfolge der kartesischen Koordi-
naten. [155] „Ref.“ ist die mit der Referenzbasis (pcJ-2 [210–212]) erhaltene Kopplungskonstante. In der
Spalte „pcJ-1“ wurde für alle Atome der pcJ-1-Basissatz verwendet. Die Ergebnisse der übrigen Spalten
wurden erhalten, indem an manchen Atomen gemäß Tab. B.3 der pcJ-2-Basissatz verwendet wurde.
Molekül Atome Ref. pcJ-1 Atome Nachbarn Kern Ligand
Benzol 1–2 55.71 59.67 55.81 55.78 55.87 –
Butan 1–5 34.52 37.28 34.63 34.54 – –
HCN 1–2 284.64 287.48 284.40 – – –
HCN 2–3 −11.62 −13.38 −11.50 – – –
OF2 1–2 −295.06 −303.12 −298.19 – – –
B4Me4 1–6 14.11 15.31 14.02 14.13 14.09 –
B4Me4 1–2 59.56 60.22 59.57 59.53 59.57 59.52
Al4Me4 1–6 15.78 16.80 16.44 16.15 16.14 –
Al4Me4
a 1–2 38.68 38.91 39.96 38.90 38.91 39.91
AlH2PMe3
+ 1–2 401.71 391.22 405.64 403.00 – –
AlH2PMe3
+ 1–4 14.88 10.93 11.57 14.47 – –
AlH2PMe3
+ 4–5 20.75 27.31 20.99 20.83 – –
AlH2PMe2CF3
+ 1–2 436.87 425.57 441.56 438.27 – –
AlH2PMe2CF3
+ 1–4 −26.38 −26.58 −29.10 −26.58 – –
AlH2PMe2CF3
+ 1–11 −160.56 −160.40 −162.96 −161.18 – –
AlH2PMe2CF3
+ 4–9 6.19 10.80 5.65 6.41 5.28 –
AlH2PMe2CF3
+ 9–11 −303.26 −298.61 −304.49 −303.05 −304.21 –
MgMe2 1–2 −28.51 −27.92 −28.36 – – –
EtMgCl · 2THF 1–2 2.28 2.70 2.35 2.34 – –
EtMgCl · 2THF 1–3 −35.30 −34.61 −35.39 −35.28 – –
EtMgCl · 2THF 3–4 118.83 121.29 119.38 118.82 – –
EtMgCl · 2THF 3–5 118.19 120.57 118.66 118.10 – –
EtMgCl · 2THF 1–10 −1.33 −1.57 −1.39 – – –
EtMgCl · 2THF 1–23 −1.26 −1.50 −1.32 – – –
a Mit dem pcJ-2-Basissatz an allen Al- und C-Atomen wird 1J = 38.78 Hz erhalten.
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Tabelle B.2: Mit dem TPSS-Funktional [252] erhaltene nJ-Kopplungskonstanten (n > 1) in Hertz,
für verschiedene Fokusgruppen. Siehe Abschnitt 5.2 für weitere Informationen. Die Spalte „Atome“
gibt die beiden Fokusatome an. Die Nummerierung bezieht sich auf die Reihenfolge der kartesischen
Koordinaten. [155] „Ref.“ ist die mit der Referenzbasis (pcJ-2 [210–212]) erhaltene Kopplungskonstante.
In der Spalte „pcJ-1“ wurde für alle Atome der pcJ-1-Basissatz verwendet. Die Ergebnisse der übrigen
Spalten wurden erhalten, indem an manchen Atomen gemäß Tab. B.4 der pcJ-2-Basissatz verwendet
wurde.
Molekül Atome Ref. pcJ-1 Atome Pfad Nachbarn Kern
Benzol 1–4 10.39 9.98 10.36 10.37 10.37 10.39
Benzol 7–8 7.97 7.63 7.89 – 7.97 7.97
Benzol 7–10 0.49 0.53 0.48 0.47 0.45 0.49
Butan 1–8 −0.59 −0.87 −0.65 −0.57 −0.60 –
Butan 2–6 3.42 3.38 3.39 – 3.45 –
HCN 1–3 −5.16 −4.81 −5.20 – – –
OF2 2–3 2057.49 2169.82 2045.25 – – –
Bicyclo[1.1.1]pentan 2–13 22.18 20.65 21.83 22.14 22.09 –
Bicyclo[1.1.1]pentan 4–5 2.72 1.96 2.61 – 2.79 –
Bicyclo[1.1.1]pentan 4–7 0.08 0.01 0.03 0.08 0.08 –
Bicyclo[1.1.1]pentan 4–8 11.60 10.90 11.40 11.57 11.55 –
Allen 3–6 −8.44 −8.67 −8.61 −8.48 −8.48 –
Naphthalin 11–12 8.90 8.55 8.82 – 8.92 –
Naphthalin 11–15 1.13 1.01 1.03 – 1.09 1.13
Naphthalin 14–15 −0.19 −0.20 −0.15 −0.15 −0.15 –
Adamantan 11–12 3.11 3.09 3.11 – 3.15 –
Adamantan 11–14 1.46 1.28 1.41 – 1.44 –
Adamantan 11–15 0.61 0.55 0.55 – 0.60 –
Adamantan 11–16 0.22 0.18 0.19 – 0.22 –
AlH2PMe3
+ 2–3 46.97 46.12 47.21 – 47.45 –
MgMe2 1–4 0.72 0.81 0.68 – – –
MgMe2 2–6 15.59 15.61 16.05 15.63 – –
MgMe2 4–7 −0.43 −0.50 −0.49 – – –
MgMe2 4–8 −0.03 −0.09 −0.07 – – –
EtMgCl · 2THF 2–3 2.44 2.40 2.42 2.46 – –
EtMgCl · 2THF 10–23 0.20 0.27 0.22 – – –
C2H2 3–4 11.36 11.47 11.33 – – –
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Tabelle B.3: Definition der Fokusgruppen für die 1J-Kopplungskonstanten in Abschnitt 5.2. Die
Spalte „Atome“ gibt die beiden Fokusatome an. Die Nummerierung bezieht sich auf die Reihenfolge
der kartesischen Koordinaten. [155] In den weiteren Spalten ist angegeben, an welchen Atomen bei den
Resultaten in Tab. 5.6 bzw. Tab. B.1 der pcJ-2-Basissatz verwendet wurde. Eine Zahl steht für das
entsprechende Atom, eine Elementsymbol für alle Atome dieser Art. An den übrigen Atomen wurde
der pcJ-1-Basissatz eingesetzt.
Molekül Atome Nachbarn Kern Ligand
Benzol 1–2 1–3, 6–8 C –
Butan 1–5 1–8 – –
B4Me4 1–6 B, 2, 7 B –
B4Me4 1–2 B, 2–5 B, 2 1–5
Al4Me4 1–6 Al, 2, 7 Al –
Al4Me4 1–2 Al, 2–5 Al, 2 1–5
AlH2PMe3
+ 1–2 1–4 – –
AlH2PMe3
+ 1–4 1–4, C – –
AlH2PMe3
+ 4–5 1, 4, 6–8, C – –
AlH2PMe2CF3
+ 1–2 1–4, 11 – –
AlH2PMe2CF3
+ 1–4 1–4, C, 11 – –
AlH2PMe2CF3
+ 1–11 1–4, 9, 11 – –
AlH2PMe2CF3
+ 4–9 1, 4, C, F 1, 4, 9, 11 –
AlH2PMe2CF3
+ 9–11 1, 4, 9, F 1, 4, 9, 11 –
EtMgCl · 2THF 1–2 1–3, O – –
EtMgCl · 2THF 1–3 1–6, O – –
EtMgCl · 2THF 3–4 1, 3–6 – –
EtMgCl · 2THF 3–5 1, 3–6 – –
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Tabelle B.4: Definition der Fokusgruppen für die nJ-Kopplungskonstanten (n > 1) in Abschnitt 5.2.
Die Spalte „Atome“ gibt die beiden Fokusatome an. Die Nummerierung bezieht sich auf die Reihenfolge
der kartesischen Koordinaten. [155] In den weiteren Spalten ist angegeben, an welchen Atomen bei den
Resultaten in Tab. 5.7 bzw. Tab. B.2 der pcJ-2-Basissatz verwendet wurde. Eine Zahl steht für das
entsprechende Atom, eine Elementsymbol für alle Atome dieser Art. An den übrigen Atomen wurde
der pcJ-1-Basissatz eingesetzt.
Molekül Atome Pfad Nachbarn Kern
Benzol 1–4 1–4 C, 7, 10 C
Benzol 7–8 – 1, 2, 7, 8 C, 7, 8
Benzol 7–10 1–4, 7, 10 1, 4, 7, 10 C, 7, 10
Butan 1–8 1, 5, 8 C, 2–4, 6, 7, 9, 10 –
Butan 2–6 – 1, 2, 5, 6 –
Bicyclo[1.1.1]pentan 2–13 1–3, 12, 13 1, 2, 12, 13 –
Bicyclo[1.1.1]pentan 4–5 – 3–5 –
Bicyclo[1.1.1]pentan 4–7 1, 3, 4, 6, 7 3, 4, 6, 7 –
Bicyclo[1.1.1]pentan 4–8 1, 3, 4, 6, 8 3, 4, 6, 8 –
Allen 3–6 C, 4, 6 2, 5, 4, 6 –
Naphthalin 11–12 – 1, 2, 11, 12 –
Naphthalin 11–15 – 1, 5, 11, 15 C, 11, 15
Naphthalin 14–15 4, 5, 9, 14, 15 4, 5, 14, 15 –
Adamantan 11–12 – 1, 2, 11, 12 –
Adamantan 11–14 – 1, 3, 11, 14 –
Adamantan 11–15 – 1, 4, 11, 15 –
Adamantan 11–16 – 1, 4, 11, 16 –
AlH2PMe3
+ 2–3 – 1–3 –
MgMe2 2–6 1, C – –
EtMgCl · 2THF 2–3 1–3 – –
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B.2 Gitter des Austauschkorrelationsfunktionals
Tabelle B.5: Die isotropen Anteile der 1JTtC-Kopplungen (in Hertz) in Tetrelalkinen Tt(CCMe)4
werden auf PBE [221]/x2c-QZVPall-2c-Niveau [213] für verschiedene Gitter [236,259] für die numerische
Integration des Austauschkorrelationsfunktionals verglichen. Als Referenzwert dient das Gitter 7a.
Details zu den Rechnungen sind in Abschnitt 6.2 zu finden. Die Daten wurden in Ref. 97 veröffentlicht.
Molekül Kopplung 1a 2a 3a 4a 5a Referenz
Si(CCMe)4 Si–CC −122.31 −122.23 −122.14 −122.17 −122.18 −122.18
Ge(CCMe)4 Ge–CC −51.54 −51.50 −51.43 −51.45 −51.45 −51.45
Sn(CCMe)4 Sn–CC −1023.85 −1022.97 −1021.94 −1022.25 −1022.26 −1022.26
Pb(CCMe)4 Pb–CC 1301.29 1300.64 1298.83 1299.35 1299.37 1299.37
Me2Si(CCMe)2
Si–CH3 −47.35 −47.36 −47.21 −47.25 −47.25 −47.25
Si–CC −91.23 −91.07 −91.02 −91.05 −91.05 −91.05
Me2Ge(CCMe)2
Ge–CH3 −15.22 −15.24 −15.15 −15.18 −15.18 −15.18
Ge–CC −28.22 −28.20 −28.16 −28.17 −28.17 −28.17
Me2Sn(CCMe)2
Sn–CH3 −290.62 −290.39 −288.63 −289.07 −289.09 −289.09
Sn–CC −452.02 −451.91 −451.25 −451.39 −451.40 −451.40
Me2Pb(CCMe)2
Pb–CH3 213.36 211.92 209.02 209.81 209.81 209.81
Pb–CC −183.79 −181.57 −182.11 −182.07 −182.03 −182.06
Me3SiCCH
Si–CH3 −41.29 −41.30 −41.17 −41.20 −41.20 −41.20
Si–CC −68.91 −68.79 −68.71 −68.74 −68.74 −68.74
Me3GeCCH
Ge–CH3 −11.32 −11.31 −11.24 −11.26 −11.26 −11.26
Ge–CC −15.92 −15.91 −15.88 −15.88 −15.89 −15.89
Me3SnCCH
Sn–CH3 −197.99 −197.59 −196.28 −196.64 −196.65 −196.65
Sn–CC −184.55 −184.93 −184.35 −184.39 −184.38 −184.39
Me3PbCCH
Pb–CH3 33.76 33.05 31.23 31.79 31.80 31.79
Pb–CC −556.61 −554.81 −554.83 −555.02 −555.02 −554.96
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Tabelle B.6: Die anisotropen Anteile der 1JTtC-Kopplungen (in Hertz) in Tetrelalkinen Tt(CCMe)4
werden auf PBE [221]/x2c-QZVPall-2c-Niveau [213] für verschiedene Gitter [236,259] für die numerische
Integration des Austauschkorrelationsfunktionals verglichen. Als Referenzwert dient das Gitter 7a.
Details zu den Rechnungen sind in Abschnitt 6.2 zu finden.
Molekül Kopplung 1a 2a 3a 4a 5a Referenz
Si(CCMe)4 Si–CC −60.50 −60.47 −60.46 −60.46 −60.46 −60.46
Ge(CCMe)4 Ge–CC −31.36 −31.35 −31.33 −31.34 −31.34 −31.34
Sn(CCMe)4 Sn–CC −666.71 −666.37 −666.06 −666.16 −666.16 −666.16
Pb(CCMe)4 Pb–CC 1367.65 1366.86 1365.95 1366.25 1366.26 1366.26
Me2Si(CCMe)2
Si–CH3 −59.11 −59.11 −59.07 −59.08 −59.08 −59.08
Si–CC −60.18 −60.15 −60.13 −60.14 −60.14 −60.14
Me2Ge(CCMe)2
Ge–CH3 −30.20 −30.20 −30.18 −30.18 −30.18 −30.18
Ge–CC −30.58 −30.57 −30.55 −30.56 −30.56 −30.56
Me2Sn(CCMe)2
Sn–CH3 −643.01 −642.76 −642.19 −642.33 −642.33 −642.33
Sn–CC −632.90 −632.62 −632.18 −632.30 −632.31 −632.31
Me2Pb(CCMe)2
Pb–CH3 1183.08 1181.16 1180.04 1180.30 1180.32 1180.32
Pb–CC 1276.35 1276.19 1274.89 1275.27 1275.27 1275.27
Me3SiCCH
Si–CH3 −57.98 −57.99 −57.95 −57.96 −57.96 −57.96
Si–CC −59.19 −59.14 −59.12 −59.13 −59.13 −59.13
Me3GeCCH
Ge–CH3 −28.71 −28.71 −28.69 −28.69 −28.69 −28.69
Ge–CC −29.71 −29.69 −29.67 −29.67 −29.67 −29.67
Me3SnCCH
Sn–CH3 −600.74 −600.78 −600.25 −600.38 −600.39 −600.39
Sn–CC −607.01 −606.70 −606.27 −606.38 −606.37 −606.38
Me3PbCCH
Pb–CH3 1046.05 1046.03 1044.78 1045.12 1045.13 1045.13
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