Motivation: The overwhelming amount of research articles in the domain of bio-medicine might cause important connections to remain unnoticed. Literature Based Discovery is a sub-field within biomedical text mining that peruses these articles to formulate high confident hypotheses on possible connections between medical concepts. Although many alternate methodologies have been proposed over the last decade, they still suffer from scalability issues. The primary reason, apart from the dense inter-connections between biological concepts, is the absence of information on the factors that lead to the edge-formation. In this work, we formulate this problem as a collaborative filtering task and leverage a relatively new concept of word-vectors to learn and mimic the implicit edge-formation process. Along with single-class classifier, we prune the search-space of redundant and irrelevant hypotheses to increase the efficiency of the system and at the same time maintaining and in some cases even boosting the overall accuracy. Results: We show that our proposed framework is able to prune up to 90% of the hypotheses while still retaining high recall in top-K results. This level of efficiency enables the discovery algorithm to look for higher-order hypotheses, something that was infeasible until now. Furthermore, the generic formulation allows our approach to be agile to perform both open and closed discovery. We also experimentally validate that the core data-structures upon which the system bases its decision has a high concordance with the opinion of the experts.This coupled with the ability to understand the edge formation process provides us with interpretable results without any manual intervention.
Introduction
The technological advancements over the last two decades have acted as an impetus and driven researchers to discover new relationships between medical concepts; thus, advancing our knowledge on the causes of a disease (McKenna et al., 2010) , various preventive as well as therapeutic options (Bergenstal et al., 2010; Jaremko and Rorstad, 1998; Miklav ci c et al., 2012; Wang and Sauer, 2006) , post-therapeutic care plan (Bonato, 2005; Rogers et al., 2001; Sheffler and Chae, 2013) , etc. These discoveries are often peerreviewed and well documented through means of discovery notes, research articles, studies and so on. This has led to a tremendous rise in the number of articles published-over the past 20 years, the total Original Paper number of citations in PubMed (a literature repository) has increased at a $4% growth rate (Lu, 2011) . Being peer-reviewed and written by subject matter experts, these articles form a wealth of knowledge that could be used to perform various data-mining tasks. Literature Based Discovery (LBD) is a sub-field of Biomedical Text Mining that leverages these published articles to formulate hypotheses with an aim to discover novel knowledge. In other words, LBD is a methodology which identifies implicit connections by combining in a logical way, explicit facts spread across the documents.
Although the core objective of LBD is to predict a possible relationship between two medical terms using a corpus (Cohen and Hersh, 2005; Kostoff, 2005; Swanson, 1986) , the problem statement goes a step further than a typical link prediction problem (LibenNowell and Kleinberg, 2007; Lü and Zhou, 2011; Li et al., 2014) . Unlike link prediction, many of which are either based on triangle closing models (Daminelli et al., 2015; Kastrin et al., 2016) or positive semi-definite graph kernels (Gä rtner et al., 2007; Kunegis et al., 2010) , predictions in LBD are backed by providing a rationale and evidence in the form of connecting terms. Towards this end, there are two variations of the problem setting-closed and open discovery. While the former enables one to perform a confirmatory type of analysis, the latter is geared towards scenarios requiring more exploratory paradigm (Weeber et al., 2005) . As an example, consider the queries 'Is Fish oils and Raynaud's Disease connected?' versus 'What are the therapeutic options for Raynaud's Disease?'. The first query is an instance of the closed discovery problem, where the user is interested in finding Yes/No result, and if Yes then identifying the evidence that supports this claim. The user can also delve deeper into this evidence by generating more granular hypotheses that provide novel insights into the existing associations. The second query represents an open discovery question, where the user is interested in exploring all the concepts that have remedial properties for Raynaud's disease. Such queries usually have a 'grounded' biomedical concept on one side and a meta-type that defines the characteristics of the possible terms that can appear on the other side. Figure 1 provides a high-level intuition of LBD. The input to the system is a pair of medical terms (a medical term and a metainformation in the case of open discovery). Along with these terms, a year is also provided that acts as a threshold and limits the framework to base its analyses only on the documents published before that date. The job of the 'Hypotheses Generation Module' is to list a series of postulates that relate the two input terms through intermediaries, e.g. Fish oils ! Beta-Thromboglobulin ! Raynaud Disease. The 'Ranking Module' is then responsible for ordering these generated postulates, which is finally given to the end-user for further processing. The Ranking Module can be considered as a 'black-box,' where a user can select one of the many existing tools and algorithms (Cameron et al., 2015; Cohen et al., 2010; Gordon and Dumais, 1998; Goodwin et al., 2012; Hristovski et al., 2010; Pratt and Yetisgen-Yildiz, 2003; Rindflesch et al., 2011; Wren, 2004) to rank the generated hypotheses. Due to the cascading nature of these modules, the quality of the output of the Hypothesis Generation Module affects the overall quality of the final results. As an example, the ranking methodology proposed in (Gopalakrishnan et al., 2016) uses an unfiltered set of hypotheses, which consequently results in the addition of contextually generic terms like humans, vitamin-A, adult, etc. to the result set-please refer to Table 1 .
Another important effect of the Hypotheses Generation Module on the overall system is the efficiency. The vast amount of documents and the various medical terms occurring in them mandates a system that is intelligent to understand and retain only those postulates that would eventually be ranked at the top by the 'Ranking Module. ' This is the area where this paper makes a fundamental contribution. It makes hypotheses generation efficient and thereby feasible in many scenarios where existing solutions require human intervention or explicit characterization of the process of discovery (Cameron et al., 2015; Hristovski et al., 2006; Pratt and Yetisgen-Yildiz, 2003) . This paper provides a systematic methodology to preempt 'unimportant'/ non-novel postulates by understanding the process of association formation between medical concepts; thereby reducing the hypotheses generation time and also ensuring a high-quality input to the Ranking Module. A beneficial side-effect of the proposed methodology is its portability to open discovery. Traditionally, people have viewed this to be computationally more challenging than the closed discovery (Srinivasan, 2004; Weeber et al., 2005) . The main reason for such a conclusion was the resulting vast amount of search space and candidates that their framework needs to peruse. As the proposed methodology has the capability to understand and prune trivial and contextually unimportant associations from the 'candidate search space,' it not only makes open discovery efficient but also makes discoveries entailing more than one connecting terms feasible.
Our contributions in this paper can be summarized as follows:
1. We identify, characterize and tackle a previously unstudied subproblem within the Hypothesis Generation Module. This problem has a direct effect on the efficiency and the overall results of the discovery process. Although there have been many works that discover and rank the intermediary/connecting terms (Cameron et al., 2015; Gopalakrishnan et al., 2016; Hristovski et al., 2006; Hu et al., 2010 Hu et al., , 2006 Jha and Jin, 2016; Li and Zhang, 2011; Miller et al., 2012; Novacek, 2015; Srinivasan, 2004; Weeber et al., 2001; Wilkowski et al., 2011) , to the best of our knowledge, this is the first work that attempts to generate hypotheses efficiently. In doing so, it re-enacts the history and learns the process of edge-formation between the terms. 2. The proposed method advances a new idea of leveraging wordvectors and collaborative filtering to pre-empt processing of contextually uninformative terms. Based on the principles of self-learning and pattern recognition, it generates a collection of 'positive' training set. 3. The approach relies only on the positive training set for inferences; thus, circumventing the need for generating random negative samples or human intervention to provide the same. While the former can, in principle, conflict with the process of learning previously unknown associations, the latter requires significant human efforts and may involve monetary cost. 4. We show that our framework is able to save up to 90% of the number of paths traversed while still maintaining a very high top-K accuracy of the final result. We further show that the framework naturally lends itself for open discovery tasks as well. Although not meant for ranking by itself, the use of wordvectors can also yield ranked intermediary results that can be deemed to be 'acceptable.'
The rest of the paper is organized as follows: We begin our discussion by describing how we construct the knowledge-base (KB) required as per Figure 1 . Section 3 provides a brief overview of the collaborative filtering based self-learning approach of our methodology. This is further expanded and explained in detail in Section 4. It provides the necessary intuitions, algorithms and illustrations for automatically generating the training set based on the word-vector so as to intelligently select candidate hypotheses that have the potential to be eventually ranked at the top. Section 5 presents our experimental evaluations and contains discussions on the efficacy of the proposed methodology for closed and open discovery.
Knowledge-base creation
As our source of information is a collection of articles, we need a mechanism to abstract the contents of the medical articles along with the means to query and filter it based on the publication date. Despite various models proposed to capture the contents of medical articles (Hristovski et al., 2006; Hu et al., 2006; Srinivasan, 2004; Weeber et al., 2005) , graph representation is by far considered to be the most adept form for representing and mining the medical literature (Cameron et al., 2015; Wilkowski et al., 2011) . A major advantage in favor of using graph representation lies in its ability to naturally represent concepts and relationships between them.
Having chosen the graph representation as the underlying format for the KB, we need to decide what constitutes the notion of a node and the edges connecting to it. Although using all the medical concepts occurring in a medical article might be the first intuition, there are two main difficulties: (a) It is difficult to capture the importance of a medical concept in an article (a mere occurrence does not signify its central importance to the article), and (b) The size of the graph will be humongous to manage. Consequently, works like (Srinivasan, 2004) focused only on specific keywords that are used to index an article. In MEDLINE, each article is associated with a set of keywords known as Medical Subject Heading (MeSH) terms. MeSH is a controlled vocabulary comprising of terms that have been peer-reviewed before being incorporated into the dictionary. At the same time, it is comprehensive enough to describe most of the articles present in MEDLINE and hence used for indexing purposes. Hence, we use MeSH terms as a unit of representation. This results in our KB to be bi-partite in nature-i.e. each Articles node is connected to a set of MeSH term nodes that occur in that article. The set of MeSH term nodes are shared between the articles and the edges connecting them have a date attribute denoting the article's year of publication.
Although the choice of this graph based model affects the working details of the algorithms proposed in this paper, the approach itself is generic and could be adapted to other scenarios. A snapshot of our KB is shown in Supplementary Figure S1 .
Overview of the proposed solution
We now outline the proposed solution and describe its integration with the existing solution architecture as described in Figure 1 . For ease of explanation, we shall, for now, restrict our discussion only to the closed discovery. Section 5.3 talks about expanding the proposed solution to open discovery and its corresponding experimental results.
As we have finalized a graph based KB, we shall reiterate our objective with necessary modifications to suit this model. Due to the graph-based approach, the discovery process of the 'Hypotheses Generation Module' is essentially a graph traversal over this KB. Hence, our objective is to develop a mechanism by which one can preempt and tell the path generating module or traverser to avoid generic nodes like 'human,' 'adult' and other contextually uninformative intermediary terms like 'Vitamin-A.' In other words, given a pair of query terms (say s and t), we want to identify a set of paths comprising of terms that have high information and possibility of being ranked at the top by the 'Ranking Module.' This expectation leads to a cyclic dependency-for identifying paths that have the potential to be ranked at the top, we require access to the ranked result, and at the same time, the task of Hypothesis Generation Module precedes the activities of the Ranking Module. This problem could be tackled through supervised approach; however, apart from the reasons already discussed till now, this would result in our system to be biased towards relations that are known to the training set annotators. This is where we use the principles of collaborative filtering. The basic idea is to identify a set of terms similar to the input query terms (say S 0 and T 0 ) that have already co-occurred with each other before the input date. The intuition behind identifying such terms is that it provides us with an opportunity to find out the factors that may lead to s and t co-occurring in the future. Having identified the terms that led elements in S 0 and T 0 to co-occur in an article, we use that as the training data to train a classifier and capture the edge formation process. An important point to note is that by this process one identifies only those terms that are deemed to be 'valid intermediary terms.' In machine learning jargon, we only have access to the points from the 'positive' class as the set of 'negative' class is under-represented for its sufficient characterization. Simply put, it is difficult to characterize the invalid set because it can potentially be countably infinite set. In other words, we are unable to fully characterize the set of 'invalid' terms, as there are potentially infinite characteristics that can lead it to be marked 'invalid.' The classifiers used under such a scenario are called 'single-class' classifiers. This is an important distinction from (Weissenborn et al., 2015) , where the authors use random samples not in positive class as the negative class and train a binary classifier. It should be noted that such an assumption is not correct in our scenario as it may result in precluding viable hypotheses. Having trained a single-class classifier to recognize 'valid' (or target) class, the traverser then employs it during its traversal from s to t, making a decision at each node as to whether it should perform an edge expansion or not. Figure 2 shows the integration of our proposed modules with the existing framework. Please note the addition of traversal depth as another input component. The traversal depth restricts the searchspace within the hypothesis generation module. We shall talk more on this in Section 4.1.2. In the following section, we describe: (a) The methodology to identify the terms similar to the input query terms, (b) The process of extracting the 'positive' set and (c) Training of the single-class classifier.
Methodology
This section is divided into two parts-Collaborative Filtering and Single-Class Classifier.
Collaborative filtering component
In this section, we shall discuss the approach towards identifying sets of terms (S 0 and T 0 ) that are similar to the input query terms s and t. Based on the terms in S 0 and T 0 , we then generate the training set for the single-class classifier-please refer to Section 4.1.2.
Generating and identifying similar sets
The primary objective of this module is to identify a set of terms S 0 and T 0 , such that the elements of these sets are similar to the input query terms s and t, respectively, and have co-occurred together before the given input date. This is achieved through a two step process, wherein the first step identifies the set S 0 and T 0 and the second step filters them to retain only those terms that have cooccurred before the input query date.
For the first step, we need a notion of 'similarity' between the MeSH terms and a mechanism by which, we can efficiently identify the set of terms similar to a given term without having to perform a complete search over all the MeSH terms. Towards this end, we incorporate the use of word-vectors to measure the similarity between MeSH terms. Word-vectors (a.k.a word embeddings) are ddimensional real vectors assigned to each word in the corpus such that two vectors close to each other in the vector space denote a semantic association between the corresponding two words. A complete review of the word-vectors is not within the scope of this manuscript and we would like to refer interested readers to (Bengio et al., 2003; Collobert et al., 2011; Goldberg and Levy, 2014; Levy and Goldberg, 2014; Mikolov et al., 2010; Mnih and Hinton, 2009 ). In the interest of space, the procedure to generate cumulative year-wise word-vectors is deferred to the Supplementary Material. However, Table 2 shows the first 10 of the 300 dimensions of wordvectors for 4 pairs of terms and illustrates its usage towards measuring the similarity.
Having devised an effective mechanism to calculate the similarity between any two MeSH terms given a cutoff year, we need an efficient way of performing this comparison. A lay-man approach would be to compare each of the 27 882 MeSH terms with s and t and identify the top-K similar terms for further processing. However, this is highly inefficient. To do this in an intelligent fashion, we perform a soft-clustering of the MeSH terms based on their word-vectors. We used Gaussian Mixture Model (details presented in the Supplementary Material) to perform the soft-clustering. As the clustering step is performed as a pre-processing task, it greatly reduces the query execution time. Furthermore, the soft-clustering ensures that each MeSH term is not assigned to just one cluster and thereby avoids false negatives. We then create a forward as well as an inverted index, which maps a cluster ID to MeSH terms and a MeSH term to the different cluster IDs, respectively. Using this, we efficiently identify terms similar to s and t denoted by S 0 and T 0 , respectively. In the second step, we are interested in identifying terms s 0 2 S 0 and t 0 2 T 0 such that s 0 and t 0 have co-occurred in some article before the given date. For this, we need to perform a Cartesian product between terms in S 0 and T 0 . But before proceeding, it is pertinent to ask the question as to whether all s 0 2 S 0 and t 0 2 T 0 , identified through word-vectors similarity, are good candidates for further processing? More specifically, our contention is that since we are going to create a training set that is contextually sensitive to the input queries s and t, the pair <s 0 ; t 0 > should have: (1) Same semantic relationship types as s and t. (2) Co-occurred in an article before the input query date. (3) Approximately the same 'semantic similarity' at the time of their association formation date as s and t at the time of the query. Regarding point (1) and its importance, it should be noted that two terms deemed to be 'semantically associated' by the wordvectors, for a given threshold, might have a different semantic relationship. For instance the terms testis and infertility in Table 2 have a different semantic relationship as compared to lipid and fish oils. The actual value of the semantic relation is itself dependent on the semantic type of these terms. We use MetaMap (Aronson, 2001 ) to obtain the corresponding semantic types of the MeSH terms and use UMLS semantic network to obtain the relationship type. Thus, by looking at the semantic network, we find that the terms testis and infertility is associated by the relationship type location_of. We use these semantic relationships as additional filtering to ensure that we select only those s 0 2 S 0 and t 0 2 T 0 that share the same semantic relation as s and t (in reality, there can be many semantic relationship types between s and t and we check if the overlap of semantic relationships between s 0 and t 0 w.r.t s and t is significant, i.e. > 0.5). Henceforth, in this paper, unless explicitly stated, the phrase 'semantically similar' refers to the similarity obtained by enforcing 'semantic relation' check as well as word-vector based 'semantic similarity'. The need for point (2) is straightforward-we are interested in capturing the reasons that could bring s and t together in the future. With regards to point (3), the idea is to have a balanced and parity comparison between the input queries and the candidate sets generated through this self-learning process. Simply put, the strength of association between s 0 and t 0 at the time of its first co-occurrence should be around the same strength of association as s and t at the time of the query. Having thus filtered S 0 and T 0 to retain only those terms that satisfy the three conditions mentioned above, we now proceed to identify the set of 'valid' intermediary terms that will be used in our training. Algorithm 1 provides the pseudo-code of the discussions presented in the earlier paragraphs. Ex. 4.1.1 provides a walkthrough of the process. (Hu et al., 2006; Srinivasan, 2004; Swanson, 1986; Weeber et al., 2005 ) have restricted themselves to one level of connecting term, we believe there are many advantages of searching for high-ordered paths. In the next paragraph, we briefly digress to explain them.
Generating training set
Importance of higher-order path. A term n which qualifies to be in the informative/'valid' token-set gets its importance due to continued research on that term with either s 0 or t 0 , directly or indirectly.
In other words, a term n continues to gather importance with respect to s 0 and t 0 , which leads to researchers investigating the causal or symbiotic relationship. This results in the co-occurrence of s 0 , n and t 0 in an article. Supplementary Figure S5 illustrates how Blood Viscosity rose as a connecting term between 'Fish Oils' and 'Raynaud disease' over the years leading up to 1985, after which the association strength plateaus out. Thus, focusing on one intermediary term (in graph language-single hop) leads us to only those terms that are already well researched. Although this results in high confidence on the connecting term, there are some reasons that compel us to look for higher ordered paths. For example, shorter length paths provide less explanation on the interaction of n with s 0 and t 0 and result in delay in the discovery of the terms (Gopalakrishnan et al., 2016; Wilkowski et al., 2011) . Another advantage of higher order paths is its ability to uncover rare and novel association (Cameron et al., 2015) -an important aspect and a broader goal of LBD.
Issues with exploring high-order path. Despite using graph representation, one faces an acute problem of 'search-space' explosion when traversing through edges; namely, the traverser visits many edges that never lead to the target node-refer Figure 3 where the dark lines indicate edges leading to the target and yet the traverser is forced to iterate even over the 'greyed' edges. , provided the cosine similarity between n 2 N 2 and i is above the cutoff threshold. In the next iteration, as we are interested in expanding I 2 , the root is now set to the term in I 1 that led to I 2 -i.e. I 2A1 in Figure 4 . The entire process is repeated until the desired depth is obtained. Pseudo-code of this is provided in Algorithm 1 of the Supplementary Material. Ex. 4.1.2 provides a walk-through of the process.
Single-class classifier
In the previous section, given a date and a traversal depth, we identified a set of informative tokens-I, that connects S 0 with T 0 . This set Step-by-step expansion to get 'valid' training set for classifier of I is the training set for the positive class in the single-class classifier. We map each term in this set to its corresponding word-vector and train a classifier on these word-vectors. Recall that the methodology we have proposed yields only the samples that belong to the 'valid'/target/positive class. The classifier we use is an adaptation of Self-Organizing Map (SOM) (Kohonen, 1998) for single-class (Tax, 2015) . The choice was based on the fact that SOM preserves the topological structure of the feature space. As the input features correspond to the word-vectors of terms in I, which in turn manifest topological characteristics/similarities, use of SOM would allow us to build a classifier that is indirectly sensitive to the semantics of MeSH terms. More details on the classifier are provided in the Supplementary Material. Supplementary Figure S4 gives the classifier boundary obtained after training it on the valid terms obtained for 'Fish Oil-Raynaud Disease' and 'Migraine-Magnesium' usecase. The corresponding figures are obtained by setting the depth to 1 intermediate term and using t-SNE (Maaten and Hinton, 2008) to reduce the dimension of the word-vectors from 300 to 2 for visualization purpose. For a pictorial representation of various steps described in this section, please refer to Supplementary Figure S2 .
Experiments
In this section, we will demonstrate the efficacy of the proposed approach through a variety of experimental results under different settings. This section is organized in a logically incremental fashion, with each part targeting an important aspect of the system. Evaluation schemes. Word-vectors being the back-bone of our approach, we begin by measuring its capability in capturing the 'right' semantics behind medical terms. Towards this end, we compare it with some existing baselines on the task of quantifying and ranking semantically related concept pairs. The results are compared with the relevancies provided by medical experts. We use Spearman rank correlation coefficient as the metric for this task.
This evaluation is followed-up by evaluating the core objectives of the system: (1) Quantifying the savings obtained in terms of the paths traversed in the KB and, (2) Its impact on the 'Ranking Module.' We use percentage savings as the evaluation metric for the first task and precision and recall for the second. A crucial component for the second part of evaluation is the ranking module, which is a plug and play black box. For our experiments, we employ the algorithm proposed in (Gopalakrishnan et al., 2016) . This methodology uses a combination of global and local measures to rank the intermediary/connecting terms between a given pair of input terms. The global measures are: (a) Node centrality and (b) MeSH tree code depth, and the local measures are: (a) Semantic Cooccurrence and (b) Betweenness centrality of the nodes in the output of the hypotheses generation module. The reasons to select (Gopalakrishnan et al., 2016) as the ranking mechanism are: 1. It is graph centric and integrates well with the proposed hypotheses module. 2. It is sensitive to the output of the hypotheses generation module due to local measures, viz., betweenness centrality. 3. It can rank paths spanning more than one connecting term; however, the efficiency is sometimes so affected that obtaining the result without manual intervention and filtering is close to impossible.
We compare these results with two other baselines which are based on Associations Rules and Chi-Square. Although these methodologies have been extensively used in biomedical domain, with application involving ranking of terms in LBD (Hu et al., 2006 (Hu et al., , 2010 Li and Zhang, 2010; Pratt and Yetisgen-Yildiz, 2003) , we modify the process to capture the percentage savings as well as measure their intrinsic capabilities to identify top connecting terms in a completely unsupervised setting. The above experimental evaluation scheme is applied to 'one connecting term' scenario under closed discovery. We then fix the parameters based on this evaluation and show the percentage In this way, we continue until required depth is achieved and collect all the valid intermediary terms as the training samples.
savings in the case of two connecting terms for closed discovery between Fish Oil and Raynaud disease. Finally, Section 5.3 discusses how the proposed framework can be modified slightly to enable open discovery.
Datasets. We use five pairs of medical concepts which are regarded as the 'golden dataset' in this field (Cameron et al., 2015; Gopalakrishnan et al., 2016; Hu et al., 2006; Jha and Jin, 2016; Pratt and Yetisgen-Yildiz, 2003; Srinivasan, 2004; Wilkowski et al., 2011) . These pairs are:
1. Fish Oils and Raynaud Disease (FO-RD).
Migraine Disorders and Magnesium (MI-MG). 3. Indomethacin and Alzheimer Disease (INN-AZ).
4. Somatomedin C and Arginine (IGF1-ARG). 5. Schizophrenia and Calcium-Independent Phospholipase A2 (SZ-CIPA2). For evaluating the quality of the word-vectors, we use the following datasets which are generally used for the biomedical semantic relatedness task. The numbers indicate the total pairs. Note that (2) does not use MeSH terms and hence only a portion of that is mapped which is indicated in parenthesis. 
Evaluating word-vectors
In this section, we present the results showing the concordance between the relatedness calculated using word-vectors and that of biomedical experts. We compare these results with a variety of baselines.
Tables 3 and 4 demonstrate the concordance and confirm the suitability of using word-vectors as means to capture and measure the relatedness/similarity. The dataset corresponding to Table 3 is based on MeSH terms and thus allows us to directly compare on one-to-one basis. As can be seen our approach has the highest correlation with the Physicians indicating that the semantics is well captured. Experts, being medical coders, follow a stricter adherence to rules than implied semantics (word-vectors capture implied semantics). Nonetheless, we perform well even in that scenario. Table 4 is obtained after mapping the UMLS terms in the UMNSRS-SIM dataset to corresponding MeSH terms. Having a different use-case than the first dataset, the baselines are different. In the absence of executable codes, we report only the results published and hence the differences in the baselines across the datasets.
Closed discovery
This sub-section is divided into two parts-the first part details the experimental results when the framework is restricted to one connecting term and the second part enumerates the results for two connecting terms.
One connecting term
Measuring absolute percentage savings. Table 5 shows the result of our proposed framework. The column Total Paths lists the total number of paths between Term 's' and Term 't' before the Input 'Date.' Each of those paths is a candidate for the ranking module. With our framework, using just the classifier, the total number of paths traversed is listed in Column 5. The last column denotes the percentage savings because of the proposed framework.
As it can be seen, the classifier by itself is able to substantially assist in reducing the total number of paths traversed. In most of the cases, where the decision boundary was crisp and did not include many false positive (e.g. Fish Oil-Raynaud Disease), generic terms like human, adult and animals were removed by the classifier itself except in cases like 'Migraine Disorder--Magnesium,' where the decision boundary included some amount of false positives (refer Supplementary Fig. S4 ). More discussion on this is provided in response to the following question.
A related question to this result is 'What is the percentage savings if we were to manually delete some of these obvious generic terms?' The effect of removing generic tokens also provides insight on the types of tokens the classifier is able to detect as outlier for a pair. To answer that, we identified top-5 MeSH terms that frequently occurred over the entire corpus. These terms are listed in Supplementary Table S1 . We then removed all those paths that have these terms as a connecting term. The result is shown in Table 6 . Its corresponding impact on the 'Percentage Savings' is also listed in Table 6 . However, we can see that despite removal of these generic terms, we still obtain savings consistently ranging more than 65%. For example in the case of 'Migraine-Magnesium' pair, we observe a $22% gain due to pre-removal of generic tokens. That means the classifier was unable to identify few of these generic tokens. On perusing the results of the classifier, we noticed concepts like male, female and adults as some of the tokens that the classifier marks as 'valid.' Regardless of the increase in the size of the training set or the parameters of the classifier, we were unable to eliminate these concepts from the target space. The reason perhaps lies in the generality of the query concepts themselves. In the case of 'Somatomedin C--Arginine,' we observe a fall in the percentage savings of close to 23%. This indicates that all the generic terms were marked correctly, and they were the major source of savings. Once these generic terms were removed in pre-processing step, the classifier by itself Path length (Rada et al., 1989) 0.627 0.852 Leacock and Chodorow (Leacock and Chodorow, 1998) 0.672 0.856
Wu and plamer (Wu and Palmer, 1994) 0.652 0.794 Choi and Kim (Choi and Kim, 2003) 0.560 0.724 Nguyen (Nguyen and Al-Mubaid, 2006) 0.672 0.862 Yu et al. (Yu et al., 2016) 0.696 0.665 Proposed model 0.817 0.76
Note: Physicians provide clinical insights whereas the Experts refer to the insights of the medical coders.
The bold reflects the best results. (Chiu et al., 2016) 0.652 (N/A) Munneb et al. (Muneeb et al., 2015) 0.52 (N ¼ 462) Pakhomov et al. (Pakhomov et al., 2016) 0.62 (N ¼ 449) Mcinnes et al. (McInnes and Pedersen, 2017) 0.66 (N ¼ 401) Proposed model 0.74 (N ¼ 218)
The value N indicates the number of terms the corresponding authors could map to the dataset.
The bold reflects the best results.
was able to save only 67%. Similar behavior is observed in the case of Indomethacin-Alzheimer Disease. As opposed to these, the pairs 'Fish Oils-Raynaud Disease' and 'Schizophrenia-CalciumIndependent Phospholipase A2' shows a steady percentage savings, indicating that the terms finally retained by the classifier with and without the classifier are actually 'interesting.'
Discussion on efficacy of the training process. The next question we want to answer is that 'Whether the training set generated is really capturing the edge formation process?' The answer to this question would also address any concerns on the quality of the generated 'valid' term set that is used for training the classifier. Tables 7 and 8 lists the connecting term for the query pair 'Indomethacin and Alzheimer Disease' and 'Somatomedin C and Arginine.' While Table 8 lists the top connecting terms, when ranked by the cosine similarity (please note the cosine similarity is shifted to 0-2 instead of -1 to 1) between the term and the input pair, Table 7 lists terms whose ranks are in between 310 and 318 (fairly distant from the top terms). As can be seen from Tables 7 and 8 , the MeSH term 'receptor, insulin' is marked outlier despite having a strong cosine similarity, while the terms 'Hydroxyindoleacetic' and 'Receptors, adrenergic, beta' which have relatively weak cosine similarity are marked to be target by the classifier. Thus, one can conclude that based on the training process, the classifier actually learns 'valid' terms and not just bases its result on the distance between the terms, computed using word-vectors. In fact as shown in Table 9 , the ranking module actually lists 'Receptors, adrenergic, beta' in the top 15 connecting terms; thus, validating the importance of classifier.
Impact of classifier on the ranking module. As stated before, the ranking module we use is (Gopalakrishnan et al., 2016) . As per that paper, while many of the terms are indeed true connecting terms, some of them are trivial or false. The experiments till now have discussed, the stand-alone performance of the classifier. Here, we quantify the effect on the ranking module after cascading our approach with that of (Gopalakrishnan et al., 2016) . More specifically, we are interested in measuring the reduction of trivial/invalid connecting terms from the output of the ranking module number as also the number of genuine connecting terms marked as invalid by the classifier. Table 9 color codes the output of the classifier to mark the false positives, false negatives and true negatives. Please note that some of the terms marked 'generic' by (Gopalakrishnan et al., 2016) are considered valid in response to results reported in literature as well as by other baselines, e.g. aged and adrenocorticotropic hormone in the case of Alzheimer Disease. This interpretation is applied only for 'boundary-line' cases and errs towards the decision of the ranking module. Furthermore this is uniformly enforced across baselines. For ease of understanding, we translate Table 9 into Precision and Recall numbers by considering all the uncolored cells as true positive, green cells as true negatives, red Table 7 . Examples where classifier detects valid terms despite poor cosine score-dataset INN-AZ Table 8 . Examples where classifier detects invalid terms despite high cosine score-dataset IGF1-ARG background as false negative and red font color as false positives.
Here, positive refers to good connecting terms and negative refers to bad connecting terms. Table 10 provides the numbers. Thus, we have shown that the hypotheses generation module not only yields substantial savings but also ensures that due its high quality output, the ranking module also provides a better precision without loss on recall in the top-k.
Comparing with baselines. In this paragraph, we will compare our approach with modifications of two popular methodologies: Association Rule Mining and Chi-Square test. Similar to above evaluation approach, we will show the behavior of these baselines without and with generic token removal preprocessing. We use the principles adopted in (Hu et al., 2010) to construct the rules and calculate the confidence metrics. For Association Rule mining, the threshold is determined by trying to cover maximum number of 'good' connecting terms reported in Table 9 for FO-RD case and using that parameter for the remaining test cases (we adopt the same procedure when reporting the results of the proposed methodology). Table 11 provides percentage savings and the number of connecting terms covered for each of the queries. Although there is scope for improvement of these numbers, it would involve significant human intervention in setting the threshold for each query. In the interest of completeness, Table 12 lists the confusion matrix and the precision and recall scores for the scheme that does not remove generic tokens (similar to Table 10 ).
We use Chi-Square test to identify significant connecting terms for an input query. We follow an approach similar to (Kastrin et al., 2014) and calculate the test of significance at 95% confidence interval. Similar to Association Rule Mining, Table 13 shows the percentages saved without and with generic tokens removed as a preprocessing step. As one can observe that saving in Chi-square approach is mainly contributed from generic tokens. This is due to Chi-square's excellent ability to identify globally irrelevant tokens and its failure to capture contextually sensitive relatedness. As can be seen from the confusion matrix-please refer to Table 14 , calculated based on the scheme that does not remove generic tokens (ensuring high saving percentages), the Chi-square approach is unable to understand contextually generic tokens. This behavior strengthens our argument to use self-learning based approach to Note: Table shows percentage saved without and with generic term preprocessing Table 9 . Classifier result on the Top-15 intermediary terms found earlier-green background: invalid terms identified correctly, red background: valid terms marked invalid, red font color: invalid terms marked valid gather training set as the proposed approach takes into consideration both explicit as well as implicit semantics of the query terms. As a point of clarification regarding an earlier assumption, recall that in the paragraph 'Impact of Classifier on the Ranking Module,' we err towards the decision of the ranking module for 'boundary-line' cases. All those terms were marked as 'Good Connecting Term' by the Chi-square approach, identical to the proposed methodology. Thus, the difference in the F1-score would be the same even if those connecting terms were to be labeled otherwise.
Two connecting terms
We shall now present our results on generating paths with two connecting terms. As mentioned earlier, increasing the path length severely affects the efficiency of a hypothesis generator. Table 15 enumerates the savings obtained from our framework. As before, we also list the savings obtained after discarding the generic terms. It is interesting to note that because of the increase in the number of hops/depth, the number of generic terms getting added to the set is more than in the case of one intermediary term. This follows the logic originally put forth in favor of longer length paths-longer paths provide more explanation by including some amount context through generality. For instance, the medical concept 'platelet' was marked as invalid by the classifier when trained on the training set for one connecting term and yet 'platelet aggregation' was marked as valid. Thus, the classifier learnt a very nuanced relationship between 'Fish oilRaynaud Disease.' However, in the case of discovery of two connecting terms, both 'platelet' and 'platelet aggregation' were marked as valid and we have a relationship explaining how 'platelet aggregation' became a connecting term.
Open discovery
As mentioned earlier, our proposed framework makes the open discovery feasible without any manual intervention. Here, we demonstrate how the proposed framework can be used, with little modification, for performing open discovery. We further show how the framework by itself can be used for performing ranking, although not designed for it. In the following paragraph, we briefly describe the modifications and then present the results.
The input to the open discovery system is a term and a semantic type of the other term-e.g. 'Find all biologically active substance connected to Raynaud Disease before 1985.' In this section, we restrict ourselves to only one connecting term. To generate the training set, we identify all the MeSH terms which has the same cluster ID as the Raynaud disease and the set of MeSH terms which have the semantic label as 'biologically active substance' (meta information). Then based on the methodology described in Section 4.1.2, we identify the set of 'valid' intermediary terms and train the classifier. In the interest of space, we provide a summarized view of the result. The total number of paths without the classifier based hypotheses generator is 404 280 861. However, with our proposed framework, the total number of paths generated is 101 676 179-a total saving of 74.15%. In terms of ranking, the framework identified prostanoic acids (term closely related to fatty acids) at rank 9, lipoproteins, vldl at rank 13, lipoproteins, hdl at rank 16, cholesterol, vldl at rank 18, lipoproteins, ldl at rank 20. Fish oil itself was ranked at 63, although there are many more lipid related terms ranked higher. These terms were also ranked highly in other open discovery methodologies like (Srinivasan, 2004) . We consider this result to be exceptionally good considering that: (a) The ranking is based on a simple cosine similarity over word-vectors, and (b) There is no user provided domain knowledge to guide the discovery process. The complete list of ranked paths is available in the provided link, and we hope that these results provide interesting insights and novel discoveries.
Conclusion
In this paper, we have proposed a novel 'blocking' module within the hypotheses generation step. The blocking module is a singleclass classifier that guides the graph traverser and prunes out Table 12 . Precision and recall measure of the association rule across all queries w.r.t Table 9 Prediction by the classifier candidates that will not be in top-K results. To train the classifier, we adapt and adopt 'self-learning' principles where the system automatically generates the training samples based on the input pairs. The training samples are so generated that it captures the hypotheses formation process. This allows the classifier to not only guide the traverser but also the capability to explain the intuition behind its decision. We experimentally show that this blocking module provides close to 90% savings in terms of number of paths traversed and yet maintains a very high recall of 90% on the top-k results.
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