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We investigate here how the current flows over a bilayer graphene in the presence of an external
electric field perpendicularly applied (biased bilayer). Charge density polarization between layers in
these systems is known to create a layer pseudospin, which can be manipulated by the electric field.
Our results show that current does not necessarily flow over regions of the system with higher charge
density. Charge can be predominantly concentrated over one layer, while current flows over the other
layer. We find that this phenomenon occurs when the charge density becomes highly concentrated
over only one of the sublattices, as the electric field breaks layer and sublattice symmetries for
a Bernal-stacked bilayer. For bilayer nanoribbons, the situation is even more complex, with a
competition between edge and bulk effects for the definition of the current flow. We show that, in
spite of not flowing trough the layer where charge is polarized to, the current in these systems also
defines a controllable layer pseudospin.
PACS numbers: 73.63.-b,81.05.ue
I. INTRODUCTION
For electronic devices of reduced dimensions, the spa-
tial mapping of charge current is of paramount impor-
tance. In a quantum point contact, for example, electrons
flow through narrow branching channels rather than the
expected uniform propagation1,2; these measurements
are crucial to understand how the geometry and impuri-
ties of the device affect its performance. Graphene, due
to its exceptional electronic properties, has been pointed
out to have great potential to replace existing materi-
als in traditional electronics3, as well as to be used in
new pseudospintronic devices4–9. Common to these tra-
ditional and new applications, local aspects of charge flow
in graphene have to be understood. Studies on zigzag
graphene nanoribbons have shown, for low energies, dis-
persionless and sublattice polarized edge states10. No-
tably the overlap of these no current-carrying states from
opposite edges creates charge flow through the centre of
the nanoribbon11. This charge-current asymmetry has
been ignored for bilayer graphene (BLG), which offers
better options for digital electronics.
A remarkable property of BLG -which potentiates its
use in future graphene based electronics- is the possi-
bility of opening and controlling a band gap with a po-
tential difference applied between top and bottom layers
(biased bilayer)8,12–17. The externally applied perpendic-
ular electric field breaks the inversion symmetry of the
system18 allowing to define a layer pseudospin, at least
for energies below the interlayer coupling energy5,9,19.
Therefore, many devices based on these systems have
been proposed recently, which involve the ability to con-
trol this layer pseudospin (the charge density polariza-
tion between layers induced by the bias) for different bias
layouts20–22, such as the creation of electron highways23
or pseudospin-valve devices4,5,24. Experimentally, charge
localization over different layers and different sublattices
due to a bias voltage has been observed in these systems
by STM images25, indicating the possibility of controlling
layer and sublattice pseudospins in real samples. Even
though all the attention that has been given to the pos-
sibilities of controlling charge densities in BLG through
the bias, the charge flow has been neglected.
The purpose of this paper is to analyze and quantify
the main transport features of pristine biased BLG. In
particular we are enticed to unveil the relation between
charge density and charge flow. Although charge and
current are intimately linked by the continuity equation,
when the electric field localizes charge over different sub-
lattices in different layers, it is not evident how current
density is distributed. Using the lattice Green’s functions
we are able to map charge density over each sublattice
site in both layers, conjointly with the current flowing to-
wards its neighbors. Our results show that current does
not necessarily flow in the regions with higher charge den-
sity, and this would have a fundamental role when devis-
ing electronics. At low energies, for bulk biased BLG, we
observe that charge is primarily concentrated over one
layer while current flows over the other layer. We show
that this is a consequence of an important concentra-
tion of charge in only one of the sublattices in the layer
with more charge density. This picture is enriched in bi-
ased BLG nanoribbon with zigzag edges where additional
sublattice polarized edge states26–29 compete with bulk
sublattice polarization. The distribution of the current
for edge states is found to also depend whether the most
external atom of the edge corresponds to a coupled or un-
coupled sublattice in the AB stacking. We show results
as a function of energy around Fermi energy, and also
as a function of nanoribbon width and bias strength (V ),
elucidating the behavior of current flow and the main role
of sublattices. The effects of disorder and next-nearest
neighbor hoppings are also discussed.
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FIG. 1. (color online)(a) Schematic representation of a BLG
nanoribbon, with zigzag edges and width W, between left (L)
and right (R) semi-infinite contacts. There is an electrostatic
potential difference of 2V between the two layers. Different
sublattices, A and B, are represented in different colors (b)
Detail of the sublattices A and B in top and bottom layer, in-
dicating of the nearest hoppings: γ0 in-plane, and γ1 coupling
the dimer sites interlayer.
II. MODEL
We consider a BLG nanorribon with zigzag edges and
Bernal AB stacking, as shown in Fig. 1(a). The width
W = (N − 1)a
√
3
2 is defined by the number of sites N
in the transversal direction and a = 2.46 A˚ is the lattice
constant for graphene. The infinite BLG zigzag nanorib-
bon is modelled by the tight binding Hamiltonian:
H = −γ0
∑
m,i,j
(a†m,ibm,j +H.c.)− γ1
∑
j
(a†T,jbB,j +H.c.)
+V
∑
i
(a†T,iaT,i + b
†
T,ibT,i)− V
∑
i
(a†B,iaB,i + b
†
B,ibB,i),
(1)
Here, the first term refers to individual graphene layer
(top and bottom), the second term describes the inter-
layer coupling, and the last two terms introduce the inter-
layer bias which induces an energy difference between lay-
ers parameterized by V . Field operators a†m,i (am,i), b
†
m,i
(bm,i) create (annihilate) one electron in sublattice A or
B i-th site of the top (m = T ) or bottom (m = B) layer.
We use the intralayer nearest-neighbor hopping γ0 = 3.16
eV and the interlayer coupling γ1= 0.381 eV
30. From
our Hamiltonian eq. (1) the Bernal AB stacking is easily
recognised, as shown in Fig. 1(b), sublattice sites A in the
top layer (AT ) are on top of sublattice sites B in the bot-
tom layer (BB). We refer to this coupled(AT −BB) sites
as dimer sites while non-coupled sites (AB or BT ) are
non-dimer sites10,17. The Introduction of next-nearest
neighbor hopping in each layer and further interlayer cou-
plings, as well as of on site disorder, is discussed in section
VI.
To account for the electronic transport properties, the
infinite BLG zigzag nanoribbon is divided in three re-
gions; a finite central region and two semi-infinite rib-
bons acting as contacts31. Although eq. (1) describes
the dynamics of electrons in the three regions and no
qualitative differences can be found among them; it is
mandatory to have a finite central region to calculate
its Green’s function31–33 in order to extract conduc-
tance, local density of states (LDOS) (ρ), charge den-
sity (ρc) and current density ( ~J)
34. Despite the fact
the transport properties are calculated for the central
region, these can be extended to the whole BLG zigzag
nanoribbon. The retarded Green’s function is calculated
as Gr = [E −Hc − ΣL − ΣR]
−1 where Hc is the Hamil-
tonian of the central region and ΣL(R) is the left (right)
contact self-energy31.
Charge and current are intimately related through the
continuity equation, its lattice version can be written as
dc†
n
cn
dt + [Jˆnn′ − Jˆn′n] = 0 where Jˆnn′ =
e
i~ [tn′nc
†
n′cn −
tnn′c
†
ncn′ ] is the bond charge current operator. Jˆnn′ re-
sults, exactly as one would expect, from the difference
of electrons flow in opposite directions. The connection
with the Green’s function arises because the quantum
statistical average of the bond charge current operator of
the form 〈c†ncn′〉 are related to the lesser Green’s function
G<n′n(E)
31,35, in steady state the bond charge current in-
cluding spin degeneracy is:
Jnn′ = I0
∫ EF+eV/2
EF−eV/2
dE[tn′nG
<
nn′(E)−tnn′G
<
n′n(E)] (2)
I0=2e/h = 77.48092 µA/eV is the natural unit of bond
charge current density. The lesser Green’s function in
the absence of interactions can be resolved exactly as
G<(E) = Gr(E)[ΓLfL + ΓRfR]G
a(E) where ΓL(R) =
i(
∑
L(R)−
∑†
L(R)) is the left (right) contact broadening
function and fL(R) is the Fermi distribution of the left
(right) contact. tn′n is the hopping parameter between
sites n′ and n, in our BLG zigzag nanorribon represents
γ0 for intralayer bond current and γ1 for interlayer bond
current. In order to quantify the electron flow in a layer
we defined the layer current density as:
Im =
∑
k∈m
Jk, (3)
k represents a site in the central region of the nanorib-
bon in layerm = T,B; Jk =
∑
n′ Jkn′ is the total current
at site k calculated adding the bond current (eq. (2)) be-
tween site k and its neighboring sites n′. Once again,
since we are working on a pristine nanoribbon the cur-
rent density in any slide of our device is exactly the same,
because of that we associated it to a layer current density
in eq. (3).
Complementary to current density, charge density at
site k can also be expressed using the lesser Green’s func-
tion as:
ρ˜c(k) =
e
2πi
∫ EF+eV/2
EF−eV/2
dEG<k,k(E). (4)
3At equilibrium, all states are occupied as specified
by the Fermi-Dirac distribution (f(E)) and the lesser
Green’s function acquires the simple form G<(E) =
if(E)A(E). Where A(E) = i(Gr − Ga) is the spec-
tral function, which is related to the LDOS as ρ(r, E) =
1
2piA(r, E)
31. It is noteworthy that at low bias and low
temperature ρc ≈ e
2V ρ(EF ), and clearly it is observed
that charge density (ρc) has the same local distribution
of LDOS (ρ). Given we are interested in how charge and
current distributions are related; with no loss of general-
ity, to keep explanations and figures as simples as possi-
ble, we will refer from now on to LDOS as charge distri-
bution. To quantify and visualize how charge (LDOS) is
distributed over one layer it is defined the charge density
per layer as:
ρm =
∑
k∈m
ρ˜k. (5)
The Green’s function formalism has succeed in repro-
ducing scanning probe microscopy experiments36,37 pro-
viding a framework to interpret the measured charge
map, electron flow as well as predicting new effects.
III. RESULTS FOR CHARGE AND CURRENT
DENSITY
In Fig. 2 we show the band structure and details of
the charge and the current densities for BLG under the
influence of an applied voltage difference of 2V = 0.14 eV
between the two layers. The right column shows the re-
sults for a BLG nanoribbon with zigzag edges and width
ofN = 300 atoms, while the results at the left column are
for a bulk BLG (for which the same width of N = 300
atoms was considered with periodical boundary condi-
tions).
A. Band Structures
The band structure for the bulk BLG in Fig. 2(a) ev-
idences the opening of the energy gap of approximately
2V (observe that the energy scale is normalized by the
bias voltage V). The presence of the zigzag edges intro-
duces edge states in the gap region of the band structure,
as observed in Fig. 2(b). Zooms into the band structure’s
regions marked by the dashed lines in Fig. 2(a) and (b)
are shown in Fig. 2(c) and (d), respectively. For the bulk,
we see in Fig. 2(c) the well-known “Mexican-hat” struc-
ture, due to the applied bias, mixed to other higher bands
for this system size and bias (the wider the nanoribbon
considered the higher is the density of bands and the
band mixing in this region). For the zigzag case, one can
see in more detail in Fig. 2(d) that in addition to the
usual band structure this region contains two edge states
energy bands: a flat band at E/V = 1 and a dispersive
band for E/V ≤ 1 − ∆/V , in agreement with previous
FIG. 2. (color online) The left column shows results for a
bulk biased BLG, while the right column are for BLG nanorib-
bon with zigzag edges (for both cases a potential difference
V=0.07 eV and a width of N = 300 atoms is considered. (a)-
(b) Band structures. (c)-(d) Zoom into the band structure’s
regions marked by the dashed lines in (a) and (b). ∆ is the
minimum separation between the flat and the dispersive edge
state bands for the zigzag ribbon. (e)-(f) Percentage of the
charge density in each layer. (g)-(h) Current density on each
layer. (i)-(j) Total current density on the BLG. (k)-(l) The
contribution of each sublattice to the charge density.
4works10,24,38–40. The minimum separation between the
edge states bands is ∆=2V
γ2
1
γ2
1
+γ2
0
(this expression is de-
rived from the difference between dispersive band and
flat band10 at ka/2π = 0.5). Observe that ∆ increases
linearly with the external bias V and does not depend on
the nanoribbon width.
B. Charge and Current Density in each Layer
In Fig. 2(e) and (f) we show the percentage of the
total charge density of the bilayer which is accumulated
in each of the layers (top or bottom) - once charge in
each layer is obtained from eq. (5), its proportion with
respect to the total charge in both layers is calculated .
Both for the system with zigzag edges and for the bulk
there is a clear unbalance between layers, with electronic
charge density being concentrated predominantly (from
75 to 100%) over the top layer for the entire energy range
shown.
The percentage of the current density over each layer
is calculated in the same way from eq. (3) and the re-
sults are shown in Fig. 2(g) and (h), for bulk and zigzag,
respectively. Comparing charge and current densities in
each layer, one can see that although the charge densities
are highly concentrated over the top layer, the current
densities are higher on the bottom layer for a wide en-
ergy range, both for bulk or zigzag BLG. This behavior
is counterintuitive and contradicts the most basic theo-
retical model of charge flow.
Fig. 2(i) and (j) show the total current density (I di-
vided by I0), which corresponds to the summation of the
currents in the top and the bottom layers. The total cur-
rent density is directly proportional to the conductance
of the system.
C. The Role of the Sublattices
To investigate the origin of the discrepancy between
the charge density and current density in each layer, we
compute separately the contribution of each sublattice
to the charge density, as shown in Fig. 2(k) and (l).
This gives us an important clue to understand the phe-
nomenon: the charge is not only predominantly over one
layer (the top layer), there is also a sublattice polariza-
tion in this layer.
For the bulk, Fig. 2(k), we observe that the charge on
the top layer is entirely over the sublattice BT , while sub-
lattice AT shows zero contribution to the charge density
in the entire energy range shown. This effect comes from
the sublattice asymmetry introduced by the AB-stacking
in BLG38: the dimer sites (AT and BB) hybridized their
orbitals to form higher energy bands, being the charge
density for low energy states located mostly on non-dimer
sites (BT and AB)
12,41. Here we show in Fig. 2(k) how
this sublattice asymmetry is preserved in the top layer
after the application of the voltage difference between
the layers. We see that although the charge on top layer
keeps completely located over only one sublattice ( non-
dimer BT ), the charge density over the bottom layer
is mostly sublattice unpolarized, ie, equally shared be-
tween the two sublattices. This interesting characteristic
of these systems, which has already been point out in
previous experimental25, analytical17,38 and numerical42
works, can possibly explain why the current goes prefer-
entially over the bottom layer.
For the zigzag nanoribbon, the density distribution in
each sublattice becomes even more interesting, Fig. 2(l),
with a clear competition between the bulk effect in the
AB-stacking just described and the additional sublattice
polarization that is well known to occur around the zigzag
edges10, as we will show. For energies E/V > 1 −∆/V ,
we see from Fig. 2(l) that the sublattice distribution is
similar to that described to the bulk, with charge on
top layer only over BT sublattice. However, for energies
E/V ≤ 1−∆/V , while Fig. 2(f) tells us that the charge is
still over the top layer (more than 90%), Fig. 2(l) shows
that there is an inversion in the subltattice: AT sublattice
is now predominant, with some oscillations. Comparing
to the band structure in Fig. 2(d), we see that in this
region the dispersive edge-state band plays an important
role. The energy split of size ∆ corresponds in fact to
the split of states localized on opposite edges of the top
layer. The states from the flat band at E/V = 1 are
located on the edge of the top layer where the outermost
atoms are BT atomic sites, the same sublattice that is
privileged by the AB-stacking. On the other hand, as
in zigzag graphene nanoribbons the outermost atoms in
opposite edges belong to different sublattices, the states
from the dispersive band at E/V ≤ 1−∆/V are located
on the edge where the outermost atoms of the top layer
are AT sites. And here is where the competition between
edge and bulk arises, leading to the oscillations between
sublattices observed, with an advantage to the AT sites,
i.e., the edge state localization effect being more robust
than the bulk effect.
IV. MAPPING THE SPATIAL DISTRIBUTION
OF CHARGE AND CURRENT OVER THE BLG
In a lattice, we can imagine one electron injected from
the left contact hopping from site to site until reaching
the right contact. Clearly one electron is enabled to hop
on its nearest neighbor if there are electronic states avail-
able there; in this regard the spatial distribution of charge
and current densities are expected to be related to each
other.
In the discussion of the previous section we have al-
ready identified that the polarization of the charge den-
sity to only one of the sublattices plays an important role
in the discrepancies observed between charge and current
densities in each layer. Here, Fig. 3 helps us to observe in
more detail the spatial distribution of charge and current
5FIG. 3. (color online) Spatial distribution of charge densities (left) and current densities (right) over each layer of the BLG.
Results for a bulk system (periodical boundary conditions) are shown in (a)-(b) for N=300 and E/V=1.003. Results for a BLG
nanoribbon with zigzag edges and N = 300 are shown in (c)-(d) for E/V=0.0965; and in (e)-(f) for E/V=1.003 (e)-(f). The
charge densities are schematically represented here for a narrower nanoribbon, where the radius of each circle is proportional
to the amplitude of charge density and different colors stand for different sublattices. The current densities are evaluated at
different sites using eq. (2).
densities over each layer (and each sublattice) of the bi-
layer systems. The systems considered in this calculation
of Fig. 3 are exactly the same from Fig. 2: biased BLG
of 300 carbon atoms in width, with periodical boundary
conditions for the bulk and zigzag edges for the nanorib-
bon, V=0.07eV. For the representations of the spatial
distribution of the charge density, the density on each
atomic site is shown here as proportional to the radius
of the disk and its color stands for sublattice: red for
AT and AB and blue for BT and BB (same color scheme
shown in Fig. 1(b)).
Initially, in Fig. 3(a) and (b) we map charge and cur-
rent spatial density for a bulk BLG, avoiding in this case
any complication introduced by the edge states. This
distribution corresponds to the energy E/V = 1.003 -
at this energy, Fig2(e) tells us that 80% of the charge is
located on top layer, while Fig.2(g) shows that current
density is much higher in bottom layer and nearly zero
on top layer. Fig. 3(a) shows that on the top layer charge
is completely located on non-dimer BT sites, being ho-
mogeneously distributed over the layer. On the bottom
layer, although it is not appreciated in Fig. 3(a) because
ρB is approximately 10 times smaller than ρT ; there is
a homogeneous charge density on AB and BB sites (9%
each, see Fig. 2(k)). When current density is calculated,
as shown in Fig. 3(b), it is appreciated that current is
homogeneously distributed over bottom layer while is
nearly zero over top layer. This can be understood on
account of charge is completely localized on non-dimer
sites (BB). Electrons on these sites can not jump on its
nearest neighbors, causing no electron flow over top layer.
On the bottom layer, in spite of ρB < ρT , charge is ho-
mogeneously distributed over both sublattices, allowing
electron hopping among sites.
For the BLG zigzag nanoribbons, bias lifts edge states
degeneracy. We see from Fig. 3(c) and (e) that the charge
densities for energies corresponding to the split edge state
bands, E/V = 0.965 ≈ 1 −∆/V and E/V = 1.003 ≈ 1,
are highly localized on opposite zigzag edges of the top
layer, in agreement to previous calculations24,38–40. For
the first energy one can see from Fig. 2(l) that nearly
80% of the charge density is located on dimer sites AT
while 18% of the charge is located on non-dimer sites BT .
Spatial mapping of the charge density reveals in Fig. 3(c)
an edge state located on only one of the edges of the top
layer: the edge whose outermost atoms are from sublat-
tice AT . Once again due to the considerable difference
between the densities in the two sublattices, only the
edge state is appreciable. However, charge density is also
homogeneously distributed on non-dimer sites (BT ) of
the top layer. Overlapping of the exponentially decay-
ing edge state (AT ) and the homogeneously distributed
6state (BT ) creates a high current density on this edge of
the top layer, as depicted on Fig. 3(d). This figure also
shows a high current density on the bottom layer right
bellow this edge, its origin is similar to the top layer
current: this edge at bottom layer terminates at a non-
dimer sites AB sustaining edge states while dimer sites
BB have an enhanced charge density caused by the top
layer edge state; these two states overlap creating the
highly charge current observed. When next to nearest
neighbors are included in monolayer zigzag nanoribbon
edge states acquire velocity, this however does not affect
charge or current density.
The effect of the sublattice symmetry breaking is also
observed for E/V = 1.003 ≈ 1. At this energy, edge
states localize on the other edge, the one whose outer-
most atoms are from BT sublattice, as shown in Fig. 3(e).
Considering that this sublattice BT corresponds to non-
dimer atoms, current on bottom layer is not affected for
this energy, as shown in Fig. 3(f): current is distributed
over the whole layer. Over the top layer there is no cur-
rent because charge is completely localized on BT sites,
this situation is reminiscent of bulk biased BLG.
V. CURRENT DEPENDENCE ON BIAS
VOLTAGE AND SIZE
In this section we focus on the effects of the bias volt-
age strength and the width of the nanoribbons on the
current and charge densities. For this purpose, we need
first to choose a fixed energy. The experimental obser-
vation of a current density highly localized on one of the
edges of a BLG nanoribbon, like the current shown in
Fig. 3(d), would require an extremely clean sample, as
edge disorder would scatter electrons, degrading the cur-
rent and destroying its spatial localization43–45. On the
other hand, setting E/V ≈ ±1 for a BLG nanorribon
offers control of the layer pseudospin: the layer in which
charge current is conducted (top or bottom), in a sim-
ilar way observed for bulk systems (as observed for the
current in Figs. 2 and 3) and avoiding the edge disorder
sensitivity. Therefore, we choose to investigate here how
the current and the charge densities vary with system
size and with bias voltage at energy E/V = 1: results are
shown in Fig. 4. Figures 4(a) and (b) show that for wider
nanoribbons, bias voltage variation and ribbon width do
not modify the complete charge density polarization on
the top layer. As we have seen, for this energy, charge
mostly localizes on non-dimer sites of top layer reducing
nearly to zero the current density over top layer. Here we
show in Figs. 4(c) that this characteristic is maintained
with increasing bias and system sizes. Fig. 4(d) shows
a different evolution for the current density on the bot-
tom layer: for wider nanoribbons or larger bias voltages,
the current density rises in steps. This dependence is
understood from the band structure of the biased BLG
nanoribbon, as seen in Fig. 4(e) for V = 0.07eV and
widths corresponding to N = 80 and N = 160. It is ap-
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FIG. 4. (color online) (a)-(b) Percentage of charge density
on top and bottom layer as a function of the bias V applied
between the layers, calculated for E/V = 1. (c)-(d) Total
current density on top and bottom layer, as a function of bias
V for E/V = 1 . Several widths of zigzag biased BLG are
shown: from N = 20 to N = 640. (e) Band structure for
a BLG nanoribbon with zigzag edges, V = 0.07 eV, for two
different sizes: N = 80 and N = 160.
preciated that flat bands are fixed at E/V = 1 and do not
depend on the nanoribbon width. On the other hand, the
7number of dispersive bands around E/V = 1 increases
with N, adding more conducting channels. For that rea-
son current density evolves in a plateau-like structure.
The peaks observed, at the beginning of each plateau,
for wider nanoribbons N = 320 and N = 640 are cre-
ated by the “Mexican-hat” structure of bands crossing
E/V = 1.
VI. EFFECTS OF DISORDER AND
NEXT-NEAREST HOPPINGS
In this section we discuss how disorder and next-
nearest neighbor hoppings affect the picture presented
in the previous sections. Mainly, we show here that al-
though there are important features introduced by dis-
order and by further hoppings in the model, the assym-
metry between charge and current density distributions
is still present, therefore, the effects previously discussed
are robust.
In Fig. 5 we show the comparison between a non-
disorderd BLG (dashed lines) and a disordered system
(solid lines), again analysing both for a bulk and for a zig-
zag nanoribbon. Each layer of these systems here have
width of N = 80 atoms and 40 atoms in the length be-
tween the contacts. To account for disorder, we introduce
a Gaussian-correlated on-site disorder for each layer46,
with site energies ramdomly sorted in a range of width
W/γ0 = 0.5 and correlation length λ = 2a for bottom
layer and λ = 5a for top layer (a = 2.46A˚). Larger corre-
lation length for the top layer is due to its higher distance
from the substrate. For the charge density distribution,
Fig. 5(a) and (b), we see that the disorder does not al-
ter significantly the clear concentration of the charge on
the top layer for all the energy range shown (except for
the bulk at energy exactly E/V=1). For the current den-
sity, one can see that, for the bulk, Fig. 5(c), disorder not
only does not alter the fact that about 80% of the current
goes through bottom layer for E/V > 1 but also disorder
destroys the equilibrium of the currents that appears at
this system size for E/V < 1, producing again a predomi-
nance of the current over bottom layer and an unbalance
between charge and current in the two layers. In the
presence of edges, for the zigzag case shown in Fig. 5(d),
we see that although the current in the disordered sys-
tem still flows predominantly through the bottom layer,
the percentages are smaller than in the non-disordered.
Edge states are probably the most affected by the disor-
der, however further investigations would be necessary to
clarify the role of disorder separately on edge and bulk
current states.
In Fig. 6 we turn our attention to the effects of the
inclusion of further hoppings in the tight-binding model.
These results are for a non-disordered BLG system of the
same size (N=300) and same bias voltage (V=0.07 eV)
considered in Fig. 2. The difference is that now we in-
clude next-nearest neighbors in each layer (γ2 = 0.316eV)
and also two extra interlayer coupling parameters: γ3 =
0.96 1 1.04
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FIG. 5. (color online) Dashed lines are for non-disordered
systems, while solid lines show the effects of the inclusion of
on-site correlated disorder (W/γ0 = 0.5) in the biased BLG
(V=0.07 eV). Systems considered here have 80x40 sites in
each layer. The left column shows results for a bulk, while
the right column is for BLG nanoribbon with zigzag edges.
(a)-(b) Percentage of the charge density in each layer. (c)-(d)
Current density on each layer.
0.38eV, the interlayer coupling between non-dimer sites
AB and BT , and γ4 = 0.14eV, the interlayer coupling be-
tween dimer and non-dimer sites AT and AB, or BT and
BB
17,30. These induce a trigonal warping and give rise to
electron-hole asymmetry3,17, as observed inFig. 6(a) and
(b). For the bulk, we see once again the opening of the
energy gap of approximately 2V, due to the applied bias.
The band structure is not anymore symmetrical around
E/V=0, there is an energy shift of the band structure to
around E/V ≈ 13.516. We can see the mixing of higher
bands for this system size and bias. For the zigzag case,
one can see that edge states acquire velocity47. Fig. 6
(c) and (d) are zooms into the band structures regions
marked by the dashed lines.
In Fig. 6(e) and (f) we show the percentage of the to-
tal charge density of the bilayer which is accumulated
in each of the layers (top or bottom). Comparing them
to Fig. 2(e) and (f), one observe that both for the bulk
system and for the one with zigzag edges, the further
hoppings here do not affect at all the polarization of
charge towards the top layer. The distribution of the
current density in each layer is shown in Fig. 6(g) and
(h), for bulk and zigzag, respectively. One can see now
that, in general, the current is not as polarized toward
the bottom layer as it is for the nearest neighbor hop-
ping seen in Fig. 2(g) and (h). Nevertheless, the unbal-
ance between charge and current densities is still clear,
and even considering the non-vertical interlayer couplings
and the next-nearest intralayer hoppings, there are clear
energy regions where the current flows more throughout
8FIG. 6. (color online) Analysis with the inclusion of next-
nearest neighbor hoppings in the model for the biased BLG.
The left column is for a bulk, while the right column is for
BLG nanoribbon with zigzag edges (for both cases V=0.07 eV
and a width of N = 300 atoms is considered). (a)-(b) Band
structures. (c)-(d) Zoom into the band structures regions
marked by the dashed lines in (a) and (b). (e)-(f) Percentage
of the charge density in each layer. (g)-(h) Current density
on each layer.
the bottom layer. There are also switches to energy re-
gions where the current is shared between both layers or
is predominant over top layer. Further investigations are
important here to elucidate the exact mechanisms caus-
ing these switches.
VII. CONCLUSIONS
An external electric field perpendicular to a Bernal-
stacked bilayer graphene, breaks layer and sublattice
symmetry; localizing charge over two sublattices in differ-
ent layers. Under this charge landscape, it is not obvious
how charge current flows within the sample. We have
shown here that current distribution is highly affected
by the polarization of charge to only one sublattice, as
well as by the geometry of the system (width considered
and presence or not of edges) and by the strength of the
electric field.
We demonstrate that current does not necessarily flow
over regions of the system with higher charge density,
even when next-nearest neighbor hoppings are included
in our model. For some energy ranges, charge can be
polarized to one layer, while the current is equally dis-
tributed over both layers. There are also considerable
energy ranges for which the current flows predominantly
over the layer with much lower charge density. We show
that this effect can be explained by the sublattice po-
larization of charge in the AB-stacking biased BLG, and
that it is robust against disorder. Therefore, to design
applications of bilayer graphene in digital electronics, it
is essential to calculate not only the charge distribution
in each layer, but also the current density distribution
in each layer, as it presents much richer details than the
more monotonic behavior of the charge distribution.
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