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abstract
Modeling of electrically stimulated muscle is considered in this paper where a Hammerstein structure
is selected to represent the isometric response. Motivated by the slowly time-varying properties of the
muscle system, recursive identiﬁcation of Hammerstein structures is investigated. A recursive
algorithm is then developed to address limitations in the approaches currently available. The linear
and nonlinear parameters are separated and estimated recursively in a parallel manner, with each
updating algorithm using the most up-to-date estimation produced by the other algorithm at each time
instant. Hence the procedure is termed the alternately recursive least square (ARLS) algorithm. When
compared with the leading approach in this application area, ARLS exhibits superior performance in
both numerical simulations and experimental tests with electrically stimulated muscle.
& 2012 Published by Elsevier Ltd.
1. Introduction
Modelling of electrically stimulated muscle has been a widely
investigated area and plays an important role in the analysis of
motor control and the design of motor system neuroprostheses.
Muscle representations are also necessary in the development
of increasingly effective rehabilitation systems for patients
(de Kroon, Ijzerman, Chae, Lankhorst, & Zilvold, 2005). There exist
a large number of models developed for different aspects of
muscle contraction under both isometric, e.g. Bernotas, Crago,
and Chizeck (1986) and non-isometric conditions, e.g. Durfee and
Palmer (1994), considering the modulation of the output force by
varying either the number of active muscle ﬁbers, e.g. Chizeck,
Crago, and Kofman (1988) or the frequency of the activation, e.g.
Bai, Cai, Dudley-Javorosk, and Shields (2009) and Cai, Bai, and
Shields (2010). The most widely assumed structure used in
model-based control of electrically stimulated muscle is the
Hill-type model (Hill, 1938). This describes the output force as
the product of three independent experimentally measured
factors: the force–length property, the force–velocity property
and the nonlinear muscle activation dynamics under isometric
conditions respectively, termed simply activation dynamics (AD)
of the stimulation input. The ﬁrst two account for passive elastic
and viscous properties of the muscle and comprise static func-
tions of the muscle length and velocity (Freeman et al., 2009a;
Jezernik, Wassink, & Keller, 2004; Lan, 2002; Schauer et al., 2005;
Riener & Fuhr, 1998). The activation dynamics capture the active
properties of the muscle, and are almost uniformly represented
by a Hammerstein structure.
This structure is a crucial component of the muscle model
since in most applications joint ranges and velocities are small so
that the isometric behavior of muscle dominates. The widespread
use of a Hammerstein structure to represent the activation
dynamics is due to correspondence with biophysics: the static
nonlinearity represents the isometric recruitment curve (IRC),
which is the static gain relation between stimulus activation level,
and steady-state output torque when the muscle is held at a ﬁxed
length. The linear dynamics represents the muscle contraction
dynamics, which combines with the IRC to give the overall torque
generated.
There are many identiﬁcation methods applicable to Hammer-
stein models and in general they can be classiﬁed into two
categories: iterative, for example, Narendra and Gallman (1966),
Zhu (2000) and Westwick and Kearney (2001), and Dempsey and
Westwick (2004) with application to stretch reﬂex electromyo-
gram, and non-iterative methods, for example, an equation-error
parameter estimation method in Chang and Luus (1971),a n
optimal two-stage algorithm in Bai (1998), a blind approach in
Bai (2002) and decoupling methods in Bai (2004). However, after
reviewing the existing techniques, limitations were encountered
when identifying an input–output model of electrically stimu-
lated muscles with incomplete paralysis. These drawbacks
were associated with both the structure of the linear and non-
linear Hammerstein components, and the form of the excitation
inputs employed. Consequently Le, Markovsky, Freeman, and
Rogers (2010) developed two iterative algorithms suitable for
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with incomplete paralysis, and their efﬁcacy was demonstrated
through application to experimentally measured data.
The algorithms developed in Le et al. (2010) represent sig-
niﬁcant progress in the identiﬁcation of electrically stimulated
muscles, but the models were only veriﬁed over a short time
interval (20 s duration). However, when applied to stroke reha-
bilitation, stimulation must be applied during intensive, goal
orientated tasks in order to maximize improvement in motor
control (Schmidt & Lee, 1998). In clinical trials this translates to
sustained application of stimulation during each treatment ses-
sion between 30 min and 1 h duration (de Kroon et al., 2005). In
this case, slowly time-varying properties of the muscle system
arise due to fatigue, changing physiological conditions or spasti-
city (Graham, Thrasher, & Popovic, 2006). Motivated by this,
online, also termed recursive, identiﬁcation will be considered
in this paper, in which the model parameters are updated once
new data is available. Only a few of the existing identiﬁcation
methods for Hammerstein structures are recursive, and can be
divided into three categories.
The ﬁrst category is the recently developed recursive subspace
identiﬁcation method by Bako, Mercere, Lecoeuche, and Lovera
(2009), where the nonlinear function is ﬁrst recursively estimated
by over-parameterizations and component-wise least squares
support vector machines (LS-SVM). This is followed by estimation
of the Markov parameters by recursive least squares and then a
propagator-based method is used to recursively estimate system
state-space model matrices from these parameters. This proce-
dure does not have sparsity due to the LS-SVM model, and the
resulting computational load makes it unsuitable for real-time
implementation.
The second category is stochastic approximation (Chen, 2004;
Greblicki, 2002) where a stochastic approximation algorithm with
expanding truncations is developed for recursive identiﬁcation of
Hammerstein systems. Two major issues with this method are the
rather slow convergence rates, and the lack of information on
how to select the optional parameters in the algorithm.
The third category is recursive least squares (RLS) or extended
recursive least squares (ERLS). The RLS algorithm is a well known
method for recursive identiﬁcation of linear-in-parameter models
and if the data is generated by correlated noise, the parameters
describing the model of the correlation can be estimated by ERLS.
Here, a typical way to use these two algorithms is to treat each of
the cross-product terms in the Hammerstein system equations as
an unknown parameter. This procedure, which results in an
increased number of unknowns, is usually referred to as the
over-parameterization method (Bai, 1998; Chang & Luus, 1971).
After this step, the RLS or ERLS method can be applied (Boutayeb
& Darouach, 1995; Boutayeb, Aubry, & Darouach, 1996; Zhao &
Chen, 2009).
The limitations of current algorithms are stated next and used
to justify some of the critical choices necessary for this work to
progress.
  The ﬁrst two categories have only been applied in simulation
and the stochastic approximation has not the considered time-
varying linear dynamics. This, together with the drawbacks
described above, is the reason for not considering them further
for the application treated in this paper. The third category is
the most promising as it has already been applied to electri-
cally stimulated muscle in Chia, Chow, and Chizeck (1991) and
Ponikvar and Munih (2001).
  Most of the test signals used comprise random noise in order
to guarantee persistent excitation, even when applied to the
human muscle (Ponikvar & Munih, 2001), and use pseudoran-
dom binary sequences. However, this type of signal, which
excites the motor units abruptly, will cause patient discomfort
and may elicit an involuntary response, as reported in Baker,
McNeal, Benton, Bowman, and Waters (1993).I nChia et al.
(1991) a test consisting of 25 pulses is used, each of which is of
1 s duration in the form of a noisy triangular wave. This test
meets our requirements but is too short to exhibit time-
varying properties.
  The most relevant previous work is Chia et al. (1991) where the
system considered had linear constraints and RLS was developed
for constrained systems. However, the results given do not
establish that the constraints are achieved. For example, even
when considering the prediction error, the posteriori estimated
output without constraints is superior to the one with con-
straints. Thus, the idea of adding constraints to RLS, leading to
increased computational load, still merits consideration.
Overall, RLS has the greatest potential for application to
electrically stimulated muscle, but the problem of consistent
estimation must be resolved (Chen, 2004; Chia et al., 1991). The
deﬁciency of RLS is illustrated in Section 3, where noise and
excitation inputs that correspond with those encountered in the
rehabilitation application domain are employed, and conﬁrm its
unsatisfactory performance. This motivates development of an
alternative recursive algorithm in Section 2.3, as well as the
design of a long-period test signal which is persistently exciting
and also gradually recruits the motor units, and hence is suitable
for application to patients. This problem is addressed in Section 4.
2. Problem statement and solution methods
2.1. Problem statement
Consider the discrete-time SISO Hammerstein model shown in
Fig. 1. The linear block is represented by ARX model:
yðkÞ¼
BðqÞ
AðqÞ
wðkÞþ
1
AðqÞ
vðkÞð 1Þ
where
BðqÞ¼b0q dþb1q ðdþ1Þþ   þbnq ðnþdÞ and
AðqÞ¼1þa1q 1þ   þalq l ð2Þ
q 1 is the delay operator and n, l and d are the number of zeros,
poles and the time delay order, respectively. The parameters n, l
and d are assumed to be known. The nonlinearity is represented
by a sum of the known nonlinear functions f1,f2, ...,fm and a bias:
wðkÞ¼fðuðkÞÞ ¼b0þ
X m
i ¼ 1
bifiðuðkÞÞ ð3Þ
The identiﬁcation problem considered is:
Given N consecutive input–output data measurements fuðkÞ,yðkÞg
estimate recursively the linear parameters ½a1, ...,al,b0, ...,bn 
in (2) and the nonlinear parameters ½b0, ...,bm  in (3).
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Fig. 1. Hammerstein system.
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As the leading approach currently available, the well known
RLS algorithm will be applied ﬁrst, where in order to make the
model linear in the parameters, over-parameterization of the
Hammerstein structure is required. This results in the extended
parameter vector y
yðkÞ¼½a1, ...,al,g01, ...,g0m, ...,gn1, ...,gnm,d T ð4Þ
where
gij ¼bibj i ¼0;1, ...,nj ¼ 1;2, ...,m and d¼b0
X n
i ¼ 0
bi ð5Þ
This is recursively estimated by RLS, using a forgetting factor l,
0olr1 which weights the most recent data at unity, and data
that is n time units old at l
n. In the second step, singular value
decomposition (SVD) is used to recover the original parameters.
2.3. Alternately recursive least square (ARLS) algorithm
The use of over-parameterization and subsequent rank-1
approximation often leads to a model which poorly ﬁts the
original data (as illustrated in Section 3). A recursive identiﬁcation
method is therefore developed which avoids over-parameteriza-
tion by splitting the model into nonlinear and linear components,
where each is identiﬁed independently using a parallel imple-
mentation. This method builds on Le et al. (2010) in which two
iterative algorithms were developed for Hammerstein systems
with differing noise models, and in each case nonlinear and linear
parameters were alternately optimized by different projection
algorithms. Both algorithms developed in Le et al. (2010) use least
squares optimization for off-line identiﬁcation, and therefore
extend naturally to the online case through application of RLS,
the one with simpler implementation and faster computation
time will be taken as a starting point. By invoking certain
approximations, this algorithm can be implemented recursively
as follows:
  Recursive identiﬁcation of linear parameters:
As described in Le et al. (2010), the parameters of the ARX
model can be separated into linear and nonlinear para-
meter vectors
yn ¼½b0     bm T and yl ¼½ a1     al b0     bn T ð6Þ
Assuming that the nonlinear parameter vector yn is known
at the kth time instant, y(k) can be expressed as a function
of linear parameters a1ðkÞ, ...,alðkÞ,b0ðkÞ, ...,bnðkÞ only
yðkÞ¼  a1ðkÞyðk 1Þ     alðkÞyðk lÞ
þb0ðkÞfðuðk dÞ,ynÞþ   þbnðkÞfðuðk d nÞ,ynÞþvðkÞ
ð7Þ
or
yðkÞ¼f
T
l ðk,ynÞylðkÞþvðkÞð 8Þ
where
f
T
l ðk,ynÞ¼½ yðk 1Þ      yðk lÞ fðuðk dÞ,ynÞ     fðuðk d nÞ,ynÞ 
ð9Þ
A forgetting factor ll is used in the RLS algorithm to
minimize the criterion
Vlðyl,kÞ¼
1
2
X k
i ¼ 1
l
k i
l ðyðkÞ f
T
l ðk,^ ynðk 1ÞÞylðkÞÞ
2 ð10Þ
where the nonlinear parameter vector is approximated by
the estimated value at the previous time instant k 1.
Thus, the recursive algorithm for the linear parameter
vector ylðkÞ is
PlðkÞ¼
1
ll
Plðk 1Þ 
Plðk 1Þflðk,^ ynðk 1ÞÞf
T
l ðk,^ ynðk 1ÞÞPlðk 1Þ
llIþf
T
l ðk,^ ynðk 1ÞÞPlðk 1Þflðk,^ ynðk 1ÞÞ
 !
ð11Þ
^ ylðkÞ¼^ ylðk 1ÞþPlðkÞf
T
l ðk,^ ynðk 1ÞÞðyðkÞ f
T
l ðk,^ ynðk 1ÞÞ^ ylðk 1ÞÞ
ð12Þ
  Recursive identiﬁcation for the nonlinear parameter vector:
As in the linear case, it is ﬁrst assumed that the linear
parameter vector yl is known. Hence, at the kth time instant,
yðkÞþa1yðk 1Þþ   þalyðk lÞ
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}Aðq,ylÞyðkÞ
¼b0ðkÞ
X n
i ¼ 0
bi
þb1ðkÞ
X n
i ¼ 0
bif1ðuðk d iÞÞþ    
þbmðkÞ
X n
i ¼ 0
bifmðuðk d iÞÞþvðkÞð 13Þ
or, in matrix form,
Aðq,ylÞyðkÞ¼f
T
nðk,ylÞynðkÞþvðkÞð 14Þ
where
f
T
nðk,ylÞ¼
X n
i ¼ 0
bi
X n
i ¼ 0
bif1ðuðk d iÞÞ   
X n
i ¼ 0
bifmðuðk d iÞÞ
"#
ð15Þ
In order to recursively update the nonlinear parameter
vector, the linear parameter vector is approximated by the
estimated value from previous time instant, resulting in the
RLS criterion
Vnðyn,kÞ¼
1
2
X k
i ¼ 1
l
k i
n ðAðq,^ ylðk 1ÞÞyðkÞ f
T
nðk,^ ylðk 1ÞÞynðkÞÞ
2
ð16Þ
The recursive algorithm for the nonlinear parameter vector
is
PnðkÞ¼
1
ln
Pnðk 1Þ 
Pnðk 1Þfnðk,^ ylðk 1ÞÞf
T
nðk,^ ylðk 1ÞÞPnðk 1Þ
lnIþf
T
nðk,^ ylðk 1ÞÞPnðk 1Þfnðk,^ ylðk 1ÞÞ
 !
ð17Þ
^ ynðkÞ¼^ ynðk 1ÞþPnðkÞf
T
nðk,^ ylðk 1ÞÞðAðq,^ ylðk 1ÞÞyðkÞ
 f
T
nðk,^ ylðk 1ÞÞ^ ynðk 1ÞÞ ð18Þ
2.4. Initial values for the two algorithms
  RLS:
In the case of the standard RLS algorithm, initial values
are required for the parameter vector y, and the auxiliary
matrix P. These are calculated from several initial sam-
ples by the batch least squares algorithm. The number of
samples is determined by the dimension of the regressor
f in order to obtain the unique solution
yini ¼ðF
TFÞ
 1F
TY and Pini ¼ðF
TFÞ
 1 ð19Þ
where Y ¼½yð1Þ     yðTiniÞ T and F ¼½fð1Þ     fðNiniÞ T.
The matrix F may become singular or poorly conditioned
and hence there exist problems with computing its
inverse. Consequently, a regularization is applied, in which
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yini ¼ðF
TFþdIÞ
 1F
TY and Pini ¼ðF
TFþdIÞ
 1 ð20Þ
The regularization parameter d is chosen to be small, say
d¼10
 2 10
 4, compared to the magnitude of the ele-
ments of F.
  ARLS:
For ARLS, the initial values are yl, yn, Pl and Pn. The initial
values for yl and yn are found by applying rank-1
approximation, and then calculating Fl and Fn,w h e r e
Fl ¼½flð1,ynÞ     flðTini,ynÞ T and Fn ¼½fnð1,ylÞ    fn
ðTini,ylÞ T. The initial values for Pl and Pn are therefore
Pl ¼ðF
T
l FlÞ
 1 and Pn ¼ðF
T
nFnÞ
 1 and again regularization
may be applied to avoid ill-conditioning.
3. Simulation study
The two techniques are now compared in simulation using
similar noise levels and excitation inputs to those encountered in
the rehabilitation application domain (Hughes et al., 2009). These
simulations enable comparisons to be drawn across a number of
criteria, including error norm and convergence of parameter
estimates, which is not possible in the experimental setting
considered in Section 4. Comparison is also made with their off-
line counterparts that, in both cases, involves exchanging the RLS
update procedure for ofﬂine LS optimization using full test data.
3.1. Numerical example
The numerical example employed in Boutayeb et al. (1996) has
been used to provide a fair platform for comparison, in addition to
being highly relevant to the work reported in this paper
BðqÞ¼q 1þ0:6q 2, AðqÞ¼1 q 1þ0:8q 2
and fðuÞ¼2:8u 4:8u2þ5:7u3 ð21Þ
The input signal used in Boutayeb et al. (1996) is a zero mean
white noise sequence, which is widely employed in recursive
identiﬁcation to guarantee persistent excitation. However, as
previously noted, this is unsuitable for the present application,
and will therefore be replaced by a half cosine wave signal which
has similar characteristics to signals used in rehabilitation (see
Hughes et al., 2009). To ensure this signal is persistently exciting,
the diminishing excitation technique (Chen & Guo, 1991) has
been applied
uðkÞ¼udðkÞþeðkÞ
kt=2 ð22Þ
where ud(k) is the designed input and eðkÞ is a bounded random
sequence with t40 sufﬁciently small. The added measurement
noise v(k) is zero mean white noise such that the signal-to-noise
ratio
SNR ¼
varðysigÞ
varðynoiÞ
   1=2
ð23Þ
is equal to 10, 5, or 2. Here ysig ¼ðBðqÞ=AðqÞÞwðkÞ is the noise-free
output signal, ynoi ¼ð1=AðqÞÞvðkÞ is the correlated noise and varð Þ
the population variance of a ﬁnite-size sequence,
varðyÞ¼
1
N 1
X N
t ¼ 1
ðyt yÞ
2 where y ¼
1
N
X N
t ¼ 1
yt ð24Þ
3.2. Results
The two recursive algorithms, RLS and ARLS, are compared in
terms of the following three aspects:
1. Error norm: The error norm is the normalized error between
the true values and the estimated values of the linear and
nonlinear parameters, which is deﬁned as
Error norm ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Jyn ^ ynJ2
JynJ2
 ! 2
þ
Jyl ^ ylJ2
JylJ2
 ! 2
v u u t
The recursive algorithms, together with their associated off-
line batch implementations, have been applied to 100 inde-
pendent trials using different noise levels. The mean error
norms of the updated parameter values at each time instant
from the two recursive algorithms are traced in Fig. 2 and
compared with the reference lines, that is, the mean error
norms after 2000 samples from the two batch algorithms, least
squares (LS) and the ﬁrst iterative algorithm (iterative), devel-
oped in Le et al. (2010). The mean and standard deviation of
the error norms after 2000 samples for 100 independent trials
using different noise levels are also listed in Table 1.
2. Convergence of parameter estimates: To show how fast the
estimated parameter values converge to the true values, Fig. 3
plots the mean values of the updated nonlinear parameters for
100 independent trials using different noise levels.
3. Effect of an abrupt change in the true model: To determine
how well the two recursive algorithms track a time-variant
model, an abrupt change in the true model after 2000 samples
is introduced, and the nonlinear function becomes
fðuÞ¼2:8u 5:1u2þ5:7u3 ð25Þ
where the coefﬁcient of the term of the second degree changes
from  4.8 to  5.1, which is such a slight change that it cannot
be observed from the output plot. The convergence plots for
the nonlinear parameter estimates from the two recursive
algorithms are compared in Fig. 4(a) where l ¼0:9993 is
chosen for RLS and ll ¼ 1 and ln ¼0:9993 for ARLS. The
ARLS plots are magniﬁed in Fig. 4(b) to show more clearly
that the ARLS estimates converge to the true values after 5000
samples.
3.3. Discussion
The ARLS is superior to RLS across all the simulation criteria
employed in this numerical example, especially in the noisy
environment. For a low noise level, such as SNR¼10, RLS per-
forms comparably well with ARLS, see Figs. 2(a) and 3(a) and the
ﬁrst row in Table 1. However, when the measurements are more
signiﬁcantly contaminated by noise, such as SNR¼5 or even 2,
RLS takes a long time or even fails to converge to the true value. In
this circumstance, ARLS can still maintain the error norm at a
lower level, and even approach the performance of the iterative
algorithm which involves several iterations to optimize the
parameters. These conclusions are illustrated by Figs. 2(b),
(c) and 3(b), (c) respectively and the last two rows in Table 1.
The reason for these conclusions is that the estimates from LS,
which is the non-recursive algorithm from which RLS arises, are
already poor compared with the iterative algorithm, as highlighted by
the fourth and ﬁfth columns in Table 1. Hence, after calculation in a
recursive fashion, the estimates from RLS are likely to be the same or
inferior to those from LS which uses all the data for estimation. The
iterative algorithm generates the best error norm for 2000 samples
data. By avoiding parameterization through a parallel recursive
F. Le et al. / Control Engineering Practice 20 (2012) 386–396 389structure, ARLS conﬁrms substantial improvement relative to RLS, but
cannot quite match the ofﬂine iterative algorithm.
When tested with a time-varying system, where the true
model parameter is slightly changed from its nominal value, the
RLS estimates suffer a larger oscillation after the change and even
fail to converge to the true values, as illustrated in Fig. 4(a), but
ARLS can still converge to the true model parameters after 9000
samples, see Fig. 4(b). It is expected that ARLS will outperform RLS
when applied to electrically stimulated muscle since the response
of stimulated muscle is time-varying and experimental results
from such a system are typically very noisy.
4. Application to electrically stimulated muscle
In this section, the recursive algorithms developed above are
applied to online identiﬁcation of the response of electrically
stimulated muscle. As is almost universal in the literature on
muscle modeling, the isometric properties are modeled as a
Hammerstein structure. The non-linearity has been parametrized
in a number of ways, taking the form of a simple gain with
saturation (Ferrarin, Palazzo, Riener, & Quintern, 2001), a piece-
wise linear function (Hunt, Munih, Donaldson, & Barr, 1998; Lan,
2002) and a predeﬁned functional form (Riener & Quintern, 1997;
Previdi & Carpanzano, 2003). The linear dynamics have been
assumed to be ﬁrst order in Lan (2002), a series of two ﬁrst order
systems in Riener and Fuhr (1998), Happee and der Helm (1995),
and Jezernik et al. (2004), critically damped second order in
Durfee and MacLean (1989), Baratta and Solomonow (1990),
Veltink, Chizeck, Crago, and El-Bialy (1992) or second order with
possible transport delay in Chizeck et al. (1988) and Hunt et al.
(1998).
In the tests which follow, the linear block is represented by
an ARX model described by (1) and (2), with the parameters
Table 1
Numerical example: the mean and standard deviation of the error norms after 2000 samples for 100 independent trials using different noise levels (SNR¼10, 5 and 2) from
the two recursive algorithms (RLS and ARLS) and the two batch algorithms (LS and iterative).
Recursive Batch
RLS ARLS LS Iterative
SNR¼10 0.014670.0102 0.001770.0010 0.014670.0102 0.001470.0008
SNR¼5 0.065070.0420 0.007470.0041 0.065070.0420 0.006570.0034
SNR¼2 0.758672.2713 0.040470.0253 0.758672.2713 0.033870.0224
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Fig. 2. Numerical example: the mean error norms of the updated parameter values at each time instant for 100 independent trials using different noise levels (SNR¼10 (a),
5 (b) and 2 (c)) from the two recursive algorithms (red dashed line for RLS and blue dash-dot line for ARLS) are compared with the mean error norms after 2000 samples
from the two batch algorithms (magenta dotted line for LS and green solid line for iterative). (For interpretation of the references to color in this ﬁgure legend, the reader is
referred to the web version of this article.)
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Fig. 4. Numerical example with an abrupt change after 2000 samples: the time trajectory of the estimated nonlinear parameter values from the two recursive algorithms
(red dashed line for RLS and blue dash-dot line for ARLS) at SNR¼10. (a) RLS and ARLS (b) close-up of ARLS trajectory. (For interpretation of the references to color in this
ﬁgure legend, the reader is referred to the web version of this article.)
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derivatives suitable for subsequent control, the nonlinear function
f(u) is represented by the cubic spline
fðuÞ¼b0þb1uþb2u2þb3u3þ
X mþ3
i ¼ 4
bi9u ui 39
3 ð26Þ
where umin ¼ u1ou2ou3o    oum ¼umax are the spline knots.
These forms were selected in Le et al. (2010) in the production of a
model suitable for application in the stroke rehabilitation domain.
4.1. Experiment setup
Experimental tests have been carried out using a workstation
which has been developed as a platform for upper limb stroke
rehabilitation. It incorporates a ﬁve-link planar robotic arm which
includes a six axis force/torque sensor in its extreme link, and
an overhead projector used to display trajectories to patients.
The system has been used in a clinical trial in which electrical
stimulation was applied to the patient’s triceps to assist their
completion of trajectory tracking tasks. Full details of the system
are given in Freeman et al. (2009b), which includes experimental
validation of the sensor and stimulation hardware.
Recursive identiﬁcation tests were performed on a single
unimpaired subject, and took place on several independent days.
The participant’s upper arm and forearm lengths were ﬁrst taken,
they were then seated in the workstation and their right arm was
strapped to the extreme link of the robotic arm. Straps were
applied about the upper torso to prevent shoulder and trunk
movement (as shown in Fig. 5). The subject’s upper limb was then
moved over as large an area as possible and a kinematic model of
the arm produced using the recorded measurements. This was
used to transform the force recorded by the force/torque sensor to
torque acting about the elbow (see Freeman et al., 2009b). The
electrodes were then positioned on the lateral head of triceps and
adjusted so that the applied stimulation generated maximum
forearm movement. The stimulation consists of a series of bi-
phasic pulses at 40 Hz, whose pulsewidth is variable from 0 to
300 ms with a resolution of 1 ms. The amplitude, which is ﬁxed
throughout all subsequent tests, is determined by setting the
pulsewidth equal to 300 ms and slowly increasing the applied
voltage until a maximum comfortable limit is reached. A sample
frequency of 1.6 KHz is used by the real-time hardware.
The position of the robotic arm was then ﬁxed at an elbow
extension angle of approximately p=2 rads using a locking pin.
This removes the non-isometric components of the biomechanical
model, and hence the resulting system corresponds to a Ham-
merstein structure (comprising the muscle model with the addi-
tion of passive elastic torque from the remaining arm which may
also vary in time). The model’s input is the stimulation pulse-
width, and its output is the torque about the elbow. The recursive
identiﬁcation tests last for 10 min, comprising 10 repeated waves
of either a half-cosine function, or a staircase signal, added to
which the diminishing excitation technique has been used to
make the input signals persistently exciting. The two kinds of
input signal have similar characteristics to those used in rehabi-
litation (see Hughes et al., 2009) and the corresponding output
signals are plotted in Fig. 6.
4.2. Results
Here, two recursive algorithms, RLS and ARLS, are compared in
the following aspects:
1. One-step ahead prediction: In order to evaluate the accuracy
of the recursive algorithms, the measured torque outputs y are
compared with the one-step ahead predicted outputs ^ y using Fig. 5. Robotic workstation.
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Fig. 6. The input and output signals for recursive identiﬁcation tests. (a) Half cosine wave. (b) Staircase wave.
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Fitting criterion ¼ 1 
Jy ^ yJ2
Jy yJ2
  
  100
where y is the mean value of y appearing in (24), and ^ y is
deﬁned as
^ yðkþ1Þ¼Gðq,^ ylðkÞÞfðu,^ ynðkÞÞ
which is a one-step ahead prediction, using the updated model
at the time instant k to predict the output at the next time
instant kþ1. Table 2 lists the ﬁtting criterion for both half
cosine and staircase wave inputs respectively, and considers
both the whole 10-min dataset and the ﬁrst 1-min dataset,
the latter of which contains less time-varying information. The
corresponding ﬁtting plots are shown in Fig. 7.
2. Long-period prediction: In order to demonstrate the predictive
ability for the longer period, the two recursive algorithms
together and their corresponding ofﬂine batch implementa-
tions have been applied to the ﬁrst 3, 4, 5, 6 and 7 min of the
data respectively, and the resulting models then used to
predict the corresponding outputs for the remaining time
period. The ﬁtting criterion results for both identiﬁcation and
prediction are listed in Table 3. Fig. 8 shows the ﬁtting plots in
the case of the ﬁrst 5 min for the identiﬁcation phase as it is a
representative of all the results obtained.
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Table 2
Muscle tests: ﬁtting criterion for the two recursive algorithms: RLS and ARLS.
Test duration Half cosine wave input Staircase wave input
RLS ARLS RLS ARLS
1m i n  10.0244 87.9188  130.4187 80.3162
10 min  52.3874 61.3267  408.2148 57.4049
Table 3
Muscle tests: ﬁtting criterion results for identiﬁcation and validation.
Part of
the data
Used for Recursive Batch
RLS ARLS LS Iterative
First 3 min Identiﬁcation  115.2605 40.0999  115.2605 46.4750
Next 7 min Prediction  119.4234 30.4174  119.4234  0.1979
First 4 min Identiﬁcation  90.0323 38.0301  90.0323 40.5572
Next 6 min Prediction  100.0545 60.3873  100.0545 19.5024
First 5 min Identiﬁcation  60.7013 40.6237  60.7013 42.2075
Next 5 min Prediction  70.6340 66.5179  70.6340 29.9268
First 6 min Identiﬁcation  10.9030 40.7501  10.9030 41.7214
Next 4 min Prediction  7.5807 69.0567  7.5807 37.4819
First 7 min Identiﬁcation 23.4563 44.5587 23.4563 45.0254
Next 3 min Prediction 17.2580 63.8627 17.2580 40.9369
F. Le et al. / Control Engineering Practice 20 (2012) 386–396 3933. Computational time: Since the algorithms are intended for
online implementation in real-time, their computation time is
an important factor. The time taken to perform a single
updating step for both recursive algorithms is listed in Table 4.
4.3. Discussion
  Batch algorithms vs recursive algorithms: Batch algorithms are
off-line and use all available data to perform identiﬁcation
process in order to ﬁnd the best model according to the
minimization criterion. Table 5 gives the identiﬁcation results
for the two batch algorithms: LS and iterative respectively. It is
clear that LS cannot deal with the noisy and time-varying
experimental data and the iterative algorithm greatly improves
the best ﬁt rates. For 1 min data, the iterative algorithm achieves
a ﬁtting criterion of around 85%, which is in agreement with the
results reported in Le et al. (2010), where a 20 s test was used.
However, for the 10 min data, which contains more time-varying
information, even the iterative algorithm cannot ﬁnd a time-
invariant model to ﬁt all the data and only yields a ﬁtting
criterion of 12% for the staircase input.
It follows from Table 3 that the iterative algorithm provides
the best identiﬁcation ﬁtting rates in all cases but performs
very poorly for prediction. However, ARLS is very good at
prediction and gives even higher ﬁtting criterion values for
prediction compared to identiﬁcation. The results of Fig. 8
reﬂects the fact that the iterative algorithm uses all the
identiﬁcation data to calculate the best model, which, due
to the time-varying properties of the system, produces an
identiﬁed model which may be interpreted as an ‘average’
response, see Fig. 8(a). However, since ARLS updates the
estimated model such that it is responsive to changes in
underlying dynamics, the model produced after 5 min, even
when it has not ﬁt past data particularly well, is the best
model to predict the future output, as illustrated by Fig. 8(b).
Finally, the batch algorithm is not good at identiﬁcation of
long-period data from a time-varying system.
Conversely, batch algorithms are computationally heavy
and not suitable for real-time implementation, as illustrated
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Fig. 8. (a) Identiﬁcation and (b) prediction ﬁtting plots using a 50% split between identiﬁcation and prediction.
Table 4
Muscle tests: computational time in seconds for a single updating step for the two
recursive algorithms: RLS and ARLS.
Method RLS ARLS
Computational time 0.0019 1.0989 10
 4
Table 5
Muscle tests: ﬁtting criterion results for the measured outputs and modeled
outputs from the two batch algorithms: LS and Iterative.
Test duration Half cosine wave input Staircase wave input
LS Iterative LS Iterative
1m i n  49.5367 86.9901  133.4340 85.2571
10 min 23.8095 44.6698  46.7207 12.2363
Table 6
Muscle tests: computational time for 1 min and 10 min data from the two batch
algorithms, LS and Iterative, in seconds.
Test duration LS Iterative
1-min 0.1155 1.9881
10-min 28 70
Table 7
Fitting criterion for RLS and ARLS with difference choices of parameter l using
10 min half cosine wave.
l Best ﬁt rate (%)
(a) RLS
1  52.3874
0.9999  109.1885
0.9998  141.6934
0.9997  103.2831
0.9990  64.0752
ll ln Best ﬁt rate (%)
(b) ARLS
1 1 61.3267
0.9999 0.9999 63.6053
0.9998 0.9999 65.8187
0.9997 0.9999 67.6394
0.9996 0.9998 68.7207
0.9995 0.9997 70.8437
0.9994 0.9996 43.0805
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10 min data from the two batch algorithms are listed. The
computational time grows considerably with the increase in
samples, so that there comes a point when calculations
cannot be completed before the arrival of new data.
  RLS vs ARLS: From the above analysis, it is necessary to perform
recursive rather than batch identiﬁcation for the experimental
data. Here the two recursive identiﬁcation algorithms are
applied, RLS and ARLS. Both cases ﬁrst use several samples to
generate an initial estimate, less than 0.1 min of data, and then
update the linear and nonlinear parameters at each time
instant. For the noisy experimental data and slowly time-
varying muscle system, it is clear that ARLS is far superior to
RLS. For 1 min data, one-step ahead prediction can track the
output well, shown in Fig. 7(a) and (c) and for 10 min data, it
also can capture long term variation in the muscle properties,
as illustrated by Fig. 7(b) and (d). This is conﬁrmed by the plots
in Fig. 8(a) and (b) which show a high level of accuracy for ARLS
during identiﬁcation and prediction respectively, whilst also
demonstrating the inconsistency of the RLS estimates in these
noisy conditions. Moreover, ARLS is even faster than RLS,
because ARLS splits the algorithm into two parallel ones, each
of which entails low-dimensional matrix multiplication.
Another advantage of ARLS over RLS is that ARLS has two
separate weighting parameters for linear and nonlinear
parameters, ll and ln. In the real muscle system, the linear
and nonlinear parameters represent two different mechan-
isms (muscle activation and recruitment respectively)
which change over time at different rates. The ability to
choose individual weighting parameters for each mechan-
isms provides clear selection and performance advantages
over a single l parameter.
In the previous recursive process, the weighting parameters
l, ll and ln are ﬁxed at 1, and the implications of this choice
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no improvement when tuning the l parameter, while for
ARLS, the ﬁtting criterion reaches 70% for ll ¼0:9995 and
ln ¼0:9997.
  Time-variance of the muscle model: Fig. 9 shows the time
trajectory of the estimated values for the linear and nonlinear
parameters from ARLS, and the step response for the identiﬁed
linear block and nonlinearity are plotted against time in
Fig. 10. These illustrate the underlying physiological changes
in the muscle system over time.
5. Conclusions
A recursive identiﬁcation algorithm has been developed for
Hammerstein structures, in which the linear and nonlinear
parameters are recursively identiﬁed in an alternate manner. The
algorithm has been shown to outperform the leading RLS alternative
in both numerical simulation, and when applied to the experimental
identiﬁcation of electrically stimulated muscle. In order to repro-
duce the results reported in the paper the software and experi-
mental data are available from the following website: http://users.
ecs.soton.ac.uk/ﬂ07r/research/research.html The identiﬁcation pro-
cedure will be shortly employed in clinical trials with stroke patients
for the purpose of rehabilitation.
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