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This thesis studies a mathematical problem that arises in modeling the prices of option
contracts in an important part of global financial markets, the fixed income option market.
Option contracts, among other derivatives, serve an important function of transferring and
managing financial risks in today’s interconnected financial world. When options are traded,
we need to specify what the underlying asset an option contract is written on. For example,
is it an option on IBM stock or on precious metal? Is it an option on Sterling-Euro ex-
change rate or on US dollar interest rates? Usually option markets are organized according
to their underlying assets and they can be traded either on exchanges or over-the-counter.
The scope of this thesis is the option markets on currency exchange rates and interest rates,
which are less familiar to the general public than those of equities and commodities, and are
mostly traded over-the-counter as bi-lateral agreements among large financial institutions
such as investment banks, central banks, commercial banks, government agencies, and large
corporations. Since early 1970’s, the Black-Scholes-Merton option model has become the
market standard of buying and selling standard option contracts of European style, namely
calls and puts. Of particular importance is this ever more quantitative approach to the
practice of option trading, in which the volatility parameter of the Black-Scholes-Merton’s
model has become the market “language” of quoting option prices. Despite its tremendous
success, the Black-Scholes-Merton model has exhibited a few well-known deficiencies, the
most important of which are first, the assumption that the underlying asset is lognormal-
ly distributed and second, the volatility of the underlying asset’s return is constant. In
reality, the return distribution of an underlying asset can exhibit various level of tail behav-
ior, ranging from “sub”-normal to normal, from lognormal to “super”-lognormal. Also the
implied volatilities of liquidly traded options generally vary with both option strikes and
option maturity. This variation with strike is termed the “volatility skew” or the “volatil-
ity smile”. Naturally as market evolves, so does the model. People then start to look for
the new standard. Among various successful extensions, models with constant elasticity
of variance (CEV) prove to be able to generate enough range of return distributions while
models with volatility itself being stochastic start to become popular in terms fitting the
“smile” or “skew” phenomenon of option implied volatilities. In 2002, the combination of
CEV model with stochastic volatility, particulary the SABR model, became the new market
standard in fixed income option market. This is the starting point of this thesis. However,
being the market standard also poses new challenges, which are speed and accuracy. Three
mathematical aspects of the model prevent one from obtaining a strictly speaking closed
form solution of its joint transition density, namely the nonlinearity from the CEV type lo-
cal volatility function, the coupling between the underlying asset process and the volatility
process, and finally the correlation between the two driving Brownian motions. We look
at the problem from a PDE perspective where the joint transition density follows a linear
second order equation of parabolic type in non-divergence form with coordinate-dependent
coefficients. Particularly, we construct an expansion of the joint density through a hierarchy
of parabolic equations after applying a financially justified scaling and a series of well de-
signed transformations. We then derive accurate asymptotic formulas in both free-boundary
conditions and absorbing-boundary conditions. We further establish an existence result to
characterize the truncation error and examined extensively the derived formulas through
various numerical examples. Finally we go back to the fixed income market itself and use
our result to examine empirically whether today’s option prices traded at different expiries
contain information on predicting future levels of option prices, using ten-year over-the-
counter FX option data from a major investment bank dealer desk. Our theoretical results
for the joint density of the SABR model serve as a basis for banks and dealers to manage the
forward smile risk of their fixed income option portfolio. Our empirical studies extend the
forward concept from interest rate term structure modeling to interest rate volatility term
structure modeling and examine the relationship between today’s forward implied volatility
and future spot implied volatility.
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CHAPTER 1. INTRODUCTION 1
Chapter 1
Introduction
1.1 Over-the-Counter Fixed Income Option Market
Interest rate and foreign exchange derivative markets are the largest over-the-counter fi-
nancial markets in both size and value among all derivatives, far exceeding those of equity
derivatives and commodity derivatives. As of the end of December 2010, derivative con-
tracts have 465 and 57 trillion dollar outstanding notional in interest rates and foreign
exchange respectively, and 14.6 and 2.5 trillion dollar gross market value respectively ac-
cording to [45]. While swaps comprise the majority of these derivatives, options play a key
role for financial institutions to manage the volatility risk of their fixed income portfolios,
for which appropriate modeling of implied volatilities, as well as in-depth understanding of
the information content embedded in the fixed income volatility market itself are essential
for both sell-side dealers and buy-side investors. The focus of this thesis are these two as-
pects. On the modeling side, we seek analytical solutions under various boundary conditions
of the “Stochastic-Apha-Beta-Rho” (SABR) model [33], which is the industrial standard
among stochastic volatility models for quoting implied volatilities for foreign exchange rate
and interest rate options. On the empirical front, we introduce notions of forward implied
volatilities and investigate the information content of the term structure of over-the-counter
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European options.
1.2 Forward Skew and Smile Risks
Option trading was not very quantitative before the Black-Scholes-Merton (BS) model was
invented in the 70’s [9]. But soon after the BS model was adopted by the trading community
to price and quote options, a pattern called “volatility skew” or “volatility smile” was
observed, in which the BS volatilities implied from market prices of in-the-money and out-
of-the-money options are different from that of the at-the-money’s. The term “volatility
skew” is used if a implied volatility curve is downward slopping when a series of volatilities,
implied from traded option prices through the BS model, are plotted against strike prices. If
the curve is valley-shaped, the term “volatility smile” is then used. For interest rate option
market in developed countries, the typical shape of volatility curve is downward slopping,
hence the “skew”, as markets charge higher premium for protection against the interest
rate downside risk, the deflation risk, relative to the interest rate upside risk, the inflation
risk. While for FX option market in G71 currencies, “smile” is what is usually observed
where markets tend to charge high premium on both upside risk and downside risk than
the at-the-money scenario.
However, the BS model can not generate either a “skew” or a “smile” because the
model assumes a constant volatility across all strikes. In 1994, local volatility model was
introduced in Dupire [18] where fitting the entire implied volatility surface across both
the strike dimension and the expiry dimension using one consistent model is the target
and it was a great success and was soon used heavily by option trading desks of sell-side
banks and dealers. However, one drawback was later noticed when the model is used not
only for pricing derivatives but also for risk management. The hedge ratios produced by
local volatility models are not stable, particularly because the model produces, often times,
1A group of seven industrialized nations. It was formed in 1975 as the Group of Six: France, Germany,
Italy, Japan, United Kingdom, and United States. The following year, Canada was invited to join.
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incorrect co-movements between underlying and the implied volatilities.
Because of this drawback, the SABR stochastic volatility model was invented by Hagan,
Kumar, Lesniewski and Woodward [33] in 2002 and, once again, soon was used widely by
practitioners in the fixed income option market because the model not only fits well the
observed volatility skew and smile phenomenon, but also generates correct co-movements
between the underlying level and its implied volatilities. The implied volatility result for
European call options in the original work of [33] is adequate for managing single-period
smile exposures and has become one of the most widely used formulas in the fixed income
option market due to its accuracy, simplicity and clear financial interpretations of model
parameters.
However, as yesterday’s exotic products become today’s vanilla flow, markets expect
simple formulas to manage forward implied volatility risks, so called forward skew and
forward smile risks, reflected in certain liquidly traded light exotic options where the payoff
functions involve the underlying states at multiple future temporal points, not just at the
maturity, even though full term structure model of Heath-Jarrow-Morton (HJM) type or
Brace-Gatarek-Musiela (BGM) type2 is always an option for this purpose. Conditional
forward implied volatility exposures, from one future state to another future state, arise
from this multi-periodicity nature in the payoff’s structure. For instance, prices of forward
starting options would depend on the transition probability distribution of the underlying
between the forward starting point and the future option expiry point. Barrier options
are another example where the payoff functions depend on the underlying states at a few
intermediate or a whole continuum of intermediate temporal points throughout the life of
the contract. Holding positions of such liquid products with forward starting or barrier
features exposes one to forward smile risks, which depends on the transition density from
one future state to another future state. Specifically, if a stochastic volatility model is
2The HJM framework is a general framework to model the joint evolution of instantaneous forward rates
whereas if simple forward rates, e.g., LIBOR rates, are directly modeled, the term BGM is used.
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used, the joint transition densities of both the underlying and the volatility are necessary.
Marginal transition densities are not enough to price and risk manage such products.
1.3 Approaching the Analytical Challenges
Unfortunately, the following three properties of the SABR model prevent one from obtaining
a strictly closed form solution to the evolution equation that the joint transition density
function satisfies. Namely, the nonlinearity from the constant-elasticity-variance (CEV)
type local volatility function, the coupling between the underlying security process and the
lognormal volatility process, and finally the correlation between the two driving Brownian
motions. When a diffusion becomes multi-dimensional and furthermore with the presence
of correlation and coupling effect, only a few results are available for the non-affine class.
We therefore turn to asymptotic methods to approximate the joint transition density.
To put our approach in context, we first briefly discuss earlier approaches to the SABR
model: the singular perturbation, heat kernel asymptotics, and Malliavin calculus. The
singular perturbation method was first applied in Hagan, Kumar, Lesniewski, and Wood-
ward [33] where their keen observation of the total volatility-of-volatility as a scaling pa-
rameter led to a remarkably accurate implied volatility formula for European call options
with clear interpretations of how each of the model parameters in the formula affects the
shape of a smile curve. Other successful applications of perturbation techniques applied
to multiscale stochastic volatility models include [26], [27] and [28]. Further, an important
existence and uniqueness result for implied volatility function was established in Berestycki,
Busca, and Florent [6] for a general class of two factor level-dependent stochastic volatility
models including the SABR and Heston model. A differential geometry approach based on
heat kernel asymptotics on Riemannian manifolds was developed in Henry-Laborde`re [36]
targeting a wider range of stochastic volatility models, including the Heston model and
SABR model with mean-reversion in the volatility process, the λ-SABR model. In partic-
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ular, the λ-SABR model was shown to correspond to the hyperbolic Poincare´ half-plane
whose geodesic distance is known and a formula for the first order asymptotic smile was
explicitly calculated. Hagan, Lesniewski, and Woodward [35] used the geometric approach
and analyzed specifically the original SABR model and obtained the marginal transition
density under various boundary conditions. Bourgade and Croissant [10] applied the heat
kernel asymptotics approach for the same family of generalized SABR models as in Henry-
Laborde`re [36]. In a third approach, Osajima [46] used the Watanabe-Yoshida theory of
the Malliavin calculus and proved the implied volatility formula developed in [33] for the
dynamic version of the SABR model. In [46], a second order asymptotic expansion in terms
of the same total volatility-of-volatility parameter as [33] is characterized for both European
call prices and implied volatilities.
Given the historical development on the subject, our aim is to look for a systematic
approach of calculating explicitly the joint transition density up to arbitrarily high order
expansions with particular focus on two aspects: the tractability of calculations and the
characterization of finite order truncation error. Our method comprises the following steps.
First, we start with the same assumption as Hagan, Kumar, Lesniewski, and Woodward
[33] in that the total volatility-of-volatility for the entire contract horizon is considered as
a small quantity so that it can treated as a perturbation parameter to scale the problem.
Next we apply a coordinate transformation that greatly simplifies our expansion. After
this transformation, in the limit of the total volatility-of-volatility scaling, the SABR gen-
erator converges to the generator of a correlated two dimensional Brownian motion which
admits a bivariate Gaussian transition density. Without scaling, it is not possible to com-
pletely standardize the SABR model due to presence of coupling effect in the dynamics.
Then with this scaling limit result, we seek a perturbation expansion in the solution
of the transformed PDE and obtain a parabolic hierarchy at arbitrary order of scales. By
construction, the leading order solution is a bivariate Gaussian distribution and all other
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higher order expansions are explicitly obtainable through convolutions of the leading order
solution against its spatial derivatives. The tractability stems from the convolution structure
of Gaussian functions against their moments. And the ultimate form of a finite order
expansion at arbitrary order will be of a product of the leading order bivariate Gaussian
distribution multiplied by polynomial functions of state variables. We show by Duhamel’s
principle and Young’s inequality that the expansion series forms a global L1 solution with
finite order truncation error of order εn+1 where ε is the total volatility-of-volatility scaling
parameter and n is the highest order to which the expansion is carried out.
Having looked at the SABR model with free boundary conditions, we then move to
the case with absorbing boundary conditions where we introduce the notion of “survival”
density which is different from that of the credit and default modeling literature. Based on
a closed-form result of the Green function for the boundary-value case, we then employ the
same scaling-transformation-expansion methodology and derive representations of the joint
“survival” density up to the second order. This part is based on a collaborative research
with Nan and Yang [53].
Relating to the earlier work on the subject, our methodology is closest to the singular
perturbation approach in Hagan, Kumar, Lesniewski, and Woodward [33]. In terms of re-
sults obtained, Hagan, Lesniewski and Woodward [35] derived an explicit marginal density
approximation with free boundary condition and discussed in detail its relationship with
solutions for Dirichlet (or absorbing), Neumann (or reflecting), and Robin (or mixed) bound-
ary conditions at zero forward, as well as their impact on the implied volatilities at small
and large strikes. On the other hand, the heat kernel framework of Henry-Laborde`re [36]
is set out to be more general for a wider class of stochastic volatility models. Given the
historical development in [35] and [36] and our motivation of pricing products with forward
starting and barrier features, the scope of this paper is specifically on the joint transition
density with free boundary condition. In particular, results developed in this paper are more
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explicit and easier in terms of calculating higher order terms to refine the approximation.
Further, our results are supplemented by an error bound proof that guarantees the conver-
gence of the proposed expansion. Other work involving the SABR model includes extending
interest rate market models to include SABR-consistent smile features ( [34], [37], [41], [48]),
its moment properties ( [2], [39]), local time for the SABR model [5] and alternatives to the
SABR dynamics [49]. See Gatheral [31] for an overview of volatility surface modeling.
1.4 Forward Notions of Implied Volatilities
After building out theoretical machinery, we then investigate the concept of forward implied
volatility in option prices with a specific application to stochastic volatility and currency
markets. The term “forward implied volatility” or simply “forward vol” is used, broadly, to
refer to future levels of volatility consistent with current market prices of options. The values
of many path-dependent options, including cliquets and barrier options, are commonly
interpreted through levels of volatility implied at some future date and, often, at some
future level of the underlying asset. Similarly, the price of a forward-starting option is
sensitive to the anticipated level of volatility at the forward start date and strike price of
the option.
Forward volatility builds on the notions of spot implied volatility and forward rates, but
with important differences. Spot implied volatility is unambiguous, in the sense that, given
all other contract terms and market parameters, there is precisely one value of volatility at
which the Black-Scholes formula will match a finite, strictly positive price observed in the
market. In a term structure setting, bond prices at any two maturities completely determine
the forward rate between those maturities through a static arbitrage argument without any
assumptions on the evolution of interest rates.
But forward vol is not uniquely determined by the absence of arbitrage and the market
prices of standard calls and puts at a finite set of maturities. This is a special case of the
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fundamental ill-posedness of the derivatives valuation problem: calls and puts determine,
at best, the marginal distribution of the underlying asset at fixed dates, but pinning down a
specific model requires the joint distribution across multiple dates. Resolving the ambiguity
requires additional information or assumptions. For example, in fitting a volatility surface
based on Dupire [18], practitioners often add smoothness constraints to select a calibration.
The main alternative is to posit a model for the dynamics of the underlying asset, and this
is the approach we follow. Once calibrated to standard European options at two or more
maturities, the model implies a value of forward volatility at all but the last maturity, for
each level of the model’s state variables. Thus, a forward implied volatility is implied by a
combination of market prices and model choice.
The SABR model is widely used to fit slices of the volatility surface, particularly for
currency and interest rate options, so it is natural to extend this application to extract
forward volatilities. Our approach is made feasible by the asymptotic expansion derived in
3 for the bivariate transition density of the underlying and its stochastic volatility in the
SABR model. The original expansion of Hagan et al. [33] provides highly accurate implied
volatilities at a single maturity; but calibration to multiple maturities and the calculation
of forward volatilities requires the joint transition density of the two state variables ana-
lyzed in Wu [52]. Henry-Laborde`re [36] and Hagan, Lesniewski, and Woodward [34] also
derived approximations to the bivariate transition density, but these are less amenable to
the computations we undertake here.
Before focusing on the SABR model, we examine alternative notions of forward implied
volatility in the presence of stochastic volatility. Alternative notions differ, for example,
in the information on which they condition. Passing from a forward implied volatility at
a given level of the underlying and its stochastic volatility to one conditioned only on the
underlying requires integrating over the conditional distribution of the stochastic volatility.
We also examine various ways of taking expectations of future levels of implied volatility
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as measures of forward volatility. This discussion clarifies alternative interpretations of
“forward vol” which is often used loosely in practice. The calculations required for the
alternative interpretations are, here again, made possible in the SABR setting by the results
in Wu [52].
1.5 Information Content of Forward Vols
Having defined and calculated notions of forward volatility, we test our approach on market
data and examine whether forward vol has predictive power in forecasting future levels of
implied volatility. We use data from August 2001 to June 2009, provided by a major deriva-
tives dealer, on over-the-counter currency options on the euro-dollar, sterling-dollar, and
dollar-yen exchange rates. The data is in the form of constant-maturity quotes. From quotes
on 6-month options and 9-month options, for example, we calculate 3-month volatilities, six
months forward. We then compare these with spot implied volatilities observed six months
later. As one benchmark, we use the current level of implied volatility to forecast future
volatility. Another benchmark is provided by a “model-free” forward volatility associated
with a deterministic but time-varying volatility function. We compare in-sample forecasts
and out-of-sample forecasts using rolling regressions. For both, we find that model-based
forward vol outperforms the benchmarks.
There is no simple theoretical link between forward volatility and future volatility. For-
ward volatility depends only on a model’s dynamics under a pricing measure, whereas the
evolution of implied volatility depends on the dynamics under both the pricing measure
and the empirical measure. A link between the two requires, at a minimum, a model that
describes dynamics under both measures. One would then expect that the relationship
between forward vol and expected future vol involves a risk premium and a convexity cor-
rection, as is usually the case when a forward value is used to predict a future value. We
therefore do not suggest that forward volatility should be an unbiased predictor of future
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implied volatility, even in theory. Nevertheless, the fact that the forward vols we calculate
enhance the ability to predict future vols lends support and adds value to the approach we
take. It also confirms the view that market prices of options at different maturities contain
information relevant to predicting future option prices. More details on modeling implied
volatility in general can be found in Gatheral’s book [31]. Specific examples of dynamic
volatility models can be found in Scho¨nbucher [50], Cont and Da Fonseca [16], Buehler [11],
Carr and Wu [14], Schweizer and Wissel [51], Carmona and Nadtochiy [13], Gatheral [32],
and Bergomi’s series of papers on “smile dynamics” [7]– [8].
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Chapter 2
The SABR Model
We first review the SABR model with constant model parameters. We then introduce the
joint transition density of the SABR diffusion and the Kolmogorov equation pair (forward
and backward) that it satisfies. Finally we show why it is mathematically difficult to obtain
a strictly closed-form solutions of the densities.
2.1 Joint Transition Density
The SABR model specifies the joint risk neutral dynamics of a security’s forward price and
a volatility process on a measurable space (Ω,F) equipped with the T -forward martingale
measureQT [43] and a filtration {Ft, t > 0} generated by the σ-algebras of the two T -forward






, 0 6 s 6 t
)
.









dW 1t , Fˆ0 > 0, β ∈ [0, 1]
dαˆt = ναˆtdW
2





t ] = ρdt, ρ ∈ (−1, 1)
(2.1)
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where Fˆt is the T -forward price of the considered security with risk-free zero coupon bond
as the nume´raire. The volatility function is of the form αˆtFˆt
β
with Fˆ βt corresponding to





Brownian motions under the measure QT.
To study the SABR dynamics, we first construct its infinitesimal generator and then
solve for the joint transition probability density from its associated Kolmogorov equation.
To fix notation, we take horizon T as the contract exercise date and call t the current time
such that 0 < t < T . We call f and α backward variables which denote the state values of
Fˆt and αˆt. Accordingly, T is the future time and F and A are forward variables denoting the
state values of FˆT and αˆT . The forward Kolmogorov equation (FKE) evolves with respect
to f, α and the backward Kolmogorov equation (BKE) with respect to F,A.
Assuming the existence of a transition density function for the conditional probability
measure to (2.1), we have them relating to each other in the following sense:
P
(
F < FˆT 6 F + dF,A < αˆT 6 A+ dA | Fˆt = f, αˆt = α
)
= p (t, f, α;T, F,A) dF dA
and p (t, f, α;T, F,A) denotes the associated joint transition density. The SABR dynamics
are time homogeneous, so the joint transition density depends on T and t only through their
difference which we denote by s := T − t. We thereafter write the joint transition density
as p (s, f, α;F,A).
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2.2 Kolmogorov Equation Pair























with its drift vector, diffusion matrix and correlation matrix between two Brownian motions























For a general multidimensional diffusion process driven by correlated Brownian motions,
the infinitesimal generator A and its adjoint operator A∗ relate to each other through an
inner product such that for any function pair f, g ∈ C2(R2) that vanishes at ±∞, we have
〈Af, g〉 = 〈f,A∗g〉. In the case of two dimensional correlated diffusion, the actions of A
and A∗ on the joint transition density p(t, f, α;T, F,A) take the form:
[Ap(t, f, α; ·)] (f, α) = Λ(f, α) · ∇p(t, f, α; ·) + 1
2















[A∗p(·;T, F,A)] (F,A) = −∇ · p(·;T, F,A)Λ(F,A) + 1
2














with ∇,H,Tr denoting the gradient vector, Hessian matrix and trace operator for a sym-
metric matrix, and ·,× denoting operator products for vectors and matrices. Further the
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diffusion coefficients a(f, α), b(f, α), c(f, α) and a(F,A), b(F,A), c(F,A) are calculated as:
a(f, α) = f2βα2, b(f, α) = ρνfβα2, c(f, α) = ν2α2
a(F,A) = F 2βA2, b(F,A) = ρνF βA2, c(F,A) = ν2A2
Associated with A∗ and A respectively, the forward and backward Kolmogorov equation






p(·;T, F,A) = 0, T > t, starting at lim
T→t





p(t, f, α; ·) = 0, t < T, terminating at lim
t→T
p(t, f, α; ·) = δ(f − F )δ(α −A)
and the equation we will analyze onwards for p(t, f, α;T, F,A) is with respect to the back-




















p(s, f, α;F,A) = 0, s ∈ (0, T ]
p(s, f, α;F,A) = δ(f − F )δ(α −A), s = 0
(2.2)
When time to maturity T − t shrinks to zero, backward variables (f, α) coincide with
forward variables (F,A). This is the terminal condition at t = T before the change of
variable s = T − t and the initial condition at s = 0 for (2.2) and it is represented by a two
dimensional delta function, the point measure on a plane.
It is important to point out that although p(s, f, α;F,A) is a function of both f, α and
F,A, it is a probability density only in the forward variables F,A with backward variables
f, α fixed. The solution to the BKE as a function of f, α with F,A fixed is not in general
a probability function. This is in particular true for the BKE associated with the SABR
model as one can check that A is not self-adjoint.
Equation (2.2) is a linear second order partial differential equation of parabolic type in
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non-divergence form with coordinate-dependent coefficients. A set of sufficient conditions
for the existence of a unique fundamental solution to (2.2) are boundedness, uniform ellip-
ticity and Ho¨lder continuity in the diffusion coefficient functions a(f, α), b(f, α), c(f, α), see
page 3 in book Friedman [29]. Unfortunately, the coefficients of (2.2) are neither bounded
nor uniformly elliptic, as is very often the case with PDEs arising from diffusion process-
es. Nor do they satisfy relaxations of these conditions as in Aronson and Besala [3] and
Chen [15]. To the best of our knowledge, equation (2.2) falls outside known regularity
conditions for existence and uniqueness of a fundamental solution. We will therefore pro-
ceed on the assumption, standard in the mathematical finance literature, that the model
admits a transition density satisfying the BKE. In subsequent sections, the equations we
derive through scaling and transformation of (2.2) inherit the solvability properties of (2.2)
without further assumptions.
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2.3 Standarization vs. Decoupling
The reason that we could not simply find a particular set of change of variables such that
A can be transformed into a standard Laplacian and why instead we need a scaling first is
because neither a standardization transform nor a decoupling transform is possible for the
original SABR process. The analysis is detailed below. The best alternative is then our
notion of near-Gaussian transformation which comes at the next subsection.
In the following, we make precise the difference between the notion of “standardization”
and “decoupling” for general multidimensional diffusion process driven by Brownian motion
and use only Ito¯’s lemma to show why the two dimensional SABR process can neither be
standardized or decoupled.
Standardization vs. Decoupling Consider a driftless vector process X1t , . . . ,X
n
t driven
by n dimensional Brownian motion W 1t , . . . ,W
n
t with each of the component process given
in terms of an SDE as:
dXit = fi(X
i




t , i = 1, 2, . . . , n
can we find a set of change of variables ψi(X
1
t , . . . ,X
n
t ) for every component i such that the
resulting process Y it := ψi(X
1
t , . . . ,X
n
t ) has constant diffusion coefficient
dY it = µ





t , i = 1, . . . , n
where {cij}nj=1 are real-valued constants and µi(t, Y it ) is the resulting drift term from the
transform ψi(X
1
t , . . . ,X
n
t ). We call this operator a transformation to near Gaussian in the
sense that with this set of change of variables, if they exist and further are invertible, the
original process is transformed into one that is composed of linear combination of the driving
Brownian motions. The term “near” is to emphasis the fact that the resulting drift term
may be non-trivial.
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There are subtle differences between “standardization” and “decoupling”. More impor-
tantly, the SABR process cannot be either standardized or decoupled which we will see







while a strict “decoupling” means we would like Y it to be only function of W
i
t , i.e.:
dY it = µi(t, Y
i





The term “decoupling” emphasizes the fact that individual component process, after change
of variables, does not enter into other dimensions while “standardization” emphasizes that
the resulting component process is a linear combination of Brownian motions. However, as
we will see later, neither of the above transformation can be obtained for the SABR process,
which then motivates us to see a weaker form of transformation as in our notion of “near
Gaussian deformation”.
If both standardization and decoupling can be achieved for the two dimensional coupled





t ; dαˆt = ναˆtdW
2
t , Fˆ0, αˆ0, ν > 0
then the change of variables φ(Fˆt, αˆt) and ψ(Fˆt, αˆt) that we are seeking will result in the
processes Ut := φ(Fˆt, αˆt) and Vt := ψ(Fˆt, αˆt) of the form:
dUt = cudW
1
t ; dVt = cvdW
2
t , cu, cv ∈ R
To answer the question of whether invertible functions φ(·), ψ(·) exist or not and further,
if they exist, what is their explicit form, we use Itoˆ’s Lemma to derive a system of equations
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that φ(·) and ψ(·) should satisfy.





















































where a(Fˆt, αˆt), b(Fˆt, αˆt), c(Fˆt, αˆt) are entries of diffusion matrix of original SABR process
as given by:








t , c(Fˆt, αˆt) = ν
2αˆ2t

































To transform Fˆt, αˆt into Ut, Vt requires that φ(·), ψ(·) satisfy (written as functions for


































If the above six equality constraints are satisfied simultaneously, we will have Fˆt, αˆt
transformed into Ut, Vt. However, we will see in the following this is not possible.
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Transformation of αˆt From νy
∂ψ
∂y = cv , we have the general form of solution to





where Cψ is a arbitrary constant and g(x) is a arbitrary function of x only. We then have
∂ψ
∂x = Cψg
′(x). Now consider yxβ ∂ψ∂x = 0, then following equality need to be valid for all
x, y :
yxβCψg
′(x) = 0, ∀ x, y




ln y + C ′ψ











will not be valid if cv is nonzero. This means it is not possible to find a change of variable
ψ(.) such that the component process αˆt can be “standardized” into W
2
t . There will be a
nonzero drift term after the change of variable ψ(Fˆt, αˆt) =
cv
ν lnαt + C
′
ψ. Hence, we could
only arrive at
dUt = µ(t, Ut)dt+ cvdW
2
t
Transformation of Fˆt From yx
β ∂φ







where Cφ is a arbitrary constant and f(y) is a arbitrary function of y only. Plugging it into
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= 0, ∀ x, y
thus, we need
f ′(y) ≡ 0 and cu ≡ 0
This means it is not possible to find a change of variable φ(Fˆt, αˆt) to “decouple” the com-













cannot be satisfied simultaneously. The best we will be able to do is to “standardize” the
coefficient in front of dW 1t and the resulting Vt will be:
dVt = µ(t, Ut, Vt)dt+ cudW
1
t + σ(t, Ut, Vt)dW
2
t
There will be nonzero drift term µ(.) and nonzero diffusion coefficientσ(.) for dW 2t . Not
only we can not decouple Fˆt, but also we can not completely standardize it.
Based on the above analysis, our choice is the following that we seek change of variables
φ(.), ψ(.) such that the resulting process Ut has constant diffusion coefficient in W
1
t and Vt
has constant diffusion coefficient in W 2t . As the resulting process Ut, Vt is either strictly
standardized nor decoupled with this choice, we will show in the following that only in
the limit of ε ↓ we will have a standardized process which is a bivariate Brownian motion.
Precisely, we will show that transition probability density function p˜ε(τ, x, y) of scaled SABR
process Fˆ ετ , αˆ
ε
τ converges to a bivariate normal distribution as ε ↓ 0 and further Fˆ ετ , αˆετ
converges in distribution to a bivariate Brownian motion.
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Chapter 3
Free Boundary Solutions
The free boundary problem of the SABR diffusion refers to the case where no boundary
condition is imposed at zero. In terms of the joint transition density of the process, we
solve the backward Kolmogorov equation without imposing boundary conditions, the free
boundary case.
Due to the difficulty that there exits no strict closed-form analytical solutions, we design
a three step “surgery”, namely scaling-transformation-expansion, to transform the original
equation from one whose solutions span a wide range of distributions depending on model
parameters to one whose solutions are “essentially” Gaussian as long as those parameters
are reasonably bounded. It is only through this way that expansion theory can be applied
successfully in order to obtain accurate and yet analytical solutions.
3.1 Total Volatility-of-Volatility Scaling
The difficulty of applying typical solution construction methods to equation (2.2) stems
from two aspects: the arbitrarily non-integer-valued CEV component β and complex-valued
characteristic curves due to the presence of the correlation parameter ρ. The spatial part
of equation (2.2) is always elliptic for the range of SABR parameters except at ρ = ±1,
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[ac − b2](f, α) = ν2α4f2β(1 − ρ2) > 0, ∀f > 0, α > 0, ν > 0. Thus the two characteristic
ODEs for the parabolic operator in (2.2) have complex-valued solutions. Seeking a closed-
form representation of the solution to (2.2) with real value operations faces limited options,
and very likely the only option is a series representation.
The asymptotic expansion method is based on the fact that in a wide range of market
scenarios, the total volatility-of-volatility ν2T is not very large and can be considered as a
small quantity [33]. This complies with the spirit of the original SABR methods. It then
can be treat as a perturbation parameter ε :=
√
ν2T assuming ε ≪ 1. We take this as the
starting point of our power series expansion analysis.




x(f, α) := f
y(f, α) := α/ν
(3.1)
in which we further denote x(F,A), y(F,A) by X,Y , which is F,A/ν. Applying (3.1) to
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p(τT, x, νy;X, νY ) = 0, τ ∈ (0, 1]
p(τT, x, νy;X, νY ) =
1
ν
δ(x−X)δ(y − Y ), τ = 0
(3.3)
Define a new quantity p˜ε(τ, x, y;X,Y ) as:
p˜ε(τ, x, y;X,Y ) , νp (τT, x, νy;X, νY ) (3.4)




















p˜ε(τ, x, y;X,Y ) = 0, τ ∈ (0, 1]
p˜ε(τ, x, y;X,Y ) = δ(x−X)δ(y − Y ), τ = 0
(3.5)
The quantity p˜ε(τ, x, y;X,Y ) satisfying (3.5) is the transition density function of the















dW˜ 1t , Xˆ
ε
0 = Fˆ0





























aε(x, y) = ε
2x2βy2, bε(x, y) = ε
2ρxβy2, cε(x, y) = ε
2y2
The family L˜εx,y is of Laplacian1 type with correlation and coordinate-dependent coef-
1The Laplace operator or Laplacian is a differential operator given by the divergence of the gradient of
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ficients. The subscript (x, y) indicates that it acts on the spatial coordinates (x, y) and
the supscript ε indicates it is considered as an operator parameterized by ε. According-









p˜ε(τ, x, y;X,Y ) = 0, 0 < τ 6 1
p˜ε(τ, x, y;X,Y ) = δ(x−X) δ(y − Y ), τ = 0
(3.7)
a function on Euclidean space.
CHAPTER 3. FREE BOUNDARY SOLUTIONS 25
3.2 Near-Gaussian Transformation
Having introduced the scaling parameter ε, we then define a point-wise coordinate transfor-
mation which we call the near-Gaussian transformation, and we will show that under this
coordinate change, the resulting generator converges to that of a two-dimensional correlated
Brownian motion as ε ↓ 0. The corresponding transition density at this limit is a bivariate
Gaussian function around which we will seek a power series expansion assuming the scale
parameter ε is small.
Theorem I Let x, y,X, Y be the scaled coordinates in (3.1). Define the following
point-wise transformation from coordinate (x, y) to a new coordinate (u, v) as:
















ln y − lnY
ε
(3.8)
and denote (φ(X,Y ), ψ(X,Y )) by (U, V ) which becomes a constant vector (0, 0). Let pˆε(τ, u, v;U, V )
denote the transition density in the new coordinates, shortened as pˆε(τ, u, v). Then pˆε(τ, u, v)
converges a.e. for τ, u, v and in L1 with respect to u, v for each τ to a bivariate Gaussian
function pˆ0(τ, u, v):






2 − 2ρuv + v2
2τ (1− ρ2)
)
as ε ↓ 0
Proof. To show the statement in Theorem I requires proofs of the following three
parts. First we calculate explicitly the solution to equation (3.7) after applying (3.8) at the
limit ε = 0. Then we show that the sequence of scaled solutions indexed by ε converges to
the limit as ε ↓ 0 using the semigroup property and further show the sequence is bounded
above by an integrable function, thus concluding the convergence.
First we verify the inverse map x(u, v), y(u, v) exists, i.e., it is locally invertible. In
fact, for ε > 0, x > 0, y > 0, the inverse map of (3.8) admits a Jacobian with non-zero
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determinant:








Therefore the inverse map of (3.8) is one-to-one and explicitly given by:


x(u, v) = [ε(1 − β)uY eεv +X1−β] 11−β
y(u, v) = Y eεv
(3.9)
Let us denote by Lˆεu,v the resulting operator of L˜εx,y upon applying (3.8). Through the






























































































































































































[lε(u, v) ∂uu + 2mε(u, v)∂uv + nε(u, v)∂vv + jε(u, v)∂u + kε(u, v)∂v ]





































































































p˜ε(τ, x(u, v), y(u, v);X,Y ) = 0, 0 < τ 6 1
p˜ε(τ, x(u, v), y(u, v);X,Y ) =
1
ε2XβY 2
δ(u)δ(v), τ = 0
(3.10)
with (x(u, v), y(u, v)) given by (3.9).
Next define a new quantity pˆε(τ, u, v;U, V ) as:
pˆε(τ, u, v;U, V ) , ε
2XβY 2p˜ε(τ, x(u, v), y(u, v);X,Y ) (3.11)
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pˆε(τ, u, v;U, V ) = 0, 0 < τ 6 1
pˆε(τ, u, v;U, V ) = δ(u)δ(v), τ = 0
(3.12)







1− 2ρuε+ ε2u2) ∂2
∂u2





















ε(1− β)uY eεν +X1−β
(3.13)
We will shorten pˆε(τ, u, v;U, V ) as pˆε(τ, u, v) from now on.













with pˆ0(τ, u, v) denoting the solution to the corresponding limiting equation of (3.12). Then
















(τ, u, v) = 0, τ ∈ (0, 1]
pˆ0(τ, u, v) = δ(u)δ(v), τ = 0
and is explicitly given by:







2 − 2ρuv + v2
2τ (1− ρ2)
)
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The associated semigroup sequence T ετ defined via p˜ε(τ, u, v) as
(T ετ f)(u, v) ,
∫
f(u, v)pˆε(τ, u, v;u
′, v′)du′dv′ ∈ Cb,∀f ∈ Cb
is a strong continuous contraction semigroup. Then ∀f ∈ C2b (R2+),
(T ετ f)→ (Tτf) on C2b (R2+) as ε→ 0
which implies the convergence of the kernel Ethier and Kurtz [22]:
pˆε(τ, u, v)→ pˆ0(τ, u, v) a.e. as ε→ 0
Further at each fixed ε, there exists a constant K > 0 such that for all ξ = (ξ1, ξ2) ∈ R2
and all (u, v) ∈ R2, we have:
aε(u, v)ξ
2
1 + 2bε(u, v)ξ1ξ2 + cε(u, v)ξ
2
2
≤ (1− ερu+ ε2u2)ξ21 + (ρ− εu)(ξ21 + ξ22) + ξ22
≤ K(1 + u2 + v2)(ξ21 + ξ22)
then each pˆε(τ, u, v) is bounded above by Gaussian kernel [23–25] which is clearly integrable:








for some constant CK depending only on K. Thus not only pˆε → pˆ0 as ε ↓ 0 but also
the sequence pˆε is bounded by an integrable function for all ε. Taking (u, v) as a continuity
point, Lebesgue Dominated Convergence Theorem then concludes the convergence. 2
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3.3 Power Series Expansion
With the total volatility-of-volatility scaling and near-Gaussian transformation established,









pˆε(τ, u, v) = 0, 0 < τ 6 1







1− 2ρuε+ ε2u2) ∂2
∂u2





















ε(1− β)uY eεv +X1−β
(3.14)
and so far everything is exact and no approximation is made. To prepare for a power series







[(β − 1)X2(β−1)Y 2]u+ [Xβ−1Y ]v
]
ε+O(ε2)
With the limiting solution pˆ0(τ, u, v) established in Theorem I, we will show that the
following proposed power series representation of pˆε(τ, u, v) converges in the sense that the
finite partial sum of this expansion is a global L1 solution to (3.14) with xβ−1y expanded the
second order of ε. By a global L1 solution, we mean that the infinite power series expansion
has bounded L1 norm for every τ ∈ (0, 1).
Pluging the following expansion ansatz:
pˆε = pˆ0 + εpˆ1 + ε
2pˆ2 + . . .+ ε
npˆn + . . . (3.15)
into (3.14) for positive integer n ≥ 1, and equating like orders of ε for both the equation
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pˆ1(τ, u, v) =
1
2







pˆ2(τ, u, v) =
1
2








pˆn(τ, u, v) =
1
2
[L1εpˆn−1 + L2εpˆn−2] (τ, u, v); pˆn(0, u, v) = 0
...
(3.16)








































We call pˆ0(τ, u, v) the leading order expansion to pˆε and it is the solution to the first
equation in the hierarchy (3.16). pˆ1(τ, u, v) is called the first order expansion which solves
the second equation in (3.16) and is explicitly obtainable by applying Duhamel’s principle2
once pˆ0(τ, u, v) is obtained. Similarly pˆ2(τ, u, v) is the second order expansion which solves
the third equation in (3.16) once pˆ1 and pˆ0 are obtained. Progressively, the expansion
hierarchy in (3.16) up to finite order n can be obtained explicitly.
Let us denote the partial sum truncated at the nth order expansion by:
pˆnε = pˆ0 + εpˆ1 . . .+ ε
npˆn, for n ≥ 1 (3.18)
2The fact that we can write the solution of the inhomogeneous PDE in terms of the solution of the Cauchy
problem for the homogeneous PDE is called Duhamel’s princeple.
CHAPTER 3. FREE BOUNDARY SOLUTIONS 32




to make precise the expansion
and convergence:


















(0, 1) × R2):
















if it is differentiable once in τ and twice in u, v and further it has finite L1 norm in the
spatial variables u, v on R2 and finite L2 norm in the temporal variable τ on interval (0, 1).
We then have the following result.
Theorem II Let pˆε : (0, 1) × R2 7→ R be a C1,2 function that solves (3.14). Let
pˆi : (0, 1) × R2 7→ R, i = 1, . . . , n be a hierarchy of C1,2 functions that solves the equation
hierarchy in (3.16) and let pˆnε be the partial sum of pˆi defined in (3.18). Then there exists
a constant C > 0, independent of ε, such that, ∀ε > 0
‖ pˆε(τ, u, v) − pˆnε (τ, u, v) ‖L2τ ((0,1))×L1u,v(R2)6 Cεn+1 (3.19)
Proof. The proof consists of the following three steps. The first step is to find an
integral representation for the truncation error after nth order expansion. We denote the
truncation error as:
ξnε := pˆε − pˆnε
This requires an evolution equation that ξnε satisfies and it is obtained by summing up the
expansion hierarchy. Then by Duhamel’s principle, we will show that we can represent the
solution to the error equation as a convolution of a correlated bivariate Gaussian kernel
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with source terms that involves only the nth and (n− 1)th order expansion.
In the next step, we observe that for expansion at any given order n other than the
leading order, the corresponding equation in hierarchy (3.16) involves the source operators
L1ε,L2ε (3.17) which are differentiations of expansions at order n− 1 and n− 2. Specifically,
the lowest order effect of the source operator acting on the fundamental solution of hierarchy
(18) will be multiplication by spatial polynomials umvn and temporal polynomials τ−l. All
(m,n, l) are positive integers.
Finally, through Young’s inequality, we are able to obtain L1 control for the spatial
convolution as both of the kernel as functions in the spatial domain are of Gaussian and/or
Gaussian moments type and hence Lp for p ≥ 1. For the temporal integration, the kernel
as a function in the temporal variable does not have enough decay within the subinterval
of (0,1) and in fact one of them is only Lp for p ≥ 2, hence we obtain L2 control for the
temporal integration.
Step I - Equation for ξnε
Recalling that we have an expansion ansatz as in (3.15), let us formally complete the
expansion as:
pˆε = pˆ0 + εpˆ1 + ε








with ξnε denoting the truncation error after the expansion to the n
th order. Plugging (3.20)
into (3.16) and with some algebra, we find all the “lower-order” terms in the subtraction












[L1εpˆn + L2εpˆn−1 + εL2ε pˆn] (τ, u, v), ξnε (0, u, v) = 0
(3.21)
The solution to the error equation will then be established in the following proposition
as a direct consequence of applying Duhamel’s principle to (3.21) for an inhomogeneous
evolution equation with [∂τ − 12L0ε] as the evolution operator. And indeed, the full equation
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hierarchy shares the same left hand side as [∂τ − 12L0ε] and the solution structure of the
truncation error will be similar to that of the expansions.
















pˆε(τ, u, v) = f(τ, u, v), τ > 0
pˆε(τ, u, v) = g(u, v), τ = 0
(3.22)
the solution to (3.22) is represented via that of the homogeneous problem through the initial
condition g(τ, u, v) and the source terms f(τ, u, v) as:
pˆε(τ, u, v) =
∫
R2






G(τ − s, u− u′, v − v′)f(s, u′, v′) du′dv′ds
(3.23)

















G(τ, u, v) = 0, τ > 0
G(τ, u, v) = δ(u)δ(v), τ = 0
and is given by:











Proof. Equation (3.23) is simply Duhamel’s principle and (3.24) follows from recog-
nizing the equation as the generator for two-dimensional Brownian motion with correlation
ρ.
Equation (3.24) is the bivariate Gaussian limit that we saw in Theorem I as the limiting
density function to a correlated bivariate Brownian motion. With Proposition I, the solution
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to the error equation (3.21) is given by:








G(τ − s, u− x, v − y) [L1εpn + L2εpn−1 + εL2εpn] (s, x, y)dxdyds (3.25)









G(τ − s, u− x, v − y) [L1εp1 + L2εp0 + εL2εp1] (s, x, y)dxdyds
Thus we have successfully obtained an equation for the truncation error and observe it is
of order εn+1 from the coefficients in (3.25). What remains is to show that the integral in
(3.25), aside from the coefficient εn+1, is bounded.
Step II - Effect of Source Operator on the Green’s Function
To control the size of the integral in (3.25), we need an analysis of the effect of the source
operator L1ε and L2ε on the expansions, precisely at order n and n − 1. In fact L1ε,L2ε are
differentiations in the spatial variables whose effect can be characterized as multiplication
by a polynomial function in the state variables τ, u, v. The complication in our case is the
fact that G(τ, u, v) is of Gaussian type only in u, v, but not in τ ; further it is bivariate with
correlation.
For now let us first write down explicitly the solution representation to the expansion
hierarchy up to order n in (3.16). Invoking (3.23) in Proposition I and identifying individu-
ally the initial condition and the source term at different expansion order, the solutions to
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the hierarchy up to order n in (3.16) can be represented by:
pˆ0(τ, u, v) = G(τ, u, v); for n = 0











(s, x, y)dxdyds; for n = 1














(s, x, y)dxdyds; for n = 1
...





G(τ − s, u− x, v − y)1
2
[L1εpˆn−1 + L2εpˆn−2] (s, x, y)dxdyds; for n ≥ 2
(3.26)
To shorten notation, we use “⊛” to represent this specific form of integral where con-
volution in the spatial variables u, v is defined for the full domain while in the temporal
variable τ it is a partial convolution on an interval:





f(τ − s, u− x, v − y)G(s, x, y)dxdyds
Then (3.26) in this simplified notation becomes:
pˆ0(τ, u, v) = G; for n = 0






; for n = 1


















pn(τ, u, v) = G⊛
1
2
[L1εpn−1 + L2εpn−2] for n ≥ 2
with the solution to the hierarchy written down, we can now examine the effect of the two
source operators L1ε,L2ε in (3.17) on pn(τ, u, v) where G is given by (3.24).
On explicit calculation, we see the exact form of the first order derivative ∂uG, ∂vG and
the second order derivative ∂uuG, ∂uvG. They are the four core components of the effect of
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2 − 2ρuv + v2
2τ (1− ρ2)
)
Without losing generality, we observe that the leading order effect of the Gaussian
moments ∂
m+n
∂mu∂nvG(τ, u, v) is of the same order as u
m+nG(τ, u, v) in the spatial variable u
and 1
τm+n
G(τ, u, v) in the temporal variable τ :
∂m+n
∂mu∂nv




where (m,n) are positive integers and by ∼ we mean the leading order effect of the source
operator. As we see, ∂uG is of the same order as u exp
(−u2) in u up to a constant,




because τ ∈ (0, 1). Further ∂2uuG and ∂2uvG are of the same order as u2 exp
(−u2) in u and
1
τ3 exp
(− 1τ ) in τ . More generally, when ∂m+n∂mu∂nv acts on G(τ, u, v), the result is of the form
f(u, v, τ)G where f is a polynomial function which of the same order as um+n and vm+n in
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u, v and 1τm+n in the τ .
If we can control the size of the quantity ∂
m+n
∂mu∂nv ⊛G which is of the mixed convolution
type, then the size of expansion pnε (τ, u, v) can be bounded as it consists of a finite number
of terms which are equal or smaller than the above quantity. The same argument applies
to pn−1ε (τ, u, v).
Step III - Convolution Control
Pertaining the analysis in step II, we next seek control for the following quantity:












(s, x, y)dxdyds (3.27)
and claim the following.
Proposition II ‖ I ‖L2τ ((0,1))L1uv(R2)< +∞
Proof. Recall the classical Young’s Inequality states the following. Let f ∈ Lp and
g ∈ Lq, then the convolution
















and 0 6 p, q, r 6 +∞
The first observation is that (3.27) is an integral of convolution type. More specifically
with G of two dimensional Gaussian form in mind, the integration in the spatial variables
x and y, omitting non-variable dependent coefficients, is a full two dimensional convolution
on R2: [
exp
(− (x2 − 2ρxy + y2))] ∗ [xm+n exp (− (x2 − 2ρxy + y2))] (3.28)
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In contrast, the integration in the temporal variable s is of the form of a partial convolution



















Here ” ∗ ” stands for the standard convolution on the full domain.
The second observation is that (3.28) and (3.29) as functions of space and as functions of
time converge in different spaces. In fact, the following quantities, exp
(− (x2 − 2ρxy + y2))
and xm+n exp
(− (x2 − 2ρxy + y2)) have finite Lp(R2) norm for p ≥ 1 since they are Gaus-
sian and Gaussian moments while for t−1 exp (−t−1) and t−(l+1) exp (−t−1) we do not have
such a unform result on the whole temporal domain R+. Indeed t
−1 exp (−t−1) is not
L1(R+) as the integration doesn’t converge on the half open interval R+, its L
p(R2) norm is
finite only for p ≥ 2. Here we will stay with an L2 argument as our purpose in the section is
to show boundedness rather than obtain an explicit solution. The case for t−(l+1) exp (−t−1)
is nicer, it is always a Lp function for p ≥ 1 and even for the half open real line R+ since l+1
is always larger than 1 due to the source effect and the Lp integration converges uniformly
for p ≥ 1.
Therefore both G and (u, v)m+nG are L1 in R2. By Young’s inequality with p = 1, q = 1,
we have r = 1 for:
‖ G(τ − s, u, v) ∗ (u)m+nG(s, u, v) ‖L1(R2)
≤‖ G(τ − s, u, v) ‖L1(R2) · ‖ um+nG(s, u, v) ‖L1(R2)
≤ C1





















where C1, C2, C3, C4, C5 are constants chosen to ensure the inequalities follows and they are
all bounded below from zero.
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Then as t−(l+1) exp
(−t−1) is uniformly bounded in Lp for p ≥ 1 and t−1 exp (−t−1) is


























































≤ C6 · C7 · C8
Again C6, C7, C8 are constants bounded away from zero.
Hence,
‖ I ‖L2τ ((0,1))×L1uv(R2)≤ C6 · C7 · C8 < +∞
2
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3.4 Joint Density Formulas
Having proved the convergence of the expansion, we will calculate explicit expansion for-
mulas up to the second order and illustrate the accuracy by numerical examples.
3.4.1 Leading Order
Recall the solution to the leading order problem is given by a bivariate normal distribution:












Then the first order system solves the following inhomogeneous problem with source term










pˆ1(τ, u, v) =
1
2











pˆ1(0, u, v) = 0
By Duhamel representation, we have pˆ1(τ, u, v) as







[L1εpˆ0] (s, x, y)G(τ − s, u− x, v − y)dxdyds (3.31)








(τ, u, v) = f10(τ, u, v)G(τ, u, v), with
f10(τ, u, v) =
[
−(2ρ+ βX
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Then pˆ1(τ, u, v) is obtained as:







[f10G] (s, x, y)G(τ − s, u− x, v − y)dxdyds
= C1
[












a11(u, v) = −βXβ−1Y (u− ρv)
a10(u, v) = uv(u− ρv)
(3.33)
Finally,













In the second order expansion, the inhomogeneous problem will have two source terms










pˆ2(τ, u, v) =
1
2

























pˆ2(0, u, v) = 0

















(τ, u, v) = f11(τ, u, v)G(τ, u, v)
where
f11(τ, u, v) =
(a− 2ρ)(a− ρ)




2u4v2 − 4u3v3ρ+ 2u2v4ρ2




−2u4 − 3au3v + 7u3vρ− 3uv3ρ(−1 + aρ) + u2v2 (−5 + 6aρ− 3ρ2)




v2(a− ρ)ρ(−2 + aρ) + u2 (5 + a2 − 3aρ− 3ρ2)+ uv (5a− 2 (4 + a2) ρ+ aρ2 + 4ρ3)






(τ, u, v) = f20(τ, u, v)G(τ, u, v)
where




2 (−1 + ρ2)2 +
1
τ
(1 + b)u2 + cv2ρ− uv(c+ bρ)
2 (−1 + ρ2)
Then pˆ2(τ, u, v) is obtained as:







[f11G+ f20G] (s, x, y)G(τ − s, u− x, v − y)dxdyds
= C2
[
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8− 3a2 − 6b)+ (12a) ρ+ (−28 + 3a2 + 12b) ρ2 + (−12a) ρ3 + (20− 6b) ρ4
a22(u, v) = u
2
[
3a2 − 12aρ+ 2(5 + ρ2 + 3b(−1 + ρ2))]
− 2uv [−3(a+ c) + (10 + 3a2 − 3b) ρ+ 3(−3a+ c)ρ2 + (2 + 3b)ρ3]
+ v2
[−2 + (2 + 3(a− 2ρ)2) ρ2 + 6cρ (−1 + ρ2)]
a21(u, v) = u
4 + ρ2v4 + 2 [−3a+ 4ρ]u3v + 2 [ρ2(−3a+ 4ρ)] uv3 + 2 [−2 + 6aρ− 7ρ2]u2v2
a20(u, v) = 3u
4v2 − 6u3v3ρ+ 3u2v4ρ2
with a, b, c given by:
a = 2ρ+ βXβ−1Y, b = 2 + β(1− β)X2(β−1)Y 2, c = βXβ−1Y
3.4.4 Explicit Formulas
Summarizing the result obtained so far, we start from the total volatility-of-volatility
scaling in (3.1) and introduce the scale parameter ε = ν
√
T so p(T−t, f, α;T, F,A) becomes
p˜ε(τ, x, y;X,Y ) as in (3.4). We then applied the near Gaussian transformation (x, y) →
(u, v) in (3.11) to partially standardize the scaled SABR density from p˜ε(τ, x, y;X,Y ) to
pˆε(τ, u, v;U, V ) as in (3.11). Finally pˆε(τ, u, v;U, V ) is expanded in terms of the scaling
parameter ε defined in (3.18) around the limiting solution pˆ0(τ, u, v) given by (3.30).
Based on Theorem II, the joint transition density p(T − t, f, α;F,A) at time to maturity
T − t conditional on the current state values f, α has the following series expansion:
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As we solve the expansion hierarchy (3.16) to the first three orders with pˆ0, pˆ1, pˆ2 ob-
tained in (3.30), (3.32), and (3.34), we express explicitly the density approximations in the
following in terms of the original forward and backward variables (t, f, α;T, F,A) and model
parameters (β, ρ, ν).
(i)Approximation up to zero, first, and second order:
p0(T − t, f, α;F,A) = 1
νTF βA2
pˆ0(τ, u, v) (3.36)
p1(T − t, f, α;F,A) = 1
νTF βA2
[
pˆ0(τ, u, v) + ν
√














p2(T − t, f, α;F,A) = 1
νTF βA2
[
pˆ0(τ, u, v) + ν
√
T pˆ1(τ, u, v) + ν




















 pˆ0(τ, u, v)
(3.38)
In (3.36), (3.37) and (3.38), transformed variables (τ, u, v), zero order expansion pˆ0(τ, u, v),
spatial coefficients at first order a11, a10 and second order a23, a22, a21, a20 are explicitly given
in terms of original variables (t, f, α, T, F,A) and model parameters β, ρ, ν as follows:
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f1−β − F 1−β
















































(iii) Spatial coefficients at first and second order:


a11 = −βF β−1Aν−1(u− ρv), a10 = u2v − ρuv2
a23 = ρ




3a2 − 12aρ+ 6b(−1 + ρ2) + 2ρ2 + 10]
− 2uv [ρ3(2 + 3b) + ρ2(−9a+ 3c) + ρ(10 + 3a2 − 3b)− (3a+ 3c)]
+ v2
[(
2 + 3(a− 2ρ)2) ρ2 + 6cρ (−1 + ρ2)− 2]
a21 = u
4 + v4ρ2 + u3v(8ρ − 6a) + uv3(8ρ3 − 6aρ2) + u2v2(−14ρ2 + 12aρ− 4)
a20 = 3u
4v2 − 6u3v3ρ+ 3u2v4ρ2
a = 2ρ+ βF β−1Aν−1, b = 2 + β(1− β)F 2(β−1)A2ν−2, c = βF β−1Aν−1
(3.40)
Through (3.36-3.40), expressions are explicit up to algebraic, logarithmic and exponen-
tiation operations. For p(T − t, f, α;F,A) to be a conditional probability function, the
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variables will be the time to maturity T − t, the future price F and the future volatility
A. The model parameters (β, ρ, ν) and current level of underlying and volatility (f, α) are
constants.
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3.5 Numerical Examples
To evaluate the accuracy of our result, we report numerical comparisons between ours,
that of finite difference solver, and those from earlier work in Hagan, Lesniewski, and
Woodward [35] and Hagan, Kumar, Lesniewski, and Woodward [33]. In particular, the
comparisons are made in terms of four aspects: joint density, marginal density, conservation
of probability mass, and implied volatility for European call options.
3.5.1 Joint Transition Density
Both point-wise l∞ error and global l2 error are compared for system (3.14) between ex-
pansions obtained at second order expansion (3.34) and finite difference solver where ADI
scheme is used to discretize (3.14), see page 64 in Morton and Mayers [42] for details.
The scheme is unconditionally stable and the discretization error is second order in both
temporal and spatial variables with Dirichlet boundaries.
Equation (3.14) has Dirac initial mass centered at (u, v) = (0, 0) and the solution to
(3.14) decays very rapidly as the domain tends from the center (0, 0) to R2. We choose the
domain under numerical evaluation to be T (τ)×Ω(u, v) = [0, 1]×[−6, 6]×[−6, 6] in absolute
values with a partition of 100 time steps in τ and 101× 101 spatial grids in (u, v). Dirichlet
boundary conditions are imposed at pˆε(τ, u, v) |∂Ω(u,v)= 0,∀τ ∈ [0, 1] together with the
discrete Dirac initial condition being pˆε(0, u, v) |(0,0)= 1∆u∆v at the center and zero elsewhere
pˆε(0, u, v) |Ω(u,v)/(0,0)= 0. The domain chosen as such is consistent with discretizations in
the sense that the numerical solution outside Ω(u, v) is observed to be below the level of
discretization error. At each step of temporal marching, we have a 10201 × 10201 sparse
matrix and we use a Bi-conjugate Gradient solver to solve the resulting linear system to
precision 10−12.
The comparisons are made in three different market conditions categorized by the value
of β, where β = 0.0001 corresponds to “normal” market, β = 0.5 for “CIR” market, and
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β = 0.9999 for “lognormal” market. As the expansion accuracy mostly depends on the
perturbation parameter ε = ν
√
T , we vary volatility-of-volatility ν from 10% to 100% and
maturity T from 1 month to 12 months and fix other parameters in (3.14) as ρ = 0, F =
100, A = 0.1. It takes about 30 milliseconds for one evaluation of (3.14) on a machine with
2.93 GHZ Xeron CPU while the computation time for one call of the finite difference solver
is about 6 − 7 minutes on the same machine. The potential savings in computation time
are thus enormous.
Results are reported in table 3.1. The point-wise l∞ error ranges from 0.2% to 2% in
absolute values for all three β cases, and the global l2 error ranges from −3.4 to −0.7 in base
10 logarithm for all β cases. While the errors are all small across different values of ν and
T , they increase monotonically as the perturbation parameter ε = ν
√
T increases, which is
consistent with the small total volatility-of-volatility assumption for the expansions.
3.5.2 Marginal Transition Density
Earlier work on the marginal transition density from f to F is available in Hagan, Lesniews-
ki, and Woodward [35]. To evaluate the accuracy of our method, we take the marginal
density formulation, which is the equation (17) in [35], as the benchmark and report com-
parisons to ours across a wide range of underlying levels f , time-to-maturities T − t, and
model parameters (α, β, ρ, ν). In [35], the marginal density is explicitly given by equation
(90) which is analytically obtained by integrating the joint density expression from equation
(83). In our case, we obtain the marginal density by numerically integrating the second
order joint density formula in equation (3.38) along the dimension of future volatility s-
tate A. Note also that it is in the forward variable F that the marginal transition density
pF (T − t, f, α;F ) is a probability distribution function, not the backward variables f, α.
To illustrate an important point that relates to the impact of parameter changes on the
shape of densities, we also plot the corresponding joint transition distributions along with
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the marginals for the same model parameters used. The point we want to make by adding
the joint density next to the marginal is that a change in the model parameter can lead
to a dramatic change in the shape of joint density function but not so in the shape of the
marginals. And one should not wrongly imply that [35] did not provide an joint density
expression. In fact, it is given by equation (83) in [35] although not explicit.
Results are illustrated in figure 3.1-3.3 in which HLW01 refers to results obtained using
equation (90) from [35]. Figure 3.1 reports comparisons when the correlation parameter
ρ change signs from -0.7 to 0.7. Other parameters are fixed at f = 100, α = 60%, β =
0.5, ν = 0.4, T − t = 3 months. Figure 3.2 reports comparisons when volatility-of-volatility
ν increases from 20% to 80%. Other parameters are fixed at f = 100, α = 60%, β = 0.5, ρ =
0, T − t = 3 months. Figure 3.3 corresponds to time to maturities T − t at 1 year and 5
years with f = 100, α = 20%, β = 0.9999, ρ = −0.3, ν = 10%.
The truncated domain for numerical evaluation in figure 3.1 and figure 3.2 is Ω(F,A) ∈
[0.8f, 1.2f ] × [0.0001α, 3α] with 2001 × 2001 spatial grids for the joint density in (40) and
Ω(F ) ∈ [0.8f, 1.2f ] with 2001 spatial grids for the marginal density from [35]. For figure 3.3,
the same number of spatial grids are used and the truncated domain is [0.0001f, 2.5f ] ×
[0.0001a, 2a] for the joint density in (3.38) and [0.0001f, 2.5f ] for the marginal density
from [35].
Through figure 3.1-3.3, our results match very well with [35] for different values of
correlation ρ, volatility-of-volatility ν and time to maturity T − t. What is particularly
noticeable in figure 3.1 and figure 3.2 is that when ρ and ν change, the drastic changes in
the shape of the joint density is not obvious simply by looking at the changes in the marginal
densities. Further, the correlation parameter ρ has a rotating effect on the joint density
while increasing the value of volatility-of-volatility ν spreads out the joint density. This is
an important feature when pricing derivatives with forward-starting and barrier features.
Also for time to maturities as long as T = 5 years, marginal densities generated from both
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Hagan, Lesniewski, and Woodward [35] and our equation (3.38) agree well for reasonable
values of model parameters so that the perturbation parameter ε is smaller than 1.
3.5.3 Probability Mass
The probability mass of a density approximation is an important measure to gauge the
accuracy of results obtained from expansions. We report total probability mass in the
second order expansion formula (3.38) as (T − t, f, α, β, ρ, ν) changes. For a comparison
with the marginal formula in [35], we also include results obtained from equation (90)
in [35]. In terms of marginal density, the probability mass is numerically calculated as
∫ ∞
0
pF (T − t, f, α, F )dF ≈
NF∑
n=1
pF (T − t, f, α, Fn)∆F










p(T − t, f, α, Fi, Aj)∆F∆A
The spatial support for pF (T − t, f, α, F ) and p(T − t, f, α, F,A) is R+ and R2+ respectively,
which are truncated for numerical integration such that the absolute values of densities
outside the truncation are smaller than 10−6. As different values of model parameters will
result in drastically different distributions, so are the domains we choose for truncation to
match the precision at the fixed number of grid points at NF = 2001 and NA = 2001.
Results are reported in table 3.2 - 3.4 in which HLW01 refers to results obtained from
[35]. Probability mass larger than 105% and smaller than 95% are shaded. In table 3.2, we
report results when time to maturity T−t ranges from 1 month to 12 months and volatility-
of-volatility ν ranges from 10% to 100%. In table 3.3, we vary correlation ρ from -0.9 to 0.9
and volatility-of-volatility ν from 10% to 100%. Finally in table 3.4, results are reported
for different values of current underlying price f at 0.1, 1, 100 and current volatility α at
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0.01, 0.1, 0.2, 0.3, 0.5.
What is remarkable to notice is that results from both [35] and equation (3.38) preserve
probability mass very well across the wide ranges of parameters tested, except at the small
forward case which corresponds to the numerical experiments at f = 0.1 for β = 0.5 and
β = 0.0001 in table 3.4 where most of the shaded values occured. In the zero forward
case we tested, the probability masses are very concentrated around the current underlying
price f for both joint densities and marginal densities. However, one should note that the
densities we tested throughout table 3.1 - 3.4 for equation (90) in [35] and for equation (3.38)
in this paper are finite order asymptotics under free-boundary conditions, mass-losing at
zero forward is a expected phenomenon. Refer to [35] for a detailed discussion of how to
relate joint densities under various boundary conditions to the solution from free-boundary
condition.
3.5.4 Implied Volatility
As the SABR model is widely used to fit implied volatility curves in interest rate derivative
market, we report results on two typical cases: futures options on Libor rate where the
underlying is the forward Libor rate quoted on 100(1 − rLibor) and European swaptions
with the underlying quoted on rSwap. Due to this quoting convention difference, futures
options on Libor rate correspond to a large forward level case and and European swaptions
correspond to a small forward level case. For example, if the current 3month-into-3month
forward Libor rate is 0.003, then the strike of a 3 month at-the-money futures option on 3
month forward Libor is 100 ∗ (1− 0.003) = 99.7; If the current 3month-into-10year forward
swap rate is 0.02, then the strike of a 3 month at-the-money swaption on 10 year forward
swap rate is 0.02.
Comparisons from Monte Carlo simulation, Hagan, Kumar, Lesniewski, and Woodward
[33] , and equation (3.38) are plotted in figure 3.4 in which HKLW02 refers to results
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from [33]. The left figure corresponds to the swaption case with f = 8%, α = 20%, β =
0.9999, ρ = 0, ν = 20%, T − t = 1 year. The right figure corresponds to the option case
where we set f = 95, α = 80%, β = 0.5, ρ = 0, ν = 30%, T − t = 1 year. For Monte Carlo
simulation, we generate one million SABR paths with 100 time steps per day using Eurler
discretization. To use our expansion result, we first obtain option prices by numerically
integrating the second order joint density (3.38) against the payoff of a European call on
a truncated domain with 2001 × 2001 spacial grids and then invert the resulting option
prices to implied volatilities. For large forward case f = 95, α = 80%, the truncated
domain for integration is (F,A) ∈ [0.0001f, 2f ] × [0.0001α, 4α]. For small forward case
f = 8%, α = 20%, it is (F,A) ∈ [0.001f, 3f ]×[0.001α, 3α]. And finally to compare with [33],
we take the implied volatility formula directly and plot the results against those obtained
from Monte Carlo simulation and equation (3.38).
It should be stressed that the implied volatilities HKLW02 are provided by a closed-
form expression, whereas our results require numerical integration and inversion of the
Black formula. This is an important advantage of [18] and a reason for the success of the
SABR formula. It is also the reason why we choose it as the benchmark. One could, in
principle, apply numerical integration to either the joint density expression (equation (83))
or the marginal density expression (equation (90)) in [17] to calculate option prices and
implied volatilities. We perceive the advantage of our joint density representation as more
amenable to numerical integration in the sense that it is explicitly expressed in terms of
current state variables f, α, future state variables F,A, and model parameters β, ρ, ν as well
as the time-to-maturity T − t.
In both cases, equation (3.38) agrees well with Monte Carlo simulation and [33] across
strikes around at-the-money region. Given the fact that implied volatility is a sensitive
measure of both option strikes and model parameters, this is remarkable given the fact
that both the joint density result in equation (3.38) and the implied volatility formula
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in [33] are obtained from small-time asymptotics which often fail in the tails of a model’s
probability distribution with finite order terms. For the two sets of parameters reported, it
is also interesting to notice that at small strikes, implied volatilities obtained from equation
(3.38) agree well with those from Monte Carlo simulation while at large strikes, implied
volatilities from [33] agree well with those from with Monte Carlo simulation. Work on the
extreme strike behavior under the SABR model can be found in Morini and Mercurio [40]
and Obloj [44]. For general results of implied volatility at extreme strikes, please refer to































‖ pˆε − (pˆ0 + εpˆ1 + ε2pˆ2) ‖ β = 0.0001 β = 0.5000 β = 0.9999
ν T (months) ‖ · ‖l∞ log10(‖ · ‖l2) ‖ · ‖l∞ log10(‖ · ‖l2) ‖ · ‖l∞ log10(‖ · ‖l2)
0.1 1 0.2204% -3.4093 0.2204% -3.4093 0.2204% -3.4089
0.4 1 0.2206% -3.4066 0.2206% -3.4066 0.2216% -3.4023
0.8 1 0.2219% -3.3352 0.2219% -3.3352 0.2219% -3.3209
1.0 1 0.2234% -3.2009 0.2234% -3.2008 0.2234% -3.1845
0.1 3 0.2204% -3.4092 0.2204% -3.4092 0.2204% -3.4065
0.4 3 0.2214% -3.3727 0.2214% -3.3726 0.2214% -3.3385
0.8 3 0.2292% -2.7376 0.2292% -2.7375 0.2292% -2.7055
1.0 3 0.2408% -2.2746 0.2437% -2.2746 0.3009% -2.2569
0.1 6 0.2205% -3.4089 0.2205% -3.4089 0.2205% -3.3988
0.4 6 0.2232% -3.2186 0.2232% -3.2183 0.2232% -3.1287
0.8 6 0.3460% -1.9985 0.3511% -1.9984 0.4509% -1.9744
1.0 6 0.6527% -1.4938 0.6587% -1.4937 0.7856% -1.4817
0.1 12 0.2205% -3.4078 0.2205% -3.4077 0.2206% -3.3700
0.4 12 0.2292% -2.7376 0.2292% -2.7372 0.2293% -2.6214
0.8 12 0.9123% -1.2176 0.9227% -1.2175 1.1267% -1.2103
1.0 12 1.6355% -0.7247 1.6495% -0.7246 1.9166% -0.7165
Table 3.1: Point-wise l∞ error and global l2 error between joint densities from 2nd order expansion in equation (40) and joint































Other Parameters: f = 100, α = 0.1, ρ = 0
Equ(40) β = 0.9999 HLW01 β = 0.9999
T − t\ν 10% 20% 40% 80% 100% T − t\ν 10% 20% 40% 80% 100%
1 mth 1.00 1.00 1.00 1.00 1.00 1 mth 1.00 1.00 1.00 1.00 1.00
6 mths 1.00 1.00 1.00 1.00 1.00 6 mths 1.00 1.00 1.00 1.00 1.00
12mths 1.00 1.00 1.00 1.00 1.01 12mths 1.00 1.00 1.00 1.01 1.01
Other Parameters: f = 100, α = 0.1, ρ = 0
Equ(40) β = 0.5 HLW01 β = 0.5
T − t\ν 10% 20% 40% 80% 100% T − t\ν 10% 20% 40% 80% 100%
1 mth 1.00 1.00 1.00 1.00 1.00 1 mth 0.99 0.99 0.99 0.99 0.99
6 mths 1.00 1.00 1.00 1.00 1.00 6 mths 0.99 0.99 0.99 0.99 0.99
12mths 1.00 1.00 1.00 1.00 1.01 12mths 1.00 0.99 0.99 1.00 1.00
Other Parameters: f = 100, α = 0.1, ρ = 0
Equ(40) β = 0.0001 HLW01 β = 0.0001
T − t\ν 10% 20% 40% 80% 100% T − t\ν 10% 20% 40% 80% 100%
1 mth 1.00 1.00 1.00 1.00 1.00 1 mth 0.99 0.99 0.99 0.99 0.97
6 mths 1.00 1.00 1.00 1.00 1.00 6 mths 0.99 0.99 0.99 0.98 0.99
12mths 1.00 1.00 1.00 1.00 1.01 12mths 1.00 0.99 0.99 0.99 0.99
Table 3.2: Probability mass of 2nd order expansion in equation (40)(left column) and [35](right column) and when time to































Other Parameters: f = 100, α = 0.1, T − t = 0.5year
Equ(40) β = 0.9999 HLW01 β = 0.9999
ρ\ν 10% 20% 40% 80% 100% ρ\ν 10% 20% 40% 80% 100%
-0.9 1.00 1.00 1.00 1.00 0.99 -0.9 1.00 1.00 1.00 1.00 1.00
-0.3 1.00 1.00 1.00 1.00 0.99 -0.3 1.00 1.00 1.00 1.00 1.00
0.0 1.00 1.00 1.00 1.00 0.99 0.0 1.00 1.00 1.00 1.00 1.00
0.3 1.00 1.00 1.00 1.00 0.99 0.3 1.00 1.00 1.00 1.00 1.00
0.9 1.00 1.00 1.00 1.00 0.99 0.9 1.00 1.00 1.00 1.00 1.00
Other Parameters: f = 100, α = 0.1, T − t = 0.5year
Equ(40) β = 0.5 HLW01 β = 0.5
ρ\ν 10% 20% 40% 80% 100% ρ\ν 10% 20% 40% 80% 100%
-0.9 1.00 1.00 1.00 1.00 1.00 -0.9 1.00 1.00 1.00 1.00 1.00
-0.3 1.00 1.00 1.00 1.00 1.00 -0.3 1.00 1.00 1.00 1.00 1.00
0.0 1.00 1.00 1.00 1.00 1.00 0.0 1.00 1.00 1.00 1.00 1.00
0.3 1.00 1.00 1.00 1.00 1.00 0.3 1.00 1.00 1.00 1.00 1.00
0.9 1.00 1.00 1.00 1.00 1.00 0.9 1.00 1.00 1.00 1.00 1.00
Other Parameters: f = 100, α = 0.1, T − t = 0.5year
Equ(40) β = 0.0001 HLW01 β = 0.0001
ρ\ν 10% 20% 40% 80% 100% ρ\ν 10% 20% 40% 80% 100%
-0.9 1.00 1.00 1.00 1.00 1.00 -0.9 1.00 1.00 1.00 1.00 1.00
-0.3 1.00 1.00 1.00 1.00 1.00 -0.3 1.00 1.00 1.00 1.00 1.00
0.0 1.00 1.00 1.00 1.00 1.00 0.0 1.00 1.00 1.00 1.00 1.00
0.3 1.00 1.00 1.00 1.00 1.00 0.3 1.00 1.00 1.00 1.00 1.00
0.9 1.00 1.00 1.00 1.00 1.00 0.9 1.00 1.00 1.00 1.00 1.00
Table 3.3: Probability mass of 2nd order expansion in Equation (40)(left column) and [35](right column) and when correlation































Other Parameters: ρ = 0, ν = 0.1, T − t = 1year
Equ(40) β = 0.9999 HLW01 β = 0.9999
f\α 0.01 0.1 0.2 0.3 0.5 f\α 0.01 0.1 0.2 0.3 0.5
0.1 1.00 1.00 1.00 1.00 1.00 0.1 1.00 1.00 1.00 1.00 1.00
1 1.00 1.00 1.00 1.00 1.00 1 1.00 1.00 1.00 1.00 1.00
100 1.00 1.00 1.00 1.00 1.00 100 0.99 1.00 1.00 1.00 1.00
Other Parameters: ρ = 0, ν = 0.1, T − t = 1year
Equ(40) β = 0.5 HLW01 β = 0.5
f\α 0.01 0.1 0.2 0.3 0.5 f\α 0.01 0.1 0.2 0.3 0.5
0.1 1.00 1.00 0.96 0.72 0.51 0.1 1.00 1.00 0.99 0.96 0.70
1 1.00 1.00 1.00 1.00 0.99 1 1.00 1.00 1.00 1.00 1.00
100 1.00 1.00 1.00 1.00 1.00 100 1.00 1.00 0.99 0.99 0.99
Other Parameters: ρ = 0, ν = 0.1, T − t = 1year
Equ(40) β = 0.0001 HLW01 β = 0.0001
f\α 0.01 0.1 0.2 0.3 0.5 f\α 0.01 0.1 0.2 0.3 0.5
0.1 1.00 0.84 0.69 0.63 0.57 0.1 1.00 0.84 0.63 0.63 0.58
1 1.00 1.00 1.00 1.00 0.98 1 1.00 1.00 1.00 1.00 0.98
100 1.00 1.00 1.00 1.00 1.00 100 1.00 0.99 0.99 0.99 1.00
Table 3.4: Probability mass of 2nd order expansion in equation (40)(left column) and [35](right column) and when current
































































































































Figure 3.1: Marginal and joint densities when correlation ρ equals to -0.7 and 0.7. The upper two figures corresponds to














































































Figure 3.2: Marginal and joint densities when volatility-of-volatility ν equals to 20% and 80%. The upper two figures
corresponds to ν = 20% and the lower two figures corresponds to ν = 80%. Other parameters are f = 100, α = 60%, β =

































































































































Figure 3.3: Marginal and joint densities for time to maturity T − t at 1 year and 5 years. The upper two figures corresponds
to T − 1 = 1 year and the lower two figures corresponds to T − 1 = 5 years. Other parameters are f = 100, α = 20%, β =











































European swaption on 3 month Libor quoted on rLibor





























































Futures option on 3 month Libor quoted on 100[1−rLibor]
   f =95, α=80%, β=0.5, ρ=0.0, ν=30%, T−t = 1 yr
ATM
Figure 3.4: Implied volatilities. The left figure corresponds to European swaption on 3 month Libor rate quoted on 100(1−
rLibor) with f = 8%, α = 20%, β = 0.9999, ρ = 0, ν = 20%, T − t = 1year. The right figure corresponds to future option on 3
month Libor rate quoted on rLibor with f = 95, α = 80%, β = 0.5, ρ = 0, ν = 30%, T − t = 1year.
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Chapter 4
Absorbing Boundary Solutions
The formulation in (2.2) does not specify any boundary condition from PDE perspective. As
discussed in [35], section 2.3, the problem is not complete and one has the choice of imposing
one of the three common boundary conditions at zero forward, namely the Dirichlet (or
absorbing) boundary, the Neumann (or reflecting) boundary, and the Robin (or mixed)
boundary. Having looked at in detail the free boundary case in Chapter 3, we now turn to
the absorbing boundary case. This chapter is based on collaborative research with Chen
and Yang1. Further analysis and detailed calculations are introduced in [53].
When the absorbing boundary condition is imposed for the SABR diffusion at zero
forward, it means we impose a non-negative constant lower barrier to the forward price
process such that any path of the SABR diffusion will not go across it. If any path hits
the barrier before the option maturity, it stays at the barrier level. The joint density of the
SABR process with a non-negative constant lower barrier satisfies the same PDE system
as (2.2) plus an absorbing boundary condition for the forward price, and if the Laplacian
(the spatial part of the evolution operator) is Gaussian2, which turns out to be true after
1Nan Chen and Nian Yang are with the Chinese University of Hong Kong.











so that the solution
to the elliptic equation ▽2 = 0 is a Gaussian function.
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a similar three-step “surgery” of scaling-transformation-expansion that we will develop in
later chapters, one can adopt a similar methodology that we use for the free boundary
condition case to approximate the joint density for the absorbing boundary case. Intuitively,
we introduce the notion of joint “survival” density which satisfies the same free-boundary
Kolmogorov equations but with Dirichlet boundaries.
4.1 Notion of “Survival” Density





dW 1t , Fˆ0 > 0, β ∈ [0, 1]
dαˆt = ναˆtdW
2





t ] = ρdt, ρ ∈ (−1, 1)
(4.1)
Let B be a given non-negative level and let τB , inf{t ≥ 0 : Fˆt ≤ B} be the first
time the forward price process Fˆt falls below B. We interpret the joint “survival” density,
denoted by pa, in the following sense:
Pa
(
F < FˆT 6 F + dF,A < αˆT 6 A+ dA | Fˆt = f, αˆt = α, τB > T
)
= pa (t, f, α;T, F,A | τB > T ) dF dA
where Pa is the corresponding “survival” probability measure. Shorten pa (s, f, α;T, F,A | τB > T )
to pa (s, f, α |τB > T ) and together with s = T−t, pa (s, f, α |τB > T ) satisfies the following




















pa (s, f, α |τB > T ) = 0, s ∈ (0, T ]
pa (s, f, α |τB > T ) |f=B = 0, s ∈ (0, T ]
pa (s, f, α |τB > T ) = δ(f − F )δ(α −A), s = 0
(4.2)
4.2 Scaling
Further shorten the notion of pa (s, f, α |τB > T ) to pa (s, f, α) and invoke the same total
volatility-of-volatility scaling as in the free boundary case (3.1):


τ = s/T, g = α/ν, fT = F, gT = A/ν
δ(f − F )δ(α −A) = 1ν δ(f − fT )δ(g − gT )
pa1(τ, f, g) := p
a(s, f, α) = pa(τT, f, νg)
(4.3)






























































pa1(τ, f, g) = 0
pa1(t, B, g) = 0, τ ∈ (0, 1]
pa1(0, f, g) =
1
ν δ(f − fT )δ(g − gT )
(4.4)
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where ǫ2 = ν2T .
4.3 Transformation
Next apply the same near-Gaussian transformation as in the free boundary case (3.8), we





ǫ(1−β)g , v =
1
ǫ ln g (f, g)→ (u, v);
u0 =
f1−βT −B1−β
ǫ(1−β)gT , v0 =
1





β−1 + ǫ[Bβ−1v + (β − 1)B2(β−1)u] +O(ǫ2)
δ(f − fT )δ(g − gT ) = ǫ−2f−βT g−2T δ(u− uT )δ(v − vT )
pa2(τ, u, v) := p
a
1(τ, f, g) = p
a
1(τ, (ǫ(1 − β)ueǫv +B1−β)β−1, eǫv)
(4.5)










(1− 2ǫρu+ ǫ2u2) ∂
2
∂u2

















 pa2(τ, u, v) = 0
pa2(τ, 0, v) = 0, τ ∈ (0, 1]
pa2(0, u, v) = ν
−1ǫ−2f−βT g
−2
T δ(u− uT )δ(v − vT )
(4.6)
Thanks to Nan and Yang, the last transform we apply below is to de-correlate the cross
term in the previous one, this will enable us to deal with the initial boundary problem in an
easy way. In fact, it is a pseudo de-correlation process. The correlation does not disappear,
it is simply absorbed into the second variable.
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






















δ(x− ξ)δ(y − η)
fβ−1g = Bβ−1 + ǫ[Bβ−1(ρx+
√
1− ρ2y) + (β − 1)B2(β−1)x] +O(ǫ2)
pa3(τ, x, y) := p
a





pa3(τ, 0, y) = 0
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Organizing terms by the order of ǫ, and expanding fβ−1g to the second order, we finally
have: 

Lpa3 = ǫ12L1pa3 + ǫ2 12L2pa3
pa3(τ, 0, y) = 0















































+[(2− ρβBβ−1 + β(1− β)B2(β−1))x+ (−β
√
1− ρ2Bβ−1)y][ ∂∂x + −ρ√1−ρ2
∂
∂y ]







∂x + (2b6x+ 2b7y)
∂
∂y




1− ρ2pa3(τ, x, y), we express the original “survival” density
pa in (4.2) in its original variables as:


pa(τ, f, α, F,A) = ν−1T−1F−βA−2(1− ρ2)−1/2Q(T−tT , x, y, ξ, η)
x(f, α) = f
1−β−B1−β
ǫ(1−β)(α/ν)








ξ = x(F,A), η = y(F,A)
(4.11)
The following pictures show how the domain changes of the boundary problem after each
change of coordinates. The total volatility-of-volatility scaling in (4.3) stretches the original
domain (1) along the volatility direction which results in domain (2). However, it does not
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change the character that the domain of problem stays a quarter of the plain. Next, the
near-Gaussian transformation (4.5) changes domain (2) from a quarter of the plane to a
half plane, resulting in domain (3). Finally, after the de-correlation transformation (4.7) to














Let t← τ and again by the Duhamel’s principle, the solution to the inhomogeneous equa-
tion: 

LP (t, x, y) = f(t, x, y)
P (t, 0, y) = 0, t ∈ (0, 1]
P (0, x, y) = g(x, y), x > 0
(4.12)
is given by the following convolution formula:













G(t, x, y, ξ, η)g(ξ, η)dξdη
(4.13)
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where G is the Green’s function for operator L on the half-space which is explicitly given
by:
G(t, x, y, ξ, η) = [N ′(x− ξ, t)−N ′(x+ ξ, t)]N ′(y − η, t) (4.14)













Defining Q(t, x, y) as




1− ρ2pa3(t, x, y)
which satisfies: 

LQ = ǫ12L1Q+ ǫ2 12L2Q
Q(t, 0, y) = 0, t ∈ (0, 1]
Q(0, x, y) = δ(x− ξ)δ(y − η), x > 0
(4.17)
we then seek expansion of Q as follows:
Q(t, x, y) = Q˜(0)(t, x, y) + ǫQ˜(1)(t, x, y) + ǫ2Q˜(2)(t, x, y) + · · ·+ ǫnQ˜(n)(t, x, y) +Q(t, x, y)
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Q˜(0)(t, 0, y) = 0





Q˜(1)(t, 0, y) = 0




LQ˜(2) = 12 [L1Q˜(1) + L2Q˜(0)]
Q˜(2)(t, 0, y) = 0




LQ˜(n) = 12 [L1Q˜(n−1) + L2Q˜(n−2)]
Q˜(n)(t, 0, y) = 0




LQ = ǫn+12 [L1Q˜(n) + L2Q˜(n−1) + ǫL2Q˜(n)]
Q(t, 0, v) = 0
Q0, u, v) = 0
(4.22)
Leading Order
The leading term is the Green’s function for operator L on the half-space, which is:
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First Order
With the leading order solution, the first order is the following:







G(t− τ, x, y, u, v) · 1
2
L1Q˜(0)(τ, u, v)dudvdτ (4.25)
Q˜(1)(t, x, y) = a1I1 + a2I2 + a3I3 + a4I4 + a5I5 (4.26)




G(t− τ, x, y, u, v) · u ∂
2
∂u2




G(t− τ, x, y, u, v) · u ∂
2
∂u∂v




G(t− τ, x, y, u, v) · u ∂
2
∂v2




G(t− τ, x, y, u, v) · ∂
∂u




G(t− τ, x, y, u, v) · ∂
∂v
G(τ, u, v, ξ, η)dudvdτ
Second Order
Together with the leading and first order expansion, we can proceed with second order
through the Duhamel’s principle:







G(t− τ, x, y, ξ, η) · 1
2








G(t− τ, x, y, ξ, η) · 1
2
L2Q˜(0)(τ, ξ, η)dξdηdτ (4.28)
For detailed calculations of the relevant convolution type integrals in the first order and
second order, please refer to [53].
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Chapter 5
Dynamic SABR Model
All previous results are obtained for constant model parameters where the model is used
to fit an implied volatility curve for a fixed expiry. Facing multiple expiries, however,
market practice is to use different sets of SABR parameters for different expiries. This is
in-consistent in the sense that essentially different models are used when fitting a given
implied volatility surface underlying which is the same asset. This poses hedging issues.
In light of this, we consider a dynamic SABR model whose parameters are time-
dependent for fitting implied volatility curves of more multiple expires. Specifically, we
take piece-wise-constant form as the simplest and yet most flexible functional form for
parametrization. Joint transition density results obtained in the constant model parameter
case are then not only readily available, but also computationally efficient in the multi-expiry
implied volatility fitting case.
5.1 Model Specification and Calibration
5.1.1 Piecewise-Constant Parameters
The original SABR model has constant parameters and specifies a forward price process
F (t) and an instantaneous volatility α(t) process under the T -forward measure QT . For
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0 < t < T ,
dF (t) = α(t)F β(t)dW1(t); F (0) = f




where the model parameters are:
θ := (α, β, ρ, ν)
We further denote the dependence of the model’s joint transition density on the model
parameters explicitly by:
p(t, f, α;T, F,A; θ)
The constant-parameter setting is adequate for calibrating θ to an implied volatility curve
at one fixed tenor T . In practice, market participants use different parameters for different
maturities and recalibrate frequently, so parameters depend on T and t.
Let us denote the parameters’ dependence on T by:
θ(T ) := (α, β, ρ, ν)(T )
Plain vanilla options are traded only on a finite set of tenors
0 < T1 < T2 < · · · < TN
at any time t, so we use a piecewise-constant (in T ) parameterization. For a fixed date t,
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θ0, t < T 6 T1
θi−1, Ti−1 < T 6 Ti
θN−1 TN−1 < T 6 TN
where θi = (αi, βi, ρi, νi), i = 0, 1, · · · , N − 1
(5.1)
and the tenor-dependent SABR model then reads:
dF (t, Ti) = α(t) [F (t, Ti)]
βi dW1(t); F (0, Ti) = fi
dα(t, Ti) = νiα(t, Ti)dW2(t); α(0, Ti) = αi
EQ
Ti [dW1(t)dW2(t)] = ρidt;
(5.2)
Accordingly, the dependence of the model’s transition density on parameters becomes
piecewise-constant:
p (t, f, α;T1, F1, A1; θ0)
p (Ti−1, Fi−1, Ai−1;Ti, Fi, Ai; θi−1) , i = 2, · · · , N − 1
p (TN−1, FN−1, AN−1;TN , FN , AN ; θN−1)
(5.3)
In the case where only the parameter dependence need to be stressed, we use the shortened
notion:
p(t, T1; θ0) and p(Ti−1, Ti; θi−1), i = 2, · · · , N
5.1.2 Synchronizing Underlying and Measure
A standard SABR model describes the dynamics of a forward price process F (t, Ti) maturing
at a particular Ti. Forward prices associated with different maturities are martingales with
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respect to different forward measures defined by different zero-coupon bonds B(t, Ti) as
nume´raires. This raises consistency issues on both the underlying and the pricing measure
when we work with multiple option maturities simultaneously.
We address this issue by consolidating all dynamics into those of F (t, TN ), α(t, TN ) in
(5.2) whose tenor is the longest among all, and express all option prices at different tenors in
one terminal measure QTN which is the one associated with the zero-coupon bond B(t, TN ).
We may do so because we assume
• No-arbitrage between spot price of a security S(t) and all of its forward prices F (t, Ti), i =
1, · · · , N at all trading time t;
• Zero-coupon bonds B(t, Ti), i = 1, 2, · · · , N are risk-less assets with positive values.
A consequence of the first assumption is the standard relation
F (t, Ti) =
S(t)
B(t, Ti)
, i = 1, 2, · · · , N,
at any trading time t. Forward prices F (t, Ti) at shorter maturities T1, . . . , TN−1 could then
be expressed in terms of the common underlying F (t, TN ) as:
F (t, Ti) = F (t, TN )
B(t, TN )
B(t, Ti)
, 1 ≤ i ≤ N − 1. (5.4)
The second assumption reflects the that fact that we do not model interest rates as
stochastic processes. This is a simplifying assumption in the context of currency options.
For models that do model interest rates stochastically in the currency option context, see
Amin and Jarrow [1] and Piterbarg [47]. Although volatilities of domestic and foreign
interest rates could be important forces affecting currency options, we deem it reasonable
to make this assumption for option tenors that are not too long.
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To price a call option on F (·, Ti) with strike price Kj and maturity Ti, we use (5.4) and
some simple algebra to arrive at
V (t, Ti,Kj) = B(t, TN )E
QTN
[
(F (Ti, TN )−Kj)+ | Ft
]




In other words, we convert an option on F (·, Ti) to an option on F (·, TN ).
5.1.3 Bootstrapping vs. Global Optimization
Since model parameters are piecewise constant in maturity, at each date t they can be
calibrated through either a bootstrapping algorithm (in which the piecewise constant pa-
rameters are calibrated sequentially) or one based on global optimization (in which they
are calibrated simultaneously). In either case, we recalibrate at each date t and do not seek
to calibrate simultaneously across different dates t, only across different maturities T .
At any time of calibration t, let σMkt be the market-quoted implied volatilities of liquid
European options and let σModel be implied volatilities obtained by inverting option prices
under the SABR model. For a given set of model parameters θ(T ) as in (5.1), let f (t, θ(T ))
be the l2 difference of implied volatility surface between market quotes and those obtained
from the SABR model,





∣∣∣σModel(t, Ti,Kj)− σMkt(t, Ti,Kj)∣∣∣2 (t, θ(T ))
The model is globally calibrated (at date t) when a set of optimal parameters, denoted by





θ∗0, t < T 6 T1
θ∗i−1, Ti−1 < T 6 Ti
θ∗N−1 TN−1 < T 6 TN








i ), i = 0, 1, · · · , N − 1
is found over its feasible region ΩN with Ω being
Ω := (0,+∞)× (0, 1) × (−1, 1) × (0,+∞)
such that f is minimized:




The bootstrapping calibration is carried out sequentially in N steps according to op-
tion tenors. First obtain θ∗0 such that f(t, θ0) is minimized for implied volatility curve




1 such that f(t, [θ
∗
0; θ1]) is minimized for
tenor T1. The procedure goes on until the last tenor TN where θ
∗
N−1 is obtained such that
f(t, [θ∗0; · · · ; θ∗N−2; θN−1]) is minimized given the previous N − 1 optimal parameter curves
[θ∗0; · · · ; θ∗N−2].
Step 1: At tenor T1, find θ
∗
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0; · · · ; θ∗N−2] from step 1 to N − 1 such that:
θ∗N−1 := argmin
θN−1∈Ω
f(t, [θ∗0; · · · ; θ∗N−2; θN−1])
• Global Optimization
Calibration based on global optimization seeks θ∗0, θ
∗




1, · · · , θ∗N−1] := argmin
[θ0,θ1,··· ,θN−1]∈ΩN
f (t, [θ0, θ1, · · · , θN−1])
In the empirical studies we undertake later in Section 5, we use global optimization
for model calibrations. When evaluating f in either the bootstrapping calibration or that
based on global optimization, σModel are obtained by inverting model prices of European
options according to (5.5) which, in practice, are calculated by integrating payoffs against
transition densities in (5.3). At tenor T1,
V (t, T1,Kj) = B(t, TN )
∫∫
R2+
(F1 −Kj)+ p(t, T1; θ0)dF1dA1 (5.6)
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and generally at tenor Ti, i = 2, · · · , N ,












× p(t, T1; θ0)dF1dA1
(5.7)
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5.2 Computing Conditional Expectations
Having specified the model and articulated its calibration, we now provide details on us-
ing the analytical result obtained in chapter 3 of the model’s joint transition density for
fast computation of expectations and conditional expectations that arise in both model
calibration and calculation of various forward implied volatility measures.
5.2.1 Conditional Expectations
In model calibration, computing spot/footnoteSpot implied volatilities are the Black volatil-
ities implied from spot-starting European options. implied volatilities from the model re-









(Fi −Kj)+ p(Ti−1, Ti; θi−1)dFidAi (5.8)
at each tenor Ti, i = 1, · · · , N for each equivalent strike Kj , j = 1, · · · ,Mi.
Once the model is calibrated, computing model-based forward implied volatilities in








(Fi − kFi−1)+ p(Ti−1, Ti; θi−1)dFi−1dAi−1 (5.9)
over any period [Ti−1, Ti], i = 2, · · · , N − 1.
5.2.2 Numerical Integration
In both (5.8) and (5.9), we need to evaluate two-dimensional integrations of payoff functions
that depend on state variables at Ti or at both Ti−1 and Ti. To include both cases, we
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consider payoff functions depending on two arbitrary temporal points t and T with t < T
and denote values of state variables by f, α at t and F,A at T .
Let
Φ (F (T ), F (t))
be an arbitrary payoff function of F (T ) and F (t) and let I(f,α) (t, T, θ) be its time-t condi-
tional expectation which is:




Φ(F, f)p(t, f, α;T, F,A; θ)dFdA
(5.10)
Both (5.8) and (5.9) could then be cast as instances of I(f,α) (t, T, θ).
Asymptotic expansions of the joint transition density p(t, f, α;T, F,A; θ) have been ob-
tained analytically in equation (3.35) to the nth order as:














; u := η(F ) =
f1−β − F 1−β





As demonstrated in table 3.1, the expansion to its second order p2 is a quite accurate
approximation of p for a wide range of model parameters and values of state variables as
well.
When computing (5.10), we will first replace p(t, f, α;T, F,A; θ) by the analytical for-
mula of p2(t, f, α;T, F,A; θ) obtained in equation (3.38) for an approximation of (5.10)
and then evaluate the resulting approximation either by a direct numerical integration or
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through quadrature rules. Recall from equation (3.38), p2(t, f, α;T, F,A; θ) reads:






T pˆ1 + ν
2T pˆ2
]
(τ, u, v, θ),with







2 − 2ρuv + v2
2τ (1− ρ2)
]
pˆ1(τ, u, v, θ) = g1(τ, u, v, θ)pˆ0(τ, u, v, θ)
pˆ2(τ, u, v, θ) = g2(τ, u, v, θ)pˆ0(τ, u, v, θ)
(5.11)
where g1 and g2 are given by:
g1(τ, u, v) =
a11 + a10/τ
2(−1 + ρ2)
g2(τ, u, v) =
a23τ + a22 + a21/τ + a20/τ
2
24(1 − ρ2)2
To save space, we refer the reader to equation (3.38) for explicit expressions for the poly-
nomial functions a11, a10 and a23, a22, a21, a20.
A straightforward way of using this analytical result is to plug (5.11) into (5.10) and
use one’s favorite routine for a direct numerical integration, such as a trapezoidal rule with
sub-intervals of equal size where the integral is taken over a truncated domain Ω(F,A) of
the support of the original variable F,A, which is R2+.
If one is not tightly constrained by CPU time or computer memory, direct numerical
integration with a sufficiently fine discretization of the domain of integration achieves high
accuracy and is reasonably fast. This is how we carry out our model calibrations in the
empirical studies we undertake in Section 5. It takes about 1− 10 milliseconds for an eval-
uation of (5.10) on a 1000 by 1000 grid. Similar integrals have to be calculated repeatedly
in the course of calibration.
To accelerate the calculation, the Gaussian structure in the density expansion can be
exploited. In the transformed variables τ, u, v, the leading order density pˆ0 is a bivariate
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Gaussian distribution and corrections at the next two orders pˆ1, pˆ2 are of a product form of
polynomial functions g1, g2 and the leading order pˆ0.
In the following, we derive expressions of I(f,α) (t, T, θ) in the transformed variables
τ, u, v that are convenient for Gaussian-quadrature-based numerical integration to compute
(5.10).
First, let us express the original integration variables F,A in terms of u, v as:
F = η−1(u) =
[









Plugging (5.12) into (5.11) and after some algebra, we consolidate p2 in τ, u, v as:
p2(t, f, α, T, F,A, θ) = J
2
(f,α)(τ, u, v, θ) × pˆ0(τ, u, v) where,
J2(f,α)(τ, u, v, θ) :=
1 + ν
√
T × g1(τ, u, v, θ) + (ν
√
T )2 × g2(τ, u, v, θ)
νT × (η−1(u))β × (ζ−1(v))2
(5.13)
With (5.13) plugged into (5.10), we then express I(f,α) (t, T, θ) in τ, u, v as:
I(f,α) (t, T, θ) ≈
∫∫
Ω(u,v)
H(f,α)(τ, u, v, θ)× pˆ0(τ, u, v) dudv where,
H(f,α)(τ, u, v, θ) = Φ
(
η−1(u), f
) × J2(f,α)(τ, u, v, θ) × (η−1(u))′ × (ζ−1(v))′
(5.14)
Finally, we slightly enlarge the domain of integration Ω(u, v) to a rectangular one such
that it covers Ω(u, v) which is usually a curved one. Then we are ready to apply a two-
dimensional Gaussian quadrature rule to (5.14) as I(f,α) (t, T, θ) now becomes an integration
of a bivariate Gaussian kernel pˆ0 against an analytical functionH whose expression is explic-
it and differentiable with respect to u, v. For instance, let the slightly-enlarged rectangular
domain be
Ω′(u, v) = [u, u]× [v, v]
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then (5.14) can be evaluated as











Wij ×Hf,α(τ, ui, vj , θ)× pˆ0(τ, ui, vj)
where one could choose the weights Wij according to a particular quadrature rule.
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Chapter 6
Forward Implied Volatility
Forward quantities are often discussed in the primary underlying assets, stocks, bonds,
swaps, etc. Simple no-arbitrage argument would be sufficient to back out the forward
prices from the relevant spot prices. For derivatives, particularly options, however, it is not
clear what “forward implied volatility” means simply by the absence of arbitrage in that
the market prices of calls and puts at different expiries determine, at best, the marginal
distribution of the underlying asset at fixed dates, but without pinning down the joint
distribution across these multiple dates, the forwards, i.e., forward implied volatilities, can
not be uniquely determined.
A model is needed. While a full term structure model, i.e., HJM or BGM type, does
the job well. They often have many parameters that are difficulty either to calibrate or
to understand. Instead, we extend the market standard, the static SABR model, just
one step further, to one with time-dependent parameters, and examine its the calibration
performance for fitting multiple implied volatility curves.
Once calibrated to standard European options at two or more maturities, the model
implies a value of forward implied volatility at all but the last maturity, for each level of
the model’s state variables. The last point is the essential difference between a forward
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quantity in the underlying asset and a forward quantity in its derivative contracts because
a forward implied volatility, in the context of stochastic volatility models, will by definition
depends on the full set of values of model’s state variables, which includes the unobservable
instantaneous vol. There aries our three notions of forward implied volatilities depending
on how do we treat the forward values of the instantaneous vol.
With the machinery developed in previous chapters, we conduct an interesting study
using ten years daily G3 FX option quotes from a major OTC dealer. We find that forward
implied volatilities contains rich predictive information for future spot implied volatility
levels, similar as what forward rates says about future spot rates. Of course, market can
not be always right, however, our empirical results show that the vol term structures are
informatively correct to certain degree in terms of “guessing” where the future spot vols
will be. Particularly, we make the point that it takes a model to successfully “extract” this
formation, whether it is right or wrong.
6.1 Notions of Forward Implied Volatility
Depending the set of information utilized for evaluation of future state variables, we intro-
duce three notions of model-based forward implied volatilities, namely the fully-conditional,
the partially-conditional, and the expected forward implied volatility. Throughout, we fo-
cus on stochastic volatility models and define all model-based notions through the Black
model’s volatility parameter.
6.1.1 Spot and Forward Black Implied Volatility
Let the forward price process of an underlying asset be F (t), and let its instantaneous
volatility process be α(t). Further let the parameters of the concerned stochastic volatility
model be θ and let the model’s joint transition density from t to T be p(t, f, α;T, F,A) with
f, α and F,A denoting values of random variables F (t), α(t) at t and T respectively.
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A standard European call on F (t) has payoff
(F (T )−K)+ , K > 0, t < T
where t is the evaluation time, usually understood as “now” and set to zero, and T is the
option maturity. Under the Black model, its price is explicitly given by:
E
[
(F (T )−K)+ |F (t)] = F (t)N(d1)−KN(d2)
with d1/2 =





Let V Mkt be the market price of the call and let σ be its Black implied volatility, the unique
volatility parameter under which V Mkt matches that from the Black model (6.1).
Now consider a forward starting European call on F (t) with payoff
(F (T2)− kF (T1))+ , k > 0, t < T1 < T2
where k is the strike ratio, t is still the evaluation time, T1 is the option starting time and
T2 is the option maturity. Conditional on T1 and denoted by V
Black(T1, T2, k, σ), its price
under the Black model becomes:
V Black (T1, T2, k, σ) = F (T1)N(d1)− kF (T1)N(d2)
with d1/2 =




Let V Model(T1, T2, k, θ) be the T1-conditional expectation of this payoff under the con-
cerned stochastic volatility model. The model-based notion of T1-into-T2 forward Black
implied volatility is defined as the unique volatility parameter in the Black model under
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which V Model(T1, T2, k, θ) matches V
Black(T1, T2, k, σ):
σ s.t. V Model(T1, T2, k, θ) = V
Black(T1, T2, k, σ)
where
V Model(T1, T2, k, θ) := E
[
(F (T2)− kF (T1))+ | F (T1), α(T1)
]
is calculated under the dynamics of the stochastic volatility model with calibrated parameter
θ. When the concerned model is the SABR stochastic volatility model, V Model (T1, T2, k, θ)
becomes V SABR (T1, T2, k, α, β, ρ, ν). The case of a put can be defined analogously.
The thus-defined forward Black implied volatility is a T1-dependent quantity. In partic-
ular, it is a function of future state variables F (T1) and α(T1) in the concerned stochastic
volatility model, which are unknown at time t. From now on, we shorten it to “Blk-Fwd-IV”
and denote it by
Σ (T1, T2, k|F (T1), α(T1)) (6.2)
to explicitly reflect its T1 dependency.
Depending on the set of information utilized to evaluate F (T1) and α(T1) in (6.2),
we arrive at three notions of forward implied volatilities — fully conditional, partially
conditional, and expected.
6.1.2 Fully-Conditional
The “Fully-Conditional Forward Implied Volatility” refers to the Blk-Fwd-IV when F (T1), α(T1)
in Σ are evaluated at some chosen positive real values F1, A1. Denoted by Σ
flcd and short-
ened to “Flcd-Fwd-IV”, the fully-conditional forward implied volatility is:
Σflcd(T1, T2, k, F1, A1) := Σ (T1, T2, k | F (T1) = F1, α(T1) = A1) (6.3)
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Given a fixed strike ratio k and a fixed future period [T1, T2], fully-conditional forward im-
plied volatility is a function of future underlying level F1 and future instantaneous volatility
A1. Its two dimensional property is analogous to that of a spot implied volatility surface
which is understood as a function of today’s underlying level and option tenor.
When computing Σflcd in (6.3), one first fixes both F1 and A1 at some chosen positive
real values, then uses the model’s full joint transition density from T1 to T2 to obtain an
option price under the concerned model as
∫∫
R2+
(F2 − kF1)+p(T1, F1, A1;T2, F2, A2)dF2dA2
and inverts this price to a Black volatility using the same value of F1.
Upon calibrating the model to the market’s spot implied volatility curves at both T1 and
T2, the Flcd-Fwd-IV incorporates market information regarding the T2 states conditional
on starting at F1, A1, and it does so through the model’s full joint transition density from
T1 to T2.
6.1.3 Partially-Conditional
The “Partially-Conditional Forward Implied Volatility” is defined similarly through the Blk-
Fwd-IV where only F (T1) in Σ is evaluated at some chosen positive real value F1 and the
volatility state variable α(T1) is integrated out using the model’s conditional joint transition
density from t to T1, conditional on F (T1) being F1.
Denoted by Σptcd and shortened to “Ptcd-Fwd-IV”, the partially-conditional forward
implied volatility is:
Σptcd(t, T1, T2, k, F1) := E [Σ (T1, T2, k | F (T1), α(T1)) | F (T1) = F1] (6.4)
Alternatively, it could be defined by first taking the expectation of forward Black implied
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variance Σ2 and then taking the squared root of the resulting expectation:
Σptcd(t, T1, T2, k, F1) :=
√
E [Σ2 (T1, T2, k | F (T1), α(T1)) | F (T1) = F1] (6.5)
(6.4) and (6.5) differ from each other only by a convexity adjustment. However, our fo-
cus will be on the alternative dependence on the variables F and A, rather than on this
distinction.
Given a fixed strike ratio k and a fixed future period [T1, T2], partially-conditional for-
ward implied volatility is a one-dimensional function of future underlying level F1 with
future instantaneous volatility integrated out.
When computing Σptcd, one first fixes F1, then, for each value of the volatility state A1 in
its supportR+, one obtains the corresponding Flcd-Fwd-IV using the joint transition density
from T1 to T2 as in the fully-conditional case, and finally the Ptcd-Fwd-IV is obtained by
integrating these Flcd-Fwd-IVs against the F1-conditional joint transition density from t to
T1:
p(t, f, α;T1, A1 | F1) := p(t, f, α;T1, F1, A1)∫
R+
p(t, f, α;T1, F1, A1)dA1
as: ∫
R+
Σflcd(t, T1, T2, k)p(t, f, α;T1, A1 | F1)dA1
Upon model calibration, the Ptcd-Fwd-IV not only reflects market information regarding
the T2 states conditional on starting at F1, A1 as in the Flcd-Fwd-IV case, but also partially
incorporates through the model market information from the period [t, T1] to eliminate the
uncertainty, from an evaluation point of view, of the future volatility state α(T1) at T1. It
does so through the full joint transition density from T1 to T2 and the F1-conditional joint
transition density from t to T1.
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6.1.4 Expected
The “Expected Forward Implied Volatility” goes one step further than the partially condi-
tional case, and is defined by integrating both of the T1 state variables F (T1), α(T1) in Σ
against the model’s full joint transition density from t to T1.
Denoted by Σexpt and shortened to “Expt-Fwd-IV”, the expected forward implied volatil-
ity is no longer a function of T1 states and it is:
Σexpt(t, T1, T2, k) := E [Σ (T1, T2, k | F (T1), α(T1))] (6.6)
Similar to the partially-conditional case, it could also be defined alternatively as:
Σexpt(t, T1, T2, k) :=
√
E [Σ2 (T1, T2, k | F (T1), α(T1))] (6.7)
up to a convexity difference.
When computing Σexpt, one follows the same procedure as in the partially-conditional
case except neither F1 nor A1 is fixed when computing Flcd-Fwd-IV. Instead, one obtains
Flcd-Fwd-IV for each pair of F1 and A1 in its support R
2
+, and then integrates these Flcd-
Fwd-IVs against the full joint transition density from t to T1 as:
∫∫
R+
Σflcd(t, T1, T2, k)p(t, f, α;T1, A1, F1)dF1dA1
instead of using the F1-conditional one.
The Expt-Fwd-IV utilizes full joint transition probabilities from both periods [T1, T2]
and [t, T1], thus fully incorporates market information regarding state variables at both the
starting point T1 and the ending point T2.
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6.1.5 Model-Free
The following model-free quantity is sometimes used (see, e.g., Corte, Sarno, and Tsiakas
[17], Egelkraut and Garcia [19] and Egelkraut, Garcia, and Sherrick [20]) as a measure of
market implied forward volatility
Σmdfr(t, T1, T2,K) :=
√
(σMkt(t, T2,K))2 × (T2 − t)− (σMkt(t, T1,K))2 × (T1 − t)
T2 − T1
(6.8)
where σMkt denote market quotes of spot implied volatilities and Σmdfr denotes this model-
free notion which is shortened to “Mdfr-Fwd-IV”. As a “model-free” concept, Σmdfr in (6.8)
is not a function of state variables at any of the future times. When computing it, one
simply follows its definition.
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6.2 Application to Currency Options
Having laid out the framework, we now report empirical findings based on currency option
market data. We first examine whether the term structure of today’s option prices across
multiple tenors contains predictive information about future option prices. We then examine
the relative predictive merits of spot volatility, model-based forward volatility, and model-
free forward volatility. We test both in-sample and out-of-sample performance.
6.2.1 Data Description
Option quotes in the foreign exchange market are expressed as Garman-Kohlhagen [30]
implied volatilities for fixed tenors and for fixed Garman-Kohlhagen deltas. The deltas at
which implied volatilities are quoted can be converted to strikes.
Our data covers options on the euro-dollar, sterling-dollar and dollar-yen rates from
September 24, 2001 to June 16, 2009 and includes daily quotes at four tenors — 3 months,
6 months, 9 months, 1 year — and five strikes — the 10 and 25 put delta, the at-the-money
call, and the 10 and 25 call deltas. For each of the three currency pairs, the data set consists
of 20 time series, each corresponding to a fixed tenor and delta, and we have 60 such quoted
time series in total.
Our data also includes domestic and foreign LIBOR rates, spot exchange rates, for-
ward exchange rates, and the relevant option strikes calculated according to the Garman-
Kohlhagen deltas, at the same calendar dates as those of the option quotes. Table 6.1
summarizes the statistics of the data set.
6.2.2 Model Calibration
On each calendar date, we use quoted implied volatility curves at two relevant option tenors
to calibrate the model. Within the calibration algorithm, we use the trust-region-reflective
method in [12] for global optimization with the objective function being the l2 difference
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between the ten implied volatility quotes, five at each of the two tenors, and those from
the model-generated ones. We further supplement the objective function with a Tikhonov
regularization term, see Chapter 5 of [21], in terms of the l2 norm of the model parameters,
to stabilize convergence.
The optimization algorithm is stopped when either one of the following three criteria is
met: the residual norm is less than 10−6, relative changes in the Jacobian of the objective
function are less than 10−6, or the maximum number of iterations (set at 10000) is reached.
When calculating the model-based implied volatilities, we use a 1000 by 1000 grid for
numerical integration of joint transition densities against payoff functions, whenever condi-
tional expectations are involved. On a 2.93GHz Xeon workstation, each calibration takes
30 seconds to 3 minutes to converge, and each 2-dimensional numerical integration takes
1− 10 milliseconds.
The most CPU-intensive components within the optimization process are the total num-
ber of searching iterations for the optimization to converge, the inversion of option prices to
implied volatilities whenever needed, and the calculation of model prices at the second tenor
given a set of tenor-dependent parameters, due to the nested nature of this step. Table 6.2
reports performances of all calibrations.
6.2.3 Regressions
After calibrating the model, we calculate both the model-based expected forward implied
volatilities, Expt-Fwd-IV, and the model-free ones, Mdfr-Fwd-IV, at all five deltas (P10d,
P15d, ATM, C25d, C10d), all three forward horizons (3-into-6 months, 6-into-9 months,
and 9-into-12 months), and for all three currency pairs on a given calendar day.
When calculating forward implied volatilities using today’s calibrated model, we use
absolute strikes from those of the future spot implied volatilities at the relevant Garman-
Kohlhagen deltas. Next, we assemble time series from future spot quotes (Fut-Spot-IV), the
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two forward ones (Expt-Fwd-IV, Mdfr-Fwd-IV), and today’s spot quotes (Tdy-Spot-IV) for
regressions.
In both in-sample and out-of-sample tests, we take Fut-Spot-IV as dependent variable
and use Expt-Fwd-IV, Mdfr-Fwd-IV and Tdy-Spot-IV as explanatory variables. For in-
sample tests, regression performance is measured by the root-mean-square-absolute-error
(RMSAE) and R2 values. For out-of-sample tests, error metrics are root-mean-square-
absolute-error (RMSAE) and root-mean-square-percentage-error (RMSPE).
In-sample tests are reported in table 6.3. We carry out 135 regressions: for a given
forecasting horizon, delta, and currency pair, we have three individual regressions. The
dependent variable is the future spot implied volatility time series and the explanatory
variables are the vector series of Expt-Fwd-IV curve, Mdfr-Fwd-IV curve and Tdy-Spot-
IV curve, all involving five deltas for the same horizon and currency pair. The length of
data are 1934 from March 16, 2009 to September 24, 2001 for all 3M6M cases, 1868 from
December 12, 2008 to September 24, 2001 for all 6M9M cases and 1802 from September 11,
2008 to September 24, 2001 for all 9M1Y cases.
All in-sample regressions are summarized into three groups according to the forecasting
horizon, delta and currency pair. In the horizon group, we report the arithmetic mean of
RMSAE and R2 over fifteen individual regressions from all five deltas and all three currency
pairs for a shared horizon. In the delta group, we report the arithmetic mean over nine
individual regressions from all three horizons and all three currency pairs at a shared delta.
And in the currency pair group, the reported RMSAE and R2 is taken over fifteen individual
ones from all three horizons and all five deltas of the shared currency pair.
Out-of-sample tests are reported in table 6.4 and table 6.5. The dependent variables
and the explanatory variables are the same as in the in-sample case.
Table 6.4 reports out-of-sample forecasting results from 135 one-day-ahead rolling re-
gressions with a one year rolling window where for a given forecasting horizon, delta, and
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currency pair, three regressions are carried out. In the rolling regressions, both absolute
volatility differences and relative percentage changes between the one-day-ahead out-of-
sample forecasts and the actual ones are recorded to compute the RMSAE in absolute
differences of volatility points and RMSPE in relative percentage changes.
Table 6.5 then summarizes the forecasting enhancements of Expt-Fwd-IV over Mdfr-
Fwd-IV and Tdy-Spot-IV into the same three groups as in the in-sample case and using the
same arithmetic averages.
6.2.4 Observations and Conclusions
Predicative Information Embedded in the Option Quotes
Findings regarding the predictive information embedded in the liquid options are summa-
rized below. We begin with overall observations on the predictive information in current
option prices before distinguishing the relative performance of alternative predictors:
• Today’s option prices do contain predicative information about future prices, and
this holds true for all forecasting horizons, at all deltas, and on all currency pairs;
• Forecasts of future implied volatility are more predictive, other things equal, for
shorter forecasting horizons than longer horizons;
• Forecasts of future implied volatility are most predicative for the euro-dollar pair,
with sterling-dollar second, and dollar-yen last.
The first point is supported by the overall observation in the tables that a significant
amount of predicative information regarding Fut-Spot-IV has been extracted from today’s
option quotes using all three explanatory variables. This is evidenced by both in-sample
and out-of-sample tests. In the in-sample tests, 76%, 58% and 50% of Fut-Spot-IV variance
is explained respectively by Expt-Fwd-IV, Mdfr-Fwd-IV, and Tdy-Spot-IV, where, in each
case, the results are averaged over all forward horizons, all deltas and all currency pairs. In
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the out-of-sample tests, 0.62, 2.53 and 2.76 volatility points, on average, in RMSAE occurred
respectively using Expt-Fwd-IV, Mdfr-Fwd-IV, and Tdy-Spot-IV as explanatory variables.
The second point above is evidenced by the fact that regression performance is better at
the short end of the forecasting horizons than at the long end, as one would expect. In the
in-sample tests, 73%, 56% and 54% of Fut-Spot-IV variance is explained for 3M6M, 6M9M
and 9M1Y respectively, each of which are averaged over all three explanatory variables, all
five deltas, and all three currency pairs for a given forecasting horizon. In the out-of-sample
tests, 1.64, 1.55 and 2.71 volatility points in RMSAE occurred respectively.
The third point is also evident from the regression results. In particular, we observe
68%, 61% and 53% of Fut-Spot-IV variance is explained in-sample for EURUSD, GBPUSD
and USDJPY respectively and 1.53, 1.93 and 2.44 volatility points occurred respectively in
out-of-sample RMSAE, each of which is averaged over all three explanatory variables and
over all five deltas and all three forecasting horizons.
Relative Performance of Forecasts
Our findings regarding the relative merits of each of the explanatory variables on extracting
this embedded information are summarized below.
• Model-based forward implied volatility extracts substantially more information from
today’s prices for prediction of future spot prices, and this holds true for all
forecasting horizons, at all deltas, and in all currency pairs;
• The improvement from using model-based forecasts is greater at longer forecasting
horizons;
• The improvement is greatest for the dollar-yen pair, with sterling-dollar next, and
euro-dollar last.
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The first point is evidenced by the observation that regressions using Expt-Fwd-IV as
explanatory variable produce the largest R2 values and the smallest RMSAE in in-sample
tests and the smallest RMSAE and RMSPE in out-of-sample test, compared to those using
Tdy-Spot-IV and Mdfr-Fwd-IV as explanatory variables.
In terms of in-sample performance, this enhancement of Expt-Fwd-IV over Mdfr-Fwd-
IV is as large as 72% in RMSAE and 65% in R2 across the three forecasting horizons, 55%
in RMSAE and 37% in R2 across five deltas, and finally 56% in RMSAE and 33% in R2
across three currency pairs. Comparing Expt-Fwd-IV to Tdy-Spot-IV, this enhancement is
as large as 75% in RMSAE and 91% in R2 across horizons, 61% in RMSAE and 62% in R2
across deltas, and finally 68% in RMSAE and 57% in R2 across currency pairs.
Out-of-sample performance is consistent with this observation. Forecasts using Expt-
Fwd-IV have the smallest RMSAE which is 0.62 in volatility points and the smallest RMSPE
which is 50%, averaged over all out-of-sample forecasting horizons, all deltas and all currency
pairs. The averaged RMSAE and RMSPE is 2.76 and 169% for Mdfr-Fwd-IV. And for Tdy-
Spot-IV it is 2.53 and 170%. Thus on average, the out-of-sample forecasting enhancement of
Expt-Fwd-IV over Mdfr-Fwd-IV is 2.14 volatility points in RMSAE and 119% in RMSPE.
The enhancement of Expt-Fwd-IV over Tdy-Spot-IV and is 1.91 volatility points in RMSAE
and 119% in RMSPE.
The second and third point are evidenced by the fact that the out-of-sample forecasting
enhancements of Expt-Fwd-IV over Tdy-Spot-IV and Mdfr-Fwd-IV are the largest for the
longest forecasting horizon (9M1Y) and are the largest for the dollar-yen pair among all
three currency pairs under investigation.
Across horizons, these enhancements are 1.27,1.25,3.22 in RMSAE and 93%,71%,194%
in RMSPE for Expt-Fwd-IV over Tdy-Spot-IV at 3M6M, 6M9M, 9M1Y respectively. And
for Expt-Fwd-IV over Mdfr-Fwd-IV, they are 2.12,1.91,2.39 in RMSAE and 114%,99%,144%
in RMSPE respectively.
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Across currency pairs, these enhancements are 1.47,1.82,2.45 in RMSAE and 88.00%,119.96%,152.43%
in RMSPE for Expt-Fwd-IV over Tdy-Spot-IV in EURUSD,GBPUSD,USDJPY respec-
tively. And for Expt-Fwd-IV over Mdfr-Fwd-IV, they are 1.62,2.24,2.56 in RMSAE and
88.65%,116.85%,152.58% in RMSPE respectively.
As illustrative examples, figure 6.1, figure 6.2 and figure 6.3 plot forecasts of 6-month
implied volatility as forecast three month earlier against the actual spot 6-month implied
volatility three months later. The figures show the EURUSD, GBPUSD, and USDJPY































P10d P25d ATM C25d C10d
Mean Std Min Max Mean Std Min Max Mean Std Min Max Mean Std Min Max Mean Std Min Max
EURUSD
3M 10.81 3.75 5.57 28.75 10.22 3.31 5.23 25.66 10.06 3.11 5.04 24.50 10.42 3.22 5.10 25.64 11.17 3.56 5.41 28.22
6M 10.99 3.52 5.96 26.01 10.32 3.02 5.60 23.11 10.14 2.82 5.42 22.25 10.55 2.94 5.57 23.31 11.37 3.35 5.96 25.98
9M 11.09 3.40 6.06 24.73 10.38 2.87 5.66 21.89 10.18 2.66 5.55 20.90 10.60 2.80 5.79 22.00 11.48 3.23 6.25 24.96
1Y 11.18 3.37 6.23 24.36 10.41 2.78 5.76 21.10 10.19 2.57 5.61 20.00 10.64 2.70 5.91 21.12 11.57 3.17 6.42 24.21
GBPUSD
3M 10.20 4.48 5.66 32.61 9.47 3.80 5.23 28.86 9.13 3.34 5.00 26.00 9.29 3.21 5.11 24.57 9.83 3.34 5.48 24.32
6M 10.31 4.15 6.04 28.09 9.53 3.42 5.60 24.52 9.17 2.97 5.39 22.00 9.35 2.85 5.57 20.96 9.93 3.02 5.99 22.54
9M 10.39 4.05 6.23 27.47 9.58 3.28 5.77 23.24 9.19 2.81 5.57 20.60 9.40 2.70 5.78 20.15 10.01 2.92 6.23 22.13
1Y 10.46 4.04 6.33 27.22 9.61 3.20 5.85 22.65 9.20 2.72 5.65 20.00 9.43 2.62 5.93 19.97 10.08 2.88 6.42 22.16
USDJPY
3M 12.96 5.04 7.56 42.63 11.21 3.74 6.85 33.73 9.97 2.78 6.13 27.65 9.53 2.33 5.81 24.73 9.76 2.30 5.72 24.63
6M 13.08 4.68 8.08 37.22 11.08 3.22 7.14 28.08 9.71 2.26 6.36 22.05 9.24 1.89 6.00 19.34 9.48 1.95 6.01 19.36
9M 13.18 4.51 8.48 34.24 11.02 2.96 7.35 24.88 9.57 2.01 6.46 18.92 9.09 1.70 6.07 16.30 9.38 1.83 6.10 16.29
1Y 13.31 4.45 8.76 32.29 11.00 2.80 7.34 22.94 9.48 1.86 6.53 17.17 9.00 1.60 6.15 14.67 9.35 1.77 6.09 14.77
Table 6.1: Summary statistics of currency option spot implied volatility quotes. The four columns under each currency pair
report the mean (Mean), standard deviation (Std), minium (Min) and maximum (Max) of the quoted implied volatilities at
10-delta put (P10d), 25-delta put (P25d), at-the-money (ATM), 25-delta call (C25d), and 10-delta call (C10d). The units
are absolute values of implied volatility, expressed in percentage points. The range of the data is from August 9, 2001 to
































Tenor T1 Tenor T2
P10d P25d ATM C25d C10d P10d P25d ATM C25d C10d
Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std
EURUSD
3M6M 0.84 0.88 0.59 0.77 0.52 0.49 0.47 0.42 0.61 0.60 2.37 1.70 5.91 5.68 4.52 5.64 0.95 1.17 1.34 1.61
6M9M 0.93 1.00 0.65 0.89 0.62 0.63 0.66 0.60 0.79 0.86 1.96 1.47 4.70 4.70 3.83 4.14 1.00 0.99 1.23 1.03
9M1Y 1.01 1.04 0.66 0.92 0.60 0.69 0.69 0.64 0.89 0.93 1.53 1.25 3.76 3.92 3.14 3.39 1.06 1.35 1.09 0.89
GBPUSD
3M6M 1.93 1.81 1.79 1.48 0.97 0.83 0.46 0.42 1.38 1.05 0.76 1.11 1.64 3.06 1.74 2.61 1.47 1.85 0.93 1.10
6M9M 1.85 1.88 1.70 1.53 0.87 0.79 0.50 0.59 1.40 1.32 0.80 1.14 1.61 2.96 1.62 2.53 1.40 1.76 0.88 1.10
9M1Y 1.75 1.21 1.96 1.14 1.67 0.90 0.98 0.72 0.79 0.95 0.74 0.77 1.43 1.76 1.22 1.30 1.30 1.34 0.61 0.50
USDJPY
3M6M 0.51 0.69 0.12 0.20 0.25 0.29 0.21 0.32 0.23 0.19 0.23 0.14 0.94 0.46 0.85 0.52 0.19 0.30 0.17 0.27
6M9M 0.95 0.76 0.50 0.93 0.58 0.88 0.35 0.46 0.47 0.68 0.28 0.46 0.94 0.56 1.05 0.49 0.78 1.04 0.37 0.63
9M1Y 1.10 0.87 0.62 1.10 0.70 1.04 0.43 0.62 0.62 0.78 0.32 0.64 0.83 0.68 1.06 0.52 0.95 1.11 0.44 0.73
Table 6.2: Summary statistics of model calibrations. Each column reports the mean (Mean) and standard deviation (Std) of
residual errors of model calibrations in units of absolute values of implied volatilities, expressed percentage points. Residual
errors are from daily calibrations from August 9, 2001 to April 8, 2009, consisting of 2000 days. At each day, implied
volatility quotes from two relevant tenors (Tenor T1, Tenor T2), each with 5 data points at 5 deltas (P10d, P25d, ATM,
C25d, C10d), are inputs to the calibration. The first column denotes the relevant option tenors with “M” denoting month































Tdy-Spot-IV curve Mdfr-Fwd-IV curve Expt-Fwd-IV curve
RMSAE R2 RMSAE R2 RMSAE R2
3M6M 0.0024 0.6495 0.0022 0.6738 0.0016 0.8521
6M9M 0.0046 0.4465 0.0036 0.5394 0.0016 0.7552
9M1Y 0.0065 0.3950 0.0058 0.5167 0.0021 0.6852
P10d 0.0105 0.4826 0.0094 0.5553 0.0042 0.7098
P25d 0.0044 0.4923 0.0038 0.5692 0.0017 0.7386
ATM 0.0025 0.4995 0.0020 0.5819 0.0010 0.7622
C25d 0.0022 0.5026 0.0018 0.5880 0.0009 0.7810
C10d 0.0029 0.5077 0.0023 0.5888 0.0012 0.7842
EURUSD 0.0042 0.5383 0.0030 0.6672 0.0013 0.8474
GBPUSD 0.0042 0.5015 0.0037 0.5745 0.0017 0.7662
USDJPY 0.0052 0.4511 0.0049 0.4883 0.0024 0.6519
Table 6.3: Summary statistics of in-sample regressions. Entries report in-sample regression performance in terms of the root-
mean-squared-absolute-error (RMSAE) in unites of absolute values of implied volatilities, expressed in percentage points, and
its associated R2 values. The dependent variable is the future spot implied volatility (Fut-Spot-IV) series. The explanatory
variables are vector series of implied volatility curve from today’s spot one (Tdy-Spot-IV curve), the model-free forward one
(Mdfr-Fwd-IV curve), and the model-based expected forward one (Expt-Fwd-IV curve) at all 5 deltas for a relevant horizon
and currency pair. The first 3 rows summarize statistics according to the forecasting horizons. Each entry of RMSAE and
R2 is the arithmetic mean of 15 individual ones from regression at all 5 deltas and all 3 currency pairs for a shared horizon.
The second 3 rows summarize results according to the deltas. Each entry is the arithmetic mean of 9 individual ones from
regressions at all 3 horizons and all 3 currency pairs for a shared delta. The last 3 rows summarize results according to the
currency pairs and the average is taken over 15 individual ones from all 3 horizons and all 5 deltas for a shared currency































Expt-Fwd-IV curve Mdfr-Fwd-IV curve Tdy-Spot-IV curve
P10d P25d ATM C25d C10d P10d P25d ATM C25d C10d P10d P25d ATM C25d C10d
EURUSD
3M6M 0.75 0.57 0.48 0.48 0.54 1.50 1.10 1.02 1.20 1.70 1.75 1.25 1.13 1.32 1.92
6M9M 0.53 0.39 0.32 0.31 0.34 4.16 2.44 1.96 2.35 3.87 3.02 1.82 1.50 1.82 3.00
9M1Y 0.66 0.54 0.50 0.51 0.60 3.23 1.86 1.45 1.58 2.43 3.52 2.10 1.58 1.62 2.19
GBPUSD
3M6M 0.50 0.37 0.31 0.29 0.30 7.29 4.03 2.68 2.48 3.09 2.18 1.37 1.06 1.05 1.27
6M9M 0.60 0.44 0.36 0.33 0.34 1.01 0.70 0.59 0.64 0.81 1.21 0.79 0.64 0.66 0.83
9M1Y 1.90 1.10 0.72 0.60 0.63 11.15 3.82 1.72 1.21 1.11 15.50 4.67 1.94 1.45 1.42
USDJPY
3M6M 1.34 0.65 0.41 0.35 0.40 6.52 3.08 1.59 1.16 1.11 5.77 2.82 1.55 1.15 1.14
6M9M 1.28 0.75 0.53 0.47 0.51 11.50 3.21 1.19 0.83 0.86 6.41 1.98 0.94 0.78 0.84
9M1Y 1.90 1.10 0.72 0.60 0.63 11.15 3.82 1.72 1.21 1.11 15.50 4.67 1.94 1.45 1.42
Table 6.4: Summary statistics of out-of-sample regressions. Entries report out-of-sample regression performance in terms of
the root-mean-squared-absolute-error (RMSAE) in unites of absolute values of implied volatilities, expressed in percentage
points. The dependent variable is the future spot implied volatility at each of the 3 horizons, 5 deltas, and 3 currency
pairs. The explanatory variables are vector series of implied volatility curve from today’s spot one (Tdy-Spot-IV curve),
the model-free forward one (Mdfr-Fwd-IV curve), and the model-based expected one (Expt-Fwd-IV curve) at all 5 deltas
for a relevant horizon and currency pair. Each regression uses one year rolling window and the differences between the
one-day-ahead forecasts and the actual ones are recorded to compute the RMSAE. The first column denotes explanatory































Enhancement of Expt-Fwd-IV over Tdy-Spot-IV Enhancement of Expt-Fwd-IV over Mdfr-Fwd-IV
RMSAE RMSPE RMSAE RMSPE
Expt Spot Ehmt Expt Spot Ehmt Expt Mdfr Ehmt Expt Mdfr Ehmt
3M6M 0.51 1.78 1.27 35.60% 128.67% 93.06% 0.51 2.64 2.12 35.60% 149.10% 113.50%
6M9M 0.50 1.75 1.25 43.46% 115.18% 71.72% 0.50 2.41 1.91 43.46% 142.45% 99.00%
9M1Y 0.85 4.06 3.22 73.25% 267.08% 193.83% 0.85 3.24 2.39 73.25% 217.06% 143.81%
P10d 1.05 6.10 5.05 56.73% 258.08% 201.35% 1.05 6.39 5.34 56.73% 258.81% 202.08%
P25d 0.65 2.39 1.73 51.24% 179.11% 127.87% 0.65 2.67 2.02 51.24% 182.12% 130.88%
ATM 0.48 1.36 0.88 48.25% 142.73% 94.48% 0.48 1.55 1.07 48.25% 142.99% 94.75%
C25d 0.44 1.25 0.82 46.93% 134.55% 87.62% 0.44 1.41 0.97 46.93% 130.85% 83.92%
C10d 0.48 1.56 1.08 47.73% 137.06% 89.33% 0.48 1.79 1.31 47.73% 132.92% 85.19%
EURUSD 0.50 1.97 1.47 41.86% 129.86% 88.00% 0.50 2.12 1.62 41.86% 130.51% 88.65%
GBPUSD 0.58 2.40 1.82 52.07% 172.03% 119.96% 0.58 2.82 2.24 52.07% 168.91% 116.85%
USDJPY 0.77 3.22 2.45 56.61% 209.04% 152.43% 0.77 3.34 2.56 56.61% 209.19% 152.58%
Table 6.5: Summary statistics of forecasting enhancements of model-based forward implied volatilities. Entries report out-
of-sample forecasting enhancements of model-based expected forward implied volatility measure (Expt-Fwd-IV), shortened
to “Expt”, over today’s spot implied volatility (Tdy-Spot-IV), shortened to “Spot”, and the model-free forward implied
volatility measure (Mdfr-Fwd-IV), shortened to “Mdfr”, in terms of both the root-mean-squared-absolute-error (RMSAE) in
unites of absolute values of implied volatilities, expressed in percentage points and the root-mean-squared-percentage-error
(RMSPE). Enhancements are summarized according to forecasting horizons (3M6M,6M9M,9M1Y), implied volatility deltas
(P10d,P25d,ATM,C25d,C10d) and currency pairs (EURUSD,GBPUSD,USDJPY). For the horizon group, enhancements are
calculated as the arithmetically average of absolute differences of RMSAE and RMSPE from table 3 over 15 individual ones
across all 5 deltas and 3 currency pairs for the same horizon. For the delta group, the average is over 9 individual ones across
all 3 horizons and 3 currency pairs. And for the currency pair group, it is over 15 individual ones across all 3 horizons and
5 deltas. The first column denotes the relevant groups. The left half of the table summarizes forecasting enhancements of















































Figure 6.1: The illustrative case is with respect to the euro-dollar pair (EURUSD) for 3months-into-6months (3M6M)
forecasting horizon at 25 call delta (C25d). The picture shows time series plots of one-day-ahead one-year rolling out-of-
sample forecasts using future spot implied volatility (FutSpotIV) as dependent variable. The explanatory variables are vector
series of implied volatility curve at all five deltas from the model-based expected forward one, the model-free forward one















































Figure 6.2: The illustrative case is with respect to the sterling-dollar pair (GBPUSD) for 3months-into-6months (3M6M)
forecasting horizon at 25 call delta (C25d). The picture shows time series plots of one-day-ahead one-year rolling out-of-
sample forecasts using future spot implied volatility (FutSpotIV) as dependent variable. The explanatory variables are vector
series of implied volatility curve at all five deltas from the model-based expected forward one, the model-free forward one















































Figure 6.3: The illustrative case is with respect to the dollar-yen pair (USDJPY) for 3months-into-6months (3M6M) fore-
casting horizon at 25 call delta (C25d). The picture shows time series plots of one-day-ahead one-year rolling out-of-sample
forecasts using future spot implied volatility (FutSpotIV) as dependent variable. The explanatory variables are vector series
of implied volatility curve at all five deltas from the model-based expected forward one, the model-free forward one and
today’s spot one.
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Chapter 7
Summary
The first part of the thesis, from Chapter 2 to Chapter 4, concerns solving analytically the
joint transition probability density function of the SABR stochastic volatility model. The
SABR model is the market standard for fitting implied volatility skew and smile in interest
rate option markets and certain FX option markets. The model specifies, in the forward
measure, the joint evolution of a forward rate and its instantaneous volatility where the
forward rate follows a drift-less CEV process with its instantaneous volatility following a
lognormal process whose Brownian motion correlates with that of the forward rate. The
equation pair, consisting of a forward equation and a backward equation, that govern the
joint transition density of the SABR process are two dimensional parabolic evolution equa-
tions subject to both initial condition and boundary conditions. The difficulty of obtaining
a strictly closed form solution to the governing PDE lies in the particular structure of the
spatial part of the evolution operator. Not only does it contain a mixed spatial derivative
term among the second order derivatives, it also has coefficients that are non-polynomial
functions of the coordinates. The methodology we come up with are what we call the
three-step surgery that combines financially motivated scaling, coordinate transformations
and asymptotic expansion techniques. With the proposed methodology, we have obtained
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approximate yet accurate analytical solutions to the governing backward evolution equation
in both free boundary case and absorbing boundary case which are then proved to converge
and finally tested extensively in numerics.
The second part of the thesis, from Chapter 5 to Chapter 6, is an investigation of
the forward implied volatility concept through SABR model with time-dependent model
parameters. Forward quantities are often discussed in the primary underlying assets, stocks,
bonds, swaps, etc. Simple no-arbitrage argument would be sufficient to back out the forward
prices from the relevant spot prices. For derivatives, particularly options, however, it is not
clear what “forward implied volatility” means simply by the absence of arbitrage in that
the market prices of calls and puts at different expiries determine, at best, the marginal
distribution of the underlying asset at fixed dates, but without pinning down the joint
distribution across these multiple dates, the forwards, i.e., forward implied volatilities, can
not be uniquely determined. A model is needed and particularly, we extend the market
standard, the static SABR model, to one with time-dependent parameters. Once calibrated
to standard European options at two or more maturities, the model implies a value of
forward implied volatility at all but the last maturity, for each level of the model’s state
variables. The last point is the essential difference between a forward quantity in the
underlying asset and a forward quantity in its derivative contracts because a forward implied
volatility, in the context of stochastic volatility models, will by definition depends on the
full set of values of model’s state variables, which includes the unobservable instantaneous
vol. There aries our three notions of forward implied volatilities depending on how do we
treat the forward values of the instantaneous vol. We then use ten years daily G3 FX
option quotes from a major OTC dealer and find that forward implied volatilities contains
rich predictive information for future spot implied volatility levels, similar as what forward
rates says about future spot rates.
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