We define an index of Conley type for a certain class of upper semicontinuous multivalued dynamical systems. We use the Szymczak functor and apply techniques introduced by Reineck, Mrozek and Srzednicki for the index over the base. Moreover we introduce the notion of the homotopy partial functor for the usc maps. We show that the index possesses Ważewski and homotopy properties. We also give four examples that exhibit the benefits of our index over the cohomological index defined by Mrozek and Kaczyński.
Introduction
Conley index is a topological invariant for investigating the structure of isolated invariant sets. Calculating the index for systems with complicated dynamics, or even finding an index pair, in most cases is impossible without exploiting computer assisted methods. This leads to the question of defining a Conley index for multivalued maps, which are computer representations of the singlevalued one.
The first index of Conley type for multivalued maps was defined by Kaczyński and Mrozek [1] . The authors of [1] define an index map straight "on the level of cohomologies", which leads to the loss of a considerable amount of information. Namely for some nonempty invariant sets Kaczyński and Mrozek's index is trivial. Moreover the information about the position in space of these invariant sets, that are detected, is lost.
By replacing the relative cohomologies and Leray reduction functors used in [1] with the more general Szymczak functor one can detect more invariant sets. To do this an index map needs to be defined "on the level of the dynamical system". But if we were to proceed with "shrinking to a point of an exit set" we would loose acyclicity of the index map. One might think that by assuming that the actual dynamical system comes from the acyclic map, we would avoid the problem. We present two examples-one of the multivalued representation of a linear map, the other more sophisticated-which prove that this is not the case.
Also by this process of constructing an index map ('by shrinking') information about the position of the invariant set in the space is lost. A similar phenomena was already noticed in the case of singlevalued flows by Mrozek et al. [4] .
The aim of this paper is to define an index for discrete multivalued dynamical systems, which overcomes these disadvantages. Let us stress that this approach just opens the way to define a discrete multivalued version of the index over the base defined for singlevalued flows in [4] .
Other obstacles that need to be overcome while dealing with a multivalued case is the problem of defining a multivalued homotopy. This is overcome by introducing a new notion of a partial functor, which leads to the notion of homotopy which distinguishes the singlevalued homotopy classes. Applying the method of 'splitting the space into two levels' used in [4] can contribute towards overcoming the problem of 'gluing from the outside' of the overestimated image of the exit set to the first set in the index pair (see [5] ). Also taking under consideration lower semicontinuous representations can significantly enlarge the family of sets for which we could calculate the index.
However, it might seem odd for those working in the multivalued setting, only defining the index for multivalued maps without referring to their selectors can serve our purposes. Computer calculations by their nature are done on the multivalued representations of the singlevalued maps obtained by the error estimates. For such a problem posed we are only interested in the multivalued maps that posses a selector.
The outline of this paper is as follows. After establishing terminology and notation (Section 2) we introduce the concept of induced morphisms to define a homotopy partial functor for a class of multivalued maps (Section 3).
In Section 4 we define an index map and joining maps, and later show under some additional assumptions (see condition (C)) that if a dynamical system induces the morphism than also the index map and joining maps do so.
The properties of index maps that are used extensively in Section 4 and the following are proved in [9, 6] .
The main results are given in Section 5-the definition and properties of a homotopy Conley index (for the purpose of this article some proofs were omitted-for details see [7] (correctness of the definition), [8] (proofs of the properties), [6] (PhD dissertation)). In Section 6 we present four examples. For the convenience of the reader we present in this section an outline of the definition of the index (see Fig. 1 ).
Notation
By Z, N, Z − , R, I we denote respectively integers, natural numbers (with zero), negative integers with zero, real numbers and an interval [0, 1].
Let X be a topological space. For any set A ⊂ X by int A, bd A, cl A we denote respectively interior, boundary and closure of A. If P = (P 1 , P 2 ), Q = (Q 1 , Q 2 ) then P ⊂ Q means that P 1 ⊂ Q 1 and P 2 ⊂ Q 2 . By an interval in Z we understand a trace of a closed interval in R and denote it by [m, n], for m, n ∈ Z or m = −∞ or n = +∞.
By 
is called a graph of the map F . If singlevalued maps appear in the multivalued context then we identify y with {y}, for y ∈ Y .
For P = (P 1 , P 2 ) by F (P ) we mean a pair of sets (F (P 1 ), F (P 2 )).
Let Z be also a topological space and G : Y Z be a multivalued map. A composition of the maps F and G is a multivalued map G • F : X Z, defined as
For F : X X, by F k , for k ∈ N \ {0} we understand k-times composition according to the formula (2.1). If F : X Y is a multivalued map between two Hausdorff spaces, we would say that it is upper semicontinuous at the point x 0 if the set
called a large counter image of the set A, is closed for any closed A ⊂ Y such that F (x 0 ) ∩ A = ∅. The above condition is equivalent to the fact that the set Below we extend well-known criteria for the continuity of a map defined on a quotient space to a criteria of upper semicontinuity of a map. Let (X, τ ) be a topological space and ∼ an equivalence relation in X. A trajectory (solution) for a dynamical system F passing through x ∈ X is a (singlevalued) map σ : J → X, such that σ (n + 1) ∈ F (σ (n)), for n, n + 1 ∈ J , and σ (n 0 ) = x, for some n 0 ∈ J , where J is an interval in Z.
Assume N ⊂ X is a compact subset and F : X X is a dynamical system. We use the following notation A compact set N ⊂ X is called an isolating neighbourhood for a dynamical system F if
A compact set S ⊂ X is called an isolated invariant set for a dynamical system F , if there exists an isolating neighbourhood N such that S is its invariant part. A diameter of a set A ⊂ X is diam A := sup{d X (y, y ): y, y ∈ A}; let us put
For our purposes we need to modify slightly the definition of an index pair introduced in the multivalued context by Mrozek and Kaczyński [1] . Definition 2.2. Let N be an isolating neighbourhood for a multivalued dynamical system F . Then the pair P = (P 1 , P 2 ) of compact subsets of N , such that
Despite other differences notice that here we admit index pairs that are not topological pairs, i.e. we omit the condition P 2 ⊂ P 1 , required in [1] .
The theorem on existence of index pairs in a multivalued setting, initially was proved in [1] . A proof of the analogous theorem (Theorem 2.3) for a slightly modified definition of the index pair, which is used in this paper, can be found in [6] or [9] . Theorem 2.3. Let N be an isolating neighbourhood for F , and W be any neighbourhood of Inv N . Then there exists an index pair P in an isolating neighbourhood N , such that
The family of index pairs in an isolating neighbourhood N for a multivalued dynamical system F is denoted by
IP(N, F ).
To construct our index we use the Szymczak functor defined in [10] . By Sz(E) we denote the Szymczak category over a category E. 
Homotopy partial functor for multivalued maps
In this section we will introduce a new notion of a partial functor and apply it to define a homotopy among specific multivalued maps.
Let f : A → Y be a function defined on some subset A ⊂ X. We denote by f : X −→ • Y, a function f : A → Y and we call it a partial function from X to Y . Definition 3.1. Let C and E be two categories.
A partial (covariant) functor from C to E is a partial function
which satisfies the following conditions:
(i) For any C ∈ C there is given an object F(C) ∈ E, (ii) For any C, C ∈ C there is given a subset of morphisms
Moreover we require that (a) for any C ∈ C the identity morphism id C ∈ C m (C, C) and
Definition 3.2. We say that F ∈ USC c (X, Y ) induces a morphism if F possess a selector and any two selectors of F can be joined by the homotopy in F , i.e.
Let us introduce the following notation
We call F a morphism induced by F or briefly an induced morphism.
is a singlevalued map we write f , instead off as it should be according to (3.1) . Let us define a composition of F ∈ USC c (X, Y ) and G ∈ USC c (Y, Z), both of which induce morphisms
The above remark is illustrated by the following example.
Example 3.4. Consider X = R, Y = {0} ∪ {1} with the topology induced by the topology of R, and F : X Y being a constant map, defined as F (x) := {0} ∪ {1}, for x ∈ X. Than F has only two selectors:
It is easy to show that the above defined F is a morphism in a category USC c , that does not induce a morphism, because f 0 and f 1 cannot be joined by the homotopy in F .
We define a homotopy partial functor for a category USC c
Htp :
The functor Htp leaves objects unchanged and it is defined only for such maps F ∈ USC c (X, Y ), which induce morphisms. For these maps we put
where f is any element of F .
For simplification instead of (3.4) we would often write
Proposition 3.5. The map Htp is a well defined partial functor.
Proof. The set (USC c ) m from Definition 3.1 is a set of all such maps from USC c that induce morphisms. Condition (b) from Definition 3.1 is the straightforward consequence of the formula for the composition of homotopy classes of singlevalued maps. 2
Morphisms induced by index maps
In Section 4.1 we consider maps induced by a dynamical system F in a category USC c . Further in Section 4.2, under some additional assumptions about F , we show that the maps and results from Section 4.1 can be carried over to induced morphisms.
Throughout this section we assume that X is a locally compact metric space and F ∈ USC c (X, X). Some of the proofs in this section has been significantly shortened and the more obvious were omitted, for details see [7] or [6] .
Index maps and joining maps
Throughout this section by P we denote an index pair in a isolating neighbourhood N , for a multivalued dynamical system F : X X. Following [4] let us define a space
where ∼ P is the following equivalence relation
An example of the space U(P ) for a repelling fixed point is illustrated in Fig. 2 . In U(P ) we introduce a quotient topology, given by a natural projection q ∼ P :
Let us define the following maps
Let P ∈ IP(N, F ) and Q ∈ IP(M, F ) be such that P ⊂ Q. Define the following map induced by the inclusion
Obviously U(i) is well defined and continuous. From now on, to the end of this section, we assume that M is an isolating neighbourhood for F such that
and Q ∈ IP(M, F ) satisfies the following condition Under assumptions (4.5) and (4.6) we define a map
It is easy to check that condition (4.6) guarantees that the map F QP is well defined.
Definition 4.1. The map F QP defined above is called a map joining pairs P and Q, or shortly a joining map.
If M = N and P = Q, then condition (4.6) is equivalent to the condition (a) from the definition of the index pair. Therefore we can define a map F P P . Definition 4.2. We denote by F P a map F P P and we call it an index map.
The following is a consequence of Theorem 2.1.
Remark 4.3. The map F QP ∈ USC c (U(Q), U(P )).
For the rest of this paper, proving that the definition of the index is correctly posed, we use only joining maps F QP , for pairs P ∈ IP(N, F ) and
Therefore whenever F QP appears we assume that one set of the following assumptions is satisfied (A) (4.5), (4.6) and M = N , (B) (4.5), (4.6) and Proof. In case (A) is satisfied and P ⊂ Q the following equations
Proposition 4.4. Assume that P ∈ IP(N, F ) and Q ∈ IP(M, F ) satisfy one set of the following assumptions (A) and i: P ⊂ Q or (B) and j : Q ⊂ P .

Then the following diagram of the morphisms of category USC c commutes
It is easy to see that the map U(j ) is a homeomorphism, under condition (B) and Q ⊂ P . To show that
let us consider two cases
and (4.9) is obvious. In case of (ii), using assumption (B) and property (b) from the definition of the index pair, we obtain
Therefore if x ∈ Q 1 \ Q 2 , then F (x) ⊂ int N ∩ int M and the latter ingredient in the definitions of F P , F Q and F QP is an empty set. And so we obtain (4.9). 2
Induced morphisms
In this section apart from the assumptions stated in introduction to Section 4 we require that F induce a morphism F .
Although one might think that carrying over the homotopy which exists between selectors of F to the homotopy among selectors of F QP (Theorem 4.10) should be easy, it appears to be impossible without additional assumptions.
Before we proceed to the proof of Theorem 4.10 we state several lemmas. From now on to the end of this section we assume that P ∈ IP(N, F ) and Q ∈ IP(M, F ) satisfy at least one of the conditions (A) or (B) .
Lemma 4.5. Under the above assumptions
Proof. Let us consider two cases
The case (i) for i = 0 is obvious. If
Let us consider the case (ii) when condition (A) is satisfied. Then for x ∈ Q 1 \ Q 2 we obtain from the properties of the index pair Q that
(4.10)
In case of assumption (B) being satisfied, using the properties of the index pair P , we get
Let us define the following map
Assume that g is a selector of F QP . Then in a natural way we define the following maps
The following two lemmas are an easy consequence of Lemma 4.5.
Lemma 4.6. The maps f and f defined respectively by the formulas (4.12) and (4.13) are the selectors of f ∈ F and f ∈ F | Q 1 .
Let f 0 and f 1 be any two selectors of F . Due to the assumption that F induce a morphism F , we can join them by the homotopy h : X × I → X, such that
Let us define the following maph :
Now, let f be any selector of F . Analogously as (4.14) we define a mapf :
Using either condition (A) or (B) it is easy to prove that definitions (4.14) and (4.15) are well posed both maps are continuous.
The straightforward consequence of the above and Lemma 4.5 is the following statement.
Conclusion 4.8.
For the maps defined by (4.15) and (4.14)
(ii) the maph is a homotopy joining
In particularf ∈ F QP , for f defined by the formula (4.12).
Let us introduce some assumptions about selectors of F , which would be useful further (see Lemma 4.9). We say that F satisfies assumption (C) if for any compact set ∅ = K ⊂ X any We call s a full selector of F ands a partial selector of a map F . Note that existence of a homotopy satisfying (4.16) and (4.17) does not follow automatically from the assumption that F induces a morphism, which is valid in this section. It can happen that the map F has partial selectors which cannot be extended to full selectors.
Since now on, to the end of this section, we assume that F satisfies condition (C). Let g ∈ F QP . Notice that g naturally corresponds to some selector f ∈ F (defined by the formula (4.12)) and some partial selector f ∈ F | Q 1 (expression (4.13)). Therefore there exists a homotopy h f,f : Q 1 × I → X joining f | Q 1 and f , in such a way that the conditions defined by (C) are satisfied.
Under the above assumptions and notation, for g, f, f and h f,f , we define a map
The need for imposing assumption (C) becomes clear in the following lemma.
Lemma 4.9. The map H g , defined by the formula (4.19) is a homotopy joining
wheref is defined by (4.15) . Moreover
Proof. The map H g is defined on the disjoint sets that constitutes U(Q) × I . To show that it is well defined it is enough to check that h f,f (x, t) ∈ P 1 for x ∈ Q 1 \ Q 2 . Using the assumption (4.17) for K = Q 1 , respectively from the conditions (A) or (B), and from the properties of the index pair we obtain that for
The map H g is continuous, because from assumption (4.18) and the fact that f (x) = f (x) for x ∈ Q 1 ∩ Q 2 , we can write the formula for H g as a superposition of maps defined on compact sets It is easy to check that (4.21) is satisfied, using the fact that (h f,f ) t ∈ F | Q 1 , for any t ∈ I , f ∈ F and Lemma 4.5. 2
Theorem 4.10. Assume F satisfies condition (C).
If P ∈ IP(N, F ) and Q ∈ IP(M, F ) are such that condition (A) or (B) is satisfied, then the joining map F QP induces a morphism F QP .
Proof. Let us first show that F QP possesses a selector. As F induces a morphism, it has a selector, which we shall call f . Thenf defined by formula (4.15) is a selector of F QP from Conclusion 4.8.
Now we need to show that any two selectors g (1) and g (2) of F QP can be joined by the homotopy in F QP . Denote by f (1) and f (2) selectors of F corresponding respectively to g (1) and g (2) according to formula (4.12). Moreover let f (1) and f (2) be the maps defined along the procedure (4.15) from f (1) and f (2) . Notice that from Lemma 4.9 map g (1) is homotopic to f (1) , similarly g (2) can be joined by the homotopy with f (2) . Furthermore homotopies from Lemma 4.9 go within a graph of F QP . To complete the proof it is sufficient to join f (1) and f (2) by the homotopy going in a graph of F QP , but this is a consequence of the assumption that F induce a morphism and Conclusion 4.8. 2
Now we can give the main results of this section, which are the conclusions from Proposition 4.4. 
Conclusion 4.11. Assume F satisfies condition (C) and the pairs P ∈ IP(N, F ) and Q ∈ IP(M, F ) satisfy one of the following sets of assumptions (A) and i: P ⊂ Q or (B) and j : Q ⊂ P .
Then the following diagram commutes in the category HTop
U(P ) [α] Top [ F P ] Top U(P ) [α] Top U(Q) [ F Q ] Top [ F QP ] Top U(Q)
The main results
Definition of the index
Assume that X is locally compact metric space, and F ∈ USC c (X, X) induce a morphism F and satisfies condition (C).
Before we give an actual definition of the index, we prove some results crucial to justify the fact that the definition is well posed.
Proposition 5.1. Let M ⊂ N be two isolating neighbourhoods for the same isolated invariant set. Moreover let P ∈ IP(N, F ) and Q ∈ IP(M, F ) be such that Q ⊂ P and
Then the inclusion j :
the following objects in the category
Proof. Notice first that because P 1 \ P 2 = Q 1 \ Q 2 the spaces U(P ) and U(Q) are identical, and the map induced by the inclusion U(j ) is a homeomorphism. Because Q ⊂ P and M ⊂ N , then from the condition (a) in the definition of the index pair for P ∈ IP(N, F ) we obtain that
Moreover from the assumption Inv N = Inv M, therefore we can consider the joining map
is satisfied. From Conclusion 4.11 (applied under assumption (B)) and [3, Theorem 3.1] we obtain that the analogue of diagram (4.23) commutes in the Szymczak category over the category HTop, which gives us (5.1). For details see [7] or [6] . 2
The following theorem is the main result of this paper.
Theorem 5.2. Assume K is an isolated invariant set for a multivalued dynamical system F . Then for any isolating neighbourhood N of K and any P ∈ IP(N, F ) the objects in a category Sz(HTop) of the form
The prove of Theorem 5.2 is analogous to the proof of [1, Theorem 3.2], the only difference being that it is divided into five steps, distinguished by the combinations of the following assumptions:
In the following steps we show that the definition of the object appearing in Theorem 5.2 is independent of the choice of the specific index pair (denoted by P or Q) and the choice of the isolating neighbourhood (denoted by M or N ). Note that in our case (in contrast to [1, Theorem 3.2]) we admit index pairs that are not necessarily topological pairs (i.e. it can happen that P 2 ⊂ P 1 ), which is later crucial to prove the homotopy property. The detailed proof of Theorem 5.2 one can find in [7] or [6] .
Theorem 5.2 justifies that the following definition is well posed. 
Properties of the index
Assume that X is locally compact metric space, and F ∈ USC c (X, X) induce a morphism F and satisfies condition (C). Let us first prove the Ważewski property for our index. Consider an index pair P = (∅, ∅), associated with the empty ∅ isolated invariant set, for a multivalued dynamical system F . Then from definition U((∅, ∅)) := X × 0, and the index map F ∅ : X × 0 X × 0, is given by the formula
Denote by0 X,F the family of all objects isomorphic with (X × 0, [ F ∅ ] Top ) in the Szymczak category.
Let us stress that the object0 X,F , which corresponds to the trivial invariant set is not a zero object in the sense of category theory. It is easy to show that if we consider two multivalued dynamical systems F : X X and G :
are not isomorphic as objects in the Szymczak category. So if0 X,F were in fact a zero object in the sense of category theory, we would have "many zeros", which is impossible from the definition. The difficulties with the additivity property of the index are closely related with this phenomena.
From now on assume that X is a locally compact metric space and F ∈ USC c (X × I, X) induce a morphism F . Define F μ ∈ USC c (X, X), for μ ∈ I as follows
Moreover assume that each of the maps F μ for μ ∈ I satisfy assumption (C) and induce a morphism F μ . We denote by Inv(N, μ) an invariant part of the set N under the multivalued dynamical system F μ . Similarly we introduce notation Inv + (N, μ) and Inv − (N, μ). By IP(N, μ) we understand a family of index pairs for F μ in an isolating neighbourhood N . The proof of this theorem is long and complex, but the main idea is the same as in the proof of [2, Theorem 2.11] for the singlevalued discrete case. Although the main idea is the same there are significant changes, which are not only the consequence of the fact that here we deal with the multivalued maps. The more important is that Mrozek in [2] uses cohomologies and than applies Leray reductions, whereas in this paper to define an index we use the homotopy partial functor and later apply, the more general, Szymczak functor. Note that by using the homotopy partial functor we have to 'go through' induced morphisms, which on its own complicates the proof. Moreover our index map acts on a different space than in [2] . All these changes have consequences in the proof. The detailed proof can be found in [8] or [6] .
Examples
In this section we present four examples, which illustrate the main advantages of our index and some possible further improvements.
Acyclicity of the index map
It appears that the method of "shrinking an exit set into a point" used to define an index, by Szymczak and others, is not good for the multivalued setting. This method excludes computer assisted calculations of the cohomological index, because we have to deal with the multivalued index map. We present two examples justifying the above statement.
Although, in these specific examples the isolated invariant set can be pointed out without the Conley index theory, they capture a common phenomena in complicated dynamics, where in one direction we have some stretching and in the other bending.
Let us stress that so far, using computer assisted methods, we can only calculate cohomologies of multivalued maps that are acyclic. Even if we assume that the dynamical system is generated by a map which is acyclic, the index map Fig. 3 . Example A.
does not necessary need to be also acyclic. This can happen when the index map is defined on the space "with the exit set being shrunk to a point".
Two examples represent different sources of this lack of acyclicity of index maps. In the first example, it is the disconnected exit set. In the second example problem is caused by the very nature of the dynamical system-namely nonconvex values. Although, by applying in each case specific modifications of the index pair we can correct our index maps in such a way that they are acyclic, one cannot hope to be successful with this procedure applying numerical methods.
Applying a method of "gluing into a space along an exit set" instead of "shrinking an exit set into a point" we do not loose acyclicity of the index map.
Example A. The upper part of Fig. 3 illustrates the multivalued map F : R R, for which it is easy to check that it induces a morphism F and satisfies assumption (C). We identify the space on which our dynamical system acts with Fig. 4. Example B. the diagonal. It is easy to notice that S being an intersection of the graph(F ) with the diagonal is an isolated invariant set for F .
By (P 1 , P 2 ) we denote an index pair for S in some isolating neighbourhood N . The set P 2 consists of three intervals P a 2 , P b 2 and P c 2 (all indicated at the diagonal). The set P 1 = N is the smallest interval including all three parts of P 2 . Note that the set P 2 satisfies condition F (P 2 ) ∩ N ⊂ P 2 , from the definition of the index pair, because F (P b
2 ) ⊂ P c 2 . The lower part of Fig. 3 illustrates the space U(P ), related to the index pair defined above. Suppose we "reduce an exit set to a point", then the image of the distinguished point x in Fig. 3 is homeomorphic with the circle (because F (x) ∩ P b 2 = ∅ and F (x) ∩ P c 2 = ∅). Therefore it would not have been an acyclic set. For this reason, if we defined an index map on a space P 1 /P 2 it would not have been acyclic, although the dynamical system was. By defining an index map on U(P ) the set F (x) does not get glued to a circle.
Example B. Consider a dynamical system generated by a multivalued map F : R 2 R 2 , illustrated at the upper part of Fig. 4 . The map F transforms the subsequent points of the plane ('moving away from the origin along the radius') into gradually larger bubble shaped sets. The further the 'bubble' is away from the origin, the more it gets bend into crescent shaped set.
On the picture we added the rotation-just to make the illustration more clear. The origin is a fixed point for this map. Because the values of F are the arc connected sets, therefore F induces a morphism F and satisfies assumption (C).
One can check that taking as P 1 a ball with the center at the origin and as P 2 the annulus at the boundary of this ball (shaded part in Fig. 4 ) we obtain an index pair for an isolated invariant set S = {(0, 0)}. Note that the image of the point denoted by x n (black crescent shaped set at Fig. 4) intersects P 2 forming two disjoint sets. Analogously, as in the previous case if we "shrink an exit set to the point" we loose the acyclicity of the index map defined on P 1 /P 2 (black crescent shaped set would become an annulus).
The lower part of Fig. 4 illustrates the space U(P ). The shaded part is "at the level one" and the vertical arrows indicate which points get identified (darker annulus). Defining an index map F P on this space, we do not get sets homeomorphic with the circle in the images of F P . Therefore we can calculate cohomologies of this map.
Location of the invariant set
In this section we present two isolated invariant sets for the one dynamical system, which cannot be distinguished by the index defined by Kaczyński and Mrozek, but which are distinguished by our index. We can briefly say that our index preserves information about the location of the invariant set in the space, whereas Kaczyński and Mrozek's index does not.
Example C. Consider a multivalued dynamical system F acting on R 2 \ {(0, 0)}. Assume that there are two isolated invariant sets for F -the loop γ 1 , which is not contractable in R 2 \ {(0, 0)}, and the loop γ 2 , which is. Fig. 5 illusFig. 5 . Example C. trates the loops γ 1 and γ 2 , moreover we roughly indicate the direction of trajectories (which are sequences of points by definition). Moreover assume that F has convex values, then it already induces the morphism F and satisfies condition (C).
One can check that by taking as P 1 an annulus around γ 1 and as P 2 two smaller annuli 'sufficiently broad' (on Fig. 5 the set P 2 is dashed) we obtain an index pair for γ 1 in an isolating neighbourhood N 1 = P 1 . Similarly we define an index pair (P 1 , P 2 ) for γ 2 in an isolating neighbourhood N 2 = P 1 .
In order to calculate Kaczyński and Mrozek's index for γ 1 and γ 2 it is enough to restrict our dynamical system to the appropriate annuli surrounding the considered invariant sets. Because the index pairs P = (P 1 , P 2 ) for γ 1 and P = (P 1 , P 2 ) for γ 2 are homeomorphic, so the restrictions F | P 1 and F | P 1 induce the same homomorphism at the cohomology level and therefore Kaczyński and Mrozek's index for both sets is the same.
In our construction we 'glue an exit set to the space', which in our case is R 2 \ {(0, 0)} and therefore the indices for the sets γ 1 and γ 2 are different. The homotopy type of the space U(P ) (Fig. 6) , constructed from the index pair corresponding to γ 1 is different from the homotopy type of U(P ) (Fig. 7) -corresponding to γ 2 . For more on this for flows see [4] .
Lower semicontinuous cubic representations
Although admitting lower semicontinuous cubic representations might not look too much of a challenge at first sight, this can enlarge the family of sets for which we would be able to find an isolating neighbourhood and index pair. The lsc cubic representations have the advantage, over the corresponding usc one, that the maximal diameter of the image is significantly smaller. Therefore along the iterations we can obtain more tight error estimates. As a result it is easier to find e.g. an isolating neighbourhood (see conditions in the definition). A clear disadvantage is that the usc of compact values have a closed graph, whereas the lsc-do not posses this property. Example D. On Fig. 8 there are two representations of the same singlevalued map-F 1 being the usc and F 2 -the lsc. At the joints of the subsequent cubes a huge difference in the estimates of the image appears. Moreover it is easy to notice that the continuous selectors f ∈ F 1 do not take the values from the intervals, which were 'removed from the graph of F 1 while making the graph of F 2 '.
If we define analogously as it was done in the usc case the induced morphism F 2 for the lsc map, than it is easy to check that both F 1 and F 2 induce the same morphism
and both F 1 and F 2 satisfy assumption (C). As our definition of the index depends on the induced morphism, it can be easily extended for lsc maps, provided we can construct an index pair for such maps without referring to the related usc representation.
