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Resumo
A modelagem de séries temporais, inferência e previsão, baseadas em modelos dinâmicos,
é uma das mais importantes áreas que surgiram na estat́ıstica, visto que muitos dos pro-
blemas práticos envolvendo estat́ıstica podem ser colocados nesta estrutura. O objetivo
desta monografia é aplicar a metodologia de aproximação a verossimilhança através de
modelos markovianos ocultos em modelos dinâmicos não lineares e não Gaussianos.
Para ilustrar essa aplicação, são apresentados estudos de simulação e de casos para
dois tipos de modelos, que são: modelos de volatilidade estocástica e modelos de dados
binários. Ao longo desta monografia, encontram-se também um resumo de cadeia de
Markov, alguns conceitos importantes de modelos dinâmicos e por fim conclui-se com
algumas sugestões para trabalhos futuros.
Palavras-Chaves: modelos markovianos ocultos, séries temporais, integração numérica,
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Os Modelos Dinâmicos, também conhecidos como modelos de espaço de estado, são
formulados para permitir alterações nos valores de estados com o passar do tempo. Há
bastante interesse no estudo da modelagem, inferência e previsão para esses modelos, pois
eles formam uma classe muito flex́ıvel, conseguindo ser aplicados em diversas situações
reais. Por conta disso, essa área se tornou uma das mais importantes que surgiram na
estat́ıstica durante o último século.
O filtro de Kalman pode ser utilizado para fazer previsões dos estados e das ob-
servações dos modelos dinâmicos lineares e/ou Gaussiano. No entanto, para a classe dos
modelos dinâmicos não lineares e/ou não Gaussiano, devido à maior complexidade da
sua função de verossimilhança, torna-se necessário a utilização de outras técnicas para
fazer inferência.
Avanços recentes em computação estocástica aumentaram muito o potencial de uti-
lização dos modelos dinâmicos nas mais diversas áreas. Métodos como Monte Carlo via
Cadeia de Markov (MCMC) e Monte Carlo sequencial (SMC) foram desenvolvidos e estão
bem documentados.
No entanto, a inferência através dos métodos citados acima, depende fortemente da
especificação do modelo. A finalidade desta monografia é apresentar uma metodologia de
aproximação da função de verossilhança usando modelos markovianos ocultos (Hidden
Markov Models - HMM), tornando assim a inferência e previsão dos estados, do ponto
de vista da estat́ıstica clássica, mais rápida e com baixo custo computacional.
As principais contrubuições desse trabalho incluem: a aplicação da metodologia pro-
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posta em modelos de volatilidade estocástica e em modelos dinâmicos com observações
binárias. Em ambos, estudam-se as propriedades dos estimadores de máxima verossimi-
lhança através de um estudo de simulações.
A metodologia foi implementada computacionalmente usando o software R que está
dispońıvel de forma gratuita, além de possuir ampla documentação e fornecer uma ampla
variedade de rotinas para a modelagen estat́ıstica, as quais podem ser estendidas pelos
usuários.
A estrutura da presente monografia está descrita a seguir. O Caṕıtulo 2 introduz
a parte conceitual necessária para a melhor compreensão e contextualização do tema
proposto. São apresentados conceitos introdutórios de cadeia de Markov, modelos mar-
kovianos ocultos, e além disso, também é apresentado um breve resumo da função GEV
(Generalized Extreme Value).
O Caṕıtulo 3, fornece uma descrição dos modelos dinâmicos e as técnicas de estimação
dos estados e observações.
O Caṕıtulo 4 apresenta a metodologia de aproximação de verossimilhança através de
um modelo markoviano oculto, bem como suas vantagens e desvantagens.
O Caṕıtulo 5 apresenta o modelo de volatilidade estocástica (SV) usando a apro-
ximação da verossimilhança via modelos markovianos ocultos. Um estudo de simulação
é apresentado, bem como uma aplicação da metodologia proposta é ilustrada com os
retornos do Índice da Bolsa de Valores de São Paulo.
No Caṕıtulo 6 descreve-se um modelo dinâmico para observações binárias. Diferentes
funções de ligação são introduzidas. Um estudo de simulação é implementado e uma
aplicação com dados reais é fornecida.
No Caṕıtulo 7 são apresentadas algumas considerações finais, os pontos mais rele-
vantes do trabalho e, além disso, são apresentadas algumas considerações para trabalhos
futuros. Por fim, apresenta-se um apêndice com a programação, de forma genérica, uti-




Este caṕıtulo conduz a parte conceitual necessária para a melhor compreensão e con-
textalização do tema proposto. São apresentados conceitos introdutórios de um processo
de Markov, entre eles cadeia de Markov e modelos markovianos ocultos.
2.1 Cadeias de Markov
“o futuro independe do passado, dado o presente”
Uma cadeia de Markov é um processo estocástico em que qualquer probabilidade
associada ao futuro do processo pode ser descrita apenas conhecendo o valor que esse
processo assume no presente, podendo assim abdicar de toda informação do passado.
Ou seja, informalmente, o futuro desses processos só dependem do presente. A sua
probabilidade de transição, ou seja, a probabilidade do processo transitar de um estado
i para o j em instantes de tempo consecutivos é dado por:
Pij = P (i, j)=P (θt = j | θt−1 = it−1, θt−2 = it−2, . . . , θ0 = i0)=P (θt = j | θt−1 = it−1)
As probabilidades de transição satisfazem as seguinte propriedades:
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(1) 0 ≤ p(i, j) ≤ 1, para1 ≤ i, j ≤ n
(2)
∑n
j=1 p(i, j) = 1, para1 ≤ i ≤ n
Estas probabilidades de transição, por conseguinte, podem ser expostas por uma matriz
P de probabilidade de transição, na qual a soma de qualquer uma das linhas tem valor
1.
Também conhecida como matriz estocástica, sua diagonal principal representa as pro-
babilidade de um estado permanecer no mesmo lugar, e as demais entradas representam
a probabilidade de transitar de um estado i para j.
Outros conceitos importantes de uma cadeia de Markov são a irredutibilidade e
o peŕıodo. A irredutibilidade garante que a cadeia possa visitar todos os estados, a
qualquer tempo, com probabilidade positiva para qualquer que seja o ponto inicial, em
outras palavras, uma cadeia de Markov é irredut́ıvel se, e somente se, ela possui uma
única classe de comunicação. Analiticamente, tem-se:
P (θt = j | θ0 = i) > 0, para 1 ≤i,j≤n
O peŕıodo de uma cadeia de Markov irredut́ıvel é o peŕıodo comum de seus estados.
Uma cadeia é chamada de aperiódica se o seu peŕıodo é igual a 1, ou seja, quando não
há nenhuma repartição do espaço amostral. Logo, a aperiodicidade de uma cadeia de
Markov assegura que a cadeia não se mova de modo ćıclico entre ses estados.
Maiores detalhes sobre o cadeia de Marlov podem ser encontrados em G. F. LAWLER
[16]
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2.2 Modelos Markovianos Ocultos
Em uma cadeia de Markov é considerado um estado correspondente a uma observação,
fazendo com que seja um modelo muito restrito para aplicar em certos problemas. Os
modelos Markovianos ocultos (HMM) são uma extensão da cadeia de Markov, pois nesses
modelos temos um processo estocástico de duas camadas.Um HMM é composto por dois
compentes. O primeiro, um não observável (estado), é projetado para dar conta de
correlação da série. O segundo é um processo dependente do estado (observação).
O processo pode ser representado na figura abaixo:
Essa classe de modelo, fornece artif́ıcios flex́ıveis para modelar problemas de séries
temporais, onde as observações dependem de uma sequência de estados subjacentes cor-
relacionados. Eles tem sido aplicados com sucesso a uma grande variedade de tipos de




Originalmente, os modelos Markovianos ocultos foram desenvolvidos no campo do
reconhecimento da fala (Rabiner 1989); a sequência de estados subjacente é, então, dada
pela sequência falada de fonemas, enquanto as observações são essencialmente dadas pelas
transformadas de Fourier dos sons gravados. O reconhecimento de voz tenta decodificar
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a sequência falada das observações com rúıdos. A metodologia foi introduzida nos anos
60 e o fato de sua estrutura matemática poder ser aplicada em inúmeros problemas, e por
apresentar resultados consistentes, fez com que sua aplicação se tornasse mais constante.
Esse modelo vem sendo frequentemente aplicado, pois, além de ser simples para es-
timar os parâmetros e fazer inferência, ele é rico o bastante para ser aplicado em dados
reais.
Considere o modelo a seguir:
yt = a(θt, εt), (2.1)
θt = b(θt−1, ηt), (2.2)
onde yt e o vetor de observações e o θt e o vetor de estados não observáveis.
Respeitando a estrutura do modelo, a função conjunta pode ser escrita da seguinte
forma:
p(y1, . . . , yT ,θ1, . . . ,θT ) = p(θ1).p(y1 | θ1).
T∏
t=2
p(θt | θt−1).p(yt | θt),
onde T representa o número de observações.
2.3 Distribuição Generalizada de Valores Extremos
Os modelos de ligação GEV (Generalized Extreme Value) são basedos na distribuição
GEV. Sua função de distribuição acumulada é dada por:










onde µ ∈ R é o parâmetro de localização, σ ∈ R é o parâmetro de escala, ξ ∈ R é
o parâmetro de forma (assimetria) e x = max(x,0). A distribuição do modelo acima é
chamada de distribuição generalizada de valores extremos. Para facilitar, chamaremos
de GEV.
A sua importância como uma função de ligação resulta do fato de que o parâmetro
de forma ξ controla o comportamento da cauda da distribuição.
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A figura abaixo fornece uma comparação da função densidade de probabilidade bem
como da função distribuição acumulada da classe GEV com diferentes valores para ξ para
mostrar a flexibilidade de tal distribuição. Olhando o gráfico da função de distribuição
acumulada fica claro como o valor do parâmetro de forma altera a assimetria, o mesmo





O modelo de espaço de estado, também conhecido como modelagem dinâmica, teve
ińıcio na década de 60, primeiramente com Kalman(1960) [3] e posteriormente pela
solução encontrada por Kalman e Bucy (1960) [4], nomeada Filtro de Kalman. En-
tretanto, estas descobertas só foram utilizadas por estat́ısticos cerca de dez anos depois
e, desde então, o interesse e o uso dessa classe de modelos na análise de séries temporais
vem crescendo de forma considerável.
Modelos dinâmicos proporcionam a modelagem de uma série temporal utilizando a
combinação de inúmeras componentes, tais como: tendência, sazonalidade e componente
regressiva. Além disso, tem uma estrutura probabiĺıstica robusta que evolui ao longo do
tempo, garantindo aos modelos flexibilidade e aplicabilidade em uma ampla variedade
de problemas nas mais diversas áreas. Os modelos de espaço de estados consideram uma
série afetada pelo tempo, através de deformações dinâmicas e aleatórias.
Os problemas de estimação e inferência são resolvidos por algoritmos recursivos, cal-
culando as distribuições condicionais das quantidades de interesse dadas as informações
observadas. Neste sentido, estes modelos são naturalmente tratados seguindo o para-
digma bayesiano.
Esses modelos podem ser usados em séries temporais univariadas ou multivariadas,
também na presença de mudanças estruturais não estacionárias e padrões irregulares. De
fato, uma análise de série temporal depende da possibilidade de encontrar uma regula-
ridade no comportamento do problema estudado, tornando assim posśıvel a previsão de
um comportamento futuro.
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Os modelos dinâmicos são descritos por dois processos: o processo de estados latentes
{θt} e o processo observacional {yt}, onde t e um indicador temporal. Com a evolução
do tempo, toda a informação relevante para prever o futuro é atualizada e pode ser usada
na revisão e cŕıtica do modelo.
Supondo que o tempo inicial seja t = 0 e que θ0 represente a informação relevante
e dispońıvel sobre o modelo, a qual será usada pelo estat́ıstico para fazer as previsões
iniciais do futuro. De um modo semelhante, suponha que para qualquer tempo t > 0,
a informação dispońıvel e relevante seja denotada por θt. Qualquer afirmação sobre o
futuro será condicionada nesta informação. Uma vez que yt foi observado no tempo t,
define-se {Dt} = {yt, Dt−1}.
3.1 Modelo Dinâmico Geral
Considere o modelo abaixo,
yt = a(θt, εt) para t = 1, . . . , n,
θt = b(θt−1, ηt) para t = 1, . . . , n,
onde θt {para t = 1, . . . , T} representa o processo de estados latentes, yt {para t =
1, . . . , T} é a variável resposta. εt e ηt são perturbações aleatórias independentes e iden-
ticamente distribuidas. a(., .) e b(., .) são funções não lineares conhecidas.
A verossimilhança de um modelo dinâmico (MD) é dada por uma integral múltipla
de ordem grande que em geral não pode ser resolvida de forma direta. A estimação dos
parâmetros em um modelo linear e Gaussiano pode ser resolvido pelo filtro de Kalman.
Por outro lado, o caso não linear e não Gaussiano é mais complexo. Posśıveis métodos
de estimação dos parâmetros do modelo dinâmico não linear e não Gaussiano são:
• Filtro de Kalman Estendido
• Método dos Momentos Generalizados
• Método de Monte Carlo
• Integração Numérica
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3.2 Modelo Dinâmico Linear
Os modelos de espaço de estados lineares e Gaussianos, ou modelos dinâmicos lineares
(MLD) são especificados por uma distribuição a priori Normal para o vetor de estados
no instante zero.
θ0 ∼ Np(m0,C0)
Para cada t ≥ 1, o modelo dinâmido linear é definido por:
yt = F
′
tθt + υt, υt ∼ N (0,Vt),
θt = Gtθt−1 + ωt, ωt ∼ N (0,Wt),
• θt: é um vetor p-dimensional de parâmetros de estados do modelo dinâmico
• F′t é a matriz de regressão n×p, cujos elementos são conhecidos
• Gt é uma matriz p×p conhecida, que descreve a evolução dos parâmetros de estado
no tempo
• Vt é a matriz de covariância n×n associada ao erro observacional vt
• Wt é a matriz de covariância p×p associada ao erro da evolução dos parâmetros
de estado wt
As equações podem ser escritas da seguinte forma:
yt | θt ∼ N (F′tθt,Vt)
θt | θt−1 ∼ N (Gtθt−1,Wt)
A verossimilhança de um modelo dinâmico é dada por uma integral múltipla de
ordem grande que em geral não pode ser resolvida de forma direta. Um modelo dinâmico
linear e gaussiano pode ser resolvido pelo Filtro de Kalman. O Filtro de Kalman é um
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método para avaliar a distribuição a posteriori (θt | yt) baseado na distribuição a priori de
(θt | yt−1). Sua função é atualizar de forma recursiva a distribuição dos estados quando
uma nova observação está dispońıvel.
É complicado garantir em situação real que as premissas ocorram. Porém, a nor-
malidade pode ser justificada por argumentos que utilizem o Teorema do Limite Cen-
tral. Ainda assim, existem extensões importantes que permitem a modelagem de outliers
usando distribuições de caudas pesadas, comumente utilizadas no tratamento de séries





O presente caṕıtulo apresenta a metodologia de aproximação de verossimilhança
através de um modelo markoviano oculto, bem como suas vantagens e desvantagens.
4.1 Aproximação da Verossimilhança
Como já destacado no caṕıtulo anterior, a verossimilhança de um modelo dinâmico
é dada por uma integral múltipla de ordem grande que em geral não pode ser resolvida
de forma direta. Para solucionar este problema é apresentado abaixo uma forma de
aproximação da função de verossimilhança.
Assumindo que yt e θt são escalares, a função de verossimilhança do modelo represen-
























P (θt ∈ Bit | θt−1 = b∗it−1)f(yt | θt = b
∗
it) (4.1)
onde f é utilizado para representar uma densidade e T o número de observações.
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Pode-se notar que esta aproximação da integração numérica foi ligeiramente modifi-



















Essa aproximação da verossimilhança de fato corresponde à de um modelo markoviano
oculto adequadamente estruturado. Para isso, considerou-se os pontos médios b∗i , i =
1, . . . ,m, como posśıveis valores de uma cadeia de Markov ht com m estados, com matriz
de probabilidade de transição Γ = γij, onde:
γ(i, j) = P (θt ∈ Bj | θt−1 = b∗i ),
e com distribuição inicial δ, onde δi := P (θ0 ∈ Bi). Dessa forma, as probabilidades de
transição γij para i, j = 1, . . . ,m são determinadas pela equações de estado do modelo
dinâmico.
Por exemplo, se o processo de estado é um autoregressivo de ordem 1(AR(1)) com
parâmetros φ e σ, então,
γij = Φ
(




(bj−1 − φb∗i )/σ
)
onde Φ(•) representa a função de distribuição acumulada da normal padrão. Além
disso, definimos:
P (yt) := diag(f(yt|θt = b∗1), . . . , f(yt|θt = b∗m)),
onde f(yt|θt = b∗i ) e determinada pela equação de observações do modelo dinâmico. Com
isso, pode-se reescrever a aproximação da verossimilhança utilizando notação de modelo
markoviano oculto, como segue abaixo:
L ≈ δP (y1)ΓP (y2)Γ . . .ΓP (yT )1>,
Em resumo, a verossimilhanca do modelo dinâmico pode ser aproximada utilizando in-
tegração numérica, e essa aproximação é representada por um modelo markoviano oculto
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determinado pela cadeia de Markov ht e com função de probabilidade associada ao estado
dependente com densidade f(yt | θt = b∗i ) =: f(yt|ht = b∗i ).
A aproximação do modelo markoviano oculto será estacionarário se δ for a distribuição
estacionária impĺıcita na matriz de transição Γ, ou seja, se δΓ = δ, sujeita à restrição∑
i δi = 1.
A escolha de m tem uma forte influência sobre a precisão da aproximação. A precisão
melhora à medida que m aumenta, mas com isso o tamanho das matrizes na equação L
também aumentam, o que retarda a avaliação da verossimilhança.
Enquanto m necessita ser grande o suficiente para fornecer uma boa aproximação, o
número de parâmetros do modelo não depende de m; as entradas da matriz Γ(m ×m)
dependem apenas da equação de estado do modelo dinâmico.
Enquanto a ideia da aproximação da verossimilhança não é original, a questão do
modelo markoviano oculto ainda não foi discutida na literatura. Além disso, a apro-
ximação da verossimilhança é modificada se comparada com os métodos citados na seção
3.1. Uma vantagem do método de estimação proposto por meio do modelo markoviano
oculto é que existem fórmulas expĺıcitas simples para os reśıduos e para previsão das
distribuições de um HMM. Além disso, as estimativas do processo latetente podem ser
obtidas utilizando o Algoritmo de Viterbi.
A formulação de um modelo markoviano oculto o torna particularmente simples de
considerar uma variedade de modelos dinâmicos não padrões que são fáceis de implemen-
tar. O método discutido é particularmente fácil de aplicar em caso de espaços de estado
unidimensionais. No entanto, ele sofre a chamada “maldição de dimensionalidade”, e por
isso os modelos com espaços de estados com mais do que duas, ou talvez três dimensões,
podem precisar recorrer ao método MCMC.
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Caṕıtulo 5
Aplicações - Modelo de Volatilidade
Estocástica
Os modelos ARCH (autoregressive conditional heteroscedasticity) introduzidos por
Engle (1982) [5] e a generalização GARCH (generalized autoregressive conditional hete-
roscedasticity) proposta por Bollerslev (1986) [6] são amplamente aplicados para modelar
a volatilidade de séries financeiras (Taylor 1982 [1], Bollerslev et al. 1992 [7], Engle 2001
[10]).
O uso de modelos de volatilidade estocástica (Stochastic volatility ou SV) tem sido
uma alternativa satisfatória para analisar séries temporais financeiras em comparação
com os modelos usuais tipo GARCH (Kim Shephard 1998 [8]).
Os modelos SV são mais flex́ıveis para modelar séries financeiras, pois assumem dois
processos: um para as observações e outro para as volatilidades latentes.







θt = φθt−1 + σηηt, (5.2)
onde yt e θt são respectivamente os retornos compostos e o logaritmo da volatilidade
no tempo t. Assume-se inovações εt e ηt mutuamente independentes e normalmente dis-
tribúıdas com média zero e variância unitária.
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5.1 Estudo de Simulações - Modelo de Volatilidade
Estocástica (SV)
Para o modelo de volatilidade estocástica descrito nas equações (5.1) e (5.2), foram
simuladas T = 2.000 observações no R.
As figuras 5.1 e 5.2 representam as observações e os estados simulados respectiva-
mente.









Figura 5.1: Modelo de Volatilidade Estocástica (SV) - Observações Simuladas
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Figura 5.2: Modelo de Volatilidade Estocástica (SV) - Estados Simulados
A tabela 5.1 apresenta os resultados obtidos através da metodologia descrita no
caṕıtulo anterior. Pode-se perceber que a escolha do m requer atenção, já que se for
escolhido um m pequeno, a estimação não trará um resultado tão próximo do valor ver-
dadeiro, e se o m for grade demais, o custo computacional será maior. Logo, o m deve ser
escolhido de forma com que haja um equiĺıbrio entre custo computacional e um resultado
consistente. No caso apresentado abaixo, deve-se trabalhar com m=50.
Tabela 5.1: Estudo de Simulações - Modelo de Volatilitidade Estocástica (SV) (T =
2.000), com φ = 0, 98, σ = 0, 2, β = 0, 05
m logL tempo (seg) φ̂ σ̂ β̂
50 15.095,6 35 0,982 (0,975 ; 0,990) 0,198 (0,189 ; 0,219) 0,05 (0,045 ; 0,058)
100 15.095,6 85 0,982 (0,975 ; 0,990) 0,202 (0,184 ; 0,221) 0,05 (0,045 ; 0,056)
200 15.095,6 256 0,982 (0,975 ; 0,990) 0,202 (0,184 ; 0,221) 0,05 (0,045 ; 0,056)
A tabela 5.2 mostra algumas medidas que comprovam que os parâmetros foram bem
estimados. A primera e a segunda coluna, indicam respectivamente os parâmetros e
os valores verdadeiros. As duas colunas posteriores, apresentam respectivamente o viés
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médio e o erro quadrático médio (EQM) com valores bem pequenos, podendo-se concluir
que o ajuste do modelo está consistente. Por fim, as últimas duas colunas indicam o
intervalo de confiança e o seu respectivo ńıvel de confiança.
Tabela 5.2: Estudo de Simulações - Modelo de Volatilitidade Estocástica (SV) (T = 2.000
e m = 50) e com φ = 0, 98, σ = 0, 15, β = 0, 02
Parâmetro Valor Verdadeiro Viés Médio Erro Quadrático Médio IC %
φ 0,98 0,0039 0,00017 (0,9536 ; 0,9986) 93,00
σ 0,15 -0,0060 0,00073 (0,0942 ; 0,2177) 99,00
β 0,02 -0,0007 0,00004 (0,0331 ; 0,0482) 84,00
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5.2 Aplicações em Dados Reais - Modelo de Volati-
litidade Estocástica (SV)
Para ilustrar uma aplicação da metodologia em um modelo de volatilidade estocástica,
consederou-se uma série de retornos diários do Ibovespa.
O Ibovespa é um ı́ndice de cerca de 50 ações que são negociadas na Bolsa de Valores
de São Paulo (Bovespa). O ı́ndice é composto por uma carteira teórica com as ações que
representavam 80% do volume negociado nos últimos 12 meses e que foram negociados
em pelo menos 80% dos dias de negociação . Ele é revisado trimestralmente.
Extráıdas do site “finance.yahoo.com”, a série é composta por T = 2.000 observações,
de forma a contemplar os preços de fechamento de 19/04/2006 a 16/05/2014. A partir
















Figura 5.3: Retorno Ibovespa
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Tabela 5.3: Retornos Ibovespa
Média Desvio Padrão Curtose
1.92 ×10−17 1.8529 6.3243
A partir da aplicação da metodologia no conjuto de dados descrito anteriormente,
foram obtidos os resultados expostos na tabela apresentada abaixo. Nela, podemos ver
que os parâmetros estimados apresentam resultados bem próximo para os dois m’s es-
colhidos. Assim, pode-se concluir que os resultados estão consistentes. Como foi dito
anteriormente, uma das vantagens da metodologia em questão é o custo computacional.
Nesse exemplo, obtivemos os resultados, em média com 348 segundos.
Tabela 5.4: IBOVESPA (19/04/2006/ a 16/05/2014) com T = 2.000
m gmax = −gmin φ̂ σ̂ β̂
3 0,9816 0,1436 1,5414
100 (0,9693 ; 0,9877) (0,1042 ; 0,1629) (1,3075 ; 1,6561)
4 0,9805 0,1465 1,4975
(0,9677 ; 0,9933) (0,1051 ; 0,1879) (1,2467 ; 1,7482)
3 0,9816 0,1444 1,5426
200 (0,9693 ; 0,9940) (0,1052 ; 0,1836) (1,3082 ; 1,7772)
4 0,9805 0,1480 1,4986
(0,9677 ; 0,9933) (0,1069 ; 0,1891) (1,2478 ; 1,7494)
O φ está perto de 0, 98 em todos os casos. Este fato indica uma alta persistência da
volatilidade.
A figura 5.4 apresenta o gráfico da reconstrução da volatilidade. Observando a linha
vermelha, pode-se perceber que ela acompanha a série de dados. Para fazer a recons-
trução, foi utilizado o Algoritmo de Viterbi.
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Figura 5.4: Reconstrução da Volatilidade
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Caṕıtulo 6
Aplicações - Modelo para Dados
Binários
Em muitas áreas de aplicações o pesquisador pode encontrar observações que assu-
mem valores 0 e 1. Observações binárias são coletadas juntamente com informações de
covariáveis, podem ser cont́ınuas, discretas ou até mesmo categóricas.
Séries temporais binárias podem ser descritas por modelos lineares generalizados.
No entanto, se existir correlação na série, estes modelos podem não ser adequados, e
algumas aproximações podem ser feitas. Os modelos lineares generalizados dinâmicos
podem contornar o problema.
Uma questão cŕıtica na modelagem de observações binárias é a escolha da função de
ligação. No contexto de problemas de regressão binária, funções de ligações simétricas
tem sido muito utilizadas. No entanto, quando a probabilidade de uma resposta se
aproximar a zero é muito maior do que a probabilidade da resposta se aproximar de
um ou vice-versa, a função de ligação simétrica se torna inadequadas. Para lidar com
esse problema, funções de ligação assimétricas devem ser utilizadas, como por exemplo a
função de ligação skew-t generalizada, skew-probit e a função de ligação GEV.
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6.1 Estudo de Simulações - Modelo para Dados Binários
Essa seção é composta por estudos de simulações para três diferentes tipos de função
de ligação.
6.1.1 Modelo 1: Função de Ligação T-Student
Considere uma série temporal yt, para t = 1, . . . , T , em que cada termo pode assumir
valores 1 ou 0 com probabilidade de sucesso πt. Assume-se que πt está relacionada com
um vetor de covariáveis xt e um vetor q-dimensional de estados latentes θt.
yt ∼ Bern (πt) t = 1, . . . , T (6.1)
πt = H(x
′
tβ + θt) (6.2)
θt = φθt−1 + σηt ηt ∼ Nq(0,Wt) (6.3)
Na configuração definida acima, o processo observacional Yt é descrtio pelas equações
(6.2) e (6.3), onde πt = P (Yt = 1 | θt, xt) é a probabilidade condicional de sucesso. O
processo latente θt é descrito por um processo markoviano de primeira ordem na equação
(6.3), onde Wt é a matriz de variância-covariância do erro ηt. Bern e Nq indicam respec-
tivamente a distribuição de Bernoulli e distribuição Normal multivariada de dimensão
q. Na terminologia de modelos dinâmicos generelizados, F é a função de ligação inversa.
Este modelo refere-se a H como função de ligação da T-student.
Para o modelo descrito acima, foram simuladas T=400 observações no R. Nas tabelas
6.1 e 6.2 encontram-se os resultados para gmax = −gmin = 2 e gmax = −gmin = 4.
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Tabela 6.1: Estudo de simulações: gmax = −gmin = 2 - Função de Ligação T-Student.
Parâmetros Valor Verdadeiro Média EQM VMR VMRA
m = 50
φ 0.9800 0.9431 0.0014 0.0376 0.0386
σ 0.1500 0.2324 0.0068 -0.5490 0.6985
β1 -0.1000 -0.0066 0.0087 0.9337 0.9835
β2 0.5000 0.5360 0.0013 -0.0719 0.1801
β3 -0.4500 -0.7955 0.1194 -0.7678 0.7678
ν 5.0000 9.3084 18.5621 -0.8617 1.1632
m = 100
φ 0.9800 0.9404 0.0016 0.0404 0.0410
σ 0.1500 0.2333 0.0069 -0.5550 0.6843
β1 -0.1000 -0.0030 0.0094 0.9701 0.9947
β2 0.5000 0.5267 0.0007 -0.0534 0.1770
β3 -0.4500 -0.7908 0.1162 -0.7574 0.7574
ν 5.0000 9.2390 17.9695 -0.8478 1.1312
m = 200
φ 0.9800 0.9460 0.0012 0.0347 0,0355
σ 0.1500 0.2294 0.0063 -0.5295 0.6870
β1 -0.1000 -0.0037 0.0093 0.9628 1.0068
β2 0.5000 0.5306 0.0009 -0.0611 0.1823
β3 -0.4500 -0.7950 0.1190 -0.7667 0.7667
ν 5.0000 9.3148 18.6173 -0.8630 1.1755
24
Tabela 6.2: Estudo de simulações: gmax = −gmin = 4 - Função de Ligação T-Student.
Parâmetros Valor Verdadeiro Média EQM VMR VMRA
m = 50
φ 0.9800 0.9326 0.0022 0.0484 0.0490
σ 0.1500 0.2540 0.0108 -0.6936 0.8307
β1 -0.1000 0.0036 0.0107 1.0362 1.0367
β2 0.5000 0.5536 0.0029 -0.1072 0.2170
β3 -0.4500 -0.8285 0.1432 -0.8411 0.8411
ν 5.0000 9.6204 21.3485 -0.9241 1.2578
m = 100
φ 0.9800 0.9298 0.0025 0.0512 0.0517
σ 0.1500 0.2601 0.0121 -0.7339 0.8498
β1 -0.1000 0.0004 0.0101 1.0036 1.0036
β2 0.5000 0.5468 0.0022 -0.0937 0.2125
β3 -0.4500 -0.8172 0.1349 -0.8161 0.8161
ν 5.0000 10.1608 26.6339 -1.0322 1.3379
m = 200
φ 0.9800 0.9309 0.0024 0.0501 0.0508
σ 0.1500 0.2541 0.0108 -0.6938 0.8291
β1 -0.1000 0.0009 0.0102 1.0091 1.0091
β2 0.5000 0.5420 0.0018 -0.0841 0.2108
β3 -0.4500 -0.8160 0.1339 -0.8133 0.8133
ν 5.0000 10.2043 27.0845 -1.0409 1.3414
6.1.2 Modelo 2: Função de Ligação Probit
Considere uma série temporal yt, para t = 1, . . . , T , em que cada termo pode assumir
valores 1 ou 0 com probabilidade de sucesso πt. Assume-se que πt está relacionada com
um vetor de covariáveis xt e um vetor q-dimensional de estados latentes θt.
yt ∼ Bern (πt) t = 1, . . . , T (6.4)
πt = F (θt) (6.5)
θt = φθt−1 + σηt ηt ∼ Nq(0,Wt) (6.6)
Na configuração definida acima, o processo observacional Yt é descrito pelas equações
(6.5) e (6.6), onde πt é a probabilidade condicional de sucesso. O processo latente θt é
descrito por um processo markoviano de primeira ordem na equação (6.6), onde Wt é a
matriz de variância-covariância do erro ηt. Bern e Nq indicam respectivamente a distri-
buição de Bernoulli e distribuição Normal multivariada de dimensão q. Na terminologia
de modelos dinâmicos generelizados, F é a função de ligação inversa. Para facilitar a
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exposição, refere-se a F como função de ligação probit.
Para o modelo descrito acima, foram simuladas T=400 observações no R. Nas tabelas
6.3 e 6.4 encontram-se os resultados para gmax = −gmin = 2, gmax = −gmin = 3 e gmax
= −gmin = 4.
Tabela 6.3: Estudo de simulações: gmax = −gmin = 2 - Função de Ligação Probit.
Parâmetros Valor Verdadeiro Média EQM VMR VMRA
m = 100
φ 0.9500 0.9182 0.0010 0.0335 0.0645
σ 0.2000 0.2531 0.0028 -0.2656 0.7715
m = 200
φ 0.9500 0.9194 0.0009 0.0322 0.0641
σ 0.2000 0.2521 0.0027 -0.2603 0.7687
m = 300
φ 0.9500 0.9194 0.0009 0.0322 0.0641
σ 0.2000 0.2521 0.0027 -0.2603 0.7689
Tabela 6.4: Estudo de simulações: gmax = −gmin = 3 - Função de Ligação Probit.
Parâmetros Valor Verdadeiro Média EQM VMR VMRA
m = 100
φ 0.9500 0.9066 0.0019 0.0457 0.0754
σ 0.2000 0.2762 0.0058 -0.3808 0.9074
m = 200
φ 0.9500 0.9067 0.0019 0.0456 0.0759
σ 0.2000 0.2767 0.0059 -0.3834 0.9062
m = 300
φ 0.9500 0.9067 0.0019 0.0456 0.0759
σ 0.2000 0.2767 0.0059 -0.3836 0.9064
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Tabela 6.5: Estudo de simulações: gmax = −gmin = 4 - Função de Ligação Probit.
Parâmetros Valor Verdadeiro Média EQM VMR VMRA
m = 100
φ 0.9500 0.9022 0.0023 0.0503 0.0795
σ 0.2000 0.2899 0.0081 -0.4494 0.9742
m = 200
φ 0.9500 0.9027 0.0022 0.0498 0.0795
σ 0.2000 0.2901 0.0081 -0.4505 0.9762
m = 300
φ 0.9500 0.9028 0.0022 0.0497 0.0800
σ 0.2000 0.2905 0.0082 -0.4523 0.9750
6.1.3 Modelo 3: Função de Ligação GEV
Considere uma série temporal yt, t = 1, . . . , T , em que cada termo pode assumir valo-
res 1 ou 0 com probabilidade de sucesso πt. Assume-se que πt está relacionada com um
vetor de covariáveis xt e um vetor q-dimensional de estados latentes θt.
yt ∼ Bern (πt) t = 1, . . . , T (6.7)
πt = 1− pGEV (−θt) (6.8)
θt = φθt−1 + σηt ηt ∼ Nq(0,Wt) (6.9)
Na configuração definida acima, o processo observacional Yt é descrtio pelas equações
(6.8) e (6.9), onde πt é a probabilidade condicional de sucesso. O processo latente θt
é descrito por um processo markoviano de primeira ordem na equação (6.9), onde Wt
é a matriz de variância-covariância do erro ηt. Bern e Nq indicam respectivamente a
distribuição de Bernoulli e distribuição Normal multivariada de dimensão q.
Para o modelo descrito acima, foram simuladas T=400 observações no R. Nas tabelas
6.6 e 6.7 encontram-se os resultados para gmax = −gmin = 2, gmax = −gmin = 3 e gmax
= −gmin = 4.
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Tabela 6.6: Estudo de simulações: gmax = −gmin = 2 - Função de Ligação GEV.
Parâmetros Valor Verdadeiro Média EQM VMR VMRA
m = 100
ξ -0.0300 0.5261 -0.8261 2.7537 13.8618
φ 0.9500 0.8580 0.0920 0.0968 0.1277
σ 0.2000 0.2385 -0.0385 -0.1925 0.7796
m = 200
ξ -0.0300 1.3317 -1.6317 5.4391 17.0894
φ 0.9500 0.8502 0.0998 0.1051 0.1350
σ 0.2000 0.2383 -0.0383 -0.1914 0.7907
m = 300
ξ -0.0300 0.2136 -0.5136 1.7119 21.0312
φ 0.9500 0.8431 0.1069 0.1125 0.1425
σ 0.2000 0.2387 -0.0387 -0.1935 0.7975
Tabela 6.7: Estudo de simulações: gmax = −gmin = 3 - Função de Ligação GEV.
Parâmetros Valor Verdadeiro Média EQM VMR VMRA
m = 100
ξ -0.0300 0.5343 -0.8343 2.7808 13.38660
φ 0.9500 0.8562 0.0938 0.0987 0.1286
σ 0.2000 0.2730 -0.0730 -0.3648 0.9851
m = 200
ξ -0.0300 0.8113 -1.1113 3.7140 15.4225
φ 0.9500 0.8536 0.0964 0.1015 0.1310
σ 0.2000 0.2825 -0.0825 -0.4125 1.0030
m = 300
ξ -0.0300 1.4362 -1.7362 5.7873 17.7906
φ 0.9500 0.8400 0.1100 0.1158 0.1447
σ 0.2000 0.2897 -0.0897 -0.4484 1.0445
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Tabela 6.8: Estudo de simulações: gmax = −gmin = 4 - Função de Ligação GEV.
Parâmetros Valor Verdadeiro Média EQM VMR VMRA
m = 100
ξ -0.0300 1.1859 1.4859 4.9530 13.3878
φ 0.9500 0.8420 0.1080 0.1137 0.1430
σ 0.2000 0.3215 -0.1215 -0.6073 1.2058
m = 200
ξ -0.0300 0.6532 -0.9532 3.1673 15.0608
φ 0.9500 0.8460 0.1040 0.1091 0.1389
σ 0.2000 0.3202 -0.1202 -0.5982 1.2051
m = 300
ξ -0.0300 1.1248 -1.4248 4.7493 17.3538
φ 0.9500 0.8419 0.1081 0.1138 0.1425
σ 0.2000 0.3222 -0.1222 -0.6109 1.2133
6.2 Aplicações em Dados Reais - Modelo de Dados
Binários
Para ilustrar a técnica aplicada às respostas binários, considerou-se respostas de um
macaco que executa paradigma de atenção descrito em Abanto, Dey e Jiang [12].
Estabeleceu-se para esta experiência dados comportamentais compostos por uma série
temporal de observações binários, onde a observação 1 corresponde a recompensa a ser
entregue e um 0 correspondente a recompansa não ser entregue em cada ensaio.
O objetivo da experiência é determinar se, uma vez que o desempenho diminuiu
com o aumento da fadiga, se uma estimulação cerebral profunda (DBS - Deep Brain
Stimulation) permite que o animal possa recuperar seu ńıvel de desempenho pré-fadiga.
Nesta experiência, o macaco performou 1250 vezes, sendo 741 (ou 59,28%) respostas 1
corretas. Para este conjunto de dados foi posśıvel ajustar o modelo de espaço de estado
binário com duas funções de ligação padrão.
A primeira função de ligação utilizada para ajustar o modelo foi a função de ligação
Probit, que pode ser representada pelas equações (6.5) e (6.6).
A segunda e última função de ligação utilizada para ajustar o modelo foi a função de
ligação GEV, que pode ser representada pelas equações (6.8) e (6.9).
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Tabela 6.9: Aplicações em Dados Reais - Função de Ligação Probit.
gmax = −gmin φ̂ σ̂ tempo (segundos)
m = 100
2 0.9978 0.0676 4
3 0.9975 0.0777 4
4 0.9975 0.0769 5
m = 200
2 0.9978 0.0683 14
3 0.9975 0.0793 20
4 0.9975 0.0795 14
m = 300
2 0.9978 0.0684 29
3 0.9975 0.0795 34
4 0.9975 0.0800 31
Tabela 6.10: Aplicações em Dados Reais - Função de Ligação GEV.
gmax = −gmin φ̂ σ̂ ξ̂ tempo(segundos)
m = 100
2 0.9969 0.0458 -7.0159 12
3 0.9968 0.0429 -6.4674 15
4 0.9972 0.0469 -8.1715 10
m = 200
2 0.9970 0.0479 -7.6045 37
3 0.9970 0.0465 -7.2980 42
4 0.9969 0.0493 -7.0094 41
m = 300
2 0.9971 0.0487 -7.8207 57
3 0.9970 0.0476 -7.5898 59
4 0.9971 0.0493 -8.1445 61
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Observando as tabelas acima, pode-se perceber que para os dois modelos considera-
dos, o valor estimado para φ está bem próximo de 1. Dessa forma, mostrando a maior
persistência dos parâmetros autoregressivos para as variáveis estados.
Os resultados apresentados na tabela 6.10 indicam que há uma assimetria negativa
da função, já que o parâmetro ξ apresenta valores negativos afastados de zero.
Tendo como base de comparação os resultados obtidos através de aplicação de MCMC
em Abanto, Dey e Jiang [15], pode-se concluir que os resultados da estimação via HMM




A metodologia de aproximação de verossimilhança via modelos markovianos ocul-
tos apresentada neste trabalho, fornece um artif́ıcio conveniente e flex́ıvel para a im-
plementação de diversas classes de modelos dinâmicos, podendo ser um modelo linear e
Gaussiano ou não. Apesar de fornecer bons resultados, o esforço computacional envolvido
na modelagem é modesto. Além disso, o algoritmo de Viterbi pode ser aplicado para a
fazer a reconstrução da volatilidade.
Foram propostos dois modelos para aplicação da metodologia. O primeiro foi o de
volatilidade estocástica que tem sido amplamente utilizado para modelar séries temporais
financeira pois é muito flex́ıvel, já que possui dois processo, um para as observações e
outro para os estados. Para ilustrar seu funcionamento foram feitas aplicações tanto para
observações simuladas quanto para dados reais. Dessas aplicações pudemos concluir que
os parâmetros foram bem estimados e com baixo custo computacional.
O segundo, é um modelo para observações binárias. Foram feitas aplicações para
observações simuladas e para dados reais, e também pudemos concluir que os parâmentros
forma bem estimados e com baixo custo computacional.
Por fim, como proposta para trabalhos futuros, sugere-se a aplicação da metodologia
do ponto de vista bayesiano. Assim, tornando posśıvel fazer a comparação dos resultu-




A.1 Aproximação da Verossimilhança




































A.2 Recontrução da Volatilidade
viterbi <- function(x,m,gbmax,mod){
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