In this paper, we consider the planar forced N-pendulum equation. Multiple rotational solutions are obtained.
Introduction and main results
Let m i ,ℓ i be positive constants, i = 1,2,· · · , N, and The motion of the coplanar N-pendulum is governed by the Lagrangian β j cos(q j ), (1.4) In the following, we add an periodic forcing term f (t) = ( f 1 (t),· · · , f N (t)). The corresponding system of equations are d dt L p (q,q) − L q (q,q) = f (t), (1.5) Periodic motions for the N-pendulum are solutions of (1.5) satisfying
(1.6)
In (1.6), if v = 0, solutions are oscillatory. Existences and multiplicities of oscillations for planar double, triple and N-pendulum have been studied in [3, 8, 4, 17, 15] and references therein. In [14] , Rabinowitz showed the existence of at least N +1 2π-periodic forced oscillations for more general Lagrangian functions.
In this paper, we consider solutions with and define a functional L : E = W 1,2 (S 1 ,R N )→R by
L(q(t),q(t)) + f (t) · q(t) dt. (1.8)
Its critical points give rotational solutions. When we study multiplicities, the following symmetries are involved: Z N -symmetry. Note that E can be orthogonally decomposed as
where E 0 denotes the subspace of constant functions and E denotes the subspace of functions with zero mean value. Since the function L is 2π-periodic in q i for all 1 i N and f ∈ E, the functional L defined by (1.8) is also 2π-periodic in all q i s. Hence it can be defined on
where we use the representation of S 1 by exp 2π
Moreover, this action is free. Denote by P (v, T) the set of distinct rotational solutions of (1.5) with given rotational vector v and period T.
If all solutions are nondegenerate, then
(
Similarly to [8, 4] , the aim of this paper is to establish additional rotational solutions for special arrangement of masses m j and lengths ℓ j instead of the nondegenerate assumption. In the following result, we consider v
with zero components. Let
Theorem 2. Assume that f satisfies (1.12) and
(1.14)
Variational settings
The functional L : E →R defined by (1.8) can be written as
where
According to (1.10), we write x ∈ E as
Since the matrix A(q) defined by (1.3) is positive definite and periodic in q, there exists a constant λ > 0 depending only on masses and lengths such that
We have Proposition 2.1.
Proof. For (2.5), by (2.2) and (2.3), we have
For (2.6), we claim that
The last inequality follows from the Wirtinger's inequality. By (2.2), (1.3), (1.7) and (2.9), we have
By (2.2), (1.7), (1.4) and (1.12), we have
The inequality (2.7) follows from (2.2), (1.4) and (2.10). For (2.8), by (2.2), (1.7) and (1.12), we have
The third equality follows from (2.6), and the last inequality follows from the Wirtinger's inequality. By the above Proposition, we have
Proof. For (i), by , we have
Then (2.12) yields that
i.e., {x m } is bounded in E since T N is compact. Without loss of generality, assume
Note that for arbitrary x, y ∈ E , by using the substitution (1.7) for simplicity, we have
We have
By (2.17) and (2.18), we have 
If all solutions are nondegenerate, by Morse inequalities, we have
For (ii), by Proposition 2.2 and S 1 -equivariant Ljusternik-Schnirelman theory, we have
An abstract critical point result
In [4] , K. C. Chang, Y. Long and E. Zehnder prove an abstract critical point result (Theorem 3.1) and apply it to oscillatory solutions of (1.5). In this section, we establish corresponding result and apply it to rotational solutions. The difference is that N 0 defined by (1.13) satisfies
The main idea is to find an m-dimensonal subtorus
induces an injective map in homology and a surjective map in cohomology. By Ljusternik-Schirelman theory, there exist at least m critical points between the two levels a and b.
For each 1 k n, represent k − 1 by binary numbers as follows
and set
where z i : 0,1 →S 1 , 1 i N 0 , are injective maps.
For k, j satisfying 1 j k and
and S j as follows
By the proof of Lemma 3.1 of [4] , there is a strong deformation retraction 
If I is S
Proof. For brevity, let
We claim that
By (3.11)-(3.13), we have
The Ljusternik-Schnirelman category of
As a 0 = inf I > −∞ and I satisfies (PS), we conclude (3.11). Case 2. 2 k n − 1. We proceed in several steps.
Step 1. Choose δ ∈ (0, a k − a k−1 ) sufficiently small, abbreviate
Step 2. Consider the following inclusion maps
By the proof on page 195 of [4] , the continuous map
induces a monomorphism
and an epimorphism
Step 3. We claim that
In fact, the first isomorphism follows from (3.4) and (3.5). Consider the following long exact sequence
Hence, for 1 q m, the q-th Betti-number of the pair (T m , T m−1 ) satisfies
Step 4. Choose homology classes
and a cohomology class 0
By Proposition 5.6.16 (on page 254) of [16] , we have
By definition 1.1 (on page 10) of [5] , we have
Apply the Ljusternik-Schnirelman theory (see Corollary 3.3 (on page 106) of [5] ), we conclude (3.12). Case 3. k = n. The proof is similar to that of Case 1. In Step 1, we set
and conclude N − N 0 + 1 critical points above the level a n−1 .
Then repeat Step 4 in Case 2 by replacing m by m − 1.
By (3.7), the map
is a strong deformation retraction. By (3.6), we have
Since the above homeomorphism φ induces isomorphisms in homology and cohomology, by Proposition 3.1, we have If there exist real numbers a 0 < a 1 < · · · < a n , where n = 2 N 0 such that
(Here we set R
n ). Denote by Crit(I) the set of critical points of I, we have
If φ and I are S 1 -equivariant, then
In (3.3), we set
The following result will be utilized in the proof of Theorem 2.
Proof. For induction on N 0 and brevity, let m = N 0 ,
where σ 1 is uniquely determined by k and y (m) (c.f. Lemma 3.1 of [4] ). We
2 ,
Assume (3.22) holds for m = p. We carry out the proof for m = p+1 as follows.
Proof of Theorem 2 4.1 Restrictions of masses, lengths and periods
Choose a permutation σ of 1,2,· · · , N such that
3)
Proof. By (4.4) and (4.5), we have
Some estimates on potential energy part
and
By (3.18), we have
We have V m S 1 ×M 
Proof of Theorem 2
For γ 1 define by (2.4) and β(k) defined by (4.1), let
By (4.6), we have We claim that a 1 < a 2 < · · · < a n . (4.19) and
( S k+1 ) , 1 k n − 1, (4.20)
Step 1. In fact, by (4.17) and (4.15), we have
Step 2. We prove L | M k+1 ×{0} < a k . In fact, by the definition of L 2 , we have
By Proposition 2.1 and Proposition 3.2, we have
Step 3. We prove L | p −1 R −1
k+2
( S k+1 ) > a k . In fact, by Proposition 3.2, we have
Tβ(k + 1).
For each x ∈ p −1 R
−1 k+2
( S k+1 ), by Proposition 2.1, we have
