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Resumo
Dadas r funções reais F1, . . . , Fr denidas em Ω ⊂ IRn e um inteiro p entre 1 e r, o
problema de otimização da menor soma de valores ordenados (LOVO) onsiste em min-
imizar a soma das funções que tomam os p menores valores. Se (y1, . . . , yr) é um vetor
de dados e T (x, ti) é o valor previsto da observação i ao adotar um parâmetro x ∈ Ω,
é natural denir Fi(x) = (T (x, ti)− yi)2 (erro quadrátio da observação i quando x é o
parâmetro adotado). Neste aso, quando p = r, temos o lássio problema de quadrados
mínimos não-linear. Entretanto, a situação é mais interessante quando p é menor que r.
Neste aso, é possível desprezar um número pré-determinado de observações ruins. As-
sim, o problema LOVO aponta omo uma ferramenta interessante para fazer estimação
robusta de parâmetros. Quando p≪ r o LOVO pode ser usado para enontrar padrões
oultos em um determinado onjunto de dados. Neste trabalho disutiremos ondições
de otimalidade, algoritmos para resolver o LOVO serão introduzidos e teoremas de on-
vergênia serão provados. Finalmente, experimentos numérios serão apresentados.
Palavras-have: Otimização de valores ordenados, algoritmos, onvergênia, estimação
robusta de parâmetros, padrões oultos.
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Abstrat
Given r real funtions F1(x), . . . , Fr(x) dened in Ω ⊂ IRn and an integer p between 1
and r, the Low Order-Value Optimization problem (LOVO) onsists of minimizing the
sum of the funtions that take the p smallest values. If (y1, . . . , yr) is a vetor of data
and T (x, ti) is the predited value of the i-th observation with the parameters x ∈ Ω, it is
natural to dene Fi(x) = (T (x, ti)− yi)2 (the quadrati error at observation i under the
parameters x). When p = r this LOVO problem oinides with the lassial nonlinear
least-squares problem. However, the interesting situation is when p is smaller than r.
In that ase, the solution of LOVO allows one to disard the inuene of an estimated
number of outliers. Thus, the LOVO problem is an interesting tool for robust estimation
of parameters of nonlinear models. When p ≪ r the LOVO problem may be used to
nd hidden strutures in data sets. In this work optimality onditions are disussed,
algorithms for solving the LOVO problem are introdued and onvergene theorems are
proved. Finally, numerial experiments are presented.
Key words: Order-Value Optimization, algorithms, onvergene, robust estimation of
parameters, hidden patterns.
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Introdução
Dadas m funções reais f1, . . . , fm denidas em um domínio Ω ⊂ IR e um inteiro
p ∈ {1, . . . ,m}, denimos a função de valores ordenados (OVO), f : Ω → IR, de ordem
p por:
f(x) = fip(x)(x),
para todo x ∈ Ω, onde {i1(x), . . . , im(x)} = {1, . . . ,m} e
fi1(x)(x) ≤ fi2(x)(x) ≤ . . . ≤ fip(x)(x) ≤ . . . ≤ fim(x)(x).
Para xar idéias, onsidere as funções reais f1, f2 e f3, ilustradas na Figura 1.
Fixando x = 0.4, podemos observar que f3(x) ≤ f1(x) ≤ f2(x). Logo, para o aso p = 2,
temos f(0.4) = fi2(0.4)(0.4) = f1(0.4). Apliando este raioínio para todo x ∈ [−1, 1]
obtemos a função OVO de ordem 2 no domínio Ω = [−1, 1], uja representação está
destaada na gura abaixo.
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
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f1(x) = −2x
3+2x2+x+2
f2(x) = x + 3
f3(x) = 2x
2
 + 2
funçao ovo de ordem p = 2
Figura 1: Ilustração da função OVO
Se p = 1, f(x) = min{f1(x), . . . , fm(x)}, ao passo que, para p = m temos f(x) =
max{f1(x), . . . , fm(x)}. A função OVO é ontínua [4℄. Entretanto, mesmo que as
funções fi sejam difereniáveis a função OVO é, na maioria dos asos, uma função
não-difereniável. Este fato pode ser visualizado na Figura 1.
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O problema de otimização de valores ordenados (OVO - Order Value Optimization)
onsiste em:
Minimizar f(x) s.a. x ∈ Ω. (1)
O problema (1) é uma generalização do problema Minimax. E, seguindo esta visão
desreveremos, a seguir, algumas apliações para o problema OVO:
1. Suponha que Ω é um espaço de deisões e que, para ada x ∈ Ω, fi(x) represente o
usto da deisão x sob o enário i. A deisão Minimax orresponde à esolha de x
de forma que o máximo usto seja minimizado. Esta é uma alternativa de deisão
muito pessimista e os tomadores de deisão poderiam optar por desartar as piores
possibilidades om o intuito de proeder de uma forma mais realista. Quando fi(x)
representa a perda esperada de um vetor das posições de um portfólio x sob o
enário i, a função OVO de ordem p (fip(x)(x)) representa o VaR (Value-at-Risk)
da deisão x om nível de onança p/m [30, 40, 41℄.
2. Suponha que temos um problema de estimação de parâmetros onde o espaço dos
parâmetros é Ω e que fi(x) orresponde ao erro quadrátio da observação i quando o
parâmetro x é o esolhido. A estimativa Minimax orresponde àquela que minimiza
o máximo erro. Não é novidade alguma que esta estimativa é muito sensível a
presença de outliers [29℄. Por vezes, queremos eliminar (digamos) os 15% maiores
erros porque estes podem estar representando observações inorretas. Isto signia
minimizar a função de valores ordenados om p ≈ 0.85×m, onde m representa a
quantidade de observações.
3. Suponha que queremos identiar padrões oultos na presença de dados om muito
ruído. Nesta apliação, um padrão é um subonjunto S(x) ⊂ IRn, determinado
em função de um parâmetro x. Por exemplo, podemos denir S(x) omo sendo
o onjunto dos pontos em IR2 que pertenem ao gráo de uma parábola om
oeientes x, ou seja, S(x) = {(t, y) ∈ IR2 | y = x1t2+x2t+x3}. Um onjunto de
pontos {P1, . . . , Pm} ⊂ IRn é dado. Para ada i = 1, . . . ,m, fi(x) é uma pseudo-
distânia entre Pi e S(x). No exemplo da parábola, para ada Pi = (ti, yi),
podemos denir fi(x) = (x1t
2
i +x2ti+x3−yi)2. Somente uma pequena quantidade
de pontos pertenem ao padrão oulto orreto S(x∗), portanto, os parâmetros x∗
são obtidos resolvendo o problema OVO para pequenos valores de p. Ao ontrário
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dos exemplos anteriores, os problemas OVO assoiados a pequenos valores para p
são os mais interessantes.
O problema OVO é difíil porque a função objetivo é não-difereniável (mesmo que
as funções fi sejam) e porque este, geralmente, possui muitos minimizadores loais.
Em [4℄, um método tipo Cauhy foi proposto para resolver (1). Já, em [9℄, propusemos
um método Quase-Newton que generaliza o método de Cauhy. Em [5℄, foi denida
uma reformulação que transforma o problema OVO em um problema de programação
não-linear difereniável.
Um outro problema a ser tratado neste trabalho, é o problema de otimização da
menor soma ordenada (LOVO - Low Order Value Optimization). Dadas r funções reais
F1, . . . , Fr denidas em um domínio Ω ⊂ IR e um inteiro p ∈ {1, . . . , r}, denimos a
função da menor soma de valores ordenados (LOVO), Sp : Ω→ IR, de ordem p por:
Sp(x) =
p∑
j=1
Fij(x)(x)
para todo x ∈ Ω, onde {i1(x), . . . , ir(x)} = {1, . . . , r} e
Fi1(x)(x) ≤ Fi2(x)(x) ≤ . . . ≤ Fip(x)(x) ≤ . . . ≤ Fir(x)(x).
Se as funções Fi são ontínuas então a função Sp também é ontínua, porque esta é
uma soma de funções OVO que, por sua vez, são ontínuas [4, 5℄. Entretanto, mesmo
que as funções Fi sejam difereniáveis a função LOVO é, na maioria dos asos, uma
função não-difereniável. Denimos o problema LOVO da seguinte forma:
Minimizar Sp(x) s.a. x ∈ Ω. (2)
Dena m = r!/[p!(r− p)!]. Claramente, o onjunto {1, . . . , r} ontém exatamente m
subonjuntos distintos C1, . . . , Cm de ardinalidade p. Para todo i = 1, . . . ,m e x ∈ Ω,
denimos:
fi(x) =
∑
j∈Ci
Fj(x) (3)
e
fmin(x) = min{f1(x), . . . , fm(x)}.
Indutivamente, é fáil veriar que fmin(x) = Sp(x), para todo x ∈ Ω e, portanto, o
problema LOVO onsiste em:
Minimizar fmin(x) s.a. x ∈ Ω. (4)
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Isto signia que o problema LOVO é um problema Minimin (aso partiular do OVO,
p = 1). A araterização (4) do problema LOVO será utilizada para ns teórios.
Entretanto, devemos ter em mente que, na prátia, estamos interessados na formulação
(2) e que, evidentemente, não preisamos alular f1, . . . , fm para avaliar Sp.
Vimos anteriormente, que o problema OVO (minimizar Fip(x)(x)) pode ser apliado
à estimação robusta de parâmetros porque este é uma generalização da lássia regressão
Minimax. Entretanto, o LOVO é mais adequado para estimação robusta, se denirmos
Fi(x) de forma apropriada. Se y1, . . . , yr ∈ IR são observações de um determinado
fenmeno que, teoriamente, orresponde a uma lei y = T (x, t), devemos denir Fi(x)
omo sendo o erro quadrátio da i-ésima observação, ou seja, Fi(x) = (T (x, ti)− yi)2. A
estimação de quadrados mínimos dos parâmetros x é obtida resolvendo:
Minimizar
r∑
i=1
Fi(x) s.a. x ∈ Ω.
Se soubermos a priori que aproximadamente r− p observações são inorretas, é natural
estimarmos os parâmetros x resolvendo o seguinte problema LOVO:
Minimizar Sp(x) s.a. x ∈ Ω.
Portanto, o problema LOVO aima é uma generalização do problema de quadrados
mínimos não-linear, apaz de eliminar a inuênia de outliers.
Quando Fi(x) representa a perda esperada da deisão x sob o enário i, a função OVO
(Fip(x)(x)), orresponde ao VaR da deisão x om nível de onança p/r. Diferentemente
do OVO, o problema LOVO não é apliável para medição de riso. A razão é que, se
as funções Fi(x) representam a perda esperada da deisão x sob o enário i, a função
LOVO desarta as maiores perdas (omo OVO e VaR), mas, não desarta as menores.
Logo, as deisões obtidas om LOVO serão sempre otimistas e arrisadas.
Por outro lado, o problema LOVO om p≪ r pode ser uma ferramenta útil para en-
ontrar padrões oultos em situações em que uma pequena quantidade de dados orretos
estiver misturada om uma grande quantidade de observações ruins [7, 8, 10℄.
É importante ressaltar, que a prinipal ontribuição desta tese é a introdução do
problema LOVO. Como vimos anteriormente, o problema LOVO está fortemente rela-
ionado om o problema OVO. Desta forma, destinamos os primeiros apítulos para
fazer uma revisão bibliográa sobre o problema OVO. No Capítulo 1, resumimos o
material existente na literatura sobre o OVO [4, 5, 9, 10℄. Dentre os tópios disutidos,
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destaam-se: ondições de otimalidade, algoritmos e seus resultados de onvergênia e a
reformulação difereniável. No Capítulo 2, apresentamos os resultados númerios obti-
dos ao apliarmos a estratégia OVO para enontrar padrões oultos [10℄. No Capítulo 3,
disutimos brevemente sobre a relação do OVO om VaR e apresentamos os resultados
numérios obtidos ao apliarmos a estratégia OVO para minimizar o VaR do retorno
(luro) de uma instituição naneira, baseando-nos no modelo do sistema banário ideal
de Stiglitz (Prêmio Nobel de Eonomia em 2001) [9℄. No Capítulo 4, denimos dois tipos
de ondições de otimalidade para o problema LOVO. Para o problema LOVO irrestrito,
denimos um algoritmo que onverge para pontos rítios fraos e um outro em que
temos garantia de onvergênia para pontos rítios fortes. Em ambos os asos, prova-
mos resultados de onvergênia loal e global. Introduzimos também um algoritmo para
o problema LOVO om restrições e provamos seus resultados de onvergênia. Final-
mente, no Capítulo 5, experimentos numérios relativos à apliação da estratégia LOVO
para estimação robusta de parâmetros e, para enontrar o padrão oulto de uma pro-
teína, são apresentados [7, 8℄.
Notação:
‖ · ‖ é a norma-2 de vetores e matrizes;
B(z, δ) = {x ∈ IRn | ‖x− z‖ < δ};
N (A) denota o núleo da matriz A;
R(Z) denota a imagem da matriz Z;
IR+ = {t ∈ IR | t ≥ 0} e IR++ = {t ∈ IR | t > 0}.
Dado K = {k0, k1, k2, . . .} tal que kj < kj+1 e kj ∈ IN para todo j ∈ IN , denotamos
lim
k∈K
zk = lim
j→∞
zkj .
Se B ∈ IRn×n, B > 0 signia que B é denida positiva.
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[v]i denota a i-ésima omponente do vetor v. Se não houver espaço para onfusão,
denotamos também vi = [v]i.
Se v ∈ IRn, denotamos v+ = (max{0, v1}, . . . ,max{0, vn})T .
Capítulo 1
Otimização de Valores Ordenados
Neste apítulo, resumiremos todo o material existente na literatura sobre o problema
OVO [4, 5, 9, 10℄. Dentre os tópios, destaam-se as ondições de otimalidade, algoritmos
e seus resultados de onvergênia e a reformulação não-linear difereniável do OVO.
1.1 Otimalidade
Considerando os asos em que o onjunto Ω ⊂ IRn do problema (1) é onvexo e
fehado, os autores provaram em [4℄ a seguinte ondição de otimalidade:
Denição. Dado ε ≥ 0, x ∈ Ω denimos:
Iε(x) = {j | f(x)− ε ≤ fj(x) ≤ f(x) + ε}.
Denição. Dizemos que x é ε-ótimo se
D(x) ≡ {d ∈ IRn | x+ d ∈ Ω e ∇fj(x)Td < 0, ∀ j ∈ Iε(x)} = ∅.
Teorema 1.1. Se x∗ é um minimizador loal de (1) então x∗ é ε-ótimo para todo ε ≥ 0.
1.2 Algoritmo Cauhy-Primal para OVO
Nesta seção vamos desrever o algoritmo Cauhy-Primal proposto em [4℄ e seu teo-
rema de onvergênia. Diz-se que este método é primal porque nenhuma variável
auxiliar ou dual é envolvida. O algoritmo gera uma sequênia monótona (os valores
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funionais são deresentes) usando direções de busas obtidas da resolução (inexata)
de um problema onvexo.
Algoritmo 1.1. Seja x0 ∈ Ω um ponto iniial arbitrário. Sejam
α ∈ (0, 1), ∆ > 0, ε > 0, η ∈ (0, 1], 0 < σmin < σmax < 1
parâmetros do algoritmo. Dado xk ∈ Ω, os passos para obter a nova iteração xk+1 são:
Passo 1 (Resolução do Subproblema)
Dena, para todo d ∈ IRn,
Mk(d) ≡ max
j∈Iε(x)
∇fj(xk)Td.
Considere o subproblema:
Minimizar Mk(d) s.a. xk + d ∈ Ω, ‖d‖∞ ≤ ∆. (1.1)
Seja d¯k a solução de (1.1). Seja dk tal que xk + dk ∈ Ω, ‖dk‖∞ ≤ ∆ e
Mk(dk) ≤ ηMk(d¯k).
Critério de Parada: Se Mk(dk) = 0, parar.
Passo 2 (Busa Linear)
Dena t← 1. Se
f(xk + tdk) ≤ f(xk) + αtMk(dk) (1.2)
dena tk = t, xk+1 = xk + tkdk e nalize a iteração. Caso ontrário, esolha tnovo ∈
[0.1t, 0.9t], dena t← tnovo e repita o teste (1.2).
Observe que, quando Ω é onvexo, o subproblema (1.1) é equivalente ao seguinte
problema onvexo:
Minimizar w
∇fj(xk)Td ≤ w, ∀ j ∈ Iε(x)
xk + d ∈ Ω, ‖d‖∞ ≤ ∆.
Com a hipótese A0, o seguinte teorema foi provado em [4℄.
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Hipótese A0. O onjunto Ω é fehado e limitado. Além disso, existe c > 0, L > 0 tal
que, para todo x, y ∈ Ω, j = 1, . . . ,m,
‖∇fj(x)‖∞ ≤ c, ‖∇fj(y)−∇fj(x)‖∞ ≤ L‖y − x‖∞.
Teorema 1.2. Suponha que a Hipótese A0 é satisfeita. Seja xk ∈ Ω a k-ésima iteração
do Algoritmo 1.1. Então:
1. O algoritmo pára em xk se, e somente se, xk é ε-ótimo. Se o algoritmo não pára
em xk, então a k-ésima iteração está bem denida e termina no Passo 2 om o
álulo de xk+1.
2. Suponha que x∗ ∈ Ω é um ponto limite de uma sequênia gerada pelo Algoritmo 1.1.
Então x∗ é ε-ótimo.
1.3 Algoritmo Quase-Newton para OVO
O algoritmo Quase-Newton para o problema OVO, que apresentaremos nesta seção,
é uma generalização do método Cauhy-Primal. Ao invés de fazer uma aproximação
linear das funções fi, tentamos uma aproximação quadrátia tomando matrizes hessianas
semidenidas positivas do tipo quase-Newton. Em [9℄, obtivemos os mesmos resultados
de onvergênia global do algoritmo Cauhy-Primal [4℄ e, sob algumas hipóteses mais
restritivas, obtivemos resultados de onvergênia superlinear e quadrátia. A desrição
do algoritmo e uma síntese destes resultados serão apresentadas a seguir.
Algoritmo 1.2. Seja x0 ∈ Ω um ponto iniial arbitrário. Sejam
α ∈ (0, 1), ∆ > 0, ε > 0, 0 < σmin < σmax < 1, η ∈ (0, 1], cB > 0
parâmetros do algoritmo. Suponha que xk ∈ Ω e que {Bk,1, . . . , Bk,m} são matrizes simétri-
as semidenidas positivas tais que ‖Bk,j‖ ≤ cB para todo j = 1, . . . ,m. Os passos para
obter a nova iteração xk+1 são:
Passo 1 (Resolução do Subproblema)
Dena, para todo d ∈ IRn,
Mk(d) ≡ max
j∈Iε(xk)
{∇fj(xk)Td+ 1
2
dTBk,jd}.
1.3. ALGORITMO QUASE-NEWTON PARA OVO 10
Considere o subproblema
Minimizar Mk(d) s.a. xk + d ∈ Ω, ‖d‖∞ ≤ ∆. (1.3)
Seja d¯k a solução de (1.3). Seja dk tal que xk + dk ∈ Ω, ‖dk‖∞ ≤ ∆ e
Mk(dk) ≤ ηMk(d¯k).
Critério de Parada: Se Mk(dk) = 0, parar.
Passo 2 (Busa Linear)
Dena t← 1. Se
f(xk + tdk) ≤ f(xk) + αtMk(dk) (1.4)
dena tk = t, xk+1 = xk + tkdk e nalize a iteração. Caso ontrário, esolha tnovo ∈
[0.1t, 0.9t], dena t← tnovo e repita o teste (1.4).
Observe que, quando Ω é onvexo, o subproblema (1.3) é equivalente ao seguinte
problema onvexo:
Minimizar w
∇fj(xk)Td+ 1
2
dTBk,jd ≤ w, ∀ j ∈ Iε(xk),
xk + d ∈ Ω, ‖d‖∞ ≤ ∆.
Como estamos supondo que as matrizes Bk,j são semidenidas positivas (não neessari-
amente denidas positivas), o ontrole do passo ‖d‖∞ ≤ ∆ é neessário para garantir
que o subproblema tenha solução. Claramente, se Ω é limitado esta restrição não é
neessária, já que a restrição xk + d ∈ Ω garante ‖d‖∞ ≤ ∆, para ∆ suientemente
grande.
Abaixo segue o teorema de onvergênia global para o Algoritmo 1.2, provado em [9℄,
enuniando resultados análogos aos apresentados na seção anterior.
Teorema 1.3. Suponha que a Hipótese A0 é satisfeita. Seja xk ∈ Ω a k-ésima iteração
do Algoritmo 1.2. Então:
1. O algoritmo pára em xk se, e somente se, xk é ε-ótimo. Se o algoritmo não pára
em xk, então a k-ésima iteração está bem denida e termina no Passo 2 om o
álulo de xk+1.
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2. Suponha que x∗ ∈ Ω é um ponto limite de uma sequênia gerada pelo Algoritmo 1.2.
Então x∗ é ε-ótimo.
Disutiremos, a seguir, os resultados de onvergênia loal do Algoritmo 1.2. Sob
algumas hipóteses apropriadas e restringindo-nos aos asos em que Ω é desrito por
um onjunto de restrições lineares, provamos em [9℄, que a sequênia gerada pelo Algo-
ritmo 1.2 onverge superlinearmente (ou quadratiamente) para um ponto limite x∗. A
ténia utilizada em [9℄ para obter os resultados de onvergênia loal onsiste em re-
duzir, ao máximo, o problema OVO à minimização de uma únia função difereniável e
imitar os resultados provados em [3℄, para um método de métria variável om restrições
lineares.
A hipótese A1 diz que {xk} é uma sequênia innita gerada pelo Algoritmo 1.2, x∗ é
um ponto limite isolado, em dois sentidos. Por um lado, é um únio ponto estaionário
em uma bola B(x∗, δ). Por outro lado, para todos os pontos desta bola, o onjunto Iε(x)
ontém um únio índie.
Hipótese A1. Existe um ponto x∗ ∈ Ω, uma sequênia {xk} gerada pelo Algoritmo 1.2
e um onjunto innito de índies K ⊂ IN tal que
lim
k∈K
xk = x∗.
Além disso, existem ε > 0, δ > 0, j0 ∈ {1, . . . ,m} tais que x∗ é o únio ponto ε-ótimo
do problema (1) que pertene a B(x∗, δ) e, para todo x ∈ Ω ∩ B(x∗, δ),
Iε(x) = {j0}.
A segunda hipótese diz que as matrizes Bk,j são denidas positivas (não apenas
semidenidas positivas omo foi suposto anteriormente) e que as normas de ‖Bk,j‖ e
‖B−1k,j‖ são limitadas.
Hipótese A2. Para todo k = 0, 1, 2, . . ., j = 1, . . . ,m, a matriz Bk,j é denida positiva,
‖Bk,j‖ ≤ cB e ‖B−1k,j‖ ≤ cB.
Hipótese A3. O onjunto viável Ω é dado por:
Ω = {x ∈ IRn | Ax ≤ b}.
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A matriz A tem q linhas e n olunas. Sem perda de generalidade, vamos supor que as
restrições ativas em x∗ são aquelas orrespondentes às primeiras s linhas de A.
De agora em diante, denimos:
A = (a1, . . . , aq)
T , b = (b1, . . . , bq)
T ,
A¯ = (a1, . . . , as)
T , b¯ = (b1, . . . , bs)
T .
As próximas duas hipóteses dizem, respetivamente, que a ondição de omplemen-
taridade estrita é satisfeita e que os gradientes das restrições ativas são linearmente
independentes em x∗.
Hipótese A4. Os multipliadores na solução são tais que
[λ¯∗]i > 0, ∀ i = 1, . . . , s.
Hipótese A5. Os vetores a1, . . . , as são linearmente independentes. (Em partiular,
s ≤ n.)
A hipótese seguinte refere-se à implementação do algoritmo. Esta diz que esolhe-
mos dk = d¯k omo sendo a solução do subproblema, pelo menos para k suientemente
grande.
Hipótese A6. Para todo k suientemente grande, dk = d¯k.
A hipótese A7 impõe ondições adiionais sobre a difereniabilidade da função fj0 .
Vamos supor que fj0 possui derivadas de segunda ordem e que estas derivadas são
Lipshitz-ontínuas em uma vizinhança de x∗.
Hipótese A7. A Hessiana ∇2fj0(x) existe e é ontínua para todo x em uma vizinhança
de x∗. Além disso, existe L2 > 0 tal que, para todo x, y nesta vizinhança,
‖∇2fj0(y)−∇2fj0(x)‖ ≤ L2‖y − x‖.
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A hipótese A8 é uma ondição Dennis-Moré [19℄. Esta hipótese exprime os requeri-
mentos mínimos para provar que a onvergênia é superlinear.
Hipótese A8. Existe Z ∈ IRn×(n−s) tal que R(Z) = N (A¯) e
lim
k→∞
‖ZT [Bk,j0 −∇2fj0(xk)]d¯k‖
‖d¯k‖
= 0.
A hipótese A9 espeia uma ondição suiente para que x∗ seja um minimizador
loal de fj0 sujeito às restrições ativas.
Hipótese A9. A Hessiana ∇2fj0(x∗) é denida positiva no N (A¯). Em outras palavras,
ZT∇2fj0(x∗)Z é denida positiva se Z é tal omo em A8.
O teorema nal desta seção diz que, se as hipóteses A0A9 são satisfeitas, a on-
vergênia é superlinear. A onvergênia é quadrátia se as matrizes Bk,j0 são as ver-
dadeiras hessianas.
Teorema 1.4. Suponha que as hipóteses A0  A9 são satisfeitas. Então, para k su-
ientemente grande, temos tk = 1 e A¯xk = b¯. Além disso, {xk} onverge superlinear-
mente para x∗. Finalmente, se, para k suientemente grande,
Bk,j0 = ∇2fj0(xk),
a onvergênia é quadrátia.
1.4 Reformulação Difereniável do OVO
O problema OVO é um problema de otimização não-onvexa e não-difereniável.
Em [5℄, os autores transformaram o problema OVO em um problema de programação
não-linear difereniável ujas restrições são onheidas omo restrições de equilíbrio.
Ver [6℄.
O teorema a seguir, provado em [5℄, mostra que resolver (1) é equivalente a resolver
um problema de programação não-linear difereniável.
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Teorema 1.5. O ponto x ∈ Ω é uma solução do problema OVO se, e somente se,
existem r′, u′, w′ ∈ IRm e z′ ∈ IR tais que (x, r′, u′, w′, z′) é uma solução de:
Minimizar z
s.a.


∑m
i=1 riwi = 0∑m
i=1(1− ri)ui = 0∑m
i=1 ri = p
ui − z + fi(x)− wi = 0, i = 1, . . . ,m
u ≥ 0, 0 ≤ r ≤ 1, w ≥ 0, x ∈ Ω.
(1.5)
É fáil veriar que, no aso p = m, que orresponde ao problema Minimax, a refor-
mulação (1.5) reduz-se à lássia reformulação (de programação não-linear) do problema
Minimax:
Minimizar z s.a. z ≥ fi(x), i = 1, . . . ,m, x ∈ Ω.
Se (x, r, u, w, z) é um ponto viável da reformulação então z ≥ f(x). A possibili-
dade de z > f(x) para pontos viáveis de (1.5) não está desartada. Entretanto, para
minimizadores loais de (1.5), a identidade z = f(x) neessariamente se veria. As
demonstrações destas propriedades podem ser enontradas em [5℄.
O seguinte teorema, demonstrado em [5℄, mostra a relação entre os minimizadores
loais do problema OVO e os de sua reformulação. Essenialmente, umminimizador loal
de (1) gera um minimizador loal de (1.5). A reíproa é verdadeira, mas, neessita de
uma indispensável hipótese adiional.
Teorema 1.6. Suponha que x ∈ Ω é um minimizador loal de (1) e que (x, r, u, w, f(x))
é um ponto viável de (1.5). Então, (x, r, u, w, f(x)) é um minimizador loal de (1.5).
Reiproamente, se, para algum z ∈ IR, temos que (x, r, u, w, z) é um minimizador lo-
al de (1.5) sempre que (x, r, u, w, z) seja um ponto viável, então z = f(x) e x é um
minimizador loal de (1).
A reformulação (1.5) é um problema de minimização difereniável om restrições de
equilíbrio. Isto inlui as restrições de omplementaridade:
riwi = 0, ri ≥ 0, wi ≥ 0
e
(1− ri)ui = 0, ri ≤ 1, ui ≥ 0.
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Restrições de omplementaridade são responsáveis pelo fato de nenhum ponto viável
satisfazer à ondição de qualiação de Mangassarian-Fromovitz [12, 32℄. Portanto,
minimizadores do problema podem não satisfazer as ondições de KKT e isto pode
representar uma diuldade para os algoritmos de programação não-linear. Um resultado
muito interessante, provado em [5℄, é que, pelo menos quando Ω = IRn, este possível
obstáulo não existe. Mais preisamente, minimizadores loais de (1) geram pontos KKT
de (1.5) mesmo om a falta de regularidade dos pontos.
Uma hipótese essenial para mostrar este resultado é que x∗ deve ser um ponto esta-
ionário de primeira ordem do OVO. Esta é uma ondição de otimalidade, apresentada
em [5℄, mais forte que a desrita na Seção 1.1. Antes de enuniá-la, para ada x ∈ Ω,
dena:
L(x) = {i ∈ {1, . . . ,m} | fi(x) < f(x)},
E(x) = {i ∈ {1, . . . ,m} | fi(x) = f(x)},
e
G(x) = {i ∈ {1, . . . ,m} | fi(x) > f(x)}.
Claramente, os onjuntos L(x), E(x) e G(x), tais omo a função OVO f(x), dependem
da esolha de p. Entretanto, não vamos deixar esta dependênia explíita om o intuito
de simpliar a notação. O teorema a seguir dene a ondição de otimalidade relaionada
om as direções tangentes.
Teorema 1.7. Suponha que x é um minimizador loal de (1) e que fi possui primeira
derivada ontínua em uma vizinhança de x para todo i ∈ E(x). Então, para todas as
direções tangentes d unitárias,
#{i ∈ E(x) | ∇fi(x)Td < 0} < p−#L(x).
O Teorema 1.7 justia a denição dos pontos estaionários de primeira ordem.
Pontos estaionários de primeira-ordem
Suponha que todas as funções fi que denem o problema OVO possuem primeiras
derivadas ontínuas em um onjunto aberto que ontém Ω. Dizemos que x ∈ Ω é um
ponto estaionário de primeira ordem do problema OVO se, para todas as direções tan-
gentes d unitárias,
#{i ∈ E(x) | ∇fi(x)Td < 0} < p−#L(x).
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Finalmente, o teorema a seguir formaliza o resultado.
Teorema 1.8. Suponha que Ω = IRn e seja x∗ ∈ Ω um ponto estaionário de primeira
ordem do problema OVO. Sejam r, u, w ∈ IRm tais que (x∗, r, u, w, z∗) seja um ponto
viável de (1.5) om z∗ = f(x∗). Então, (x∗, r, u, w, z∗) é um ponto KKT de (1.5).
A robustez e a eiênia de muitos algoritmos de programação não-linear estão forte-
mente relaionadas om o umprimento das ondições de KKT na solução. Portanto, o
fato dos minimizadores serem pontos KKT pode ser onsiderado omo um forte argu-
mento para tentar resolver o problema OVO om métodos de otimização tradiionais.
Porém, esta abordagem não foi muito explorada neste trabalho. Foamos nossa atenção
nos métodos primais que têm a vantagem de trabalhar om uma quantidade bem menor
de variáveis.
Capítulo 2
Enontrando Padrões Oultos om
OVO
A proura de padrões oultos é uma das mais desaantes pesquisas existentes em
modernos data mining. Vários artigos desrevem problemas de enontrar padrões
oultos nas mais diferentes áreas, omo Eologia [23, 33℄, Administração da Saúde Pú-
blia [31℄, Arte [47℄, Psiquiatria [25℄, História Soial [46℄, Demograa [15, 16℄ e muitos
outros.
Considere a nuvem de pontos dada na Figura 2.1. À primeira vista, as duas nuvens de
pontos são qualitativamente similares. Entretanto, na Figura 2.1-A existem exatamente
ino pontos que pertenem a uma mesma parábola ao passo que, na Figura 2.1-B, tal
onjunto de pontos não existe.
A B
Figura 2.1: Padrões Oultos
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Na Figura 2.2 mostramos, novamente, os pontos da Figura 2.1-A juntamente om
a parábola que passa por estes pontos espeiais. Em situações omo esta, dizemos que
a Figura 2.1-A esonde o padrão de uma parábola (ou, simplesmente, esonde uma
parábola).
Figura 2.2: Parábola Oulta
Na próxima seção mostraremos omo o problema OVO pode ser utilizado para enon-
trar padrões oultos deste tipo. Muitos dos exemplos a serem apresentados nas próximas
seções são suientemente simples e pequenos para serem resolvidos de forma exaustiva
por métodos enumerativos. Entretanto, se a quantidade de dados ou o número de pa-
râmetros desonheidos é inrementada, a utilização de proedimentos ombinatórios
torna-se inviável. Esta é razão pela qual não onsideraremos métodos enumerativos em
nossas análises.
Devemos menionar que em muitos artigos de data-mining e apliações, padrões
são oultos no sentido de que estes são difíeis de serem enontrados, ao menos, utilizando
proedimentos de ajuste padrões. Em nosso aso, padrões estão oultos porque estes
são revelados tomando em onta somente uma pequena quantidade de dados, devido ao
fato de muitas das informações avaliadas estarem severamente orrompidas.
2.1 Metodologia
Suponha que {(t1, y1), . . . , (tm, ym)} ⊂ IR2 é um onjunto de dados e que sabemos
que estes dados ontêm muito ruído. Nesta apliação, um padrão é denido omo sendo
um subonjunto S(x) ⊂ IR2, determinado em função de um parâmetro x. Para ada i =
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1, . . . ,m, dena fi(x) omo sendo uma pseudo-distânia entre (ti, yi) e S(x). Suponha
que esta pseudo-distânia, para ada par (ti, yi), possa ser desrita da seguinte forma:
fi(x) = (T (x, ti)− yi)2. (2.1)
Se, por exemplo, T (x, t) = x1t
2 + x2t + x3 representa uma parábola om oeientes
x = (x1, x2, x3)
T
, então, o padrão S(x) é formado pelo onjunto dos pontos que passam
por esta parábola e (2.1) representa a função de erro quadrátio da observação i se x
for o parâmetro adotado. Nestes asos, na presença de dados om muito ruído, o ajuste
de quadrados mínimos da forma yi ≈ x1t2 + x2t + x3 onduz a resultados desastrosos
devido à inuênia opressiva de outliers.
Dado p ∈ {1, . . . ,m}, o onjunto de funções (2.1) dene um problema OVO para
o qual os Algoritmos 1.1 e 1.2 podem ser apliados. A idéia é resolver este problema
para diferentes valores de p. Se p é um valor próximo de m a expetativa é que o
valor da função OVO na solução enontrada seja alto, mostrando que existe uma grande
quantidade de dados inorretos, fato este que pode ser reforçado ao observar também os
valores de fi1 , . . . , fip que representam a pseudo-distânia dos p pontos mais próximos
ao padrão S(x). Somente um pequeno número de pontos pertenem ao padrão oulto
orreto S(x∗), portanto, os parâmetros x∗ são obtidos resolvendo o problema OVO para
pequenos valores de p. Então, quando diminuímos o valor de p, a função OVO na solução
tende a dereser também. A expetiva é que quando tomamos o valor orreto de p, a
função OVO deresça abruptamente, tomando um valor próximo de zero.
2.2 Experimentos Numérios
Os métodos propostos no apítulo anterior, para resolver o problema OVO, são méto-
dos loais, isto é, temos apenas a garantia de onvergênia para pontos que são ε-ótimos.
Há, portanto, a neessidade de omplementar o método loal om uma estratégia de mi-
nimização global de forma a obtermos uma maior eiênia. Em [10℄, inserimos o método
loal, proposto na Seção 1.2, em uma heurístia global onde minimizações loais podem
ser melhoradas por uma estratégia tunneling baseada no problema de valor iniial
que dene um osilador harmnio. Além disso, está inorporada a esta heurístia um
proedimento multistart para gerar diferentes pontos iniiais seguindo alguns ritérios
para desartar pontos iniiais pobres. O mais importante aqui é ter em mente que esta
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estratégia global realiza inúmeras minimizações loais om o Algoritmo 1.1. Como o ob-
jetivo deste trabalho é mostrar omo o OVO pode ser utilizado para enontrar padrões
oultos, não nos aprofundaremos neste assunto e vamos foar mais na implementação
do Algoritmo 1.1. Para maiores detalhes da estratégia global, ver [10, 42℄.
Algumas araterístias relativas à implementação do Algoritmo 1.1 estão desritas
abaixo:
• Como menionado anteriormente, o problema (1.1) é um problema de otimização
onvexa. Além disso, em nossas apliações as restrições que denem Ω são lineares,
portanto (1.1) é um problema de programação linear. Para resolvê-lo usamos a
rotina DDLPRS da bibliotea IMSL.
• Os subproblemas são resolvidos exatamente. Isto signia que usamos η = 0.
• Os parâmetros algorítmios utilizados foram:
θ = 0.5, ∆ = 1, ε = 10−3, σmin = 0.1, σmax = 0.9.
• No proedimento baktraking (1.2) tomamos tnew = 0.5t.
• Todos os experimentos deste apítulo foram realizados em um Pentium 4, 2.4 Ghz,
1Gb RAM em FORTRAN de dupla preisão.
2.2.1 Enontrando Polinmios Oultos
Nos experimentos a seguir, o padrão oulto é um polinmio de grau n−1. Em todos
os asos geramos m dados de forma aleatória. Dez por ento dos dados são orretos
no sentido de que eles se ajustam perfeitamente a um polinmio om oeiente x∗
previamente esolhido. Denimos Ω = [−10, 10]n. Para ada i = 1, . . . ,m, denimos a
função de erro da seguinte forma:
fi(x) = (
n∑
j=1
xjt
n−j
i − yi)2.
Os resultados obtidos ao apliar o Algoritmo 1.1 (inserido na heurístia global)
para enontrar polinmios oultos estão reportados nas Tabelas 2.1-2.6. As guras à
esquerda representam os dados; a primeira oluna da tabela reporta os diferentes valores
de p testados, a partir da segunda oluna reportamos a melhor solução enontrada pelo
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p x f(x)
8 1.54 0.84 5.14 2.37
7 1.66 1.39 2.59 1.33
6 1.51 0.90 6.23 0.27
5 1.00 -5.00 2.00 0
4 1.00 -5.00 2.00 0
3 -0.34 1.65 3.97 0
Tabela 2.1: m = 50, p orreto= 5, x∗ = (1,−5, 2)
p x f(x)
13 -0.94 -6.19 1.95 3.14
12 -1.04 -5.90 5.45 1.42
11 -0.95 -6.94 8.08 1.00
10 -1.00 -6.00 4.00 0
9 -1.00 -6.00 4.00 0
8 -1.00 -6.00 4.00 0
Tabela 2.2: m = 100, p orreto= 10, x∗ = (−1,−6, 4)
algoritmo e o valor da função OVO neste ponto; a gura à direita revela o polinmio
oulto e os pontos que fazem parte deste padrão (pontos irulados em verde).
2.2.2 Enontrando Cirunferênias Oultas
Nos experimentos desta seção, o padrão oulto é uma irunferênia. Neste aso,
preisamos estimar três parâmetros x1, x2, x3 ∈ Ω onde
Ω = {x ∈ IR3 | − 10 ≤ x1, x2 ≤ 10, 0 ≤ x3 ≤ 10}.
O entro da irunferênia oulta é (x1, x2) e o raio é x3. As funções fi são:
fi(x) = [(ti − x1)2 + (yi − x2)2 − x23]2.
Novamente, geramos m dados de forma aleatória. Dez por ento dos dados são
orretos no sentido de que eles pertenem a uma irunferênia de entro (x∗1, x
∗
2) e raio
x∗3 previamente esolhidos. Os resultados, seguindo as mesmas onvenções anteriores,
estão reportados nas Tabelas 2.7-2.9.
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p x f(x)
18 -1.00 0.97 -6.19 0.09
17 -1.00 1.00 -6.18 0.03
16 -1.00 1.00 -5.96 0.03
15 -1.00 1.00 -6.00 0
14 -1.00 1.00 -6.00 0
13 -1.00 1.00 -6.00 0
Tabela 2.3: m = 150, p orreto= 15, x∗ = (−1, 1,−6)
p x f(x)
8 0.48 -0.52 -7.83 -10.0 3655.75
7 0.97 4.76 5.77 -10.0 679.53
6 1.05 5.10 -0.95 -10.0 140.50
5 1.00 5.00 3.00 -7.00 0
4 1.24 3.55 -5.90 -0.58 0
3 1.21 3.34 -5.84 1.36 0
Tabela 2.4: m = 50, p orreto= 5, x∗ = (1, 5, 3,−7)
p x f(x)
13 -0.98 3.46 2.17 -5.14 207.12
12 -0.98 3.21 0.80 1.73 118.89
11 -1.00 3.00 2.97 8.86 0.0372
10 -1.00 3.00 3.00 9.00 0
9 -1.00 3.00 3.00 9.00 0
8 -1.00 3.00 3.00 9.00 0
Tabela 2.5: m = 100, p orreto= 10, x∗ = (−1, 3, 3, 9)
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p x f(x)
18 -0.98 3.10 4.89 -2.21 55.2
17 -1.01 2.96 8.57 0.66 37.1
16 -1.01 3.06 7.79 -1.75 12.0
15 -1.00 3.00 7.00 0.00 0
14 -1.00 3.00 7.00 0.00 0
13 -1.00 3.00 7.00 0.00 0
Tabela 2.6: m = 150, p orreto= 15, x∗ = (−1, 3, 7, 0)
p x f(x)
8 0.01 1.50 5.63 0.18
7 5.71 3.09 4.29 0.08
6 5.66 3.04 4.32 0.01
5 5.00 -3.00 7.00 0
4 5.00 -3.00 7.00 0
3 -4.99 -4.81 5.68 0
Tabela 2.7: m = 50, p orreto= 5, x∗ = (5,−3, 7)
p x f(x)
13 1.00 -2.00 4.87 1.63
12 1.00 -2.00 4.88 1.46
11 0.92 -1.99 5.00 0.63
10 1.00 -2.00 5.00 0
9 1.00 -2.00 5.00 0
8 1.00 -2.00 5.00 0
Tabela 2.8: m = 100, p orreto= 10, x∗ = (1,−2, 5)
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p x f(x)
18 -3.05 1.69 7.69 3.69
17 -3.07 1.68 7.69 3.33
16 -3.00 1.04 7.00 0.38
15 -3.00 1.00 7.00 0
14 -3.00 1.00 7.00 0
13 -3.00 1.00 7.00 0
Tabela 2.9: m = 150, p orreto= 15, x∗ = (−3, 1, 7)
p x f(x)
8 1.87 -5.52 13.2 0.45
7 1.89 -5.48 13.0 0.28
6 1.86 -5.49 12.9 0.09
5 1.00 -4.00 7.00 0
4 1.00 -4.00 7.00 0
3 4.70 5.73 5.82 0
Tabela 2.10: m = 50, p orreto= 5, x∗ = (1,−4, 7)
2.2.3 Enontrando Bananas Oultas
Nos experimentos desta seção, o padrão oulto é uma urva no plano-ty, da forma:
(y − x2 − (t− x1)2)2 + (1− (t− x1))2 = x3,
onde x1, x2 e x3 são os parâmetros que preisamos estimar. Denimos:
Ω = {x ∈ IR3 | − 10 ≤ x1, x2 ≤ 10, 0 ≤ x3 ≤ 20}.
E, para ada i = 1, . . . ,m a função de erro é dada por:
fi(x) = [(yi − x2 − (ti − x1)2)2 + (1− (ti − x1))2 − x3]2.
Novamente, geramos m dados de forma aleatória. Dez por ento dos dados são
orretos no sentido de que eles pertenem a uma urva pré-denida pelos parâme-
tros x∗. Os resultados, seguindo as mesmas onvenções anteriores, estão reportados nas
Tabelas 2.10-2.12.
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p x f(x)
13 -1.00 -6.89 8.98 0.34
12 -1.00 -6.95 9.01 0.06
11 -1.00 -7.00 9.00 0
10 -1.00 -7.00 9.00 0
9 -1.00 -7.00 8.99 0
8 -1.00 -7.00 9.00 0
Tabela 2.11: m = 100, p orreto= 10, x∗ = (−1,−7, 9)
p x f(x)
18 -0.02 -6.07 15.2 0.83
17 -0.01 -6.01 15.5 0.60
16 -0.00 -6.00 14.7 0.07
15 0.00 -6.00 15.0 0
14 -0.00 -6.00 15.0 0
13 0.00 -6.00 15.0 0
Tabela 2.12: m = 150, p orreto= 15, x∗ = (0,−6, 15)
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p x f(x)
13 0.31 4.22 8.14 6.06 3.3E-3
12 -0.08 4.03 9.12 4.93 8.4E-4
11 -0.02 4.01 9.12 4.94 6.9E-4
10 0.00 4.00 9.00 5.00 0
9 0.00 4.00 9.00 5.00 0
8 0.00 4.00 9.00 5.00 0
Tabela 2.13: m = 50, p orreto= 10, x∗ = (0, 4, 9, 5)
2.2.4 Enontrando Elipses Oultas
Nos experimentos desta seção, o padrão oulto é uma elipse:
(ti − x1)2
x23
+
(yi − x2)2
x24
= 1.
Neste aso, preisamos estimar quatro parâmetros x1, x2, x3 e x4 ∈ Ω onde
Ω = {x ∈ IR4 | − 10 ≤ x1, x2 ≤ 10, 0 ≤ x3, x4 ≤ 10}.
Portanto, as funções de erros são:
fi(x) =
[
(ti − x1)2
x23
+
(yi − x2)2
x24
− 1
]2
.
Novamente, geramos m dados de forma aleatória. Vinte por ento dos dados são
orretos no sentido de que eles pertenem a uma elipse pré-denida pelos parâme-
tros x∗. Os resultados, seguindo as mesmas onvenções anteriores, estão reportados nas
Tabelas 2.13-2.15.
2.3 Análise dos Resultados
Analisando as tabelas e ilustrações orrespondentes, apresentadas na seção ante-
rior, podemos onluir que os resultados foram oerentes às expetativas desritas na
Seção 2.1. Para os maiores valores de p testados, obtivemos um valor não-nulo signia-
tivo da função OVO. À medida que diminuímos o valor de p, o valor da função OVO
também diminuiu, porém, quando tomamos o valor orreto de p, o valor da função
OVO dereseu abruptamente, atingindo o valor zero. Quando este fato não oorrer,
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p x f(x)
23 0.00 -1.99 8.90 7.04 4.3E-4
22 0.03 -1.99 8.93 7.04 2.2E-4
21 0.01 -1.98 8.98 6.99 7.8E-5
20 -0.00 -2.00 9.00 7.00 2.6E-6
19 0.00 -2.00 8.99 7.00 6.0E-6
18 0.01 -2.00 9.00 6.99 7.1E-6
Tabela 2.14: m = 100, p orreto= 20, x∗ = (0,−2, 9, 7)
p x f(x)
33 1.00 0.02 8.03 9.02 4.8E-4
32 1.04 0.01 8.01 9.00 3.1E-4
31 1.02 0.01 7.96 8.99 2.0E-4
30 1.00 -0.00 8.00 8.99 3.9E-6
29 1.00 -0.02 8.00 9.00 2.4E-5
28 0.97 -0.00 7.99 9.00 7.4E-5
Tabela 2.15: m = 150, p orreto= 30, x∗ = (1, 0, 8, 9)
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omo foi no aso da elipse, podemos onluir que, apesar de termos valor orreto de p
pontos que se ajustam perfeitamente ao padrão (da elipse) existem outros que, apesar
de não se ajustarem perfeitamente, estão muito próximos deste padrão, lembrando que
esta proximidade é medida pelas funções de pseudo-distânia fi. Mas, mesmo nestes
asos, pelo fato dos dados estarem severamente orrompidos, o salto da função OVO
ertamente seria observado, porém, para valores de p um pouo maiores que o valor
orreto de p.
Apesar de termos apresentado duas opções (Algoritmos 1.1 e 1.2) para resolver
o problema OVO, utilizamos o Algoritmo 1.1 por ser a únia opção no momento em
produzimos [10℄. Como o intuito deste apítulo é mostrar omo o problema OVO pode
ser utilizado para enontrar padrões oultos, não reproduzimos os experimentos om o
Algoritmo 1.2. Uma omparação entre os métodos será feita no próximo apítulo.
Capítulo 3
Otimizando o Valor em Riso VaR om
OVO
Neste apítulo, faremos uma breve introdução do Valor em Riso VaR e sua relação
om o problema OVO. Em seguida, apresentaremos os resultados numérios obtidos ao
apliar a estratégia OVO para maximizar o VaR do retorno (luro) de uma instituição
naneira baseado em uma versão, levemente modiada, do modelo do sistema banário
ideal de Stiglitz [45℄.
3.1 Valor em Riso VaR
O Valor em Riso VaR e o Valor em Riso Condiional CVaR são duas importantes
medidas de riso que, nos últimos anos, têm sido amplamente utilizadas para seleção
de portfólios e análise de riso. O VaR é de longe a medida de riso mais popular
e aeita entre as intituições naneiras. Dado um erto nível de onança, o VaR é
uma estimativa da máxima perda que um tomador de deisões deve esperar durante
um período padrão (por exemplo: dia, semana ou ano). Em outras palavras, om
erta probabilidade, as perdas não exederão VaR. Ao onsiderar enários, o VaR é
uma função, om respeito ao vetor das posições, não-difereniável, não-onvexa e om
vários minimizadores loais, diultando seu ontrole e otimização. Desrições de várias
metodologias para modelar o VaR podem ser enontradas no site www.gloriamundi.org.
O CVaR quantia as perdas que exedem o VaR e agem omo um limitante superior
para o VaR. Consequentemente, o CVaR é extremamente sensível à presença de enários
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atastróos. A vantagem é que, em determinadas ondições, o CVaR é uma função
onvexa om respeito ao vetor das posições e pode ser minimizada utilizando ténias
de programação linear [40, 41℄.
Por denição, om respeito a um espeiado nível de onança β, o β-VaR de um
portfólio é a menor quantidade α tal que, om probabilidade β, a perda não exeda α,
ao passo que, o β-CVaR é a expetânia ondiional das perdas aima da quantidade
α. Três valores de β são omumente onsiderados: 0.90, 0.95 e 0.99. Por denição, o
β-VaR nuna será menor que o β-CVaR.
Seja f(x, y) a função de perda assoiada a um vetor de posições x, a ser esolhida
dentro de um determinado subonjunto Ω de IRn. O vetor x pode ser interpretado omo
sendo a representação de um portfólio e Ω o onjunto de portfólios disponíveis (sujeito
a várias restrições), mas outras interpretações podem ser feitas. O vetor y orresponde
às inertezas que podem afetar as perdas. Claramente, a perda pode ser negativa e
portanto, om efeito, ontitui um ganho.
Para ada x, a perda f(x, y) é uma variável aleatória que tem uma distribuição
em IR induzida pela distribuição da variável aleatória y. Na prátia, não é neessário
ter uma expressão analítia da função densidade de probabilidade de y. Em geral,
assume-se que as perdas são disretamente distribuídas. Esta distribuição disreta da
perda pode ser obtida amostrando m enários yi, i = 1, . . . ,m de alguma distribuição
ontínua subjaente. Os pontos amostrais yi, i = 1, . . . ,m podem oinidir, portanto, a
probabilidade de pontos disretos são múltiplos de 1/m. Dada uma amostra de tamanho
m, dena as perdas fi(x) = f(x, yi), i = 1, . . . ,m para ada vetor de posições x. Assim,
para ada x podemos ordenar as perdas de forma que:
fi1(x)(x) ≤ fi2(x)(x) ≤ . . . ≤ fim(x)(x).
Em função de α dena para ada x xo, ψ(x, α) omo sendo a probabilidade da
perda não exeder α. Apenas para efeito de exempliação suponha que:
fi1(x)(x) ≤ . . . ≤ fip(x)(x) < fip+1(x)(x) ≤ . . . ≤ fim(x)(x).
Então, ψ(x, fip) é igual a p/m que, naturalmente, oinide om a probabilidade de
oorrênia de um enário pertenente ao subonjunto {yi1 , . . . , yip} dentre o total de m
enários. E, mesmo que tivermos empate na função de ordem p podemos observar que
a probabilidade ψ(x, fip) da perda não exeder fip é maior ou igual a p/m.
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Neste ontexto, dado um nível de onança β ∈ (0, 1) denimos o β-VaR para a
perda assoiada a uma deisão x por:
β-VaR(x) = min{α ∈ IR | ψ(x, α) ≥ β}. (3.1)
No aso em que β = p/m temos, para ada x xo, que:
{α ∈ {fi1 , . . . , fim} | ψ(x, α) ≥ β} = {fip , fip+1 , . . . , fim},
já que, ψ(x, fip) ≥ p/m, ψ(x, fip+1) ≥ (p+ 1)/m > p/m e ψ(x, fim) = 1 > p/m.
Portanto, segue da denição (3.1), que o p/m-VaR de um vetor de posições x é
fip(x)(x), ou seja, a função p/m-VaR orresponde à função OVO de ordem p. Então,
dados m enários yi, i = 1, . . . ,m, denindo as funções de perda fi(x) = f(x, yi), i =
1, . . . ,m, o problema de enontrar o portfólio x ∈ Ω que minimiza o p/m-VaR equivale
a resolver o problema OVO de ordem p.
Para nalizar, vamos dar a visão OVO do p/m-CVaR. Em [40, 41℄, os autores
deniram a função auxiliar
F˜β(x, α) = α+
1
m− p
m∑
i=1
[fi(x)− α]+
e provaram que o par (x∗, α∗) que soluiona o problema
min
(x,α)∈Ω×IR
F˜β(x, α)
é tal que x∗ é o portfólio que minimiza o p/m-CVaR e α∗ é o p/m-VaR se tivermos
argmin
α∈IR
F˜β(x∗, α) = {α∗}.
Caso ontrário, α∗ é apenas um andidato, já que, p/m-VaR é o menor valor de α
pertenente ao onjunto argminα∈IR F˜β(x∗, α), ver [40, 41℄. Reiproamente, sabendo
que o p/m-VaR de x é fip(x)(x) e, restringindo-nos ao aso em que o únio elemento de
Ω é x, hegamos à seguinte onlusão:
p/m-CVaR(x) = fip(x)(x) +
1
m− p
m∑
i=1
[fi(x)− fip(x)(x)]+
= fip(x)(x) +
1
m− p
m∑
j=p+1
[fij(x)(x)− fip(x)(x)]
=
1
m− p
m∑
j=p+1
fij(x)(x).
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Isto signia que p/m-CVaR é a média das funções aima (ao onsiderar os índies)
da função OVO de ordem p. Em outras palavras, o p/m-CVaR orresponde à função
da soma dos m − p maiores valores ordenados que, fazendo uma analogia ao LOVO,
deniria um problema HOVO (High Order Value Optimization). Mais ainda, deniria
um problema Minimax.
3.2 Apliação
O objetivo deste apítulo é apliar o OVO para minimizar o VaR da perda (maximi-
zar o VaR do retorno). Apesar da teoria do VaR estar baseada na perda, a interpretação
do VaR do retorno é análoga. Dado um nível de onança β, o β-VaR do retorno
representa o mínimo luro esperado om este nível de onança.
Em nossa apliação, o objetivo é maximizar o VaR do retorno de uma instituição
naneira. Todo proesso de modelagem está baseado no modelo do sistema banário
ideal (SBI) de [45℄ (o autor Joseph Stiglitz reebeu o Prêmio Nobel de Eonomia em
2001 por seu trabalho sobre a análise de merados om informações assimétrias), então,
vamos desrever nesta seção as prinipais araterístias do modelo.
O modelo do SBI disutido aqui se refere às tomadas de deisões de um bano de
depósito e investimento. Ou seja, nosso bano toma depósitos dos lientes, onede
rédito e aplia em títulos do governo. O bano deve deidir quanto emprestar, quanto
obrar de juros pelos empréstimos onedidos, quanto investir em títulos do governo e,
quanto investir em avaliação dos andidatos a empréstimo.
No (levemente modiado) modelo do SBI de um período, as variáveis de deisão
são:
• M : valor a ser investido em títulos do governo;
• N : valor a ser onedido em rédito;
• r: taxa de juros anual a ser obrada pelo rédito onedido;
• e: valor a ser investido em avaliação dos andidatos ao rédito;
• D: soma dos depósitos realizados efetivamente no bano dentro do período on-
siderado;
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• s: taxa de juros a ser paga aos depositantes.
Os dados disponíveis são:
• a: patrimnio líquido iniial;
• τ : ompulsório (porentagem de depósitos que o governo exige que sejam deposi-
tados sem juros no Bano Central);
• ρ: taxa de juros paga pelos títulos públios.
Existem outros dados que, na realidade, são estimativas:
• Nd: dada ada taxa r, Nd(r) estima a demanda por rédito para esta taxa. Se o
bano oferee uma taxa muito baixa a demanda por rédito será maior e vie-versa.
• Do: dada ada taxa s, Do(s) estima a quantidade de depósitos que o bano reebe-
ria para esta taxa. Naturalmente, se s é grande, Do(s) tende a ser grande também
e vie-versa.
• f : dado o valor dos gastos om avaliação e, f(e) é uma função que mede a inerteza
na previsão de que o devedor foi bem avaliado. Se e é grande, f(e) se aproximará
de zero, pois a grandes gastos de avaliação orresponde uma baixa inerteza na
avaliação. Ao ontrário, se e é pequeno, a inerteza será grande.
No modelo do SBI denido em [45℄, s = ρ, mas esta restrição não vai ser imposta
aqui. As notações são as mesmas de [45℄, exeto para a onstante k, que aqui denotamos
por τ .
As variáveis estão sujeitas à restrição de equilíbrio orçamentário:
a+ (1− τ)D = M +N + e. (3.2)
Uma restrição ruial do modelo é que N não pode exeder a demanda por rédito
Nd, que depende da taxa de juros r:
N ≤ Nd(r). (3.3)
Uma outra restrição similar do modelo é que D não pode exeder a demanda por
depósitos Do, que depende da taxa de juros s:
D ≤ Do(s). (3.4)
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Por m, temos as restrições de aixa:
ℓD ≤ D ≤ uD, ℓM ≤M ≤ uM , ℓN ≤ N ≤ uN , (3.5)
ℓs ≤ s ≤ us, ℓe ≤ e ≤ ue, ℓr ≤ r ≤ ur. (3.6)
A grosso modo, o objetivo do bano é maximizar o patrimnio líquido no nal do
período que é dado por:
a¯ = M(1 + ρ)− sD − (1− τ)D + V, (3.7)
onde V representa o retorno obtido pelo rédito onedido. Entretanto, V não é uma
quantia xa, na verdade, V é uma variável aleatória om m possíveis valores V1, . . . , Vm,
limitados superiormente por (1 + r)N . De fato, o limitante superior é menor, já que,
a hane de inadimplênia existe mesmo que a taxa de juros seja muito baixa. Aqui,
utilizaremos o limitante
Vi ≤ 0.99995(1 + r)N, ∀ i = 1, . . . ,m.
O máximo retorno obtido pelo rédito onedido é ainda menor. O limitante aima
deve ser multipliado por um oeiente entre 0 e 1 que derese om r. Isto porque a
hane de obter devolução total (om juros) dos empréstimos derese om r e tende a
zero se r tende a ∞. Logo, denimos:
GRLmax = 0.99995(1 + r)N × exp(−κr2)
para um dado κ > 0 e postulamos que:
Vi ≤ GRLmax, ∀ i = 1, . . . ,m.
O verdadeiro retorno obtido pelo rédito onedido sob o enário i é então dado por:
Vi = GRLmax − zi∆(e,N)GRLmax, (3.8)
onde ∆(e,N) ∈ [0, 1] derese quando e rese e, para todo i = 1, . . . ,m, o número
zi ∈ [0, 1] dene o enário i.
Denimos
∆(e,N) =
√
γ˜21(e− γ˜2)2 + 10−4 − γ˜(e− γ˜2)
2
+ ∆min (3.9)
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onde γ˜1 =
5
N
, γ˜2 =
N
5
(1−∆min). A expressão (3.9) é uma aproximação difereniável de
max{1− 5e/N,∆min}.
As denições aima são suientes para denir o problema OVO. Dena n = 6,
x1 = M, x2 = N, x3 = e, x4 = r, x5 = s, x6 = D. Então, as funções fi são dadas por:
fi(x) = −
[
M(1 + ρ)− sD − (1− τ)D + Vi
]
,
onde Vi é dendo por (3.8), para todo i = 1, . . . ,m.
Dado p ∈ {1, . . . ,m}, o problema OVO assoiado a esta apliação, que maximiza o
VaR do retorno om nível de onança p/m, é dado por:
Minimizar fip(x) sujeito a (3.2)-(3.6). (3.10)
Portanto, (3.10) é um problema OVO om restrições. Com denições apropriadas
para Nd e Do, as restrições serão lineares e os Algoritmos 1.1 e 1.2 serão perfeitamente
apliáveis.
Em nossa apliação prátia, usamos os seguintes dados:
• a = 54.6 bilhões de reais (moeda brasileira atual), τ = 0.5, ρ = 0.03, κ = 0.6,
∆min = 0.1.
• As restrições (3.5) e (3.6) que denem os limitantes inferiores e superiores das
variáveis são:
0 ≤ M ≤ 5a, (3.11)
0.1a ≤ N ≤ 5a, (3.12)
0 ≤ e ≤ 5a, (3.13)
0 ≤ r ≤ 0.8, (3.14)
0.02 ≤ s ≤ 0.1, (3.15)
a ≤ D ≤ 5a. (3.16)
• As funções Nd e Do são:
Nd(r) = 5a− 4.9a
0.8
r, (3.17)
Do(s) = 50as. (3.18)
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• Em apliações totalmente realístias o vetor z é estimado usando a lassiação
dos lientes. Então, a distribuição analítia de zi é desonheida. Nestes asos,
não é possível obter uma representação analítia fehada da função objetivo e a
únia alternativa que nos resta é fazer simulações. Entretanto, om o intuito de
simpliar nossa apresentação, adotamos aqui a seguinte denição para zi, i =
1, . . . ,m:
zi = ϕ
−1(wi), i = 1, . . . ,m,
onde
ϕ(t) = 3t2 − 2t3, ∀ t ∈ [0, 1]
e w1, . . . , wm são números randmios uniformemente distribuídos em [0, 1].
3.3 Experimentos Numérios
Para realizar os experimentos numérios desta seção, utilizamos o Algoritmo 1.2.
Estes foram os primeiros testes realizados om este algoritmo, proposto reentemente
em [9℄. Nesta seção, desrevemos algumas araterístias da implementação do Algo-
ritmo 1.2, o proesso de esolha do ponto iniial e os resultados numérios obtidos.
3.3.1 Aproximações da Hessiana e parâmetros do algoritmo
Se o número de enáriosm é pequeno, é possível alular ou atualizar uma matrizBk,j
distinta para ada j = 1, . . . ,m. Porém, não temos ondições de realizar estes álulos
se m é grande. Se adotarmos um método Newtoniano (Bk,j = ∇2fj(xk)) podemos
alular Bk,j somente quando j ∈ Iε(xk). Esta é uma alternativa interessante, mas, não
temos omo garantir que a Hessiana será uma matriz semidenida positiva. Em nossas
implementações, adotamos o método BFGS [24℄. Além disso, om o intuito de reduzir
o usto omputaional, postulamos que Bk = Bk,j, para todo j = 1, . . . ,m, k ∈ IN . As
matrizes Bk foram geradas tomando B0 = I e, para todo k ∈ IN ,
sk = xk+1 − xk, yk = ∇fip(xk)(xk+1)−∇fip(xk)(xk),
Bk+1 = Bk +
yky
T
k
yTk sk
− Bksks
T
kBk
sTkBksk
se yTk sk > 0, ao passo que, Bk+1 = Bk se y
T
k sk ≤ 0. É de onheimento de todos, que
isto é suiente para garantir que Bk seja denida positiva, para todo k ∈ IN [24℄.
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Finalmente, se ‖Bk‖∞ > 103n, substituímos Bk pela matriz identidade.
Os parâmetros algorítmios utilizados foram:
∆ = 1.0, θ = 0.5, σmin = 0.1, σmax = 0.9, η = 1, ε = 10
−6.
O ritério de onvergênia foi Mk(dk) ≥ −10−6.
Para resolver o subproblema do Passo 1 do algoritmo utilizamos a rotina DNCONG
[43, 44℄ da bibliotea IMSL.
3.3.2 Esolha do ponto iniial
Dado p ∈ {1, . . . ,m}, o problema OVO assoiado ao modelo do SBI é o denido
em (3.10). Antes de iniiar o Algoritmo 1.2 geramos 1000 pontos aleatórios em Ω e
avaliamos a função OVO de ordem p em ada um destes pontos. Denimos a aproximação
iniial x0 omo sendo o ponto que atingir o menor valor da função OVO de ordem p.
Em nossas implementações, o onjunto Ω é denido pelas restrições (3.2), (3.11)-(3.18).
Para gerar pontos iniiais aleatórios em Ω proedemos da seguinte forma:
1. Sorteamos r entre 0 and 0.8 aleatoriamente. Desta forma, a restrição (3.14) é
satisfeita.
2. Sorteamos N , de forma aleatória, entre 0.1a e Nd(r). Desta forma, as restrições
(3.12) e (3.17) são satisfeitas.
3. Sorteamos e aleatoriamente entre 0 e N
5
(1−∆min). Desta forma, a restrição (3.13)
é satisfeita.
4. (a) Se 2(N + e− a) < a, sorteamos D entre a e 5a.
(b) Se a ≤ 2(N + e− a) ≤ 5a, sorteamos D entre 2(N + e− a) e 5a.
(c) Se 2(N + e − a) > 5a, é impossível satisfazer todas as restrições. Neste aso,
retornamos ao sorteio de N e e.
5. Calulamos s =
D
50a
que é a menor taxa que satisfaz as restrições (3.15) e (3.18).
6. Finalmente, alulamos M = a+ (1− τ)D −N − e. Logo, a restrição de balanço
(3.2) é satisfeita. Como a+(1−τ)D ≥ N+e,M também satisfaz a restrição (3.11).
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p M N e r s D n.iter n.feval -f(x0) -f(x∗)
10 0. 110. 0. 0.488 0.040 110. 30 31 70.1 71.6
50 0. 90.8 0. 0.541 0.027 72.5 22 25 61.6 62.3
100 0. 69.5 12.4 0.541 0.020 54.6 19 29 58.6 59.4
500 0. 69.4 12.5 0.541 0.020 54.6 45 55 56.2 56.7
700 75.5 5.46 0.989 0.541 0.020 54.6 22 33 55.4 55.9
900 75.5 5.46 0.991 0.541 0.020 54.6 19 29 55.2 55.8
950 75.4 5.46 0.991 0.541 0.020 54.6 12 22 54.9 55.8
990 75.4 5.46 0.992 0.541 0.020 54.6 25 37 55.0 55.7
995 75.4 5.46 0.993 0.541 0.020 54.6 22 29 54.7 55.7
999 75.4 5.46 0.993 0.541 0.020 54.6 20 29 55.0 55.7
Tabela 3.1: Resultados obtidos pelo Algoritmo 1.2
3.3.3 Resultados Numérios
Os experimentos foram realizados em um Pentium 4, 2.4 Ghz, 1Gb RAM em FOR-
TRAN de dupla preisão.
Tomando m = 1000, as soluções x∗ = (M,N, e, r, s,D) obtidas pelo Algoritmo 1.2
para diferentes valores de p estão reportadas na Tabela 3.1. Nesta tabela, n.iter repre-
senta o número de iterações realizadas pelo Algoritmo 1.2 e n.feval representa o número
de avaliações da função OVO.
Observe que a solução é, essenialmente, a mesma para todos valores de p ≥ 700. A
aversão ao riso, juntamente om as restrições deste problema, geram pequena oferta de
rédito a taxas de juros muito altas (N pequeno, r grande). Este resultado era esperado,
mas, a surpresa é que o grau de aversão ao riso (medido pelo nível de onança p/m
do VaR) nem preisou ser muito próximo de 1 para que esta solução fosse obtida. É
interessante reportar, para ada valor de p, a média e o devio padrão do patrimnio
líquido no nal do período (3.7), seu valor máximo e seu valor mínimo. Estas quantidades
são denidas abaixo e reportadas na Tabela 3.2.
Média do PL = µ =
1
m
m∑
i=1
−fi(x∗),
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p Máximo PL Mínimo PL Média PL Desvio PL
10 79.7 -57.7 -2.05 24.4
50 77.4 -36.6 9.60 20.2
100 61.3 51.7 55.6 1.70
500 61.1 52.1 55.8 1.60
700 56.4 55.7 56.0 0.125
900 56.4 55.7 55.9 0.125
950 56.4 55.7 55.9 0.125
990 56.4 55.7 55.9 0.124
995 56.4 55.7 55.9 0.124
999 56.4 55.7 55.9 0.124
Tabela 3.2: Estatístias do Patrimnio Líquido Final
Desvio do PL =
√√√√ 1
m− 1
m∑
i=1
[−fi(x∗)− µ]2 ,
Máximo PL = max{−f1(x∗), . . . ,−fm(x∗)},
Mínimo PL = min{−f1(x∗), . . . ,−fm(x∗)}.
Na Tabela 3.2, podemos observar que, quando a aversão ao riso aumenta (p grande)
o máximo PL derese. Entretanto, este derésimo não existe para p ≥ 700. Reipro-
amente, o mínimo PL aumenta quando p rese. Além disso, para p ≥ 700 a aversão ao
riso produz um desvio padrão da distribuição nal muito pequeno. Consequentemente,
a diferença entre o máximo e o mínimo PL é pequena. É interessante observar que a
média do PL rese para p = 10 até p = 700 e derese para p = 700 em diante.
Com o intuito de alançar uma melhor ompreensão do omportamento do Algo-
ritmo 1.2, investigamos as iterações individuais do método para o aso p = 900. Obser-
vamos que:
• Para todas as iterações foi veriado que o onjunto Iε(xk) tem apenas um ele-
mento (sempre o mesmo). Nas últimas 15 iterações tivemos tk = 1 (a primeira
aproximação foi aeita). Observe, na Tabela 3.1, que pelo fato da diferença entre
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n.iter e n.feval ter sido pequena, a primeira aproximação foi aeita na maioria das
iterações para todos os problemas (todos os valores de p).
• A restrição (3.4) foi ativa na solução enontrada. As variáveis N , s e D atingi-
ram seus limitantes inferiores. Estas quatro restrições foram ativas nas últimas 5
iterações.
• Os últimos 10 quoientes ‖xk+1 − x∗‖/‖xk − x∗‖ foram:
0.75, 0.71, 0.83, 0.94, 0.56, 0.04, 0.59, 0.06, 0.53, 0.005.
Estas observações são ompatíveis om os resultados teórios de onvergênia super-
linear do algoritmo.
Novamente, para o aso p = 900, tentamos resolver o problema (3.10) om o Algo-
ritmo 1.1 denindo os mesmos parâmetros, ponto iniial e ritério de parada utilizados
no Algoritmo 1.2. Após 50000 iterações o ritério de parada Mk(dk) > −10−6 não foi
atingido. Além disso, observamos que:
• Como no Algoritmo 1.2, para todas as iterações do Algoritmo 1.1, foi veriado
que o onjunto Iε(xk) tem apenas um elemento (sempre o mesmo).
• A distânia eulidiana entre a solução enontrada pelo Algoritmo 1.2 e os pontos
obtidos pelo Algoritmo 1.1 após 10000, 20000, 30000, 40000 e 50000 iterações
foram:
1.0346, 0.58938, 0.46413, 0.39863, e 0.35249, respetivamente.
• A diferença entre o menor valor obtido pelo método quase-Newton e o valor da
função OVO nos pontos obtidos pelo Algoritmo 1.1 após 10000, 20000, 30000,
40000 e 50000 iterações foram:
0.01865, 0.00601, 0.00372, 0.00274, e 0.00214, respetivamente.
• O número de avaliações da função OVO após 50000 iterações do Algoritmo 1.1 foi
741663.
• Para todas as iterações do Algoritmo 1.1, 0 < tk ≤ 0.0625 < 1. Logo, a primeira
aproximação foi sempre rejeitada.
Estas observações mostram que, embora o Algoritmo 1.1 onvirja para a solução,
esta onvergênia, quando omparada om o Algoritmo 1.2, é muito lenta.
Capítulo 4
Otimização da Menor Soma de Valores
Ordenados
Neste apítulo, disutiremos as ondições de otimalidade e algoritmos para o pro-
blema LOVO utilizando, omo já alertamos anteriormente, a formulação (4).
4.1 Otimalidade
Para todo x ∈ Ω denimos:
I(x) = {i ∈ {1, . . . ,m} | fi(x) = fmin(x)}.
No Lema 4.1, provamos que um minimizador global x∗ de (4) é, neessariamente,
um minimizador global de fi(x), para todo i ∈ I(x∗). Como onsequênia, mostramos
no Teorema 4.2 que a mesma propriedade vale para minimizadores loais.
Lema 4.1. Seja A ⊂ Ω, x∗ ∈ A. Se x∗ é um minimizador global de fmin(x) sujeito a
x ∈ A, então x∗ é um minimizador global de fi(x) sujeito a x ∈ A, para todo i ∈ I(x∗).
Em partiular (tomando A = Ω), se x∗ é um minimizador global de (4) então x∗ é um
minimizador global de fi(x), para todo i ∈ I(x∗)
Prova. Suponha que, para algum i ∈ I(x∗), x∗ não é um minimizador global de fi(x)
em A. Então, existe y ∈ A tal que fi(y) < fi(x∗). Logo, segue das denições de fmin e
I(x∗) que:
fmin(y) ≤ fi(y) < fi(x∗) = fmin(x∗).
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Mas, isto signia, que x∗ não é um minimizador global de fmin(x) em A, ontradizendo
a hipótese. 
Teorema 4.2. Se x∗ ∈ Ω é um minimizador loal de (4) então, para todo i ∈ I(x∗),
x∗ é um minimizador loal de fi(x) sujeito a x ∈ Ω.
Prova. Dena ǫ > 0 de forma que x∗ seja um minimizador global de fmin(x) em A, onde
A = {x ∈ Ω | ‖x− x∗‖ ≤ ǫ}.
Segue, do Lema 4.1, que x∗ é um minimizador global de fi(x) em A, para todo i ∈ I(x∗).
Portanto, x∗ é um minimizador loal de fi(x) em Ω, para todo i ∈ I(x∗). 
Observação. A reíproa do Lema 4.1 não é verdadeira, mesmo que as funções fi sejam
ontínuas. Considere A = Ω = IR, f1(x) = (x − 1)2, f2(x) = x. Embora x∗ = 1 seja
um minimizador global de fi(x) para todo i ∈ I(x∗) = {1}, este ponto não é um mini-
mizador global de fmin. Entretanto, omo veremos abaixo, a reíproa do Teorema 4.2
é verdadeira se as funções fi são ontínuas.
Proposição 4.3. Suponha que x∗ é um minimizador loal de fi, para todo i ∈ I(x∗), e
que fi é ontínua em x∗, para todo i /∈ I(x∗). Então, x∗ é um minimizador loal de (4).
Prova. Dena ǫ > 0 de forma que:
fi(x∗) > fmin(x∗) + ǫ, para todo i /∈ I(x∗).
Como fi é ontínua, para todo i /∈ I(x∗), existe δ1 > 0 tal que
fi(x) > fmin(x∗), para todo i /∈ I(x∗), (4.1)
sempre que ‖x− x∗‖ ≤ δ1.
Por hipótese, existe δ2 > 0 tal que, para todo i ∈ I(x∗),
fi(x) ≥ fi(x∗) = fmin(x∗), (4.2)
sempre que ‖x− x∗‖ ≤ δ2.
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Dena δ = min{δ1, δ2}. Por (4.1) e (4.2) temos, para todo x ∈ Ω tal que ‖x−x∗‖ ≤ δ,
e para todo i = 1, . . . ,m, que:
fi(x) ≥ fmin(x∗).
Portanto,
fmin(x) ≥ fmin(x∗),
para todo x ∈ Ω tal que ‖x− x∗‖ ≤ δ. 
Seja Φ uma função difereniável em um aberto que ontém Ω e onsidere o problema
de programação não-linear (PNL)
Minimizar Φ(x) sujeito a x ∈ Ω. (4.3)
Condições Neessárias de Otimalidade (CNO) são ondições que devem ser satisfeitas
pelos minimizadores loais de (4.3). Por exemplo, se Ω = IRn, a ondição ∇Φ(x) = 0 é
uma CNO. Nos problemas de otimização om restrições as CNO, geralmente, são desri-
tas da seguinte forma: se x∗ satisfaz uma ondição de qualiação, então as ondições
de KKT são satisfeitas. Veja, por exemplo [13℄. Condições de qualiação envolvem
somente propriedades do onjunto Ω, enquanto que, as ondições de KKT envolvem o
gradiente da f e os gradientes das restrições.
O Teorema 4.2, permite-nos provar o seguinte Corolário.
Corolário 4.4. Seja x∗ ∈ Ω um minimizador loal do problema (4) e suponha que todas
as funções fi são difereniáveis em um aberto que ontém Ω. Então, para todo i ∈ I(x∗),
x∗ satisfaz as ondições neessárias de otimalidade assoiadas ao problema
Minimizar fi(x) sujeito a x ∈ Ω. (4.4)
Prova. Pelo Teorema 4.2, x∗ é um minimizador loal de fi, para todo i ∈ I(x∗). Por-
tanto, x∗ satisfaz as ondições neessárias de otimalidade assoiadas a estes problemas.

Dada uma CNO para um PNL, o Corolário 4.4 motiva as seguintes denições:
Denição. Dizemos que x∗ ∈ Ω é um ponto rítio forte se, para todo i ∈ I(x∗),
x∗ satisfaz a CNO assoiada ao problema (4.4) e dizemos que x∗ ∈ Ω é um ponto rítio
frao se existe i ∈ I(x∗) tal que x∗ satisfaz a CNO assoiada ao problema (4.4).
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4.2 Algoritmos para LOVO Irrestrito
Baseados na última denição, vamos propor, nesta seção, dois algoritmos para o
problema LOVO irrestrito: um que onverge para pontos rítios fraos e outro que
onverge para pontos rítios fortes.
4.2.1 Convergênia para pontos rítios fraos
Os algoritmos de otimização para resolver problemas de programação não-linear do
tipo (4.3), são iterativos. Geralmente, a ada iteração, é neessário avaliar o valor fun-
ional, os gradientes e, talvez, a segunda derivada da função objetivo e das restrições.
Códigos que implementam algoritmos de programação não-linear devem onter subroti-
nas que alulam estas quantias.
Na presença dos problemas (2) ou (4) a idéia de usar um método qualquer de otimiza-
ção difereniável que seja omputaionalmente bem estabeleido e teoriamente bem
fundamentado é atrativa. A ada vez que o (talvez não existente) ∇fmin(x) é exigido
pelo algoritmo, podemos esolher i ∈ I(x) e denir
∇fmin(x)← ∇fi(x). (4.5)
(Podemos proeder de forma similar se o algoritmo também exigir a Hessiana).
Para muitos problemas não difereniáveis, apliar tal estratégia pode ser atastróo.
Entretanto, vamos mostrar aqui, que nos asos (2) e (4), as onsequênias são menos
severas. Essenialmente, vamos mostrar que a onvergênia para pontos rítios fraos
neessariamente oorre.
O Algoritmo 4.1, denido abaixo, é apliável à minimização irrestrita (Ω = IRn) de
fmin(x). Vamos supor que as funções fi são ontinuamente difereniáveis, para todo
x ∈ IRn. Este algoritmo deve ser interpretado omo a apliação direta de um método
difereniável de minimização irrestrita ao problema LOVO irrestrito om a avaliação
inorreta (4.5).
Algoritmo 4.1. Seja x0 ∈ IRn um ponto iniial arbitrário. Sejam
θ ∈ (0, 1), α ∈ (0, 1), M > 1, β > 0, tone > 0
parâmetros do algoritmo. Dado xk ∈ IRn, os passos para obter a nova iteração xk+1 são:
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Passo 1 Esolha ν(k) ∈ I(xk). Se ‖∇fν(k)(xk)‖ = 0, parar.
Passo 2 Calule dk ∈ IRn tal que
∇fν(k)(xk)Tdk ≤ −θ‖dk‖‖∇fν(k)(xk)‖ e ‖dk‖ ≥ β‖∇fν(k)(xk)‖. (4.6)
Passo 3 Calule tk > 0, xk+1 ∈ IRn, tal que
fmin(xk+1) ≤ fmin(xk) + αtk∇fν(k)(xk)Tdk (4.7)
e[
tk ≥ tone ou fmin(xk+ t¯kdk) > fmin(xk)+αt¯k∇fν(k)(xk)Tdk para algum t¯k ≤Mtk
]
.
(4.8)
A estratégia de busa linear (4.7)-(4.8) admite diferentes implementações. A mais
direta é o baktraking. Neste aso, tk é esolhido omo sendo o primeiro número da
sequênia {1, 2−1, 2−2, . . .} que satisfaz (4.7) e xk+1 = xk + tkdk. Neste aso, tone = 1 e
M = 2. Entretanto, a esolha baseada em (4.7)-(4.8) admite proedimentos de busa
mais sostiados e eientes. Veja, por exemplo, [14℄.
Lembremos que, no problema LOVO irrestrito, um ponto rítio frao é um ponto
tal que ∇fi(x) = 0, para algum i ∈ I(x). Nos seguintes teoremas, provamos que o
algoritmo pára em xk somente se xk é um ponto rítio frao e que pontos limite de
sequênias geradas pelo Algoritmo 4.1 são pontos rítios fraos.
Teorema 4.5. O Algoritmo 4.1 está bem denido e termina em xk somente se xk é um
ponto rítio frao.
Prova. Suponha que xk não é um ponto rítio frao e dena i = ν(k). Então,
∇fi(xk) 6= 0. Segue de (4.6) e da difereniabilidade de fi que:
lim
t→0
fi(xk + tdk)− fi(xk)
t
= ∇fi(xk)Tdk < 0.
Desta forma,
lim
t→0
fi(xk + tdk)− fi(xk)
t∇fi(xk)Tdk = 1.
Como α < 1, para t suientemente pequeno temos
fi(xk + tdk)− fi(xk)
t∇fi(xk)Tdk ≥ α.
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Como ∇fi(xk)Tdk < 0, deduzimos que
fi(xk + tdk) ≤ fi(xk) + αt∇fi(xk)Tdk.
Mas, fmin(xk + tdk) ≤ fi(xk + tdk) e fmin(xk) = fi(xk). Logo,
fmin(xk + tdk) ≤ fmin(xk) + αt∇fi(xk)Tdk, (4.9)
para t suientemente pequeno.
Portanto, esolhendo tk omo sendo o primeiro número da sequênia
{tone, tone/M, tone/M2, . . .}
que satisfaz (4.9), as ondições (4.7) e (4.8) são satisfeitas.
Isto prova que, sempre que xk não é um ponto rítio frao, um ponto xk+1 satis-
fazendo (4.7)-(4.8) pode ser enontrado, logo o algoritmo está bem denido. 
Vale ressaltar que o Teorema 4.5 diz que, se o Algoritmo 4.1 termina em xk, então
xk é um ponto rítio frao, mas a reíproa não é verdadeira. Por exemplo, dena
n = 1, m = 2, f1(x) = x, f2(x) = x
2
. Claramente, 0 é um ponto rítio frao já que
∇f2(0) = 0. Entretanto, se xk = 0 e esolhemos ν(k) = 1 o algoritmo não pára em
xk = 0 e, ertamente, enontrará um ponto (melhor) xk+1 tal que fmin(xk+1) < fmin(0).
Teorema 4.6. Se x∗ é um ponto limite de uma sequênia gerada pelo Algoritmo 4.1,
então, x∗ é um ponto rítio frao. Além disso, se limk∈K xk = x∗ e um mesmo i =
ν(k) ∈ I(xk) é esolhido no Passo 1 do algoritmo para innitos índies k ∈ K, então
i ∈ I(x∗) e ∇fi(x∗) = 0. Finalmente,
lim
k∈K
‖∇fν(k)(xk)‖ = 0. (4.10)
Prova. Seja x∗ ∈ IRn um ponto limite da sequênia gerada pelo Algoritmo 4.1. Seja
K = {k0, k1, k2, k3, . . .} uma sequênia innita de índies tal que:
1. Existe i ∈ {1, . . . ,m} tal que i = ν(k) para todo k ∈ K;
2. limk∈K xk = x∗.
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Como {1, . . . ,m} é nito, a sequênia K e o índie i neessariamente existem.
Pela ontinuidade de fi,
lim
k∈K
fi(xk) = fi(x∗). (4.11)
Claramente, omo i = ν(k), temos
fi(xk) ≤ fℓ(xk) para todo ℓ ∈ {1, . . . ,m},
para todo k ∈ K.
Apliando o limite em ambos os membros da desigualdade, obtemos fi(x∗) ≤ fℓ(x∗)
para todo ℓ ∈ {1, . . . ,m}. Portanto,
i ∈ I(x∗). (4.12)
Como kj+1 ≥ kj + 1 segue, pela própria denição do Algoritmo 4.1, que
fi(xkj+1) = fmin(xkj+1) ≤ fmin(xkj+1)
≤ fmin(xkj) + αtkj∇fi(xkj)Tdkj < fmin(xkj) = fi(xkj), (4.13)
para todo j ∈ IN .
De (4.7), (4.11) e (4.13), obtemos:
lim
j→∞
tkj∇fi(xkj)Tdkj = 0.
Logo, por (4.6),
lim
j→∞
tkj‖∇fi(xkj)‖‖dkj‖ = 0. (4.14)
Se, para alguma subsequênia K1 ⊂ K, limk∈K1 ‖∇fi(xk)‖ = 0, deduzimos que
∇fi(x∗) = 0 e a tese está provada. Portanto, preisamos apenas analisar a possibilidade
de que ‖∇fi(xk)‖ > ǫ, para todo k ∈ K e algum ǫ > 0. Neste aso, por (4.14),
lim
k∈K
tk‖dk‖ = 0. (4.15)
Se, para alguma subsequênia, ‖dk‖ → 0, a ondição (4.6) também implia que
∇fi(xk) → 0 e ∇fi(x∗) = 0. Então, preisamos apenas onsiderar o aso em que
limk∈K tk = 0. Sem perda de generalidade, podemos supor que tk < tone, para todo
k ∈ K. Então, por (4.8), para todo k ∈ K existe t¯k > 0 tal que
fi(xk + t¯kdk) ≥ fmin(xk + t¯kdk) > fmin(xk) + αt¯k∇fi(xk)Tdk = fi(xk) + αt¯k∇fi(xk)Tdk.
(4.16)
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Além disso, por (4.8) e (4.15),
lim
k∈K
t¯k‖dk‖ = 0. (4.17)
Dena sk = t¯kdk para todo k ∈ K. Então, por (4.17),
lim
k∈K
‖sk‖ = 0. (4.18)
Por (4.16) e pelo Teorema do Valor Médio, para todo k ∈ K existe ξk ∈ [0, 1] tal que
∇fi(xk + ξksk)T sk = fi(xk + sk)− fi(xk) > α∇fi(xk)T sk. (4.19)
Além disso, por (4.6),
∇fi(xk)T sk
‖sk‖ ≤ −θ‖∇fi(xk)‖, (4.20)
para todo k ∈ K.
Dena K1 ⊂ K, s ∈ IRn de forma que limk∈K1 sk/‖sk‖ = s.
Por (4.18), dividindo ambos os membros da inequação (4.19) por ‖sk‖ e, apliando
o limite para k ∈ K1, obtemos:
∇fi(x∗)T s ≥ α∇fi(x∗)T s.
Como α < 1 e ∇fi(xk)Tdk < 0, para todo k, isto implia que ∇fi(x∗)T s = 0. Então,
apliando o limite em (4.20), onluímos que ∇fi(x∗) = 0. Portanto, por (4.12), x∗ é
um ponto rítio frao.
Finalmente, vamos provar (4.10). Se (4.10) não é satisfeita, existe j e um onjunto
innito de índies k ∈ K tal que j = ν(k) e ‖∇fj(xk)‖ > ǫ, para algum ǫ > 0. Isto
implia que j ∈ I(x∗) e ‖∇fj(x∗)‖ 6= 0, ontradizendo a primeira parte da prova. 
O resto desta seção vai tratar dos resultados de onvergênia loal do Algoritmo 4.1.
A esolha de xk+1 neste algoritmo impõe que fmin(xk+1) ≤ fmin(xk)+αtk∇fν(k)(xk)Tdk.
Esta propriedade é laramente satisfeita se xk+1 = xk + tkdk, mas, para aumentar a
probabilidade de onvergênia a minimizadores globais, outras denições para xk+1, que
aeleram o deresimento da função objetivo a ada iteração são possíveis e, até, dese-
jáveis. Para onvergênia loal, entretanto, a distânia entre xk+1 e xk deve ser pequena
se xk está próximo de se tornar um ponto rítio. Este requerimento está desrito na
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seguinte Hipótese B1.
Hipótese B1 Suponha que o Algoritmo 4.1 está implementado de forma que exista
b > 0 tal que
‖xk+1 − xk‖ ≤ b‖∇fν(k)(xk)‖, (4.21)
para todo k ∈ IN .
A Hipótese B1 é ompatível om busas lineares baseadas em (4.8). Para esolhas
de dk do tipo direção do gradiente, direção de Newton ou quase-Newton, geralmente,
temos ‖dk‖ = O(‖∇fν(k)(xk)‖). Obviamente, baktraking preserva esta propriedade
om tkdk substituindo dk. Então, é possível obter um ponto xk+1 da forma xk + tkdk
satisfazendo (4.21).
Nossa estratégia para provar onvergênia loal superlinear tem três partes. No Teo-
rema 4.7 mostramos que, sob uma hipótese de isolamento, se x∗ é um ponto limite do
algoritmo, a sequênia toda onverge para x∗. No Teorema 4.8 provamos que, se o algo-
ritmo é iniiado perto de um minimizador loal estrito, a sequênia toda onverge para
este minimizador. Nem o Teorema 4.8 pode ser reduzido ao Teorema 4.7, tampouo, o
Teorema 4.7 é uma onsequênia do Teorema 4.8 (a hipótese sobre x∗ no Teorema 4.7 é
mais fraa). Entretanto, ambos teoremas mostram que, em muitos asos, a onvegênia
da sequênia toda para um ponto x∗ deve ser esperada. Sob esta hipótese e supondo que
as direções de busa são soluções inexatas de sistemas lineares do tipo quase-Newton,
om uma ondição de Dennis-Moré ompatível, mostraremos que a onvergênia é su-
perlinear.
Denição. Dizemos que x∗ é fortemente isolado se existe ǫ > 0 tal que para todo
x ∈ B(x∗, ǫ)− {x∗} e para todo i ∈ I(x), temos ∇fi(x) 6= 0. Em outras palavras, existe
uma pequena vizinhança de x∗ que não ontém pontos rítios fraos.
Teorema 4.7. Suponha que x∗ é fortemente isolado, a sequênia {xk} é gerada pelo
Algoritmo 4.1, a Hipótese B1 é satisfeita e limk∈K xk = x∗, para algum onjunto innito
de índies K ⊂ IN . Então, x∗ é um ponto rítio frao e
lim
k→∞
xk = x∗.
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Prova. O fato de x∗ ser um ponto rítio frao é onsequênia do Teorema 4.6.
Por (4.10) e (4.21), temos:
lim
k∈K
‖xk+1 − xk‖ = 0. (4.22)
Como x∗ é fortemente isolado, existe ǫ > 0 tal que ∇fi(x) 6= 0, para todo i ∈ I(x),
sempre que x ∈ B(x∗, ǫ)− {x∗}.
Segue de (4.22) e da hipótese do teorema que existe k1 ∈ K tal que
‖xk+1 − xk‖ < ǫ/2 e ‖xk − x∗‖ < ǫ/2,
para todo k ∈ K, k ≥ k1.
Dena:
C = {x ∈ IRn | ǫ/2 ≤ ‖x− x∗‖ ≤ ǫ}.
Claramente, C é ompato e não ontém pontos rítios fraos. Então, pelo Teo-
rema 4.6, C não pode onter uma quantidade innita de iterandos. Portanto, temos
duas possibilidades:
1. Existe k2 ∈ IN tal que ‖xk − x∗‖ ≤ ǫ/2, para todo k ≥ k2.
2. Existem innitas iterações k ≥ k1, tais que ‖xk − x∗‖ ≤ ǫ/2 e ‖xk+1 − xk‖ > ǫ/2.
No primeiro aso, omo x∗ é o únio andidato a ponto limite na bola om raio ǫ/2
temos que a sequênia {xk} onverge para x∗.
Analisemos o segundo aso. Dena K1 ⊂ IN de forma que ‖xk − x∗‖ ≤ ǫ/2 e
‖xk+1−xk‖ > ǫ/2, para todo k ∈ K1. Como todas as iterações pertenem à bola de raio
ǫ/2 e x∗ é o únio andidato a ponto limite nesta bola, segue que:
lim
k∈K1
xk = x∗.
Portanto, por (4.10),
lim
k∈K1
‖∇fν(k)(xk)‖ = 0.
De (4.21), isto implia que:
lim
k∈K1
‖xk+1 − xk‖ = 0,
ontradizendo a hipótese ‖xk+1−xk‖ ≥ ǫ/2, ∀ k ∈ K1. Isto signia que o segundo aso
menionado aima é impossível. Logo, a prova está ompleta. 
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Teorema 4.8. Suponha que x∗ é um minimizador loal estrito fortemente isolado. Seja
{xk} uma sequênia gerada por um Algoritmo do tipo 4.1 que satisfaça a Hipótese B1.
Então, existe δ1 > 0 tal que ‖x0 − x∗‖ ≤ δ1 implia que:
lim
k→∞
xk = x∗.
Prova. Dena ǫ > 0 de forma que x∗ seja um minimizador global estrito de fmin na bola
B(x∗, ǫ) e que esta bola não ontenha pontos rítios fraos além de x∗. Vamos provar
que existe δ ∈ (0, ǫ/2) tal que
‖xk − x∗‖ ≤ δ ⇒ ‖xk+1 − xk‖ ≤ ǫ/2. (4.23)
Suponha, por ontradição, que não existe δ satisfazendo (4.23). Dado x ∈ IRn denote
por x+ o possível suessor de x por uma iteração do Algoritmo 4.1. Sob a hipótese de
que (4.23) não é satisfeita, temos que existe uma sequênia {zℓ} tal que limℓ→∞ zℓ = x∗
e
‖zℓ − (zℓ)+‖ > ǫ/2, para todo ℓ = 0, 1, 2, . . .
De (4.21), segue que, para todo ℓ ∈ IN , existe jℓ tal que fjℓ(zℓ) = fmin(zℓ) e
‖∇fjℓ(zℓ)‖ > ζ, para algum ζ > 0. Tome j tal que jℓ = j innitas vezes. Então,
j ∈ I(zℓ), para todo ℓ e ‖∇fj(zℓ)‖ > ζ. Isto implia que j ∈ I(x∗) e ‖∇fj(x∗)‖ 6= 0. Isto
é ontraditório, já que, x∗ é um minimizador loal e, onsequentemente, x∗ é um ponto
rítio forte. Portanto, (4.23) é verdadeira.
Seja c o mínimo de fmin(x) no onjunto denido por δ ≤ ‖x − x∗‖ ≤ ǫ. Dena
δ1 ∈ (0, δ) de forma que:
‖x− x∗‖ ≤ δ1 ⇒ fmin(x) < c.
Vamos provar por indução que, tomando ‖x0 − x∗‖ ≤ δ1, temos ‖xk − x∗‖ ≤ ǫ/2 e
f(xk) < c para todo k. Pela denição de δ1, a armação é valida para k = 0. Para o passo
indutivo, observe que, por (4.23), temos ‖xk+1−x∗‖ ≤ ǫ. Mas, omo f(xk+1) < f(xk) < c
segue da denição de c que ‖xk+1 − x∗‖ ≤ ǫ/2.
Portanto, a sequênia toda está ontida em B(x∗, ǫ/2). Como x∗ é o únio ponto
rítio frao nesta bola, segue do Teorema 4.6 que a sequênia toda onverge para x∗,
omo queríamos demonstrar. 
Hipótese B2. Na implementação do Algoritmo 4.1 temos:
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• α ∈
(
0, 1
2
)
.
• A direção dk é uma solução de
Bkd = −∇fν(k)(xk) + rk, (4.24)
onde Bk ∈ IRn×n é simétria denida positiva e
‖rk‖ ≤ ηk‖∇fν(k)(xk)‖. (4.25)
• Se
fmin(xk + dk) ≤ fmin(xk) + α∇fν(k)(xk)Tdk,
esolhemos tk = 1 e xk+1 = xk + dk.
• O onjunto {‖B−1k ‖, k ∈ IN} é limitado.
A seguir, faremos alguns omentários sobre as araterístias do Algoritmo 4.1, im-
plementado de forma a satisfazer a Hipótese B2.
1. Restringimos o oeiente α ao intervalo (0, 1/2) porque isto favoree a aeitação
do passo tk = 1, omo poderá ser observado na demonstração do teorema.
2. A direção dk provém da resolução inexata de uma equação quase-Newton. As
matrizes Bk são aproximações denidas positivas da Hessiana.
3. Quando xk + dk satisfaz a ondição de derésimo suiente aeitamos o passo
tk = 1 e o ponto xk+1 é denido por xk + dk aumentando, assim, a probabilidade
de realizarmos um passo do tipo Newton.
4. Se ‖Bk‖ < 1β , a ondição ‖dk‖ ≥ β‖∇fν(k)(xk)‖ é satisfeita. Além disso, se o
número de ondição ‖Bk‖‖B−1k ‖ é menor ou igual a 1θ , a ondição do ângulo (4.6)
é satisfeita. Claramente, é sempre possível esolher uma matriz Bk que satisfaça
ambos os requerimentos.
O Teorema 4.9 ompleta a teoria de onvergênia do Algoritmo 4.1. Supondo que as
Hipóteses B1 e B2 são satisfeitas, mostraremos que se a sequênia {xk} onverge para
um minimizador loal tal que todas as Hessianas relevantes são denidas positivas e as
matrizes Bk satisfazem uma ondição de Dennis-Moré, a onvergênia é superlinear e,
eventualmente, tk = 1.
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Teorema 4.9. Suponha que:
1. A sequênia {xk} é gerada pelo Algoritmo 4.1 e que as Hipóteses B1 and B2 são
satisfeitas;
2. x∗ é um minimizador loal;
3. fi admite segunda derivada ontínua em uma vizinhança de x∗, para todo i ∈ I(x∗);
4. ∇2fi(x∗) > 0, para todo i ∈ I(x∗);
5. limk→∞ xk = x∗;
6. A ondição Dennis-Moré
lim
k→∞
‖[Bk −∇2fν(k)(xk)]dk‖
‖dk‖ = 0 (4.26)
e a ondição de Newton-Inexata
lim
k→∞
ηk = 0 (4.27)
são satisfeitas.
Então,
• Existe k0 ∈ IN tal que tk = 1, para todo k ≥ k0.
• A sequênia {xk} onverge superlinearmente para x∗.
Prova. Pela ontinuidade das funções fi, existe k1 ∈ IN tal que, para todo k ≥ k1,
I(xk) ⊂ I(x∗).
Pela fórmula de Taylor, para todo k ≥ k1, temos que:
fν(k)(xk+dk)−fν(k)(xk)−αdTk∇fν(k)(xk) = (1−α)dTk∇fν(k)(xk)+
1
2
dTk∇2fν(k)(xk)dk+o(‖dk‖2)
= (1− α)dTk [∇fν(k)(xk) +∇2fν(k)(xk)dk] +
(
α− 1
2
)
dTk∇2fν(k)(xk)dk + o(‖dk‖2).
Mas, Bkdk +∇fν(k)(xk) = rk e, por (4.6), (4.25) e (4.27), ‖rk‖ = o(‖∇fν(k)(xk)‖) =
o(‖dk‖). Portanto,
fν(k)(xk + dk)− fν(k)(xk)− αdTk∇fν(k)(xk)
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= (1−α)(dk)T rk + (1−α)dTk [∇2fν(k)(xk)−Bk]dk +
(
α− 1
2
)
dTk∇2fν(k)(xk)dk + o(‖dk‖2)
= (1− α)dTk [∇2fν(k)(xk)−Bk]dk +
(
α− 1
2
)
dTk∇2fν(k)(xk)dk + o(‖dk‖2).
Mas, por (4.26),
(1− α)dTk [∇2fν(k)(xk)−Bk]dk = o(‖dk‖2),
e portanto,
fν(k)(xk+dk)−fν(k)(xk)−αdTk∇fν(k)(xk) =
(
α− 1
2
)
dTk∇2fν(k)(xk)dk+o(‖dk‖2). (4.28)
Seja µ > 0 uma ota inferior para os autovalores de ∇2fi(x∗), i ∈ I(x∗). Então,
existe k2 > k1 tal que µ/2 é uma ota inferior para os autovalores de ∇2fν(k)(xk), para
todo k ≥ k2. Logo, para todo k ≥ k2, temos:
dTk∇2fν(k)(xk)dk
‖dk‖2 ≥ µ/2.
Como α < 1/2, por (4.28), temos:
fν(k)(xk + dk)− fν(k)(xk)− αdTk∇fν(k)(xk)
‖dk‖2 ≤
(
α− 1
2
)µ
2
+
o(‖dk‖2)
‖dk‖2 , (4.29)
para k ≥ k2. Mas, omo {‖B−1k ‖, k ∈ IN} é limitado e ∇fν(k)(xk) → 0, por (4.24) e
(4.25) temos que ‖dk‖ → 0. Logo, apliando o limite em (4.29) para k →∞, obtemos
fν(k)(xk + dk)− fν(k)(xk)− αdTk∇fν(k)(xk) ≤ 0, (4.30)
para k suientemente grande. Logo, pela denição do algoritmo, existe k0 ∈ IN tal que
tk = 1 para todo k ≥ k0. Portanto, a primeira parte da tese está provada.
Pela primeira parte da tese e pela Hipótese B2 temos que:
xk+1 − xk = dk para todo k ≥ k0.
Então, pela fórmula de Taylor
∇fν(k)(xk+1) = ∇fν(k)(xk) +∇2fν(k)(xk)dk + o(‖dk‖)
= Bkdk +∇fν(k)(xk) + [∇2fν(k)(xk)−Bk]dk + o(‖dk‖)
= rk + [∇2fν(k)(xk)−Bk]dk + o(‖dk‖).
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Assim omo na primeira parte da demonstração, temos que ‖rk‖ = o(‖dk‖). Por-
tanto,
∇fν(k)(xk+1) = [∇2fν(k)(xk)−Bk]dk + o(‖dk‖).
Logo, por (4.26),
lim
k→∞
‖∇fν(k)(xk+1)‖
‖xk+1 − xk‖ = 0.
Pela ontinuidade e não-singularidade da Hessiana em x∗, deduzimos que:
lim
k→∞
‖xk+1 − x∗‖
‖xk+1 − xk‖ = 0.
Claramente, isto implia que:
lim
k→∞
‖xk+1 − x∗‖
‖xk+1 − x∗‖+ ‖xk − x∗‖ = 0.
Portanto, após breve manipulação algébria, obtemos a onvergênia superlinear da
sequênia {xk}. 
4.2.2 Convergênia para pontos rítios fortes
Na seção anterior introduzimos o Algoritmo 4.1 que, resumindo, onverge para pon-
tos rítios fraos. O Algoritmo 4.1 pode onvergir para pontos que não são pontos ríti-
os fortes e que, laro, estão longe de ser minimizadores do problema LOVO irrestrito.
Por exemplo, onsidere o problema denido por f1(x) = x, f2(x) = x
2
, m = 2. Para
todo x ∈ (0, 1) temos fmin(x) = x2. Portanto, é fáil denir uma sequênia xk ∈ (0, 1)
gerada pelo Algoritmo 4.1 que onverge para 0. Claramente, 0 é um ponto rítio frao,
mas não é um ponto rítio forte. O objetivo desta seção é introduzir e analisar um
algoritmo para o LOVO irrestrito que onverge para pontos rítios fortes.
Algoritmo 4.2. Seja x0 ∈ IRn um ponto iniial arbitrário. Sejam
θ ∈ (0, 1), α ∈ (0, 1), M > 1, β > 0, tone > 0, ε > 0, δ > 0
parâmetros do algoritmo. Dado xk ∈ IRn, os passos para obter a nova iteração xk+1 são:
Passo 1 Se ‖∇fi(xk)‖ = 0 para todo i ∈ I(xk), parar. Se ‖∇fi(xk)‖ > δ para todo
i ∈ I(xk), esolha i ∈ I(xk) e dena Jk = {i}. Caso ontrário, dena:
Jk = {j ∈ {1, . . . ,m} | fj(xk) ≤ fmin(xk) + ε e ∇fj(xk) 6= 0}.
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Passo 2 Para todo i ∈ Jk, alule dik ∈ IRn tal que
∇fi(xk)Tdik ≤ −θ‖dik‖‖∇fi(xk)‖ e ‖dik‖ ≥ β‖∇fi(xk)‖. (4.31)
Passo 3 Para todo i ∈ Jk, alule tik > 0 tal que
fi(xk + t
i
kd
i
k) ≤ fi(xk) + αtik∇fi(xk)Tdik (4.32)
e [
tik ≥ tone ou fi(xk + t¯kdik) > fi(xk) + αt¯ik∇fi(xk)Tdik para algum t¯ik ≤Mtik
]
.
(4.33)
Passo 4 Calule xk+1 ∈ IRn tal que
fmin(xk+1) ≤ min
i∈Jk
{fi(xk + tikdik)}. (4.34)
No Algoritmo 4.2, se ‖∇fi(xk)‖ > δ, para todo i ∈ I(xk), realizamos uma iteração
do tipo Algoritmo 4.1. Se, para algum i ∈ I(xk) a norma do gradiente é menor do que
δ alulamos direções de desida para todas as funções fi tais que fi(xk) ≈ fmin(xk)
(om preisão ε). Então, realizamos busas lineares ao longo de todas estas direções e
terminamos denindo xk+1 de forma que seja no mínimo tão bom quanto o melhor dos
pontos obtidos nas busas lineares. A seguir, mostraremos que o Algoritmo 4.2 está bem
denido e pára apenas em pontos rítios forte.
Teorema 4.10. O Algoritmo 4.2 está bem denido e pára em xk se, e somente se, xk é
um ponto rítio forte. Além disso, se o algoritmo não pára em xk,
fmin(xk+1) < fmin(xk), (4.35)
para todo k = 0, 1, 2, . . ..
Prova. Se xk é um ponto rítio forte, o Passo 1 garante que o algoritmo pára em xk.
Agora, temos que mostrar que, se xk não é um ponto rítio forte, a iteração que dene
o Algoritmo 4.2 pode ser ompletada em tempo nito e que xk+1 satisfaz (4.35).
Se xk não é um ponto rítio forte, existe i ∈ I(xk) tal que ‖∇fi(xk)‖ 6= 0. Logo,
o onjunto Jk é não-vazio e, por onstrução, para todo i ∈ Jk, ∇fi(xk) 6= 0. Portanto,
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omo na prova do Teorema 4.5, para todo i ∈ Jk e t suientemente pequeno, a ondição
de derésimo suiente
fi(xk + td
i
k) ≤ fi(xk) + αt∇fi(xk)Tdik
é satisfeita. Assim, esolhendo tik omo sendo o primeiro número da sequênia
{tone, tone/M, tone/M2, . . .}
que satisfaz (4.32), as ondições (4.32) e (4.33) são satisfeitas. Logo, o algoritmo está
bem denido. Agora, onsidere i ∈ I(xk) tal que ∇fi(xk) 6= 0. Como i ∈ Jk temos:
fi(xk + t
i
kd
i
k) ≤ fi(xk) + αtik∇fi(xk)Tdik = fmin(xk) + αtik∇fi(xk)Tdik < fmin(xk).
Portanto, (4.35) segue de (4.34). 
No Lema 4.11 provamos que uma subsequênia onvergente gerada pelo Algoritmo 4.2
tem, no máximo, um número nito de iterações do tipo Algoritmo 4.1.
Lema 4.11. Suponha que {xk} é uma sequênia gerada pelo Algoritmo 4.2 e que K é
um onjunto innito de índies tal que limk∈K xk = x∗. Então, para todo k ∈ K su-
ientemente grande,
min
i∈I(xk)
{‖∇fi(xk)‖} ≤ δ.
Prova. Suponha que a tese não é verdadeira. Então, existe K1, uma subsequênia
innita de índies de K, tal que
‖∇fi(xk)‖ > δ, para todo i ∈ I(xk), k ∈ K1. (4.36)
Dena K1 = {k0, k1, k2, k3, . . .}, kj < kj+1, para todo j, e
yj = xkj , para todo j = 0, 1, 2, . . . .
Por (4.36) e pela denição de Jk, nestes asos, temos que {yj} é uma sequênia
gerada por iterações do tipo Algoritmo 4.1. Portanto, existe i ∈ {1, . . . ,m} tal que
Jkj = {i} ⊂ I(xkj) innitas vezes. Pelo Teorema 4.6, i ∈ I(x∗) e ∇fi(x∗) = 0. Portanto,
pela ontinuidade de∇fi, limj→∞ ‖∇fi(xkj)‖ = 0. Isto implia que a desigualdade (4.36)
é falsa. 
No Teorema 4.12, provamos que o Algoritmo 4.2 neessariamente onverge para
pontos rítios fortes.
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Teorema 4.12. Se x∗ é um ponto limite da sequênia gerada pelo Algoritmo 4.2, então
x∗ é um ponto rítio forte. Além disso, dado ǫ > 0, existe k ∈ IN tal que
‖∇fi(xk)‖ ≤ ǫ, para todo i ∈ I(xk).
Prova. Seja K = {k0, k1, k2, . . .} um onjunto innito de índies tal que
lim
k∈K
xk = x∗.
Pelo Lema 4.11 e pela denição do Algoritmo 4.2, podemos supor, sem perda de
generalidade, que
Jk = {j ∈ {1, . . . ,m} | fj(xk) ≤ fmin(xk) + ε e ∇fj(xk) 6= 0},
para todo k ∈ K.
Suponha que i ∈ I(x∗). Nossa meta é provar que ∇fi(x∗) = 0. Claramente, fi(x∗) =
fmin(x∗). Logo, pela ontinuidade das funções fi e fmin,
fi(xk) ≤ fmin(xk) + ε, (4.37)
para k ∈ K suientemente grande. Por ontinuidade, se ∇fi(xk) se anula innitas
vezes para k ∈ K, nada temos a provar. Caso ontrário, podemos supor, sem perda de
generalidade, que ∇fi(xk) 6= 0 para todo k ∈ K. Portanto, por (4.37), i ∈ Jk, para todo
k ∈ K. Além disso,
lim
k∈K
fi(xk)− fmin(xk) = fi(x∗)− fmin(x∗) = 0. (4.38)
Pela denição do algoritmo, para j suientemente grande temos:
fmin(xkj+1) < fmin(xkj+1) ≤ fi(xkj + tikjdikj) ≤ fi(xkj) + αtikj∇fi(xkj)Tdikj
= fmin(xkj) + [fi(xkj)− fmin(xkj)] + αtikj∇fi(xkj)Tdikj . (4.39)
Por (4.31), αtikj∇fi(xkj)Tdikj < 0. Suponha, por um momento, que existe c > 0,
j0 ∈ IN , tal que
αtikj∇fi(xkj)Tdikj < −c, (4.40)
para todo j ≥ j0. Mas, por (4.38), existe j1 ≥ j0 tal que
fi(xkj)− fmin(xkj) < c/2, (4.41)
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para todo j ≥ j1. Logo, por (4.39), (4.40) e (4.41), temos que
fmin(xkj+1) ≤ fmin(xkj)− c/2,
para todo j ≥ j1. Isto implia que limj→∞ fmin(xkj) = −∞ e ontradiz o fato de que,
por ontinuidade, fmin(xkj) → fmin(x∗). Portanto, a existênia de c e j0 satisfazendo
(4.40) é impossível. Isto implia que existe K1, uma subsequênia innita de índies de
K, tal que
lim
k∈K1
αtik∇fi(xk)Tdik = 0.
Portanto, por (4.31),
lim
k∈K1
tik‖∇fi(xk)‖‖dik‖ = 0.
O resto da demonstração é similar à prova do Teorema 4.6. Se, para alguma subse-
quênia K2 ⊂ K1, limk∈K2 ∇fi(xk) = 0, nada temos a provar. Logo, vamos supor que
‖∇fi(xk)‖ > ζ, para todo k ∈ K1 e algum ζ > 0. Neste aso,
lim
k∈K
tik‖dik‖ = 0. (4.42)
Se, para alguma subsequênia K3 ⊂ K1, limk∈K3 ‖dik‖ = 0, então, por (4.31),
limk∈K3 ‖∇fi(xk)‖ = 0 e, portanto, ∇fi(x∗) = 0. Logo, preisamos apenas onsiderar o
aso em que ‖dik‖ > ζ, para todo k ∈ K1 e algum ζ > 0. Neste aso, por (4.42),
lim
k∈K1
tik = 0.
Portanto, sem perda de generalidade, podemos supor que tik < tone, para todo k ∈
K1. Então, por (4.33), existe t¯
i
k ≤Mtik, sk = t¯ikdik tal que
fi(xk + sk) > fi(xk) + α∇fi(xk)T sk, para todo k ∈ K1 (4.43)
e, por (4.42),
lim
k∈K1
‖sk‖ = 0. (4.44)
Logo, por (4.43) e pelo Teorema do Valor Médio, existe ξk ∈ [0, 1] tal que
∇fi(xk + ξksk)T sk = fi(xk + sk)− fi(xk) > α∇fi(xk)T sk, (4.45)
para todo k ∈ K1. Além disso, por (4.31),
∇fi(xk)T sk
‖sk‖ ≤ −θ‖∇fi(xk)‖, (4.46)
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para todo k ∈ K1. Seja K4 uma subsequênia de K1 tal que
lim
k∈K4
sk
‖sk‖ = s.
Por (4.44), dividindo ambos os membros de (4.45) por ‖sk‖ e tomando limites para
k ∈ K4, obtemos:
∇fi(x∗)T s ≥ α∇fi(x∗)T s.
Como α < 1 e ∇fi(xk)Tdk < 0, para todo k, isto implia que ∇fi(x∗)T s = 0.
Apliando o limite em ambos os membros de (4.46) obtemos ‖∇fi(x∗)‖ = 0.
Agora, vamos provar a segunda parte da teorema. Suponhamos por absurdo que
a tese não é verdadeira, então existe K5, um subonjunto innito de K, e ǫ > 0 tal
que para todo k ∈ K5 existe i ∈ I(xk) tal que ‖∇fi(xk)‖ > ǫ. Claramente, o mesmo
índie i deve se repetir innitas vezes, e, tomando limites, obtemos que i ∈ I(x∗) e
‖∇fi(x∗)‖ ≥ ǫ. Isto ontradiz a primeira parte do teorema. 
Para provar onvergênia loal proedemos de forma similar aos passos seguidos no
Algoritmo 4.1. A Hipótese B3 diz que a distânia entre duas iterações onseutivas é
menor ou igual que a máxima norma dos gradientes em Jk. Isto é sempre possível se
esolhemos dik omo sendo direções do tipo gradiente, Newton ou quase-Newton.
Hipótese B3 Suponha que o Algoritmo 4.2 é implementado de forma que exista b > 0
tal que
‖xk+1 − xk‖ ≤ bmax{‖∇fi(xk)‖, i ∈ Jk}, (4.47)
para todo k ∈ IN .
Denição. Dizemos que x∗ é fortemente isolado se existe ǫ > 0 tal que, para todo
x ∈ B(x∗, ǫ)−{x∗}, existe i ∈ I(x) tal que ∇fi(x) 6= 0. Em outras palavras, existe uma
pequena vizinhança de x∗ que não ontém pontos rítios fortes.
Denição. Dado a > 0, dizemos que x∗ é a-vertialmente isolado se
fi(x∗) > fmin(x∗) + a,
para todo i /∈ I(x∗).
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O Teorema 4.13 é similar ao Teorema 4.7 da seção anterior. Provamos que, se
as hipóteses de isolamento são satisfeitas, um ponto limite da sequênia gerada pelo
Algoritmo 4.2 é neessariamente um ponto limite da sequênia toda. Além disso, no
Teorema 4.14 provamos que onvergênia para minimizadores loais estritos oorre se o
ponto iniial está suientemente próximo de tal solução.
Teorema 4.13. Suponha que x∗ é fortemente isolado e a-vertialmente isolado om
a > ε. Suponha que a sequênia {xk} é gerada pelo Algoritmo 4.2, a Hipótese B3 é
satisfeita e limk∈K xk = x∗, para algum onjunto innito de índies K ⊂ IN . Então, x∗
é um ponto rítio forte e
lim
k→∞
xk = x∗.
Prova. O fato de x∗ ser um ponto rítio forte é uma onsequênia do Teorema 4.12.
Pela hipótese de isolamento vertial, para k ∈ K suientemente grande, temos que
Jk ⊂ I(x∗). Como ∇fi(x∗) = 0, para todo i ∈ I(x∗), temos por (4.47) que:
lim
k∈K
‖xk+1 − xk‖ = 0. (4.48)
Como x∗ é fortemente isolado, existe ǫ > 0 tal que para todo x ∈ B(x∗, ǫ) − {x∗}
existe i ∈ I(x) tal que ∇fi(x) 6= 0.
Por (4.48) e pela hipótese do teorema, existe k1 ∈ K tal que
‖xk+1 − xk‖ < ǫ/2 e ‖xk − x∗‖ < ǫ/2,
para todo k ∈ K, k ≥ k1.
Assim omo no Teorema 4.7, dena:
C = {x ∈ IRn | ǫ/2 ≤ ‖x− x∗‖ ≤ ǫ}.
Claramente, C é ompato e não ontém pontos rítios fortes. Então, pelo Teo-
rema 4.12, C não pode onter uma quantidade innita de iterandos. Portanto, temos
duas possibilidades:
1. Existe k2 ∈ IN tal que ‖xk − x∗‖ ≤ ǫ/2, para todo k ≥ k2.
2. Existem innitas iterações k ≥ k1, tais que ‖xk − x∗‖ ≤ ǫ/2 e ‖xk+1 − xk‖ > ǫ/2.
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No primeiro aso, omo x∗ é o únio andidato a ponto limite na bola om raio ǫ/2
temos que a sequênia {xk} onverge para x∗.
Analisemos o segundo aso. Dena K1 ⊂ IN de forma que ‖xk − x∗‖ ≤ ǫ/2 e
‖xk+1−xk‖ > ǫ/2, para todo k ∈ K1. Como todas as iterações pertenem à bola de raio
ǫ/2 e x∗ é o únio andidato a ponto limite nesta bola, segue que:
lim
k∈K1
xk = x∗.
Pela hipótese de isolamento vertial, temos que Jk ⊂ I(x∗) para k ∈ K1 suiente-
mente grande. Além disso, ∇fi(x∗) = 0, para todo i ∈ I(x∗). Então, por (4.47),
lim
k∈K1
‖xk+1 − xk‖ = 0,
ontradizendo a hipótese ‖xk+1−xk‖ ≥ ǫ/2, ∀ k ∈ K1. Isto signia que o segundo aso
menionado aima é impossível. Logo, a prova está ompleta. 
Teorema 4.14. Suponha que x∗ é um minimizador loal estrito fortemente isolado e
a-vertialmente isolado om a > ε. Seja {xk} uma sequênia gerada por um Algoritmo
do tipo 4.2 que satisfaça a Hipótese B3. Então, existe ǫ > 0 tal que ‖x0 − x∗‖ ≤ ǫ
implia que:
lim
k→∞
xk = x∗.
Prova. Dena ǫ > 0 de forma que x∗ seja um minimizador global estrito de fmin na bola
B(x∗, ǫ) e que esta bola não ontenha pontos rítios fortes além de x∗. Vamos provar
que existe δ ∈ (0, ǫ/2) tal que
‖xk − x∗‖ ≤ δ ⇒ ‖xk+1 − xk‖ ≤ ǫ/2. (4.49)
De fato, omo x∗ é um ponto rítio forte, ∇fi(x∗) = 0, para todo i ∈ I(x∗). Mas,
a hipótese de isolamento vertial om a > ε implia que existe uma vizinhança de x∗
tal que Jk ⊂ I(x∗). Então, pela ontinuidade dos gradientes e pela hipótese (4.47),
obtemos (4.49).
O restante da demonstração é idêntio à prova do Teorema 4.14. Seja c o mínimo
de fmin(x) no onjunto denido por δ ≤ ‖x− x∗‖ ≤ ǫ. Dena δ1 ∈ (0, δ) de forma que:
‖x− x∗‖ ≤ δ1 ⇒ fmin(x) < c.
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Vamos provar por indução que, tomando ‖x0 − x∗‖ ≤ δ1, temos ‖xk − x∗‖ ≤ ǫ/2 e
f(xk) < c, para todo k. Pela denição de δ1 a armação é valida para k = 0. Para o passo
indutivo, observe que, por (4.49), temos ‖xk+1−x∗‖ ≤ ǫ. Mas, omo f(xk+1) < f(xk) < c
segue da denição de c que ‖xk+1 − x∗‖ ≤ ǫ/2.
Portanto, a sequênia toda está ontida em B(x∗, ǫ/2). Como x∗ é o únio ponto
rítio forte nesta bola, o Teorema 4.12 implia que a sequênia toda onverge para x∗,
omo queríamos demonstrar. 
A hipótese de isolamento vertial é essenial para provar os Teoremas 4.13 e 4.14.
De fato, onsidere o problema denido por f1(x) = x
2
, f2(x) = x + ε/2, onde o isola-
mento vertial não se veria. O ponto x∗ = 0 é o únio minimizador loal forte deste
problema. Entretanto, para x0 suientemente próximo de x∗, J0 = {1, 2}. Tomando
d20 = −1 teremos fmin(x1) < 0 e, a onvergênia para 0 seria impossível. Então, a tese
do Teorema 4.14 não vale neste aso.
A Hipótese B4 espeia a implementação do Algoritmo 4.2 para que se tenha on-
vergênia loal superlinear. Assim omo no Algoritmo 4.1, vamos supor que as direções
dik são soluções inexatas de sistemas lineares de equações do tipo Newton. Para au-
mentar a probabilidade de se ter iterações do tipo Newton puro faz-se a esolha (4.53)
abaixo. Isto será suiente para provar, no Teorema 4.15 que, em ondições similares
àquelas do Teorema 4.9, a onvergênia é superlinear.
Hipótese B4. Na implementação do Algoritmo 4.2 temos:
• α ∈
(
0, 1
2
)
.
• Para todo i ∈ Jk, a direção dik é uma solução de
Bikd = −∇fi(xk) + rk, (4.50)
onde Bik ∈ IRn×n é simétria denida positiva e
‖rk‖ ≤ ηk‖∇fi(xk)‖. (4.51)
• Se
fi(xk + d
i
k) ≤ fi(xk) + α∇fi(xk)Tdik,
então esolhemos tik = 1.
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• Se existe j ∈ Jk tal que tjk = 1, esolhemos
xk+1 = xk + t
i
kd
i
k, (4.52)
onde
fi(xk + t
i
kd
i
k) = min{fj(xk + tjkdjk), j ∈ Jk}. (4.53)
• Existe C > 0 tal que, para todo k ∈ IN , i ∈ Jk, ‖(Bik)−1‖ ≤ C e a Hipótese B3 é
satisfeita.
Se ηk é suientemente pequeno e ‖Bik‖ < 1β , a ondição dik ≥ β‖∇fi(xk)‖ é satisfeita.
Além disso, se o número de ondição ‖Bik‖‖(Bik)−1‖ é menor ou igual a 1θ , a ondição do
ângulo (4.31) é satisfeita. Claramente, é sempre possível esolher uma matriz Bik que
satisfaça ambos os requerimentos.
Teorema 4.15. Suponha que:
1. A sequênia {xk} é gerada pelo Algoritmo 4.2 e a Hipótese B4 é satisfeita;
2. x∗ é um minimizador loal;
3. Para todo i ∈ I(x∗), a função fi admite segunda derivada ontínua em uma vizi-
nhança de x∗;
4. ∇2fi(x∗) > 0, para todo i ∈ I(x∗);
5. limk→∞ xk = x∗;
6. Para todo i ∈ I(x∗), a ondição de Dennis-Moré
lim
k→∞
‖[Bik −∇2fi(xk)]dik‖
‖dik‖
= 0 (4.54)
e a ondição de Newton-Inexata
lim
k→∞
ηk = 0 (4.55)
são satisfeitas.
Então,
• Existe k0 ∈ IN tal que, para todo k ≥ k0 e i ∈ I(x∗), temos que i ∈ Jk e tik = 1.
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• Se i ∈ Jk é tal que
fi(xk + t
i
kd
i
k) = min{fj(xk + tjkdjk), j ∈ Jk}, (4.56)
para innitos índies k, então i ∈ I(x∗).
• Existe k1 ∈ IN tal que, para todo k ≥ k1, existe ι(k) ∈ Jk ∩ I(x∗) tal que tι(k)k = 1 e
xk+1 = xk + d
ι(k)
k . (4.57)
• A sequênia {xk} onverge superlinearmente para x∗.
Prova. Seja i ∈ I(x∗). Como x∗ deve ser um ponto rítio forte, temos que ∇fi(x∗) = 0.
Entretanto, omo ∇2fi(x∗) é denida positiva, ∇fi(xk) 6= 0 para k suientemente
grande. Como fi(x∗) = fmin(x∗), pela ontinuidade de fi e fmin temos que fi(xk) ≤
fmin(xk) + ε, para k suientemente grande. Então, existe k
′
0 ∈ IN tal que i ∈ Jk, para
todo k ≥ k′0.
Pela fórmula de Taylor, para todo k ≥ k′0, temos que:
fi(xk+d
i
k)−fi(xk)−α(dik)T∇fi(xk) = (1−α)(dik)T∇fi(xk)+
1
2
(dik)
T∇2fi(xk)(dik)+o(‖dik‖2)
= (1− α)(dik)T [∇fi(xk) +∇2fi(xk)dik] + (α−
1
2
)(dik)
T∇2fi(xk)dik + o(‖dik‖2).
Por (4.31), (4.51) e (4.55) temos que ‖rk‖ = o(‖dik‖). Portanto,
fi(xk + d
i
k)− fi(xk)− α(dik)T∇fi(xk)
= (1− α)(dik)T [∇2fi(xk)−Bik]dik + (α−
1
2
)(dik)
T∇2fi(xk)dik + o(‖dik‖2).
Mas, por (4.54),
(1− α)(dik)T [∇2fi(xk)−Bik]dik = o(‖dik‖2),
portanto,
fi(xk + d
i
k)− fi(xk)− α(dik)T∇fi(xk) =
(
α− 1
2
)
(dik)
T∇2fi(xk)dik + o(‖dik‖2). (4.58)
Seja µ > 0 uma ota inferior para os autovalores de ∇2fi(x∗). Então, existe k2 > k′0
tal que µ/2 é uma ota inferior para os autovalores de ∇2fi(xk), para todo k ≥ k2.
Então, para todo k ≥ k2, temos:
(dik)
T∇2fi(xk)dik
‖dik‖2
≥ µ/2.
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Como α < 1/2, por (4.58), temos que
fi(xk + d
i
k)− fi(xk)− α(dik)T∇fi(xk)
‖dik‖2
≤
(
α− 1
2
)µ
2
+
o(‖dik‖2)
‖dik‖2
, (4.59)
para k ≥ k2. Mas, omo ‖(Bik)−1‖ ≤ C, para todo k e ∇fi(x∗) = 0, temos que ‖dik‖ → 0.
Então, apliando o limite em (4.59) para k →∞, obtemos
fi(xk + d
i
k)− fi(xk)− α(dik)T∇fi(xk) ≤ 0, (4.60)
para k suientemente grande. Então, pela Hipótese B4, existe k0 ≥ k2 tal que tik = 1,
para todo k ≥ k0. Portanto, a primeira parte da prova está ompleta.
Vamos provar a segunda parte da tese. Pela primeira parte da demonstração, para
k suientemente grande, esolhemos xk+1 usando (4.52) e (4.53). Suponha que (4.56)
vale para innitos índies k ∈ K. Então, para todo k ∈ K,
fi(xk+1) = fi(xk + t
i
kd
i
k) ≤ fmin(xk).
Tomando o limite para k ∈ K, obtemos fi(x∗) = fmin(x∗). Logo, i ∈ I(x∗).
A tereira parte da demonstração é uma onsequênia das duas primeiras. Para k
suientemente grande, Jk ∩ I(x∗) 6= ∅. Portanto, pela primeira parte da tese, para k
suientemente grande, existe i tal que tik = 1. Então, por (4.52) e pela segunda parte
da tese, xk+1 = xk + t
ι(k)
k d
ι(k)
k e ι(k) ∈ I(x∗), para todo k suientemente grande. Então,
novamente, pela primeira parte da demonstração, obtemos (4.57).
Agora, estamos aptos a provar a última parte do teorema. Como na primeira parte
da prova, por (4.31), (4.51) e (4.55) temos que ‖rk‖ = o(‖∇fι(k)(xk)‖) = o(‖dι(k)k ‖).
Então, pela fórmula de Taylor
∇fι(k)(xk+1) = ∇fι(k)(xk) +∇2fι(k)(xk)dι(k)k + o(‖dι(k)k ‖)
= B
ι(k)
k d
ι(k)
k +∇fι(k)(xk) + [∇2fι(k)(xk)−Bι(k)k ]dι(k)k + o(‖dι(k)k ‖).
Então, por (4.50), (4.51) e (4.55),
∇fι(k)(xk+1) = [∇2fι(k)(xk)−Bι(k)k ]dι(k)k + o(‖dι(k)k ‖).
Logo, por (4.54),
lim
k→∞
‖∇fι(k)(xk+1)‖
‖xk+1 − xk‖ = 0.
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Mas, pela ontinuidade e não-singularidade de ∇2fi(x) em x∗, isto implia que:
lim
k→∞
‖xk+1 − x∗‖
‖xk+1 − xk‖ = 0.
Daí, segue que:
lim
k→∞
‖xk+1 − x∗‖
‖xk+1 − x∗‖+ ‖xk − x∗‖ = 0.
Portanto, após breve manipulação algébria, obtemos a onvergênia superlinear. 
4.3 Problema LOVO om Restrições
Nesta seção, o onjunto viável Ω não é mais todo o espaço IRn. Vamos supor que o
onjunto Ω é desrito por um onjunto de equações e inequações e deniremos um algo-
ritmo Lagrangiano Aumentado globalmente onvergente para resolver o problema LOVO
om restrições. Para este propósito, preisamos primeiramente, reordar um método La-
grangiano Aumentado apropriado para resolver problemas de otimização difereniáveis
om restrições.
4.3.1 Lagrangiano Aumentado Difereniável
Considere o problema:
Minimizar f(x) s.a. h(x) = 0, g(x) ≤ 0, (4.61)
onde f : IRn → IR, h : IRn → IRnh , g : IRn → IRng . Vamos supor que f, h, g são
ontinuamente difereniáveis.
Para todo x ∈ IRn, ρ ∈ IR++, λ ∈ IRnh , µ ∈ IRng+ denimos o Lagrangiano Aumentado
[27, 35, 37, 38℄:
L(x, λ, µ, ρ) = f(x) + ρ
[∥∥∥h(x) + λ
ρ
∥∥∥2 + ∥∥∥(g(x) + µ
ρ
)
+
∥∥∥2]. (4.62)
O Algoritmo 4.3 é um método Lagrangiano Aumentado para resolver o problema
difereniável (4.61). Essenialmente, este é um aso partiular do algoritmo de La-
grangiano Aumentado, om restrições do nível inferior arbitrárias, desrito em [2℄ e
implementado na página (web) Tango.
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Algoritmo 4.3. Seja x0 ∈ IRn um ponto iniial arbitrário. Os parâmetros para a exeução
do algoritmo são:
τ ∈ [0, 1), γ > 1,
−∞ < λ¯min < λ¯max <∞,
0 ≤ µ¯max <∞,
ρ1 ∈ IR++,
[λ¯1]j ∈ [λ¯min, λ¯max], ∀ j = 1, . . . , nh,
[µ¯1]j ∈ [0, µ¯max], ∀ j = 1, . . . , ng.
ε1 > 0.
Passo 1 (Iniialização)
Dena k ← 1. Para j = 1, . . . , ng, alule
[σ0]j = max{gj(x0), 0}.
Passo 2 (Resolução do subproblema)
Calule xk ∈ Ω tal que
‖∇L(xk, λk, µk, ρk)‖∞ ≤ εk.
Passo 3 (Estimativa dos multipliadores)
Para todo j = 1, . . . , nh, alule
[λk+1]j = [λ¯k]j + ρkhj(xk)
e
[λ¯k+1]j ∈ [λ¯min, λ¯max].
Para todo j = 1, . . . , ng, alule
[µk+1]j = max{0, [µ¯k]j + ρkgj(xk)},
[σk]j = max
{
gj(xk),− [µ¯k]j
ρk
}
,
e
[µ¯k+1]j ∈ [0, µ¯max].
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Passo 4 (Atualização dos parâmetros de penalização)
Se
max{‖h(xk)‖∞, ‖σk‖∞} ≤ τ max{‖h(xk−1)‖∞, ‖σk−1‖∞}, (4.63)
dena
ρk+1 ≥ ρk. (4.64)
Caso ontrário, dena
ρk+1 ≥ γρk. (4.65)
Passo 5 (Começar uma nova iteração externa)
Calule εk+1 > 0. Dena k ← k + 1 e volte para o Passo 2.
A únia diferença entre o Algoritmo 4.3 e o algoritmo introduzido em [2℄ (no aso
em que restrições do nível inferior não estão presentes) está nas regras de atualização
(4.64) e (4.65). Em [2℄, os autores denem ρk+1 = ρk quando (4.63) é satisfeita e,
ρk+1 = γρk, aso ontrário. Esta diferença não afeta as provas dos seguintes teoremas
de onvergênia.
Teorema 4.16. Suponha que {xk} é uma sequênia gerada pelo Algoritmo 4.3 om
εk → 0 e que x∗ é um ponto limite desta sequênia. Então, x∗ é um ponto estaionário
do problema
Minimizar
nh∑
j=1
hj(x)
2 +
ng∑
j=1
max{0, gj(x)}2.
Prova. Ver Teorema 3.1 de [2℄. 
Teorema 4.17. Suponha que {xk} é uma sequênia gerada pelo Algoritmo 4.3 om
εk → 0, x∗ é um ponto limite e que a ondição de dependênia linear positiva onstante
(CPLD) [11, 36℄ é satisfeita em x∗. Então, x∗ é um ponto KKT de (4.61).
Prova. Ver Teorema 3.2 de [2℄. 
O resultado nal, que fala da limitação dos parâmetros de penalização assoiados ao
Algoritmo 4.3, é dado no Teorema 4.18. Uma hipótese ruial é o fato de que a preisão
usada para resolver os subproblemas deve tender a zero mais rápido que a medida de
viabilidade. Este tipo de exigênia é usual em muitos métodos do tipo Lagrangiano
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Aumentado e Multipliadores [12, 13, 17, 18, 20, 21, 22, 26℄.
Hipótese C1. Suponha que
1. A sequênia {xk} é gerada pela apliação do Algoritmo 4.3 ao problema (4.61) e
lim
k→∞
xk = x∗.
2. Em (4.64), a regra ρk+1 = ρk é apliada.
3. O ponto x∗ é viável (h(x∗) = 0, g(x∗) ≤ 0).
4. Os gradientes
{∇hj(x∗)}nhj=1, {∇gj(x∗)}{j | gj(x∗)=0},
são linearmente independentes.
5. Tem-se omplementaridade estrita em x∗. Isto signia que, se µ∗ ∈ IRng+ é o vetor
de multipliadores de Lagrange orrespondentes às restrições g(x) ≤ 0, então:
gj(x∗) = 0⇒ [µ∗]j > 0.
6. As funções f, h, g possuem segundas derivadas ontínuas em uma vizinhança de
x∗.
7. Dena o subespaço tangente T omo sendo o onjunto formado por todo z ∈ IRn
tal que
∇h(x∗)T z = 0,
∇gj(x∗)T z = 0,
para todo j tal que gj(x∗) = 0. Então, para todo z ∈ T, z 6= 0,
zT [∇2f(x∗) +
nh∑
i=1
[λ∗]j∇2hj(x∗) +
ng∑
j=1
[µ∗]j∇2gj(x∗)]z > 0.
Teorema 4.18. Suponha que a Hipótese C1 é satisfeita. Adiionalmente, suponha que:
1. Existe uma sequênia ηk → 0 tal que
εk ≤ ηk max{‖h(xk)‖∞, ‖σk‖∞}, ∀ k ∈ IN.
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2. [λ∗]j ∈ (λ¯min, λ¯max) ∀ j = 1, . . . , nh e [µ∗]j ∈ (µ¯min, µ¯max), ∀ j = 1, . . . , ng.
3. [λ¯k+1]j é a projeção de [λk+1]j em [λ¯min, λ¯max], ∀ j = 1, . . . , nh e [µ¯k+1]j é a projeção
de [µk+1]j em [0, µ¯max], ∀ j = 1, . . . , ng, k ∈ IN .
Então, a sequênia {ρk} dos parâmetros de penalização é limitada.
Prova. Ver Teorema 4.3 de [2℄. 
4.3.2 Método Lagrangiano Aumentado para o LOVO
Agora, temos ondições de denir extensões naturais do Algoritmo 4.3 para o pro-
blema LOVO. Quando for preiso obter soluções de subproblemas de minimização ir-
restrita, podemos utilizar os Algoritmos 4.1 ou 4.2.
Considere o problema:
Minimizar fmin(x) s.a. h(x) = 0, g(x) ≤ 0, (4.66)
onde fi : IR
n → IR, para todo i = 1, . . . ,m, h : IRn → IRnh , g : IRn → IRng e todas estas
funções são difereniáveis.
Assim omo em (4.62), para todo x ∈ IRn, ρ ∈ IR++, λ ∈ IRnh , µ ∈ IRng+ denimos o
Lagrangiano Aumentado assoiado a fi por:
Li(x, λ, µ, ρ) = fi(x) + ρ
[∥∥∥h(x) + λ
ρ
∥∥∥2 + ∥∥∥(g(x) + µ
ρ
)
+
∥∥∥2],
denimos o Lagrangiano Aumentado assoiado a fmin por:
Lmin(x, λ, µ, ρ) = fmin(x) + ρ
[∥∥∥h(x) + λ
ρ
∥∥∥2 + ∥∥∥(g(x) + µ
ρ
)
+
∥∥∥2],
e, ainda, denimos:
Imin(x) = {i ∈ {1, . . . ,m} | Li(x, λ, µ, ρ) = Lmin(x, λ, µ, ρ)}.
Algoritmo 4.4. Seja x0 ∈ IRn um ponto iniial arbitrário. Os parâmetros para a exeução
do algoritmo são:
τ ∈ [0, 1), γ > 1,
−∞ < λ¯min < λ¯max <∞,
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0 ≤ µ¯max <∞,
ρ1 ∈ IR++,
[λ¯1]j ∈ [λ¯min, λ¯max], ∀ j = 1, . . . , nh,
[µ¯1]j ∈ [0, µ¯max], ∀ j = 1, . . . , ng.
ε1 > 0.
Passo 1 (Iniialização)
Dena k ← 1. Para j = 1, . . . , ng, alule
[σ0]j = max{gj(x0), 0}.
Passo 2 (Resolução do subproblema)
Calule xk ∈ Ω tal que
‖∇Li(xk, λ¯k, µ¯k, ρk)‖∞ ≤ εk, (4.67)
para algum i ∈ Imin(xk).
Passo 3 (Estimativa dos multipliadores)
Para todo j = 1, . . . , nh, alule:
[λk+1]j = [λ¯k]j + ρkhj(xk)
e
[λ¯k+1]j ∈ [λ¯min, λ¯max].
Para todo j = 1, . . . , ng, alule:
[µk+1]j = max{0, [µ¯k]j + ρkgj(xk)},
[σk]j = max
{
gj(xk),− [µ¯k]j
ρk
}
,
e
[µ¯k+1]j ∈ [0, µ¯max].
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Passo 4 (Atualização dos parâmetros de penalização)
Se
max{‖h(xk)‖∞, ‖σk‖∞} ≤ τ max{‖h(xk−1)‖∞, ‖σk−1‖∞},
dena
ρk+1 = ρk.
Caso ontrário, dena
ρk+1 = γρk.
Passo 5 (Começar uma nova iteração externa)
Calule εk+1 > 0. Dena k ← k + 1 e volte para o Passo 2.
Uma maneira óbvia de resolver (4.67) é apliar o Algoritmo 4.1 ou o Algoritmo 4.2
ao problema
Minimizar Lmin(x, λ¯k, µ¯k, ρk).
Ambos algoritmos garantem que um ponto satisfazendo (4.67) pode ser enontrado,
ontanto que a sequênia gerada seja limitada. Por outro lado, a limitação das sequênias
geradas pelos Algoritmos 4.1 ou 4.2 pode ser garantida se tivermos relações apropriadas
entre a função objetivo e as restrições.
No Teorema 4.19, provamos que o Algoritmo 4.4 enontra pontos estaionários da
inviabilidade das restrições.
Teorema 4.19. Suponha que {xk} é uma sequênia innita gerada pelo Algoritmo 4.4
om εk → 0 e que x∗ é um ponto limite desta sequênia. Então, x∗ é um ponto esta-
ionário de
Minimizar
nh∑
j=1
hj(x)
2 +
ng∑
j=1
max{0, gj(x)}2.
Prova. Como {xk} é uma sequênia innita, existe i ∈ {1, . . . ,m} tal que (4.67) é satis-
feita para fi innitas vezes. Tomando a subsequênia de {xk} orrespondente, podemos
pensar que esta subsequênia foi gerada pelo Algoritmo 4.3. Portanto, o resultado segue
do Teorema 4.16. 
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Teorema 4.20. Suponha que {xk} é uma sequênia gerada pelo Algoritmo 4.4 om
εk → 0, x∗ é um ponto limite e a ondição de qualiação CPLD é satisfeita em x∗.
Então, existe i ∈ I(x∗) tal que x∗ é um ponto KKT de
Minimizar fi(x) s.a. h(x) = 0, g(x) ≤ 0.
Prova. Assim omo no Teorema 4.19, onsidere uma subsequênia de {xk} tal que (4.67)
é satisfeita om o mesmo índie i para todos os termos desta subsequênia. Novamente,
podemos pensar que esta sequênia foi gerada pelo Algoritmo 4.3. Pelo Teorema 4.17,
existe x∗ satisfazendo a tese deste teorema. O fato de i ∈ I(x∗) segue, trivialmente, do
fato que Li(xk, λ¯k, µ¯k, ρk) ≤ Lj(xk, λ¯k, µ¯k, ρk), para todo j. 
O resultado nal, que fala da limitação dos parâmetros de penalização assoiados
ao Algoritmo 4.4, é dado no Teorema 4.21. Assim omo nos teoremas anteriores, a té-
nia onsiste em reduzir o problema LOVO a um problema de programação não-linear
difereniável. Entretanto, neste aso, neessitaremos de uma hipótese adiional: dada
uma sequênia onvergente gerada pelo Algoritmo 4.4, vamos supor que existe um únio
índie imin tal que fmin(xk) = fimin(xk), para todo k suientemente grande. Desta
forma, é possível garantir que o algoritmo, denitivamente, se omporta omo o Algo-
ritmo 4.3 para a minimização de fimin .
Hipótese C2. Suponha que:
1. A sequênia {xk} é gerada pela apliação do Algoritmo 4.4 ao problema (4.61) e
lim
k→∞
xk = x∗.
2. O ponto x∗ é viável (h(x∗) = 0, g(x∗) ≤ 0).
3. Existe imin ∈ {1, . . . ,m} tal que
fimin(xk) = fmin(xk) < fi(x
k),
para todo k suientemente grande e i 6= imin.
4. Os gradientes
{∇hj(x∗)}nhj=1, {∇gj(x∗)}{j | gj(x∗)=0}
são linearmente independentes.
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5. Tem-se omplementaridade estrita em x∗. Isto signia que, se µ∗ ∈ IRng+ é o vetor
dos multipliadores de Lagrange orrespondentes às restrições g(x) ≤ 0, então
gj(x∗) = 0⇒ [µ∗]j > 0.
6. As funções fimin , h, g possuem segunda derivada ontínuas em uma vizinhança de
x∗.
7. Dena o subespaço tangente T omo sendo o onjunto formado por todo z ∈ IRn
tal que
∇h(x∗)T z = 0,
∇[g(x∗)]Tj z = 0,
para todo j tal que gj(x∗) = 0. Então, para todo z ∈ T, z 6= 0,
zT [∇2fimin(x∗) +
nh∑
j=1
[λ∗]j∇2hj(x∗) +
ng∑
j=1
[µ∗]j∇2gj(x∗)]z > 0.
Teorema 4.21. Suponha que a Hipótese C2 é satisfeita. Adiionalmente, suponha que:
1. Existe uma sequênia ηk → 0 tal que
εk ≤ ηk max{‖h(xk)‖∞, ‖σk‖∞}, ∀ k ∈ IN.
2. [λ∗]j ∈ (λ¯min, λ¯max) ∀ j = 1, . . . , nh e [µ∗]j ∈ (µ¯min, µ¯max), ∀ j = 1, . . . , ng.
3. [λ¯k+1]j é uma projeção de [λk+1]j em [λ¯min, λ¯max], ∀ j = 1, . . . , nh, e [µ¯k+1]j é a
projeção de [µk+1]j em [0, µ¯max], ∀ j = 1, . . . , ng, k ∈ IN .
Então, a sequênia {ρk} dos parâmetros de penalização é limitada.
Prova. Para k suientemente grande, a sequênia pode ser pensada omo sendo uma
sequênia gerada pelo Algoritmo 4.3 om a Hipótese C1. Logo, o resultado segue do
Teorema 4.18. 
Capítulo 5
Quadrados Mínimos LOVO
Suponha que {(t1, y1), . . . , (tm, ym)} ⊂ IR2 é um onjunto de dados e que sabemos
que alguns deles estão inorretos, ou seja, há presença de outliers. Suponha que
T (x, ti) é o valor previsto da observação i ao adotar um parâmetro x ∈ Ω. O ajuste
de quadrados mínimos da forma yi ≈ T (x, ti) leva a resultados insatisfatórios devido à
inuênia opressiva de outliers.
A proposta LOVO para estimação robusta de parâmetros onsiste em denir, para
ada i = 1, . . . , r, a função de erro
Fi(x) = (T (x, ti)− yi)2.
Dado p ∈ {1, . . . , r}, este onjunto de funções dene um problema LOVO para o qual os
Algoritmos 4.1 e 4.2 (para o aso irrestrito) e 4.4 (para problemas om restrições) podem
ser apliados. Quando p = r este problema LOVO onide om o lássio problema
de quadrados mínimos não-linear. Entretanto, a situação a muito mais interessante
quando p é menor que r. Neste aso, é possível desprezar um número pré-determinado de
outliers. Logo, podemos dizer que o problema LOVO é uma generalização do problema
de quadrados mínimos não-linear.
A idéia é resolver o problema LOVO para diferentes valores de p. Se p é igual a r, a
expetativa é que o valor da função LOVO na solução enontrada seja grande, ou seja, as
funções de erro Fi1 , . . . , Fir que denem o somatório irão indiar que, para alguns pontos,
o ajuste não está bom, prinipalmente para aqueles ujos índies orrespondentes estão
próximos de ir. Quando este fato oorre, temos um forte indíio de que existem dados
inorretos ou outliers. Quando p derese, a função LOVO tende a dereser também.
Obviamente, uma das razões para este derésimo é o fato da quantidade de termos na
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soma da função LOVO ser ada vez menor, mas, a expetativa é que, quando tomarmos
o valor de p orreto, a magnitude deste deresimento seja bem maior.
5.1 Ajustando Modelos om Outliers
5.1.1 Implementação
Uma das prinipais onsequênias da teoria introduzida no apítulo anterior é que,
mesmo om a não-difereniabilidade do problema LOVO, se ignorarmos a multipliidade
do gradiente em um dado ponto xk e utilizarmos diretamente um método de minimi-
zação difereniável, os prejuízos que poderíamos vir a ter são mais amenos. De fato,
o fator mais agravante orresponde a não termos garantia de onvergênia para mini-
mizadores globais, mas, esta inonveniênia é ompartilhada pela maioria dos métodos
de programação não-linear.
Muitos algoritmos de otimização para problemas difereniáveis, quando apliados
ao LOVO, podem ser onsiderados asos partiulares dos Algoritmos 4.1 e 4.4. Com
esta propriedade em mente, utilizamos, em nossos experimentos, as versões om e sem
restrições do ALGENCAN, que é um ódigo de programação não-linear disponível na
página do projeto Tango (www.ime.usp.br/∼egbirgin/tango) [1, 2, 14℄, sem modiar
as denições default dos parâmetros.
Implementamos também uma versão do Algoritmo 4.2 que satisfaz às Hipóteses B3
e B4. Algumas araterístias relativas a esta implementação estão desritas abaixo:
• Denimos dik, para ada i ∈ Jk, omo sendo a direção de Gauss-Newton orrespon-
dente, ou seja,
Bik = 2Φ
′
i(xk)
TΦ′i(xk)
onde Φ′i(x) é o jaobiano de Φi(x) em relação a x, Φi(x) é um vetor de tamanho p
ujas omponentes são φj(x) = (T (x, tj) − yj) e os p índies j são tais que j ∈
Ci. Como não temos garantia de que Bik será sempre denida positiva, quando
neessário, orrigimos Bik somando uma onstante positiva µ em sua diagonal até
que esta seja denida positiva.
• A estratégia de busa linear (4.7)-(4.8) implementada foi o baktraking, isto é,
tk foi esolhido omo sendo o primeiro número da sequênia {1, 2−1, 2−2, . . .} que
satisfaz (4.7) e xk+1 = xk + tkdk. Neste aso, tone = 1 e M = 2.
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• Os parâmetros algorítmios utilizados foram:
θ = 10−6, α = 0.1, β = 10−2, ε = 10−4, δ = 10−2.
• O ritério de parada foi: ‖∇fi(xk)‖ < 10−4, para todo i ∈ I(xk).
Todos os experimentos desta seção foram realizados em um Pentium 4, 3.2 Ghz, 2Gb
RAM em FORTRAN de dupla preisão.
5.1.2 Caso Irrestrito
Para ilustrar o omportamento da estratégia LOVO onsideramos um problema ir-
restrito bastante simples, porém, muito ilustrativo onde T (x, ti) é denida por:
T (x, ti) = x1exp[−tix5] + x2exp[−(ti − x9)2x6] +
x3exp[−(ti − x10)2x7] + x4exp[−(ti − x11)2x8].
Esta é a função de Osborne 2 (problema (19) de [34℄). Em [34℄, r = 65. Aqui, intro-
duzimos 13 pontos adiionais, que representam os erros sistemátios. O ritério para
determinar esta quantidade foi gerar aproximadamente 20% de outliers em função da
quantidade de dados orretos forneidos em [34℄. Os resultados estão reportados nas
Tabelas 5.1 e 5.2. As respetivas tabelas trazem as seguintes informações:
• p - inteiro entre {1, . . . , r} que dene o problema LOVO.
• kmax - quantidade de minimizações realizadas (número de pontos iniiais gerados
aleatoriamente).
• k - esta oluna india que a melhor solução foi enontrada na k-ésima minimização.
Nas Tabelas 5.1 e 5.2, k = 0 signia que a melhor solução foi obtida denindo x0
omo sendo o ponto iniial sugerido em [34℄.
• x - melhor solução enontrada após kmax minimizações.
• Sp(x) - valor da função LOVO avaliada em x.
• Sp+1/Sp - quoiente (razão) entre os valores reportados na oluna anterior.
• n.feval - número de avaliações da função LOVO na k-ésima minimização.
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Número de
Melhor Solução enontrada
minimizações
p kmax k 4 primeiros termos de x Sp(x) Sp+1/Sp n.feval in.iter
78 50 0 1.27 0.38 0.48 0.59 2.74 - 58 36
77 50 0 1.32 0.56 0.61 0.60 2.39 1.15 56 37
76 50 0 1.34 0.51 0.62 0.61 2.02 1.19 33 20
75 50 0 1.33 0.46 0.61 0.62 1.76 1.14 29 20
74 50 0 1.31 0.50 0.61 0.81 1.53 1.15 36 25
73 50 0 1.32 0.39 0.60 0.80 1.32 1.16 30 18
72 50 0 1.32 0.41 0.60 0.70 1.11 1.19 29 18
71 50 0 1.32 0.37 0.61 0.68 0.94 1.19 30 16
70 50 0 1.34 0.40 0.61 0.66 0.75 1.24 24 16
69 50 0 1.34 0.41 0.61 0.61 0.61 1.23 22 15
68 50 0 1.33 0.35 0.60 0.61 0.42 1.45 25 15
67 50 27 1.34 0.60 0.35 0.56 0.28 1.49 115 52
66 50 0 1.29 0.35 0.60 0.57 0.17 1.66 21 13
65 50 0 1.31 0.43 0.63 0.60 0.04 4.26 37 21
64 50 0 1.26 0.39 0.62 0.58 0.03 1.17 26 17
63 100 76 1.26 0.38 0.61 0.58 0.03 1.20 28 17
Tabela 5.1: Resultados do Algenan apliado à função Osborne 2.
• in.iter - número de iterações internas do algoritmo Algenan na k-ésima minimi-
zação.
• out.iter - número de iterações externas do algoritmo Algenan na k-ésima minimi-
zação.
Para problemas irrestritos, o número de iterações externas do Algenan é sempre
igual a 1. Por este motivo suprimimos esta oluna das Tabelas 5.1 e 5.2.
• n.iter - número de iterações do Algoritmo 4.2 na k-ésima minimização.
Observação: O mínimo enontrado para p = 65, o valor de p orreto, oinide
om a solução reportada em [34℄.
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Número de
Melhor Solução enontrada
minimizações
p kmax k 4 primeiros termos de x Sp(x) Sp+1/Sp n.feval n.iter
78 50 15 1.27 0.48 0.59 0.38 2.74 - 5542 364
77 50 0 1.31 0.56 0.61 0.60 2.39 1.15 39 18
76 50 0 1.34 0.51 0.62 0.61 2.02 1.19 27 13
75 50 0 1.33 0.46 0.61 0.62 1.76 1.14 24 13
74 50 0 1.32 0.38 0.59 0.63 1.56 1.13 21 15
73 50 0 1.31 0.51 0.61 0.71 1.32 1.18 22 13
72 50 0 1.32 0.41 0.60 0.70 1.11 1.19 18 12
71 50 0 1.32 0.37 0.61 0.68 0.94 1.19 20 14
70 50 0 1.34 0.40 0.61 0.66 0.75 1.24 16 11
69 50 0 1.34 0.38 0.61 0.63 0.60 1.26 14 11
68 50 19 1.33 0.35 0.60 0.61 0.42 1.42 98 29
67 50 0 1.34 0.35 0.56 0.60 0.28 1.49 15 12
66 100 0 1.27 0.35 0.60 0.57 0.17 1.66 13 10
65 200 158 1.31 0.63 0.60 0.43 0.04 4.26 381 95
64 100 80 1.31 0.60 0.42 0.63 0.04 1.14 471 61
63 50 47 1.31 0.42 0.61 0.64 0.03 1.09 315 49
Tabela 5.2: Resultados do Algoritmo 4.2 apliado a função Osborne 2.
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Analisando as tabelas, podemos observar que quando p toma um valor próximo de
r obtemos um alto valor da função LOVO, indiando que há presença de outliers.
À medida que diminuímos o valor de p notamos um deresimento da função LOVO,
porém, omo já havíamos alertado anteriormente, a magnitude deste derésimo tem
uma proporção muito maior quando atingimos o valor orreto de p.
Ainda fazendo uma omparação entre as tabelas podemos onluir que, para estes
experimentos, os pontos rítios fortes pareem estar isolados, ou seja, o onjunto I(x∗)
é omposto por um únio índie, já que, as soluções enontradas por Algenan e pelo
Algoritmo 4.2 são pratiamente as mesmas, apesar de termos om Algenan apenas a
garantia de onvergênia para pontos rítios fraos. Como a garantia de onvergên-
ia para pontos rítios fortes não foi determinante, o fato do Algenan possuir um
proesso de busa linear mais sostiado do que a estratégia baktraking, adotada
na implementação do Algoritmo 4.2, levou a um melhor desempenho do Algenan ao
ompararmos o número de iterações e a quantidade de minimizações neessárias para
obtermos a melhor solução enontrada.
Dado p, seja x∗ a solução do problema LOVO obtida pelo algoritmo. Em todas as
guras, a urva representa a imagem de T (x∗, t) omo uma função de t, os pontos repre-
sentam os dados (ti, yi) e os pontos irulados são aqueles que possuem os r − p maiores
erros ao adotar o parâmetro x∗, onsequentemente, estes foram os pontos desartados
pelo algoritmo. Na Figura 5.1, ilustramos a melhor solução obtida pelos algoritmos para
os problemas LOVO denidos pelos valores p = 78, 75, 70 e 65.
Seguindo a mesma metodologia, realizamos mais alguns experimentos om os pro-
blemas testes (8),(9),(15) e (17) de [34℄. As melhores soluções obtidas por Algenan
e pelo Algoritmo 4.2 foram idêntias, hegamos às mesmas onlusões gerando tabelas
semelhantes às Tabelas 5.1 e 5.2, portanto, por ser mais ilustrativo, optamos por apre-
sentar somente a representação gráa da melhor solução obtida pelos algoritmos para
diferentes valores de p, seguindo as mesmas onvenções da Figura 5.1.
O problema teste (8) orresponde à função de Bard e T (x, ti) é denida por:
T (x, ti) =
(
x1 +
ui
vix2 + wix3
)
,
onde ui = i, vi = 16−i, wi = min{ui, vi}. Em [34℄, r = 15. Aqui, introduzimos 3 pontos
adiionais representando os outliers. Os resultados estão representados na Figura 5.2.
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p = 78 p = 75
p = 70 p = 65
Figura 5.1: Representação gráa das soluções (Osborne 2).
p = 18 p = 17
p = 16 p = 15
Figura 5.2: Representação gráa das soluções (Bard).
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p = 18 p = 17
p = 16 p = 15
Figura 5.3: Representação gráa das soluções (Gaussiana).
O problema teste (9) orresponde à função Gaussiana e T (x, ti) é denida por:
T (x, ti) = x1exp
(−x2(ti − x3)2
2
)
.
Em [34℄, r = 15. Aqui, introduzimos 3 pontos adiionais representando os outliers. Os
resultados estão representados na Figura 5.3.
O problema teste (15) orresponde à função de Kowalik e Osborne e T (x, ti) é denida
por:
T (x, ti) =
x1(t
2
i + tix2)
(t2i + tix3 + x4)
.
Em [34℄, r = 11. Aqui, introduzimos 2 pontos adiionais representando os outliers. Os
resultados estão representados na Figura 5.4.
O problema teste (17) orresponde à função de Osborne 1 e T (x, ti) é denida por:
T (x, ti) = (x1 + x2exp[−tix4] + x3exp[−tix5]).
Em [34℄, r = 33. Aqui, introduzimos 6 pontos adiionais representando os outliers. Os
resultados estão representados na Figura 5.5.
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p = 13 p = 12
p = 11 p = 10
Figura 5.4: Representação gráa das soluções (Kowalik).
p = 39 p = 37
p = 35 p = 33
Figura 5.5: Representação gráa das soluções (Osborne 1).
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p x Sp(x)
10 1.39 2.07 5.86 31.4
9 1.55 0.81 4.82 20.8
8 1.52 0.96 5.47 9.47
7 1.50 0.98 6.50 4.19
6 1.50 0.95 6.56 0.70
5 1.00 -5.00 2.00 0
Tabela 5.3: m = 50, p orreto= 5, x∗ = (1,−5, 2)
A interpretação destes resultados (guras) é bastante simples. Quando p = r, temos
a representação gráa do lássio ajuste de quadrados mínimos (urvas em vermelho)
não-linear, a medida que diminuimos o valor de p, os r−p pontos que possuem os maiores
erros são desartados e a solução LOVO representa o ajuste de quadrados mínimos aos
p pontos restantes. Condizendo om este fato, observamos que o valor da função LOVO
na melhor solução enontrada para o valor orreto de p, para ada um dos problemas
testes, foi exatamente o mesmo valor reportado em [34℄. Ressaltamos que a esolha dos
pontos que são desartados é feita iterativamente pelo próprio algoritmo. Esta é, sem
dúvida, a prinipal vantagem da estratégia LOVO para resolver problemas de estimação
robusta de parâmetros.
5.1.3 Caso om Restrições
Na seção anterior, foi possível observar que, na prátia, a onvergênia para pontos
rítios fraos que não são minimizadores loais é um fato que não oorre om tanta
frequênia. Por esta razão, optamos por utilizar somente o Algenan para realizar os
experimentos desta seção, onsiderando-o omo um aso partiular do Algoritmo 4.4.
A estratégia LOVO também pode ser apliada para enontrar padrões oultos que,
partiularmente, podem ser onsiderados omo problemas de ajuste om restrições de
aixa. Denindo
Fi(x) = (
n∑
j=1
xjt
n−j
i − yi)2,
tal omo na seção 2.2.1, podemos enontrar polinmios oultos. Os resultados, repro-
duzindo os experimentos da Tabela 2.1, estão reportados na Tabela 5.3.
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p x Sp(x)
10 6.43 -1.12 8.16 22.6
9 5.47 2.73 4.50 9.01
8 0.00 1.53 5.62 1.01
7 5.71 3.09 4.30 0.38
6 5.66 3.03 4.33 0.02
5 5.00 -3.00 7.00 0
Tabela 5.4: m = 50, p orreto= 5, x∗ = (5,−3, 7)
Similarmente, podemos enontrar irunferênias oultas denindo
Fi(x) = [(ti − x1)2 + (yi − x2)2 − x23]2,
tal omo na seção 2.2.2. Os resultados, reproduzindo os experimentos da Tabela 2.7,
estão reportados na Tabela 5.4.
Agora, vamos desrever uma outra apliação para o LOVO om restrições. Considere
um intervalo [a, b]. Seja t1, . . . , tn uma partição deste intervalo de forma que pontos
onseutivos sejam equidistantes por um inremento h, t1 = a e tn = b. A inógnita
deste problema é um vetor x = (x1, . . . , xn) que representa a disretização da solução de
uma equação diferenial de segunda ordem, digamos x¨ = f(x, t). Isto signia que as
restrições
xi+1 − 2xi + xi−1 − h2f(xi, ti) = 0, i = 2, . . . , n− 1. (5.1)
devem ser satisfeitas por x. Usualmente, um problema de valor de ontorno (PVC) on-
siste em enontrar x que satisfaça (5.1) e que, adiionalmente, x1 e xn tenham valores de
ontorno dados. Mas, esta apliação busa o seguinte objetivo: a partir de n observações
y1, . . . , yn observadas nos instantes t1, . . . , tn, respetivamente, enontrar os verdadeiros
valores de x1, . . . , xn que mais se pareçam om estas observações. Logo, a formulação
LOVO para este problema é a seguinte:
Minimizar
p∑
i=1
[yi − xi]2 s.a. (5.1). (5.2)
Suponha que, por algum motivo, as observações próximas à região de ontorno sejam
difíeis de serem reuperadas. Nestas situações, a formulação LOVO pode ser bastante
útil, já que, podemos enontrar o melhor ajuste desprezando algumas observações, ou
seja, onsiderando apenas p observações.
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Número de
Melhor solução enontrada
minimizações
p kmax k x1 xn α β γ Sp(x) n.feval in.iter out.iter
21 100 100 7.2 8.6 0.2 1.7 0.4 5.27 121 74 6
20 100 97 7.4 8.1 0.3 2.6 1.1 1.71 77 45 6
19 100 95 45.7 8.2 4.1 38.9 31.4 0.13 364 335 2
18 100 45 7.1 0.7 1.0 9.3 7.3 0.04 96 59 3
17 100 88 7.1 -2.1 1.0 9.5 7.1 0.02 88 49 3
16 100 2 3.9 6.1 0.1 0.9 2.0 0.01 74 52 4
15 100 62 3.9 6.0 0.1 1.1 2.3 0.00 70 44 4
14 100 47 3.9 5.9 0.1 1.2 2.2 0.00 120 87 4
Tabela 5.5: Resultados do Algenan apliado ao problema de ontorno.
Um segundo objetivo desta apliação é estimar alguns parâmetros que denem
f(x, t). Por exemplo, se f(x, t) = αex − βt(x2 + 1) − γx sin(tx), vamos estimar on-
juntamente: a disretização da solução do PVC que mais se ajusta aos dados e as
onstantes α, β e γ que denem a equação diferenial.
Para gerar os dados proedemos da seguinte forma: a partir da solução de um dado
PVC, geramos o vetor de dados y inserindo um pequeno ruído na solução, porém, em
n.out pontos, próximos à região de ontorno, introduzimos uma perturbação positiva
onsideravelmente maior para produzir os erros sistemátios.
Os resultados da estratégia LOVO apliada ao PVC original:{
x¨ = αex − βt(x2 + 1)− γx sin(tx)
x(0) = 4, x(2) = 6
onde α = 0.1, β = 1 e γ = 2 om h = 0.1 (r = 21) e n.out = 6, estão reportados na
Tabela 5.5 e Figura 5.6.
Analisando os resultados, podemos observar que, quando p = r, temos um alto
valor da função LOVO devido à presença de observações erradas próximas à região de
ontorno. À medida que diminuímos o valor de p, notamos um deresimento da função
LOVO e, ao atingirmos o valor orreto de p, os parâmetros α, β, γ e as ondições de
ontorno do PVC original são reuperados.
Realizamos mais alguns experimentos deste gênero, mas, vamos mostrar os resultados
5.2. PADRO OCULTO - PROTEÍNA 88
0 2
4
6
p = 21
0 2
4
6
p = 16
Figura 5.6: Soluções LOVO para diferentes valores de p.
obtidos apenas graamente, já que, a dinâmia das tabelas é muito pareida om a
Tabela 5.5.
Os resultados da estratégia LOVO apliada ao PVC original:{
x¨ = α
√
e2t − x2
x(0) = 0, x(2) = 2
onde α = 2 om h = 0.1 (r = 21) e n.out = 6, estão reportados Figura 5.7.
Os resultados da estratégia LOVO apliada ao PVC original:{
x¨ = αx+ βx3 + γt
x(0) = 1, x(6) = 2
onde α = 2, β = 1 e γ = −1 om h = 0.2 (r = 31) e n.out = 9, estão reportados
Figura 5.8.
5.2 Padrão Oulto - Proteína
SejamQ = {Q1, . . . , QN} ⊂ IRdim, P = {P1, . . . , PM} ⊂ IRdim, N ≤M . O objetivo é
enontrar a estrutura denida por Q no onjunto P . Mais preisamente, objetivamos en-
ontrar um operador de desloamento, D : IRdim → IRdim, tal que {D(Q1), . . . , D(QN)}
se ajuste a algum subonjunto de P .
Dena N omo sendo o onjunto de N -uplas ν = (ν(1), . . . , ν(N)), onde ν(i) ∈
{1, . . . ,M}, para todo i = 1, . . . , N . (Em outras palavras, N = {1, . . . ,M}N .)
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Figura 5.7: Soluções LOVO para diferentes valores de p.
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Figura 5.8: Soluções LOVO para diferentes valores de p.
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Seja D um desloamento. Para todo ν ∈ N dena:
fν(D) =
N∑
i=1
‖D(Qi)− Pν(i)‖2.
Finalmente,
fmin(D) = min
ν∈N
fν(D).
Se existe um onjunto om N pontos de P que se ajuste exatamente a um deslo-
amento D de Q temos fmin(D) = 0. O problema de minimizar fmin segue da teoria
introduzida no apítulo anterior.
Afortunadamente, para avaliar fmin não preisamos alular todas as funções fν . De
fato, dado um desloamento D, alulamos, para todo i = 1, . . . , N , Pc(i)(D) ∈ P tal
que
‖D(Qi)− Pc(i)(D)‖ ≤ ‖D(Qi)− P‖, ∀ P ∈ P. (5.3)
Então,
fmin(D) =
N∑
i=1
‖D(Qi)− Pc(i)(D)‖2.
As duas situações mais omuns, em apliações, orrespondem a dim = 2 e dim = 3. No
primeiro aso, o desloamento pode ser representado por três parâmetros: a translação
do entro de gravidade de Q e o ângulo de rotação. Nos asos tridimensionais, desloa-
mentos podem ser representados pelo vetor de translação e três rotações, embora outras
alternativas sejam possíveis.
Uma generalização deste problema onsiste em enontrar uma estrutura omum
para os onjuntos P e Q. Suponha que queremos enontrar um desloamento D tal que
existam R ≤ N pontos de Q (digamos, Qj1 , . . . , QjR) tais que D(Qj1), . . . , D(QjR) se
ajustem a R pontos de P . Neste aso, denimos M omo sendo o produto artesiano
dos subonjuntos de R elementos de {1, . . . , N} om as R-uplas de {1, . . . ,M}. Para
todo ν = ({j1, . . . , jR}, {i1, . . . , iR}) ∈M, denimos
fν(D) =
R∑
ℓ=1
‖D(Qjℓ)− Piℓ‖2
e o objetivo é minimizar fmin(D) ≡ minν∈M fν(D). Novamente, o álulo de fmin é
simples: para todo i = 1, . . . , N , alule Pc(i)(D) ∈ P omo em (5.3). Então, fmin(D) é
a soma dos R menores valores de ‖D(Qi)− Pc(i)(D)‖2.
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Embora a denição mais óbvia de um operador de desloamento envolva somente
translações e rotações, denições mais generalizadas podem ser elaboradas. Por exem-
plo, a introdução de um parâmetro adiional permite que onsideremos variações de
esala, de maneira que uma dada forma possa ser reonheida em uma estrutura, in-
dependentemente do seu tamanho. Além disso, se substituirmos a norma Eulidiana
da diferença por outra função distânia, podemos obter muitas medidas alternativas
similares e adequadas para os problemas sob onsideração.
Em nossa apliação, os pontos de P , representados na Figura 5.9(a) em inza laro,
são os átomos de arbono da adeia prinipal de uma proteína (253 átomos): o reeptor
do hormnio tireoideano, ligado a um hormnio sintétio onheido omo IH5. Os pon-
tos de Q, em preto na Figura 5.9(a), são os átomos de um pedaço da mesma proteína,
porém, obtidos de uma estrutura ligeiramente diferente: estes átomos orrespondem
aos arbonos da adeia prinipal do reeptor do hormnio tireoideano ligado a outro
hormnio sintétio, onheido omo GC24. Como as duas estruturas são da mesma
proteína, mas, assoiadas a diferentes hormnios, estas são ligeiramente diferentes. Por-
tanto, não existe um subonjunto de P que oinide exatamente om o onjunto Q, mas,
existe uma região em P que se assemelha ao onjunto Q. O objetivo aqui é identiar
qual o onjunto de pontos da proteína que mais se assemelha aos pontos do fragmento.
Em outras palavras, queremos saber se existe um padrão estrutural do tipo denido por
Q na estrutura denida por P . Este tipo de problema é onheido omo problema do
reonheimento de enovelamentos de proteínas, que onsiste em enontrar os padrões de
organização dos átomos de uma proteína em outras.
Utilizamos uma estratégia multistart, já que, este tipo de problema possui muitos
minimizadores loais. As variáveis do problema são os elementos que denem o deslo-
amento D: três variáveis para denição da translação e três variáveis para denição da
rotação ao redor dos eixos das oordenadas. Seja B ⊂ IR3 a menor aixa que ontém a
proteína P . A aproximação iniial para o vetor de translação foi ξ−O onde O é o entro
de gravidade de Q e ξ é um ponto aleatório em B. Os ângulos iniiais foram sorteados
uniformemente entre 0 e 2π.
A melhor solução foi obtida na tereira tentativa, após 0.19 segundos de tempo
de CPU, inluindo impressões. A última exeução do algoritmo irrestrito realizou 21
iterações. Logo, o Algoritmo 4.1 foi exeutado três vezes, enontrando pontos rítios
nos dois primeiros asos. Na média, a distânia entre os pontos desloados de Q e os
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Figura 5.9: Enontrando padrões de uma proteína om LOVO.
pontos de P foi de 1.07 angstrons (a melhor solução enontrada é orreta do ponto de
vista da função da proteína). Na Figura 5.9(b), mostramos a sobreposição dos pontos
da melhor solução enontrada. Notamos que, mesmo quando o alinhamento é bom, seu
reonheimento não é óbvio. A Figura 5.9() mostra a mesma solução, mas, os átomos de
arbono da adeia prinipal da proteína estão onetados de aordo om sua sequênia,
mostrando om maior lareza o alinhamento obtido (o fragmento está em preto e a
proteína está em inza laro).
Conlusão
Apresentamos o problema de Otimização de Valores Ordenados (OVO), um problema
de otimização ontínua, não-difereniável e, geralmente, não-onvexa. Este problema é
uma generalização do problemaMinimax e possui muitas apliações, muitas delas ainda a
serem desobertas. Neste trabalho, enfatizamos a apliação de enontrar padrões oultos
e a otimização do VaR, espeialmente, quando as funções de perda fi são não-lineares e
as restrições são lineares.
Para resolver o problema OVO apresentamos o algoritmo Cauhy-Primal, uja im-
plementação ona na resolução de subproblemas de programação linear e que tem fun-
ionado satisfatoriamente. Introduzimos também um algoritmo do tipo quase-Newton
para problemas OVO onde o onjunto viável Ω é onvexo. Ambos possuem resultados
de onvergênia global no sentido de que todo ponto limite satisfaz uma ondição de oti-
malidade. Para o algoritmo quase-Newton provamos onvergênia loal (superlinear e
quadrátia) se algumas hipóteses adiionais são satisfeitas. O desempenho deste método
foi qualitativamente superior ao desempenho do método Cauhy-Primal. Além disso, as
hipóteses usadas para provar onvergênia loal, apesar de serem bastante restritivas,
pareem estar sendo satisfeitas, pelo menos para um exemplo em partiular.
O problema OVO também é um potenial problema de otimização global. Os algo-
ritmos loais para o OVO não são suientemente eientes para enfrentar problemas
om múltiplos pontos rítios, portanto, denições de estratégias globais são neessárias
(ver, por exemplo, [10℄). Além disso, este paree ser um desaante problema de otimiza-
ção que generaliza a otimização difereniável. Portanto, a expetativa é de realização de
muita pesquisa tanto na introdução quanto na análise de métodos para este problema.
Um ampo promissor de pesquisa é o de adaptar algoritmos lássios de otimização ao
problema OVO (ver, por exemplo, [24℄).
O problema de Otimização da Menor Soma de Valores Ordenados (LOVO) intro-
duzido neste trabalho é, em geral, não-difereniável e não-onvexo. Este problema é
uma generalização do problema lássio de quadrados mínimos. Por outro lado, este
pode ser visto omo um problema Minimin, ou seja, um aso partiular do problema
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OVO (p = 1). Olhando por este ponto de vista, introduzimos algoritmos para resolver o
LOVO om e sem restrições. Uma importante onsequênia da teoria, onrmada pelos
experimentos, é que, ao ontrário de muitos problemas não-difereniáveis (mesmo sendo
onvexos) as onsequênias de ignorar a não-difereniabilidade, ou seja, a multipliidade
dos gradientes em um determinado ponto xk, não são tão severas. Resumindo, algo-
ritmos de otimização difereniável quando apliados a este problema onvergem para
pontos rítios fraos e algoritmos espeíos onvergem para pontos rítios fortes. Isto
permite que tiremos vantagem da disponibilidade de eientes softwares de otimização
difereniável.
Apliações em reonheimento de padrões oultos e estimação robusta de parâmetros
pareem ser promissoras. O LOVO se mostra uma ferramenta muito interessante para
ataar estes tipos de problemas que, por sua vez, são muito importantes em muitas áreas
da Ciênia e Engenharia. Indubitavelmente, na presença de apliações tenológias
espeías será neessário desenvolver algoritmos espeíos, mas, a possibilidade de
utilizar softwares gerais om resultados razoáveis é muito enorajadora.
Futuras pesquisas sobre este assunto podem inluir:
• Exploração de reformulações difereniáveis tais omo a proposta em [5℄ para o
problema OVO.
• Adaptação e desenvolvimento de estratégias de otimização global para enontrar
pontos iniiais adequados om o intuito de evitar a atratividade de minimizadores
loais-não-globais.
• Desenvolvimento de algoritmos para o problema LOVO om restrições om on-
vergênia para pontos rítios fortes.
• Extensões da estratégia LOVO para o aso em que p não é pré-xado.
• Problema de programação não-linear om restrições LOVO e OVO.
• Algoritmos de Programação Quadrátia Sequenial, Pontos Interiores e Restau-
ração para problemas LOVO om restrições não-lineares.
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