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Abstract
Interest management in distributed virtual environments (DVEs) is a
data filtering technique which is designed to reduce bandwidth con-
sumption and therefore enhances the scalability of the system. This
technique usually involves a process called “interest matching”, which
determines what data should be sent to the participants as well as
what data should be filtered. This thesis surveys the state of the art in
interest management systems and defines three major design require-
ments. Based on the requirement analysis, it can be summarised that
most of the existing interest matching approaches are developed to
solve the trade-off between runtime efficiency and filtering precision.
Although these approaches have been shown to meet their runtime
performance requirements, they have a fundamental disadvantage -
they perform interest matching at discrete time intervals. As a re-
sult, they would fail to report events between discrete time-steps. If
participants of the DVE ignore these missing events, they would most
likely perform incorrect simulations. This thesis presents a new ap-
proach called space-time interest matching, which aims to capture the
missing events between discrete time-steps. Although this approach
requires additional matching effort, a number of novel algorithms are
developed to significantly improve its runtime efficiency through the
exploitation of parallelism.
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Chapter 1
Introduction
A virtual environment, also called a virtual reality, is a computer simulated envi-
ronment that provides sensory information (e.g., sight, sound, and others) in such
a way that humans can readily visualize, explore, and interact with the virtual
entities in the environment. A distributed virtual environment (DVE) is intended
for multiple users to interact in a virtual environment in real-time even though
they are at geographically different locations. In recent years, high bandwidth
and low latency network environments have facilitated the development of large-
scale DVE applications such as Massively Multiplayer Online Games (MMOGs)
[1] which aim to support hundreds of thousands, if not millions, of participants.
Solving the real-time rendering problem is only part of the effort in building
such compelling DVEs. Today, one of the major challenges for large-scale DVE
development is to provide scalable data distribution mechanisms.
The simplest data distribution approach for DVE would be to have each host
broadcast the state of each virtual entity (e.g., position of avatar) that it main-
tains. This might include, however, data that are not of interest to some receivers.
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Consider a DVE with n virtual entities and m participants, using state broad-
casting would result in the system regularly sending O(nm) entity states to the
network. As the scale and complexity of DVE grows, this approach could consume
significant network resources.
To solve this problem and satisfy the scalability requirement of DVE, a tech-
nique called “interest management” has been introduced. The basic idea of in-
terest management is simple: all participants should only receive data that are
relevant to them. In order to meet this goal, the interest management system
filters unneeded data before delivering updates to the appropriate participant for
processing. This typically involves a process referred to as “interest matching”,
which matches the interests of data senders and receivers and hence determines
what data should be sent to the participant as well as what data should be filtered.
If the “interests” of most of the data senders and receivers are static, the
computational overhead of interest matching would be insignificant. However, in
real-time DVEs, participants’ “interests” are frequently changed. The interest
matching process should be carried out frequently which introduces significant
computational overhead. For instance, using a brute-force approach for interest
matching is an O(nm) process. This is obviously time consuming and is not
suitable for real-time DVEs for which runtime performance is important.
Over the last two decades, interest management and interest matching have
been studied extensively in many fields such as military simulations, academic and
social DVEs, and commercial applications such as MMOGs. Numerous schemes
have been proposed which sought to reduce the computational overhead and,
at the same time, to maintain the high precision of message filtering. These
algorithms have been shown to meet their runtime performance requirements;
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however, they have a fundamental disadvantage - they perform interest matching
at discrete time intervals. This might lead to missing interactions in large-scale
DVEs that contain virtual entities of greatly varying types. For example, a mili-
tary simulation may involve virtual entities such as infantry men, fighter aircrafts,
artillery shells and warships which are all different in speed and size. If an entity
moves around the virtual space at a high speed such that the distance travelled is
sufficiently large per time-step, it might move across a small entity without notice.
In other words, the events between two consecutive time-steps are ignored. Since
DVE participants rely on the interest matching process to determine what data
to receive, if missing interactions are ignored, the participants would most likely
render incorrect scenes or perform incorrect simulations. Hence, it would not be
unusual to see avatars walk through walls and bullets penetrate soldiers without
wounding them. Obviously, the illusion of presence in virtual reality would break
down seriously when this happens.
Furthermore, existing interest matching algorithms are designed for serial pro-
cessing which is supposed to be run on a single processor. As the problem size
grows, using these algorithms does not satisfy the scalability requirement of DVE
since the single processor may eventually become a bottleneck. On the other
hand, as shared-memory multiprocessors are common today, most of the commer-
cial DVE applications such as MMOGs employ dual-core or quad-core machines
as servers. If existing algorithms are deployed directly on these machines, the
performance gain would not be guaranteed.
The research described within this thesis takes a number of decisive steps to-
wards developing several interest matching algorithms which aims to efficiently
solve the “missing-event” problem, preserve filtering precision, and enhance run-
3
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time efficiency through the exploitation of parallelism.
1.1 Contributions
The main contributions of this thesis include:
1. An efficient algorithm for interest matching, which is developed based on an
existing algorithm [2]. The proposed algorithm aims to improve the space
efficiency of [2] while maintaining the same computational efficiency.
2. A space-time interest matching approach, which is able to capture the miss-
ing events between discrete time-steps. Although this approach requires
additional matching steps, an approximate solution and an efficient sorting
algorithm are developed to minimise the runtime overhead.
3. A parallel interest matching algorithm, which enhances the runtime effi-
ciency of discrete and space-time interest matching by dividing the work-
load among shared-memory multiprocessors where communication among
processors take places via shared data variables.
4. A second parallel interest matching algorithm, which is suitable to apply on
distributed-memory systems, where communication among processors take
places via message passing. Two load-balancing approaches are developed
to assist workload redistribution.
1.2 Thesis Structure
The remainder of this thesis is structured as follows:
4
1.2 Thesis Structure
• Chapter 2 presents a full review of existing work in interest management
and interest matching algorithms.
• Chapter 3 presents a novel sorting algorithm for interest matching. It begins
by reviewing basic theories of dimension reduction and temporal coherence.
It then presents the algorithm and compares it with the existing approaches.
Experimental evaluations are also presented, which demonstrate the effec-
tiveness of the proposed algorithm.
• Chapter 4 tackles the problem of missing events. It presents formal defi-
nitions, theorems, and proofs of using swept volumes for space-time inter-
est matching. An approximate solution and an efficient sorting algorithm
are introduced to minimise the runtime overhead of the matching process.
Finally, experimental evaluations are presented to demonstrate the effec-
tiveness of space-time interest matching in terms of the ability to capture
missing events.
• Chapter 5 introduces the parallel interest matching algorithm for shared-
memory multiprocessors. It begins by presenting the basic theories of spa-
tial decomposition through hashing. It then discusses how the discrete and
space-time matching algorithms can be integrated into the parallel frame-
work. Experimental evaluations are presented, followed by an analysis of
speed-up and efficiency of parallelism.
• Chapter 6 presents the second parallel algorithm, which is designed for
distributed-memory systems. It also introduces two load-balancing ap-
proaches to maximise the utilisation of the processors. Finally, experi-
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1.3 Publications
mental evaluations are presented, followed by the analysis of speed-up and
efficiency.
• Chapter 7 summarises the results and contributions of this thesis and dis-
cusses the future work.
1.3 Publications
Four conference papers have been published as a consequence of the work that
has culminated in this thesis. In addition, two manuscripts have been submit-
ted to peer-reviewed journals and are, at the time of writing, under review for
publication.
The preliminary design of the parallel interest matching for shared-memory
multiprocessors presented in Chapter 5 was first presented at the 13th IEEE/ACM
International Symposium on Distributed Simulation and Real Time Applications
(DS-RT) in October 2009 [3]. This paper has been nominated for the Best Paper
Award of the conference.
The preliminary design of the space-time interest matching algorithm pre-
sented in Chapter 4 was first presented at the 24th ACM/IEEE/SCS Workshop
on Principles of Advanced and Distributed Simulation (PADS) in May 2010 [4].
A more detailed description of the theoretical concepts of this algorithm has
been organised as a manuscript [5] and submitted for publication to the IEEE
Transactions on Parallel and Distributed Systems (TPDS).
The application of parallelism in space-time interest matching presented in
Chapter 5 was first presented at the Winter Simulation Conference (WSC) in
December 2010 [6].
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1.3 Publications
The preliminary design of the parallel interest matching for distributed-memory
systems presented in Chapter 6 was first presented at the 15th IEEE/ACM In-
ternational Symposium on Distributed Simulation and Real Time Applications
(DS-RT) in September 2011 [7]. This paper has received the Best Paper Award
of the conference.
The review of existing and historical interest management systems presented
in Chapter 2 has been organised as a manuscript [8] and submitted for publication
to the ACM Computing Surveys.
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Chapter 2
Literature Review
2.1 Distributed Virtual Environments
The development of DVE started in as early as 1970s. Various related topics,
such as data distribution, synchronisation, rendering, and network security have
been studied by the DVE research communities throughout the years. A general
overview can be found in [9] and [10], which provide comprehensive details on
all aspects of designing DVE systems. This section briefly describes two basic
aspects: resources and communication architectures, which form the basis for the
discussion of interest management schemes in the subsequent sections.
2.1.1 Resources
Scalability is perhaps the most important requirement for DVE development as
it has attracted much research interest since the beginning of this field. A DVE
system is said to be scalable if it would remain effective when there is a significant
increase in the number of resources and the number of participants. Common
8
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DVE resources include network bandwidth and processing power which, as dis-
cussed in Singhal and Zyda’s book [9], are also the two most significant bottle-
necks in a DVE. Therefore, minimising the demands on these resources is essential
to achieve improved scalability and performance.
To describe the relationship between different resources, Singhal and Zyda [9]
defined a resource equation as follows:
Resources ≈M ×H ×B × T × P
where
• M = number of messages transmitted in the DVE
• H = average number of destination hosts for each message
• B = average amount of network bandwidth required for a message to each
destination
• T = timeliness with which the network must deliver packets to each desti-
nation
• P = number of processor cycles required to receive and process each message
Based on this equation, they presented various approaches to managing re-
sources in DVEs, such as the interest management technique. They asserted that
interest management effectively reduces H but at the cost of increasing M, P,
and T. This introduces a second problem: if the filtering process consumes too
much resources, it would be impractical to apply on real-time systems. Therefore,
minimising the use of resources, such as processor cycles, is one of the primary
9
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design requirements for a practical interest management scheme. Section 2.2.1
gives a detailed discussion of these design requirements.
2.1.2 Communication Architectures
Communication architecture is an important component of a DVE since it con-
trols how data is distributed and how participants are synchronised. Numerous
architectures have been proposed throughout the years. The following are the
three most typical models.
(a) Client-Server (b) Multiple-Server (c) Peer-to-Peer
Figure 2.1: Communication Architectures
2.1.2.1 Client-Server
Most of the commercial applications such as MMOGs adopt the client-server
architecture. In this model, a single master server plays the most important role
in the system. Each client is connected to the server and can only communicate
to other clients via the server. The server is responsible to collect participant’s
actions from the clients, perform simulations, compute entity states, and send
updates to the clients. If interest management is applied, all filtering processes
would be carried out at the server since it has full knowledge of entity states.
Figure 2.1(a) illustrates the client-server architecture. Obviously, this is the least
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scalable model among the three since the master server may eventually become a
bottleneck. Moreover, the server is a potential single point of failure - if it fails,
the entire DVE would become unavailable to the participants.
2.1.2.2 Multiple-Server
Figure 2.1(b) illustrates the multiple-server architecture. This model involves
multiple servers, with each server serving a number of clients. A common practice
is to partition the virtual world into several space subdivisions and assign one or
a few subdivision(s) to each server. Hence, the workload of simulations and state
updates can be shared among the server cluster. Participants that are frequently
communicating with each other are supposed to connect to the same server. If a
partitioning approach is used, the participants connecting to a particular server
usually have avatars residing in the subdivision(s) that are controlled by the
server. This model is more scalable than the client-server architecture. It is
also desirable for DVE designers to apply the zone-based interest management
schemes, which are reviewed in Section 2.3.
2.1.2.3 Peer-to-Peer
Figure 2.1(c) illustrates the Peer-to-Peer (P2P) architecture. In this model, there
is no central repository of entity states. Instead each peer (client) maintains its
own copy of the entity state based on its own simulation results and update
messages from all other peers. The virtual world is usually partitioned into a
number of space subdivisions which are controlled by peers. This is similar to
the multiple-server architecture with the exception that servers are also clients.
The P2P architecture is more fault tolerant than the two server-based models,
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since the failure of some peers may not render the whole system unavailable to
the participants. However, putting all the data and simulations on geographically
distributed clients increases the difficulty of maintaining the DVE and makes the
system more vulnerable to attacks, cheats, and information exposure.
Examples of running a DVE on P2P can be found in Singhal and Zyda’s book
and [11]. In recent years, building DVE on a structured P2P network based on
distributed hash table (DHT) has become increasingly common. Representative
examples can be found in [12] and Colyseus [13].
2.2 Overview of Interest Management
Although there is no clear consensus on the origin of the interest management
technique, developers have long been aware that limiting interaction and commu-
nication between participants is essential for scaling up the DVE system. In fact,
this idea existed even in one of the earliest DVEs in history - Multiuser Dungeon
(MUD) [14], which was created in 1978 and is regarded by many others as the
origin of today’s MMOGs. To enhance scalability, MUD partitions the virtual
world into “rooms” and restricts the participants to see only those virtual entities
that are in the same room. This approach was later classified as an example of
the zone-based schemes, which are reviewed in Section 2.3.
Much of the work in large-scale DVE for military simulations began with the
Simulator Networking (SIMNET) project [15] in 1980s. To enhance scalability,
SIMNET addresses the O(nm) state broadcasting problem by embedding a soft-
ware component called “dead-reckoning”, which employs extrapolation models to
reduce the frequency of position update of the virtual entities. This technique,
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however, induces a trade-off between scalability and data consistency. The suc-
cessor of SIMNET, Distributed Interactive Simulation (DIS) [16], inherits many
of SIMNET’s features including the dead reckoning models. In addition, it de-
fines a more generic protocol for data communication - the protocol data units
(PDUs). The entity state PDU (ESPDU) is the most common type of PDU
that describes the format of an entity state, which includes fields such as entity
type, position, and velocity. Although DIS itself does not provide a systematic
approach for interest management, the ESPDU forms a basis for the design of
message filtering mechanisms of the future DIS-based systems, such as [17] and
[18].
In the literature, the first academic paper describing the use of message fil-
tering in DVE simulation that we can find is [19]. This paper presents a filtering
scheme that is based on the circular visibility of simulated vehicles. It asserts
that the filtering process can be carried out either at the receiver’s or the sender’s
network gateway. A more generalised version of this approach, the aura-based
schemes, were later used in some early DVE systems such as Distributed Inter-
active Virtual Environment (DIVE) [20] and Model, Architecture, and System
for Spatial Interaction in Virtual Environments (MASSIVE) [21]. This class of
schemes are reviewed in Section 2.4.
The development of High-Level Architecture (HLA) [22, 23] was another ma-
jor milestone in the evolution of DVE technology and has attracted a vast amount
of research work in interest management. HLA provides a generic framework
for data filtering, which includes two filtering mechanisms: value-based filtering
through data distribution management (DDM) services and class-based filtering
through declaration management services. The DDM services were designed to
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be flexible, as they can be employed for zone-based and/or aura-based schemes.
Over the years, a vast amount of DDM implementations have been proposed,
which are reviewed in the subsequent sections.
Although early efforts in DVE were pioneered by the defence and the academic
research communities, large-scale commercial applications, such as MMOGs, have
tended to be dominated since the late 1990s. Popular MMOGs like EverQuest
[24], Final Fantasy XI [25], and World of Warcraft [26], all use zone-based interest
management to reduce bandwidth consumption. Recently, Guild Wars [27] and
Second Life [28] employed interest management schemes for content streaming,
which distributes not only the dynamic entity states to the relevant clients, but
also the static data such as geometry models, scenes, audio files, textures, and
animations. This starts a new trend of creating very large-scale, fully dynamic
DVEs. The approaches of content streaming are reviewed in Section 2.7.
2.2.1 Requirements of Interest Management
There are primarily three design requirements of interest management:
2.2.1.1 Filtering Precision
As the scale of DVE grows in terms of participants and virtual entities, using
state broadcasting could consume significant network resources such as band-
width. Therefore, interest management schemes should provide precise filtering
mechanisms, which ensure the participants receive the minimal set of data that
are relevant to them, in order to reduce bandwidth consumption. This is in fact
the primary goal of interest management.
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Apart from the network resources issue, filtering precision is also important
for controlling information exposure, especially in commercial applications. For
example, in a certain MMOG, a player is not supposed to know the hit point
(HP) value of other characters even though he can see them in the virtual envi-
ronment. If the interest management system is not carefully designed, all states
of nearby characters, including their HP value and position, would be sent to the
player’s client computer. Although the official game client does not show the HP
values on the screen, the player may still use third-party programs to access such
information and thus gaining an unfair advantage.
2.2.1.2 Runtime Efficiency
As described in Chapter 1, interest management systems have to match the “inter-
ests” between data senders and receivers and hence determine what data should
be sent to the participants. If the “interests” of most of the data senders and
receivers are static, the computational overhead of interest matching would be
insignificant. However, in real-time DVEs participants “interests” are frequently
changed. The interest matching process should be carried out frequently which
introduces significant computational overhead. If the cost of matching is too high,
it would be unsuitable for real-time applications such as MMOGs for which run-
time performance is important. Therefore, interest management schemes should
provide a way to efficiently minimise the computational overhead of the matching
process.
Complex filtering mechanisms may provide good filtering precision, however,
their matching process usually introduces more computational overhead. This
creates a “trade-off” between runtime efficiency and filtering precision. Over
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the years, a number of efficient interest matching algorithms have been proposed
which sought to solve this trade-off. Section 2.8 gives a detailed review of these
algorithms.
2.2.1.3 Event-Capturing Ability
Since DVE participants rely on the interest matching process to determine what
events (i.e., messages) to receive, if the process fails to report some of the events,
the participants would most likely render incorrect scenes or perform incorrect
simulations. Therefore the interest management schemes should have the ability
to capture and report most of the events generated by the DVE.
As simulation in most of the DVEs is based on discrete time-steps, the “miss-
ing events” usually occur between two discrete interest matching processes. Sec-
tion 2.8.1 gives a detailed description on the nature of this problem and discusses
the existing solutions.
2.3 Zone-based Schemes
The zone-based filtering schemes1 limit the participants’ interactions and com-
munications within a small number of space subdivisions, or zones. They usually
partition the virtual world into a number of zones; each zone contains a number
of entities. Participants in the DVE are connected to these zones in order to
receive events and updates that are generated from them.
The zone-based schemes can be classified into the following two categories.
1Various other terminologies have been used in the literature, most noticeably “cell-based”,
“grid-based”, and “region-based”. For consistency, we refer all of them as the “zone-based”
schemes throughout the rest of this thesis.
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2.3.1 Disjoint Zones
The disjoint zone-based approach is the most widely used interest management
approach for MMOGs. The most important feature of this approach is that each
participant is restricted to one zone at a time. Therefore he is only allowed to
interact with the entities or other participants within his zone of residence, which
greatly reduces the update messages he receives and generates. In addition, this
partitioning approach allows the size and shape of the zones to be freely chosen
by DVE developers, which are usually application dependent. Each zone has a
number of exit points that allow the participants to change their zone of residence.
When a participant’s avatar moves into an exit point, he would be disconnected
from the old zone and transported to the corresponding exit point of a new zone.
Since this is a static one-to-one mapping process, no interest matching is required.
The primary advantage of using disjoint zones is its simplicity of implementa-
tion as the DVE system does not need to perform interest matching at runtime.
However, this approach has a very poor filtering precision. Once a participant is
connected to a zone, he must receive all events and updates from that zone; this
might include a lot of irrelevant messages that are not of interest to him. In addi-
tion, this approach also has poor migration transparency. When the participant
changes his zone of residence, he would be halted for a few seconds and would see
a “loading screen”. This seriously breaks down the illusion of presence of virtual
reality.
As discussed in the previous section, MUD is the first multiplayer online game
to adopt disjoint zones (which are called “rooms” in the game). Participants
access the game database from inside the rooms, seeing only those entities that
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are in the same room and moving between rooms via the “exits” that connect
them [29]. Until today, many of the most subscribed MMOGs such as Everquest
[24] and Final Fantasy XI [25] still use the same idea to partition the virtual
world, in order to limit the data communication between the participants and
entities.
In academia, the MASSIVE system [21] is one of the earliest DVE systems
that adopts this partitioning approach. The MASSIVE universe is structured as a
set of disjoint zones called “worlds”. Each world defines an infinitely large virtual
space which may be inhabited by many concurrent participants. The worlds are
connected by portals, which allow participants to jump from one world to another.
Another example can be found in [12], which uses a structured P2P infrastruc-
ture for MMOG. It divides the game world into disjoint zones (termed “region”
in the paper). Each player in the game can be a member of only one zone at a
time, receiving all updates which occur within the zone. Each zone is hashed (by
unique, globally known, game-assigned handles) into a Pastry overlay [30]. The
node in the overlay to whom a zone is assigned becomes that zone’s coordinator,
synchronising all updates to shared objects in the zone. It also becomes respon-
sible for dissemination of updates to members of the zone using a Pastry-based
application level multicast infrastructure called Scribe.
2.3.1.1 Instancing
In recent years, a number of popular MMOGs such as World of Warcraft [26],
Guild Wars [27], and Final Fantasy XIV [31] adopt the use of instance zones,
which are special areas, typically dungeons, that generate a new copy of the
location for certain amount of participants that enter the area. This technique
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is called instancing, which can be categorised as a kind of disjoint zone-based
approach.
The advantage of using instancing is similar to the original disjoint zones.
Having participants in instances tends to spread out the population, instead of
concentrating them, which limits the the number of potential interactions between
participants and virtual entities. Since the participants in the instance do not
need to receive updates that are generated outside the instance, and vice versa
for the participants outside the instance, there is an overall reduction in network
communications.
The disadvantage of this technique is also similar to the original disjoint zones,
when participants enter or leave a zone instance, they would inevitably suffer from
the “loading screen” problem.
2.3.2 Seamless Zones
Apart from disjoint zones, some DVEs such as NPSNET [32, 33] allow partici-
pants to specify an area of interest (AOI), in order to subscribe to multiple zones.
A typical AOI consists of a radius of zones where the participant is joining new
zones at the leading edge and leaving old zones at the trailing edge as his avatars
moves around the virtual world. In Section 2.3.2.1, different types of AOIs are
discussed in more detail.
The primary advantage of using seamless zones over disjoint zones is that they
provide a “seamless” view of the virtual world. In other words, this approach
has a better migration transparency - the participant would not see a “loading
screen” when he joins a new zone. Interest matching, however, is required for this
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approach. Whenever the AOI moves, the system needs to determine which zone(s)
it overlaps. If the number of zones is constant, the computational complexity of
the matching process would be O(m) where m is the number of AOIs.
Many systems that are compliant to HLA DDM [22] adopt this type of
schemes. The DDM provides a flexible mechanism for publishing, and subscribing
to the interest of participant through multidimensional routing space. The basic
structure of the routing space is defined as follows:
• Routing space: A routing space is a collection of dimensions.
• Dimension: Dimensions are used to define regions.
• Extent : An extent is a bounded range defined along each dimension of a
routing space.
• Region: Each region is defined in terms of a set of extents.
An object is said to be of interest to a federate (i.e., an individual simulation)
if and only if at least one update region associated with the object overlaps
with at lease one subscription region specified by the federate. A typical DDM
implementation for the seamless zone-based approach is to define the AOI as
subscription regions and the zones as static update regions, and carry out overlap
tests between the subscription and update regions during the matching process.
[34] provides an example of such an implementation.
Unlike disjoint zones, dividing the virtual world into seamless zones requires
a proper partition approach. Although most of the virtual worlds are three-
dimensional, partition shapes are usually two-dimensional, and can be classified
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into two main categories: uniform and non-uniform shapes. These partition
shapes are discussed in Section 2.3.2.2 and Section 2.3.2.3.
2.3.2.1 AOI Types
NPSNET adopts the circular AOI, which is the most common type of AOI used
for seamless zone-based approaches. Typically, the centre of the circular AOI is
determined by the coordinates of the avatar’s position. If the distance between
the centre and a zone is smaller than the radius of the AOI, the participant who
controls the avatar subscribes to the updates of the zone. For systems that are
compliant to HLA DDM, rectangular AOIs (and zones) are often in use since
regions in DDM are all axis-aligned. Rak and Van Hook have published an
experimental comparison between circular and square AOI in [35]. Based on the
results, they argued that smaller zones more closely approximate the circular
AOI, resulting in improved filtering precision.
Other AOI shapes such as field of view (FOV) are discussed in [36]. A FOV is
more refined than a circular AOI that it only subscribes to what the participant
can actually see (i.e., entities in front). The area within the FOV are defined
as a circular sector, which provides higher filtering precision than the traditional
circular AOI. However, this approach has a disadvantage that when the avatar
turns 180o, a “lag” effect might occur to the participant’s screen. Since all the
things he can see now were outside his FOV at the previous moment, a large
amount of entity states would suddenly be subscribed by his AOI. As a result,
the DVE might not have enough time to deliver all needed data to the participant
due to latency and bandwidth limitation. This “lag” effect would become more
serious if the participant keeps turning his avatar around very quickly.
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Bezerra et al. [36] also proposed the A3 AOI, which is a combination of circular
AOI and FOV. The A3 AOI consists of a small circular AOI which subscribes to
events within a close area around the avatar, and a large FOV which subscribes
to the events that the avatar can actually see. If the avatar is turned 180o quasi-
instantly, the only entities would be affected negatively due to abrupt turning are
the more distant ones. Therefore, the “lag” effect on screen would only happen
to those distant entities. The authors argued that this is acceptable for most
games.
Figure 2.2 illustrates the four kinds of AOIs that are described in this section.
Experimental comparisons of circular, FOV, and A3 AOIs can be found in Bezerra
et al.’s paper [36].
(a) Circular AOI (b) Rectangular AOI (c) FOV (180o) (d) A3
Figure 2.2: AOI shapes for seamless zone-based interest management
2.3.2.2 Uniform Partitioning
Schemes adopt uniform partitioning divide the virtual world into zones that are
static, regular, have a uniform orientation, and have uniform adjacency. The most
common shapes adopted by the existing approaches are rectangles, hexagons, and
triangles, which are illustrated in Figure 2.3. For different DVEs, the reasons for
adopting one of these shapes are varied, and are usually application dependent.
22
2.3 Zone-based Schemes
(a) Rectangular Zones (b) Hexagonal Zones (c) Triangular Zones
Figure 2.3: Uniform partition shapes for seamless zone-based interest manage-
ment
In an early paper [37], Van Hook et al. introduced the concepts of using
square zones (which is termed grid-based filtering in the paper). In this approach,
multicast addresses are associated with zones defined by a square system overlaid
on the terrain. State updates are transmitted to the multicast address of the zone
in which an entity is located. Updates may be received from an area by joining
the multicast groups for the zones that are in the area. Relevant data is selected
indirectly by joining groups for the square zones that fall within an AOI. In a
later paper [35], Rak and Van Hook published a detailed experimental evaluation
of this approach, focusing on variables such as the size of zones, zone alignment,
multicast group join rates, and AOI shapes.
Simth et al. proposed a multicast implementation for Modular Semi-Automated
Forces (ModSAF) [38], which is a set of DIS-compliant software modules and ap-
plications used to construct advanced distributed simulation and computer gen-
erated forces applications. This approach creates seamless zones at two update
resolutions. A given ESPDU is updated through either the high-fidelity zone ad-
dress or the low-fidelity zone address, depending on the amount of elapsed time
since the last ESPDU was transmitted. All other types of PDUs are updated
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through the low-fidelity address. Depending on the application, a simulator can
subscribe to either or both of high- and low-fidelity information. Smith et al.
[38] argued that this approach is especially suitable for wide area viewers (AOIs),
such as a long-range radar. Since a wide area AOI may be able to subscribe to
all zones, if additional filtering is ignored, it could cause a flood of traffic due to
its promiscuous subscriptions. However, by only subscribing to the low-fidelity
version of traffic, as Smith et al. proposed, the wide area AOI receives a greatly
reduced set of data.
Srinivasan et al. [17] presents an approach which defines static multicast
groups that are overlaid on square zones. Regular and irregular overlays are
discussed in the paper, which are illustrated in Figure 2.4. Srinivasan et al.
asserted that using regular overlays might be wasteful when the groups are being
allocated to areas where little or no activity will take place. On the other hand,
the irregular overlays can be arbitrarily shaped groups of adjacent square zones,
which allow the developers to define multicast groups according to the terrain
information. For example if an impassable mountain separates two groups of
entities, the two sides of mountain can be assigned separate multicast groups.
Moreover, if a large area have little activity, it can be assigned a single multicast
group.
One drawback of this approach, as discussed in the paper, is that using irreg-
ular overlays may require relatively more computation overhead. This is due to
that fact that there is no trivial solution for the overlap test between the circular
AOI and the multicast groups of arbitrary shape. This problem can be solved by
partitioning the virtual world with hierarchy data structures, which offer similar
advantages as the irregular multicast groups with efficient matching algorithms
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(a) Regular Overlays (b) Irregular Overlays
Figure 2.4: Multicast Group Overlays
(traversal algorithms). We describe these algorithms in more detail in Section
2.3.2.3.
In [39], Liu et al. proposed a tracking-needless grouping approach for uniform
square zones. This approach assumes that a zone can actually “see” other zones
through a circular vision domain. Zones that are overlapped with the vision do-
main form a visible set, which is precomputed before simulation begins. Similarly,
each zone also has an influence domain (and a precomputed influence set) that
indicates the area that the zone can influence. During runtime, each participant
only subscribes to the visible set of his avatar’s residing zone and the avatar’s
state update is sent to all members of corresponding group in the influence set.
With this concept, the system does not have to frequently find out what zones
are overlapped with the AOIs as the entities move around the virtual world. As a
result, the computational overhead of the interest matching process can be saved.
However, one assumption of this approach is that all AOIs are the same size as
the vision domains. This would be inflexible and might generate many irrelevant
update messages. Figure 2.5 illustrates this approach in two-dimensional space.
Zhai et al. proposed a slightly different approach called adaptive grouping
scheme [40]. Unlike tracking-needless grouping, this scheme divides the visible
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Figure 2.5: Tracking-needless Grouping
set of a zone into several subsets called “subscription sets”. The zones in the
subscription set are visible to participants whose AOI radius is within the range
when their avatar resides in any position of the zone. Zhai et al. argued that this
approach can reduce the irrelevant messages by lessening the visible zones of the
participants.
The developers of NPSNET prefer hexagonal zones over square [33]. Macedo-
nia et al. explained that since the AOI is typically defined by a radius, if squares
were used, it would either need to include more area than was necessary (and
thus include more entities in the AOI) or use smaller zones (which requires more
multicast groups) and compute which zones the AOI should be associated with.
On the other hand, using hexagons can more closely approximate a round shape
AOI. When the AOI moves through the virtual, it uniformly joins and leaves
the same number of hexagon zones, which would increase the filtering precision.
However, Prasetya and Wu pointed out in [41] that the interest matching process
with hexagons is more complicated than squares, since the overlap test between
AOI and hexagons usually involves point-to-line distance formula.
In MOPAR [42], a seamless zone-based scheme for MMOG is proposed, which
combines a DHT overlay and direct P2P connections. Three types of nodes
(peers) are introduced in this approach: master nodes, slave nodes, and home
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nodes. The scheme divides the virtual world into hexagonal zones. Each zone
has a corresponding home node via the DHT mapping. Master nodes and slave
nodes have a position in the same zone. Each zone has at most one master
node, but can have multiple slave nodes. The home nodes are virtual nodes,
which means they are not necessarily positioned in the same zone as master or
slave nodes. The master node registers itself to the home node of the zone. The
connections between the master nodes act as the backbone for distributing data
to the neighbours. Slave nodes in each zone receive the neighbourhood update
from the master nodes. If there is no joining or leaving node, the correspondence
between a zone and its home node is bounded, however, master and slave nodes
can change their belonging zones while they are moving in the virtual world. The
author argued that this approach can minimise the use of the DHT, which has
overhead for the O(log n) hops from the source node to the destination node,
where n is the number of nodes. In addition, they proposed a neighbourhood
dissemination algorithm which can further minimise the overhead of message
dissemination.
In [43], Lu et al. proposed a variation of the hexagonal partitioning which
employs a hierarchy structure to organise the zones. The authors argued that this
would enhance the scalability and managing efficiency of interest management.
Moreover, this work addresses the problem of an avatar frequently bouncing in
and out at the border of two zones by introducing buffer borderlines.
Prasetya and Wu proposed a Brickwork with Internal Partition (BIP) ap-
proach [41], which is designed specifically for mobile gaming. BIP begins with
brickworks pattern as illustrated in Figure 2.6(a). The authors argued that this
can reduce the number of neighbour zones of the original rectangular partition-
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ing approach (see Figure 2.3(a)) and thus achieve the same result of hexagonal
partitioning (see Figure 2.3(b)). Each single zone in BIP contains internal par-
titions which divide the cell into 9 rectangles (see Figure 2.6(b)). Similar to a
typical seamless zone-based approach, participants receive state updates of the
whole zone as their avatar moves around the virtual world. However, when the
avatar is going to change zones, the owner participant would not receive the
whole information of possible future zones. Instead, it will receive only part of it
as it is crossed by the participant’s AOI (Figure 2.6(c)). In this way, bandwidth
consumption would be lower because there are less data to transfer during zone
crossing.
(a) Brickworks Pattern (b) Internal Par-
titions
(c) Zone Crossing
Figure 2.6: Brickwork with Internal Partition (BIP)
Prasetya and Wu also defined a metric for performance analysis specifically
for virtual world partitioning. They presented detailed experimental compar-
isons between BIP and other typical partition shapes such as uniform triangles,
rectangles, and hexagons.
2.3.2.3 Nonuniform Partitioning
Apart from partitioning the virtual world by some regular pattern, a number
of schemes create zones with different shape, size, and even relative orientation.
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Individual zones can be chosen freely and may be modified dynamically during
runtime based on whatever is most convenient from the perspective of designing
the individual zones themselves. These approaches often employ a hierarchy data
structure for world partitioning.
In [44], Broll argued that the uniform partitioning model of NPSNET does not
apply well to general purpose virtual environments, where objects are complex
and self-contained. Broll instead proposed a hierarchy structure, which supports
zones with arbitrary shapes and individual boundaries. Depending on the “cam-
era view” of the participant’s avatar, connections are established between the
participant and all visible zones. This provides a seamless view of the virtual
world. However, Broll’s approach does not allow virtual entities other than the
avatars to travel between different zones. This is somewhat similar to the re-
striction of the disjoint zones. Another problem of this approach is that, since
it supports zones with arbitrary shapes, interest matching between the camera
view (or AOI) and the zones is not straightforward and may be computationally
intensive. This problem, however, is not discussed in Broll’s paper.
The Spline platform [45, 46] decomposes the virtual world into various space
subdivisions called “locales”, which may have an arbitrary shape and may be
linked together by arbitrary transformations. Each virtual entity resides in ex-
actly one locale, where the participant’s interactions are limited to the current
locale and its immediate neighbours. Spline employs a binary space partitioning
tree (BSP tree) to describes the boundary of a partition.
The basic concepts of BSP tree are presented in [47]. While constructing a
BSP tree, the system recursively uses a partition plane to split the virtual space
into two subdivisions. Each node of the BSP tree represents a partition in virtual
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space. Each child represents one subdivision of its parent. At the bottom of the
hierarchy are the smallest size subdivisions called “leaf nodes”. Choosing proper
partition planes is important for BSP tree construction. It is always desirable to
partition the virtual space into two subdivisions that contain the same number of
virtual entities, in order to keep the tree balanced. A balanced BSP tree allows us
to process a query of interest matching in O(log n) time, where n is the number of
entities in the virtual space. The query algorithm starts by comparing the AOI
with the root node, in order to determine which child(ren) the AOI lie on. It
then visits recursively the corresponding child(ren), when it reaches a leaf node,
it checks each of the associated entities for intersection with the AOI in question.
For m AOIs, the computational complexity of the matching process is O(m log
n). However, if the tree is unbalanced, in the worst case, each query could be
processed in O(n) time. Therefore the whole matching process would become
O(nm).
If there is only one participant moving in a static environment, the inter-
est matching process would be very fast. However, a problem with hierarchy is
updating it for multiple moving entities, since it changes the structure of the hi-
erarchy. This update process would become time consuming when the number of
moving entities is large. In the worse case, this may lead to a total reconstruction
of the BSP tree, which takes O(n log n) time.
In [48], Steed and Abou-Haidar presented four partition schemes for interest
management, including: quadtree, k-dimensional tree (k-d tree), constrained k-d
tree, and region growing. Both BSP tree and k-d tree share similar properties,
except the partition planes of the latter must be axis-aligned. In other words, after
the partition process, all edges of the space subdivisions in the k-d tree would be
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parallel or perpendicular to the coordinate axes. Although this is less flexible and
may be harder to keep the tree balanced than the BSP tree approach, the query
processes can be faster, since comparing an AOI with axis-aligned rectangles are
simpler than unregulated shapes.
Another feature of Steed and Abou-Haidar’s approach that differs from Spline
is that the partition process is only performed when the density (i.e., number of
entities per node) of a leaf node is greater than a certain threshold. The choice
of threshold is in fact a trade-off and is application dependent. Choosing a large
threshold can reduce the height of the k-d tree and make the tree more balanced.
As a result, the runtime efficiency of tree construction and matching query would
be increased. However, in doing so a leaf node may contain more entities, which
may reduce the filtering precision.
Steed and Abou-Haidar also pointed out that, in a k-d tree, very thin parti-
tions are potentially problematic since the entities may frequently move between
partitions. They instead proposed a constrained k-d tree, which specifies that no
partition will have one edge longer than a given multiple of the other edge. This
is implemented in the recursion by constraining the axis of the partition plane
and also the positioning of that plane.
The region growing approach constructs the virtual world from bottom-up,
which is based on a standard image processing algorithm for image partitioning.
It starts from a seed point and adds adjacent points until a threshold is reached.
Once the threshold is reached, a new seed point is chosen. The choice of partitions
is according to the actual structure of the virtual world, which is of irregular
pattern and arbitrary shape.
Typical k-d tree partition scheme can also be found in [49], which supports
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FOV type AOI and places the space partitions on a P2P overlay. Zones with
too many entities inside can be split and one part can be sent to another server.
Rieche et al. [49] proposed five different splitting algorithms for the k-d tree:
• SplitCenter splits areas along the centre horizontally or vertically in ex-
change (i.e., if area A was split into areas B and B‘ horizontally, then area
B will be split into C and C‘ vertically)
• MaxDistToBorders splits along the centre. This algorithm decides whether
to split horizontally or vertically by maximising the average distance of the
entities to the newly created border. The idea behind this is to minimise
internal traffic (i.e., messages exchanged between servers) as looking and
walking over borders always creates overhead
• IntelliDistance splits along the centre and decides whether to split horizon-
tally or vertically, so that as few entities as possible can see the other side
of the new border
• EqualNumbers splits along the centre and decides whether to split horizon-
tally or vertically in a way that makes the number of entities in the new
zone is as equal as possible. The expectation is that this algorithm will
perform better than SplitCenter in terms of load-balancing
• VarAreas splits horizontally or vertically as SplitCenter does. However it
places the border not along the centre but at the centroid of the entities.
As with EqualNumbers the expected result is better load-balancing
In addition to splitting, adjacent zones with low numbers of entities can be
merged for a lower number of internal messages. The experimental results pre-
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sented in the paper show that the VarAreas algorithm can effectively minimise
internal traffic, where IntelliDistance performs best on balancing the load (i.e.,
number of entities) between servers.
In [50], Van Hook et al. proposed a clustering approach that employs quadtrees
to reduce the computational cost of the interest matching process. A quadtree
is used to partition two-dimensional space by recursively subdividing it into four
equal-size, axis-aligned subdivisions. Since the partition planes are fixed, parti-
tioning by quadtree is less flexible than the BSP tree and k-d tree. In Van Hook
et al.’s approach, a maximum depth of partitioning is used to limit the height of
the tree. This type of control is stricter than Steed and Abou-Haidar’s threshold
approach [48]; the processing time of tree construction and matching query would
be bounded by a constant, even if the tree is unbalanced.
In [51], a partition approach based on N-tree (N-tree is the generalisation of
quadtree) is proposed. Its underlying partition mechanism is similar to Van Hook
et al.’s approach. In addition, a predictive method is employed to calculate the
level of awareness between entities, in order to reduce the frequency of update
messages.
(a) Uniform Squares (b) Quadtree (c) k-d Tree (d) BSP Tree
Figure 2.7: Partition Patterns
Figure 2.7 illustrates the partition pattern of uniform square (US), quadtree
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(QT ), k-d tree (KT ), and BSP tree (BT ). In general, their relationships can be
expressed as:
US ⊆ QT ⊆KT ⊆ BT
Although hierarchy structures are common, they are not the only variable
partitioning approaches presented in the literature. In Voronoi-based Overlay
Network (VON) [52], a Voronoi diagram (see Figure 2.8) is used to defined the
virtual world and solve the data distribution problem. Given a number of points,
or “sites”, in a two-dimensional world, a Voronoi diagram partitions the world
into the same number of zones (Voronoi regions), such that each Voronoi region
contains all the points closer to the region’s site than to any other site. For a given
participant, a “AOI neighbour” is defined as the Voronoi region whose position
are within the participant’s AOI. Each Voronoi region is enclosed by a set of
other Voronoi regions, known as its “enclosing neighbours”, a participant’s AOI
may also partially overlap with some set of Voronoi regions, this set is termed
its “boundary neighbours”. This Voronoi diagram is continually recomputed by
each avatar.
When an avatar moves, the update is broadcast to all connected neighbours.
In addition to rendering the update to the participant, each enclosing neighbour
will perform checks to determine if the move requires adding new boundary neigh-
bours (of which it may not currently be aware). In this manner no individual
participant need ever be aware of the entire diagram but only that covered by
his boundary and enclosing neighbours. This scheme is an elegant way of local-
ising update traffic between participants in line with the geometric relationships
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Figure 2.8: Voronoi Diagram
between avatars. However, it does come at the significant overhead of continual
re-computation of the Voronoi diagram itself, an operation requiring O(m log m)
time, for m neighbours in the boundary set. Once again in this approach we
can see that the basic trade-off encountered in interest management repeated:
filtering precision vs. runtime efficiency.
In [53], Buyukkaya and Abdallah presented another Voronoi diagram approach
that is similar to VON. In addition to the partitioning scheme, this work focused
more on the discovery and interaction of both static and dynamic entities, making
it a more practical solution for data distribution.
2.3.3 Granularity
Choosing a proper granularity is one of the major considerations for all zone-based
schemes. For a static partitioning of the virtual world, a significant trade-off
must be made. If the zones are large, each zone would contain a large number of
virtual entities and thus the participants might receive a large amount of irrelevant
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data. On the other hand, if the zones are small, the number of zones as well as
the number of multicast groups would become large, and therefore the entity
movement between zones would be more frequent. This increases the chance of
subscribing to and unsubscribing from multicast groups as the participants move
around the virtual world, resulting in an increase in management overheads.
The hierarchical structures reviewed in Section 2.3.2.3 also suffer from the
same problem but in a different form - a trade off must be made when choosing
a proper granularity of the leaf nodes or a proper height of the hierarchy. Van
Hook et al. [50] and Steed and Abou-Haidar [48] tried to maintain a balanced
hierarchy by setting a maximum height or a population threshold. These are
practical solutions, however, one should also consider the characteristic of the
application, and the processing power and communication speed of the entire
DVE system when choosing the optimal granularity.
A study presented in [34] argued that in a system with fast CPUs and slow
communication network, the optimal zone size would be rather small. On the
other hand, in a DVE with slower CPUs and faster communication the optimal
zone size would be rather large. Moreover, in [54] the authors suggested that
adaptive reassignment of zones during runtime may be the best way to achieve
and maintain an optimal use of resources. Detailed experimental evaluations on
the optimal granularity of certain types of seamless zone-based schemes can be
found in [35] and [55].
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The aura-based approach is another large class of interest management approaches.
It was originally proposed by Bassiouni et al. [19] (see Section 2.2) and was later
used in the DIVE system [56, 20]. The basic idea of this approach is to use
auras to represent the interests of each entity or participant. An aura can be
defined as a spatial scope which is similar to the AOI described in the previous
section. When two auras overlap, a connection between the two owners of the
auras is established and messages are exchanged through the connection. This
approach provides a much more precise data filtering mechanism than the zone-
based approaches; however, since the system needs to periodically test the overlap
status of the auras, more computational effort is required for interest matching.
The computational complexity of the matching process is O(nm) by brute-force,
where n is the number of entities and m is the number of participants. A de-
tailed experimental comparison between a seamless zone-based scheme and an
aura-based scheme can be found in [57], which focuses on evaluating the cost of
leaving/joining multicast groups as well as the filtering precision.
The MASSIVE system [21] adopts an alternative version of the aura-based
approach called “focus and nimbus” [58]. The “focus” represents the allocation
of attention of the participant (or his avatar), while the “nimbus” represents the
observed entity’s manifestation or observability. A participant (or his avatar) is
aware of an entity if and only if his focus overlaps its nimbus. During runtime,
focus and nimbus are attached to the entity or the avatar’s current position
and therefore moves dynamically. The system needs to perform overlap tests
frequently to keep track of their overlap status. In addition, MASSIVE also takes
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into account the level of awareness. The more an entity’s nimbus is within a
participant’s focus the higher the level of awareness of him to it. The system
hence is able to calculate the awareness value of information such as graphics and
audio, which is used as the basis for managing the interaction between the entity
and the avatar.
(a) Pure Auras (b) Focus-Nimbus (c) HLA DDM
Figure 2.9: Aura-based schemes
Much of the existing work in aura-based interest management has focused on
developing robust interest matching algorithms. These algorithms are reviewed
in Section 2.8.
2.5 Class-based schemes
Zone-based and aura-based schemes do not consider filtering aspects other than
spatial information. For example, in military simulations, a radar can detect all
nearby aircraft except stealth fighters. Therefore, the position of the class of
38
2.5 Class-based schemes
stealth fighters should not be sent to the radar. Normally, the previous three
types of schemes do not support this kind of filtering. One exception is the
third-party objects [59] introduced in MASSIVE-2. These objects are created on
the basis of spatial information, but can also be used for other aspects such as
attribute of entities.
A filtering approach based on message type can be found in e-Agora [60, 61],
which is a testbed DVE system aimed at social interaction and culture content
dissemination. In this system, participants can see each other by the help of
avatars and communicate by chat and gestures. An approach that applies “do-
mains” on top of an aura-based scheme is used. It defines eight domains including
(W)orld, (S)pace, (R)ooms, logical (G)roups, (C)hat, (N)avigate, (P)lay games,
and (E)dit objects. The first three domains are related to spatial information,
where the others are based on message or action type. A participant can issue the
sets: {C, G} for a chat to a group of participants, {E, G, W} for editing within a
specific group and a world, or {E, W} for cross-group editing. The combination
of domains restricts the scope of the data variable, and thus reducing the data
communication within the DVE.
Ding and Zhu [62] proposed another approach based on participant’s be-
haviours. Typical behaviours such as point, grasp, touch, gaze and talk are
predefined which describe the interaction between the participants. An interest
degree I ∈ [0, 1] is used to represent the degree by which an entity is interested,
which is somewhat similar to the “level of awareness” of the MASSIVE system.
According to certain application, a user defined threshold δ ∈ [0, 1] is used to
judge whether I > δ. If this is the case, the status update of the corresponding
entity-participant pair would be communicated. When there is more than one
39
2.5 Class-based schemes
kind of behaviour between two participants, an overall influence is calculated as
I∗ =
∑
I.
The declaration management services of HLA [22, 63] provide a more generic
class-based/attribute-level filtering scheme. Specifically, a federate can subscribe
to attributes of an object class, indicating it wishes to receive notification when-
ever that attribute of any object instance of that class is modified. Furthermore,
a federate may subscribe at any point in the class hierarchy. Attributes of a class
are inherited by the subclasses of that class. Subscribing to an attribute of a
class at a certain level in the hierarchy automatically subscribes the federate to
that attribute as it is inherited by all the subclasses of that class. One important
difference between the class-based schemes and the DDM schemes described in
the previous sections is that interest matching of the former can be precomputed,
and thus the matching results can be cached and are not modified dynamically
during runtime. The DDM schemes, on the other hand, should perform interest
matching at runtime due to frequent region updates.
The Interest Operator (IO) [64] is another class-based/attribute-level scheme.
An IO is an operator that accepts parameters, performs a calculation and returns
results. Results are whether interest criteria are met. One key difference between
IO and the attribute of HLA is that different classes (with no common class
ancestry other that the hierarchy root) may support the same IO. Moreover, in
the HLA an object cannot specify its interest in any attribute or interaction,
where the IOs allow developers to establish criteria that may be of interest to
both objects or participants.
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Many systems attempt to combine different interest management schemes for
fine-grained filtering as well as reducing computational overheads. In fact, pure
zone-based or aura-based schemes are rare and only exist in early work such as [19]
and [37]. Many schemes reviewed in the previous four sections are actually hybrid
schemes. For example, the latest version of DIVE [65] uses “world hierarchy” to
provide zone-based filtering and performs aura-based filtering within each world.
The MASSIVE system first combined disjoint zones and aura-based filtering; in
its third generation, MASSIVE-3 [66] integrated the “locales” method of Spline
with the original system to facilitate seamless zone-based filtering. Abrams et
al. proposed a three-tiered architecture [67] which provides three tiers of message
filtering hierarchically. The first and second tiers perform zone-based and aura-
based filtering; in the third tier, protocol dependent filtering is carried out. Other
similar zone/aura-based hybrid approach can also be found in [68]. In [69], Pan et
al. proposed a slightly different zone/aura-based hybrid approach for P2P DVE.
This work focuses on reducing not only the computational overhead of aura-based
interest matching, but also the communication overhead of exchanging aura (or
AOI) information between peers.
The HLA itself is in fact a good example of a hybrid interest management
system, as it provides class-based and value-based filtering as the same time.
In the DDM interest matching process, an object is said to be of interest to a
federate if and only if the following two conditions are satisfied:
1. At least one of the object’s attributes is subscribed to by the federate
(through declaration management services); and
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2. at least one update region associated with the object overlaps at least one
subscription region of the federate (through DDM).
The use of “region” in DDM is flexible: it can be employed for both zone-
based and aura-based filtering. HLA DDM implementations of zone-based and
aura-based hybrid can be found in prior work such as [70, 71, 72, 73, 74].
The DARPA Synthetic Theater of War (STOW) programmes that began in
mid-1990s were intended to support military training exercises with tens of thou-
sands of entities. The hierarchical filtering approach [75] is one of the interest
management approaches that has been used to improve the scalability of the
STOW exercises. In this approach, filtering schemes are organised into three
tiers. The first tier uses multicasting network technology which routes only the
relevant entity states to the simulations that might need that data. The second
tier filters execute a Modelling Interest Language (MIL) which carries out filtering
on the receiving host before passing the entity states to the local simulation. The
third tier filters are a set of user defined boolean functions, which further optimise
the data set that passes the MIL filters. The first generation of STOW exercises
use DIS protocols with customised PDUs. After DIS was succeeded by the HLA
standard, an HLA-compliant implementation called “RTI-s” was developed [76].
The DIS Filter-Analyzer (DFA) [18] developed by The Air Force Distributed
Mission Operations Center of Excellence (DMOC) is a set of software filters for
DIS-based exercises. It reads DIS PDUs from both LANs and determines if they
pass or fail the filter criteria set by the user. Several filter types are available
within the DFA: DIS PDU type, DIS Site, Application, and Entity ID, Enu-
meration filter, and the range filter. The other capabilities include DIS Version
translation, a teleport function, a frequency filter, and a delay for PDU pro-
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cessing. Multiple filters are being applied at the same time. For a PDU to be
forwarded, it must pass all filters.
The Push-Pull framework [77] derives the DVE data distribution process at
the infrastructure level in a “bottom-up” manner. In this framework, data are
represented by a set of distributed shared variables (DSVs). The DVE data
distribution process can be translated into read and write operations to the DSVs.
Each DSV is associated with a particular owner node (e.g., a server). All writes
to a variable are sent to that variable’s owner, thus ensuring consistency via this
master copy. All nodes who are not the owner of a particular variable are termed
“replicators” of that variable. These maintain a proxy locally which can be read
and written by the hosted application in a transparent way. The state of proxies
can be maintained in one of two processing modes:
• Push wherein each write at the master results in an update message sent
to the proxy
• Pull wherein each read at the proxy results in a read-request/read-response
exchange initiated by the proxy
Under the Push-Pull framework, several algorithms were proposed which
sought to minimise the number of message passing of the read-write operation. A
later paper [78] shows that how the Push-Pull framework can be combined with
a zone-based interest management approach, which partitions the virtual world
into uniform three-dimensional grids. A quantitative study of the behaviour of
this combined approach when it is used in a load imbalanced DVE is given in
[79].
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The discussion of this chapter so far has focused on how interest management
systems distribute dynamic data (e.g. state of moving entities) to the virtual
world participants. The static data, such as geometry model of the virtual enti-
ties, scenes of the virtual world, pre-recorded audio files, textures and cutscenes,
are beyond the concern of these approaches. For most of the existing DVEs, if the
developers want to modify the static data, they usually do it in an oﬄine manner.
They would either send out a new copy of software to the participants, or simply
ask them to download an update patch. Therefore, the participants’ machine is
required to pre-install all up-to-date static data before simulation starts. It is
important to note that, however, most of these data are not of interest to the
participants during most of the runtime. As the scale of virtual world grows,
storing a large amount of irrelevant static data may consume significant storage
space.
The content streaming technique was introduced to address this problem. This
technique distributes the content of the virtual world, including both static and
dynamic data, to the participants in a real-time manner. It allows the participants
to enter the virtual world without a complete installation of content. During
runtime, content is only transmitted to the participants that are interested in it.
This filtering process is based on various interest management schemes. Moreover,
one important characteristic of static data is that their size is usually many
times larger than dynamic data, resulting in a serious bandwidth consumption.
Therefore, interest management schemes with high filtering precision are often
preferred by the content streaming systems.
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In an early paper [80], Schmalstieg and Gervautz presented a strategy for man-
aging network transmission of geometry data in DVEs. This approach adopts a
client-server architecture, which allows the participant (client) to request geom-
etry from the server based on individual levels of detail (LOD) instead of down-
loading the complete geometry model of virtual entities or even the entire scene.
A typical aura-based interest management scheme is used to filter irrelevant con-
tents. When the participant’s avatar approaches an entity and their auras overlap,
the LODs of the entity’s geometry model are transmitted to the participant from
coarser to finer resolution. This avoids the transmission of high-resolution ge-
ometry data that are never actually used, and thus reduces the bandwidth and
rendering costs.
In [81], Teler and Lischinski presented a content streaming approach that sup-
ports not only the geometry models, but also image-based entity representations.
In addition, this approach includes an online optimisation framework for remote
rendering, which uses path prediction and a cumulative benefit (i.e., transmission
priority) function in order to more efficiently exploit the available bandwidth. The
online optimisation algorithm is based on a greedy optimisation strategy. The
algorithm computes an added benefit integral for all relevant representations of
entities that are predicted to become visible, and transmits the representation
with the best benefit to cost (i.e., duration of transmission) ratio.
The CyberWalk system [82] is a web-based DVE based on on-demand trans-
mission of content. It employs multiresolution modelling techniques for caching
and prefetching entities in a client at various granularities, with nearby entities
at higher resolution and distant entities at lower one. Similar to Schmalstieg
and Gervautz’s approach, CyberWalk uses an aura-based interest management
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scheme to filtering irrelevant geometry models. However, there are some major
differences between these two approaches. Firstly, Schmalstieg and Gervautz’s
approach transmits multiple models of the same object at different resolution,
redundant information will be sent. CyberWalk solves this problem by applying
a progressive mesh technique for model transmission. Therefore, no redundant
information needs to be sent across the network. Moreover, in Cyberwalk an
entity is calculated based not only on the distance of the entity from the par-
ticipant’s avatar, but also on the size of the entity concerned, the depth of sight
of the participant, and the resolution of the display device, allowing the entity
models to be transmitted at a low cost. Finally CyberWalk employs a prefetching
mechanism which predicts entities that may be accessed in the near future.
In the social DVE Second Life [28, 83], the content of its virtual worlds is user-
created and real-time editable. Therefore, updating static data by releasing new
patch or new copy of software is nearly impossible. Second Life solves this problem
by employing content streaming as its key feature. Besides the geometry model
of the virtual entities, texture and audio data are also delivered to participants
through streaming. Progressive techniques are exploited to allow participants
to put thousands of entity models, large textures and a large number of audio
sources into a scene, and then to stream only the LOD that are needed. In
addition, Second Life employs a seamless zone-based scheme to partition the
world into uniform square zones. Each zone is managed by a “simulator machine”,
which handles not only data distribution, but also different kind of simulations
within the zone. The simulator machine communicates only to the four nearest
neighbours, therefore there would be no transactional scaling problem as the
world becomes large. As the participant moves around the virtual world, he
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maintains a streaming connection only to the nearby simulator machines. The
simulators compute the entities and information that are relevant to him, and
only transmit the data of those entities that are either newly created or that have
changed. This allows a thin client software to be the only thing a participant
needs to download and install.
In recent years, some popular MMOGs have begun to use P2P techniques
to distribute game content during runtime. This provides large-scale real-life
testbeds for the content streaming technology. In Guild Wars [27, 84], players
only need to download a 90KB thin game client (launch program) before starting
the game. When they join the game world, the relevant data continue to stream
to them in the background. Generally, players can play the game without see-
ing a “loading screen”. Traditional MMOGs such as Everquest [24] and Final
Fantasy XI [25] update game content by performing scheduled update or server
maintenance. During the time the players are forced to exit the game and have to
download an update patch after the maintenance is finished. Guild Wars, on the
contrary, update the game content dynamically without interrupting the players’
game-play experience or causing the normal patching delays. This provides very
good “patching transparency” and the ability to update only the specific files
that need to be changed. It is necessary to note that, unlike the DVE systems
that were mentioned previously in this section, in Guild Wars once a player has
received the files on his hard drive he will not have to reacquire the data unless
they are changed. In this way the size of the game on the computer will grow as
the game content grows but he will only download the relevant data once.
The HyperVerse [85] is a web-based DVE system that uses a Torrent-based
protocol for data distribution. It consists of a highly structured federated back-
47
2.7 Content Streaming
bone and a loosely structured P2P client overlay. The client is similar to a web
browser which is heterogeneous and contains no predistributed information of the
virtual world. Data are hosted by a massive amount of public servers, which are
organised in a completely distributed manner. Interest management in Hyper-
Verse is somewhat similar to an aura-based scheme, which is illustrated in Figure
2.10. Each participant has three circular auras with radii d, d+ Λ (Λ < ∆), and
d + ∆ (∆ ≥ 0), respectively, around the position of his avatar. The inner aura
represents the visibility of the avatar. Initially, all entity and terrain data within
the outer aura are delivered to the participant. The primary goal of this scheme
is to mitigate the effects of message latency. It allows the avatar to move within
a distance Λ without requesting further data. Whenever the avatar has moved
more than Λ, the auras must be re-calculated and all entities and terrain data
within the new outer aura need to be delivered to the participant. The intro-
duction of the threshold Λ allows for more time for requesting these data since
the participant’s inner aura (i.e., visibility) is still ∆ − Λ away from areas for
which no information has been prefetched. ∆ and Λ are chosen by participants’
computers according to their individual capabilities. If they are chosen properly,
message latency can be tolerated without having visual effects. HyperVerse also
exploits data locality by applying caching techniques. Entity and terrain data
with high “hit rate” can be cached locally, in order to prevent needless message
communication.
Flowing Level-of-Details (FLoD) [86, 87] is a P2P streaming framework that
allows participants to retrieve relevant content of the DVE. All content is initially
stored at a server, and clients obtain it by streaming from either the server or
other clients through P2P overlay. FLoD adopts a typical seamless zone-based
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Figure 2.10: Auras of HyperVerse
interest management approach which partitions the virtual world into uniform
squares. Interest matching between AOI and the zones is done in a fully dis-
tributed manner, as each peer is able to carry out this process locally. An im-
portant assumption of the design of FLoD is that avatars tend to see each other
or crowd at certain hotspots. Therefore, a participant may have overlapped visi-
bility with his neighbours. Content data may therefore already be possessed by
neighbouring participants and by requesting data from the neighbours first, the
server can be relieved from sending the same data repetitively. FLoD exploits
this property by using a Voronoi-based approach that is similar to VON [52] as its
P2P overlay. This approach organises the virtual space into a Voronoi diagram in
order to support neighbour discovery, which has been described in Section 2.3.2.3.
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The interest matching algorithms are designed to solve the “trade-off” between
runtime efficiency and filtering precision. They have usually been applied on high
precision filtering schemes, such as HLA DDM, which ensures the participants
receive the minimal set of data that are of interest to them. In addition, they
provide a way to efficiently reduce the computational overhead of the matching
process.
In an early paper [37], Van Hook et al. pointed out that the matching pro-
cess of the aura-based approach (referred to as “object-based approach” in the
paper) could be computationally intensive. To solve this problem, one might
use crude grid-based filtering to cull out many irrelevant entities before a more
compute-intensive procedure is carried out for finer discrimination. In a later
paper [50], Van Hook et al. proposed a clustering approach through the use of
multidimensional binary trees to reduce the computational cost of the matching
process.
Experimental comparisons for different matching approaches in terms of com-
putational overheads and filtering precision have been presented in [88, 89]. [90]
have provided a theoretical analysis of the computational complexity of the inter-
est matching process. The paper showed by reduction from Binary Search that
the matching process requires a total time with a lower bound in Ω(nlogn) and a
upper Bound in O(n2), where n is the number of runtime data declarations made
by the federates.
Morgan et al. [91] proposed a collision detection algorithm for aura-based
interest matching. The algorithm uses aura overlap for determining spatial sub-
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division. The authors argued that it more accurately reflects the groupings of
entities that may be interacting than existing collision detection algorithms and
provided performance figures to demonstrate its scalability.
Recently, more robust matching algorithms [92, 93, 94] based on dimension
reduction were proposed. These algorithms are designed specifically for HLA-
compliant systems, and thus adopt the use of rectangular auras (i.e., regions of
the HLA). The basic idea of dimension reduction is to reduce the multidimensional
overlap test to a one-dimensional problem, which is defined in Section 3.2.
In Raczy et al.’s paper [92], a sort-based DDM matching algorithm based on
dimension reduction is proposed. It projects the regions on each axis and uses
heap-sort to sort the projections in order to find out the overlap information. The
computational complexity of such sorting is O((n+m) log (n+m)), for n is the
number of update regions and m is the number of subscription regions.
Liu et al.’s approach is adopted by the Lucid Platform [2], which is a commer-
cial middleware for MMOG development. It employs a HLA-compliant matching
algorithm based on caching. Similar to Raczy et al.’s approach, it projects the
regions on each axis and performs sorting. However, instead of finding the overlap
information every time, it caches the matching results of the previous time-steps.
In environments where entities make relatively small movement between consec-
utive time-steps, interest matching can be processed in linear time.
Pan et al. [94] also designed a sort-based matching algorithm for HLA-
compliant systems. The efficiency of this approach relies on the assumption that
only a small portion of the entities are updated at each time-step of simulations.
The authors argued that it has better storage and computational scalability than
Raczy et al.’s algorithm in many cases.
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2.8.1 The Missing Event Problem
The interest matching algorithms discussed so far focus on enhancing the com-
putational efficiency of the matching process; they might, however, lead to a
“missing event”. This problem occurs when an entity moves at a high speed such
that the distance travelled is sufficiently large per time-step, it might move across
another entity without notice.
Figure 2.11 illustrates the “missing event” problem in two-dimensional space.
An aura U moves across a static aura S over the time interval [0,1]. However,
neither at time t = 0 nor at t = 1 can a discrete interest matching algorithm
determine that they indeed overlap each other. The event is thus missed.
Figure 2.11: Missing Event
There are two simple general solutions to this problem, but each of them must
make a trade-off. The first solution is to specify large-enough auras. For example,
an avatar’s original line-of-sight is 500 metre radius. If we extend it to 1 km,
many of the missing events (generated by fast moving auras) could be captured.
However, extending the line-of-sight may result in the avatar seeing things he
is not supposed to see. Therefore, the participant controlling the avatar may
receive a large amount of irrelevant messages resulting in a bandwidth overheard.
In Fujimoto’s book [63], a similar solution is discussed in Section 8.6.5.
The second simple solution is to reduce the time-step of simulation and in-
crease the frequency of performing discrete interest matching. For example, sup-
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pose that the original time-step is 1 second. If we reduce it to 0.1 second and
carry out interest matching 10 times within 1 second, we could avoid many of
the missing events. This is however a very time consuming process. Further-
more, it would be meaningless to perform extra matching without aura updates.
Additional overhead would be introduced when the frequency of aura update is
increased.
Morgan and Lu proposed a predictive interest management approach [95] to
address the missing event problem, which is a message exchange policy based
on predictive modelling of entity movements. It aims to vary message exchange
between nodes based on the likelihood that entities will influence each other in
the near future. Hence, it can avoid missing interactions involving aura and
regionalisation by enabling the DVE to ensure message exchange occurs at an
appropriate frequency before, during and after overlap of auras. This paper,
however, has not evaluated the performance of predictive interest management
(in terms of runtime efficiency and the ability to capture missing events).
2.9 Summary
This chapter has seen how the problem of interest management has been indepen-
dently encountered and explored in various related areas of DVE research, such
as military simulations, academic and social DVEs, and commercial applications
such as MMOGs. Though approaches differ with application scenarios, most
of them have been shown to solve a simple but fundamental trade-off: between
filtering precision and runtime efficiency. As we have described previously, the hy-
brid approach is perhaps the most widely used approach in interest management.
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Many schemes first partition the virtual world into zones, in order to reduce the
runtime overhead of matching. They then carry out a interest matching process
to preserve the precision of filtering. These approaches are particularly common
among HLA-compliant systems.
Most of the existing interest matching algorithms in the literature, as we
have reviewed in Section 2.8, focus on improving the runtime efficiency of the
compute-intensive matching process. They however ignore the missing events as
they perform overlap tests for auras and AOIs at discrete time intervals. This
leads to the problem of missing interactions as well as incorrect simulations.
To solve this problem, this thesis present a “space-time” approach, which adds
“time” as an additional dimension of interest matching, in order to capture the
missing events. Although the new approach requires additional matching steps,
an approximate solution and an efficient sorting algorithm have been developed
to minimise its computational overhead.
Furthermore, the existing matching algorithms can be considered as “serial
algorithms” since they are designed for single processor or are developed with
serial processing in mind. As the problem size grows, the single processor may
eventually become a bottleneck. In addition, the performance gain of the serial
algorithms would be limited if they are deployed on multiprocessor computers.
To solve these problems, this thesis presents a parallel framework for interest
matching, which facilitates workload sharing by dividing the matching process
among multiple processors. We will also show that the space-time approach can
be easily integrated into the parallel framework, and thus enhancing the overall
runtime efficiency of space-time interest matching.
54
Chapter 3
An Efficient Sorting Algorithm
for Interest Matching
This chapter presents an efficient sorting algorithm for interest matching, which
is designed for HLA-compliant interest management systems and aims to en-
hance the runtime efficiency of the filtering process. The proposed algorithm is
developed based on the concept of dimension reduction, which has been used in
[2, 92, 93, 94]. It improves the design of [2], in order to achieve a better space
efficiency.
The proposed algorithm was originally published as a part of [3]. It also forms
the basis of several interest matching algorithms that are proposed in this thesis.
3.1 Region
For the sake of consistency, “auras” will hereafter be referred to as “regions”
based on the terminology of HLA. There are two kinds of regions in DDM: an
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update region is associated with a virtual entity which indicates the effective area
of the entity’s state update; where a subscription region represents the area that
is of interest to a participant. To make the algorithms compatible with the HLA-
based DVEs we adopt the use of axis-aligned auras since all regions in the HLA
are axis-aligned. Other aura shapes can be converted to axis-aligned auras by
computing their orthogonal projection on the Cartesian coordinate axes.
Formally, a region can be regarded as a set of points R, which is defined in
Definition 1.
Definition 1. Let MINd, MAXd be real numbers with MINd ≤ MAXd, for
d = 1, 2, ..., n. A region R can be defined as
R = {(x1, x2, ..., xn) | xd ∈ R ∧MINd ≤ xd ≤MAXd,
for d = 1, 2, ..., n}.
Figure 3.1: A Region in Three-Dimensional Space
Figure 3.1 illustrates a region in three-dimensional space. [MINx,MAXx],
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[MINy,MAXy], and [MINz,MAXz] are the three orthogonal projections of
the region on the Cartesian coordinate axes. The orthogonal projections are
defined in Definition 2.
Definition 2. Let MINd, MAXd be real numbers with MINd ≤ MAXd, for
d = 1, 2, ..., n. An orthogonal projection of region R on d-axis can be defined as
Pd = [MINd,MAXd] = {xd ∈ R |MINd ≤ xd ≤MAXd}
for d = 1, 2, ..., n.
A region can also be defined as the Cartesian product of its orthogonal pro-
jections, which is given in Definition 3.
Definition 3. Let Pd denote the orthogonal projection of region R on d-axis. R
can be defined as Cartesian product of all Pd, for d = 1, 2, ..., n, such that
R = P1 × P2 × ...× Pn =
n∏
d=1
Pd.
In order to find out whether two regions overlap, we need to perform a set
intersection operation for both sets of points, which is given in Theorem 1.
Theorem 1. Let RU , RS be two regions. RU overlaps RS if and only if there
exists a common point that lies within both regions, such that
RU ∩RS 6= ∅ ⇔ ∃(~p)(~p ∈ RU ∧ ~p ∈ RS ).
Proof. By set intersection, we derive
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RU ∩RS = {~p | ~p ∈ RU ∧ ~p ∈ RS}.
Hence,
RU ∩RS 6= ∅ ⇔ {~p | ~p ∈ RU ∧ ~p ∈ RS} 6= ∅.
Therefore, RU ∩RS 6= ∅ if and only if a common point ~p exists.
3.2 Dimension Reduction
Sorting is the key to all sort-based interest matching algorithms. However, it is
not intuitively obvious how to sort regions in three-dimensional space. As de-
scribed Section 2.8, the sort-based algorithms exploit a property called “dimen-
sion reduction”, which reduce the multidimensional interest matching problem to
a one-dimensional problem. The basic idea is based on the fact that
Two regions overlap in n-dimensional space if and only if their or-
thogonal projections on 1st, 2nd,..., and nth dimension overlap.
Figure 3.2 shows how the concept of dimension reduction works in two-
dimensional space. In the figure, B-C overlap on x-axis; A-C, A-B, B-C, B-D,
and C-D overlap on y-axis; hence, B-C overlap in two-dimensional space.
Formally, the one-dimensional overlap test is given in Theorem 2.
Theorem 2. Given two regions RU and RS , the orthogonal projections of the
two regions are denoted by Od and Pd, respectively, on d-axis. Then, RU overlaps
RS if and only if
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Figure 3.2: Dimension Reduction
RU ∩RS 6= ∅ ⇔ Od ∩ Pd 6= ∅, for d = 1, 2, ..., n.
Proof.
The Cartesian product satisfies the following properties, for all sets A, B, C,
and D
A× ∅ = ∅ (3.1a)
(A×B) ∩ (C ×D) = (A ∩ C)× (B ∩D). (3.1b)
Now, by Definition 3, we derive
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RU ∩RS =
n∏
d=1
Od ∩
n∏
d=1
Pd
= (O1 ×O2 × ...×On) ∩ (P1 × P2 × ...× Pn)
= (O1 ∩ P1)× ((O2 ×O3 × ...×On) ∩ (P2 × P3 × ...× Pn)) by(3.1b)
= (O1 ∩ P1)× (O2 ∩ P2)× ((O3 ×O4 × ...×On) ∩ (P3 × P4 × ...× Pn))
= ...
= (O1 ∩ P1)× (O2 ∩ P2)× ...× (On ∩ Pn)
=
n∏
d=1
(Od ∩ Pd).
Hence,
RU ∩RS 6= ∅ ⇔
n∏
d=1
(Od ∩ Pd) 6= ∅.
Therefore, by Theorem 1 and (3.1a), RU overlaps RS if and only if Od ∩Pd 6= ∅
for d = 1, 2, ..., n.
In the sort-based approaches, the endpoints of the orthogonal projections
are maintained in d lists (i.e., three lists for three-dimensional space). In each
time-step of simulation, the coordinates of each region as well as its projection
endpoints are updated. These approaches carry out various sorting process for
the lists, in order to find out the change of overlap status of the orthogonal
projections. Figure 3.3 illustrates how changes in overlap status of the projections
can be detected. In the figure, Region B moves and causes two swaps in the list
of endpoints. The swap of Amax and Bmin indicates that the projections A and
B cease to overlap. The swap of Cmin and Bmax indicates that the projections B
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and C begin to overlap. The move of projection D causes a swap of Cmax and
Dmax. The overlap status of projections C and D does not change.
(a) Position of Projection Endpoints (t = 0) (b) Position of Projection Endpoints (t = 1)
Figure 3.3: Changes of Overlap Status
3.3 Temporal Coherence
Similar to [93], the efficient sorting algorithm proposed in this thesis exploits tem-
poral coherence, which is the property that the application state does not change
significantly between consecutive time-steps of simulation. For a sparse and dy-
namic DVE, we anticipate that each entity (and the regions that are associated
with it) would not make a relatively large movement between time-steps. There-
fore, the sorted list of projection endpoints from a previous time-step is likely to
be nearly sorted at the current time-step, in which case sorting will take only lin-
ear time using insertion-sort or bubble-sort. The property of temporal coherence
is used originally in the field of computational geometry and was first introduced
in Baraff’s PhD thesis [96]. Baraff exploits this idea in an incremental algorithm
for maintaining the set of overlapping Axis-Aligned Bounding Boxes (AABBs)
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during a simulation. This is perfectly suited for HLA-compliant systems since all
regions in DDM are axis-aligned.
3.4 The Algorithm
At the initialisation stage of the proposed algorithm, we first construct a list of
projection endpoints for each dimension. By sorting these lists, we can determine
which projections overlap. Since the lists are presumed to be in random order,
quick sort would be a good choice for this stage. The complexity of the sorting
process is O((m+ n) log (m+n)) where m is the number of subscription regions
and n is the number of update regions.
During runtime, the algorithm re-sorts the lists in order to find out the change
of matching results. We can reduce the computational complexity of this process
by caching the sorted lists and matching results from the previous time-step. This
process exploits temporal coherence, which asserts that the coordinates of extent
endpoints would change minimally between consecutive time-steps. Therefore,
the lists are already nearly sorted before the re-sort operation is performed.
We use insertion-sort to re-sort the lists at runtime. During this process, the
overlap statuses are only modified when the insertion-sort performs a swap. When
this happens, the algorithm carries out pairwise overlap test for the two regions
in question. Since temporal and geometric coherence is exploited, the chance of
swap would be extremely small. The computational complexity of re-sorting the
lists using insertion-sort is O(n+m+s) for each dimension, where s is the number
of swaps.
Details of sorting process are given in Algorithm 1. During the sorting pro-
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Algorithm 1: An Efficient Algorithm for Interest Matching
Data: EList: a list of extent endpoints of the corresponding dimension
Data: R[i]: a region containing the endpoint EList[i], such that
Elist[i] ∈ R[i]
Data: R[j]: a region containing the endpoint EList[j], such that
Elist[j] ∈ R[j]
Data: U : the set of all update regions
Data: S : the set of all subscription regions
Result: RS : a result set storing the pairs of regions that overlap each
other
1 begin
2 foreach dimension do
3 for i← 1 to Size(EList)− 1 do
4 temp← EList[i];
5 j ← i− 1;
6 while j ≥ 0 AND EList[j] > temp do
7 if (R[i] ∈ U AND R[j] ∈ S) OR (R[i] ∈ S AND R[j] ∈ U )
then
8 if R[i] ∩R[j] 6= ∅ then
9 RS ← RS ∪ (R[i],R[j]);
10 else
11 RS ← RS − (R[i],R[j]);
12 end
13 end
14 EList[j + 1]← EList[j];
15 j ← j − 1;
16 end
17 EList[j + 1]← temp;
18 end
19 end
20 end
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cess, every iteration of the algorithm removes an endpoint from the EList (line
4), inserting it into the correct position in the already-sorted list (line 17), until
no endpoint remains. If insertion (swap) occurs, the algorithm then determines
whether the regions that contain the two endpoints in question are one subscrip-
tion region and one update region (line 7). If this is the case, and the two regions
overlap (line 8), it stores this region pair into RS (line 9). Otherwise, it removes
the region pair from RS (line 11). The whole process is repeated until all EList
are sorted.
3.4.1 Comparisons with Existing Sort-based Algorithms
If temporal coherence is exploited, the proposed algorithm would be theoretically
faster than the sort-based algorithms presented in [92] and [94]. These approaches
adopt heap-sort or quick sort for the matching process, which have a computa-
tional complexity of O((m+n) log (m+n)). Furthermore, Pan et. al’s approach
[94] relies heavily on the frequency of regions updates, for which the authors
assumed that only a small portion of the virtual entities are updated at each
time-step of simulations. Our approach does not make any assumptions about
the frequency of region updates. The property of temporal coherence allows all
regions to be updated at each time-step. As long as the order of each endpoint
list is not significantly changed, the sorting process can be very efficient.
Although both our algorithm and the insertion sort algorithm adopted by the
Lucid Platform [93, 2] exploit temporal coherence to speed up the matching pro-
cess, there are two important differences between the two algorithms. First, the
Lucid Platform applies the approach of I-Collide [97], which maintains an over-
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lap status for each pair of regions. The overlap status consists of a boolean flag
for each dimension. Whenever all three of these flags are set, the corresponding
region pair overlaps. These flags are only modified when insertion sort performs
a swap. The decision of whether or not to toggle a flag is based on whether
the coordinate values both refer to projection minima, both refer to projection
maxima, or one refers to a projection minimum and the other a maximum. Al-
though this approach is computationally efficient, it introduces significant storage
overhead. For m subscription regions and n update regions, the number of po-
tentially overlapped region pairs is n ×m. Therefore, the storage complexity of
this approach is O(dnm), where d is the number of dimensions. In contrast to the
Lucid Platform’s approach, our approach does not use a multidimensional table
to store the pairwise overlap status. Instead, we perform an overlap test for the
two regions in question whenever a swap occurs. This greatly reduces the storage
overhead of the sorting algorithm of Lucid Platform. The second difference is
that in Lucid Platform, a region can be used as an update region, a subscription
region, or both. This might lead to wasteful overlap tests between two subscrip-
tion regions or two update regions. Our approach follows the original HLA DDM
framework, which carries out overlap tests only for a subscription and a update
region. Therefore, the runtime efficiency can be further increased.
3.5 Performance Evaluation
This section describes the evaluation of the interest matching algorithm presented
in this chapter. Based on the requirements of interest management described in
Section 2.2.1, the evaluation focuses on three primary metrics:
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• Runtime Efficiency : The computational performance of the interest match-
ing process.
• Filtering Precision: The ability of filtering irrelevant messages.
• Space Efficiency : The computer memory required for the matching process.
Several sets of experiments were carried out to compare the performance of
three approaches, namely:
1. Brute-force
2. Insertion sort algorithm of Lucid Platform [2]
3. Efficient sorting algorithm proposed in this chapter
The brute-force approach performs overlap tests for all update and subscrip-
tion regions. Since no matching result is cached, its matching process is carried
out at every time-step. The matching algorithm of Lucid Platform is described
in Section 2.8. It is chosen as a comparison to the proposed algorithm because
it is theoretically the fastest (linear time in the general case) among all existing
interest matching algorithms.
3.5.1 Implementation and Experimental Set-ups
There is no generally accepted benchmark for the evaluation of interest matching
algorithms. Of all the interest matching algorithms that have been reviewed in
Section 2.8, a number of approaches such as Liu et al. [93], Lucid Platform [2], and
Pan et al. [94] used random entity distribution and movement in the experiments.
66
3.5 Performance Evaluation
Since Lucid Platform is the primary comparison target, its evaluation approach
was adopted for our experimental set-ups.
The three algorithms were implemented in C++. All of the experiments were
conducted on an Intel Core2 Duo E6850 3.0GHz with 4GB main memory and
based on the following experimental set-up:
• Entity Distribution: The virtual entities were distributed randomly across
the virtual space.
• Entity Movement : All entities move in a random direction.
• Entity Speed : Average speed of movement was equal to 50% of the region
length per time-step.
• Number of Dimensions : All simulations were performed in three-dimensional
space.
• Number of Regions An update region and a subscription region were asso-
ciated with each moving entity.
• Execution Time Measurement : Average execution time of the matching
algorithms was measured over 10,000 time-steps.
3.5.2 Runtime Efficiency
The first set of experiments compares the runtime efficiency of the three algo-
rithms with the number of virtual entities extending from 100 to 1000.
Figure 3.4 shows the average execution time of the three approaches. It is not
difficult to see that the brute-force approach, which is of quadratic complexity,
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had the poorest performance. The insertion sort algorithm of Lucid Platform
and the proposed efficient sorting algorithm had similar performance and they
both required much less computational effort than the brute-force approach. Such
difference becomes significant when the number of entities is gradually increased.
Figure 3.4: Runtime Efficiency of Interest Matching Approaches (Number of
Entities varies)
3.5.3 Filtering Precision
The second set of experiments compares the filtering precision of the three algo-
rithms with number of entities extending from 100 to 1000. In order to do so, an
assumption is made that whenever the update region of an entity overlaps the
subscription region of a participant, its state would be sent to him. Hence, the
total number of entity states that the DVE system sends to the network after
the filtering process is measured; this is regarded as the system throughput. For
the sake of comparison, the performance of state broadcasting (i.e., no filtering)
is also included as a reference.
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The results of the experiments are shown in Figure 3.5. The graph clearly
shows that the three algorithms had similar performance. They all filtered more
than 90% of irrelevant entity states. In fact, since all three algorithms carry out
aura-based filtering, under the same region size, their filtering accuracy should
be similar.
Figure 3.5: Filtering Precision of Interest Matching Approaches (Number of En-
tities varies)
3.5.4 Space Efficiency
The third set of experiments aims to compare the space efficiency of Lucid Plat-
form and the proposed algorithm. The memory usage of the two approaches
was measured with the number of virtual entities extending from 100 to 1000.
The measurement was made by using Windows Task Manager. Since there was
no memory allocation and deallocation after the initialisation stage of simula-
tion, the memory usage of each time-step of simulation would remain unchanged.
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Therefore, we can pause the process during runtime and measure its memory
usage.
The results are shown in Figure 3.6. We can see from the graph that the
memory consumption of Lucid Platform’s matching algorithm is quadratic. This
is due to the fact that it maintains a n ×m table to store the pairwise overlap
statuses. When the scale of the DVE becomes large, this approach would not be
scalable in term of space efficiency.
On the other hand, the results suggest that the memory consumption of the
proposed algorithm is linear. It scales much better than the Lucid Platform’s
approach when the number of entities is gradually increased.
Figure 3.6: Memory Usage of Interest Matching Approaches (Number of Entities
varies)
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3.6 Summary
This chapter has presented and evaluated a new interest matching algorithm,
which improves the design of the algorithm adopted by the Lucid Platform [2].
The proposed algorithm is developed based on two existing concepts: dimension
reduction and temporal coherence. Dimension reduction is an approach which re-
duces the multidimensional overlap test to a one-dimensional problem. We have
given formal definitions, theorems, and proofs of performing DDM-compatible
overlap test based on this approach. Although the proposed algorithm has sim-
ilar runtime efficiency as [2], experimental results presented in this chapter have
demonstrated that its space efficiency is much better.
The proposed algorithm can still be considered as a “discrete algorithm”,
which performs matching at discrete time-steps and ignores the missing events.
In the next chapter, we will demonstrate how this algorithm can be extended to
support space-time interest matching, and thus significantly reducing its compu-
tational overhead.
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Space-Time Interest Matching
Algorithms
This chapter introduces a new approach to solve the missing event problem dis-
cussed in Section 2.8.1. This approach is called space-time interest matching,
which involves using “time” as an additional dimension for the matching process.
In contrast to the existing approaches, it does not increase region size and thus
can preserve the filtering precision of interest management. Moreover, it does not
increase the frequency of interest matching for all auras. Therefore, the runtime
overhead can be reduced.
In the next section we present an algorithm for pairwise space-time interest
matching. This algorithm forms part of the final multi-region space-time match-
ing scheme which is described in Section 4.2.
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4.1 Pairwise Space-Time Interest Matching
This section presents a pairwise space-time interest matching approach, which is
designed for aura-based filtering and aims to find out the interaction of a pair of
regions between two consecutive time-steps of simulation. The proposed approach
uses swept volumes [98] to enclose the trajectory of the regions over each time
interval. If the swept volumes overlap, it then carries out a divide-and-conquer
algorithm to efficiently find out whether the two auras in question actually overlap
at a certain time.
4.1.1 Swept Volume
A swept volume is a bounding volume that bounds the motion of an arbitrary vir-
tual entity along an arbitrary path over a time interval. The use of swept volume
has been studied extensively in computer graphics, robotics, and in particular in
proximity queries [99]. Some formal definitions of swept volume can be found in
an early paper [100].
(a) Positions of U and S (b) Swept Volume of U and S
Figure 4.1: Swept Volume of a Pair of Regions
Figure 4.1(a) illustrates the two-dimensional positions of two regions, U and
S, at time t = 0 and t = 1. Figure 4.1(b) illustrates the two-dimensional swept
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volume generated by the motion of U and S over the time interval [0,1]. We can
see that U and S neither overlap at t = 0 nor at t = 1. However, their swept
volumes overlap each other. This indicates that they potentially overlap within
the time interval [0,1].
Exact computation of swept volumes could be time consuming, especially
when entities undergo rotations and are geometrically complex. However, this can
be greatly simplified if we apply swept volumes on DDM-based interest matching,
since all regions in DDM are axis-aligned and do not rotate. In the rest of this
subsection, we extend and modify the formal definitions of [100], in order to apply
them on axis-aligned regions.
We assume the existence of a polynomial function ~τ (t), which describes the
motion of R such that it transforms a point ~q ∈ R to a new position ~p at time t.
For example, in three-dimensional Cartesian space, ~τ (t) can be expressed as
~τ (t) = x(t)ˆi + y(t)ˆj + z(t)kˆ (4.1)
where iˆ, jˆ and kˆ are the unit vectors; and the x, y, and z coordinates of R vary
with time t according to the polynomial functions x(t), y(t) and z(t), respectively.
Definition 4. Given a polynomial function ~τ (t), which describes the motion ofR
such that it transforms a point ~q ∈ R to the position ~p at time t. R(t) is defined
as a set of points occupied by R at any time t, such that
R(t) = {~p | (∃~q)(~q ∈ R, ~p = ~q + ~τ (t))}.
Definition 5. Let SV ([a, b]) denote the swept volume generated by the motion of
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a region R over the time interval [a, b]. SV ([a, b]) can be regarded as the infinite
union of all R(t) within [a, b], such that
SV ([a, b]) =
⋃
t∈[a,b]
R(t) = {~p | ~p ∈ R(t),∃t ∈ [a, b]}.
Definition 6. Given a time interval [a, b]. It can be expressed as the union of
subintervals, such that
[a, b] =
n⋃
i=1
Ii
where Ii = [ti−1, ti] for a = t0 < ti < ... < tn = b.
Lemma 1. Let SV ([a, b]) denote the swept volume generated by the motion of a
region R over a time interval [a, b]. By Definition 6, SV ([a, b]) can be expressed
as the union of smaller swept volumes, such that
SV ([a, b]) =
n⋃
i=1
SV (Ii).
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Proof. By Definition 5, we derive
SV ([a, b]) =
⋃
t∈[a,b]
R(t)
= (
⋃
t∈[a,t1]
R(t)) ∪ (
⋃
t∈[t1,t2]
R(t)) ∪ ...
∪ (
⋃
t∈[tn−1,b]
R(t))
= SV ([t0, t1]) ∪SV ([t1, t2]) ∪ ...
∪SV ([tn−1, tn])
=
n⋃
i=1
SV (Ii).
Details of swept volume computation can be found in [98]. The basic idea,
as described in Definition 4 and Definition 5, is to interpolate a set of points
between consecutive time-steps by a polynomial function ~τ (t). If the degree of
the polynomial, deg ~τ (t), is 1, then the region undergoes linear translational
motion and thus its swept volume can be computed easily. However, if deg
~τ (t) > 1, solving higher order polynomials can be expensive and results in nu-
merical inaccuracies. The following equations describe two common approaches
of interpolation:
~τ (t) =
 ~vt with constant velocity ~v~v(a)t+ 1
2
~at2 with constant acceleration ~a
where ~v(a) is the initial velocity of the set of points at t = a.
To determine whether two swept volumes overlap, we have to perform a set
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intersection operation for the two sets of points that are occupied by them. This
overlap test is given in Theorem 3.
Theorem 3. Let SVU , SVS denote the swept volumes generated by two moving
regionsRU andRS , respectively, over a certain time interval. Then, SVU overlaps
SVS if and only if there exists a common point that lies within both of them, such
that
SVU ∩SVS 6= ∅ ⇔ ∃(~p)(~p ∈ SVU ∧ ~p ∈ SVS ).
Proof. Similar to Theorem 1, by set intersection we derive
SVU ∩SVS = {~p | ~p ∈ SVU ∧ ~p ∈ SVS}.
.
Hence,
SVU ∩SVS 6= ∅ ⇔ {~p | ~p ∈ SVU ∧ ~p ∈ SVS} 6= ∅.
Therefore, SVU ∩SVS 6= ∅ if and only if a common point ~p exists.
The result SVU ∩ SVS 6= ∅ also indicates that RU potentially overlaps RS in
[a, b]. However, it is not sufficient to say that they actually overlap each other at
a certain time t ∈ [a, b].
In order to find out whether RU and RS overlap in [a, b], we need to carry out
a space-time overlap test for the sets of points which each region occupies along
its path of motion. Specifically, this test involves performing set intersection
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operations for all RU (t) and RS (t) along the regions’ path of motion in [a, b],
which is given in Theorem 4.
Theorem 4. Let RU (t), RS (t) denote the two sets of points occupied by two
regions RU and RS , respectively, at some time t ∈ [a, b]. Then, during the
motion, RU overlaps RS in [a, b] if and only if there exists a common point that
lies within both RU (t) and RS (t) at some time t ∈ [a, b], such that
⋃
t∈[a,b]
(RU (t) ∩RS (t)) 6= ∅
⇔∃(~p, t)(~p ∈ RU (t) ∧ ~p ∈ RS (t), t ∈ [a, b]).
Proof. From the L.H.S. of the equivalence, we derive
⋃
t∈[a,b]
(RU (t) ∩RS (t)) 6= ∅
⇔∃t (t ∈ [a, b] ∧RU (t) ∩RS (t) 6= ∅),
and the assertion
RU (t) ∩RS (t) 6= ∅
⇔∃~p (~p ∈ RU (t) ∧ p ∈ RS (t)).
Then, for any propositions P and Q, the assertion
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∃t (P (t) ∧ (∃~pQ(~p, t))
⇔∃(t, p) (P (t) ∧Q(p, t)).
Substituting t ∈ [a, b] as P (t) and ~p ∈ RU (t)∧p ∈ RS (t) as Q(p, t), hence, the
L.H.S. is equivalent to
∃(~p, t)(~p ∈ RU (t) ∧ ~p ∈ RS (t), t ∈ [a, b]).
Since the infinite union of Theorem 4 cannot be easily computed numerically,
an approximate solution is used to convert the infinite union to a finite union.
Specifically, according to Definition 6 and Lemma 1, SV ([a, b]) can be split
into some smaller swept volumes SV (Ii) by splitting [a, b] into some subintervals
Ii. Hence RU (t)∩RS (t) can be approximated by SVU (Ii)∩SVS (Ii) if Ii are small.
This approximate solution is given in Lemma 2.
Lemma 2. Let RU (t), RS (t) denote the two sets of points occupied by two
regions RU and RS , respectively, at some time t ∈ [a, b];and let SVU , SVS denote
the swept volumes generated by the motion of RU and RS , respectively, over the
time interval [a, b]. Then,
⋃
t∈[a,b]
(RU (t) ∩RS (t)) ⊆
n⋃
i=1
(SVU (Ii) ∩SVS (Ii))
where Ii represents the subinterval of [a, b], such that Ii = [ti−1, ti] for a = t0 <
ti < ... < tn = b.
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Proof. Let ~p be an element of the L.H.S, such that
~p ∈
⋃
t∈[a,b]
(RU (t) ∩RS (t))
⇔∃t (t ∈ [a, b] ∧ ~p ∈ RU (t) ∧ ~p ∈ RS (t))
⇔∃(i, t) (t ∈ Ii ∧ ~p ∈ RU (t) ∧ ~p ∈ RS (t)).
.
Likewise,
~p ∈
n⋃
i=1
(SVU (Ii) ∩SVS (Ii))
⇔∃i (~p ∈ SVU (Ii) ∧ ~p ∈ SVS (Ii)).
Since, by Definition 5, ~p ∈ SVU (Ii) is equivalent to ∃u(u ∈ Ii ∧ ~p ∈ RU (u))
and ~p ∈ SVS (Ii) is equivalent to ∃s(s ∈ Ii ∧ ~p ∈ RS (s)), therefore the R.H.S. is
equivalent to
∃(i, u, s)(u ∈ Ii ∧ s ∈ Ii ∧ ~p ∈ RU (u) ∧ p ∈ RS (s)).
Take u = s = t. Hence,
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∀~p(~p ∈
⋃
t∈[a,b]
(RU (t) ∩RS (t)) =⇒
~p ∈
n⋃
i=1
(SVU (Ii) ∩SVS (Ii)))
which means
⋃
t∈[a,b]
(RU (t) ∩RS (t)) ⊆
n⋃
i=1
(SVU (Ii) ∩SVS (Ii)).
By using the approximate solution given in Lemma 2, the overlap test of
Theorem 4 can be converted into Theorem 5.
Theorem 5. Let SVU , SVS denote the swept volumes generated by the motion
of two regions RU and RS , respectively, over the time interval [a, b]. Then, RU
overlaps RS in [a, b] only if
n⋃
i=1
(SVU (Ii) ∩SVS (Ii)) 6= ∅
where Ii represents the subinterval of [a, b], such that Ii = [ti−1, ti] for a = t0 <
ti < ... < tn = b.
Proof.
From Lemma 2,
⋃
t∈[a,b]
(RU (t) ∩RS (t)) ⊆
n⋃
i=1
(SVU (Ii) ∩SVS (Ii))
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which means
⋃
t∈[a,b]
(RU (t) ∩RS (t)) 6= ∅
=⇒
n⋃
i=1
(SVU (Ii) ∩SVS (Ii)) 6= ∅.
Applying Theorem 4, RU overlaps RS if and only if
⋃
t∈[a,b]
(RU (t) ∩RS (t)) 6= ∅
i.e., it can be determined that RU overlaps RS only if
n⋃
i=1
(SVU (Ii) ∩SVS (Ii)) 6= ∅.
4.1.2 Divide-and-Conquer Algorithm
It is not difficult to see that the accuracy of the approximate overlap test described
in Theorem 5 is dependent on the size of subintervals Ii. For Ii = [a, b], the over-
lap test is essentially equivalent to testing whether SVU ([a, b]) ∩ SVS ([a, b]) 6= ∅.
As mentioned previously, this would be insufficient to determine whether RU
actually overlaps RS in [a, b]. Decreasing the size of Ii would increase the accu-
racy of the approximate overlap test. However, this also results in increasing the
number of Ii, and thus much overhead in computing swept volumes and perform-
ing set intersection operations. Therefore, instead of sequentially computing all
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SVU (Ii)∩SVS (Ii) over the entire time interval [a, b], we use a divide-and-conquer
algorithm to avoid unnecessary set intersections.
Algorithm 2: Pairwise Space-Time Interest Matching
Data: [a, b]: a time interval
Data: SVU ([a, b]), SVS ([a, b]): two swept volumes generated by the motion
of two regions RU and RS , respectively, over [a, b]
Data: Stack: a stack storing a pair of swept volumes and a time interval
Data: SV1 ,SV2 : two temporary variables to hold the instance of the swept
volumes
Data: I: a temporary variable to hold the instance of the time intervals
Result: isOverlapped: a boolean variable indicating whether RU overlaps
RS at a certain time
1 begin
2 isOverlapped← false;
3 Stack.push (SVU ([a, b]),SVS ([a, b]),[a, b]);
4 while Stack is not empty do
5 SV 1 ← Stack.top.SV 1;
6 SV 2 ← Stack.top.SV 2;
7 I ← Stack.top.I;
8 Stack.pop();
9 if SV 1 ∩SV 2 6= ∅ then
10 if I is smaller than a threshold then
11 isOverlapped← true;
12 break;
13 else
14 Split I into two equal subintervals I1 and I2;
15 Stack.push (SV 1(I1),SV 2(I1),I1);
16 Stack.push (SV 1(I2),SV 2(I2),I2);
17 end
18 end
19 end
20 end
The divide-and-conquer algorithm employed by the proposed pairwise space-
time interest matching approach is given in Algorithm 2. The algorithm first
tests whether SVU ([a, b]) overlaps SVS ([a, b]) (line 9). If this is the case, it then
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splits the time interval [a, b] into two equal subintervals (line 14) and splits each of
the swept volumes into two smaller ones accordingly (lines 15, 16). This process
continues recursively until no overlap occurs or the tested subinterval is smaller
than a user defined threshold (line 10).
Essentially, the choice of threshold value controls the size of the smallest
subintervals. As we have discussed previously, this is in fact a trade-off and is
application dependent. The performance of the divide-and-conquer algorithm for
different threshold values is evaluated in Section 4.3.
4.2 Multi-Region Space-Time Interest Match-
ing
This section presents the design principles of a space-time interest matching algo-
rithm for multiple regions. This algorithm aims to support matching between n
update regions and m subscription regions, and capture their interactions between
discrete time-steps. It first uses a sorting algorithm based on dimension reduction,
which reduces the multidimensional problem to a one-dimensional problem and
efficiently finds out the pairs of swept volumes that are potentially overlapped.
It then carries out the pairwise matching algorithm presented in Section 4.1, in
order to determine whether the regions in question actually overlap each other at
a certain time.
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4.2.1 Orthogonal Projection of Swept Volume
In order to make use of the concept of dimension reduction, the orthogonal pro-
jections for each set of points on all coordinate axes need to be calculated. This
can be easily done with the regions, since all regions are axis-aligned. Computing
the orthogonal projections for swept volumes, however, would be more complex.
For example, according to (1), x(t) is the polynomial function that describes the
motion of a region’s x coordinate. To find the orthogonal projection of a swept
volume on x-axis within the time interval [a, b], we must find the greatest and
least values of x(t) on [a, b]. This requires finding all the relative extrema there
and then compare all these values together with x(a) and x(b) (since greatest and
least values may sometimes occur at the endpoint of the time interval). Finally
we choose the greatest and least values among them. A formal definition of the
orthogonal projection of a swept volume is given in Definition 7.
Definition 7. Given a polynomial function ~τ (t), which describes the motion of
a region R at any time t ∈ [a, b]. Let MINd, MAXd be the two endpoints of
the orthogonal projection of R on d axis at t = a, where MINd ≤ MAXd, and
xd(t) be the d-component of ~τ (t). Then, the orthogonal projection of the swept
volume generated by the motion of R in [a, b] on d axis can be defined as
SPd = [min{MINd, {MINd + xd(t) | t ∈ [a, b]}},
max{MAXd, {MAXd + xd(t) | t ∈ [a, b]}}].
Figure 4.2 illustrates the orthogonal projections of a swept volume in two-
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dimensional space.
Figure 4.2: Orthogonal Projections of Swept Volume
As discussed previously in Section 4.1, if deg ~τ (t) = 1, the region undergoes
linear translational motion. The computation of SPd can, therefore, be greatly
simplified, which is given in Corollary 1.
Corollary 1. Given a polynomial function ~τ (t), which describes the motion of a
region R at any time t ∈ [a, b]. Let MINd, MAXd be the two endpoints of the
orthogonal projection of R on d axis at t = a, where MINd ≤MAXd, and xd(t)
be the d-component of ~τ (t). If deg ~τ (t) = 1, the orthogonal projection of the
swept volume generated by the motion of R in [a, b] on d axis can be simplified
as
SPd = [min{MINd,MINd + c},
max{MAXd,MAXd + c}]
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where c = xd(t), ∀c ∈ R and ∀t ∈ [a, b].
Proof. If deg ~τ (t) = 1, xd(t) becomes constant ∀t ∈ [a, b], such that c = xd(t),
∀c ∈ R. Then, min{MINd + xd(t) | t ∈ [a, b]} is equivalent to {MINd + c}, and
max{MAXd + xd(t) | t ∈ [a, b]} is equivalent to {MAXd + c}. Hence, SPd can
be simplified as
SPd = [min{MINd,MINd + c},
max{MAXd,MAXd + c}].
For deg ~τ (t) > 1, solving higher order polynomials would be more complex.
Finding all the relative extrema of x(t) on [a, b] involves computing its first deriva-
tive such that, solving x′(t) = 0 for all roots within [a,b]. Hence, we can determine
the relative extrema by substituting these roots into x(t). Alternatively, [101] de-
scribes a numerical solution without computing the first derivative of x(t). For
the details of this solution, the reader can be referred to Appendix A.
4.2.2 Axis-Aligned Swept Volume
The orthogonal projections of the swept volume actually form an axis-aligned
swept volume (AASV) of a region’s trajectory. Although it is a loose bound,
using AASV approximation has two benefits. First, computing AASV is much
faster than computing the actual swept volume. Second, the AASV can be easily
integrated with the dimension reduction approach. Definition 8 gives a formal
definition of AASV.
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Definition 8. Let SPd denote the orthogonal projections of a swept volume on
d-axis. Then, the AASV AV of the swept volume can be defined as the Cartesian
product of all SPd, for d = 1, 2, ..., n, such that
AV = SP1 × SP2 × ...× SPn =
n∏
i=1
SPi.
Lemma 3. Let SV ([a, b]) denote the swept volume generated by the motion of
a region over the time interval [a, b], and AV([a,b]) denote the AASV formed by
the orthogonal projections of SV ([a, b]), then
SV ([a, b]) ⊆ AV ([a, b]).
Proof. Assume by contradiction that (∃~p)(~p ∈ SV ([a, b]) ∧ ~p /∈ AV ([a, b])).
By Definition 8, ~p /∈ AV ([a, b]) implies that there exists a component xd of ~p
that lies outside the interval SPd, which is the d-component of AV ([a, b]). This
contradicts ~p ∈ SV ([a, b]) since by Definition 7, SPd is the orthogonal projection
of SV ([a, b]). Therefore, ~p does not exist and SV ([a, b]) ⊆ AV ([a, b]).
We can now rewrite the approximate solution of Lemma 2 to as Lemma 4.
Lemma 4. Let SVU , SVS denote the swept volumes generated by the motion
of two different regions over a certain time interval, and AVU , AVS denote the
AASVs formed by the orthogonal projections of SVU and SVS , respectively. Then,
n⋃
i=1
(SVU (Ii) ∩SVS (Ii) ⊆
n⋃
i=1
(AVU (Ii) ∩AVS (Ii))
where Ii represents the subinterval of [a, b], such that Ii = [ti−1, ti] for a = t0 <
ti < ... < tn = b.
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Proof.
It follows from Lemma 3 that SVU (Ii) ⊆ AVU (Ii) and SVS (Ii) ⊆ AVS (Ii) for
any time interval Ii. Then
∀p ∈ SVU (Ii) ∩SVS (Ii) =⇒ p ∈ SVU (Ii) ∧ p ∈ SVS (Ii)
=⇒ p ∈ AVU (Ii) ∧ p ∈ AVS (Ii)
=⇒ p ∈ AVU (Ii) ∩AVS (Ii).
Therefore SVU (Ii) ∩SVS (Ii) ⊆ AVU (Ii) ∩AVS (Ii) holds for any time interval Ii.
Let P (n) be the proposition that
n⋃
i=1
(SVU (Ii) ∩SVS (Ii) ⊆
n⋃
i=1
(AVU (Ii) ∩AVS (Ii)).
It is shown that P (1) is true. Assume P (k) is true, ∃k ∈ Z+, such that
k⋃
i=1
(SVU (Ii) ∩SVS (Ii) ⊆
k⋃
i=1
(AVU (Ii) ∩AVS (Ii)).
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When n = k + 1, let us shorten the conditions into
A =
k⋃
i=1
(SVU (Ii) ∩SVS (Ii))
B = SVU (Ik+1) ∩SVS (Ik+1)
C =
k⋃
i=1
(AVU (Ii) ∩AVS (Ii))
D = AVU (Ik+1) ∩AVS (Ik+1).
i.e., P (k + 1) is equivalent to
A ∪B ⊆ C ∪D.
Since by P (k), A ⊆ C and B ⊆ D, we derive
∀p ∈ A ∪B =⇒ p ∈ A ∨ p ∈ B
=⇒ p ∈ C ∨ p ∈ D
=⇒ p ∈ C ∪D.
Therefore, A ∪ B ⊆ C ∪ D holds and thus P (k + 1) is also true. Hence by
induction P (n) is true, ∀n ∈ Z+.
Hence, by approximation, the overlap test of Theorem 5 can be converted
into Theorem 6.
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Theorem 6. Given two regionsRU andRS , the AASVs generated by the motion
of the two regions over the time interval [a, b] are denoted by AVU and AVS ,
respectively. Then, RU overlaps RS in [a,b] only if
n⋃
i=1
(AVU (Ii) ∩AVS (Ii)) 6= ∅
where Ii represents the subinterval of [a, b], such that Ii = [ti−1, ti] for a = t0 <
ti < ... < tn = b.
Proof.
From Lemma 4,
n⋃
i=1
(SVU (Ii) ∩SVS (Ii) ⊆
n⋃
i=1
(AVU (Ii) ∩AVS (Ii))
which means
n⋃
i=1
(SVU (Ii) ∩SVS (Ii) 6= ∅
=⇒
n⋃
i=1
(AVU (Ii) ∩AVS (Ii)) 6= ∅.
Applying Theorem 5, RU overlaps RS only if
n⋃
i=1
(SVU (Ii) ∩SVS (Ii) 6= ∅
i.e., it can be determined that RU overlaps RS only if
n⋃
i=1
(AVU (Ii) ∩AVS (Ii)) 6= ∅.
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Similar to Theorem 5, the accuracy of the approximate overlap test described
in Theorem 6 is dependent on the size of subintervals Ii. Choosing a large size
for Ii would be insufficient to determine whether AVU actually overlaps AVS in
[a, b]. Decreasing the size of Ii would increase the accuracy of the test; however, it
also results in increasing the number of Ii, and thus much overhead in computing
swept volumes and performing set intersection operations.
Figure 4.3 illustrates how the divide-and-conquer algorithm can be used with
AASVs. Consider two regions, U and S, which move along the direction of the
arrows at t = a (Figure 4.3(a)). They arrive to a new position at t = b (Figure
4.3(b)). Although the two regions neither overlap at t = a nor at t = b, their
swept volumes, SVU and SVS, overlap in the time interval [a, b] (Figure 4.3(c)),
which indicates that the two regions potentially overlap at a certain time in [a, b].
To carry out the divide-and-conquer overlap test, the algorithm first computes
two AASVs, AASVU and AASVS, which are formed by the orthogonal projections
of SVU and SVS, respectively (Figure 4.3(d)). Since AASVU overlaps AASVS in
[a, b], the algorithm splits the time interval into two equal subintervals. It then
checks recursively whether or not the two AASVs overlap in [a, (b−a)/2] (Figure
4.3(e)) and [(b− a)/2, b] (Figure 4.3(f)).
4.2.3 Sorting Algorithm
Based on the approximate solution for AASV overlap test, a robust culling
method can be developed which is extended from the efficient sorting algorithm
presented in the previous chapter (Algorithm 1). This new algorithm first culls
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(a) t = a (b) t = b
(c) Swept Volumes, I = [a,b] (d) AASVs, I = [a,b]
(e) AASVs, I = [a,(b-a)/2] (f) AASVs, I = [(b-a)/2,b]
Figure 4.3: Divide and Conquer with AASVs
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out the AASV pairs that are unlikely to overlap. The remaining pairs are then
processed by the divide-and-conquer algorithm given in Algorithm 2.
At the initialisation stage, the algorithm constructs a list of AASV’s projection
end-points for each dimension. By sorting these lists, it can determine which
projections overlap. Since the lists are presumed to be in random order, quick-
sort would be a good choice for this stage. The complexity of the sorting process
is O((m+ n)log(m+ n)) where m is the number of subscription regions and n is
the number of update regions.
During runtime, the algorithm re-sorts the lists in order to find out the change
in matching results. We can reduce the computational complexity of this process
by exploiting temporal coherence, which caches the sorted lists and matching re-
sults from the previous time-step. Hence, the coordinates of the AASV end-points
would change minimally between consecutive time-steps, and the lists would be
already nearly sorted before the re-sort operation is performed.
Insertion-sort is used to re-sort the lists at runtime. During this process,
the overlap statuses are only modified when the insertion-sort performs a swap.
When this happens, the algorithm carries out pairwise space-time overlap test for
the two AASVs in question. Since temporal coherence is exploited, the chance
of swap would be extremely small. The computational complexity of re-sorting
the lists using insertion-sort is O(n + m + s) for each dimension, where s is the
number of swaps.
Details of sorting process are given in Algorithm 3. During the process, every
iteration of the algorithm removes an end-point from the EList (line 4), inserting
it into the correct position in the already-sorted list (line 33), until no end-points
remain. If insertion (swap) occurs, the algorithm then carries out the divide-
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Algorithm 3: Re-Sort the Lists of End-points
Data: [a, b]: a time interval
Data: EList: a list of extent end-points of the corresponding dimension
Data: R[i], R[j]: two regions that contain the endpoints EList[i] and EList[j],
respectively
Data: AV 1, AV 2: two temporary variables to hold the instance of AASVs
Data: Stack: a stack storing a pair of AASVs and a subinterval I
Data: isOverlapped: a boolean variable indicating whether the two regions overlap at
a certain time
Result: RS : a result set storing the pairs of regions that overlap with each other
1 begin
2 foreach dimension do
3 for i← 1 to Size(EList)− 1 do
4 temp← EList[i];
5 j ← i− 1;
6 while j ≥ 0 AND EList[j] > temp do
7 isOverlapped← false;
8 Stack.push (R[i].GetAASV (),R[j].GetAASV (),[a, b]);
9 while Stack is not empty do
10 AV 1 ← Stack.top.AV 1;
11 AV 2 ← Stack.top.AV 2;
12 I ← Stack.top.I;
13 Stack.pop();
14 if AV 1 ∩AV 2 6= ∅ then
15 if I is smaller than a threshold then
16 isOverlapped← true;
17 break;
18 else
19 Split I into two equal subintervals I1 and I2;
20 Stack.push (AV 1(I1),AV 2(I1),I1);
21 Stack.push (AV 1(I2),AV 2(I2),I2);
22 end
23 end
24 end
25 if isOverlapped then
26 RS ← RS ∪ (R[i],R[j]);
27 else
28 RS ← RS − (R[i],R[j]);
29 end
30 EList[j + 1]← EList[j];
31 j ← j − 1;
32 end
33 EList[j + 1]← temp;
34 end
35 end
36 end
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and-conquer approach to determine whether the two regions that contain the two
end-points in question overlap (lines 7-24). The whole process is repeated until
all EList are sorted.
One important difference between this algorithm and Algorithm 1 is that we
use swept volumes instead of regions. The size of update and subscription regions
is rarely changed during runtime; however, the size of their AASVs may change
frequently due to the arbitrariness of the regions’ trajectory. This does not affect
the precision of finding potentially overlapped AASVs, but it might increase the
chance of swap during the insertion sort process. The runtime performance of
this approach is evaluated in the next section.
4.3 Performance Evaluation
This section presents an evaluation of the proposed space-time interest matching
algorithms. Several sets of experiments were carried out to compare the perfor-
mance of four approaches, namely:
1. Discrete interest matching by brute-force (DIM)
2. Space-time interest matching by brute-force (CIM)
3. Discrete interest matching by efficient sorting algorithm (SDIM)
4. Space-time interest matching by efficient sorting algorithm (SCIM)
The DIM approach performs interest matching for all n update regions and m
subscription regions at discrete time intervals. Therefore, the events between two
consecutive time-steps are ignored. The CIM approach also performs interest
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matching for all region pairs; however, instead of testing the overlap status of
the actual regions at discrete time intervals, it carries out the pairwise space-
time matching presented in Section 4.1 to test the overlap status of their swept
volumes. The SDIM approach is the efficient insertion sort algorithm presented
in Section 3. It is chosen as a comparison target because it is theoretically one
of the fastest (linear time in the general case) discrete algorithms. The SCIM
approach uses the sorting algorithm presented in Section 4.2, which efficiently
culls out the region pairs that are unlikely to overlap with each other. It then
carries out the divide-and-conquer algorithm similar to CIM, in order to find out
the missing events.
The filtering precision of the four approaches is similar as they are all aura-
based schemes. Therefore, the evaluation only focuses on their runtime efficiency
and event-capturing ability.
4.3.1 Implementation and Experimental Set-ups
The four algorithms were implemented in C++. All of the tests were run on an
Intel Core2 Duo E6850 3.0GHz with 4GB main memory and used the following
experimental set-up:
• Entity Movement : All entities move in a random direction and undergo
linear translational motion (i.e., the degree of ~τ (t) is equal to 1).
• Entity Speed : The speed factor (SF) represents the average speed of the
entities in proportion to its region length. The value of SF varies in different
sets of experiments.
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• Entity Distribution: The entities are distributed randomly across the virtual
space.
• Number of Dimensions : All simulations were performed in three-dimensional
space.
• Number of Regions An update region and a subscription region were asso-
ciated with each moving entity.
• Execution Time Measurement : Average execution time of the matching
algorithms was measured over 10,000 time-steps.
• Threshold of Space-Time Interest Matching : For all sets of experiments,
except for Section 4.3.4, the threshold of space-time interest matching al-
gorithms was set to δt/64 (see the evaluation of threshold in Section 4.3.4).
4.3.2 Event-Capturing Ability
The first set of experiments compares DIM, CIM, SDIM and SCIM for their ability
to capture missing events with the number of virtual entities extending from 100
to 1000. In order to do so, we counted the number of region overlaps detected
by the four approaches. The SF is an important factor in these experiments,
because the higher the average speed of the entities, the greater the chance of
region overlap between consecutive time-steps. The exact value of the entity
SF should be dependent on the application domain. In our simulations, three
different values representing low (1), medium (10) and high (20) SF were used.
Figure 4.4 shows the overlap count of the four approaches. It is not difficult to
see that when the number of entities increases, the overlap count of all approaches
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Figure 4.4: Comparing the Event-Capturing Ability of Interest Matching Ap-
proaches (Number of Entities varies)
also increases. This is due to the increase in the chance of region overlap when
we add more entities to the scene.
The results also suggest that the number of overlaps detected by both DIM
and SDIM is independent of the value of SF. As mentioned previously, we ex-
pected that when the entity speed becomes higher (e.g., SF = 20), more regions
would overlap each other. However, since DIM and SDIM can only perform in-
terest matching at discrete time intervals, no matter how many overlaps occur
between discrete time-steps, they would not be able to detect them. Therefore,
the number of overlaps detected by discrete algorithms remains constant under
various conditions of entity speed.
Another observation is that CIM and SCIM have similar overlap count under
the same value of SF. As they both employ swept volumes and the divide-and-
conquer algorithm to perform interest matching, their event-capturing ability
should be the same.
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Most importantly, the results show that both CIM and SCIM capture more
overlaps than the discrete algorithms; and the difference becomes significant when
SF increases. This indicates that when the entities move at high speed (e.g.
SF=20), many overlaps are ignored by discrete algorithms where the space-time
algorithms are still able to capture them. The difference of overlap count between
discrete and space-time algorithms can be regarded as the “missing events”.
4.3.3 Runtime Efficiency
The second set of experiments compares the runtime efficiency of the DIM, CIM,
SDIM and SCIM with the number of virtual entities extending from 100 to 1000.
Figure 4.5: Comparing the Execution Time of Interest Matching Approaches
(Number of Entities varies)
Figure 4.5 shows the execution time of the four approaches. The first ob-
servation is that although both DIM and CIM perform interest matching by
brute-force, the CIM approach requires more computational effort than DIM.
Such difference becomes significant when the number of entities is gradually in-
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creased. Similarly, SCIM also requires more computational effort than SDIM.
This discrepancy is due to the overhead introduced by the divide-and-conquer
algorithm as well as the computation of swept volumes.
The second observation is that the approaches based on sorting (SDIM and
SCIM) perform much faster than the brute-force approaches (DIM and CIM).
This confirms that the sorting algorithms, which cull out the region or AASV
pairs that are unlikely to overlap with each other before the pairwise overlap
tests are carried out, are very efficient in reducing the computational overhead of
interest matching.
The results also show that when the value SF increases, both CIM and SCIM
would spend slightly more time on the matching process. This is due to the
increase in size of the swept volumes when the entities move at high speed, re-
sulting in an increase of the chance of overlap, and thus more computational effort
is spent on the divide-and-conquer process. However, the execution time of DIM
and SDIM is not affected by the change of SF value since they can only perform
interest matching at discrete time intervals.
4.3.4 Threshold of Space-Time Interest Matching
The third set of experiments evaluate the performance of the space-time algo-
rithms with the user defined threshold of the divide-and-conquer algorithm ex-
tending from δt/2 to δt/64, where δt is the time-step of simulation. Moreover,
the number of entities and the value of SF were set to constant (1000 and 20,
respectively). We also include the performance of discrete algorithms as a refer-
ence.
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Figure 4.6: Comparing the Execution Time of Interest Matching Approaches
(Threshold varies)
Figure 4.6 shows the execution time of the four approaches. The results
indicate that when the value of the threshold decreases, the CIM approach would
spend slightly more time on the matching process. This is because choosing
a smaller threshold would cause the divide-and-conquer algorithm to perform
more recursions. It was expected that the same effect would be applied on the
SCIM too, but the significance cannot be shown on the figure. Furthermore,
the performance of discrete algorithms is not affected by the change of threshold
value since they do not employ the divide-and-conquer approach.
Figure 4.7 shows the overlap count of the four approaches. As can be seen the
overlap count of the space-time algorithms gradually drops to a steady number
(≈ 95) as the threshold decreases. This is due to the behaviour of the divide-
and-conquer approach described in Section 4.1.2. When a large threshold is
chosen, most of the potentially overlapped region pairs would be considered as
overlapped, which might also include a large number of false positives. Decreasing
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Figure 4.7: Comparing the Event-Capturing Ability of Interest Matching Ap-
proaches (Threshold varies)
the threshold would cause the algorithm to perform more recursions, but thus
increases the accuracy of the test. However, it is obvious that choosing a threshold
smaller than δt/64 would not significantly increase the accuracy. We therefore
used this threshold value in all other experiments described in this chapter.
As mentioned earlier, the performance of discrete algorithms is not affected
by the change of threshold value since they do not employ the divide-and-conquer
approach.
4.3.5 Space-time Interest Matching vs. Frequent Discrete
Interest Matching
As described in Section 2.8.1, one simple approach to solve the missing event
problem is to reduce the time-step of simulation and perform frequent discrete
interest matching. The last set of experiments aimed to investigate whether the
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proposed SCIM algorithm has better performance than this simple approach. In
order to do so, we only picked the SDIM approach as the comparison target since
it has the best runtime efficiency. We reduce the time-step of discrete interest
matching from δt to δt/i and carry out SDIM i times per δt, for i = 1, 2, ..., 10.
During the experiments, the following variables were set to constant: SF (20),
number of entities (1000).
Figure 4.8: Comparing the Execution Time of SCIM and SDIM (Frequency of
SDIM varies)
The execution time and overlap count of the two approaches are given in
Figure 4.8 and Figure 4.9, respectively. The results clearly suggest that the SCIM
approach is a better solution to the missing event problem. If we perform SDIM
more than 2 times per δt, it would spend more execution time than the SCIM
approach. The difference becomes significant when we increase the frequency of
SDIM. Nevertheless, even if we perform SDIM 10 times per δt, its event-capturing
ability is still worse than SCIM.
In a sense, both approaches enhance their event-capturing ability by increas-
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Figure 4.9: Comparing the Event-Capturing Ability of SCIM and SDIM (Fre-
quency of SDIM varies)
ing the frequency of overlap test. The frequent SDIM approach incurs large
computational overhead because it performs extra overlap tests for all regions
per δt. The proposed SCIM approach, on the other hand, culls out the region
pairs that are unlikely to overlap before it increases the test frequency for poten-
tially overlapped pairs. This is obviously more computationally efficient than the
frequent SDIM approach. Furthermore, instead of performing pairwise overlap
tests for all subintervals δt/i, SCIM carries out the divide-and-conquer algorithm
described in Section 4.1, which allows it to avoid much of the unnecessary pairwise
comparisons. This further enhances the runtime efficiency of SCIM.
4.4 Summary
This chapter has presented formal definitions, theorems and proofs of using swept
volume for space-time interest matching. This approach aims to capture the miss-
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ing events and interactions that traditional discrete interest matching approaches
would fail to report. Although an exact swept volume is difficult to compute, we
have proposed a new model called AASV, which can be used as an approximate
solution for swept volume. Furthermore, we have demonstrated how to integrate
the AASV model into the efficient sorting algorithm presented in the previous
chapter. The new sorting algorithm can efficiently cull out the AASV pairs that
are unlikely to overlap, before a more computationally intensive pairwise over-
lap test is carried out. Lastly, this sorting algorithm can be combined with the
parallel approach presented in the next chapter, which can further minimise the
computational overhead of space-time interest matching.
Experimental evidence presented in this chapter has demonstrated that the
space-time interest matching approach can capture most of the events that are
ignored by the discrete algorithms. It has also shown that the sorting algorithm
can significantly reduce the computational overhead of space-time interest match-
ing. Most importantly, the results have demonstrated that even if we increase the
frequency of discrete interest matching, it is still outperformed by the proposed
algorithm in terms of runtime efficiency and event-capturing ability.
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Chapter 5
Parallel Interest Matching
Algorithms for Shared-Memory
Multiprocessors
In this chapter, a new approach of interest matching is presented which facilitates
parallelism by distributing the workload of the matching process across multiple
processors. Since it is increasingly common to deploy commercial DVE applica-
tions on shared-memory multiprocessors, using the parallel algorithm for these
applications is expected to be more suitable than the existing serial algorithms.
The algorithm divides the matching process into two phases. In the first
phase it employs a spatial data structure called uniform subdivision to efficiently
decompose the virtual space into a number of subdivisions. We define as work
unit (WU) the interest matching process within a space subdivision. In the sec-
ond phase, WUs are distributed across different processors and can be processed
concurrently.
107
5.1 Spatial Decomposition
The parallel algorithm is suitable to apply for traditional discrete interest
matching as well as the space-time interest matching approach presented in Chap-
ter 4. For the sake of simplicity, the discussion of this chapter is first focused on
the former. The integration of the latter is straightforward, which is described in
Section 5.2.1.
5.1 Spatial Decomposition
Uniform subdivision is a common spatial data structure which has long been
used as a mean of rapid retrieval of geometric information. Over the years, it has
been studied extensively in many fields such as computer graphics and robotics.
The idea of using hashing for subdivision directory was first described in an
early article written by Rabin [102] and was later discussed more generally in
Bentley and Friedman’s survey [103]. This section presents the formal definitions
of uniform subdivision, which leads to the discussion in the subsequent sections
where they are used for hash indexing and rapid WU distribution.
Formally, the virtual space S can be define as a multidimensional point set
that contains all entities in the virtual world. Therefore, all update or subscription
regions can be regarded as the subsets of S .
Definition 9. Let [SMINd, SMAXd) be the boundary of a space S in d dimen-
sion, for d = 1, 2, ..., n.
S = {(x1, x2, ..., xn) | xd ∈ R ∧ SMINd ≤ xd < SMAXd,
for d = 1, 2, ..., n}.
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Alternatively, S can be expressed as the Cartesian product of its one-dimensional
boundaries.
Definition 10. Let [SMINd, SMAXd) be the boundary of a space S in d di-
mension, for d = 1, 2, ..., n.
S = [SMIN1, SMAX1)× [SMIN2, SMAX2)× ...× [SMINn, SMAXn)
=
n∏
d=1
[SMINd, SMAXd).
The hashing approach requires decomposing S into uniform subdivisions.
Each subdivision represents a slot in the hash table, which is labelled by a mul-
tidimensional hash table index.
Definition 11. Let [SMINd, SMAXd) be the boundary of a space S in d di-
mension. The boundary can be uniformly divided into Nd sub-boundaries with
unit length Ld, such that
Ld =
SMAXd − SMINd
Nd
∀Nd ∈ Z+, ∀Ld ∈ R+, for d = 1, 2, ..., n.
Definition 12. Let [SMINd, SMAXd) be the boundary of a space in d dimen-
sion, for d = 1, 2, ..., n. The boundary is uniformly divided intoNd sub-boundaries
with unit length Ld. The uniform subdivision Z of S is labelled by a multidimen-
sional hash table index (z1, z2, ..., zn), such that
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Z (z1, z2, ..., zn) = {(x1, x2, ..., xn) | xd ∈ R ∧ SMINd + zdLd ≤ xd < SMINd
+ (zd + 1)Ld, for d = 1, 2, ..., n}
for zd = 0, 1, ..., Nd − 1.
Similar to all axis-aligned point sets, the uniform subdivision can be express
as the Cartesian product of its one-dimensional boundaries, which is given in
Definition 13.
Definition 13. Let [SMINd, SMAXd) be the boundary of a space in d dimen-
sion, for d = 1, 2, ..., n. The boundary is uniformly divided intoNd sub-boundaries
with unit length Ld. The uniform subdivision Z of S can be defined as
Z (z1, z2, ..., zn) = [SMIN1 + z1L1, SMIN1 + (z1 + 1)L1)
× [SMIN2 + z2L2, SMIN2 + (z2 + 1)L2)× ...
× [SMINn + znLn, SMINn + (zn + 1)Ln)
=
n∏
d=1
[SMINd + zdLd, SMINd + (zd + 1)Ld)
for zd = 0, 1, ..., Nd − 1.
Theorem 7. Given a set of all hash table indices
HI = {(z1, z2, ..., zn) | zd = 0, 1, ..., Nd − 1 ∧ d = 1, 2, ..., n}
where Nd is the number of subdivisions of space S in d dimension. Then, S can
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be expressed as the union of all uniform subdivisions, such that
S =
⋃
k∈HI
Z (k).
Proof. By Definition 10, we derive
S = [SMIN1, SMAX1)× [SMIN2, SMAX2)× ...× [SMINn, SMAXn)
=
N1⋃
z1=0
[SMIN1 + z1L1, SMIN1 + (z1 + 1)L1)
×
N2⋃
z2=0
[SMIN2 + z2L2, SMIN2 + (z2 + 1)L2)× ...
×
Nn⋃
zn=0
[SMINn + znLn, SMINn + (zn + 1)Ln)
=
⋃
k∈HI
Z (k).
5.2 First Phase: Hashing
During the simulation, regions are hashed into the hash table. The algorithm
uses the coordinate of a region’s vertex as a hash key. Given a key k, a hash
value H(k) is computed, where H() is the hash function. The hash value is an
n-dimensional index which can be matched with the index of a space subdivision,
and therefore indicating that which subdivision the vertex lies in. Hence, the
regions with hash key k are stored in slot H(k). The hash function is given in
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Definition 14.
Definition 14. Let [SMINd, SMAXd) be the boundary of a space in d dimen-
sion, for d = 1, 2, ..., n. The boundary is uniformly divided intoNd sub-boundaries
with unit length Ld. The hash function for transforming a key kd into a hash
value is defined as
H : Rn → Zn, H(kd) = bkd − SMINd
Ld
c
There are two important properties of using a hash table for spatial decompo-
sition. First, hash table collision means that regions in the same slot are poten-
tially overlapped with each other; therefore, further investigation on their overlap
status is required. This process will be left to the second phase of the algorithm.
Second, if a region lies in multiple space subdivisions, it would be hashed into
all of them. The algorithm assumes that the size of region is much smaller than
a space subdivision. Therefore, a region would exist in at most four slots in the
two-dimensional space (at most eight slots in the three-dimensional space). This
assumption ensures that the computational complexity of the hashing process
would be bounded by a constant.
Figure 5.1 illustrates the basic concept of the spatial hashing for two-dimensional
space. In the figure, region A is hashed into slot (0,1); region B is hashed into
slots (0,0), (0,1), (1,0) and (1,1); region C is hashed into slots (1,1) and (1,2);
region D is hashed into (1,0), (1,1), (2,0) and (2,1).
The basic steps to construct a hash table are given in Algorithm 4. Note that
if not all vertices of a region are hashed into the same slot, then the region exists
in multiple subdivisions.
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Algorithm 4: Algorithm for Hash Table Construction (Region)
Data: S : a n-dimensional virtual space
Data: Z : an uniform subdivision of S
Data: k: a n-dimensional hash table index
Data: R: a region
Data: v: a vertex of R
Data: H(): a hash function
Data: HashTable: a hash table
1 begin
2 Decompose S into a list of Z ;
3 foreach Z do
4 Determine the index k for Z ;
5 end
6 foreach k do
7 HashTable.AddSlot(k);
8 end
9 foreach R do
10 foreach v of R do
11 HashTable.Slot[H(v)].AddRegion(R);
12 end
13 end
14 end
113
5.2 First Phase: Hashing
Figure 5.1: Hashing for Space Subdivisions
The hash table is constructed at the initialisation stage. During runtime, the
position and size of regions may be frequently modified. Therefore, the algorithm
needs to perform rehashing for the regions (line 9-13) at every time-step. The
complexity of this process is O(n + m) where m is the number of subscription
regions and n is the number of update regions.
5.2.1 Conversion to Space-Time Interest Matching
Applying the parallel algorithm to space-time interest matching is straightfor-
ward. All that needs to be changed is to replace regions with AASVs. Therefore,
hashing would be performed for the AASVs’ vertices instead of the regions’. Al-
gorithm 5 describes the basic steps of constructing a hash table for the AASVs.
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Algorithm 5: Algorithm for Hash Table Construction (AASV)
Data: S : a n-dimensional virtual space
Data: Z : an uniform subdivision of S
Data: k: a n-dimensional hash table index
Data: AV : an AASV
Data: v: a vertex of AV
Data: H(): a hash function
Data: HashTable: a hash table
1 begin
2 Decompose S into a list of Z ;
3 foreach Z do
4 Determine the index k for Z ;
5 end
6 foreach k do
7 HashTable.AddSlot(k);
8 end
9 foreach AV do
10 foreach v of AV do
11 HashTable.Slot[H(v)].AddAASV (AV );
12 end
13 end
14 end
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5.3 Second Phase: Sorting
After the hashing stage, each slot of the hash table represents a WU which will
be distributed across different processors. The algorithm then places the WUs on
a task queue. Each processor fetches WUs from the queue and performs interest
matching for the corresponding space subdivisions. Since only one processor
has the authority to manage each space subdivision, there will be no ambiguous
matching result. Figure 5.2 illustrates how the processors and task queue interact
during runtime.
Figure 5.2: Task Queue for WU Distribution
Since every subdivision is isolated during the matching process, lock mecha-
nisms for each WU are unnecessary. Locking is only required when a processor
tries to fetch a WU from the task queue.
5.3.1 Sorting Algorithms
The spatial decomposition approach essentially transforms the large-scale inter-
est matching process into several individual sub-problems. When a WU is being
processed, each processor carries out a matching process only for the regions or
AASVs within the WU. As discussed in the previous chapters, using a brute-
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force approach to determine the overlapping status of the regions or AASVs is
computationally expensive. Therefore, a sorting algorithm based on dimension
reduction would help to increase the computational efficiency. For discrete inter-
est matching, Algorithm 1 is employed, where for space-time interest matching,
Algorithm 3 is employed. The integration of these algorithms into the parallel in-
terest matching framework is simple and straightforward. No additional matching
steps are required.
5.3.2 Load Balancing
As discussed in [104], the task queue approach is desired for task distribution
and provides very good load sharing for shared-memory multiprocessor systems.
When a processor finishes processing a WU, it would fetch another WU from the
task queue immediately unless the queue is empty. Therefore, no processor would
be idle until all WUs are fetched.
The worst case happens only when all regions or AASVs reside in a single
space subdivision. In this situation, a single processor would be responsible for
the matching of all of them.
5.4 Theoretical Analysis on Computational Com-
plexity
This section presents the theoretical analysis of the proposed parallel interest
matching approach. As described in Chapter 1, the computational complexity of
interest matching by brute-force is O(nm) where m is the number of subscription
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regions and n is the number of update regions. Other approaches such as [92,
94, 93, 2] have the complexity of O((n + m)log(n + m)) or even O(n + m) in
the general case. The parallel algorithm, as we expected, would outperform the
existing approaches in theory and in practice when running on multiprocessor
machines. According to Algorithm 4, the following are the major steps of the
algorithm:
• In the first phase, the expected time to compute the hash value H(k) for a
vertex k is O(1). Assume the simulation is performed in three-dimensional
space, each region would only have eight vertices, thus the hashing process
for each region is still O(1).
• Computing the hash value H(k) for all regions requires O(n + m) time.
However, since each computation of H(k) is independent, this can be shared
among the processors. Therefore the computational complexity of the hash-
ing process is O(n+m
p
), for p number of processors.
• In the second phase, each WU is being processed and can be treated as
an independent sub-problem. Assume the regions are distributed uniformly
throughout the virtual space, assume further that temporal coherence is
exploited; hence, during runtime, the complexity of re-sorting the list of
endpoints using insertion sort is O(n+m+s
p
) for each dimension, where s is the
number of swaps. Since most of the DVEs are in two- or three-dimensional
space, the number of dimensions is constant.
• The worst case happens when all n + m regions reside in a single space
subdivision. In this situation, the workload cannot be shared. A single
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processor would be responsible for performing matching for all regions. The
computational complexity of the second phase would become O(n+m+s).
5.5 Performance Evaluation
This section presents the evaluation of the proposed parallel algorithms. Sev-
eral sets of experiments were carried out to compare the performance of six ap-
proaches, namely:
1. Discrete interest matching by brute-force (DIM)
2. Space-time interest matching by brute-force (CIM)
3. Discrete interest matching by scalable insertion-sort algorithm (SDIM)
4. Space-time interest matching by scalable insertion-sort algorithm (SCIM)
5. Discrete interest matching by parallel algorithm (PDIM)
6. Space-time interest matching by parallel algorithm (PCIM)
The DIM approach performs interest matching for all n update regions and m
subscription regions at discrete time intervals. The CIM approach also performs
matching for all region pairs; however, instead of testing the overlap status at dis-
crete time intervals, it carries out pairwise space-time interest matching, as given
in Algorithm 2, in order to capture the missing events. The SDIM approach is the
sorting approach presented in Chapter 3. It was chosen as a comparison target
because it is theoretically the fastest (linear time in the general case) algorithm
among all serial matching algorithms. The SCIM approach is an implementation
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of Algorithm 3. It performs sorting to efficiently cull out the region pairs that are
unlikely to overlap with each other, and carries out space-time matching for the
remaining pairs. PDIM and PCIM are the two parallel algorithms presented in
this chapter, which exploit parallelism by distributing the workload across mul-
tiple processors. The PDIM approach is designed for discrete interest matching,
while the PCIM approach performs space-time interest matching similar to the
CIM approach.
Of the three major design requirements described in Section 2.2.1, this eval-
uation only focuses on the runtime efficiency of the six approaches. As discussed
in Section 3.5.3, the filtering precision of the matching approaches would be
similar if they all adopt an aura-based scheme. Therefore, performing further
experiments to evaluate the filtering precision of these six approaches is unnec-
essary. Furthermore, the event-capturing ability of PCIM is similar to CIM and
SCIM since they all employ swept volumes and the divide-and-conquer algorithm
to perform space-time interest matching. In Section 3.5.3, it has already been
shown experimentally that the space-time algorithms (CIM and SCIM) have bet-
ter event-capturing ability than the discrete algorithms.
5.5.1 Implementation and Experimental Set-ups
The six algorithms were implemented in C++ with the use of multi-threading.
All of the tests were run on a workstation, which has two Intel Xeon E5634 2.4Ghz
6-core CPUs with 48GB main memory and used the following experimental set-
up:
• Entity Distribution: The entities are distributed randomly across the virtual
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space.
• Entity Movement : All entities move in a random direction and undergo
linear translational motion (i.e., the degree of ~τ (t) is equal to 1).
• Entity Speed : The speed factor (SF) represents the average speed of the
entities in proportion to its region length. The value of SF varies in different
sets of experiments.
• Number of Dimensions : All simulations were performed in three-dimensional
space.
• Number of Regions An update region and a subscription region were asso-
ciated with each moving entity.
• Execution Time Measurement : Average execution time of the matching
algorithms was measured over 10,000 time-steps.
• Number of WUs : The number of WUs is dependent on the granularity of
spatial decomposition, which was assigned statically. The optimal granu-
larity value was determined through experiments, which are presented in
Section 5.5.2.
5.5.2 Granularity of Spatial Decomposition
The spatial decomposition approach described in Section 5.1 requires an optimal
granularity to achieve an optimal use of resources. This is similar to the virtual
world partitioning problem as we have discussed in Section 2.3.3. In this section,
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we present the results of a set of experiments that we have conducted to determine
the optimal granularity of partitioning.
Since uniform subdivisions are employed for the parallel algorithm, the gran-
ularity of spatial decomposition is dependent on the number of sub-boundaries
per dimension (denoted by Nd in Definition 11). We take N1 = N2 = N3, which
implies that each subdivision is a cube in shape. We measured the execution time
of PDIM and PCIM, with Nd extending from 2 to 10. The number of entities
was set to 1000 and the SF was set to 20. Throughout the experiments, all 12
cores of the two Intel E5634s were enabled.
Figure 5.3: Comparing the Execution Time of Parallel Interest Matching Ap-
proaches (Number of Sub-Boundaries varies)
The results are given in Figure 5.3. As we can see in the graph, there is
some significant runtime overhead when Nd is equal to 2 (i.e., the number of
WUs is equal to 8). This is due to the fact that the number of WUs is less
than the number of physical processors (12), which implies four physical cores
would be idle at each time step of simulation, resulting in a poor utilisation of
122
5.5 Performance Evaluation
computational resources. However, if a large Nd is chosen, the size of job queue
becomes large and thus overhead would be introduced due to the increase in the
frequency of job queue access. According to results shown in Figure 5.3, we can
conclude that, for the current experimental set-up, the optimal value of Nd for
both PDIM and PCIM is 5. This value would be used in all other experiments
described in this chapter.
5.5.3 Number of Entities
The second set of experiments compares the runtime efficiency of the DIM, CIM,
SDIM, SCIM, PDIM and PCIM with the number of virtual entities extending
from 100 to 1000. The value of SF was set to 20 and the threshold of space-time
algorithms was set to δt/32, where δt is the time-step of simulation. Throughout
the experiments, all 12 cores of the two Intel E5634s were enabled.
Figure 5.4 shows the execution time of the six approaches. It is not difficult to
see that PDIM has the best performance among discrete algorithms, where DIM
has the poorest performance. The difference becomes significant when the num-
ber of entities is gradually increased. Similarly, PCIM has the best performance
among space-time algorithms, where CIM has the poorest performance. These
observations indicate that the parallel approaches (PCIM and PDIM) scale much
better than the serial approaches when running on a shared-memory multiproces-
sor machine. Furthermore, the space-time algorithms require more computational
effort than discrete algorithms under the same matching approach (i.e., brute-
force, sorting, or parallelism). The discrepancy is due to the overhead introduced
by the divide-and-conquer algorithm as well as the computation of AASVs.
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Figure 5.4: Comparing the Execution time of Interest Matching Approaches
(Number of Entities varies)
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5.5.4 Speed Factor
The third set of experiments compares the runtime efficiency of the six algorithms
with the value of SF extending from 2 to 20. The number of entities was set to
1000 and the threshold of space-time algorithms was set to δt/32. Throughout
the experiments, all 12 cores of the two Intel E5634s were enabled.
Figure 5.5: Comparing the Execution Time of Interest Matching Approaches
(Speed Factor varies)
Figure 5.5 shows the execution time of the six approaches. The results indicate
that when the value SF increases, CIM would spend slightly more time on the
matching process. This is because the AASVs become bigger when the entities
move at higher speed, resulting in an increase of the chance of AASV overlap, and
thus more computational effort is spent on the divide-and-conquer process. It is
expected that the same effect would be seen in SCIM and PCIM too. However,
since these two algorithms are much faster than CIM, the results show that the
computational overhead generated by increasing SF is insignificant for these two
algorithms.
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The execution time of discrete algorithms is not affected by the change of SF
value since they only perform interest matching at discrete time intervals.
5.5.5 Threshold of Space-Time Interest Matching
The fourth set of experiments compares the runtime efficiency of the six algo-
rithms with the threshold of space-time algorithms extending from δt/2 to δt/64.
The number of entities was set to 1000 and the SF was set to 20. Throughout
the experiments, all 12 cores of the two Intel E5634s were enabled.
Figure 5.6: Comparing the Execution Time of Interest Matching Approaches
(Threshold varies)
Figure 5.6 shows the execution time of the six approaches. The results indicate
that when the threshold decreases, the CIM approach would spend slightly more
time on the matching process. This is because choosing a smaller threshold would
cause the divide-and-conquer algorithm to perform more recursions, resulting in
an increase of computational overhead. We expected that the same effect would
be applied on SCIM and PCIM too; however, since they are much faster than
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CIM, the results show that the computational overhead generated by decreasing
the threshold is insignificant for these two algorithms.
The execution time of discrete algorithms is not affected by the change of
threshold value since they do not employ the divide-and-conquer method.
5.5.6 Number of Processors
The last set of experiments compares the runtime efficiency of the six approaches
when running on different number of processors. In the case of number of required
processors less than 12, some of the physical cores of the two Intel E5634s were
disabled. The number of working threads was equal to the number of available
cores. The number of entities, the speed factor, and the threshold of space-time
algorithms were set to the constant value of 1000, 20, and δt/64, respectively.
Figure 5.7: Comparing the Execution Time of Interest Matching Approaches
(Number of Processors varies)
Figure 5.7 shows the execution time of the six approaches. Since the brute-
force and sorting approaches are designed for serial processing, the execution
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time of these algorithms did not change significantly when the number of active
processors increased. The execution time of parallel algorithms, on the other
hand, decreased gradually with increase in the number of active processors; this
suggests that the proposed algorithm is scalable when running on a multiprocessor
machine.
5.5.6.1 Analysis of Speed-up and Efficiency
As Lee has observed that [105], a parallel algorithm rarely attain its maximum
efficiency, this is due to both logical and physical constraints. For example, logi-
cal constraints may include intrinsic data-dependencies, control dependencies and
operator precedences in the parallel algorithm, which force a serial chain of execu-
tion amongst the dependent operations, and thus limit the number of operations
which may be executed in parallel. Physical constraints may include the control
restrictions on the different types of operations which may be executed simulta-
neously, and the delays due to the communication and competition amongst the
interacting components in the computer. Lee therefore defined certain measures
to compare the effectiveness of various parallel algorithms, such as speed-up, ef-
ficiency, redundancy, utilisation, and quality. The first two measures are widely
used today for analysis of parallelism [106].
In Lee’s paper, the term “speed-up” refers to how much faster a parallel
algorithm is compared to a corresponding serial algorithm, such that
S(n, p) =
T (n, 1)
T (n, p)
(5.1)
where n is the problem size, p is the number of processors, T (n, 1) is the execution
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time of the serial algorithm, and T (n, p) is the execution time of the parallel
algorithm with p processors.
An ideal speed-up (or linear speed-up) is obtained when S(n, p) = p. When
running an algorithm with ideal speed-up, doubling the number of processors
doubles the speed. Therefore it is considered extremely good scalability.
The term “efficiency” represents how well-utilised the processors are in solv-
ing the problem, compared to how much effort is wasted in communication and
synchronisation. It is defined as
E(n, p) =
S(n, p)
p
=
T (n, 1)
pT (n, p)
. (5.2)
Note that a parallel algorithm with ideal speed-up and algorithms running on
a single processor have an efficiency of 1.
The experimental results presented in this chapter allow us to analyse the
speed-up and efficiency of proposed parallel algorithms based on the calculation
of these two measures. Let TC , SC and EC denote the execution time, speed-up
and efficiency of PCIM, respectively; and let TD, SD and ED denote the execution
time, speed-up and efficiency of PDIM, respectively. The results of the analysis
are given in Table 5.1. Note that the problem size n is set to constant (1000).
The results show that the efficiency of both PDIM and PCIM drops gradually
when more processors are involved in the matching process. In particular, we can
see that when all 12 processors are used in the experiments, the efficiency of both
algorithms drops below 50%. Therefore, even if we add more processors to the
experiments, the performance gain may not be significant.
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p TD(n, p) SD(n, p) ED(n, p) TC(n, p) SC(n, p) EC(n, p)
1 5.784 1 100% 10.142 1 100%
2 3.874 1.493 74.65% 7.102 1.428 71.40%
3 3.041 1.902 63.40% 5.127 1.978 65.94%
4 2.589 2.234 55.85% 4.318 2.349 58.72%
5 2.142 2.700 54.01% 3.542 2.863 57.27%
6 1.876 3.083 51.39% 2.894 3.504 58.41%
7 1.685 3.433 49.03% 2.601 3.899 55.70%
8 1.486 3.892 48.65% 2.356 4.305 53.81%
9 1.325 4.365 48.50% 2.176 4.661 51.79%
10 1.225 4.723 47.23% 1.952 5.196 51.96%
11 1.152 5.023 45.64% 1.844 5.500 50.00%
12 1.129 5.123 42.69% 1.784 5.685 47.37%
Table 5.1: Speed-up and Efficiency of the Parallel Algorithms
5.6 Summary
This chapter presents a parallel appropach for both discrete and space-time inter-
est matching. As reviewed in Section 2.8, over the years, many efficient matching
algorithms were proposed to speed up the interest matching process. However,
they are all designed for serial processing. The proposed parallel algorithm fa-
cilitates workload sharing by dividing a large-scale interest matching problem
into several smaller sub-problems and distributing them across multiple proces-
sors. Experimental evidence presented in this chapter has demonstrated that the
parallel algorithm is more computationally efficient than the existing serial algo-
rithms when running on a shared-memory multiprocessor machine. Moreover, the
parallel algorithm can be easily combined with the space-time interest matching
algorithm presented in the previous chapter. Although the space-time approach
requires additional effort to compute the swept volumes, running it within the
parallel framework can further minimise its computational overhead.
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The discussion so far has been centred on shared-memory multiprocessor ma-
chines, however, the parallel algorithm can be easily extended and applied on
cluster of distributed-memory computers. In this case, the processors can no
longer exchange data through the shared-memory and therefore additional syn-
chronisation protocols will be required. The application of the parallel algorithm
on distributed-memory systems is described in the next chapter.
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Chapter 6
Parallel Interest Matching
Algorithms for
Distributed-Memory Systems
This chapter presents an extension of the parallel algorithm proposed in the pre-
vious chapter (which is hereafter referred to as the “shared-memory algorithm”).
The new parallel algorithm (which is hereafter referred to as the “distributed-
memory algorithm”) can be run on a cluster of computers that enables them
to work simultaneously and thus increasing the overall runtime efficiency of the
matching process. The distributed-memory algorithm is suitable to apply for
both discrete and space-time interest matching. For the sake of simplicity, our
discussion is first focused on the former.
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6.1 Spatial Decomposition
Similar to the shared-memory algorithm, the distributed-memory employs the
uniform subdivision approach to efficiently decompose the virtual world into a
number of static space subdivisions. However, in contrast to shared-memory mul-
tiprocessors, all processors (which are hereafter referred to as nodes) participating
in the matching process have their own private memory. Therefore, the task queue
is no longer available for data sharing. As a result, each node must maintain a
WU-node map, which contains the information of the space subdivisions that are
currently being processed by the nodes.
Figure 6.1 illustrates an example of space subdivisions in two-dimensional
space. In the figure, NodeA is responsible for WU (0,2), (1,1), (1,2), and (2,2);
NodeB is responsible for WU (0,0 and (0,1); NodeC is responsible for WU (1,0),
(2,0), and (2,1).
At the initialisation stage of the distributed-memory algorithm, the WUs are
evenly divided between the working nodes. Algorithm 6 describes the initial
distribution of WUs in the two-dimensional space.
The regions are distributed to different nodes according to the space subdivi-
sions they reside in. If a region lies in multiple space subdivisions that are owned
by different nodes, it would be distributed to all of them. Again, we assume that
the size of region is much smaller than a space subdivision. Therefore, a region
would exist in at most four nodes for the two-dimensional space (at most eight
nodes for the three-dimensional space).
The position and size of a region may be modified dynamically during simula-
tion. Whenever a region is modified, its owner node is responsible for determining
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Algorithm 6: Initial Distribution of WUs in Two-Dimensional Space
Data: Z: a two-dimensional table storing the space subdivisions
Data: N1: number of sub-boundaries of the first dimension
Data: N2: number of sub-boundaries of the second dimension
Data: P : number of nodes
1 begin
2 Count = b(N1 ×N2)/P c;
3 Remainder = (N1 ×N2) mod P ;
4 CurrentNode = 0;
5 for i← 0 to N1 − 1 do
6 for j ← 0 to N2 − 1 do
7 if Count 6= 0 then
8 Z[i, j].Node = CurrentNode;
9 Count← Count− 1;
10 end
11 else if Remainder 6= 0 then
12 Z[i, j].Node = CurrentNode;
13 Remainder ← Remainder − 1;
14 CurrentNode← CurrentNode+ 1;
15 Count = b(N1 ×N2)/P c;
16 end
17 else
18 CurrentNode← CurrentNode+ 1;
19 Count = b(N1 ×N2)/P c;
20 end
21 end
22 end
23 end
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Figure 6.1: Space Decomposition in 2D
whether the region in question is entering a space subdivision that is owned by
another node. This is done by hashing the vertices of the region with the hash
function given in Definition 14. The hash value is an n-dimensional key which
can be matched with the index of space subdivision, and therefore indicating
which subdivision the vertex lies in.
6.2 Sorting and Matching
At the matching stage, each node processes all of the WUs that are assigned to
it. If the WU has more than one region (i.e., hash table collision), Algorithm 1
would be applied to determine the overlap status of the regions.
Figure 6.2 illustrates an example of this process in two-dimensional space. In
the figure, a node is responsible for processing the WU (0,0), (2,0), (1,1), (1,2),
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and (2,2), which are marked by dotted lines. The orthogonal projections of B-C
and D-E overlap on x-axis; the orthogonal projections of C-D, C-E, and D-E
overlap on y-axis; hence, the region pair D-E overlap in two-dimensional space.
Figure 6.2: Dimension Reduction in Two-Dimensional Space
The shared-memory algorithm proposed in the previous chapter requires each
WU maintains one endpoint list per dimension at the sorting stage. In contrast to
this approach, in the distributed-memory algorithm the endpoint lists of different
WUs are combined, as long as the WUs are owned by the same node. As a result,
each node only maintains one endpoint list per dimension (for example, in Figure
6.2 only two endpoint lists in total are required for the node that owns WU (0,0),
(2,0), (1,1), (1,2), and (2,2)). Combining the endpoint lists does not affect the
order of the regions’ vertices, due to the fact that the regions are all in the same
space.
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6.3 Load-Balancing
Due to the arbitrariness of the entities’ movement pattern, the workload of the
nodes may become uneven during runtime. Since the shared task queue is no
longer available as a mean of load-balancing, a load-balancing scheme should be
carried out to redistribute the workload, in order to maximise the utilisation of
computational resources.
The workload of interest matching is defined by the elapsed time to process
Algorithm 1. After the matching process, each node broadcasts its workload
to all other nodes. The node with the heaviest load then carries out a load-
balancing algorithm to redistribute its workload to another node. Two load-
balancing algorithms have been developed, which are discussed in the following
subsections.
6.3.1 Workload Redistribution (The Least Loaded Node)
The first load-balancing algorithm allows the most heavily loaded node to dis-
tribute a portion of its workload to the least loaded nodes in the simulation. This
approach is given in Algorithm 7.
Algorithm 7: Workload Redistribution (The Least Loaded Node)
Data: WU : a list of WU owned by the current node
Data: leastLoadedNode: the least loaded node in the system
Data: λ: the threshold of workload difference
1 begin
2 Sort WU in descending order by the number of regions they contain;
3 if (Load− leastLoadedNode.Load)/Load > λ then
4 TransferOwnership(WU [1], leastLoadedNode);
5 end
6 end
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The algorithm begins by sorting the list of WU in descending order by their
crowdedness. If the workload difference between the current node and the least
loaded node is bigger than a threshold λ, the algorithm transfers the ownership
of the most crowded WU to the least loaded node. Note that the load-balancing
process is performed in an adaptive manner that only the ownership of one WU
would be transferred at each time-step.
6.3.2 Workload Redistribution (The Least Loaded Neigh-
bour)
The second algorithm allows the heaviest loaded node to distribute a portion of
its workload to a neighbour node. The term “neighbour node” is defined as the
owner of an adjacent space subdivision. For example, in Figure 6.1, NodeC is a
neighbour node of WU (0,0).
Algorithm 8: Workload Redistribution Algorithm (The Least Loaded
Neighbour
Data: WU : a list of WU owned by the current node
Data: λ: the threshold of workload difference
1 begin
2 Sort WU in descending order by the number of regions they contain;
3 for i← 1 to Size(WU)− 1 do
4 if WU [i].HasNeighbourNode() then
5 node← WU [i].LeastLoadNeighbour();
6 if (Load− leastLoadedNode.Load)/Load > λ then
7 TransferOwnership(WU [i], node);
8 end
9 end
10 end
11 end
Algorithm 8 begins by sorting the list of WU in descending order by their
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crowdedness. It then selects a crowded space subdivision (or WU). If the WU has
a neighbour node, the algorithm calls the function LeastLoadNeighbour() which
returns a neighbour node with the lightest workload. Finally, if the workload
difference between the current node and the neighbour node is bigger than a
threshold λ, the algorithm transfers the ownership of the selected WU to the
neighbour node by calling TransferOwnership(). Again, this load balancing
process is performed in an adaptive manner that only the ownership of one WU
would be transferred at each time-step.
The reason for only transferring the ownership of WU to a neighbour node is
for reducing the communication overhead. When a region moves across a border
that the WUs on both sides of the border are owned by different nodes, the
two nodes should exchange messages for the region’s migration. If the algorithm
transfers the ownership of WU to arbitrary nodes, it might increase the chance
of creating isolated WUs (i.e., all adjacent WUs are owned by different nodes),
and therefore increase the chance of region migration. On the other hand, if the
WU is transferred to a neighbour node, after the transfer there would be at least
one adjacent WU is owned by the same node. This reduces the communication
overhead of border crossing. The effectiveness of this approach and Algorithm 7
is evaluated in Section 6.6.
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6.4 Conversion to Space-Time Interest Match-
ing
Similar to the shared-memory algorithm, applying the distributed-memory algo-
rithm to space-time interest matching is straightforward. All that needs to be
changed is to replace regions with AASVs and replace Algorithm 1 with Algo-
rithm 3. Therefore, hashing would be performed for the AASVs’ vertices instead
of the regions’ and the sorting process would be carried out for the AASVs’
projection endpoints instead of the regions’.
6.5 Application Scenarios
The communication architecture, as reviewed in Section 2.1.2, is an important
component of a DVE. The proposed parallel algorithm is designed to be generic
and suitable for all architectures. This section briefly describes some typical
application scenarios.
6.5.1 Client-Server
In this scenario, the master server has the most important role in the system. It is
responsible for collecting participant actions from the clients, performing simula-
tions, computing entity states, and sending updates to the clients. Figure 6.3(a)
illustrates the client-server architecture. When applying the proposed algorithm,
the nodes are used to assist the master server in the matching process. At each
time-step, the master server would send the region modifications, if any, to the
nodes. The nodes then send back the result set RS to the master server after the
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matching process. All RS would be merged on the master server to create a final
result set of overlapped region pairs, which guides the master server through the
client update process.
6.5.2 Multi-Server
Figure 6.3(b) illustrates the multi-server architecture. In this scenario, the virtual
world is usually partitioned into a number of space subdivisions, and the workload
of simulations and state updates are shared among a cluster of servers. The
proposed algorithm can be fitted in this scenario if the virtual world adopts the
same partition strategy as the proposed algorithm. In this case, each server also
plays the role of a node. It is responsible to update the entities it owned as well
as perform interest matching. Since regions are usually associated with entities,
when an entity migrates to another server its regions usually follow. This reduces
the communication overhead of region migration. In addition, after the matching
process, the servers do not have to synchronise or merge theRS . They can update
the clients based on their own RS .
6.5.3 Peer-to-Peer
Figure 6.3(c) illustrates the Peer-to-Peer (P2P) architecture. In a typical scenario,
the virtual world is partitioned into a number of space subdivisions which are
controlled by some of the peers (participants). Other peers are connected to them
in order to receive updates. This is similar to the multi-server scenario with the
exception that servers are also participants. The proposed algorithm can be fitted
in this scenario by using the same model as multi-server architecture.
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(a) Client-Server (b) Multi-Server (c) Peer-to-Peer
Figure 6.3: Communication Architectures
6.6 Performance Evaluation
This section presents an evaluation of the proposed parallel interest matching al-
gorithm. Several sets of experiments were carried out to compare the performance
of four approaches, namely:
1. Discrete interest matching by scalable insertion-sort algorithm (SDIM)
2. Space-time interest matching by scalable insertion-sort algorithm (SCIM)
3. Discrete interest matching by parallel algorithm (PDIM-DM)
4. Space-time interest matching by parallel algorithm (PCIM-DM)
The SDIM approach is the efficient sorting approach presented in Chapter
3. It was chosen as a comparison target because it is theoretically the fastest
(linear time in the general case) algorithm among all serial algorithms. The SCIM
approach is an implementation of Algorithm 3. It performs sorting to efficiently
cull out the region pairs that are unlikely to overlap with each other, and carries
out space-time matching for the remaining pairs. PDIM-DM and PCIM-DM
are the two parallel algorithms presented in this chapter, which perform interest
matching in a parallel manner where workload is shared by a cluster of nodes.
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The PDIM-DM approach is designed for discrete interest matching, while the
PCIM-DM approach performs space-time interest matching similar to the SCIM
approach.
Evaluation of brute-force approaches is excluded since they have already been
evaluated in the previous chapters. This evaluation only focuses on using the
robust serial matching approaches as the comparison to the proposed parallel
algorithms. Moreover, an evaluation of filtering precision and event-capturing
ability is also excluded. Due to the facts that all four approaches have the same
filtering precision, and the event-capturing ability of the space-time approaches
has already been evaluated in Chapter 4. Therefore, this evaluation only focuses
on the runtime efficiency of the four algorithms.
6.6.1 Implementation and Experimental Set-up
All four algorithms were implemented in C++ and Message Passing Interface
(MPI). Message communication of the two parallel algorithms was constructed
based on MPI protocols, such as MPI Bcast(), MPI Send(), and MPI Recv().
Moreover, all processes were synchronised by the MPI Barrier() call, which is
a simple lock-step synchronisation protocol.
All of the experiments were executed on the eScience Cluster at the Midland
e-Science Centre, University of Birmingham. Each worker node has an Intel
Xeon 3GHz processor with 2GB main memory. A Myrinet backplane is used
to give 2+2Gbps programmable interconnection between the worker nodes. The
experiments were conducted based on the following set-up:
• Entity Distribution: The virtual entities were initially distributed randomly
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across the virtual space.
• Entity Speed : The speed factor (SF) represents the average speed of the
entities in proportion to its region length. The value of SF is set to 20 for
all sets of experiments.
• Number of Dimensions : All simulations were performed in three-dimensional
space.
• Number of Regions An update region and a subscription region were asso-
ciated with each moving entity.
• Execution Time Measurement : Average execution time of the matching
algorithms was measured over 10,000 time-steps.
• Threshold of Space-Time Interest Matching : The threshold τ of space-time
interest matching was set to δt/64 for all sets of experiments.
• Number of Nodes : All experiments of the parallel algorithms, with the
exception of those of Section 6.6.5, were run on 10 nodes.
• Number of WUs : The number of WUs is dependent on the granularity of
spatial decomposition, which was assigned statically. The optimal granu-
larity value was determined through experiments, which are presented in
Section 6.6.2.
6.6.2 Granularity of Spatial Decomposition
Similar to Section 5.5.2, a set of experiments was conducted to determine the
optimal granularity of partitioning, which would be used in all other experiments
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described in this chapter. We again take N1 = N2 = N3, which implies that
each subdivision is a cube in shape. We measured the execution time of the two
parallel algorithms (PDIM-DM and PCIM-DM), with Nd extending from 2 to 10.
The number of entities was set to constant (10000). Moreover, Algorithm 8 was
used as the load-balancing algorithm, and the threshold of load difference λ was
set to constant (10%).
Figure 6.4: Comparing the Execution Time of Parallel Interest Matching Ap-
proaches (Number of Sub-Boundaries varies)
The results indicate that there is some significant runtime overhead when Nd is
equal to 2. This is due to the fact that the number of WUs is less than the number
of nodes, resulting in a poor utilisation of computational resources. However, if
a large Nd is chosen, the number of WUs becomes large and the chance of region
migration would be increased, and therefore more communication overhead would
be introduced. According to results shown in Figure 5.3, we can conclude that
the optimal value of Nd for both PDIM-DM and PCIM-DM is 4. This value
would be used in all other experiments described in this chapter.
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6.6.3 Random Entity Movements
One of the purposes of the evaluation is to investigate the performance of the
parallel algorithms with different entity distribution models. In the second set of
experiments, the entities were under random movements. The experiments were
conducted to compare the runtime efficiency of the four approaches with the num-
ber of entities extending from 2000 to 10000. Since we also wanted to find out the
message communication overhead of the parallel algorithms, the execution time
without communication overhead (marked with \M) was recorded. Moreover,
Algorithm 8 was used as the load-balancing algorithm, and the threshold of load
difference λ was set to constant (10%).
Figure 6.5: Comparing the Execution Time of Interest Matching Approaches
(Random Entity Movements)
Figure 6.5 shows the execution time of the four approaches. The graph in-
dicates that message communication of the parallel algorithms is a significant
overhead as PDIM-DM requires about 30%-40% more execution time than PDIM-
DM\M. The same observation also applies to PCIM-DM and PCIM-DM\M.
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We can also see that when the number of entities is equal to 2000, the execu-
tion time of PDIM-DM is almost the same as SDIM. However, when the number
of entities is equal to 4000, PDIM-DM starts outperforming SDIM; and their
difference becomes significant when the number of entities is gradually increased.
This suggests that the PDIM-DM approach, even with communication overhead,
is more computationally scalable than SDIM when running on a cluster of nodes.
Again, the same observation applies to the two space-time interest matching al-
gorithms (i.e., PCIM-DM is more scalable than SCIM).
6.6.4 Skewed Environment
The third set of experiments aimed to investigate the performance of the matching
algorithms under a load imbalance environment. In this environment, the entities
always tend to move to the eight corners of the virtual world. After they reach
a corner, they would stay for a period of time and then move to a random new
corner. Similar to the previous set of experiments, we measured the execution
time of the SDIM, SCIM, PDIM-DM, PCIM-DM, PDIM-DM\M, and PCIM-
DM\M with the number of entities extending from 2000 to 10000. Algorithm
8 was again used as the load-balancing algorithm, and the threshold of load
difference λ was set to constant (10%).
Figure 6.6 shows the execution time of the four approaches. The results are
similar to the previous set of experiments, except the execution time spent on
PDIM-DM, PCIM-CM, PDIM-DM\M, and PCIM-DM\M is slightly higher. This
suggests that in a skewed environment, some of the nodes might be overloaded.
The load imbalance environment causes poor utilisation of computational re-
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Figure 6.6: Comparing the Execution Time of Interest Matching Approaches
(Skewed Environment)
sources, and the overloaded nodes have to redistribute the WUs they owned to
some less loaded nodes. Therefore, the communication overhead of the parallel
algorithms is also higher than the previous set of experiments. However, even
with the extra overhead, the results clearly show that the parallel approaches are
still more computationally scalable than the serial approaches.
6.6.5 Number of Processors
The fourth set of experiments compares the runtime efficiency of the four ap-
proaches when running on different number of processors (1-10). The number of
entities was set to constant (10000). Algorithm 8 was again used as the load-
balancing algorithm, and the threshold of load difference λ was set to constant
(10%).
The results are shown in Figure 6.7. We can see from that graph that the
execution time of the sorting approaches is constant as they are designed for serial
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Figure 6.7: Comparing the Execution Time of Interest Matching Approaches
(Number of Processors varies)
processing and are included only for reference. The execution time of the two
parallel algorithms, on the other hand, decreased gradually with increase in the
number of active processors. This suggests that the two parallel algorithms are
scalable when running on a cluster of nodes. Nevertheless, similar to the shared-
memory multiprocessors described in the previous chapter, the performance gain
of PDIM-DM and PCIM-DM is not proportional to the number of processors.
Their actual scalability of parallelism should be obtained through speed-up and
efficiency analysis.
6.6.5.1 Analysis of Speed-up and Efficiency
The analysis of speed-up and efficiency is based on Lee’s methodology described
in Section 5.5.6.1. Let TC , SC and EC denote the execution time, speed-up
and efficiency of PCIM-DM, respectively; and let TD, SD and ED denote the
execution time, speed-up and efficiency of PDIM-DM, respectively. The results
149
6.6 Performance Evaluation
of the analysis are given in Table 6.1. Note that the problem size n is set to
constant (10000).
p TD(n, p) SD(n, p) ED(n, p) TC(n, p) SC(n, p) EC(n, p)
1 810.53 1 100% 1352.18 1 100%
2 653.42 1.240 62.02% 1030.40 1.312 65.61%
3 512.25 1.582 52.74% 798.37 1.694 56.46%
4 425.13 1.907 47.66% 658.45 2.054 51.34%
5 364.18 2.226 44.51% 542.22 2.494 49.88%
6 315.24 2.571 42.85% 487.91 2.771 46.19%
7 275.94 2.937 41.96% 427.85 3.160 45.15%
8 244.18 3.319 41.49% 388.02 3.485 43.56%
9 221.57 3.658 40.65% 350.34 3.860 42.88%
10 202.99 3.993 39.93% 329.46 4.104 41.04%
Table 6.1: Speed-up and Efficiency of the Parallel Algorithms
The analysis shows that the efficiency of both PDIM-DM and PCIM-DM drops
gradually to about 40% when the number of processors is increased to 10, and
the change in efficiency becomes less apparant when more processors are involved
in the experiments. If we compare PDIM-DM and PCIM-DM with the shared-
memory algorithms presented in Chapter 5, we can see that the distributed-
memory algorithms are about 10% less efficient than the shared-memory algo-
rithms when the same number of processors is involved in the simulations. It is
important to note that, however, this comparison is not entirely fair since the
processing power, cache size, and memory bandwidth of the two testbeds (Intel
E5645 and eScience Grid) are significantly different.
6.6.6 Load-Balancing
The fifth set of experiments was conducted to evaluate the two load-balancing
algorithms proposed in Section 6.3. The first algorithm (LB1) is Algorithm 7,
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which allows the overloaded nodes to redistribute their WUs to the least loaded
nodes in the system. The second algorithm (LB2) is Algorithm 8, which restricts
the target of workload redistribution to the least loaded neighbours. To enable
comparative analysis of the performance figures, an parallel algorithm without
load-balancing (NoLB) is included. Specifically, this algorithm only carries out
hashing and sorting. At its initialisation stage, an equal number of WUs is
assigned to each node and the ownership of each WU would remain unchanged
throughout the entire simulation process. In addition, to simplify the analysis,
only space-time overlap test (i.e., Algorithm 3) was chosen for the sorting phase
of the parallel algorithms. This is the due to the fact that, in terms of runtime
efficiency, the only difference between discrete and space-time overlap tests is the
computational overhead they incur, otherwise they have similar behaviour in the
parallel interest matching framework.
Similar to the previous sets of experiments, we measured the execution time
of PCIM-DM and PCIM-DM\M with the number of entities extending from 2000
to 10000. The threshold λ was again set to constant (10%). Lastly, since the ex-
periments aimed to investigate the effectiveness of the load-balancing algorithms,
performing simulations in a load imbalance environment would be more suitable
than a random distribution environment. Therefore, the skewed environment
described in the previous section was adopted for the simulations.
Figure 6.8 shows the results of the three approaches. The first observation to
be made is that PCIM-DM (NoLB) is the slowest among all approaches we tested.
Since PCIM-DM (NoLB) does not redistribute the workload even though some of
the nodes are overloaded, there would be a significant difference in execution time
between the nodes. Therefore, the overall performance of the matching algorithm
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Figure 6.8: Workload Redistribution Algorithms
is degraded.
In addition, it is not difficult to see that PCIM-DM(LB1)\M is slighter faster
than PCIM-DM(LB2)\M. Since the LB1 puts no restriction on how to redistribute
the WUs, it would easier to balance the workload between the nodes than LB2.
However, message communications of LB1 is a significant overhead since PCIM-
DM(LB1) requires about 60% more execution time than PCIM-DM(LB1)\M.
As a result, the total execution time of the PCIM-DM(LB1) is longer than the
PCIM-DM(LB2). This overhead is caused by the increase of the chance of AASV
migration. Since the LB1 transfers the ownership of WU to arbitrary nodes,
after the simulation is performed for a period of time, a significant number of
WUs become isolated (i.e., all adjacent WUs are owned by different nodes). This
increases the chance of migration when the AASVs move from one space subdi-
vision to another. As a result, the communication overhead of PCIM-DM(LB1)
is also increased.
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6.6.7 Threshold
The last set of experiments was conducted to investigate the performance of the
two load-balancing algorithms with various threshold (λ) values. The execution
time of PCIM-DM(LB1) and PCIM-DM(LB2) was measured with the thresh-
old λ extending from 5% to 30%. The number of entities was set to constant
(10,000). Lastly, since the experiments aimed to investigate the effectiveness
load-balancing, the skewed environment was again adopted for the simulations.
Figure 6.9: Execution Time of DIM (Threshold varies)
The experimental results are given in Figure 6.9. Before we discuss the fig-
ure, we must point out that the choice of threshold is in fact a trade-off and
is application dependent. As we can see in the graph, there is some noticeable
runtime overhead for both approaches when the value λ is less than 10% or larger
than 20%. If a small threshold is chosen, the chance of load migration would
be increased, and therefore more time would be lost to communication overhead.
On the other hand, a large threshold makes the two algorithms more tolerant
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to workload imbalance, resulting in poor utilisation of computational resources.
Hence we can conclude that, for the current experimental set-up, the optimal
value of λ for both PCIM-DM(LB1) and PCIM-DM(LB2) is between 10% to
20%.
6.7 Summary
In the previous chapter, we have presented a parallel matching algorithm which is
suitable to deploy on a shared-memory multiprocessors. In this chapter, we have
presented an extension of the parallel algorithm that is suitable for distributed-
memory systems. The proposed algorithm can be run on a cluster of computers
to enable them to work simultaneously and thus enhance the overall runtime effi-
ciency of the matching process. Due to the arbitrariness of the entities’ movement
pattern, the workload of the processors may become uneven during runtime. A
load-balancing algorithm must be carried out to maximise the utilisation of the
computational resources. However, unlike the shared-memory multiprocessors,
in a distributed-memory system a shared task queue is no longer available as a
mean of load-balancing. We thus have developed two algorithms (Algorithm 7
and 8) to assist workload redistribution.
As experimental evidence has suggested, using the load-balancing algorithms
can better utilise the processors. In particular, we found out that Algorithm 8
has better overall performance since it only distribute the WU of the overloaded
nodes to their neighbour nodes. In doing so it reduces the chance of creating
isolated WUs, and therefore reducing the communication overhead incurred by
the migration of regions or AASVs.
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Chapter 7
Conclusions
Interest management is a technique which attempts to improve the scalability
of large-scale DVE systems by selectively filtering the data which is sent in the
system. This technique usually involves a process called interest matching, which
determines what data should be sent to the participants of the DVE as well as
what data should be filtered. Over the last two decades, interest management has
been studied extensively in many fields such as military simulations, academic and
social DVEs, and commercial applications such as MMOGs. Numerous schemes
have been proposed for different application scenarios. The survey of interest
management systems in Chapter 2 has led us to define three major design re-
quirements, namely filtering precision, runtime efficiency, and event-capturing
ability.
Based on the requirements analysis, it can be summarised that most of the
interest matching approaches presented in the literature are designed to solve
the trade-off between runtime efficiency and filtering precision. Although these
approaches have been shown to meet their runtime performance requirements,
they have a fundamental disadvantage - they perform interest matching at dis-
crete time intervals. As a result, they would fail to report events between discrete
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time-steps when the virtual entities move rapidly or are small. Since DVE partic-
ipants rely on the interest matching process to determine what data to receive, if
missing interactions are ignored, the participants would most likely render incor-
rect scenes or perform incorrect simulations. This thesis has presented theoretical
and practical solutions to this “missing event” problem. The new approach, as
presented in Chapter 4, is called “space-time interest matching”. It aims to cap-
ture the missing events by using swept volumes to enclose the trajectory of the
update and subscription regions over a time interval. Although this approach
requires additional effort to compute the swept volumes, we employ an efficient
insertion sort algorithm, as presented in Chapter 3, to cull out the swept volume
pairs that are unlikely to overlap with each other before a more computationally
intensive pairwise matching process is carried out. Experimental evidence pre-
sented in Chapter 4 demonstrates that the sorting algorithm significantly reduces
the overhead of space-time interest matching. It also shows that the space-time
algorithm can capture most of the events that are ignored by the discrete al-
gorithms. Most importantly, it demonstrates that even when we increase the
frequency of discrete interest matching, it is still outperformed by the space-time
algorithm in terms of runtime efficiency and event-capturing ability.
Another problem of existing interest matching approaches is that they are
designed for serial processing which is supposed to be run on a single processor.
As the problem size grows, using these algorithms does not satisfy the scalability
requirement of DVE since the single processor may eventually become a bottle-
neck. On the other hand, as shared-memory multiprocessors are common today,
most of the commercial DVE applications such as MMOGs employ dual-core or
quad-core machines as severs. If existing algorithms are deployed directly on
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these machines, the performance gain would not be guaranteed. To tackle this
problem, this thesis has presented two parallel interest matching algorithms. The
first algorithm, as presented in Chapter 5, is designed for shared-memory multi-
processors such as multi-core CPUs; while the second algorithm, as presented in
Chapter 6, is designed for distributed-memory systems. Both algorithms enable
the processors to work simultaneously and thus enhance the overall runtime ef-
ficiency of the matching process. Experimental evidence has demonstrated that
the parallel algorithms are much faster than the existing serial algorithm when
running on multiprocessors.
Furthermore, this thesis has also shown that the space-time interest matching
approach can be easily integrated into the parallel framework. The integration
is simple and straightforward, which further minimises the computational over-
head of space-time interest matching. The experimental results presented in the
thesis lead to three important conclusions. Firstly, the combined algorithms have
a very good filtering precision which is similar to all aura-based matching al-
gorithms. Secondly, the proposed algorithms significantly enhance the runtime
efficiency of space-time interest matching when running on shared-memory mul-
tiprocessors or distributed-memory systems. Since it is increasingly common to
deploy commercial DVE applications such as MMOGs on the former, using the
combined algorithm for these applications is more suitable than the serial algo-
rithms. Finally, the results show that the combined algorithm can capture most
of the events that are ignored by the discrete algorithms. Hence, it can be con-
cluded that the combined algorithm satisfies all three major design requirements
of interest management.
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7.1 Future Work
This Section presents potential further development into the algorithms and sys-
tems covered by this thesis.
7.1.1 Real-Life Evaluation
The experimental evaluation of the interest matching algorithms presented in
this thesis was conducted through simulations. Two approaches, namely random
entity movement and skewed environment, have been used to model the distri-
bution and behaviour of the entities. We have also used various speed factors to
model the speed of entity movement. However, these approaches may not reflect
the real-life behaviour of the participants. A “real-life behaviour” can only be
obtained through recording the interactions of the participants in the DVE. It is
worth noting that there is no standard accepted metric with which to characterise
these interactions, since the behaviour of the entities and the participants is al-
ways application dependent. However, by getting the traces from certain types
of large-scale applications such as MMOGs, a real-life evaluation would still be
worth the effort and can be considered as a proof of concept experiment for the
proposed algorithms.
7.1.2 Large-Scale Multi-Core Processor
Deploying the parallel algorithm to multi-core computers has a number of advan-
tages. Firstly, the implementation is simple, synchronisation, communication,
and explicit load-balancing algorithms are not required. Secondly, the commu-
nication overhead is small since the processors can communicate through the
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shared-memory. In addition, using the multi-core processors for commercial DVE
applications such as MMOGs is increasingly common. As examples, the video
game console Sony PlayStation 3 uses a IBM Cell processor which contains 9 cores
while Microsoft’s Xbox 360 uses a Xenon processor which is a custom PowerPC-
based triple-core. This increases the potential applications of the parallel interest
matching algorithm.
As we have discussed in Section 5.5.6.1, the analysis on the speed-up and
efficiency of the parallel algorithm is limited by the double 6-core testbed. Fur-
ther experiments on a large-scale multi-core processor should be considered as the
future work of this research. However, at the time of writing, only six core proces-
sors are available in the PC market. Therefore an available experimental machine
may be used as the platform to carry out further evaluation of the proposed algo-
rithms. One potential testbed is the Single-Chip Cloud Computer (SCC) [107],
which is an experimental machine developed by Intel Labs. It contains the most
Intel cores ever integrated on a single chip - 48 cores. This would give us a better
analysis on the scalability of parallelism. Moreover, another problem we faced
in the evaluation is that we were unable to fairly compare the efficiency of the
two parallel algorithms proposed in Chapter 5 and 6 since the processing power,
cache size, and memory bandwidth of the two testbeds (Intel E5645 and eScience
Grid) are significantly different. This may be solved by using SCC as the testbed,
since apart from being used as a shared-memory multi-core processor, The SCC
can also be configured as a distributed-memory system, with each core able to
access up to 2GB private memory.
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7.1.3 Dead Reckoning
Dead reckoning [63] is a technique used in DVEs. Similar to interest management,
it decreases message transmissions in the network and thus increasing the scala-
bility of the DVE system. The basic idea of the dead reckoning is that instead
of receiving frequent state updates throughout the network, each participant in
the DVE stores a mathematical model to predict the new position of the remote
entities. The extrapolation is based on the entities’ velocity, acceleration, and
previous position.
Synchronising the dead-reckoned entities is a well-studied problem of DVE,
but it would become more complex if this technique is applied together with in-
terest management. Performing interest matching for dead-reckoned entities but
not for the actual entities is possible in a DVE. This is the case where the par-
ticipant updates an avatar’s position on a local machine but does not update its
corresponding dead-reckoned model on the remote machines. Other participants
may decide that the dead-reckoned avatar’s update region overlaps with a sub-
scription region and send a message to the network indicating the result of this
event. However, the real avatar is at a slightly different actual position, depend-
ing on the error tolerance in the dead reckoning algorithm, the actual position
of its update region may not overlap with any subscription region. Therefore,
solving the problem of dead-reckoned regions is a potential future continuation
of this research.
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Appendix A
Golden Section Search for
Minimisation or Maximisation of
Functions
For the sake of completeness and to provide the reader of this thesis easy access to
the relevant information, this appendix provides a detailed description of Golden
Section Search, which is an excerpt from the book Numerical Recipes [101].
Golden Section Search is a simple numerical method to find the extrema of
function in a finite neighbourhood. Consider a function f(t) and a boundary
(a, b), if we want to find the local minimum of f(t), we can apply a searching
method by choosing a point x, such thata < x < b. If f(x) is less than both f(a)
and f(b), the function has a local minimum in a, b). We then choose a new point
y, if f(x) < f(y), then the new bracketing triplet of points is (a, x, y); otherwise
if f(x) > f(y), then the new bracketing triplet is (x, y, b). This process continues
until the distance between the two outer points of the triplet is small than a
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threshold.
The strategy for choosing the new point y is important in this method. Given
(a, x, b), suppose that x is a fraction w of the way between a and b, i.e.
x− a
b− a = w
b− x
b− a = 1− w. (A.1)
Also suppose that the next trial point y is an additional fraction z beyond x,
y − x
b− a = z (A.2)
Then the next bracketing segment will either be of length w + z relative to
the current one, or else of length 1 − w. If we want to minimise the worst case
possibility, then we will choose z to make these equal, namely
z = 1− 2w (A.3)
The new point is the symmetric point to x in the original interval, namely
with |x− a| equal to |y− b|. Therefore y lies in the larger of the two segments (z
is positive only if w < 0.5).
If z is chosen to be optimal, then so was w before it. This scale similarity
implies that y should be the same fraction of the way from x to c (if that is the
bigger segment) as was x from a to b, in other words,
z
1− w = w (A.4)
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Equation A.3 and A.4 give the quadratic euqation
w2 − 3w + 1 = 0 yielding w = 3−
√
5
2
≈ 0.38197 (A.5)
In other words, the optimal bracketing interval (a, x, b) has its middle point
x a fractional distance 0.38197 from one end, and 0.61803 from the other end.
These fractions are those of the so-called golden mean or golden section. This
optimal method of function minimization, the analog of the bisection method for
finding zeros, is thus called the golden section search, summarized as follows:
Given, at each stage, a bracketing triplet of points, the next point to be tried
is that which is a fraction 0.38197 into the larger of the two intervals (measuring
from the central point of the triplet). If you start out with a bracketing triplet
whose segments are not in the golden ratios, the procedure of choosing successive
points at the golden mean point of the larger segment will quickly converge you
to the proper, self-replicating ratios. The golden section search guarantees that
each new function evaluation will (after self-replicating ratios have been achieved)
bracket the minimum to an interval just 0.61803 times the size of the preceding
interval.
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