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Абстракт
Ми  описуємо  метод  для  автоматизованого  синтезу  нових  композитних  Веб-сервісів.
Враховуючи набір компонентних сервісів, які описані як абстрактні BPEL4WS процеси,  збагачені
семантичними анотаціями,  а  також враховуючи вимогу композиції,  ми автоматично  генеруємо
виконуваний BPEL4WS процес, який після розгортання здатний взаємодіяти з компонентами, щоб
задовольнити  вимогу. Ми орієнтуємося,  зокрема,  на  опис  анотацій,  які  ми  повинні  додати  до
абстрактних BPEL4WS процесів для того, щоб охопити  «семантичні» аспекти їх виконання, і на
роль, яку ці семантичні анотації грають в завданні автоматизованої композиції.
1 Вступ
Веб-сервіси  забезпечують  основу  для  розробки  та  виконання  бізнес-процесів,  які
поширюються по мережі і доступні через стандартні інтерфейси і протоколи.  Композиція сервісу
(Service composition)  [10]  є  однією  з  найбільш  перспективних  ідей,  що  лежать  в  основі  Веб-
сервісів:  композитні Веб-сервіси (composite web services) виконують нові функції,  взаємодіючи з
уже  існуючими  сервісами,  які  називаються  компонентні  Веб-сервіси  (component web services).
Композиція  сервісу  має  потенціал  для  зниження  часу  і  зусиль  розробки   нових  застосувань,
шляхом повторного використання опублікованих сервісів.
Для  розробки  композитних  Веб-сервісів  були  запропоновані  різні  стандарти  і  мови.
BPEL4WS (Business Process Execution Language  for Web Services) [2] є одним з нових стандартів
для опису поведінки сервісів. У BPEL4WS компоненти представлені як процеси зі станом (statefull
processes), які публікують протокол взаємодії із зовнішніми Веб-сервісами. Такий потік взаємодії
публікується як специфікації BPEL4WS абстрактного процесу, в той час як BPEL4WS виконувані
процеси  використовуються  для  виконання  внутрішніх  процесів  (не  опублікованих  зовні),  які
можуть  бути  виконані  на  стандартних  двигунах  (engines)  виконання  бізнес-процесів  (див.,
наприклад, [1, 13]). У цьому контексті розробка композитного Веб-сервісу повинна управлятися за
допомогою аналізу опублікованих абстрактних BPEL4WS специфікацій компонентних сервісів і за
допомогою  вимог  і  обмежень,  яким  композитний  сервіс  повинен  задовольняти,  і  привести  до
генерації виконуваного BPEL4WS процесу.
Ручний аналіз  абстрактних BPEL4WS процесів  та  реалізація  програм,  які  взаємодіють  з
ними,  є  дуже  складним,  трудомістким  і  схильним  до  помилок  завданням;  потрібна  ефективна
автоматизована  підтримка,  щоб  досягти  економічно  ефективної,  практично  експлуатованої
композиції Веб-сервісу.
У попередніх роботах [16,  15,  14] був  запропонований метод для автоматичного синтезу
виконуваних композитних Веб-сервісів із абстрактних BPEL4WS процесів.
Це досягається в наступних кроках.
1. Ми автоматично переводимо (translate) абстрактні BPEL4WS специфікації компонентних
сервісів в системи переходу із стану в стан (state transition systems) (STS-системи), які формально
описують їх поведінку.
2. Ми формалізуємо вимоги до композитного сервісу, використовуючи виразні мови вимог,
розроблені в галузі AI планування.
3. Враховуючи  STS-системи компонентів  і формальні вимоги, ми автоматично генеруємо
STS-систему, яка кодує поведінку процесу, який задовольняє вимогам.
4. Ми автоматично переводимо отриману STS-систему у виконувану BPEL4WS програму.
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У  даній  роботі  ми  повідомляємо  про  підхід,  введений  в  роботах  [16,  15,  14].  Ми
орієнтуємося, зокрема, на ключовий аспект цього підходу, який не був  включений в попередні
роботи:  семантичні  анотації,  які  повинні  бути  додані  до  абстрактних  BPEL4WS  специфікацій
компонентних сервісів для того, щоб дозволити їх композицію. Справді, в той час як BPEL4WS
забезпечує точний опис поведінки компонентних сервісів в термінах взаємодій, які він встановлює
з  його  інвокерами  (invokers)(ті,  що  викликали  його),  він  не  відображає  всіх  «семантичних»
аспектів таких взаємодій. Додаткові анотації необхідні, щоб надати семантику до переданих даних
(наприклад, які відношення існують між даними, наданими на вхід сервісу, і даними, отриманими
у відповідь від сервісу), а також визначити ефекти і результати виконань сервісу (наприклад, щоб
виявити  успішні  виконання  сервісу  і  відрізнити  їх  від  невдач,  і  описати  ефекти,  пов'язані  з
успішними виконаннями).
Робота побудована таким чином. У розділі 2 ми даємо огляд підходу. Ми робимо це шляхом
введення пояснювального прикладу, який буде використовуватися протягом всієї статті. У розділі 3
ми описуємо семантичні  анотації,  які  ми додаємо до абстрактних BPEL4WS процесів  з  метою
захоплення результатів і ефектів процесів, в той час як в розділі 4 ми пояснимо, як ці анотовані
BPEL4WS процеси можуть бути переведені  в  STS-системи.  У розділі 5 ми описуємо мову, яку
використовуємо для вираження вимог композиції,  і  покажемо,  як використовуються семантичні
анотації, які збагачують BPEL4WS процеси. Ми пояснюємо, як автоматично генерувати BPEL4WS
виконувані процеси в розділі 6. Ми завершуємо, порівнюючи пов’язані роботи, в розділі 7.
Рисунок 1 - Підхід
2 Загальні відомості
Ми націлені  на  автоматизований  синтез  нового  композитного  сервісу,  який  взаємодіє  з
набором існуючих компонентних Веб-сервісів для того, щоб задовольнити дану вимогу композиції.
Більш конкретно  (див.  рис.  1)  ми припускаємо,  що компонентні  сервіси  описані  як  BPEL4WS
абстрактні  процеси.  Враховуючи   n BPEL4WS  абстрактних  процесів  (W1,  ...,  Wn),  модуль
BPEL2STS  автоматично  переводить  кожен  з  них  в  систему  переходів  із  стану  в  стан  (state
transition system) (ΣW1, ..., ΣWn). Інтуїтивно, кожна  ΣWi є компактне представлення всіх можливих
поводжень компонентного сервісу Wi.
Ці ΣW1,  ...,  ΣWn можуть бути об'єднані в  паралельну STS-систему  Σ//,  яка  представляє всі
можливі  поведінки  компонентних  сервісів,  і  яка  є  одним із  входів  в  інструмент  WSynth,  який
виконує синтез.
Другий вхід WSynth складається з вимог до композитного сервісу. Вони оформляються у
вигляді формули ρ вимоги мови Eagle (див. розділ 5). Враховуючи Σ// і ρ, WSynth генерує нову STS-
систему  Σс.  Σс кодує  новий  сервіс  W,  який  динамічно  отримує  і  відправляє  виклики  з/до
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компонентних сервісів W1, ..., Wn і поводиться залежно від відповідей, отриманих від цих сервісів.
Σс є таким, що Σс Σ// задовольняє вимогу ρ (записують Σс Σ// |=  ρ), де Σс Σ//  представляє всі
еволюції  компонентних  сервісів,  так  як  вони  знаходяться  під  контролем  композитного сервісу.
STS-система Σс потім подається на вхід модулю STS2BPEL, який переводить її  у  виконуваний
BPEL4WS процес, який реалізує композитний сервіс.
У решті статті ми опишемо кроки в процесі синтезу на наступному прикладі.
Приклад 1.  Наш стандартний приклад  полягає  в  забезпеченні  сервісу покупки  меблів  і
доставки,  назвемо  його  P&S сервіс,  який  задовольняє  деякий  запит  користувача,  шляхом
об'єднання  двох окремих,  незалежних  і  існуючих  сервісів:  виробник  меблів  Producer і  сервіс
доставки  Shipper.  Ідея  полягає  в  тому, щоб  поєднати  ці  два  сервіси  так,  щоб  користувач  міг
безпосередньо звернутися до композитного сервісу P&S, щоб купити і доставити даний елемент в
дане місце. Для цього ми використовуємо опис очікуваної взаємодії між P&S сервісом та іншими
акторами. У випадку Producer та Shipper взаємодії визначаються в термінах запитів на сервіс, які
прийняті  двома  акторами.  У  випадку  User ми  описуємо  взаємодії  в  термінах  запитів,  які
користувач  може  відправити  до  P&S.  Як  наслідок,  сервіс  P&S повинен  взаємодіяти  з  трьома
доступними сервісами: Producer, Shipper  і  User. Існують такі три доступні сервіси, які описані
як  BPEL4WS абстрактні  процеси  та  переведені  у  STS-системи  модулем  BPEL2STS  на  рис.  1.
Проблема полягає в тому, щоб автоматично генерувати конкретну BPEL4WS реалізацію сервісу
P&S. 
Надалі ми опишемо неформально три доступні сервіси.  Producer приймає замовлення на
надання інформації  про дану продукцію і,  якщо продукт доступний,  він надає інформацію про
його розмір.  Producer також приймає запити на купівлю даного продукту, в цьому випадку він
повертає  пропозицію  з  ціною  та  часом  виробництва.  Ця  пропозиція  може  бути  прийнята  або
відхилена  зовнішнім  сервісом,  який  викликав  Producer.  Сервіс  Shipper отримує  запити  для
транспортування виробу заданого розміру до даного місцезнаходження. Якщо доставка можлива,
Shipper забезпечує пропозицію доставки з вартістю і часом доставки, які можуть бути прийняті
або відхилені зовнішнім сервісом, який викликав Shipper. User  відправляє запити, щоб отримати
даний  елемент  в  даному  місці,  і  очікує  або  негативну  відповідь,  якщо  це  неможливо,  або
пропозицію із зазначенням ціни та часу, необхідного для сервісу. Користувач може або прийняти,
або  відмовитися  від  пропозиції.  Таким  чином,  типова  взаємодія  між  Р&S і  компонентними
сервісами буде відбуватись таким чином:
1) користувач запитує P&S для елемента і, який він хоче транспортувати в точку l;
2) P&S запитує у виробника деякі дані про товар, а саме його розмір, вартість і скільки часу
потрібно для того, щоб виготовити його;
3)  P&S запитує  сервіс доставки про ціну і  час,  необхідний для транспортування об'єкту
такого розміру до l;
4) P&S відправляє користувачу пропозицію, яка враховує загальну вартість (плюс додаткові
витрати для P&S ) і час для досягнення своєї мети;
5)  користувач  посилає  підтвердження  замовлення,  яке  відправляється  сервісом  P&S до
вантажоперевізника і виробника.
Звичайно, це тільки номінальний випадок і можливо розглядати інші взаємодії, наприклад,
для випадків, коли сервіси виробника та/або вантажоперевізника не в змозі задовольнити запит,
або користувач відмовляється від остаточної пропозиції.
3 Анотовані BPEL4WS процеси
BPEL4WS  [2]  представляє  операційний  опис  (stateful –  призначеної,  зафіксованої)
поведінки Веб-сервісів на вершині інтерфейсів сервісу, визначених у своїх WSDL специфікаціях.
Абстрактний  BPEL4WS опис  визначає  партнерів  сервісу,  його внутрішні  змінні  і  операції,  які
запускаються на виклик сервісу деякими з партнерів.  Операції  включають оголошення змінних,
виклики інших сервісів  й  одержання  відповідей,  породження  паралельних  потоків  виконання  і
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недетермінованого вибору одного серед різних напрямків дій. Стандартні імперативні конструкції,
такі як, if-then-else, case choice і цикли, також підтримуються.
Приклад 2. На рис. 2 ми наводимо абстрактну BPEL4WS специфікацію сервісу Shipper  в
сценарії, який обговорювали в прикладі 1. Починаємо з оголошення змінних, які використовуються
у вхідних/вихідних повідомленнях:  req є вхідна змінна, яка визначає розмір елемента, який буде
відправлено,  і  пункт  призначення;  offer є  пропозицією сервісу Shipper клієнту,  яка  включає
вартість  і  час  для  доставки.  Декларація  messageType визначає  структуру  змінної,  яка
використовується  для  відправки/отримання  повідомлень.  Така  структура,  поряд  з  визначенням
структур  messageType,  що беруть  участь  у  різних  викликах  Веб-сервісів,  докладно  описані  в
специфікації WSDL, пов'язана з кодом BPEL4WS, який ми опускаємо за браком місця.
Решта  абстрактної  специфікації  BPEL4WS  описує  потік  взаємодії.  Сервіс  Shipper
активується запитом від клієнта (інструкція  receive, яка відповідає операції  request). Інформація
про розмір і місце призначення, представлена клієнтом, зберігаються у змінній req.
Залежно від  своєї  внутрішньої  доступності  (інструкція  switch на  ім'я  checkAvailability),
вантажовідправник може або відправити відповідь про відмову на запит (інструкція  invoke, яка
відповідає  операції  not_avail),  або  підготувати  та  надіслати  інформацію  про  пропозицію  на
поставку. В останньому випадку вартість  і  тривалість  доставки обчислюються і  присвоюються
змінній  offer у твердженні  assign на ім’я prepareOffer. Те, яким чином інформація отримується,
не розкривається і не публікується абстрактним BPEL4WS: джерела даних, які присвоєні змінним
конструкціями  copy,  є  «непрозорими»(opaque).  Механізм  непрозорості  дозволяє  представити
зовнішній  світ  з  абстрактним  зором  бізнес-логіки,  яка  приховує  ділянки,  що  дизайнер  не  має
наміру розкривати, і це є стійким до змін відносно фактичного способу, в якому внутрішня бізнес-
логіка визначена. 
Після  того,  як  пропозиція  була  відправлена  клієнту  (інструкція  invoke,  яка  відповідає
операції  offer),  Shipper  підвисає  (інструкція  pick),  очікуючи,  що  клієнт  або  підтверджує
прийняття пропозиції  перевезення  (специфікація  OnMessage,  яка відповідає операції  ack),  або
відмовляється від пропозиції  (специфікація  OnMessage,  яка відповідає операції  nack).  Тільки в
першому випадку взаємодія з сервісом є успішною і угода доставки встановлюється.
Специфікація BPEL4WS описує дуже детально взаємодії, які повинні бути проведені з Веб-
сервісом, щоб використовувати його. Проте, цього ще не достатньо, щоб дозволити автоматичну
композицію  такого  Веб-сервісу  з  іншими  сервісами.  Дійсно,  необхідно  описати  також
«семантичні»  аспекти  таких  взаємодій.  Ми  робимо  це  за  рахунок  розширення  специфікації
BPEL4WS «семантичними анотаціями».
Необхідно,  перш  за  все,  виразити  «семантичні»  відношення  між  значеннями  вхідних  і
вихідних даних, якими обмінюються при взаємодії з Веб-сервісом. У нашому прикладі необхідно
визначити відповідність між розміром і  місцем призначення,  запитаними клієнтом, і  вартістю і
тривалістю доставки, повернутих вантажовідправником. Це досягається за рахунок двох semvalue
анотацій, які з'являються в непрозорому призначенні: поки ми не вказуємо явно, як обчислюються
вартість  і  тривалість,  ми  анотуємо  той  факт,  що  вони  відповідають  costOf і  delayOf,  які
застосовуються до запитаного розміру та місця розташування. Пізніше ми побачимо, як  costOf і
delayOf будуть використовуватися, щоб виразити мету композиції.
Друге  використання  семантичних  анотацій  полягає  в  тому,  щоб  визначити  результат
взаємодії з Веб-сервісом. У нашому прикладі видно, що угода доставки була встановлена тільки
тоді,  коли  доставка  доступна,  вантажовідправник  відправляє  пропозицію,  і  клієнт  підтверджує
прийняття  пропозиції.  Проте,  щоб  виразити  це  в  BPEL4WS  специфікації,  ми  повинні
диференціювати можливі кінцеві стани взаємодії з вантажовідправником. На рис. 2 це отримується
через  анотації  semeffect,  які  пов'язані  з  «dummy (фіктивними)»  empty діяльностями,  які
позначають три можливих кінцеві стани: семантичний атрибут  shippingAgreement  є істинним,
якщо і тільки якщо взаємодія була успішною. 
Зауважимо, що семантичні анотації, які повинні бути додані до цієї мети, дуже обмежені в
порівнянні з процесами, визначеними у таких мовах, як OWL-S або WSMO. Проте, вони достатні
для завдання автоматизованої композиції, в якому ми зацікавлені.
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<process name=”Shipper”>
<partnerLinks>
<partnerLink name=”client” partnerLinkType=”Shipper_PLT” myRole=”Shipper_Server” 
partnerRole=”Shipper Client”/>
</partnerLinks>
<variables>
<variable name=”req” messageType=”shippingRequest”/>
<!-- ”req” has two parts: ”/req/size” and ”/req/location” -->
<variable name=”offer” messageType=”shippingOffer”/>
<!-- ”offer” has two parts: ”/offer/cost” and ”/offer/delay” -->
</variables>
<sequence name=”main”>
<receive partnerLink=”client” portType=”Shipper_PT” operation=”request” 
variable=”req”/>
<switch name=”checkAvailability”>
     <case name=”isNotAvailable”>
<invoke partnerLink=”client” portType=”Producer_Callback_PT” operation=”not 
avail”/>
<empty semeffect=”not shippingAgreement”>
    </case>
    <otherwise name=”isAvailable”>
<assign name=”prepareOffer”>
   <copy><from opaque=”yes” semvalue=”costOf(/req/size,/req/location)”/>
<to variable=”offer” part=”cost”/></copy>
   <copy><from opaque=”yes” semvalue=”delayOf(/req/size,/req/location)”/>
<to variable=”offer” part=”delay”/></copy>
</assign>
<invoke partnerLink=”client” portType=”Shipper_Callback_PT” operation=”offer” 
inputVariable=”offer”/>
<pick name=”waitAcknowledge”>
   <onMessage partnerLink=”client” portType=”Producer PT” operation=”ack”>
<empty semeffect=”shippingAgreement”/>
   </onMessage>
   <onMessage partnerLink=”client” portType=”Producer_PT” operation=”nack”>
<empty semeffect=”not shippingAgreement”/>
   </onMessage>
</pick>
</otherwise>
       </switch>
     </sequence>
</process>
Рисунок 2 – Анотовантй BPEL4WS процес сервісу Shipper (вантажоперевізника)
4 BPEL4WS процеси як STS-системи
Ми  кодуємо  BPEL4WS  процеси  (розширені  із  семантичними  анотаціями)  як  системи
переходу із стану в стан (state transition systems) (STS-системи), які описують динамічні системи,
які можуть бути в одному зі своїх можливих станів (деякі з них позначені як початкові стани) і
можуть еволюціонувати до нових станів в результаті виконання деяких  дій. Згідно стандартного
підходу  в  алгебрах  процесів,  дії  поділяються  на  вхідні  дії,  які  представляють  собою  прийом
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повідомлень,  вихідні  дії,  які  представляють  повідомлення,  відправлені  до  зовнішніх  сервісів,  а
також спеціальна дія τ, яка називається внутрішня дія. Дія τ використовується для представлення
внутрішніх еволюцій, які не видно зовнішнім сервісам, тобто, той факт, що стан системи може
розвиватися,  не  створюючи  ніякого  виходу  і  не  споживаючи  яких-небудь  входів.  Відношення
переходу (transition relation)  описує,  як  стан  може  розвиватися  на  основі  входів,  виходів  або
внутрішньої дії τ.
Визначення 3. Система переходів із стану в стан (state transition system) (STS-система).
Система переходів із стану в стан Σ – це кортеж  S, S0, I, O, R, де:
S – кінцевий набір станів;
S0   S – набір початкових станів;
I – кінцевий набір вхідних дій;
O – кінцевий набір вихідних дій;
R   S × (I U O U {τ}) × S  – відношення переходу.
Ми формально визначили перетворення (translation), яке пов'язує  STS-систему з  кожним
компонентним  сервісом,  починаючи  з  його  абстрактної  BPEL4WS  специфікації.  В  даний  час
перетворення  обмежується  підмножиною  BPEL4WS  процесів:  ми  підтримуємо  всі  BPEL4WS
основні та  структуровані дії  (basic and structured activities), як:  assign,  invoke,  receive,  sequence,
switch,  while,  flow (без  links),  pick і обмежену  форму  correlation. Перекладач також підтримує
підмножину  XPath  виразів  для  призначень  і  умов.  Ми  опускаємо  формальне  визначення
перетворення, яке можна знайти на http://astroproject.org, і ми проілюструємо його за допомогою
P&S прикладу.
Приклад 4. Рис. 3 показує текстовий опис STS-системи, який відповідає анотованому коду
BPEL4WS  рис.  2.  Набір  станів  S  моделює  кроки  еволюції  процесу,  значення  змінних  (з
урахуванням, що ці змінні можуть складатися з різних частин, наприклад,  req_size і  req_location
для  BPEL4WS  змінної  req)  і  значення  семантичних  атрибутів  (shippingAgreement у  нашому
випадку).  Спеціальна змінна  рс реалізує  «програмний лічильник»,  який містить  поточний крок
виконання  сервісу  (наприклад,  рс має  значення  checkAvailability,  коли  він  буде  готовий,  щоб
перевірити, чи можлива доставка). У початкових станах S0 всі змінні не визначені, крім рс, що має
START.
Еволюція процесу моделюється за допомогою набору можливих переходів. Кожний перехід
визначає свої умови застосовності до висхідного стану, його запускаючу дію і стан призначення.
Наприклад, «pc = check-Availability -[TAU]-> pc = isNotAvailable» заявляє , що дія  τ може бути
виконана в  стані  check-Availability і  приводить  до стану  isNotAvailable.  Зауважимо,  що кожна
клауза TRANS на рис. 2 відповідає різним елементам у відношенні  переходу R: наприклад, «pc =
checkAvailability -[TAU]->  pc =  isNotAvailable» генерує різні елементи  R , залежно від значень
змінних req_size і req_location.
Відповідно  до  формальної  моделі,  ми  розрізняємо  три  види  різних  дій.  Вхідні  дії  I
моделюють всі вхідні запити до процесу та інформацію, яку вони приносять (наприклад,  request
використовується для отримання запиту вантажоперевезення). Вихідні дії O представляють вихідні
повідомлення (наприклад,  offer використовується, щоб запропонувати транспортування окремого
предмету  за  певною  ціною).  Дія  τ  використовується  для  моделювання  внутрішніх  еволюцій
процесу, такі як призначення і прийняття рішень.
Визначення  STS-системи,  яке  наведене  на  рис.  3,  є  параметричним  щодо  типів  Size,
Location,  Cost і  Delay, які використовуються в повідомленнях і функціях  costOf і  delayOf. Для
того,  щоб отримати  конкретну  STS-систему і  застосовувати  методи  автоматизованого синтезу,
описаного далі в цьому документі, кінцеві діапазони повинні бути призначені цим типам і повинні
бути забезпечені  визначення для функцій.  Можливі два підходи для визначення цих діапазонів.
Перший підхід полягає  в призначенні  дуже маленьких діапазонів  для типів,  і  вибрати довільні
функції, сумісні з цими діапазонами, для  costOf і  delayOf - цей підхід був прийнятий в [15, 16].
Другий, більш загальний підхід полягає в наданні представлення,  на рівні знань, типів і функцій:
замість опису значень змінних і функцій  STS-система описує, чи ці значення відомі, чи невідомі
6
клієнту. Як  показано  в  роботі  [14],  цієї  інформації  достатньо  для  досягнення  автоматизованої
композиції Веб-сервісів.
PROCESS Shipper;
TYPE
Size; Location; Cost; Delay;
FUNCTION
costOf(Size,Location): Cost;
delayOf(Size,Location): Delay;
STATE
pc: { START, receive_request, checkAvailability, isNotAvailable, isAvailable, 
invoke_not_available, empty_1, prepareOffer, invoke_offer, waitAcknowledge, empty_2, 
empty_3, END };
req_size: Size U { UNDEF };
req_location: Location [ { UNDEF };
offer_delay: Delay [ { UNDEF };
offer_cost: Cost [ { UNDEF };
shippingAgreement: { TRUE, FALSE, UNDEF };
INIT
pc = START;
offer_delay = UNDEF;
offer_cost = UNDEF;
customer_req_size = UNDEF;
customer_req_location = UNDEF;
shippingAgreement = UNDEF;
INPUT
request(Size, Location);
ack();
nack();
OUTPUT
offer(Delay, Cost);
not avail();
TRANS
pc = START -[TAU]-> pc = receive_request;
pc = receive_request -[INPUT request(req_size,req_location)]-> pc = checkAvailablility;
pc = checkAvailability -[TAU]-> pc = isNotAvailable;
pc = checkAvailability -[TAU]-> pc = isAvailable;
pc = isNotAvailable -[TAU]-> pc = invoke_not_available;
pc = invoke_not_available -[OUTPUT not_avail]-> pc = empty_1;
pc = empty_1 -[TAU]-> pc = END, shippingAgreement = FALSE;
pc = isAvailable -[TAU]-> pc = prepareOffer;
pc = prepareOffer -[TAU]-> pc = invoke_offer, offer_cost IN Cost, offer_delay IN Delay;
pc = invoke_offer -[OUTPUT offer(offer_cost, offer_delay)]-> pc = waitAcknowledge;
pc = waitAcknowledge -[INPUT ack]-> pc = empty_2;
pc = waitAcknowledge -[INPUT nack]-> pc = empty_3;
pc = empty_2 -[TAU]-> pc = END, shippingAgreement = TRUE;
pc = empty_3 -[TAU]-> pc = END, shippingAgreement = FALSE;
Рисунок 3 – STS-система, яка відповідає процесу Shipper
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5 Вимоги композиції
Нашою метою є створення конкретного композитного сервісу  W,  який задовольняє деякі
бажані  властивості.  Вимога композиції  формалізує  ці  бажані  властивості  композитного сервісу,
який буде автоматично синтезований. Розглянемо наступний приклад.
Приклад 5. Ми хочемо композитний сервіс P&S, щоб  «торгувати речами у себе вдома». Це
означає, що ми хочемо такий сервіс P&S, щоб досягти ситуації, коли користувач підтвердив своє
замовлення і сервіс підтвердив відповідні (під) замовлення до сервісів виробника і відправника
вантажу. Проте,  продукт може бути недоступним, доставка може бути неможливою, користувач
може не прийняти загальну вартість або загальний час, необхідний для виробництва і доставки
цього  продукту  ...  Ми  не  можемо  уникнути  таких  ситуацій  і  тому  ми  не  можемо  попросити
композитний сервіс,  щоб гарантувати  цю вимогу. Тим не менш,  ми хотіли б,  щоб сервіс  P&S
спробував  (робити  все,  що  можливо)  задовольнити  вимогу. Крім того,  у  випадку, коли вимога
«торгувати  речами у  себе  вдома»   не  виконана,  ми хотіли  б,  щоб  сервіс  P&S   не  здійснював
замовлення на продукт або на доставку, так як ми не хочемо сервіс, щоб купити товар, який ніколи
не буде доставлено, а також ми не хочемо витрачати гроші на сервіс доставки, коли немає жодного
товару, щоб доставити. Назвемо цю вимогу «ніколи не єдиної фіксації» (never a single commit).
Тому наша глобальна вимога буде щось на кшталт:
try to “sell items at home”;
upon failure,
do “never a single commit”.
Зверніть увагу, що друга вимога ("ніколи не єдиної фіксації") має іншу силу щодо  першої
("торгувати  речами  у  себе  вдома").  Ми  пишемо  «do (робити)»  задовольнити,  а  не  «try
(спробувати)», щоб задовольнити. Дійсно, у разі, коли основна вимога не виконується, ми хочемо,
щоб друга  вимога була гарантована.
Нам  потрібна  формальна  мова,  яка  може  виразити  вимоги,  як  ті,  що  в  попередньому
прикладі, в тому числі умови різної сили (як «try (спробувати)»  і «do (робити)»), і переваги серед
різних вимог (наприклад, первинних і вторинних). З цієї причини ми не можемо використовувати
добре відомі темпоральні логіки, як LTL або CTL [8], які були використані в інших фреймворках,
щоб формалізувати вимоги до автоматизованого синтезу, але які не в змозі описати такі вимоги. В
[16,  15]  ми  прийняли  EAGLE,  мова вимоги,  розроблена  з  цією конкретною метою;  оператори
EAGLE схожі на оператори CTL, але їх семантика, формально визначена в [7], враховує поняття
переваги та обробку відмови, коли підцілі не можуть бути досягнуті.
Нехай пропозиціональна формула р   Prop визначає умови на стани даної STS-системи. В
EAGLE вимога композиції ρ над Prop визначається наступним чином:
ρ := р | ρ And ρ | ρ Then ρ | ρ Fail ρ | Repeat ρ |
DoReach р | TryReach р |
DoMaint р | TryMaint р.
DoReach р вказує, що умова  р повинна бути зрештою досягнута в обов'язковому порядку
для  всіх  можливих  еволюцій  STS-системи.  Аналогічно,  DoMaint q вказує,  що  властивість  q
повинна в обов'язковому порядку підтримуватися істинно.  TryReach р і  TryMaint q є слабшими
версіями попередніх вимог, де вимагається, щоб композитний сервіс зробив «все, що можна», щоб
добитися  умови  р або  підтримувати  умову  q,  але  відмова  приймається,  якщо  неминуча.
Конструкція ρ1 Fail ρ2 використовується для моделювання переваг серед вимог і відновлення після
відмови. Точніше, вимога ρ1 враховується першою.  Тільки, якщо досягнення або підтримання цієї
вимоги не вдається, то ρ2 використовується як відновлення або вимога другого вибору. Розглянемо,
наприклад, вимогу “TryReach с Fail DoReach d”.  TryReach с вимагає сервіс,  який намагається
досягти умови с. Під час виконання сервісу може бути досягнуто стан, з якого не вдається досягти
с. Коли такий стан досягається, вимога  TryReach с не вдається, і умова відновлення  DoReach d
враховується. Конструкції Then, Repeat і And використовуються для моделювання послідовності,
нескінченого повторення і кон'юнкції цілей відповідно.
Приклад 6. EAGLE формалізація вимоги у прикладі 5 полягає в наступному.
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TryReach
user.p&sAgreement
 producer.productionAgreement
 shipper.shippingAgreement
 user.offer delay =
producer.delayOf(user.req_item) +
shipper.delayOf(producer.sizeOf(user.req_item),
user.req_location)
 user.offer_delay =
producer.costOf(user.req_item) +
shipper.costOf(producer.sizeOf(user.req_item),
user.req_location)
Fail DoReach
¬ user.p&sAgreement
  ¬ producer.productionAgreement
  ¬ shipper.shippingAgreement
Він  вказує,  що  ми  повинні  спробувати  досягти  ситуації,  коли  угоди  виробництва  і
перевезення були встановлені з Producer і Shipper  і угода доставки додому була вирішена з User.
У цьому випадку ми повинні також гарантувати,  що  User отримує пропозицію, яка  відповідає
потрібному  елементу  і  місцю  призначення:  вартість,  яка  запрошена  у  користувача,  повинна
відповідати вартості  виробництва даного елемента плюс витрати на доставку об'єкта  розміром
запитаного елемента - і аналогічно для тривалості доставки. Якщо встановлення будь-якої з цих
угод  не  можливо,  то  ми вимагаємо  досягти  ситуації  відновлення,  в  якій  жодна  з  цих  угод  не
повинна бути створена. 
У  вимогах  композиції  семантичні  анотації,  введені  в  абстрактні  BPEL4WS  процеси,
відіграють  фундаментальну  роль  для  визначення  умов  на  результати  виконань  Веб-сервісу.  У
прикладі  6  семантичні  атрибути  р&sAgreement,  productionAgreement і  shippingAgreement
сервісів User, Producer і Shipper  відповідно, використовуються, щоб гарантувати, що або всі три
сервіси в укладенні угод, або жодна не є  успішною. Крім того, функції, такі як costOf і delayOf,
які  використовуються  в  семантичних  анотаціях  Shipper,  експлуатуються,  щоб  гарантувати
узгодженість між даними, якими обмінюються Веб-сервіси.
6 Автоматизований синтез
Синтезатор на рис. 1 має два входи: формальну вимогу композиції   ρ і  паралельну  STS-
cистему Σ||,  яка  представляє  сервіси  ΣW1,  ...,  ΣWn.  Ми тепер  формально  визначимо  паралельний
продукт (parallel product) двох STS-систем, які моделюють той факт, що обидві системи можуть
розвиватися самостійно, і який використовується для генерації Σ||  із компонентних Веб-сервісів.
Визначення 7. Паралельний продукт.
Нехай Σ1 =  S1, S01, I1, O1, R1 і Σ2 =  S2, S02, I2, O2, R2  дві STS-cистеми з (I1 U O1) ∩ (I2 U O2)
= 0. Паралельний продукт Σ1 || Σ2 для систем Σ1 і Σ2 визначається як: 
Σ1 || Σ2  = S1 × S2, S01  × S02, I1 UI2, O1 U O2, R1 || R2 , де 
(s1, s2), а, (s1′, s2)   R1 || R2, якщо s1, а, s′1   R1;
(s1, s2), а, (s1, s2′)   R1 || R2, якщо s2, а, s2′   R2.
Система,  що  представляє  (паралельні  еволюції)  компонентні  сервіси  W1,  ...,  Wn з  рис.1,
формально визначається як Σ|| = ΣW1 ||  ... || ΣWn.  Зауважимо, що це визначення відноситься тільки до
конкретного  випадку,  де  входи/виходи  Σ1 і  входи/виходи  Σ2  не  перетинаються.  Це  розумне
припущення у випадку композиції Веб-сервісів, де різні компоненти є незалежними (наприклад, в
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домені P&S немає прямого зв'язку між користувачем, виробником і вантажовідправником). Однак,
можна розширити підхід,  описаний в наступному, щоб покрити випадки,  коли Σ1 та  Σ2 можуть
відправляти  повідомлення  один  одному  шляхом  зміни  відповідним  чином  визначення
паралельного продукту. 
Завдання автоматизованого синтезу полягає в генерації STS-системи Σc такої, що, як тільки
підключена до Σ||, задовольняє вимогу композиції  ρ. Визначимо тепер формально  STS-систему з
описом поведінки Σ при підключенні до Σc.
Визначення 8. Керована система (Controlled system).
Нехай Σ =  S, S0, I, O,R і Σс =  S с, S0с, Iс, Oс,Rс - дві STS-системи такі, що I = Oс і O = Iс.
STS-система   с    , яка описує поведінки системи  , коли контролюється системою
 с, визначається наступним чином:
 с    = S с × S, S0с × S0, I, O, Rс  R, 
де:
(sc, s), τ, (s′c, s)   (Rс  R), якщо sc, τ, s′c   Rс;
(sc, s), τ, (sc, s′)   (Rс  R), якщо s, τ, s′   R;
(sc, s), а, (s′c, s′)   (Rс  R), при а ≠ τ , якщо sc, а, s′c   Rс  і s, а, s′   R .
Зазначимо, що взаємодії між Веб-сервісами є асинхронними; однак, у визначенні керованої
системи  ми  припустили  синхронні  взаємодії,  мотивовані  врахуванням  продуктивності.  Щоб
гарантувати,  що   с працює  також  в  асинхронних  обставинах,  ми  вимагаємо  щоб,  коли
повідомлення посилається процесу то,  або воно може бути отримане одразу, або процес зможе
споживати його після послідовності виконань внутрішніх дій. Таким чином, ми припускаємо, що
процеси спираються на механізм, який запобігає втраті повідомлення, але ми незалежні від будь-
якої конкретної реалізації буферів повідомлень. Зокрема, відповідно до роботи [15] стан s здатний
прийняти  повідомлення  а,  якщо  існує  деякий  наступник  s′ з  s,  який  здатний  дістатися  з  s за
допомогою (можливо порожньої) послідовності τ переходів, так що вхідний перехід, позначений а,
може бути виконаний в s′. Ця інтуїція захоплена в наступному визначенні, де ми позначимо через
τ- closure (s) набір станів, досяжних з s через ланцюжок τ переходів.
Визначення 9. Контролер  без тупикових ситуацій (deadlock-free controller).
Нехай Σ =  S, S0, I, O,R буде STS-системою і Σс =  Sс, S0с, Iс, Oс,Rс буде контролером для Σ.
Кажуть, що Σс  буде вільною від тупикових ситуацій для Σ, якщо всі стани (sc,  s)    S с × S, які є
досяжними з вихідних станів  с   , задовольняють наступним вимогам:
якщо s, а, s′   R  і  а   O, тоді існує деяке s′c   τ-closure(sc) s.t. s′c, а, s′′c    R c для деякого s′
′c   Sс;
якщо sc, а, s′c   R c  і  а   I, тоді існує деяке s′   τ-closure(s) s.t. s′, а, s′′   R   для деякого s′′
  S.
У задачі композиції Веб-сервісу ми повинні генерувати Σс, що гарантує задоволення вимоги
композиції  ρ (див. рис. 1). Це формалізується вимогою, що керована система   с   Σ|| повинна
задовольняти  EAGLE формулу  ρ,  записується  як   с    Σ|| |=  ρ.  Визначення,  чи  ρ
задовольняється,  дається з точки зору виконань, які  с   Σ||  може виконувати. Так, наприклад,
якщо ρ = DoReach р з р умовою стану, то ми повинні перевірити, що всі виконання  с   Σ|| в
кінці  кінців  досягнуть   «конфігурації»,  яка  задовольняє  умову  р.  Ми  опускаємо  формальне
10
визначення   с    Σ||, яке  можна знайти в [15]. Враховуючи це, ми можемо охарактеризувати
формально проблему  композиції (Веб-сервісу).
Визначення 10. Композиція.
Нехай Σ1,  ...,  Σn набір  STS-систем  і  нехай  ρ буде EAGLE-формула,  яка визначає вимогу
композиції. Проблема композиція для Σ1, ..., Σn і  ρ є задачею знаходження STS-системи   Σс такої,
що Σс   (Σ1 ||  ... || Σn) |= ρ.
Для синтезу Σс ми повинні взяти до уваги, що Σ || є лише частково спостереженою Σс, тобто,
у зв'язку з τ-переходами і недетермінованими поведінками, під час виконання композитний сервіс
Σс не  може  в  цілому  отримати  знання  про  те,  який  поточний  стан  компонентних  сервісів
моделюється за допомогою ΣW1, ..., ΣWn. В роботі [15] ми показуємо, як адаптувати до цієї задачі
підхід  «Planning as Model Checking (планування  як  перевірка  моделі)»,  який  є  добре  відомим
методом синтезу плану, який в змозі впоратися з недетермінізмом, частковою спостережуваністю
(partial observability) і вимогами, вираженими в Eagle [5, 4, 7].
Після  того,  як  STS-система  Σс була  сформована,  вона  переводиться  на  BPEL4WS  за
допомогою компонента STS2BPEL (рис. 1). Цей переклад є концептуально простим, але особлива
увага  була  вкладена  в  реалізацію  цього  модуля  для  того,  щоб  гарантувати,  що  згенерований
BPEL4WS є хорошої якості, наприклад, він випущений у вигляді структурованої програми, а не
ґрунтується на переходах і мітках.
7 Пов’язані роботи та висновки
У даній роботі ми показали, як виконувані BPEL4WS процеси, які складають Веб-сервіси,
можуть  бути  автоматично  згенеровані  з  описів  компонентних  сервісів,  що  складаються  з
абстрактних специфікацій BPEL4WS, збагачених семантичними анотаціями.
В  інших  роботах  [16,  15,  14]  ми  вже  повідомляли  наші  експерименти  з  деякими
тематичними  дослідженнями,  взятих  з  реальних  застосувань,  і  з  набором  параметризованих
доменів. Ці експерименти показують, що метод може масштабувати до значимих випадків, коли
ручна  розробка BPEL4WS композитних сервісів  не  є  тривіальною і  вимагає  багато часу. Вони
показують  також,  що  можна  створювати  BPEL4WS  програми,  які  легко  читати  і  аналізувати
програмістом, і розмір програми є розумним у порівнянні з тим, який може бути запрограмований
вручну.
Співтовариство Семантичного Веб використовувало  засоби автоматизованого планування
для  вирішення  проблеми  автоматизованого виявлення  та  композиції  семантичних  Веб-сервісів,
наприклад, на основі OWL-S описів входів/виходів і передумов/постумов (див., наприклад, [11]).
Поки ми не вирішили проблему виявлення (ми припускаємо, що п компонентних сервісів  надані),
ми будемо вирішувати форму автоматизованої композиції, яка є більш складною, ніж розглянута в
семантичних Веб-сервісах. Справді, ці підходи не враховують поведінкові описи Веб-сервісу, як
наш підхід робить з BPEL4WS. В роботі [12] автори пропонують підхід до імітації,  перевірки і
автоматизованої  композиції  Веб-сервісів  на  основі  перетворення  DAML-S  до  ситуаційного
числення та мереж Петрі (Petri Nets). Проте, автоматизована композиція обмежена до послідовної
композиції  атомарних  сервісів,  і  вимоги  композиції  обмежені  умовами  досяжності.  Були
запропоновані  інші  методи  автоматизованого  планування  для  вирішення  проблеми  композиції
сервісів,  див.,  наприклад,  [22,  18].  Проте,  жоден  з  них  не  може  мати  справу  з  проблемою
автоматизованого синтезу, до якої ми звертаємося в цій статті, де домен планування і згенеровані
плани являються системами переходів із стану в стан, і цілі захоплюють вимоги композиції, які не
обмежуються умовами досяжності.
Кілька  робіт  були  запропоновані  для  підтримки  інших  форм  композицій,  починаючи  з
WSDL-специфікацій  Веб-сервісів,  див.,  наприклад,  [17,  19]  .  Ці  методи  не  враховують
поведінкових описів Веб-сервісів, таких як абстрактний BPEL4WS. 
У роботі [9] визначається формальний фреймворк для композиції  електронних сервісів  з
поведінкових описів, наданих у термінах автоматів. Цей підхід розглядає проблему, яка в корені
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відрізняється  від  нашої,  оскільки  проблема  електронної  композиції  розглядається  як  проблема
координації  виконань  даного  набору  доступних  сервісів,  а  не  як  проблема  створення  нового
композитного Веб-сервісу, який  взаємодіє  з  наявними сервісами.  Вирішення  першого завдання
можуть  бути  використані,  щоб  вивести  обмеження  на  існуючий  (представлення  автомата
композиції)  компонований  (складений)  сервіс.  Ми  генеруємо  (автомат, відповідний)  BPEL4WS
компонований  (складений)  (composed)  сервіс,  що  дозволяє  вирішувати  безпосередньо  завдання
скорочення  часу,  зусиль  і  помилок  у  розробці  композитних  Веб-сервісів.  Це  основна
концептуальна різниця також з роботою, описаною в [3], де автоматизовані методи міркування,
засновані  на дескриптивній логіці,  використовуються  для  вирішення  проблеми автоматизованої
композиції електронних сервісів, які описуються як кінцеві автомати.
У цій статті ми запропонували «мінімальний»  набір семантичних анотацій: ми збагачуємо
BPEL4WS специфікацію компонентних Веб-сервісів тільки інформацією, яка є строго необхідною
для досягнення цього завдання композиції. Ми плануємо розширити роботу до автоматизованого
синтезу багатих «семантичних» мов, таких як OWL-S [6] або WSMO [21], за аналогією з [20].
Подяки. Ця робота частково фінансується MIUR-FIRB проекту RBNE0195K5, «Knowledge
Level Automated Software Engineering», і в рамках проекту MIUR-PRIN 2004 «Advanced Artiﬁcial
Intelligence  Systems  for  Web  Services».  Автори  хочуть  подякувати  всіх  членів  проекту  Astro
(http://astroproject.org/) за співпрацю та їхні відгуки.
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