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AN ALTERNATING MOMENT CONDITION FOR BI-FREENESS.
IAN CHARLESWORTH
Abstract. In this note we demonstrate an equivalent condition for bi-freeness, inspired by the well-known
“vanishing of alternating centred moments” condition from free probability. We show that all products
satisfying a centred condition on maximal monochromatic χ-intervals have vanishing moments if and only
if the family of pairs of faces they come from is bi-free, and show that similar characterisations hold for
the amalgamated and conditional settings. In addition, we construct a bi-free unitary Brownian motion
and show that conjugation by this process asymptotically creates bi-freeness; these considerations lead to
another characterisation of bi-free independence.
1. Introduction.
Bi-free probability was introduced by Voiculescu in [14] as a generalisation of free probability studying
simultaneously left and right actions of algebras on a reduced free product space. Voiculescu demonstrated
that many notions from free probability generalise with appropriate care to this bi-free setting. In particular,
[14] demonstrated the existence of bi-free cumulant polynomials but did not produce explicit formulae for
them. Soon after, Mastnak and Nica in [9] proposed a family of cumulant functionals, which the author
together with Nelson and Skoufranis in [5] showed to agree with those abstractly given by Voiculescu. In
particular, [5] demonstrated that bi-freeness was equivalent to the vanishing of mixed cumulants.
Since then, many more techniques from free probability have been generalised to the bi-free setting: bi-free
partial transforms were studied in [8,10,12,15,16]; infinite divisibility and a bi-free Lévy-Hinčin formula in [6];
bi-matrix models in [11]; and so on. One major difficulty in generalising results to bi-free probability, however,
has been that the condition defining bi-freeness is somewhat unwieldy. Free independence is equivalent to
saying that alternating products of centred elements are themselves centred, but in bi-free probability it
has been necessary to work either with cumulants (and hence compute the Möbius function for the lattice
of bi-non-crossing partitions) or to compute moments through abstract bi-free products. In this note, we
demonstrate an appropriate bi-free analogue of the freeness condition. We also examine the extension
of these techniques to conditional bi-free probability as studied by Gu and Skoufranis [7], and to certain
operator-valued bi-free settings as considered in [4, 14].
Moreover, we consider a bi-free analogue of Biane’s free multiplicative Brownian motion, which is a free
stochastic process that may be constructed as the solution to a free stochastic equation involving free (ad-
ditive) Brownian motion, or as a limit of the Markov process arising from the heat semi-group on finite
dimensional unitary matrices [2]. A free multiplicative Brownian motion U(t) converges in moments to a
Haar unitary operator as t→∞; we introduced bi-free multiplicative Brownian motion, a pair of stochastic
processes which behave similarly and converge in moments to a bi-Haar unitary in the sense of [4]. Con-
jugation by a Haar unitary moves algebras into free position, and conjugating pairs of faces by bi-Haar
unitaries moves them into bi-free position: thus conjugating by (bi-)free multiplicative Brownian motion
asymptotically creates (bi-)free independence as t → ∞, and so may be thought of as a “liberation process”
(cf. [13] for the free case). We examine the effect of conjugation by bi-free multiplicative Brownian motion
for small t, and show that the derivative at time 0 may be computed through a combinatorially-described
map ], which bears relation to Voiculescu’s free liberation gradient [13]. Incidentally, this gives us another
characterization of bi-free independence in terms of the vanishing of the state composed with this gradient.
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2 AN ALTERNATING MOMENT CONDITION FOR BI-FREENESS.
In addition to this introduction, this note contains three sections. Section 2 recalls some preliminaries
of bi-free probability. Section 3 defines the vaccine property, and shows that it is equivalent to bi-freeness.
Finally, Section 4 defines bi-free unitary Brownian motion, and uses it to define the liberation process.
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discussions and remarks on earlier drafts of this note. Significant progress on this paper was made during
the “von Neumann Algebras” Hausdorff Trimester Program and the author is grateful for the hospitality and
support of the Hausdorff Research Institute for Mathematics in Bonn, Germany.
2. Preliminaries.
A non-commutative probability space is a pair (A, ϕ) with A a unital ∗-algebra, and ϕ a state on A. A
pair of faces in A is a pair of unital sub-algebras (Aℓ,Ar) of A. A family of pairs of faces (A(ι)ℓ ,A(ι)r )ι∈I is
said to be bi-freely independent if they can be represented using left and right actions on a free product of
vector spaces such that the corresponding joint distribution matches their joint distribution in A; see [14]
for more details. It was shown in [14] that bi-free independence uniquely determines all joint moments of
the family of pairs of faces in terms of pure moments consisting of terms coming from single pairs of faces.
We now introduce some notation and combinatorial objects used in [5], and the reader wishing a more
careful treatment is encouraged to look there. Given a map χ : {1, . . . , n} → {ℓ, r}, we enumerate χ−1(ℓ) =
{i1 < · · · < ip} , χ−1(r) = {ip+1 > · · · > in}, and define the permutation sχ ∈ Sn by sχ(k) = ik. We will
write i ≺χ j if s−1χ (i) < s−1χ (j), and call a set I ⊆ {1, . . . , n} a χ-interval if it is an interval under the
ordering ≺χ, or equivalently if the set s−1χ · I is an interval in the usual sense. The set of bi-non-crossing
partitions corresponding to χ is then
BNC(χ) :=
{
π ∈ P(n) : s−1χ · π ∈ NC(n)
}
=
{
π ∈ P(n) : i≺χj≺χk≺χℓ
and i∼pik,j∼piℓ
⇒ i ∼π j
}
.
If nodes are placed on two adjacent lines according to χ and labelled appropriately, the bi-non-crossing
partitions are precisely those which can be drawn without crossings. We order the set of partitions P(n)
(and hence BNC(χ)) by refinement: π < σ if and only if every block in σ is a union of blocks in π.
Although technically the BNC(χ) are not disjoint (e.g., {{1, . . . , n}} ∈ BNC(χ) for all χ), it will be very
convenient to treat them as formally different and allow π ∈ BNC(χ) to “remember” χ. To accomplish this,
one could take the elements of BNC(χ) to be pairs (π, χ) and project onto the first coordinate at every turn.
The extra notation required, though, mainly serves to occlude the arguments and so we confine the subtlety
to this paragraph.
Given a map ǫ : {1, . . . , n} → I, we say a set I is ǫ-monochromatic if ǫ|I is constant. Note that ǫ induces
a partition in P(n) by {ǫ−1(ι) : ι ∈ I} \ {∅}, and so we will sometimes write π < ǫ for π ∈ BNC(χ). This
corresponds precisely to saying that every block in π is ǫ-monochromatic.
Example 1. Suppose χ and ǫ are such that χ−1(ℓ) = {2, 3, 4, 7}, χ−1(r) = {1, 5, 6, 8}, ǫ−1 ( ) = {1, 2, 4, 7, 8},
and ǫ−1 ( ) = {3, 5, 6}.
1
2
3
4
5
6
7
8
Then {{1} , {2, 5, 7} , {3, 4} , {6, 8}} ∈ BNC(χ) but is not a non-crossing partition in the usual sense. Also,
{4, 7, 8} is a maximal ǫ-monochromatic χ-interval. We have 2 ≺χ 3 ≺χ 4 ≺χ 7 ≺χ 8 ≺χ 6 ≺χ 5 ≺χ 1, so ≺χ
corresponds to reading the order of the nodes around the diagram.
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The cumulants are multilinear functionals κχ : An → C defined recursively by the moment-cumulant
relation:
ϕ(z1 · · · zn) =
∑
π∈BNC(χ)
∏
B∈π
κχ|B ((z1, . . . , zn)|B) .
It is possible to explicitly define the cumulants in terms of moments using a Möbius inversion on the lattice
of bi-non-crossing partitions, but these details are not needed now. For B = {i1 < · · · < ip} we denote
zB := zi1 · · · zip . Then for π ∈ BNC(χ) and for P ⊆ π we define
ϕπ(z1, . . . , zn) =
∏
B∈π
ϕ(zB), ϕP (z1, . . . , zn) =
∏
B∈P
ϕ(zB).
We use a similar notational convention for κπ, so we may, for example, write ϕ(z1 · · · zn) =
∑
π∈BNC(χ) κπ(z1, . . . , zn).
The main result of [5] was the following theorem.
Theorem 2 ([5, Theorem 4.3.1]). Let
(
(A(ι)ℓ ,A(ι)r )
)
ι∈I
be a family of pairs of faces. Then the family is
bi-free if and only if all mixed cumulants vanish. That is, whenever χ : {1, . . . , n} → {ℓ, r}, ǫ : {1, . . . , n} → I
is non-constant, and z1, . . . , zn ∈ A have zi ∈ A(ǫ(i))χ(i) , one has
κχ(z1, . . . , zn) = 0.
3. Vaccine: a property equivalent to bi-freeness.
Definition 3. Let
(
(A(ι)ℓ ,A(ι)r )
)
ι∈I
be a family of pairs of faces in a non-commutative probability space
(A, ϕ). We say the family has the vanishing alternating centred χ-interval Eigenschaft1 (which we will
abbreviate as vaccine) if whenever:
• n ≥ 1,
• χ : {1, . . . , n} → {ℓ, r},
• ǫ : {1, . . . , n} → I, and
• z1, . . . , zn ∈ A are such that:
– zi ∈ A(ǫ(i))χ(i) ; and
– whenever {i1 < · · · < ik} is a maximal ǫ-monochromatic χ-interval, ϕ(zi1 · · · zik) = 0,
it follows that ϕ(z1 · · · zn) = 0.
Example 4. Suppose χ is such that χ−1(ℓ) = {2, 5, 6, 7, 9}, χ−1(r) = {1, 3, 4, 8, 10}, and ǫ corresponds to
the colouring below (i.e., ǫ−1 ( ) = {1, 2, 3, 5, 8, 9, 10} and ǫ−1 ( ) = {4, 6, 7}).
1
2
3
4
5
6
7
8
9
10
The maximal ǫ-monochromatic χ-intervals are {2, 5} , {6, 7} , {8, 9, 10} , {4}, and {1, 3}. Vaccine would imply
ϕ(z1 · · · z10) = 0 whenever z1, . . . , z10 are chosen corresponding to χ and ǫ with
0 = ϕ(z2z5) = ϕ(z6z7) = ϕ(z8z9z10) = ϕ(z4) = ϕ(z1z3).
1We use the German word “Eigenschaft”, meaning “property”, both to commemorate the fact that this note was partially
developed in Germany, and to make the acronym nice.
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The reason this condition becomes more complicated than in the free case amounts to the fact that we cannot
replace z1z3 or z8z9z10 with single elements of either the left or right faces; in the latter case, because neither
face may contain an appropriate operator, and in the former because z2 may not commute with z3 or z1 and
so the two may not be moved next to each other.
3.1. The equivalence.
Lemma 5. Let
(
(A(ι)ℓ ,A(ι)r )
)
ǫ∈I
be a family of pairs of faces in a non-commutative probability space (A, ϕ).
Then the family has vaccine if the pairs of faces are bi-free.
Proof. Let n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, and ǫ : {1, . . . , n} → I, and denote by J the set of maximal
ǫ-monochromatic χ-intervals in {1, . . . , n}. Note that J ∈ BNC(χ) may be thought of as a bi-non-crossing
partition in its own right, which will sometimes be of use notationally. For P ⊂ {1, . . . , n}, let m(P ) denote
the minimum element of BNC(χ) containing P as a block, so all blocks of m(P ) except P are singletons.
Let b : {π ∈ BNC(χ) : π ≤ ǫ} → J be a function with the following properties:
• if π ∈ BNC(χ), j ∈ b(π), and j ∼π k, then k ∈ b(π) (i.e., the interval b(π) is isolated in π:
π ≤ {b(π), b(π)c}); and
• if π, σ ∈ BNC(χ) satisfy π ∨m(b(π)) = σ ∨m(b(π)) then b(π) = b(σ) (i.e., any partition obtained
from π by only modifying the part of π in b(π) is mapped to the same χ-interval by b).
For example, one could take b(π) to be the χ-minimal element of J which is isolated in π. Any partition
π ∈ BNC(χ) with π ≤ ǫ must leave one element of J isolated; indeed, if one takes π ∨ J ≤ ǫ (the element
of BNC(χ) obtained from π by joining all points lying in the same ǫ-monochromatic χ-intervals), it must
contain a χ-interval (as any non-crossing partition, in particular s−1χ · π ∨ J , must contain an interval) and
since J ≤ π ∨ J ≤ ǫ, any interval it contains must be isolated and maximal ǫ-monochromatic. Then this
same interval is isolated in π.
Denote S(B) = {π ∈ BNC(χ) : B ∈ π} the set of bi-non-crossing partitions in which B is a block. Note
that if σ ∈ S(B) and ρ ∈ S(Bc), then σ∧ρ is a partition with blocks under B corresponding to ρ and blocks
outside of B corresponding to σ. Further, any partition π ∈ BNC(χ) with π ≤ {B,Bc} may be expressed
in this form: π ∨m(B) ∈ S(B), π ∨m(Bc) ∈ S(Bc), and (π ∨m(B)) ∧ (π ∨m(Bc)) = π.
Now, let z1, . . . , zn be as in the definition of vaccine. Using the moment-cumulant formula and the
vanishing of mixed cumulants from bi-freeness, we have
ϕ(z1 · · · zn) =
∑
π∈BNC(χ)
π≤ǫ
κπ(z1, . . . , zn)
=
∑
B∈J
∑
π∈b−1(B)
κπ(z1, . . . , zn)
=
∑
B∈J
∑
σ∈S(B)
b(σ)=B
∑
ρ∈S(Bc)
κσ∧ρ(z1, . . . , zn)
=
∑
B∈J
∑
σ∈S(B)
b(σ)=B

 ∑
ρ∈BNC(χ|B)
κρ(z1, . . . , zn)

 κσ\{B}(z1, . . . , zn)
=
∑
B∈J
∑
σ∈S(B)
b(σ)=B
ϕ(zB)κσ\{B}(z1, . . . , zn)
= 0.
Essentially, in the sum of cumulants representing ϕ(z1 · · · zn), we have grouped terms together by isolated
intervals, and used the fact that when we sum over the entire lattice of bi-non-crossing partitions over one
of these intervals, we recover the moment corresponding to that interval, which is zero by assumption. 
Lemma 6. Let
(
(A(ι)ℓ ,A(ι)r )
)
ι∈I
be a family of pairs of faces in a non-commutative probability space (A, ϕ).
Then the pairs of faces are bi-free if the family has vaccine.
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Proof. We will show that vaccine uniquely specifies mixed moments in terms of pure ones. Let n ≥ 1,
χ : {1, . . . , n} → {ℓ, r}, ǫ : {1, . . . , n} → I, and suppose z1, . . . , zn ∈ A with zi ∈ A(ǫ(i))χ(i) . Denote by J the
set of maximal ǫ-monochromatic χ-intervals in {1, . . . , n}.
For each I = {a1 < · · · < aj} ∈ J , let λI be a (complex) root of the polynomial ϕ
(
(za1 − w) · · · (zaj − w)
)
.
Then if f : {1, . . . , n} → J is the unique map so that i ∈ f(i) for every i, we have
ϕ
(
(z1 − λf(1)) · · · (zn − λf(n))
)
= 0,
as the λ’s were chosen precisely to make the vaccine property apply. Expanding this equation gives us an
expression for ϕ(z1 · · · zn) in terms of mixed moments with at most n− 1 terms; by recursively applying the
same procedure we find an expression for ϕ(z1 · · · zn) in terms of pure moments.
Now, for ι ∈ I let ϕ(ι) be the restriction of ϕ to
〈
A(ι)ℓ ,A(ι)r
〉
, and µ = ∗∗ι∈Iϕ
(ι) the bi-free product
distribution, which by Lemma 5 also has vaccine. We then find that the same expressions for joint moments
in terms of pure ones hold under µ as under ϕ, which is to say that
(
(A(ι)ℓ ,A(ι)r )
)
ι∈I
are bi-free. 
Theorem 7. Let
(
(A(ι)ℓ ,A(ι)r )
)
ι∈I
be a family of pairs of faces in a non-commutative probability space (A, ϕ).
Then the family has vaccine if and only if the pairs of faces are bi-free.
We pause here to comment that although our proof of Lemma 5 relied on the bi-free cumulants and the
behaviour of bi-non-crossing partitions, it is possible to establish the result without them; our motivation in
using them was largely to simplify notation and avoid introducing the construction of a bi-free representation
on a free product of Hilbert spaces from [14] or the structure of LR-diagrams from [5]. However, the same
result may be obtained from the following proposition.
Proposition 8. Suppose that (Xι, ξι, X˚ι)ι∈I is a collection of vector spaces with specified state vectors (i.e.,
Xι is a vector space, ξι ∈ Xι a non-zero vector and X˚ι ⊂ Xι a subspace so that Xι = Cξι ⊕ X˚ι) and let
(X , ξ, X˚ ) = ∗ι∈I(Xι, ξι, X˚ι) be their free product. Let λι and ρι be the left and right representations of L(Xι)
in L(X ).
Fix n ∈ N and take χ : {1, . . . , n} → {ℓ, r} and ǫ : {1, . . . , n} → I. Choose zi ∈ L(Xǫ(i)) so that whenever
{i1 < · · · < ik} is a maximal ǫ-monochromatic χ-interval, zi1 · · · zikξǫ(i) ∈ X˚ǫ(i). Set µi = λǫ(i) if χ(i) = ℓ
and µi = ρǫ(i) if χ(i) = r. Then if the maximal ǫ-monochromatic χ-intervals are denoted J1, . . . , Jm in
≺χ-increasing order, and ιi is taken to be the colour under ǫ of the i-th interval,
µ1(z1) · · ·µn(zn)ξ = zJ1ξι1 ⊗ zJ2ξι2 ⊗ · · · ⊗ zJmξιm ∈ X˚ .
This proposition may be established by using a combinatorial argument similar to the one in the original
proof of Lemma 5 and the calculus with LR-diagrams introduced in [5]: one groups diagrams in which not
all spines reach the top of the diagram by a selected isolated interval, and then argues that summing over all
diagrams with the same interval isolated yields a contribution of the moment of that interval, which is zero,
meaning the only surviving diagrams are ones where every interval has a spine extending to the top of the
diagram; a bit of algebra from there shows that the contribution of such diagrams together is the claimed
vector. We provide a more direct argument here.
Proof. We will prove a related claim. Let us take Vι and Wι to be the left and right factoring isomorphisms
used in defining the free product representations in [14], so
Vι : Xι⊗

Cξ ⊕⊕
a≥1
⊕
ι 6=i1 6=···6=ia
X˚i1 ⊗ · · · X˚ia

→ X and Wι :

Cξ ⊕⊕
a≥1
⊕
i1 6=···6=ia 6=ι
X˚i1 ⊗ · · · X˚ia

⊗Xι → X .
We will show that if z1, . . . , zn are as above but we only apply the assumption that zJξι ∈ X˚ι for χ-intervals
which are neither the first nor the last, then
V −1ι1 (µ1(z1) · · ·µn(zn)ξ) = zJ1ξι1⊗
(
zJ2ξι2 ⊗ · · · ⊗ zJm−1ξιm−1 ⊗ z˚Jmξιm + zJ2ξι2 ⊗ · · · ⊗ zJm−1ξιm−1ϕιm(zJm)
)
,
where an empty tensor product is interpreted as ξ (in the case that m = 2), ϕι is the state on L(Xι) such
that Tξι − ϕ(T )ξι ∈ X˚ι, z˚J = zJ − ϕι(zJ), and the entire right tensor factor is replaced by ξ if ǫ is constant.
A similar result holds for W−1ιm .
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Notice that if there is only one operator, the claim holds immediately. Let us therefore proceed by
induction on n, the number of operators. We will assume that χ(1) = r as the proof when χ(1) = ℓ is similar;
notice that this means ιm = ǫ(1).
Suppose that J is the χ-maximal ǫ-monochromatic χ-interval of {2, . . . , n}. There are two cases: first,
suppose that J has the colour ǫ(1). In that case, using our inductive hypothesis,
ριm(z1)µ2(z2) · · ·µn(zn)ξ = Wιm(1⊗ z1)W−1ιm (µ2(z2) · · ·µn(zn)ξ)
= Wιm(1⊗ z1)(η ⊗ zJ)
= Wιm(η ⊗ z1zJ),
for the appropriate η; this is what we have aimed to show. On the other hand, suppose that J has a colour
other than ǫ(1). Then either zJξm−1 ∈ X˚ιm−1 or m = 2 and J is the χ-first ǫ-monochromatic χ-interval. In
either case, we find
W−1ιm (µ2(z2) · · ·µn(zn)ξ) =
(
z˚J1ξι1 ⊗ zJ2ξι2 ⊗ · · · ⊗ zJm−1ξιm−1 + ϕι1(zJ1)zJ2ξι2 ⊗ · · · ⊗ zJm−1ξιm−1
)⊗ ξιm .
Hence acting by (id⊗ z1) produces the result we claimed.
The proposition now follows by looking at the particular case when the first and last χ-intervals also meet
the assumptions. 
Yet another approach to the proof of Lemma 5 was pointed out to us by Ping Zhong of the University of
Waterloo not long after this note appeared on the arχiv. One can show that the left and right representations
of operators on the free product vector space commute provided either that they come from different coloured
algebras (this was remarked by Voiculescu in [14]) or that they are not in the same maximal ǫ-monochromatic
χ-interval, there is at least one such interval χ-between them, and all such intervals are centred. Using this
one can assume that all maximal ǫ-monochromatic χ-intervals except for the one containing n are singletons,
which makes a direct computation tractable.
We will now make a digression to examine how this argument extends to other settings in bi-free probability.
Each of the following subsections is self-contained and not used in the rest of the paper, and the reader may
safely skip to the beginning of Section 4.
3.2. Conditional bi-freeness. Conditional bi-freeness was studied by Gu and Skoufranis in [7], building off
of conditional free independence which was introduced by Bożejko, Leinert, and Speicher [3]. We will show
that conditional bi-free independence also admits a characterization in terms of χ-intervals. First, though,
we take the time to introduce some notation.
Suppose that π ∈ BNC(χ). A block B ∈ π is said to be inner if there is another block C ∈ π and j, k ∈ C
so that for every i ∈ B, j ≺χ i ≺χ k; a block which is not inner is said to be outer. With π as in Example 1,
{2, 5, 7} and {1} are outer while {3, 4} and {6, 8} are inner.
Let (A, ϕ) be a non-commutative probability space, and θ a state on A. The conditional cumulants
with respect to (θ, ϕ) are multilinear functionals Kχ : An → C defined by the requirement that for any
z1, . . . , zn ∈ A,
θ(z1 · · · zn) =
∑
π∈BNC(χ)

 ∏
V ∈π
V inner
κχ|V ((z1, . . . , zn)|V )



 ∏
V ∈π
V outer
Kχ|V ((z1, . . . , zn)|V )

 .
Here κ represents the usual bi-free cumulants taken with respect to ϕ. For π ∈ BNC(χ), we will denote by
Kπ(z1, . . . , zn) the term in the above sum corresponding to π, a product of κχ|V terms and Kχ|V terms. We
will say a family
(
A(ι)ℓ ,A(ι)r
)
ι∈I
is conditionally bi-free in (A, θ, ϕ) if it is bi-free with respect to ϕ and all
mixed conditional cumulants vanish; it was shown in [7] that this is equivalent to their definition in terms
of free product representations, and moreover, that being conditionally bi-free uniquely specifies the mixed
θ-moments in terms of the pure θ-moments and ϕ-moments.
Theorem 9. Let (A, ϕ) be a non-commutative probability space and θ : A → C a state on A. Suppose(
A(ι)ℓ ,A(ι)r
)
ι∈I
is a family of pairs of faces in A. Then the family is conditionally bi-free if and only if
whenever:
• n ≥ 1,
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• χ : {1, . . . , n} → {ℓ, r},
• ǫ : {1, . . . , n} → I,
• J is the set of maximal ǫ-monochromatic χ-intervals, and
• z1, . . . , zn ∈ A are such that:
– zi ∈ A(ǫ(i))χ(i) ; and
– ϕ(zJ ) = 0 for each J ∈ J
it follows that
ϕ(z1 · · · zn) = 0 and θ(a1 · · · an) =
∏
J∈J
θ(zJ ).
Proof. By the same argument as in the proof of Lemma 6 it follows that the conditions assumed above suffice
to uniquely specify all mixed ϕ- and θ-moments in terms of pure ϕ- and θ-moments; hence if we can show
that conditionally bi-free families satisfy this condition the proof will be complete. The condition on ϕ is
precisely vaccine, so we need only show that our expression for mixed θ-moments is correct.
We take an approach similar to that of Lemma 5 for deducing the value of θ. We claim that the only
terms which contribute to the value of θ in the cumulant expansion are those corresponding to partitions
π < J , where once again J is the set of maximal ǫ-monochromatic χ-intervals. Towards this end, let
b : {π ∈ BNC(χ) : π ≤ ǫ} → J be as in Lemma 5, with the additional constraint that b picks interior
intervals whenever π  J . That is, b should have the following properties:
• if π ∈ BNC(χ), j ∈ b(π), and j ∼π k, then k ∈ b(π) (i.e., the interval b(π) is isolated in π:
π ≤ {b(π), b(π)c});
• if π, σ ∈ BNC(χ) satisfy π ∨m(b(π)) = σ ∨m(b(π)) then b(π) = b(σ) (i.e., any partition obtained
from π by only modifying the part of π in b(π) is mapped to the same χ-interval by b); and
• if π ∈ BNC(χ) and π  J , then b(π) is an inner block in π ∨ J .
Such functions exist: for example, one could take b(π) to be the χ-minimal element of J which is inner and
isolated in π, if such exists, and the χ-minimal element of J otherwise. Note that if π  J , π must connect
two intervals in J and so there must be an inner block in J ∨ π between these two intervals. As before, let
S(B) = {π ∈ BNC(χ) : B ∈ π}, and set Si(B) = {π ∈ S(B) : B inner in π ∨ J }. We now compute much
as in the proof of Lemma 5. Supposing z1, . . . , zn meet the hypotheses of the lemma:
θ(z1 · · · zn) =
∑
π∈BNC(χ)
π≤ǫ
Kπ(z1, . . . , zn)
=
∑
B∈J

 ∑
π∈b−1(B)
B inner in π∨J
Kπ(z1, . . . , zn) +
∑
π∈b−1(B)
B outer in π∨J
Kπ(z1, . . . , zn)


=
∑
B∈J

 ∑
π∈Si(B)∩b−1(B)
ϕ(zB)Kπ\{B}(z1, . . . , zn) +
∑
π∈b−1(B)
B outer in π∨J
Kπ(z1, . . . , zn)


=
∑
π∈b−1(B)
B outer in π∨J
Kπ(z1, . . . , zn)
=
∑
π∈BNC(χ)
π≤J
Kπ(z1, . . . , zn)
=
∏
J∈J
∑
πJ∈BNC(χ|J )
KπJ ((z1, . . . , zn)|J)
=
∏
J∈J
θ(zJ ).
Here in the last few lines we have noted that summing over all partitions sitting under J is the same as
summing over partitions sitting under each interval individually, and then taking the product; this is valid
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since every term in Kπ is a product of terms corresponding to blocks, and each block must be contained in
a single interval in J . 
3.3. Bi-freeness with amalgamation. Bi-free independence with amalgamation was introduced by Voiculescu
in [14], and further studied by Nelson, Skoufranis, and the author in [4]. The setting is that of a B-B-non-
commutative probability space, which is a triple (A, E, ε) where A is a unital ∗-algebra, ε : B ⊗ Bop → A is
a unital homomorphism which is injective on B ⊗ 1 and 1⊗ Bop, and E : A → B is a linear map so that for
b1, b2 ∈ B and T ∈ A, we have
E(ε(b1 ⊗ b2)T ) = b1E(T )b2 and E(Tε(b1 ⊗ 1)) = E(Tε(1⊗ b1)).
Then bi-freeness with amalgamation can be defined either in terms of moments under E matching those
coming from an abstract free product with amalgamation over B of B-B-bimodules with specified B-vector
states, or by the vanishing of mixed bi-multiplicative B-valued cumulants.
In this setting the proof of Lemma 5 goes through with additional bookkeeping required. The combinato-
rial idea still holds, that one can discover the moment corresponding to an isolated interval in each term in
the expression of E(z1 · · · zn) in terms of cumulants, although one must take care to account for the nature
of bi-multiplicative functions since the range of E is now B rather than the scalars.
The proof of Lemma 6 requires a bit more care, however, essentially due to the fact that B is not
necessarily algebraically closed and due to its non-commutativity E does not necessarily map polynomials
with coefficients in A to polynomials with coefficients in B; essentially, the variables may become trapped
between coefficients in such a way that they cannot be pulled out of the E. We do have the following Lemma,
however, which will allow us to prove an analogue of Lemma 6 in many settings.
Lemma 10. Suppose (A, E, ε) is a B-B-non-commutative probability space, with B a Banach algebra. Then
for every χ : {1, . . . , n} → {ℓ, r} and zi ∈ Aχ(i) there exist bˆi ∈ B so that, with bi = ε(bˆi ⊗ 1) if χ(i) = ℓ and
bi = ε(1⊗ bˆi) if χ(i) = r, we have
E((z1 − b1) · · · (zn − bn)) = 0.
Proof. Let j = min≺χ ({1, . . . , n}). Notice that we can write
E((z1 − b1) · · · (zn − bn)) =E((z1 − b1) · · · (zj−1 − bj−1)zj(zj+1 − bj+1) · · · (zn − bn))
− bˆjE((z1 − b1) · · · (zj−1 − bj−1)(zj+1 − bj+1) · · · (zn − bn)).
Indeed, this is immediate if χ(j) = ℓ (since χ(k) = r for k < j in this case), while if χ(j) = r it must be that
j = n, so replacing bn by ε(bˆn⊗ 1) in the product does not affect the value of the expectation, and ε(bˆn⊗ 1)
can then be pulled past all of the right operators and out the left. Now, if we take bi = λ ∈ C for all i 6= j,
we find that bi commutes with every zk, and
E((z1 − λ) · · · (zj−1 − λ)(zj+1 − λ) · · · (zn − λ)) = (−λ)n +O
(
λn−1
)
,
which is a polynomial in λ with coefficients in B and leading term (−λ)n. In particular, for λ sufficiently
large it is invertible in B. Then once λ is large enough, we may take
bˆj = E ((z1 − λ) · · · (zj−1 − λ)zj(zj+1 − λ) · · · (zn − λ))
· E ((z1 − λ) · · · (zj−1 − λ)(zj+1 − λ) · · · (zn − λ))−1,
producing a solution to our equation. 
For the above lemma, we needed something weaker than B being a Banach algebra: we only require that
monic polynomials with coefficients in B are invertible when evaluated at least one complex number. With
this lemma in hand, we can reprove Lemma 6 in the amalgamated setting; the only difference is that for
each maximal χ-interval I we must choose a solution to an equation with |I| variables rather than only one.
We therefore have the following theorem:
Theorem 11. Suppose that B is a Banach algebra, and let
(
(A(ι)ℓ ,A(ι)r )
)
ι∈I
be a family of pairs of B-faces
in a B-B-non-commutative probability space (A, E, ε). Then the family has vaccine if and only if the pairs
of B-faces are bi-free with amalgamation over B.
AN ALTERNATING MOMENT CONDITION FOR BI-FREENESS. 9
4. A liberation condition for bi-freeness.
Our aim in this section is to define a multiplicative bi-free Brownian motion, as an analogue to the free
unitary Brownian motion introduced by Biane [2]. Many related results in the free case were obtained in the
context of a tracial von Neumann algebra, allowing the arguments to be simplified; unfortunately that luxury
is not available to us in the context of bi-free probability as we are not aware of an appropriate analogue
of traciality. As the following example demonstrates, simply asking that the state on the non-commutative
probability space be tracial is too restrictive.
Example 12. Suppose
(
A(ι)ℓ ,A(ι)r
)
ι∈{ , }
are bi-free pairs of faces in a non-commutative probability space
(A, ϕ). Then we have for x ∈ A( )ℓ , w ∈ A( )r , y ∈ A( )ℓ , and z ∈ A( )r that
ϕ(xyzw) = ϕ(xw)ϕ(y)ϕ(z) + ϕ(x)ϕ(w)ϕ(yz) − ϕ(x)ϕ(w)ϕ(y)ϕ(z)
x
y
z
w
while ϕ(wxyz) = ϕ(wx)ϕ(yz).
w
x
y
z
Note that these two terms fail to be equal even when (x,w), (y, z) are a bi-free standard semicircular system
with ϕ(wx) = ϕ(yz) = 1, as the left expression vanishes while the right equals 1.
4.1. Free Brownian motion. We take some time to review the concept of free Brownian motion, which is
the free analogue of the Gaussian process acting on a Hilbert space. This is intended to be a brief treatment;
a more complete description of free Brownian motion and free stochastic calculus may be found in [17].
Definition 13. A free Brownian motion in a non-commutative probability space (A, ϕ) is a non-commutative
stochastic process (S(t))t≥0 such that:
• the increments of S(t) are free: for 0 ≤ t1 < · · · < tk, the collection S(t2)−S(t1), . . . , S(tk)−S(tk−1)
are freely independent; and
• the process is stationary, with semicircular increments: for 0 ≤ s < t, S(t) − S(s) is semicircular
with variance t− s.
Free Brownian motion can be modelled on a Fock space [17]. Indeed, suppose
F (L2(R≥0)) := CΩ⊕⊕
n≥1
L2(R≥0)
⊗n.
Let ξt = 1[0,t], and define S(t) = l(ξt) + l
∗(ξt). Then (S(t))t is a free Brownian motion.
Free unitary Brownian motion was initially introduced by Biane in [2] as a multiplicative analogue of the
(additive) free Brownian motion above. Its definition makes reference to a certain family of measures (νt)t≥0
supported on T, introduced by Bercovici and Voiculescu in [1]. In particular, νt has the property that for
t, s ≥ 0, νt ⊠ νs = νt+s. We do not require the particular details of its introduction and so will eschew them.
Definition 14. A free unitary Brownian motion in a non-commutative probability space (A, ϕ) is a non-
commutative stochastic process (U(t))t≥0 such that:
• the (left) multiplicative increments of U(t) are free: for 0 ≤ t1 < · · · < tk, the increments given by
U∗(t1)U(t2), U
∗(t2)U(t3), . . . , U
∗(tk−1)U(tk) are freely independent; and
• the process is stationary with increments prescribed by ν·: the distribution of U∗(t)U(s) depends
only on s− t, and is in fact νs−t.
It was shown in [2] that if S(t) is a Fock space realization of a free additive Brownian motion and U(t)
the solution to the free stochastic differential equation
dU(t) = iU(t) dS(t)− 1
2
U(t) dt
with U(0) = 1, then U(t) is a free unitary Brownian motion. Moreover, the moments of a free unitary
Brownian motion were computed: for n > 0,
ϕ(U(t)n) =
n−1∑
k=0
(−1)k t
k
k!
nk−1
(
n
k + 1
)
e−nt/2.
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A consequence is that free unitary Brownian motion converges in distribution to a Haar unitary, i.e., a
unitary u∞ with ϕ(u
k
∞) = δk=0 for k ∈ Z. Another important results from [2] is the following bound: for
some K > 0 and any t > 0, ∥∥∥U(t)− e−t/2∥∥∥ ≤ K√t.
Haar unitaries are important within free probability because conjugating by them can create freeness:
if A1, . . . ,An ⊂ A are free from the Haar unitary u ∈ A, then A1, uA2u, . . . , un−1Anun−1 are free. In
[4], the author together with Nelson and Skoufranis identified a bi-free analogue: if uℓ, ur ∈ A are such
that the ∗-distribution of the pair (uℓ, ur) is the same as that of (u, u∗) with u a Haar unitary (so, for
example, ϕ(ujℓu
k
r ) = δj=k) and
(
(A(ι)ℓ ,A(ι)r )
)n
ι=1
are pairs of faces in A bi-free from (uℓ, ur), then the faces(
(uι−1ℓ A(ι)ℓ (u∗ℓ )ι−1, uι−1r A(ι)r (u∗r)ι−1)
)n
ι=1
are bi-free. We take motivation from this fact to define a bi-free
unitary Brownian motion: we want the process to tend to the distribution of a Haar pair of unitaries, so
that conjugating by the process asymptotically creates bi-freeness and can therefore be seen as a sort of
liberation.
4.2. The free liberation derivation. Suppose that A,B are algebraically free unital sub-algebras gen-
erating a tracial non-commutative probability space (A, τ). In [13], Voiculescu defined the derivation
δA:B : A → A ⊗ A to be a linear map satisfying the Leibniz rule such that δA:B(a) = a ⊗ 1 − 1 ⊗ a
for a ∈ A and δA:B(b) = 0 for b ∈ B. It was shown that A and B are freely independent if and only if
(τ ⊗ τ) ◦ δA:B ≡ 0. Moreover, the derivation δA:B relates to how the joint distribution of A and B changes
as A is perturbed by unitary free Brownian motion.
Proposition 15 ([13, Proposition 5.6]). Let A,B be two unital ∗-subalgebras in (A, τ) and let (U(t))t≥0 be
a unitary free Brownian motion, which is freely independent of A ∨B. If aj ∈ A and bj ∈ B for 1 ≤ j ≤ n,
then
τ (U(ǫ)a1U(ǫ)
∗b1 · · ·U(ǫ)anU(ǫ)∗bn) = ǫ
2
(τ ⊗ τ)
(
δA:B
(
n∑
k=1
akbk · · · anbna1b1 · · · ak−1bk−1
−
n∑
k=1
bkak+1bk+1 · · · anbna1b1 · · · bk−1ak
))
+ τ(a1b1 · · · anbn) +O(ǫ2)
Important to the proof of the above proposition, and of use to us here also, is the following approximation
result.
Proposition 16 ([13, Proposition 1.4]). Let A be a W ∗-subalgebra, (U(t))t a unitary free Brownian motion,
and S a (0, 1)-semicircular element in (M, τ) so that A and (U(t))t are ∗-free and A and S are also free. If
aj ∈ A and αj ∈ {1,−1}, then we have
τ

 →∏
1≤j≤n
ajU(t)
αj

 = τ

 →∏
1≤j≤n
aj
((
1− t
2
)
+ iαj
√
tS
)+O (t2) ,
where the products place the terms in order from left to right.
Although the proposition was stated in terms of a tracial W ∗-probability space, traciality was not needed
in the proof.
4.3. A bi-free analogue to the liberation derivation. For the remainder of this section, we will always
be working in the context of a family of pairs of faces
(
(A(ι)ℓ ,A(ι)r )
)
ι∈I
generating a non-commutative
probability space (A, ϕ). We will further denote by Aℓ and Ar the algebras generated by
{
A(ι)ℓ : ι ∈ I
}
and{
A(ι)r : ι ∈ I
}
respectively, and by A(ι) the algebra generated by A(ι)ℓ and A(ι)r . Moreover, we assume that
there are no algebraic relations between A(i) and A(j) other than [A(i)ℓ ,A(j)r ] = 0 when i 6= j, and possibly
[A(i)ℓ ,A(i)r ] = 0. In particular, we want to ensure that given a product z1 · · · zn we can determine the χ-order
of the variables.
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Suppose χ : {1, . . . , n} → {ℓ, r} and let 1 ≤ i, j ≤ n with i χ j. We denote [i, j]χ := {k : i χ k χ j} the
χ-interval between i and j, and define analogously [i, j)χ, (i, j]χ, and (i, j)χ. Likewise we define [i,∞)χ :=
{k : 1 ≤ k ≤ n, i χ k} and analogously the other rays.
Definition 17. Fix ι ∈ I. We define a map
]A(ι):
∨
j∈I\{ι}A
(j) : A → A⊗A
as follows. Given zi ∈ A(ǫ(i))χ(i) ,
]A(ι):
∨
j∈I\{ι}A
(j)(z1 · · · zn) =
∑
i∈ǫ−1(ι)
∑
j∈ǫ−1(ι)
iχj
z[i,j]cχ ⊗ z[i,j]χ − z[i,j)cχ ⊗ z[i,j)χ − z(i,j]cχ ⊗ z(i,j]χ + z(i,j)cχ ⊗ z(i,j)χ .
We now extend this definition by linearity to all ofA. When context makes our intent clear, we will sometimes
write ]ι for ]A(ι):
∨
j∈I\{ι}A
(j) .
The subscript A : B is meant to mimic that in the free situation, and the basic properties present there
still hold: B ⊂ ker]A:B and for a ∈ A, ]A:B(a) = 1 ⊗ a− a ⊗ 1. However, ]A:B is not a derivation, even
when restricted to the left or right faces of A and B.
Lemma 18. ]ι is well-defined. Moreover, the only terms which do not cancel in the sum defining ]ι are
those in which no maximal ǫ-monochromatic χ-interval is split across the tensor sign.
Proof. Our assumptions about the lack of algebraic relations in A mean that the only ambiguity in writing
a product z1 · · · zn comes from grouping or failing to group adjacent terms, and commuting left and right
terms; the latter has no impact on ]ι because it does not change the χ-ordering of the variables. Notice that
if i ≺χ i+ are consecutive under the χ-ordering and both contribute to the sum, then all intervals with i as an
open left endpoint are intervals with i+ as a closed left endpoint and have opposite sign in their contributions
to the two terms; likewise, all intervals with i as a closed right endpoint are intervals with i+ as an open
right endpoint and again cancel. Hence the value of ]ι does not change if a product is written differently,
and the only terms which do not cancel are those with the tensor sign falling between two ǫ-monochromatic
χ-intervals (or one such interval and the edge of the product), exactly one of which is ι-coloured. 
Remark 19. In essence, ]ι acts by adding one term for each χ-interval with endpoints either before or
after terms coming from A(ι), consisting of the product of the terms not in that interval tensored with the
product of the terms in the interval. The sign is chosen so that if the division comes before both chosen
nodes or after both chosen nodes the term counts negatively, and otherwise counts positively. Notice that
when i = j, the terms corresponding to [i, i)χ and (i, i)χ cancel and only one term contributing −z1 · · · zn⊗1
survives.
The liberation gradient δA(ι):B can be expressed in a similar manner:
δA:B(z1 · · · zn) =
∑
i∈ǫ−1(ι)
−z(−∞,i) ⊗ z(−∞,i)c + z(−∞,i] ⊗ z(−∞,i]c .
Example 20. Let χ, ǫ be as in Example 4. Then ] (z1 · · · z10) is a sum of the following eight terms:
−z1 · · · z10 ⊗ 1
1
2
3
4
5
6
7
8
9
10
z1 · · · z5z8z9z10 ⊗ z6z7
1
2
3
4
5
6
7
8
9
10
−z1 · · · z5 ⊗ z6 · · · z10
1
2
3
4
5
6
7
8
9
10
z1z2z3z5 ⊗ z4z6 · · · z10
1
2
3
4
5
6
7
8
9
10
z1 · · · z7 ⊗ z8z9z10
1
2
3
4
5
6
7
8
9
10
−z1z2z3z5z6z7 ⊗ z4z8z9z10
1
2
3
4
5
6
7
8
9
10
z1z2z3z5 · · · z10 ⊗ z4
1
2
3
4
5
6
7
8
9
10
−z1 · · · z10 ⊗ 1
1
2
3
4
5
6
7
8
9
10
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Theorem 21. Let the notation be as above, and suppose I = {1, 2}. Then (A(1)ℓ ,A(1)r ) and (A(2)ℓ ,A(2)r ) are
bi-free if and only if (ϕ⊗ ϕ) ◦]1 ≡ 0.
Proof. Suppose first that bi-freeness holds. Note that for λ ∈ C, ]1(λ) = 0, so it suffices to check the
condition on products z1 · · · zn with zi ∈ A(ǫ(i))χ(i) and each maximal ǫ-monochromatic χ-interval centred, since
an arbitrary term may be written as a sum of such terms. However, by Lemma 18 we know that each
term in ]1(z1 · · · zn) is a tensor product with zero or more centred χ-intervals occurring on each side of
the tensor. The vaccine condition from bi-freeness then tells us that ϕ ⊗ ϕ of such a term is 0, and so
(ϕ⊗ ϕ) ◦]1(z1 · · · zn) = 0.
Now, suppose that bi-freeness fails, and let z1, . . . , zn be an example of the failure of vaccine with a
minimum number of terms. Then the only terms which possibly fail to vanish under ϕ ⊗ ϕ from ]1 are
those of the form z1 · · · zn⊗ 1 or 1⊗ z1 · · · zn (the rest being ones to which vaccine should apply, which are of
shorter length and so not counterexamples by minimality). The term z1 · · · zn⊗1 occurs once per 1-coloured
χ-interval with negative sign, while 1⊗z1 · · · zn occurs once with positive sign if the χ-first and χ-last variables
are both in A(1), and not at all otherwise; let k be the number of 1-coloured χ-intervals, and d = 1 if the χ-first
and χ-last variables are in A(1), with d = 0 otherwise. Hence ϕ⊗ ϕ(]1(z1 · · · zn)) = (d− k)ϕ(z1 · · · zn) 6= 0
unless k = d; but if k = d either there is one 1-interval which is {1, . . . , n}, or there are no 1-intervals, and
so z1 · · · zn cannot actually be a counterexample of vaccine. 
4.4. Bi-free unitary Brownian motion. We are now ready to introduce a bi-free unitary Brownian
motion.
Definition 22. A pair of free stochastic processes (Uℓ(t), Ur(t))t≥0 is a bi-free unitary Brownian motion if:
• the multiplicative increments are bi-free: if 0 ≤ t1 < · · · < tn, then the family of pairs of faces
((U∗ℓ (tι)Uℓ(tι+1), Ur(tι+1)U
∗
r (tι))
n−1
ι=1 is bi-free;
• (Uℓ(t))t≥0 and (U∗r (t))t≥0 are each free unitary Brownian motions, and for all t > 0 the ∗-distribution
of the pair (Uℓ(t), Ur(t)) matches that of (Uℓ(t), U
∗
ℓ (t)); and
• the distribution is stationary: the moments of (U∗ℓ (s)Uℓ(t), Ur(t)U∗r (s)) depend only on t− s.
We will show that once again a bi-free unitary Brownian motion may be realized from an additive Brownian
motion.
Lemma 23. Suppose that (Sℓ(t))t≥0 is a free Brownian motion in a tracial von Neumann algebra (M, τ),
and J : L2(M) → L2(M) is the Tomita operator defined on M by J(x) = x∗ and extended continuously
to L2(M). Let Sr(t) = JSℓ(t)J ∈ M ′. Then if (Uℓ(t), Ur(t)) are solutions to the stochastic differential
equations
dUℓ(t) = iUℓ(t) dSℓ(t)− 1
2
Uℓ(t) dt and dUr(t) = −iUr(t) dSr(t)− 1
2
Ur(t) dt,
with initial conditions Uℓ(0) = 1 = Ur(0), the pair (Uℓ(t), Ur(t)) is a bi-free unitary Brownian motion.
Moreover, (Uℓ(t), Ur(t)) converges in distribution as t→∞ to a Haar pair of unitaries.
Proof. We find immediately that Uℓ(t) is a unitary free Brownian motion. Note that integrating a stochastic
process ωt♯dXt comes down to finding a limit in L
2(A) of approximations of the form∑ θtk(xtk −xtk−1)φtk ,
where
∑
θtk ⊗ φtk approximates ωt. It follows that d(JX∗t J) = J(dXt)∗J , and in particular, JdSr(t)J =
dSℓ(t). Conjugating the equation for dUr(t) above, we find
d(JUr(t)J) = i (JUr(t)J) JdSr(t)J − 1
2
(JUr(t)J) dt = i (JUr(t)J) dSℓ(t)− 1
2
(JUr(t)J) dt.
Thus JUr(t)J satisfies the same differential equation as Uℓ, whence the two are equal. We conclude that
Ur(t) corresponds to right multiplication in the standard representation on L
2(M) by U∗ℓ (t). The remaining
properties of bi-free unitary Brownian motion now follow readily from the free properties possessed by
(Uℓ(t))t≥0; see, e.g., Corollary 10.2.3 of [4]. 
Remark 24. We find that conjugating by bi-free unitary Brownian motion leads to bi-freeness as t →
∞, much like in the free case, and this allows to think of this as a sort of bi-free liberation process. A
strange consequence is the following: suppose that X,Y ∈ L∞(Ω, µ) ⊂ A are classical random variables,
and ((Uℓ(t), Ur(t))t≥0 a bi-free unitary Brownian motion in A, bi-free from (X,Y ). Then X commutes in
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distribution with Y , Ur(t), and U
∗
r (t), so in particular, X and Ur(t)Y U
∗
r (t) become independent as t → ∞
while always generating a commutative probability space. One finds that
ϕ(f(X)Ur(t)g(Y )U
∗
r (t)) = ϕ(f(X)g(Y ))ϕ(Ur(t))ϕ(U
∗
r (t)) + ϕ(f(X))ϕ(g(Y )) (1− ϕ(Ur(t))ϕ(U∗r (t)))
= ϕ(f(X)g(Y ))e−t + ϕ(f(X))ϕ(g(Y ))
(
1− e−t) .
We will demonstrate a connection between liberation and the map ], but first we need a bi-free version
of Proposition 16.
Lemma 25. Suppose (Aℓ,Ar) is a pair of faces in A and (Uℓ(t), Ur(t)) is a bi-free unitary Brownian motion,
bi-free from (Aℓ,Ar). Suppose further that (Sℓ, Sr) is a pair of semicircular variables with covariance matrix
containing a 1 in every entry, also bi-free from (Aℓ,Ar). Let χ : {1, . . . , n} → {ℓ, r}, and for 1 ≤ j ≤ n, take
aj ∈ Aχj and αj ∈ {1, 0,−1}. Define ψ : {1, . . . , n} → {1,−1} by ψ(j) = αj if χ(j) = ℓ, and ψ(j) = −αj
otherwise. Then we have
ϕ

 →∏
1≤j≤n
ajUχ(j)(t)
αj

 = ϕ

 →∏
1≤j≤n
aj
((
1− |αj | t
2
)
+ iψ(j)
√
tSχ(j)
) +O (t2) .
Essentially, this lemma tells us that the pair (Uℓ(t), Ur(t)) behaves in ∗-distribution to order t the same
as the pair
(
1− ǫ2 + i
√
tSℓ, 1− ǫ2 − i
√
tSr
)
.
Proof. We proceed along the same lines as in the proof of Proposition 16. Let I = {j : αj 6= 0}, and write
m := |I|. Since the ∗-distribution of (Uℓ(t), Ur(t)) is the same as that of (Uℓ(t), U∗ℓ (t)), one can check that
for any sequence j1 < . . . < jk of terms in I,
ϕ
(
(Uχ(j1)(t)
αj1 − e−t/2) · · · (Uχ(jk)(t)αjk − e−t/2)
)
= −δk=2ψ(j1)ψ(j2)t+O(t2).
This follows from the fact that the same is true in the free case, which was used in the original proof of
Proposition 16 (cf. [13]).
Now for each j ∈ I, we rewrite Uχ(j)(t)αj as
(
Uχ(j)(t)
αj − e−t/2)+ e−t/2, and expand the product on the
left hand side of the equation we are trying to establish. As we have the estimate
∥∥Uχ(j)(t)αj − e−t/2∥∥ ≤ K√t,
we find that only terms where at most three of these are chosen will contribute more than O(t2). But by
the above argument, terms with one or three such differences are O(t2) under ϕ; then only terms which
contribute are those where precisely zero or two
(
Uχ(j)(t)
αj − e−t/2) terms are chosen. Hence,
ϕ

 →∏
1≤j≤n
ajUχ(j)(t)
αj

 = ϕ(a1 · · · an)e−nt/2 +O(t2)
− e−(n−2)t/2

 ∑
1χp≺χqχn
p,q∈I
ϕ
(
a1 · · ·ap(Uαpχ(p) − e−t/2)ap+1 · · · aq(U
αq
χ(q) − e−t/2)aq+1 · · ·an
)
= ϕ(a1 · · · an)e−nt/2 − te−(n−2)t/2

 ∑
1χp≺χqχn
p,q∈I
ϕ(a(p,q]χ)ϕ(a(p,q]cχ)ψ(p)ψ(q)

 +O(t2)
= ϕ(a1 · · · an)
(
1− n t
2
)
− t

 ∑
1χp≺χqχn
p,q∈I
ϕ(a(p,q]χ)ϕ(a(p,q]cχ)ψ(p)ψ(q)

 +O(t2).
Here the second equality may require some justification. One can verify that it is correct by considering
the expansion in terms of cumulants; the terms corresponding to partitions with blocks of mixed colour or
partitions that do not connect the U terms both vanish, and we are left with all the bi-non crossing partitions
which have the two joined. Summing over these, in turn, produces the product of the two moments claimed.
Next we turn our attention to the right hand side of the equation. Notice that the pair (Sℓ, Sr) has
the same distribution as (−Sℓ,−Sr) while both are bi-free from (Aℓ,Ar), so replacing
√
t by −√t does not
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change the value and thus we are in fact working with a power series in t rather than
√
t. Since the constant
term is clearly correct, we need only establish that the t term agrees. Contributions to the linear term come
either from selecting a single t2 in the product (together these contribute −n t2ϕ(a1 · · · an)) or from selecting
a pair indices to include the semicircular terms from. But now
ϕ(a1 · · · ap(iψ(p)
√
t)Sχ(p)ap+1 · · · aq(iψ(q)
√
t)Sχ(q)aq+1 · · · an) = −tψ(p)ψ(q)ϕ(a(p,q]χ)ϕ(a(p,q]cχ).
Summing over the terms from which semi-circular elements may be selected, which is to say those with
indices coming from I, we see the two sides of the claimed equation agree at order t, also. 
Theorem 26. Suppose (A(ι)ℓ ,A(ι)r )ι∈{ , } are algebraically-free pairs of faces in a non-commutative prob-
ability space (A, ϕ), which is bi-free from the bi-free unitary Brownian motion (Uℓ(t), Ur(t)). Given χ :
{1, . . . , n} → {ℓ, r}, ǫ : {1, . . . , n} → { , }, and xi ∈ Aχ(i), set
zi(t) =
{
xi if ǫ(i) =
Uχ(i)(t)xiU
∗
χ(i)(t) if ǫ(i) = .
Then we have the following estimate:
ϕ(z1(t) · · · zn(t)) = ϕ(x1 · · ·xn) + tϕ⊗ ϕ (] (x1 · · ·xn)) +O(t2).
Proof. We first apply Lemma 25 to replace Uℓ(t)
±1 by 1 − t2 ± i
√
tSℓ and Ur(t)
±1 by 1 − t2 ∓ i
√
tSr, for
some (Sℓ, Sr) bi-free from (Aℓ,Ar) as in Lemma 25. Again, as the distribution of (Sℓ, Sr) matches that of
(−Sℓ,−Sr), we find that we are dealing with a power series in t; further, it is evident that the constant term
is correct. We therefore consider contributions to the linear term.
However, note that these precisely correspond to the terms in the definition of ] . Indeed, we notice that
when i ≺χ j with ǫ(i) = ǫ(j) = , selecting the S terms on either side of xi and xj contribute a total of
t
(
ϕ(x[i,j]cχ )ϕ(x[i,j]χ )− ϕ(x[i,j)cχ )ϕ(x[i,j)χ )− ϕ(x(i,j]cχ )ϕ(x(i,j]χ ) + ϕ(x(i,j)cχ )ϕ(x(i,j)χ )
)
.
The signs occur because the signs of S’s χ-before their respective elements, or χ-after, always match. This
accounts for all the contributions coming from selecting two semicircular variables when expanding the
product; what’s left are the terms corresponding to selecting a − t2 term, so each xi coming from winds
up contributing −tϕ(x1 · · ·xn) in total. Yet this precisely matches the contribution to ] corresponding
to selecting the empty terms with i = j. We conclude that the linear term in ϕ(z1(t) · · · zn(t)) is precisely
tϕ⊗ ϕ (] (x1 · · ·xn)). 
Remark 27. In [13], Voiculescu used the free liberation process to define the liberation gradient and a
mutual non-microstates free entropy. We intend to pursue the bi-free analogue of this approach in a future
paper.
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