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It is shown how the dual of Fourier-Motzkin elimination can be applied to eliminating the 
constraints of an Integer Linear Program. The result will, in general, be to reduce the Integer 
Program to a single Diophantine equation together with a series of Linear homogeneous 
congruences. Extreme continuous solutions to the Diophantine equation give extreme solutions to 
the Linear Programming relaxation. Integral solutions to the Diophantine equation which also 
satisfy the congruences give all the solutions to the Integer Program. 
1. Introduction 
It is well known that the set of feasible solutions to a Linear Program (LP) can be 
characterised as the set of convex linear combinations of vertex solutions plus non- 
negative linear combinations of extreme ray solutions. The aim of this paper is to 
extend such a characterisation of an LP (regarded as a relaxation of an Integer 
Program (IP)) to the IP itself. Clearly extra restrictions will be needed since the 
feasible solutions of the IP will generally be a proper subset of those of the LP. It 
will be shown that these restrictions can be expressed, using modular arithmetic by 
homogeneous linear congruences. 
A natural way of generating all extreme solutions (vertices and extreme rays) of 
an LP is to use the dual of Fourier-Motzkin elimination. 
Fourier-Motzkin elimination is a method of successively eliminating variables 
between inequalities in an analogous fashion to Gaussian elimination applied to 
equalities. The method can easily be adapted to solve LPs. It is impractical as a 
computational tool in general, since a large number of inequalities can result from 
each elimination. The method is described by Dantzig [l]. Improvements are 
described by Kohler [2]. While computationally inefficient it can be used 
theoretically to provide a very clear proof of certain results in LP (e.g., duality). 
This is done by Kuhn [3] and Duffin [4]. It can be applied efficiently (no build up in 
inequalities) to special types of LP e.g. over a cone by Bradley [5] and to provide 
bounds on variables when solving a Knapsack Problem by implicit enumeration 
(Cabot [6]). Both these applications involve solving relaxations of IPs. The method 
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can also be extended to deal with IPs directly as is done by Lee [7] and Williams [S]. 
The dual of Fourier-Motzkin elimination has been discussed by Dantzig and 
Curtis-Eaves [9]. This method amounts to eliminating balance rows in LPs by 
transformation of variables. Such a technique has also been described 
independently by Beale [lo] and Knolmeyer [ 111 . Dantzig and Curtis-Eaves also 
suggest applying it to particular types of IP after, where possible, taking suitable 
linear combinations of constraints to produce balance rows where all coefficients 
areOor +l. 
In this paper we show how the method can be applied to general IPs (pure and 
mixed) directly. Each elimination results in the removal of a constraint, but if some 
coefficients are greater than 1 in absolute value, congruence relations (expressible in 
modular arithmetic) in the new variables are also produced. 
This characterisation of the feasible solutions to an IP is an alternative to the 
more obvious one of defining the vertices and extreme rays of the convex hull of 
feasible integer points. Our aim is to try to create a characterisation which can be 
relaxed to give the corresponding LP characterisation. The convex hull of feasible 
integer points is independent of the LP relaxation of the original model. Modular 
arithmetic seems a natural way of trying to capture the constraints of an IP within 
its LP relaxation. 
2. The dual of Fourier-Motzkin elimination applied to IPs 
Consider the following IP constraints where slack or surplus variables have been 
added to inequality constraints to produce equations. 
(1) 
We assume x1 2 0 for all j and Xj integer for j E JC (1,2, . . .,n). Also we assume all 
coefficients are integral. 
Step 1. Transform (1) into: 
-bjxO+ ~u,~x,=O foralli=1,2 ,..., m, (2) 
/=I 
x0= 1. (3) 
Step 2. Repeatedly eliminate each of the balance rows in (2) by a transformation 
of variables. This transformation is most easily understood by, for each i, regarding 
the terms -aUxj as ‘sources’ when a,- < 0 and the terms UuXj as ‘sinks’ when a0 > 0 in 
a transportation problem. The term ?bjxo is a source or a sink (or nothing) 
depending on whether b, is negative or positive (or zero). Fig. 1 illustrates the 
situation. For convenience the coefficients bj are renamed ajo. 
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a -.aij,Xj, 
/’ 
0 -aiJrXJr 
ai jk<O 
0 -aijr+sxjr+s 
aij,>O 
Fig. 1. 
The old variables are redefined in terms of new variables _Yj so as to satisfy 
‘material balance’ conditions at all the sources and sinks, e.g., 
Xj,=L(Yl+Y2+ *** +Ys), 
aij, 
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We again assume Yj L 0 for all j. This together with the above relations guarantees 
the original xJ B 0. 
In addition if any x1 are integer and their coefficients not t- 1, e.g., Xj,, we must 
specify a congruence relation, e.g., 
Yl fY2-t ... +y,=O (mod a],,) 
Otherwise integrality of the YJ variables is sufficient to guarantee integrality of the Xj 
variables. 
When the old variables are substituted out of the particular constraint i, being 
considered, it disappears. The old variables are also substituted out the other 
constraints and congruences, if necessary multiplying through by a factor to 
maintain integral coefficients. 
Step 3. When Step 2 has been used to eliminate all the balance constraints in (2) 
we will be left with constraint (3) expressed in terms of transformed variables (Wj). 
In addition we will probably have created some homogeneous linear congruences in 
these new variables, i.e., 
c,wj=O(modMj) foralli=1,2 ,..., p. (4) 
J=o 
These congruences can be expressed in a number of standard forms. Two 
possibilities are: 
(a) For each congruence i in (4) take, in turn, all prime factors of the modulus Mj 
and divide through the coefficients by the maximum power of the prime factor 
which is also a factor. The residues provide coefficients of a new homogeneous 
congruence with modulus the appropriate power of the prime factor. 
(b) Combine and reorder the congruences using the Generalised Chinese 
Remainder Theorem so that the modulus of each congruence divides the modulus of 
the next congruence. 
Such possible manipulations for congruences can be found in texts on Number 
Theory such as Dickson [ 121 and will not be discussed further here. The congruences 
can all be regarded as a single equation involving elements of a finite abelian group. 
Representation (b) amounts to expressing this group in its well known form as the 
direct sum of cyclic sub-groups where the order of each sub-group divides that of 
the succeeding sub-groups in the sum. 
Once values are found for the final variables w, the corresponding values for the 
original variables can be found by back substitution. Each solution to the final 
Diophantine equation (equation (3) transformed) and congruences generates a 
solution to the original model. All solutions can be generated in this way. 
If the final congruences and integrality requirements are ignored we generate all 
solutions to the LP relaxation of the original problem. Allowing only one variable 
to be non-zero in the final form of the model allows us to generate all extreme 
solutions of the original LP relaxation. In addition, however, we may generate some 
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non-extreme solutions as well. Kohler” has shown, for the primal Fourier-Motzkin 
method, how it is possible to restrict the generation of redundant inequalities. 
Applying his result to the method here allows us to create a final set of variables 
generating only extreme solutions of the LP relaxation. Unfortunately for the IP 
case we cannot restrict the method in this way. 
3. A numerical example 
We consider the constraints of the following model taken from Garfinkel and 
Nemhauser [13]. Fig. 2 represents these constraints and is referred to subsequently. 
Xi + X2 I 5, 
-xi + x,5 0, 
6 x,+2x2521, 
xi, x2 2 0 and integer. 
Fig. 2. 
Re-expressing this in the form required: 
- 5x,+ xt + x2+x3 =o, 
- x,+ x, +x4 = 0, 
-21x,+6x, +2x2 +x,=0, 
x0 = 1, 
x1, x2, x3, x4, x5 2 0 and integer. 
(5) 
(6) 
(7) 
(8) 
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The transformation required to eliminate constraint (5) is 
x0= +(Yl+ty2+Y3), Xl =Yl, x2 =Y2, X3=Y3. 
This transforms the constraints to: 
-.Y1+ Y2 +x4 = 0, 
9y, - 1 lY2 - 21Y3 + 5x5 = 0, 
(9) 
(10) 
(11) Yl + Y2f Y3 = 5, 
Y,, y2, y3, x4, x5 2 0 and integer. 
The congruence relation 
_Y, +Y2+Y3”O (mod 5) 
need not be stipulated since this is guaranteed by (11) together with the integrality of 
the variables. 
Repeating the procedure we perform the substitution 
YI =zl +22, y2=21, x4=22. 
This eliminates (9) and transforms (10) and (11) respectively to 
-27.,+9Z2-21Y3+5X5=0, 
2z1+ z2 + Y3 = 5, 
zl, ~2, y3, x5 2 0 and integer. 
(12) 
(13) 
We now perform the substitution: 
z1= i(w1+ w2), z2= $05 + w3), y3= A (w3+w4), X5=f(W2+W4). 
This eliminates (12) and transforms (13) to 
7Ow, +63w,+ 10w3+3w4=315, (14) 
w,, w2, w3, w4z0 and integer. 
In addition we must stipulate 
w1+ w2 = 0 (mod 2) (15) 
w3+w4=O(mod21) (16) 
WI + w3 = 0 (mod 9), (17) 
w2 + w4 = 0 (mod 5). (18) 
Congruence (18) is redundant. This can be seen by taking residues of the coefficients 
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in (14) modulo 5. The result is 
3wz+3wq=0 (mod 5). 
Multiplying the coefficients by 2 (the inverse of 3 modulo 5) produces (18). 
The remaining congruences can be expressed in the form (a) above giving 
WI+ w2 = 0 (mod 2), (19) 
w3 + w4 = 0 (mod 3), (20) 
w3 + w4 = 0 (mod 7), (21) 
WI + w3 = 0 (mod 9). (22) 
Congruence (21) can be seen to be redundant as it is implied by (14) by taking 
resdues of the coefficients modulo 7 and multiplying by 5 (the inverse of 3 modulo 
7). 
Alternatively the congruences (19), (20) and (22) can be reexpressed in the form 
(b). Using the Generalised Chinese Remainder Theorem since the moduli of 
congruences (20) and (22) have a greatest common divisor of 3 they are subtracted to 
give 
2w, + w4 = 0 (mod 3) (23) 
The three congruences (19), (20), and (22) are aggregated by multiplying by factors 
of 9, 6 and 4 respectively to give 
13w, +9wz+ 10w3+6w4=O(mod 18) (24) 
The two congruences (23) and (24) together form the alternative representation. 
These two congruences can be regarded as an equation over the direct sum group 
G(3) + G( 18) of the two cyclic groups of order 3 and 18 respectively. In this case the 
congruences can be expressed as 
~2,13W1+&,9W2+~0,10W3+~l,6W4=&,0 (25) 
Therefore we have a complete characterisation of the feasible integer solutions to 
the original model using a single Diophantine equation (14) and a single group 
equation (25). Such a characterisation by a single Diophantine equation and a single 
group equation is clearly possible for any model. 
Relaxing the representation by ignoring (25) and considering only (14) with the 
integrality requirements dropped would, with an objective function, lead to a 
continuous knapsack problem. The possible extreme solutions would therefore be 
Wl = 4.5, wz= w3= w4=0, (26) 
w,=o, W2=5, w3=w4=0, (27) 
w,= wz=o_ w3=31.5, w4=0, (28) 
w1=w2=w3=o, w4= 105. (29) 
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Back substituting demonstrates that these solutions respectively give rise to the 
vertex solutions A, B, C and D illustrated in Fig. 2. 
The set of integral solutions to (14) and (25) are 
wi=w~=wj=o, w‘$= 105, (30) 
w,= w2=0, w3=9, w4 = 75, (31) 
w,=w*=o, w3= 18, w4 = 45, (32) 
w,=wz=o, w3 = 21, w4= 15, (33) 
w,=o, wz=2, w,=o, w4 = 63, (34) 
wi=o, wz=2, w3=9, w4 = 33, (35) 
wi = 1, wz= 1, w3=8, w4 = 34, (36) 
w,=2, w>=o, w3=7, w4 = 35, (37) 
w,=o, w2=2, w3= 18, w4=3, (38) 
wi = 1, w2= 1, w3= 17, w4=4, (39) 
w,=2, w2=0, w3= 16, w4=5, (40) 
w,=o, wz=4, w,=o, w4=21, (41) 
It can easily be verified that these solutions generate all the integral values of xl 
and x2 satisfying the original constraints ((35) to (37) generate the same values as do 
(38) to (40)). 
In the above example the four final transformed variables w, to w4 each 
correspond to extreme solutions of the LP relaxation. As mentioned in Section 2 in 
general some of the final variables will not correspond to extreme solutions 
(although all extreme solutions will still be represented). If, for example, in the 
above numerical problem, the balance constraints are instead eliminated in the 
order (5), (7) and (6), then the five final transformed variables w1 to w5 are 
generated. w5 corresponds to the non-vertex solution marked E in Fig. 2. 
4. Further investigations 
It is currently being investigated whether the characterisation of an IP described 
here gives a route by which the vertices of the convex hull of feasible integer points 
can be calculated directly. Alternatively it is hoped that the facets of this convex hull 
can be calculated directly from this representation. As a result it is hoped that an IP 
duality construction can be created. A duality result has been devised for a set of 
congruences alone by Williams [14]. 
The method can be used to eliminate only a subset of constraints. This has an 
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analogy with modal formulations for LP where part of a model (e.g. a process) is 
represented by variables representing extreme modes. A number of common types 
of IP constraint are being investigated in this light. Knolmeyer” has examined IP 
balance relations in this way when all coefficients are 0 or + 1 (and so no congruence 
relations are involved). 
A further line of investigation is to examine particular IP structures (e.g., 
matching problems, set covering and set partitioning problems) to see if the 
characterisation provides a transparent way of viewing the problems. For example 
do the groups involved take on a special form? 
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