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Abstract. Continuous and discrete models [2,6] for firefighting problems
are well-studied in Theoretical Computer Science. We introduce a new,
discrete, and more general framework based on a hexagonal cell graph to
study firefighting problems in varied terrains. We present three different
firefighting problems in the context of this model; for two of which, we
provide efficient polynomial time algorithms and for the third, we show
NP-completeness. We also discuss possible extensions of the model and
their implications on the computational complexity.
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tational Complexity, Discrete Geometry, Fire Spread Models, Fire Be-
haviour Modeling, Firefighting, Forest Fire Simulation, Frontal Propaga-
tion, Graph Algorithms, Graph Theory, NP-completeness, Undecidability
1 Introduction and Model Definition
Fighting multiple wildfires simultaneously or predicting their propagation involves
many parameters one can neither foresee nor control. For the study of problems
in this context, several models have been suggested and investigated in different
communities.
In Theoretical Computer Science or Mathematics, models have been investi-
gated, where fire spreads in the Euclidean plane or along edges of a graph; see
e. g. [2, 6]. Research in these models usually focuses on proving tight lower and
upper bounds on what can be achieved with limited resources: In continuous
models, researchers have been analysing the building speed of barriers which
slow down or even stop the fire’s expansion; in discrete models, the number of
firefighters available to block/contain/extinguish the fire has been considered.
Tight bounds are only available for simple cases in these models, e. g. [9]. For a
survey, we refer to [5].
In other communities, models have been developed to predict a fire’s prop-
agation in a given terrain. To make the forecast as realistic as possible, some
? This work has been supported in part by DFG grant Kl 655/19 as part of a DACH
project and by NSERC under grant no. RGPIN-2016-06253.
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models incorporate thermodynamic or chemical parameters as well as weather
conditions including wind speed and direction. Some of the models are capable
to distinguish between fires at different heights such as ground fires and crown
fires. For a survey on theoretical and (semi-) empirical models, see [12].
We introduce a new model with the aim to develop a simple, theoretical
framework for fire propagation forecast in large varied terrains and prove some
initial results.
Definition 1 (basic hexagonal model). Given a partition of the plane into
hexagonal cells. The state of cell c at time t is given by two non-negative integers,
x(c, t) and y(c, t). Cell c is called burning at time t if x(c, t) = 0 and y(c, t) > 0
hold; alive if x(c, t) > 0 and y(c, t) > 0; or dead if y(c, t) = 0 holds. At the
transition from time t to t+ 1, the state of cell c changes as follows:
– If c is alive at time t, then x(c, t+ 1) := max{x(c, t)− b, 0}, where b denotes
the number of direct neighbours of c burning at time t.
– If c is burning at time t, then y(c, t+ 1) := y(c, t)− 1.
Intuitively, x and y describe the (diminished) resistance against ignition and
the (remaining) fuel of an individual cell at time t, respectively. Choosing suitable
values for the cells, one can model natural properties of a given terrain: different
types of ground and fuel; natural obstacles such as mountains or rivers. A cell
of dry grassland might get small integers for both values such that it catches
fire easily and burns down quickly. In contrast, we expect both values to be
comparatively high for a moist forest such that the forest keeps burning for quite
a while, once it caught fire. Figure 1 shows an example how a fire expands over
time from a single source in a small lattice.
By this definition, our basic hexagonal model is a cellular automaton [13],
whose cells can have state sets of different cardinality. We observe that in the
basic hexagonal model a dead cell can never become alive or burning again. This
is a major difference to cellular automata like Conway’s Game of Life [7] or
Wolfram’s model [14]. Another difference is that cells can die from overpopulation
in Conway’s Game of Life, for which there is no equivalent rule in our model.
Organization of the paper. The rest of this paper is organized as follows. Section 2
discusses three problems in context of the basic hexagonal model and their
algorithmic solutions. Variants of the basic model will be discussed in Section 3.
We conclude with Section 4.
2 Results for the Basic Hexagonal Model
There is a multitude of interesting questions one can formulate within this model.
In this paper, we will address the following three problems.
Suppose we restrict the hexagonal grid to a rectangular domain R consisting
of n cells. Let us assume that initially all cells along the right boundary of R are
on fire and all cells along the left boundary of R represent a village that must be
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(e) t = 4
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(f) t = 5
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(g) t = 7
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(h) t = 10
Fig. 1: Fire spreading in a hexagonal lattice. The x- and y-values are given in
the cells as pairs of the form x;y at time t. The state of the cells is indicated by
colours: Burning cells are red, alive cells are white, and dead cells are grey. At
time t = 10, the propagation stops and several living cells remain.
protected from the fire. To this end, we want to connect the upper to the lower
boundary of R by a path pi of cells that separates the village on the left and the
fire approaching from the right; see Figure 2a. To make pi fire-resistant, we can
fortify the cells on pi by increasing their x-values.
In the first version of this problem, all cells on pi will have their x-values raised
by the same amount k. This corresponds to a fly-over by aircraft that douses
each cell with the same amount of water. We want to compute the minimum k
for which such a protecting path pi exists. In Subsection 2.1, we present a solution
that runs in time O(n log n log Y ) where Y is the maximum sum of y-values of
direct neighbours over all cells in R. Our algorithm is based on a fast propagation
routine that is interesting in its own right for simulation purposes.
In the second version of the above problem, firefighters can increase x-values
of cells individually. Now we are interested in finding a separating path pi for
which the sum of these x-increments of cells on pi is minimal. Although this
appears to be a shortest-path problem, we have not been able to apply a classic
graph algorithm like Dijkstra for reasons that will be explained in Subsection 2.2.
Our algorithm runs in time O(n
√
n log n), provided that all cells have identical
y-values and each x-value is upper bounded by 2y + 1.
In the third version, we no longer assume that cells along the right boundary
of R are on fire, while cells along the left edge have to be protected. Instead, the
cells of the village are given by a set T and the fire is allowed to start at cells
of a set F ; see Figure 2b. We now ask for a subset of F with m cells that will,
when put on fire, burn all cells of the village to the ground. More precisely, we
are interested in answering the following decision problem: Are there m cells in
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(a) A path pi (grey cells) prevents a fire
(red cells) from reaching the village (blue
cells) at the left boundary of R.
(b) Given two set of cells F (red) and T
(blue). Can m cells out of F burn down
all cells of T , when put on fire?
Fig. 2: Problem variants on a rectangular finite domain R.
F which, when put on fire, will eventually ignite all cells in T ? In Subsection 2.3
we prove this problem to be NP-complete.
2.1 Homogeneous fortification
For this problem, consider a rectangular domain R of our basic hexagonal model,
in which all cells on the right boundary are on fire and all cells on the left
boundary represent a village that must be protected. We call a path pi connecting
the lower to the upper boundary of R a separating path. We call pi a protecting
path for k if increasing the x-value of all cells along pi by k ensures that the fire
never ignites a cell of the village. The natural optimization problem is to find
the minimum k for which a protecting path exists.
To solve this problem, we study the corresponding decision problem: Given R
and k, does a protecting path pi exist? For k = 0, it can be solved by simulating
the fire propagation step-by-step, where all cells on the right boundary of R
are initially ignited. Consider the map at the end of the simulation: All cells
are either alive or dead but none burning; all dead cells form a connected
component including the initially burning cells on the right boundary of R. If
no protecting path for k = 0 exists, at least one of the village cells will be dead.
However, if a protecting path for k = 0 exists, then some of the alive cells form a
connected component that includes all village cells on the left boundary of R, see
Figure 2a. The fire border of this component which are alive cells with a direct
dead neighbour, form a protecting path pi for k = 0.
This approach can be extended to solve the decision problem for larger values
of k: First increase the x-value of all cells by k, then run the simulation algorithm.
If a cell of the village is dead at the end of the simulation, no protecting path for
k exists. Otherwise, consider the fire border of the connected set of alive cells
that includes the village and induces the separating path pi. By construction, all
cells of pi stay alive, when their x-value is increased by k. This holds even if all
cells right of pi are burning or dead. This also holds when the x-values of all cells
A New Model in Firefighting Theory 5
of R\pi remain untouched: Increasing the x-value of all burning cells is irrelevant
for the survival of the village; increasing the x-value of any other alive cell is
irrelevant as well, since only alive cells on pi have burning or dead neighbours.
Therefore, pi is a protecting path in R for k.
To solve the optimization problem, we combine the decision-algorithm with
binary search. It remains to give a sensible upper bound on k and an efficient
algorithm for the simulation of fire propagation. Let Y be the maximum sum of
y-values of all direct neighbours of a cell, over all cells in the grid. As every cell’s
x-value can only be decreased by at most the sum of its neighbours y, we know
that 0 < k ≤ Y holds. A brute force step-by-step simulation over time results in
an algorithm with a worst-case running time of O(n2 · xmax), where xmax is the
maximal value of x over all cells. However, given the state of all burning or dead
cells at a time t, one can determine the next cell to ignite. This intuition gives
rise to an O(n log n) Dijkstra-inspired algorithm independent of the cells values,
which uses a priority queue for the retrieval of the next cell to ignite. Details and
proofs can be found in Appendix A.1.
Theorem 1. Let R be a rectangular domain, where all cells along the right
boundary of R are on fire and all cells along the left boundary have to be protected.
The minimum k for which a protecting path exists can be found in time
O(n log n log Y ) where Y denotes the maximum sum of y-values of all direct
neighbours of a cell, over all cells.
2.2 Selective fortification
Similar to Subsection 2.1, consider a rectangular domain R of our basic hexagonal
model in which all cells on the right boundary are on fire and all cells on the left
boundary represent a village that must be protected. We call a path pi connecting
the lower to the upper boundary a separating path. The path can be fortified to
protect the village by individually increasing the x-value of each cell along pi. For
a given path pi, we call the sum of those increments the fortification cost of pi.
The natural optimization problem is to find a separating path pi that minimizes
the fortification cost.
To begin with, observe that there is always a separating path with minimal
fortification cost such that every cell along pi has a direct, dead neighbour when
the simulation ends: Any cell of pi without a direct, dead neighbour can be
excluded from pi without increasing the fortification cost; all cells with a direct,
dead neighbour that do not belong to pi can be included to pi since they do not
require any fortification costs at all. Doing this, we obtain a separating path
where all cells have dead neighbours. Therefore, we may restrict our search to
separating paths to the right of which all cells are dead.
Moreover, this observation allows to compute the fortification costs of such
a path: For a cell c of pi, let Yr be the sum of y-values of all neighbours of
c to the right of pi. The fortification cost of c is the minimum k such that
x(c, 0) + k = Yr + 1. The fortification cost of pi is the sum of the fortification
costs of all cells of pi.
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Finding a separating path pi of cells is equivalent to finding a path pib along
corners and edges of the cells: Using the observation stated above, we may
conclude that there is such a path pib, where cells to the left belong to pi and
cells to the right are dead. This path pib lies in the graph given by the corners
and edges of the cells, which we call the border graph. Similar to the previous
denotation, we call a path pib in the border graph separating if it connects the
upper to the lower boundary of R. To distinguish left from right, we replace
every edge {v, w} in the border graph by two directed edges (v, w) and (w, v).
x=8
y=5 y=5
y=5
y=5y=5
y=5
cost 5
type l4
cost 5
type l3
cost 5
type l2
cost 3
type l1
cost 0
type r
c
Fig. 3: A local-cost example.
When transforming the optimization problem
on the cells into a shortest-path problem on the
border graph, it is not obvious how to assign the
fortification cost of a cell to the adjacent edges;
consider the example depicted in Figure 3, where
y = 5 for all cells and cell c has x = 8. The
path pib in question uses five edges of c, whose
right neighbour cells are considered as burning.
The crucial idea is to charge these edges for the
fortification cost of c depending on their occurrence
in pib: The first directed edge of pib along c gets cost
0 because no additional fortification is necessary
to protect c from a single burning neighbour; the
second edge gets cost 3; every further edge gets cost
5, since the x-value of c has to be increased by 5 for
every additional burning neighbour. Unfortunately,
this dynamic assignment of costs, where the cost
of an edge depends on the previous edges of the
path, rules out a direct solution via finding a shortest-path: A shortest path
might visit the border of a cell several times; the edges along the same cell do
not necessarily have to lie on the path in direct succession. Hence, the cost of an
edge can be influenced by any previous edge in the path.
In general, the following two problems rule out a direct solution via shortest-
path finding algorithms: (1) A shortest path pib does not have to be simple and
can have self-intersections, see Figure 4a; (2) edges of pib along the same cell c
do not have to lie on pib in direct succession, it can leave and revisit c multiple
times, see Figure 4b. In the following, we consider the problem for the case where
the y-values are identical for all cells and 0 < x(c, 0) ≤ 2y+ 1 holds. This implies
that each cell can always be ignited by three direct, burning neighbours. Based
on these assumptions, we are able to prove that none of these problems occurs
for a so-called shortest local-cost path.
Let e be an edge along a cell c of resistance xe := x(c, 0). We say e is of type
r if it comes after a right turn or is the very first edge of path pib. We say e is of
type lk if it comes after the k
th consecutive left turn of pib along c. Thus, e is the
(k+ 1)th consecutive edge along the same cell c on the left-hand side of pib. Thus,
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(a) A self-intersecting, shortest local-cost
s-t-path with cost 0 and winding number 7.
t
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2y + 1
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1
1
1 1
1
fire
fire
fire
fire
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s
(b) A simple s-t-path pib with local-
cost 4y, winding number 1, and a re-
visit. The corresponding separating
path pi has fortification cost 5y.
Fig. 4: Two example domains which illustrate problems (1) and (2) for standard
shortest-path finding algorithms. All cells have the same y-value and x-values as
denoted in the cells.
we can define the local-cost of an edge e at cell c depending on xe and its type:
c(e, type) =

max(0, y + 1− xe), if type = r
min(y, 2y + 1− xe), if type = l1
y, if type ∈ {l2, l3, l4}.
Definition 2 (Shortest local-cost path). Let s, t be vertices in the border
graph, where all cells have identical y-values and 0 < x(c, 0) < 2y(c, 0) + 1 holds.
Then, a shortest local-cost s-t-path is a path from s to t of minimum local edge
cost as defined above.
Moreover, we call the difference between the number of r-edges and lk-edges
of a path pib in the border graph the winding number of pib.
In the following, we prove that there is a shortest local-cost path pib with
winding number one that neither has (1) self-intersections, as shown in Figure 4a,
nor (2) revisits as shown in Figure 4b: Lemma 1 and Lemma 2 together prove
(1), while Lemma 3 proves (2). Thus, the assigned local-cost of pib are the true
fortification costs of the corresponding separating path pi.
Lemma 1. Let s, t be vertices on the upper and lower boundary of the border
graph of R and pib be an s-t path. If pib is simple, then it has winding number 1.
Proof. As all turns in the regular grid have exactly the same angle, the winding
number is a measure of the turn angle of the path. For any right turn, the total
angular turn of the path decreases by pi3 and every left turn increases the turn
angle by pi3 . A simple s-t-path has a turn angle of 0 as first and last edge are
both vertical. Hence, the number of left turns equals the number of right turns
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in pib. Since the first edge is considered to be an r-edge, to assure that local-costs
of the first cell are well defined, pib has winding number 1.
Note that this does not directly solve our first problem, as it holds only for
one direction: an s-t-path with winding number 1 might still contain intersections.
The reverse holds because of our restrictions on the x- and y-values.
Lemma 2. Any shortest local-cost s-t-path with winding number 1 is simple.
Proof sketch. Assume pib is a shortest local-cost s-t-path with winding number 1
and at least one intersection. Then, we prove a contradiction by constructing an
intersection-free path pi′b with fewer costs.
Let pib be given by the sequence s, v1, v2, . . . , vi, . . . , vn−1, vn, t of n+2 vertices
in the border graph. Let i < j be the smallest indices such that vi = vj holds.
By removing all vertices between vi and vj+1, we obtain a new path of which we
show that its cost is strictly less than the cost of pib.
While removed edges can no longer contribute to the cost of the path, removing
them can change the type and hence the local cost of the edges from v up to
the first unaffected r-edge after (v, vj+1). A detailed proof, which shows that the
local-cost of pi′b is strictly less than the local-cost of pib, can be found in Appendix
A.3.
All in all, repeated removal of loops results in a simple s-t-path with fewer
costs than pib which contradicts the assumption and completes the proof.
Lemma 3. For any shortest local-cost s-t-path pi with winding number 1, there
exists a simple, shortest local-cost path without cell revisits that costs not more
than pi.
Proof. Assume pib is a shortest local-cost s-t-path with a winding number 1 where
at least one cell on the left-hand of pib is revisited. By Lemma 2, pib is free of
intersections. Then, we prove a contradiction by constructing a cell-revisit-free
path pi′b with local-costs no more than that of pib.
Let e be the first edge on the path along a revisited cell c. Let the edges of c
be numbered counter clockwise from 0 to 5, where e is edge 0. Then, the situation
at e can be restricted to the following two cases, also illustrated in Figure 5.
1. The last edge along c on pib is edge 2 and 1 does not lie on pib.
2. The last edge along c on pib is edge 3 and at least one of the edges 1 and 2
does not lie on pib.
Note that pib can neither include edge 4 nor 5. If it included edge 5, pib would
not be intersection free. If it included edge 4 but not 5, the edge preceding e on
pib would also lie along a revisited cell and we assumed e to be the first such edge
on pib.
We can construct pi′b from pib by removing cell visits as follows. In case 1, we
can replace all edges on pib after edge 0 and before edge 2 by edge 1. This adds at
most cost 2y (y for the new edge 1, and another y for the change of type edge 2
to l2). In case 2, we replace all edges on pib between edge 0 and edge 3 including
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Case 1 Case 2
c
0
1
23
5
4 c
0
1
23
5
4
Fig. 5: Path pib follows the blue edges upon its first visit of c and the red edges
on its second visit. Cases are equivalent for rotation.
these two edges by edge 4 and 5. This also adds at most cost 2y (y for edge 4
and 5 each). However, as pib is free of intersection by Lemma 2, we know for both
cases that the removed part includes enough lk edges with k > 1 to counter the
cost of adding the new edges to the path.
Finally, we describe how to compute such a shortest local-cost path with a
Dijkstra-inspired shortest-path algorithm tracking the winding number of the
path: We use a priority queue of tuples (c, v, p, e, w), where c is the minimum
known local-cost of a path to a vertex v via a predecessor p, where the last edge
(p, v) on the path has edge type e and the whole path has winding number w.
Due to regularity of the lattice, we know that: the vertex degree and hence the
number of possible predecessors is constant; the number of edge types is constant.
Moreover, w is limited by the size of our grid: A non-intersecting path with a
very high winding number roughly forms a spiral, where the winding number
corresponds to the number of spiralling rounds; the maximum size of such a
spiral is limited by the width w and height h of the grid. Thus, it suffices to
consider tuples with |w| ≤ 6 min(w, h) = O(√n).
Altogether, our priority queue contains at most O(n
√
n) many items, which
results in a runtime of O(n
√
n log n) to find a simple, shortest local-cost path
from a specific starting vertex s on the lower boundary to any vertex t on the
upper boundary. To find the optimal separating path pi, we have to compare
shortest paths for all pairs of s and t. We can do this in a single run of the
algorithm by initialising our priority queue with the outgoing edges of all possible
s. We can terminate as soon as the minimal entry in our priority queue is a tuple
where v is one of the vertices along the upper boundary of our grid and w is 1. A
pseudocode description of this algorithm can be found in Appendix A.4.
Theorem 2. Let R be a rectangular domain, where all cells have identical y-
values and 0 < x(c, 0) ≤ 2y(c, 0) + 1 holds. All cells at the right boundary of R
are on fire and all cells along the left boundary have to be protected.
Then, we can compute a separating path of minimum fortification cost in time
O(n
√
n log n).
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For arbitrary values of x and y, it is still open whether the optimization
problem can be solved in polynomial time. While the definition of local-costs can
be adjusted, problems (1) and (2) remain.
2.3 An NP-complete problem
In this section, we no longer assume that cells along the right boundary of R are
on fire, while cells along the left edge have to be protected. Instead, we consider
two sets of cells F , T , where the fire is allowed to start from cells in F to burn
cells in T . We consider the following decision problem: Are there m cells in F
which, when put on fire, will eventually ignite all cells in T ?
We prove this problem to be NP-complete by reduction from planar vertex
cover. The planar vertex cover problem is as follows: Given a planar graph G, a
vertex cover for G is a subset of vertices that contains at least one endpoint of
every edge. This problem was proven to be NP-complete, even for planar graphs
with maximum vertex degree three [8].
Given a planar graph G with n vertices, we have to show how to obtain an
instance of the fire expansion problem in polynomial time. For simplicity, we
assume that, instead of the basic hexagonal mode, we can use a basic grid model
where the same rules apply only that a rectilinear grid is used instead of the
hexagonal one. Consider the rectilinear grid, which is the infinite plane graph
with a vertex at every positive integer coordinate and an edge between every pair
of vertices at unit distance. In a first step, we compute a planar grid embedding
G of G into the rectilinear grid such that the following holds: Disjoint vertices
of G are mapped to disjoint integer coordinates; edges of G are mapped to
rectilinear paths in the grid such that no two paths have a point in common,
except, possibly, for the endpoints. The size of G is polynomial in n and can be
computed in polynomial time; see [4]. In a second step, we scale G by a factor of
two: a vertex at coordinates (a, b) is mapped to coordinates (2a, 2b); edges of G
are stretched accordingly. This introduces buffer coordinates between different
edges in the embedding of G. Finally, we place a cell at every integer coordinate
spanned by G and set the (x, y)-values of the cell c as follows:
– If c corresponds to a vertex of G (vertex-cell) set the weights to (n, 1);
– if c corresponds to an edge of G (edge-cell) set the weights to (1, 1);
– set the weights of all remaining cells to (0, 0).
Add all vertex-cells to F and all edge-cells incident to a vertex-cell to T . The
size of the resulting instance and the construction time are polynomial in n.
It remains to prove that this instance has m cells that ignite all cells in T iff
G has a vertex cover of size m. On the one hand, if G has a vertex cover C of
size m, the corresponding vertex-cells can be chosen to put on fire. Due to the
choice of values, they will ignite all adjacent edge-cells. Since C is a vertex cover,
all edge-cells will burn and therefore all cells in T . On the other hand, assume
there is a subset S ⊂ F of size m that will eventually ignite all cells of T . Due
to the construction, all cells of S are vertex-cells, so only vertex-cells are put on
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fire. Observe that due to the choice of weights, a burning edge-cell can never
ignite a neighbouring vertex-cell. Moreover, due to the buffer coordinates, any
two edge-cells that belong to different edges of G are separated by at least one
cell of weight (0, 0). Consequently, every edge-cell in T must be either ignited
by its direct neighbouring vertex-cell or by a fire reaching it from the direct
neighbouring edge-cell, emanating from a different vertex-cell. Since for every
edge in G there is an edge-cell in T , which is ignited via one of the adjacent
vertex-cells of S, the vertices of G corresponding to the vertex-cells in S constitute
a vertex cover of size m for G.
Certainly the problem is in NP, since the subset-certificate of cells S can
be verified in polynomial time via standard simulation. Thus, we obtain the
following theorem.
Theorem 3. Given an instance of the basic hexagonal model, m ∈ N and two
finite sets of cells F , T . It is NP-complete to decide whether there is a subset
S ⊆ F with |S| ≤ m such that putting all cells of S on fire will eventually ignite
all cells of T .
Note that the hardness proof requires T to be possibly of size linear in |F|.
Restricting T to a single cell, we obtain a problem that might very well be easier
to solve. We do not know, whether this restricted problem is still NP-hard and
leave this open. Definitely, the restricted problem becomes undecidable in simple
variants of the basic model, as the following section shows.
3 Variants of Basic Hexagonal Model
Our basic hexagonal model can be modified in many ways to model different
circumstances, environments or other known problems.
Certainly, the basic model can also be defined for other types of lattices, like
the rectilinear square lattice. Thus, the model covers grid versions of firefighting
problems, e. g. [3], as a special case: Set x(c, 0) = 1 and y(c, 0) =∞ for each cell
c and model the blocking of c at time t via x(c, t) =∞. In general, the values for
x and y could be replaced by positive (not necessarily monotone) functions of
the simulation time.
Another natural generalization is to stack several layers of cells on top of
each other. For every cell, the x- and y-values could be defined for each layer
individually. These extensions allow to model fire expansion in different heights,
such as crown or ground fires.
Environmental factors can also be modelled by slightly adjusting the transition
rules. For example, wind can be modelled by letting a burning cell decrease its
neighbours’ x-values by different amounts per round, depending on the direction
in which the neighbour lies and in which direction the wind blows. Cooling down
or regrowth of greenery can be modelled by having cells regain their x- or y-values
if no neighbouring cells are burning. However, even given regrowth, seemingly
similar models, like Conway’s Game of Life, remain distinct.
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Still, these variants can lead to surprisingly complex problems: With only three
layers of cells in an infinite lattice with a constant description complexity, the
question if putting fire to cell c will eventually ignite cell c′ becomes undecidable.
The problem remains undecidable, even with a single layer, if we allow cells to
recover their initial x-values over time; see Appendix A.2 for details.
Theorem 4. In the version of our firefighting model, where regeneration or at
least three layers of cells are allowed, there is no algorithm that can decide every
instance of the following problem:
Given a lattice with a finite description, a set of cells F and a single cell v.
Each cell of F is set on fire at t = 0. Will cell v eventually catch fire?
4 Conclusion
In this paper, we present a new model for firefighting problems together with
some solutions and hardness results. The basic hexagonal model is simple to
understand and generalizes a discrete model that has been introduced before.
It allows to incorporate additional parameters to model weather conditions or
crown and ground fires. These extensions could be applied to single cells or the
entire lattice.
Obvious questions are how to improve on the results and to widen their scopes.
We did not address any dynamic aspects of firefighting, yet. How does the fire’s
propagation change, when single cells are fortified? Moreover, fortifying a path
of cells takes time to refill an aircraft’s water tanks and fly back and forth. Can
this task be accomplished before the path is reached by the fire? Research on
seemingly simple dynamic geometric problems [9,10] seem to indicate that one
should not hope for provably optimal results in the basic hexagonal model, but
strive for good approximations.
Acknowledgements. We thank all anonymous reviewers for their helpful comments
and suggestions.
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A Appendix
A.1 An algorithm for fast fire propagation
Theorem 5. Given a bounded domain R of n hexagonal cells and a subset of
cells F ⊆ R, which are set on fire at time t = 0. Let F (t) denote the set of
alive cells adjacent to at least one burning cell at time t. The result of the fire
propagation in the grid can be computed in O(Dend · logFmax) = O(n · log n)
time, where Fmax := maxt≥0 |F (t)| and Dend denotes the number of cells that
are dead when no burning cell remains.
Let Nc be the set of neighbours of a cell c. Let ignition time ti(c) denote the
moment in time when c ignites, i. e. the minimum t for which x(c, t) = 0 holds,
or ∞ if no such t exists. More precisely, if such a value for t exists, then
ti(c) = min
{
t ∈ N
∣∣∣∣∣ x(c, 0) ≤ ∑
n∈Nc
max(0,min(t− ti(n), y(n, 0)))
}
.
Having computing ti(c) for all c of the grid, it is possible to return the result of
the fire propagation at any time t. All cells c with ti(c) =∞ never ignite.
Lemma 4. Given ti(n) for all n ∈ Nc, ti(c) can be calculated in constant time.
Proof. The time during which a neighbour n burns corresponds to an interval
[ti(n), ti(n) + y(n, 0)], as illustrated in Figure 6. As the number of neighbours
is constant (at most 6), we can sweep over the constant number of start and
endpoints of these intervals in ascending order and calculate x(c, t) at each such
point, until it reaches 0 (at some time t+). The last interval start or endpoint
before that is t−. Between t+ and t−, x(c) decreases by a constant amount each
round, so we can directly calculate ti(c). If we reach the last interval endpoint
without finding t+, then ti(c) =∞.
Now, let N ⊆ N be a subset of the neighbours of c for which ti is known.
We define the predicted ignition time tpi(N, c) to be the time at which c would
ignite if the cells in N were the only neighbours of c. That is to say, we can
define and compute tpi(N, c) in the same way as ti(c), just with a subset of Nc.
As we are working with a subset of the actual neighbours of c, it is clear, that
tpi(N, c) ≥ ti(c) for any N ⊆ N . Our algorithm is mostly based on the following
intuitive observation: A neighbour n of c that ignites after c does not actually
affect ti(c).
Lemma 5. Let c be a cell and Nc its neighbours. If N = {n ∈ Nc | ti(n) < ti(c)},
then tpi(N, c) = ti(c) holds.
Proof. Obviously, if N = Nc, then tpi(N, c) = ti(c). Consider a cell ni ∈ Nc that
is not in N ; hence ti(ni) ≥ ti(c) ⇔ ti(c) − ti(ni) ≤ 0 holds and consequently
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0
t
ti(n1)
y(n1, 0)
ti(n2)
ti(n3)
ti(n4)
ti(c)
∑
= 10
t+t−
0 1 2 3 2 1
Fig. 6: A sweep to compute ti(c) in constant time. Solid intervals indicate
neighbours that affect tpi(N, c), while dashed intervals indicate neighbouring
cells that do not. If x(c) = 10, via sweep from left to right we can find
ti(c) = 1 · 1 + 1 · 2 + 1 · 3 + 1 · 2 + 2 · 1 = 10 in constant time.
max (0,min (ti(c)− ti(n), y(n, 0))) = 0. This implies that ni does not affect ti(c):
ti(c) = min
{
t ∈ N
∣∣∣∣∣ x(c, 0) ≤ ∑
n∈Nc
max (0,min (t− ti(n), y(n, 0)))
}
= min
t ∈ N
∣∣∣∣∣∣ x(c, 0) ≤
∑
n∈Nc\{ni}
max (0,min (t− ti(n), y(n, 0)))

= tpi(c,Nc \ {ni}).
The idea of procedure FastFirePropagation is to compute ti of all cells in
ascending order; a min-ordered priority-queue Q is used to store, update tuples
(tpi, c) and to extract them when tpi = ti(c). The priority-queue provides the
following two operations: Update(t′pi, c), which checks whether Q contains a
tuple (tpi, c) and inserts (t
′
pi, c) if this is not the case; however, if (tpi, c) ∈ Q,
the operation updates the tuple to (min{tpi, t′pi}, c). Extract-Min() removes a
tuple (tpi, c) ∈ Q from Q where tpi is minimal over all tuples of Q and returns it.
We prove the correctness of this algorithm via the following loop invariant. As
the algorithm terminates when Q is empty, Invariant 1 and Invariant 3 together
guarantee, that the algorithm correctly calculates ti(c) for all c.
Lemma 6 (loop invariant). After the k-th iteration of the while-loop, the
following conditions hold:
1. For all c ∈ C, ti(c) has been computed correctly;
2. for any cell c ∈ C and any c′ /∈ C, it is ti(c) ≤ ti(c′);
3. for all cells c /∈ C, if (tpi, c) ∈ Q, it is tpi = tpi(Nc ∩ C, c); otherwise
tpi(Nc ∩ C, c) =∞;
4. for any tuple (tpi, c) ∈ Q where tpi is minimal among all tuples in Q, it is
tpi = ti(c) and ti(c) is minimal among all cells /∈ C.
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Procedure FastFirePropagation(F)
Input :Domain R and set of initially burning cells F ⊂ R.
Output : ti(c) is computed for all c ∈ R with ti(c) <∞.
C = ∅
foreach cell c ∈ F do
Update(0, c)
while Q has node with finite value for tpi do
(tpi, c)← Extract-Min()
ti(c)← tpi
C ← C ∪ {c}
foreach neighbour n ∈ Nc with n /∈ C do
t′pi ← tpi(Nn ∩ C, n)
if t′pi <∞ then
Update(t′pi, n)
Proof (by induction).. After the initialization step, C is still empty; hence, part
1 and 2 of the invariant trivially hold. In addition, Q contains a tuples (0, c)
for each c ∈ F , which obviously satisfies part 4; moreover, for cells c 6∈ F it is
tpi(Nc ∩ C, c) =∞, since C = ∅, which together satisfies part 3.
Assume that the invariant holds for (k − 1) and consider the k-th iteration:
A tuple (tpi, c) ∈ Q with a minimal tpi among all tuples in Q is extracted, c
is added to C and ti(c) = tpi is set. With part 4 of the induction hypothesis, we
obtain that part 1 and 2 still hold after the k-th iteration.
Let c′ be any cell /∈ C. If c′ is not a neighbour of c, part 3 still holds for c′ by
induction hypothesis since Nc′ ∩ C = Nc′ ∩ (C ∪ {c}); otherwise part 3 holds for
c′ as its tuple gets updated during the while-loop.
It remains to show that part 4 still holds. Given (tpi, c
∗) ∈ Q where tpi is
minimal in Q after the k-th iteration. If tpi = 0, the invariant holds; hence, we may
assume tpi > 0. Further assume there is a cell c /∈ C such that ti(c) < tpi and c has
a minimal ti(c) among all cells not in C. Due to the fact that part 3 holds, we may
conclude that (tpi(Nc∩C), c) ∈ Q.3 By Lemma 5 and minimality of (tpi, c∗) in Q,
we obtain tpi({n ∈ Nc | ti(n) < ti(c)}, c) = ti(c) < ti(c∗) ≤ tpi ≤ tpi(Nc ∩ C, c),
which gives a contradiction. Hence, part 4 holds.
The number of iterations is bounded by the number of cells that enter Q,
since one cell is extracted in each iteration; only cells with ti(c) <∞ ever enter
Q, which bounds it by Dend, which is the number of dead cells at the end of the
simulation. In each iteration, C contains contains cells with ti(c) < tj for some tj
and Q contains cells that neighbour cells in C; therefore the size of Q after the
iteration is bounded by F (tj) and by Fmax := maxt≥0 |F (t)| overall. Hence the
procedure FastFirePropagation runs in O(Dend · logFmax) = O(n log n), which
completes the proof of Theorem 5.
3 Otherwise tpi(Nc ∩ C, c) =∞, which would imply that there is a cell c′ ∈ Nc such
that ti(c
′) < ti(c) which contradicts the choice of c.
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A.2 Proof of Theorem 4
To prove the theorem, we show how to simulate computations of so-called two-
register machines [1, 11] with our fire expansion model. A two-register machine
M has exactly two registers r1, r2 that may contain an arbitrarily large natural
number each. To manipulate the content of the registers, there are two types of
instructions.
An addition instruction is a triple (i, r, j) where i 6= j is the number of the
instruction, r ∈ {r1, r2} is a register and j is the number of the following instruc-
tion. When M processes the instruction, the value of register r is incremented by
one. Afterwards, M continues with instruction number j.
A subtraction instruction is a quadruple (i, r, j, k) where j 6= i 6= k are
numbers of instructions and r ∈ {r1, r2} is a register. When processing the
instruction, M checks whether the content of register r is zero: If this is the
case, then M proceeds with instruction Ij ; otherwise, M decrements r by one
and proceeds with instruction Ik. Note that using subtraction instructions, it is
possible to branch the control flow and simulate conditional statements.
In the following, with Ii we refer to the instruction with number i regardless
of its type. A program for two-register machine is a finite sequence of instructions
(I1, . . . , In); we assume In to be a special instruction that causes the machine to
halt. With M we refer to the program, as well as the two-register machine.
A configuration C of a two-register machine M is a triple (d1, d2, Ii) where
d1, d2 ∈ N are the contents of the registers r1, r2 and Ii is the instruction that
M is going to process next.
Geometric interpretation. For a two-register machine M and its program, there
is a nice geometric interpretation. Imagine the first quadrant of the plane is
divided into square boxes4 by the N× N grid; see Figure 7. Each of these boxes
can be uniquely described by a tuple of integers coordinates (r1, r2), where (0, 0)
corresponds to the bottom left most box. Respectively, the coordinates of each
box can be interpreted as the content of the registers of M ; i. e., the box with
coordinates (3, 2) corresponds to the register contents 3 and 2.
Into the quadrant of the plane, we embed a directed graph GM = (V,E) as
follows: In each box, a vertex vi is created for each instruction Ii and placed
along the diagonal from the upper-left to the bottom-right corner. To distinguish
the vertices of a box c from those of a neighbouring box n, we use a superscript
and write vci and v
n
i . The directed edges of the graph run between vertices of the
same or a neighbouring box and are introduced for each box c according to the
following rules:
– For each addition instruction Ii = (i, r, j) of M , insert a directed edge (v
c
i , v
n
j )
where n is the right (upper) neighbour of c if r = r1 (r = r2).
– For each subtraction instruction Ii = (i, r, j, k) of M , insert a directed edge
between nodes of neighbouring boxes considering the following cases:
4 We use the term box to underline the difference to cells which contain the x and
y-values in our model.
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• Let r = r1. If c has a left neighbour n, then add an edge (vci , vnj ); otherwise,
add the edge (vci , v
u
k ) where u denotes the box above c.
• Let r = r2. If c has a lower neighbour n, then add an edge (vci , vnj );
otherwise, add the edge (vci , v
r
k) where r denotes the box right of c.
r1
r2
0 1 2 3 4
0
1
2
vi
vj
vk
vi
vj
vk
vi
vj
vk
vi
vj
vk
vi
vj
vk
vi
vj
vk
vi
vj
vk
vi
vj
vk
vi
vj
vk
Fig. 7: In the geometric interpretation of a two-register machine, a vertex is
created for each instruction and in every box; for simplicity, this has only been
done for boxes with coordinates (4, 2), (1, 2) and their neighbouring boxes in this
sketch. For the boxes with coordinates (4, 2) and (1, 2), the directed edges are
given that result from the addition instruction Ii = (i, r2, j) and the subtraction
instruction Ij = (j, r1, i, k).
Note that there are (countably) infinite many boxes, vertices and edges
embedded in the plane, but the description itself is finite. Clearly, there is a
one-to-one correspondence between vertices of GM and configurations of M : A
vertex vi in a box with coordinates (d1, d2) corresponds to the configuration
(d1, d2, Ii) of the two-register machine M and vice versa. Similarly, a sequence of
configurations of M corresponds to a unique directed path in GM and vice versa.
Simulation of two-register machines. Computations of a two-register machine
can be simulated by expanding fire in an orthogonal square lattice. A very basic
observation is that, with an appropriate choice of weights, we can force a fire to
expand along a sequence of cells into a certain direction; see Figure 8. In the
following, we call such a sequence of cells a wire. We now describe the layout and
the cells of the orthogonal square lattice. We start with a subdivision of the first
quadrant of the plane into boxes as described above and shown in Figure 7. To
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1;1
2;1 1;1 0;1 1;2 2;1 1;1
(a) Initial fire at time t.
1;1
2;1 0;1 0;0 0;2 2;1 1;1
(b) At time t+ 1.
1;1
1;1 0;0 0;0 0;0 0;0 0;1
(c) At time t+ 4.
Fig. 8: Fire expanding along a wire. For all grey cells, we assume that x = y = 0.
Note that due to choices for x and y, after a while the fire can only continue to
expand to the right.
obtain the cells of the firefighting model, we refine the boxes using the following
gadgets:
– The crossing gadget allows a fire to burn along one wire and cross another
wire without causing it to burn;
– the instruction gadget implements a vertex vi that corresponds to an instruc-
tion Ii in a box;
– the box gadget defines the basic layout of every box with the use of crossing
and instruction gadgets;
– the connector gadget is used to link neighbouring box gadgets.
In the standard version of our model, it seems impossible to realize a crossing
gadget since a fire burning along one wire tends to expand also along the other
one. However, if we allow (i) either for a constant number of additional layers
or (ii) regeneration of the x-values of cells, crossings can in fact be realized: (i)
With three layers of cells, it is not difficult to realize a crossing within a 5× 5× 3
cuboid as shown in Figure 9a. While one of the wires runs straight through
the bottom layer, the second one bypasses it using the topmost layer such that
both wires are separated by one dead cell. (ii) When cells are allowed to restore
their original resistance values x over time, a crossing can be realized even in a
two-dimensional lattice using 11 × 11 cells. The gadget shown in Figure 9b is
based on the assumption that the following rule is added to the definition of the
basic hexagonal model in Section 1: If c is not burning at time t and t+1 and has
no direct burning neighbour at time t, then x(c, t+ 1) := min{x(c, 0), x(c, t) + 1}
and y(c, t+ 1) := min{y(c, 0), y(c, t) + 1}.
The layout of an instruction gadget is given in Figure 10. Four cells with
weights (1; 2) along the boundary mark the positions where incoming wires will
be connected to; hence, we call them input cells. Note that, due to the choice
of these weights, a fire cannot ignite an input cell (and an attached wire) from
inside the gadget. Moreover, a fire burning along an incoming wire will eventually
reach the central cell with weights (1; 1). Afterwards, the fire will continue to
burn along the wire and reach the cell with weights (1; 1) at the boundary which
we call the output cell. To obtain the instruction gadget for a specific instruction,
we rotate the gadget by a multiple of 90◦ such that the output cell points into
the direction of the involved neighbouring box: For addition instructions to r1
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(a) A crossing gadget using three layers
of cells.
1;1
1;1 1;1 1;1
1;2
1;1 1;2 2;1 1;1 1;1 1;1 2;1
1;1 1;1 1;1 1;1
1;1 1;1 1;1 1;1 1;1 1;1 1;1 1;1 1;1
1;1 1;1 1;1 1;1
2;1 1;1 1;1 1;1 2;1 1;2 1;1
1;2
1;1 1;1 1;1
1;1
(b) A crossing of wires based on regen-
eration of x-values.
Fig. 9: Realization of a crossing gadget depending on the variant of the model.
(r2), the output cell points to the right (upwards); for a subtraction instruction
to r1 (r2), the output cell points to the left (downwards).
Given the layout of both, instruction and crossing gadgets, we now describe
how a box gadget is constructed. Let n be the number of instructions of M . Start
with an orthogonal square lattice of 23n×23n cells, where all cells get the weights
x = y = 0. In a first step, we place n instruction gadgets along the diagonal from
the top left to the bottom right cell. Then, we add (in- and output) wires and
crossing gadgets as shown in Figure 11: In each direction and for each instruction
gadget, the box gadget has an input and output wire, which can be used to
connect the instruction gadget to a neighbouring box into this direction.
Finally, consider the layout of a connector gadget depicted in Figure 12b.
The gadget is used to systematically connect an instruction gadget to either
an instruction gadget of the same box gadget or an instruction gadget of a
neighbouring5 box gadget. In a first step, a connector gadget is placed between
two neighbouring box gadgets as shown in Figure 12 for the horizontal case.
Then, for each instruction Ii of M we proceed as follows: If Ii = (i, r, j) is an
instruction that adds one to the first register, we extend the outgoing wire ri
straight to the right, pass the crossing gadgets of the connector gadget until we
meet the wire lj running towards the left input wire of the instruction gadget j
of the neighbouring box. At this position, we remove the crossing gadget and
attach wire to wire. Similarly, we proceed for additions to the second register
and subtraction instructions.
Let (d1, d2, Ii) be the starting configuration of a two-register machine M and
c be the central cell of the instruction gadget corresponding to vi in the box
with coordinates (d1, d2). As described in the geometric interpretation above, a
5 When connecting vertically neighboured box gadgets, the connector gadget of Fig-
ure 12b is rotated by 90◦.
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1;2 1;1
2;1
2;1 1;2
1;1
1;2 2;1
2;1
1;2
Fig. 10: The layout of an instruction gadget. Black edges indicate cells with
weights x = y = 1; all remaining grey cells have x = y = 0. The choice of weights
assures two properties: a fire reaching an input cell at the boundary can expand
into the gadget; a fire inside the gadget can only reach the output cell on the
boundary.
sequence of configurations of M corresponds to a unique directed path in the
graph GM and vice versa. Similarly, the vertices of this path in GM correspond
to a unique sequence of burning instruction gadgets when setting c on fire.
Minsky [11] proved that for any Turing machine T , there is a two-register
machine program M that computes the same function. His proof implies that: T
halts with an empty semi-infinite tape and the head placed right of the square
which indicates the end of the tape if and only if M halts with the register
contents r1 = 3 and r2 = 0. Due to the construction of our instance of the
firefighting model induced by M , this holds if and only if the fire propagation
eventually ignites the central cell of the instruction gadget corresponding to vn
of the box with coordinates (3, 0). Consequently, any algorithm deciding the
problem of Theorem 4 can be used to decide the following special case of the
general halting problem: Given a Turing machine T with a single, semi-infinite
tape and an input w ∈ {0, 1}∗; does T halt with an empty tape and the head
placed right of the tapes end, when started with input w? The undecidability of
this problem implies the undecidability of the decision problem of Theorem 4
and completes the proof.
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1
2
n
l1
l2
ln
b1 b2 bn
t1 t2 tn
r1
r2
rn
Fig. 11: Layout of the box gadget: Large rectangles along the diagonal indicate
instruction gadgets of size 23× 23; small rectangles indicate crossing gadgets of
size (at most) 11× 11; directed edges model input and output wires.
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(a) A box gadget.
ln l2 l1
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l2
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r1rn r2
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(b) A connector gadget.
1
2
n
l1
l2
ln
(c) Neighbour.
Fig. 12: The connector gadget is placed between two neighbouring box gadgets.
A.3 Omitted proof from Subsection 2.2
Lemma 2. Any shortest local-cost s-t-path with winding number 1 is simple.
Proof. Assume pib is a shortest local-cost s-t-path with winding number 1 and
at least one intersection. Then we will construct a cheaper path pi′b with no
intersections to prove a contradiction.
The path pib can be represented as a list of n + 2 vertices s, v1, v2, . . . , vi,
. . . , vn−1, vn, t. It contains intersections as long as there exists a reappearing
vertex, so vi = vj for some distinct i 6= j. Let v = vi be the first such vertex on
the path and vj = v its next appearance. Then a new path can be constructed by
removing everything between vi and vj+1. Repeating this until no vertex appears
twice in the path results in a path free of intersections.
However, while removed edges can no longer contribute to the cost of the
path, removing them can change the type and hence the local cost of the edges
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from v up to the first unaffected r-edge after (v, vj+1). Therefore we must look
at the specific situation at v more closely to analyse the change in cost.
The situation at the intersection can take one of the following four cases
illustrated in Figure 13:
1. pib turns right at vi and left at vj .
2. pib turns left at vi and left at vj .
3. pib turns right at vi and right at vj .
4. pib turns left at vi and right at vj .
Notice that these are all cases because the path cannot include vi−1 a second
time as we assumed vi to be the first reappearing vertex.
v v v v
vi+1 vi+1 vi+1
vi−1vi−1vi−1vi−1
vj−1 vj−1vi+1
vj+1
vj+1 vj+1
vj+1vj−1 vj−1
Case 1 Case 2 Case 3 Case 4
Fig. 13: pib follows the blue edges upon its first visit of v and the red edges on its
second visit. Cases are equivalent for rotation.
Recall the local-cost function: edges of type r and l1 cost between 0 and y;
edges of type l2, l3, and l4 always cost y. Also for edges along the same cell, type
r edges are at most as costly as l1 edges and both are at most as costly as edges
of type l2, l3, and l4. Hence, edges can only become more expensive if they were
of type r or l1 on pib and the new cost can be at most y.
In cases 1 and 2, (v, vj+) is an edge of type l1 (or l2, l3 or l4) on pib and all
further edges until the next r edge are of type l2, l3, or l4. On pi
′
b, (v, vj+) is of
type r, so the local-cost of pi′b can only be less or equal to that of pib in these
cases.
In case 3 and 4, (v, vj+1) is an edge of type r on pib and (vj+1, vj+2) could be
of type l1, so they could increase in cost by y each. All further edges until the
next r edge are of type l2, l3, or l4 and hence do not matter. So pi
′
b might have
local-cost higher than pib by 2y, if the removed part of the path vi, vi+1, . . . , vj
had cost less than 2y. But then, the removed part can contain at most 2 edges
of type lk with k > 1. But this is not enough to reach the edge (vj−1, v) from
(v, vi+1) without taking more right turns than left turns. So in both these cases,
the removal of that piece of the path either does not increase the cost of pi′b or
the winding number of pi′b is at least 6 higher than that of pib.
But at the end of the procedure we definitely arrive at a simple path, and
hence at a path pi′b with winding number 1. Hence at some later intersection we
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will remove a part of the path, such that the winding number of pi′b decreases
by 6. Considering that removing a part changes the type of at most one of the
edges still in pi′b to r in any of the cases given above, the removed part contains
at least 5 more edges of type l1, l2, l3, or l4 than of type r. That means, it must
include at least 5 edges of type l2, l3 or l4, which means the cost of pi
′
b is at least
5y lower than that of pib which counters the cost of this removal. In fact similar
arguments can be made about the removed parts of the path in case 1 and 2, so
that in total, the cost of pi′b is strictly less than pib.
A.4 Selective fortification algorithm
The algorithm computes a solution for the selective fortification problem by
computing shortest local cost separating paths from any vertex s at the bot-
tom boundary of a rectangular grid to any vertex t at the top boundary.
Local-Cost((v1, v2), e) therein always denotes the local cost c of an edge (v1, v2)
of type e.
Let e be an edge along a cell c of resistance xe. Remember that we also
assume, that y is identical for all cells. We say e is of type r if it comes after
a right turn or is the very first edge of the path. This will mean that it goes
along a different left-hand cell than the previous edge on the path. We say e is
of type lk if it comes after the k
th consecutive left turn. This will make it the
k+ 1th consecutive edge along the same left-hand cell. Then, the local cost c of e
depends on xe and its type:
c(e, type) =

max(0, y + 1− xe), if type = r
min(y, 2y + 1− xe), if type = l1
y, if type = l2, l3, l4
The algorithm makes use of a priority queueQ storing tuples (v, p, e, w) storing
the shortest known local cost path to the vertex v via a predecessor p, where the
last edge (p, v) is of edge type e and the path has twist w. It functions similar to
Dijkstra’s shortest path algorithm, but it needs the additional information p and
e in the tuple to correctly calculate the cost of the next edge via the function
Local-Cost(). In addition, it separates paths by the twist w in the tuples in the
Q to filter out an intersection free path in the end. As this introduces potentially
infinite tuples, we use the winding number limit based on the size of R to block
tuples with too high or low twist from ever entering Q.
The correctness of the algorithm follows from the correctness of Dijkstra’s
shortest path algorithm in combination with arguments from Subsection 2.2.
While this algorithm only calculates the cost a solution for the selective fortifica-
tion problem, it can easily be adjusted to output the whole solution path.
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Procedure Selective fortification path(R)
Input :The dual graph of a rectangular grid R in our basic hexagonal model, and
the upper twist limit wmax based on its width and height.
Output :The cost of an optimal solution for the selective fortification problem on R
foreach cell s on the bottom boundary of R and the vertex vs directly above it do
Update(Local-Cost((s, vs), r), vs, s, r, 1)
while Q is not empty do
(c, v, p, e, w)← Extract-Min()
if v is a cell t on the top boundary of R then
if w = 1 then
return c
else
vr ← vertex reached when taking a right turn after the edge (p, v)
if w < wmax then
Update(c+ Local-Cost((v, vr), r), vr, v, r, w + 1)
vl ← vertex reached when taking a left turn after the edge (p, v)
if w > −wmax then
switch e do
case r do
Update(c+ Local-Cost((v, vl), l1), vl, v, l1, w − 1)
case l1 do
Update(c+ Local-Cost((v, vl), l2), vl, v, l2, w − 1)
case l2 do
Update(c+ Local-Cost((v, vl), l3), vl, v, l3, w − 1)
case l3 do
Update(c+ Local-Cost((v, vl), l4), vl, v, l4, w − 1)
case l4 do
Update(c+ Local-Cost((v, vl), l5), vl, v, l5, w − 1)
