Abstract. This paper is concerned with nonlinear filtering and control of a switching diffusion coupled by an unknown Markov chain. Two statistical estimation methods are used to track the unknown Markov chain. Computable approximate filters are obtained based on these methods. The filters are then used to construct controls for the partially observed system. These controls are shown to be asymptotically optimal as the observation noise tends to zero. Finally an example is considered and numerical experiments are reported.
1. Introduction. Let (α(t), x(t)), t ≥ 0, denote a pair of signal (or state) processes which is not directly observable. Consider the case that a function of (α(s), x(s)), s ≤ t, (linear in x(·)) with an additive noise is observable given by y(t). Let u(t), t ≥ 0, be a control process depending on the observation y(·) up to time t. Assume both x(·) and y(·) are R p -valued stochastic processes satisfying the equations dx(t) = b(t, α(t), x(t), u(t))dt + σ(t, α(t))dw(t), x(0) = x 0 , dy(t) = h(t, α(t), x(t))dt + εdv(t), y(0) = 0, (1.1) for 0 ≤ t ≤ T , where T is a finite number, x 0 is a given random variable, α(·) is an unknown Markov process, (w(·), v(·)) is a standard Brownian motion, and ε > 0 is a small parameter. Here we only consider those u(·) under which the equations in (1.1) have a (strong) solution.
Let Y t denote the σ-algebra generated by the observation process y(·) up to time t, i.e., Y t = σ{y(s) : 0 ≤ s ≤ t}. The objective of the problem is to choose a Y t progressively measurable control u(·) to minimize the cost functional
L(t, α(t), x(t), u(t))dt. (1.2)
First of all, let us consider the case when α(t) is a constant over time, say α(t) = α 0 . If α 0 is known and ε = 0 in (1.1), then the system reduces to a completely observable system provided that h is one-to-one in x. So for ε small but different from zero, the problem under consideration is a singular perturbation of a "trivial" situation. In Haussmann and Zhang [11] , such optimal control problems were studied with the aid of the extended Kalman filter (EKF) and the Picard filter (PF). Controls based on the filtering outcomes were obtained, which are shown to be asymptotically optimal as ε → 0.
When α 0 is not available to the controller of the system, the situation becomes more complicated. One of the major difficulties lies in the nonlinearility of system (1.1). If (1.1) is a linear system, the optimal control problem was solved by Hijab [14] and Caines and Chen [3] assuming an a priori distribution of the unknown parameter. However, in some practical situations, such a priori knowledge of α 0 is not available. To deal with the problem in this case, Haussmann and Zhang [12] used two statistical hypothesis tests, the quadratic variation test (QVT) and the likelihood ratio (leastsquares) test (LRT), to estimate the value of α 0 and to choose among competing filters on successive time intervals. Then a control policy is obtained by using the filtering outcomes which is shown to be asymptotically optimal. The QVT and the LRT schemes were introduced by Fleming and Pardoux [7] to identify the sign of the state variable x(t) in a partially observed system; see also Fleming and Zhang [9, 10] and Fleming et al. [6] for the corresponding discrete-time models and related numerical results along this line.
In this paper we consider the case when α(·) is an unobservable Markov chain. Typically, to solve the underlying control problem, one needs to solve the associated filtering problem first, i.e., to find a conditional expectation (α(t),x(t)) = E[(α(t), x(t))|Y t ]. However, owing to the nonlinearity of the system, especially the presence of α(·), obtaining (α(t),x(t)) requires solving the associated Zakai equation (or the nonlinear filtering equation), which is inherently infinite dimensional. Much effort in the literature was devoted to finite dimensional approximations. In Blom and Bar-Shalom [2] , a discrete-time version of the corresponding filtering problem was considered. They proposed a numerical algorithm to compute (α(·),x(·)). The algorithm seems to perform well numerically. However, there is no theoretical justification for the optimality (or the near optimality) of these filters; see Li [18] for further discussions.
In this paper, in order to design an approximate filter, we use the QVT (or the LRT) to estimate the value of (α(t), x(t)) over time. We show that the resulting filters are asymptotically optimal as the observation noise goes to 0. The random jumps of α(·) create one of the major difficulties when verifying the near optimality of these filters.
When dealing with a switching diffusion coupled by an unknown Markov chain, most of the nonlinear filters in the literature require the generator of α(·) to be given. In practice, it usually takes a certain period of time to estimate the generator matrix. This creates a major problem if the generator is time dependent. The advantage of the filtering methods used in this paper is that they do not require knowing the generator of α(·). In fact, the methods used in this paper can be easily extended to deal with much more general models in which even the Markovian assumption of α(·) is unnecessary! In this connection, we refer to Remark 3.4 for discussions.
This paper extends the results on filtering and control in [12] to incorporate the case when α(·) is an unknown Markov chain. The Markovian property is only required when dealing with the feedback controls. We design approximate filters and feedback controls for the problem under consideration. The main contribution of the paper is the verification of the asymptotic optimality of these filters and controls.
This paper is concerned with nonlinear filtering and control of a partially observed system. There is substantial literature on many related models and problems. For classical results on nonlinear filtering, we refer the books by Kallianpur [15] and Q. ZHANG Liptser and Shiryayev [19] . For recent developments and review of the literature on partially observed systems, we refer the reader to the books by Bensoussan [1] , Elliott, Aggoun, and Moore [5] , Kushner [17] , and references therein.
The paper is organized as follows. In the next section we formulate the problem under consideration and make assumptions. In section 3, we study the nonlinear filtering problem by using the QVT and the LRT methods and prove the asymptotic optimality of these filters. Then in section 4, we consider control policies based on the filtering results together with the dynamic programming approach. We show that the constructed control policies are nearly optimal as ε → 0. In these sections we use the idea of an EKF to design nonlinear filters. For small ε, an EKF can be further approximated by a PF. In section 5, we extend these results to a hybrid linear quadratic system. In section 6, we consider the PF and present further extensions of these results to the case when the EKF is replaced by the corresponding PF. In section 7, we give a simple example and a set of numerical simulations to demonstrate the performance of the schemes and to compare with an existing algorithm in filtering. Finally, we conclude the paper by making some remarks. Technical results used in the paper are given in the Appendix.
Before moving on to the next section, let us give a list of notation used in the paper:
A ′ the transpose of a matrix A; B c the complement of a set B; I the identity matrix;
the integer part of a number a; tr(A) the trace of a matrix A; ∇ x f the partial derivative ∂f /∂x; |ξ(·)| T := E T 0 |ξ(t)|dt for a stochastic process ξ(·). Also, K is used as a generic positive constant throughout. The values of the K may be different for each appearance, but it should be clear from the context.
2. Problem formulation. Let (Ω, F, P ) denote a probability space and let (w(·), v(·)) be a standard Brownian motion. Given a positive integer m, let M = {1, 2, . . . , m} denote the state space of α(·), i.e., α(t) ∈ M, t ≥ 0. We assume that α(·) is a finite state Markov chain generated by a Borel measurable and bounded matrix Q(t) = (q ij (t)), t ≥ 0, with q ij (t) ≥ 0 for i = j and q ii (t) = − j =i q ij (t). The construction of a Markov chain generated by Q(t) can be given as in Davis [4] . A particular case of the generator is when Q(t) = Q, which is independent of t, and the resulting Markov chain α(·) is stationary.
We make the following assumptions in this paper.
is a Borel measurable function of (t, x, u). The gradients ∇ x b(t, i, x, u) and ∇ u b(t, i, x, u) exist and are bounded.
(A2) There exist a matrix H(t, i) and a constant c > 0 such that h(t, i, x) = H(t, i)x with H ′ (t, i)H(t, i) ≥ cI > 0 for all t ≥ 0 and i ∈ M. Furthermore, for each i ∈ M, H(t, i) is bounded and continuously differentiable in t.
(A3) σ(t, i) = F (t, i)H ′ (t, i) for symmetric matrices F (t, i) ≥ cI > 0. Moreover, F (t, i) is bounded and continuously differentiable in t.
(A4) The initial value x 0 is a Gaussian random variable and E|x 0 −Ex 0 | 4 = O(ε 2 ). Moreover, x 0 , α(·), w(·), and v(·) are independent.
Remark 2.1. For notational simplicity, we use the Gaussian initial conditions in (A4). This requirement can be relaxed as in Haussmann and Zhang [11] to nonGaussian initial cases. The form assumed for σ(t, i) in (A3) is not as restrictive as it appears. In fact, in the one-dimensional case, it is equivalent to the condition that σ(t, i) = 0. For higher dimensional cases, we refer the papers Haussmann and Zhang [11, 12] for related discussions.
3. Nonlinear filtering. In this section we consider the nonlinear filtering of the problem under consideration. For simplicity in notation, we suppress the variable u in (1.1) and consider the system given as
Remark 3.1. In the context of target tracking and filtering, the model in (3.1) is rich enough to capture many practical scenarios. To illustrate, let us consider x(t) = (x 1 (t), x 2 (t)) with x 1 (t) ∈ R 3 representing the position of the target and x 2 (t) ∈ R 3 its velocity. If we take α(t) to be the driving force of the target, then α(t) is proportional to the acceleration rate of the target given by the derivative of x 2 (t). Viewing the problem in this way, it is reasonable to consider the observation function h(t, α, x) is dependent on α.
In practice the observation noise level mainly depends on the sensor measurement characteristics. The development of new technology (such as the use of infrared technology) makes it possible for having fairly small disturbances in observation. So it is not only reasonable but also practical to consider the models with small observation noise.
Let D[0, T ] denote the space of functions defined on [0, T ] that are right-continuous and have a left-hand limit. Let
For notational convenience, we write θ = θ(·), for each θ(·) ∈ Θ. Let (x θ (t), R θ (t)), t ≥ 0, denote the output of the EKF under the condition that α(·) = θ. Then
Then in view of Lemma A.6 in the Appendix, there exists a constant K such that
Thus, the set Θ ε σ can be regarded as an approximation to Ω because P (α(·) ∈ Θ ε σ ) is close to 1 due to the fact that
Q. ZHANG
Let γ 0 > 0 be a constant and define
the duration between any two jumps of θ(·) ≥ γ 0 ε .
If we let 0 = t 0 < t 1 < · · · < t n < T denote the jump times of θ(·), then θ(·) ∈ Θ ε σ,γ0
implies that n ≤ [1/ε σ ] and t j+1 − t j ≥ γ 0 ε. Let 0 = τ 0 < τ 1 < · · · denote the sequence of the random jump times of α(·). Then, for j = 0, 1, . . ., the distribution of τ j+1 − τ j is exponential. Thus, for some constant K, P (τ j+1 − τ j < t) ≤ Kt for t ≥ 0. It follows that
Therefore, Θ ε σ,γ0 can also be considered as an approximation to Ω. The sets Θ ε σ and Θ ε σ,γ0 are defined so that their elements meet certain requirements on the number of jumps and the duration between consecutive jumps. These requirements are useful in the subsequent analysis.
Then as can be shown in Lemma A.3 that there exist γ 0 > 0 and K such that for each 0 < σ < 1, 0 < ε < ε 0 , and for all θ = θ(·) ∈ Θ ε σ,γ0 ,
and E θ is the conditional expectation given α(·) = θ. It is important to estimate the value of α(·) in the filtering problem under consideration because if an estimate of α(·) is given, one can use such estimate to choose the corresponding EKF as an estimate forx(·) as in Lemma A.3. In this section we consider two statistical tests, the QVT and the LRT, to identify the value of the unknown parameter process α(·) at a given time t.
In Haussmann and Zhang [12] , they considered the case when α(t) = α 0 , a constant parameter. So there are only a finite number of parameter values to examine. In this paper we need to carry out the parameter identification at each time instant t to incorporate random fluctuations of α(·).
QVT. For k = 0, 1, . . ., let
We define a test statistic
where, for n 0 , n = 0, 1, . . . ,
and φ(s) is a "sawtooth" function on [0, T ] such that for any j = 0, 2, 4, . . . even,
(See Haussmann and Zhang [12] for interpretation of these functions.) Given α(t) = i, εn 0 ≤ t < εn, it can be shown as in [12] that for large (n − n 0 ), Λ n0,n /µ n0,n i is close to 1 by the law of large numbers. In order to distinguish the µ n0,n i 's, we impose a detectability condition as in Fleming and Pardoux [7] . (A5) There exists a constant c > 0 such that
The QVT is given as follows: Let α n0,n denote a random variable such that
The next lemma gives the error probability of the QVT, which can be proved similarly as in [12, Lemma 3.1] .
It follows that
Remark 3.2. As in Fleming and Pardoux [7] , the error bounds in (3.6) and (3.7) can be improved to an order of ε k for any given k by choosing ε 0 small enough and K sufficiently large. In this paper, we need only the estimate up to an order of ε 2 . In general, for εn ≤ t < ε(n + 1), n = 0, 1, . . ., we definẽ
We will show in Theorem 3.3 thatα(·) is indeed a good approximation to α(·). Next let us give another method for estimating the unknown process α(·) using the outputs of several EKFs based on the principle of the well known least squares algorithm; see [12] for related discussions.
LRT. In the LRT, the detectability condition (A5) used for the QVT can be relaxed to the following condition:
For each 0 ≤ t ≤ T , we consider the interval of a moving window I(t) defined as follows:
On the interval I(t), we consider the output of the EKF under the condition that α(·) = i on I(t), i.e., α(s) = i for s ∈ I(t). Then
) and R(γ 1 (t)) will be defined in what follows.
For each i ∈ M, let L (i) (I(t)) denote a test statistics on I(t),
Usingα(·), we define the EKF based on the LRT as follows: Note that the processes (
, andα(·) are well defined. In fact, it is easy to see that the processesα(·) and (
, so is (x(·), R(·)) because the lower limit of I(t) equals γ 1 (t) = 0 and (x(0), R(0)) = (Ex 0 , Cov(x 0 )), which is given. The EKF gives the value of (x(ε), R(ε)). Then (
) on the next interval I(t) for t ∈ [(l 1 + 1)ε, (l 1 + 2)ε) and that leads toα(·) on this interval. Then usingα(·) on [(l 1 + 1)ε, (l 1 + 2)ε), we can compute (x(·), R(·)) on this interval. This procedure can be repeated on intervals [jε, (j + 1)ε) for all j.
Lemma 3.2. Assume (A1)-(A4) and (A6). Then there exist positive constants ε 0 , K such that for 0 < ε < ε 0
Proof. The proof can be given similarly as in [12, Lemma 3.3] . Remark 3.3. In this paper we use a moving window (fixed sample size) to estimate the value of α(·). The length of the window is εl 0 for the QVT and εl 1 for the LRT. Typically the QVT requires less time than the LRT with a given error probability; see [6] and [13] . Moreover, a sequential test can be used to estimate the value of α(·), which usually requires less time when compared with the fixed sample size test.
Approximate filters. Next we study asymptotic filters based on the QVT and the LRT and estimate the corresponding error bounds.
For any given stochastic process ξ(t), t ≥ 0, we define the norm of ξ(·) as follows:
The next theorem is concerned with the asymptotic property ofα(·) and the associate error bound in terms of the | · | T norm. Theorem 3.3. Letα(·) be a filter based on the QVT, defined in (3.8), and assume (A1)-(A5) (or based on the LRT, defined in (3.10), and assume (A1)-(A4) and (A6)). Then for each 0 < δ < 1, there exist positive constants ε 0 and K such that for 0 < ε < ε 0 ,
Proof. Let 0 < τ 1 < τ 2 < · · · denote the random jump times of α(·). Then, for j = 1, 2, . . .,
For notational convenience, let ξ(t) = |α(t) − α(t)|. Then, for 0 < σ < δ,
Recall the inequalities P (α(·) ∈ Θ ε σ ) ≤ Kε 2 given in (2.3) and |ξ(t)| ≤ m. It follows that
If we show that, for each j = 0, 1, .
Hence, it suffices to show (3.13). We start from j = 0. Note that, for l 0 = [k 0 (log ε) 2 ] + 1 as in Lemma 3.1,
Moreover, the boundedness of ξ(t) implies that
where
(3.14)
The first term on the right side equals 0 because [jε,
The second term in (3.14) is of order ε 2 due to the fact that
To estimate the third term on the right side of (3.14), note that
(2) For j ≤ t < (j + 1)ε,α(t) is defined based on the information given on the interval [(j − l 0 + 1)ε, jε]. These imply the following inequality:
2 ).
Next we estimate E τ2∧T τ1∧T
ξ(t)dt, which can be written as
2 ) and
Note also that if
The last equality is due to the fact that P (iε ≤ τ 1 < (i + 1)ε) = O(ε). Let
Then for j ≥ i + l 0 + 1, we have
Continue this way, we can show (3.13), for all j = 1, 2, . . . , [1/ε σ ], and thus complete the proof.
Similar to the proof of Theorem 3.3, one can show the following result. Corollary 3.4. For each j = 0, 1, . . .,
Usingα(·), we define an approximate filterx(·) satisfying the following equations:
withx(0) = Ex 0 and R(0) = Cov(x 0 ). In order to verify the asymptotic optimality of (α(·),x(·))) and estimate the corresponding error bound, we need to consider an intermediate "filter" (x(t),Ř(t)), t ≥ 0, assuming α(·) is given, defined as follows: Then for a given 0 < δ < 1, there exists ε 0 > 0 such that for 0 < ε < ε 0 ,
where (α(t),x(t)) denotes the conditional mean of (α(t), x(t)) given Y t .
Proof. First of all, note thatα(t) is Y t measurable. It follows from the Jensen's inequality that
Taking expectation on both sides of the above inequality yields
which implies, in view of Theorem 3.3,
We next show that |x(·)−x(·)| T = O(ε 1−δ ). The basic idea of the proof is to show thatx(·) is close tox(·), which can be further approximated byx(·). Let 0 < σ < δ and γ 0 be as given in Lemmas A.3 and A.4 in the Appendix. We divide the rest of the proof into several steps. We only consider the case whenα(·) is obtained via the QVT since the proof for the LRT case is similar.
Step 1. We show that
In fact, note that for each t ≥ 0,
It is easy to see that the conditional expectation E[ |x(t)−x(t)| |α(·) = θ] is uniformly bounded with respect to θ ∈ Θ and t ≥ 0. Thus, in view of (3.4),
Step 2. We next show that
Moreover, under the condition α(·) = θ, we havê
Thus using Lemma A.3, we obtain (3.17).
Step 3. We show that dy(t) = H(t, α(t))x(t)dt + εdv(t) + η(t)dt, wherev(·) is an innovation process and η(t) = E(H(t, α(t))x(t)|Y t ) − H(t, α(t))x(t). We also show that
To prove these, it suffices to verify (3.18). In fact, we have
Step 4. Given θ = θ(·) ∈ Θ and a, b being the multiples of ε such that 0 ≤ a < b, let
and let E First of all, by considering the differentials of H(t, i 0 )(x(t)−x(t)) and |H(t, i 0 )(x(t)− x(t))| 2 , we obtain
B(s)dv(s).
Write
As in Lemma A.5, we can show that (E θ a,b |A(t)| n ) 1/n = O(1/ε), for n = 1, 2, . . .. In view of Lemma 3.1, it follows that
Recall that H(t, i 0 ) is invertible and both R(t)/ε andŘ(t)/ε are uniformly bounded. Moreover, in view of Lemma A.4, we have
Given {α(·) = i 0 on [a + l 0 ε, b]}, it follows that
Hence,
Next, we claim that B(s)dv(s) = 0, almost everywhere with respect to P (dθ) = P (α(·) ∈ dθ).
Step 5. We show that
It suffices to show
where p 1 (s) is the density function of τ 1 .
It is easy to see that
Moreover, using the result in Step 4, we have
Thus,
For j ≥ 1, we have
Similarly, as in the case for j = 0, we can show
It follows that
Step 6. Combining Steps 3-5, we have
It follows from Step 1 that
This completes the proof. Remark 3.4. Note that the proofs of the filtering results in this section do not require the Markovian property of α(·). In fact, the results hold for any general stochastic process α(·) provided it satisfies the following conditions:
where {τ j } denotes the sequence of random jump times of α(·).
4.
Nearly optimal control. Now we turn to the optimal control problems. We assume the following additional conditions.
Furthermore, the generator Q(·) is continuous on [0, T ] and the set of control points Γ ∈ R p1 is compact and convex. Remark 4.1. In order to prove the main results without undue technical complexities, we impose conditions in (A7). These conditions are somewhat conservative. The conditions on the drift term b are used to obtain the Lipschitz property of the optimal control policies as in Lemma 4.1. These conditions can be relaxed if we know a priori the optimal control is Lipschitz. The results to follow can also be extended to the case when L is independent of u as in Haussmann and Zhang [12] . Moreover, the terminal cost in the control problem was suppressed because essentially the terminal cost could be written as an integration of a running cost (e.g., [12] ).
Let us temporarily consider the case when the state (α(t), x(t)), t ≥ 0, is completely observable. Let U α,x denote a set of controls u(·) which is progressively measurable with respect to σ{(α(r), x(r)) : r ≤ t} and u(t) ∈ Γ, t ≥ 0.
Let 0 ≤ s ≤ T , α(s) = i, and x(s) = x, and define the corresponding value function
where E s,α,x is the conditional expectation given α(s) = i and x(s) = x. Then the optimal control is determined by the value function v(t, i, x), which satisfies the following Hamilton-Jacobi-Bellman (HJB) equation:
Let u * (t, i, x) denote the feedback control policy minimizing the right-hand side of the HJB equation. The following results can be obtained similarly as in Fleming and Rishel [8] (or Krylov [16] ).
Lemma 4.1. Assume (A3) and (A7). Then (a) the value function v(t, i,
and is the unique solution to the HJB equation (4.1).
(b) there exist constants κ > 0 and K such that
(c) u * (t, i, x) is an optimal feedback control and uniformly Lipschitz in x. We turn to consider the partially observed system. Let U y denote a class of controls u(·) that are Y t progressively measurable and u(t) ∈ Γ, t ≥ 0. Given u(·) ∈ U y , let (x(·), R(·)) be the corresponding filter given by the equations Regarding (α(·),x(·)) as the "state" and using the feedback control u * (t, α, x), we defineũ(t) = u * (t,α(t),x(t)). Note thatα(·) changes values only at t = jε, j = 1, 2, . . ., and for t ∈ [jε, (j + 1)ε),α(t) is Y jε measurable. Therefore, a unique solution (x(·), y(·),x(·), R(·)) to the equations (1.1) and (4.2) with u(·) =ũ(·) can be obtained piecewisely over the intervals [jε, (j + 1)ε), j = 0, 1, . . .. In view of these,ũ(·) is admissible, i.e.,ũ(·) ∈ U y . The next theorem concerns the performance ofũ(·).
Theorem 4.2. Assume the conditions of Theorem 3.3 and (A7). Then for each 0 < δ < 1, there exists ε 0 > 0 such that for 0 < ε < ε 0 ,
Proof. We first show part (a) and divide the proof into several steps.
Step 1. We show that inf u(·)∈Uy
For each u(·) ∈ U y , let x(·) andx(·) denote the the corresponding state and filter processes under u(·). Then, by noticing that I {α(t) =α(t)} ≤ |α(t) − α(t)|/m and recalling Theorem 3.3, we have
Moreover, in view of Taylor's expansion, we write
Sinceα(t) and u(t) are Y t measurable, it follows that
Combining (4.4) and (4.5) leads to
Hence, in view of Lemmas A.2 and A.3 and (3.4), for 0 < σ < δ, we can show similarly as in (3.19 ) that
Furthermore, note that
Thus, in view of Lemma A.3 and by conditioning on α(·) ∈ Θ ε σ,γ0 , we have
Combining (4.3), (4.6), and (4.7), we obtain
uniformly with respect to u(·) ∈ U y .
Step 2. In this step we show that
Note that (3.21) holds uniformly with respect to u(·) ∈ U y whenx(·) is defined in (3.16) with b = b(t, α(t),x(t), u(t)). In view of this, (4.8) follows from
and the Lipschitz property of L, which yields
Step 3. Let U y,α = {u(·) : u(t) is σ{y(s), α(s) : 0 ≤ s ≤ t}-progressively measurable }. Then, noticing the fact that U y ⊂ U y,α , we obtain
Step 4. We prove the following estimate based on the dynamic programming approach:
For all u(·) ∈ U y,α , using Dynkin's formula and noticing that v(T, i, x) = 0, we have
α(t),x(t)) (dy(t) − H(t, α(t))x(t)dt) .
Similarly as in Step 3 of the proof of Theorem 3.5, by conditioning on α(·) = θ, we can show that
Moreover, in view of Lemma 4.1, for 0 < σ < δ, we have
For each θ ∈ Θ ε σ,γ0 , let {t k } denote the jump times of θ = θ(·). Then we obtain
In view of these, we have
where the last inequality is due to the HJB equation and the equality holds if u(t) = u * (t, α(t),x(t)).
Step 5. Finally, note thatũ(·) ∈ U y . Thus,
Moreover, using the Lipschitz property of u * (t, i, ·), we have
Thus, it follows that by using Theorem 3.3 and Step 5 in the proof of Theorem 3.5,
To show (b), recall thatx(0) = Ex 0 . Following Steps 1-4, we have
Then Steps 4-5 yield
Combine these two inequalities to obtain the result. The proof is now complete.
Hybrid linear quadratic control.
In this section we show that the compactness of Γ and boundedness of L in (A7) are not necessary and can be relaxed. We study a simple and useful case in which the system is linear in x and u with a quadratic running cost function. Consider the state x(t) ∈ R p , observation y(t) ∈ R p , and control u(t) ∈ R p1 satisfying the differential equations
where B 1 (t, i), B 1 (t, i), σ(t, i), and H(t, i) are matrices of appropriate dimensions. The cost function is given by
where M 1 (t, i) and M 2 (t, i) are positive definite matrices of appropriate dimensions and E α,x is the conditional expectation given α(0) = α and x(0) = x. Assume all the conditions in the previous sections hold except the conditions on the running cost function L and the control set Γ. In this section we consider Γ = R p1 . First of all, consider the completely observable case. Let U α,x denote the set of admissible controls u(·), which is σ{(α(r), x(r)) : r ≤ t} progressively measurable,
. ., and some constant C k . In this case, the value function
where E s,α,x is the conditional expectation given (α(s), x(s)) = (α, x) and the functions Φ(t, i) and φ(t, i) are determined by the following differential equations:
The optimal control for the completely observable case is given by (see Fleming and Rishel [8] )
In the partially observable case, we consider the control
Let U y denote the set of controls which are σ{y(r) : r ≤ t} progressively measurable and for each k = 1, 2, . . ., there exists
Proof. The proof can be given following Steps 1-5 in the proof of Theorem 4.2 by using the Holder's inequality as in (3.19) and the quadratic property of the running function L(t, i, x).
6. Extensions to Picard filter. Note that in Lemma A.4, R θ (t)/ε can be approximated by F (t, θ(t)) for each θ ∈ Θ. If we replace R θ (t)/ε by F (t, θ(t)) in the EKF, then we obtain the PF; see Picard [20] . Letα(·) be a filter of α(·) obtained either by the QVT or by the LRT. Let u(·) ∈ U y and define the PF as follows:
with m(0) = Ex 0 .
Theorem 6.1. Assume the condition of Theorem 4.2. Then for each 0 < δ < 1, there exists ε 0 > 0 such that for 0 < ε < ε 0 ,
whereū(t) = u * (t,α(t), m(t)). Proof. We definem(t), t ≥ 0, as in (6.1) withα(·) replaced by α(·). Let 0 < σ < δ. Then we can show as in [11, Theorem 2.6], Lemma A.2, and Step 1 in Theorem 3.5, that
Then following the proof in Steps 3-5 of Theorem 3.5 we can show
Thus in view of
Step 5 in Theorem 3.5, we have
Combining these estimates, we obtain part (a).
Part (b) follows from the fact that
as in Step 4 of Theorem 4.2, the Lipschitz property of the function L(t, α, x, u * (t, α, x)), part (a), and (6.2).
As for the hybrid linear quadratic case, we can obtain similarly that
whereū(t) = u * (t,α(t), m(t)) with u * (t, α, x) given by (5.3). Remark 6.1. In general the EKF provides a better approximation than the PF. However, since the PF does not require computing R(·), which reduces much of the computation effort, especially when the dimension of the system is large.
In the LRT, we used the EKF to define the test statistics L (i) (I(t) ). An alternative way is to use the outcome of the PF to replace the EKF. The results in Lemma 3.2 follows in a similar way.
7. An example and numerical simulations. In this section we consider a simple example and report related computational experiments. We consider the following one-dimensional model:
where α(t) ∈ M = {1, 2}, t ≥ 0, is a Markov chain generated by Q = −λ λ µ −µ with λ > 0 and µ > 0.
We discretize the equation in (7.1) with step size ε. The time horizons in the continuous-time model is T = 10 and in the corresponding discrete-time setting is T ε = 10/ε. All of our results are based on computations with 100 sample paths.
We consider the model with the following specifications:
Note that the detectability condition in (A5) is satisfied because
We only consider the QVT because it performs better than the LRT; see Remark 3.3. Filtering. We compare our results with the well-known interactive multiple models (IMM) algorithm given in Blom and Bar-Shalom [2] . Let |x − x| IMM denote the norm ε Tε k=0 E|x(kε)−x(kε)| withx(kε) obtained by using the IMM algorithm. Similarly, let |x − x| QVT and |α − α| QVT denote the corresponding norm when using the QVT algorithm. We take the control u(t) = 0. Our numerical results are illustrated by a sample path of x(kε), its estimatesx(kε) using both the IMM and the QVT, and the corresponding errors with parameters ε = 0.1 and T ε = 100. Their graphs are given in Fig. 7.1 .
We also vary the value of ε and obtain upper bounds on estimates ofx(kε) using the IMM and (α(kε),x(kε)) using the QVT. These are given in Table 7 .1.
Remark 7.1. The major advantages of the QVT algorithm is that it does not require the process α(·) to be Markovian. So there is no need to require the generator matrix. Numerically, the QVT works better when ε is small and when the parameter process α(·) does not jump too rapidly. On the other hand, the IMM algorithm works as "an average" device because it tends to average out the fluctuation of the signal process. So it seems the IMM works better when α(·) fluctuates more frequently. The QVT is a quite promising filtering device in target tracking. It complements the IMM in a number of ways. It could also be used in combination with the IMM algorithm to improve the performance. Control. We consider the cost function J(u(·)) = E T 0 x 2 (t) + u 2 (t) dt. Table  7 .2. It can be seen from the numerical simulations that our algorithm gives a quite good approximation to exact optimal solutions. 8. Conclusions. In this paper, we constructed asymptotic filters (x(·), R(·)) and m(·). Using these filters, we constructed nearly optimal controls for the partially observed stochastic system. The information flow is illustrated in Fig. 8.1 .
A key assumption in this paper is that the observation noise has to be small. To apply these results in a practical scenario, it is important to determine if the noise in a given problem is small enough to fit the requirement in the paper. In fact, as in general singular perturbation theory, the small parameter ε does not have to be very small in order to have decent numerical results. Typically, it works well when ε is less than 0.1 when all other elements in the coefficients of the system are of order 1.
This paper considers the case when the unknown α(·) does not fluctuate too rapidly. Naturally, it would be interesting to consider the case when α(·) jumps Similarly, considering d|H(t, θ(t))x(t) − H(t, θ(t))x θ (t)| 4 , we obtain E θ |x(t) −x θ (t)| 4 ≤ K 1 ψ j exp − κ(t − t j ) 2ε +K 1 φ j (t − t j ) exp − κ(t − t j ) 2ε + O(ε 2 ).
(A.2)
Setting t = t j+1 in (9.1) and (9.2), respectively, we have
with φ 0 = O(ε) and ψ 0 = O(ε 2 ). Choose γ 0 large enough such that K 1 e −γ0/2 < 1/2. Then for κ(t j+1 − t j ) ≥ γ 0 ε, Proof. Part (a) can be shown as in [11, Lemma 2.5] . To show (b), note that on a given interval [t j , t j+1 ), θ(t) is a constant. Let η(t) := tr R θ (t) ε − F (t, θ(t)) 2 .
Recall that both R θ (t) and F (t, θ(t)) are symmetric matrices. To estimate (9.4), it suffices to obtain a similar upper bound for η(·).
Using the conditions in (A1) and (A3), the second equation in (3.2) , and the inequality a 1 a 2 ≤ a 2 1 /ε + εa 2 2 for any numbers a 1 and a 2 , we obtain, by considering the derivative of (R θ (t)/ε − F (t, θ(t))) 2 ,
where κ 1 > 0 and O(·) are independent of the choice of {t j } and σ. Using Gronwall's inequality, we obtain η(t) ≤ η(t j ) exp − κ 1 (t − t j ) ε + O(ε 2 ).
As in Lemma A.2, choose γ 0 large enough such that
Then η(t j+1 ) ≤ η(t j ) 2 + O(ε).
Note that η(t 0 ) = η(0) is bounded. It follows that η(t j ) is bounded for j = 0, 1, . . .. Hence there exists a constant K 1 such that
Thus, taking square roots on both sides, we obtain (9.4) for some positive constants κ and K. Lemma A.5. Given u(·) ∈ U y , let x(t),x(t),x(t), andx(t), t ≥ 0, denote the state, filter, intermediate filter, and conditional mean, respectively. Then, for each n = 1, 2, . . ., there exists a constant K such that E (|x(t)| n + |x(t)| n + |x(t)| n + |x(t)| n ) ≤ K, uniformly with respect to u(·) ∈ U y . Proof. The proof can be given similarly as in [12, Theorem 4.1] . Lemma A.6. Let N (T ) denote the number of jumps of α(·) in [0, T ]. Then, for each σ > 0 and j = 1, 2, . . ., there exist positive constants ε 0 and K such that for 0 < ε < ε 0 , P N (T ) ≥ 1 ε σ ≤ Kε j .
