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Resumen
Este trabajo es un primer acercamiento al estudio de las relaciones existentes
entre el modelo Linda y la Teor´ıa de Cambio de Creencias. Se mostrara´n las simil-
itudes existentes entre ambos formalismos y co´mo extender el modelo Linda uti-
lizando resultados y te´cnicas del a´rea de Teor´ıa de Cambio de Creencias.
En tal sentido, se establecen convenciones para representar conocimiento en el
espacio de tuplas de Linda, y se formulan extensiones a las primitivas provistas
por el lenguaje para modelar la dina´mica de conocimiento de los agentes en un
sistema multi-agente.
1. Introduccio´n
Los sistemas basados en conocimiento permiten almacenar gran cantidad de infor-
macio´n sobre determinadas aplicaciones en un lenguaje particular, y obtener respuestas
sobre el estado del sistema en dicho lenguaje, contando para ello con mecanismos de in-
ferencia que permiten derivar conocimiento. Muchos de estos sistemas permiten a su vez
modificar el conocimiento para representar la dina´mica del mundo en que se desenvuel-
ven. Estos tipos de cambio se asemejan a las actualizaciones en bases de datos aunque,
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dado que la misma contiene conocimiento, se deben recurrir a avanzadas te´cnicas de
actualizacio´n desarrolladas en el a´rea de dina´mica de conocimiento.
Por otra parte, los sistemas multi-agente son sistemas en los cuales muchos agentes
pueden interactuar entre s´ı. Usualmente estos agentes cuentan con una base de conocimien-
to la cual utilizan para razonar acerca del mundo. Esta base de conocimiento es dina´mica
y debe ser actualizada como consecuencia de percepciones del agente o interacciones con
otros agentes del sistema. Por otra parte, el conocimiento de los agentes puede estar
fragmentado o replicado (distribuido) en la red de agentes.
El objeto de este trabajo es establecer relaciones entre ciertas te´cnicas de progra-
macio´n paralela mediante el uso del paradigma Linda para la sincronizacio´n de agentes
en un sistema multi-agente. El art´ıculo esta´ organizado como sigue. En la Seccio´n 2 se
presenta el modelo Linda y una posible implementacio´n. En la Seccio´n 3 se presentan
las tres operaciones ba´sicas de la teor´ıa de cambio de creencias: expansiones, contrac-
ciones y revisiones, con sus propiedades caracter´ısticas y sus posibles aplicaciones. En la
Seccio´n 4 se presentan las relaciones entre operaciones primitivas de C-Linda y dos de
las operaciones ba´sicas de la teor´ıa de cambio de creencias: expansiones y contracciones.
En la Seccio´n 5 se presenta una extensio´n a C-Linda que permite modelar operaciones
de contraccio´n mu´ltiple as´ı como operaciones de revisio´n. Por u´ltimo, en la Seccio´n 6 se
presentan posibles aplicaciones, y en la Seccio´n 7 las conclusiones y el trabajo futuro.
2. El modelo Linda
2.1. Operaciones Ba´sicas
Linda [CG92b, CG92a] es un modelo para programacio´n paralela que permite la
comunicacio´n y sincronizacio´n de procesos, mediante el agregado o la eliminacio´n de
elementos en un a´rea de memoria compartida denominada espacio de tuplas.
Un lenguaje base con el agregado de las operaciones sobre el espacio de tuplas pro-
visto por Linda, deriva en un dialecto de programacio´n paralela. Linda es un modelo de
creacio´n y coordinacio´n de procesos que es ortogonal al lenguaje base en el que esta´ embe-
bido. El modelo Linda no considera como se computan los mu´ltiples threads de ejecucio´n;
simplemente considera como esos threads de ejecucio´n son creados y organizados de una
manera coherente.
El modelo Linda es un modelo de memoria que utiliza un espacio de tuplas de dos
tipos: tuplas de procesos y tuplas de datos. Las tuplas de procesos (que se ejecutan todas
simulta´neamente) intercambian datos generando, leyendo y consumiendo tuplas de datos.
Una tupla de procesos que esta´ finalizando su ejecucio´n se transforma en una tupla de
datos que es indistinguible del resto.
Linda soporta cuatro operaciones ba´sicas sobre el espacio de tuplas: out, in, rd y
eval:
out(t) agrega la tupla t al espacio de tuplas.
eval(t) es similar a out(t) salvo que agrega la evaluacio´n de t al espacio de tuplas.
La evaluacio´n de t crea un proceso nuevo para cada campo de t. Cuando todos los
campos han sido evaluados, la tupla t se transforma en una tupla pasiva que puede
ser le´ıda y manipuada como cualquier otra.
in(t) permite que una tupla s que concuerde1 con t sea eliminada del espacio de
tuplas, teniendo dos posibilidades:
a) Si no existe ninguna tupla s que concuerde con t, el proceso se suspende hasta
que exista una tupla.
b) Si existen varias tuplas que concuerden con t, se elimina una tupla al azar.
rd(t) es similar a in(t), salvo que no se borra la tupla del espacio de tuplas,
permitiendo leer una tupla sin tener que eliminarla.
Las operaciones in y rd tienen dos variantes: inp y rdp (p de predicado) respectivamente:
inp(t) es similar a in(t) salvo que si falla en encontrar una tupla que concuerde
con t retorna un valor 0; de lo contrario, retorna un valor 1.
rdp(t) es similar a rd(t) salvo que si falla en encontrar una tupla que concuerde
con t retorna un valor 0; de lo contrario, retorna un valor 1.
Con las operaciones antes mencionadas, es posible implementar sobre el espacio de
tublas primitivas de sincronizacio´n como sema´foros o estructuras de datos tradicionales
como arreglos, matrices, registros, pilas, colas, etc. Por ejemplo [CG92b], para ejecutar
una operacio´n wait sobre un sema´foro sem se ejecuta la operacio´n:
in(sem)
Ana´logamente, para ejecutar la operacio´n signal sobre el sema´foro "sem" se ejecuta la
operacio´n:
out(sem)
2.2. Implementaciones de Linda
Actualmente existen varias implementaciones de este modelo, las cuales esta´n embe-
bidas en diferentes lenguajes de programacio´n: C, Prolog, Lisp, etc.
Por ejemplo, C-Linda [CG92b] es una implementacio´n del modelo Linda que soporta
programacio´n paralela. El espacio de tuplas en C-Linda es una serie de valores tipa-
dos como, por ejemplo, ("si",24.75,12,x) o ("no",? f,? d). Las tuplas pueden ser
valores o variables. Los valores pueden ser alfanume´ricos o nume´ricos; las variables son
objetos sin especificar y van precedidas del s´ımbolo ?. Por ejemplo, la matriz:
A =
(
10 20
30 40
)
puede representarse mediante las siguientes tuplas:
1Entendemos por concordancia a un proceso de pattern matching o unificacio´n entre te´rminos.
(A,1,1,10)
(A,1,2,20)
(A,2,1,30)
(A,2,2,40)
Luego, por ejemplo, para leer el elemento ubicado en la componente [1,2] se puede hacer
rd(A,1,2,?x). En cambio, para asignarle un nuevo elemento con valor 100, a esa misma
componente, se debe ejecutar primero in(A,1,2,?x) seguido de out(A,1,2,100).
Tambie´n existen implementaciones del modelo Linda en programacio´n en Lo´gica como
en Shared Prolog [ACD90] o BinProlog/Jinni [Tar, Tar99]. En estas implementaciones
una tupla es un te´rmino Prolog, y las variables tienen las convenciones denotacionales de
Prolog. El mecanismo de unificacio´n es utilizado tanto para almacenar, como para recu-
perar o eliminar tuplas. Por ejemplo, la componente [1,2] de la matriz A indicada arriba se
puede almacenar como el te´rmino matrix(a,1,2,20), para recuperar el valor de esa com-
ponente se har´ıa rd(matrix(a,1,2,X)), y para cambiar su valor in(matrix(a,1,2, ))
seguido de rd(matrix(a,1,2,100)).
3. Teor´ıa de Cambio de Creencias
Los sistemas de revisio´n de creencias son sistemas lo´gicos para modelar la dina´mica
de conocimiento, esto es, co´mo modificar nuestras creencias ante el arribo de informacio´n
nueva. El problema surge cuando esta informacio´n es inconsistente con las creencias que
representan nuestro estado de conocimiento. Puesto que es deseable preservar consisten-
cia en el estado de conocimiento, generalmente es necesario eliminar ciertas creencias
preservando tanta informacio´n original como sea posible (principio de mı´nimo cambio
[AGM85, Ga¨88]).
El modelo AGM define tres tipos de operaciones de cambio: expansiones, contrac-
ciones y revisiones. Las expansiones se definen mediante operadores de consecuencia y
uniones de conjuntos por lo que su definicio´n es directa. En cambio, las contracciones y
las revisiones requieren eliminar creencias del conocimiento de un agente por lo que es
necesario contar con algu´n mecanismo de seleccio´n para determinar que sentencias sera´n
eliminadas. Las contracciones en el modelo AGM se denominan partial meet contractions
y esta´n basadas en la seleccio´n de los subconjuntos maximales que no implican la infor-
macio´n a ser eliminada. Para hacer esto, las partial meet contraction usan funciones de
seleccio´n.
Asumiremos un lenguaje al menos proposicional L con los conectivos ¬,→,∧,∨, y un
operador de consecuencia Cn que satisface inclusio´n (A ⊆ Cn(A)), iteracio´n (Cn(A) =
Cn(Cn(A))) y monoton´ıa (si A ⊆ B entonces Cn(A) ⊆ Cn(B)). A partir del operador
de consecuencia Cn podemos definir una relacio´n de derivacio´n ` tal que α ∈ Cn(A) si
y solo si A ` α.
Sea K un conjunto de sentencias de L que es consistente. En el modelo AGM pueden
adoptarse tres actitudes episte´micas:
Aceptacio´n: α es aceptada en K si α ∈ Cn(K).
Rechazo: α es rechazada en K if ¬α ∈ Cn(K).
Indeterminacio´n: α es indeterminada en K si α 6∈ Cn(K) y ¬α 6∈ Cn(K).
Las operaciones de cambio tradicionales en el modelo AGM son [AGM85, Ga¨88]:
Expansio´n: permite agregar una sentencia α a un conjunto K, y se nota como
K+α. Si α es indeterminada en K entonces α es aceptada en K+α y rechazada
en K+¬α.
Contraccio´n: permite eliminar una sentencia α de un conjunto K, y se nota
como K−α. Si α es aceptada en K entonces α es indeterminada en K−α; si α es
rechazada en K entonces α es indeterminada en K−¬α.
Revisio´n: permite cambiar radicalmente la actitud episte´mica de una sentencia
α con respecto a un conjunto K, y se nota como K∗α. Si α es aceptada en K
entonces α es rechazada en K∗¬α; si α es rechazada en K entonces α es aceptada
en K∗α.
Cada una de estas operaciones satisface una serie de postulados ba´sicos que carac-
terizan el comportamiento de cada operacio´n. En particular, la operacio´n de expansio´n
es la ma´s simple de definir ya que se define de dos maneras alternativas [Han99]:
Para Bases de Creencias (Belief Bases): K+α = K ∪ {α}.
Para Conjuntos de Creencias (Belief Sets):2 K+α = Cn(K ∪ {α}).
A partir de estas definiciones puede observarse que las expansiones permiten el agregado
irrestricto de creencias. Esto es, si α es aceptada enK entonces es aceptada y rechazada
en K+¬α. Ana´logamente, si α es rechazada en K entonces es aceptada y rechazada en
K+α. Por tal motivo, las operaciones de expansio´n no son muy atractivas de aplicar ya
que pueden generar fa´cilmente inconsistencias. Obviamente, un estado de conocimiento
inconsistente no es una situacio´n deseable en ningu´n sistema de razonamiento basa-
do en conocimiento. En cambio, las revisiones, permiten agregar informacio´n tratando
de preservar consistencia en el conjunto resultante. Para ello, al igual que en las con-
tracciones, es necesario contar con un mecanismo de seleccio´n que permita decidir que
creencias pueden ser eliminadas en el proceso de cambio para preservar consistencia.
El modelo AGM tiene muchos puntos controversiales y eso ha dado lugar a la for-
mulacio´n de operadores alternativos. Por caso, las operaciones de cambio no priorizadas
son operaciones de cambio en los que la nueva operacio´n no siempre es aceptada o es
aceptada parcialmente. Entre los modelos alternativos podemos citar las operaciones de
cambio con credibilidad limitada [HFCF01], las operaciones de semirevisio´n [Han97a], las
operaciones de mezcla [Fuh97], las operaciones de revisio´n por conjuntos de sentencias
[FKIS02], las operaciones de screened revision [Mak97, Han97b], etc.
2Los conjuntos de creencias son conjuntos clausurados bajo un operador de consecuencia lo´gica. Esto
es, K es un conjunto de creencias si y solo si K = Cn(K). Los conjuntos de creencias suelen notarse
con letras mayu´sculas negritas.
Otra propuesta son las operaciones de cambio mu´ltiples, en las que se permite agregar
o eliminar ma´s de una creencia a la vez. En tal sentido, podemos citar las contracciones
mu´ltiples en sus dos variantes: choice contraction y package contraction [FH94]. Ba´sica-
mente, si se desea contraer un conjunto K con respecto a otro conjunto A, una choice
contraction permite eliminar de K al menos una sentencia de A que este´ en K; una
package contraction permite eliminar de K todas las sentencias de A que este´n en K.
4. Relacio´n entre Linda y Operaciones de Cambio
Es interesante ver como algunas primitivas provistas por Linda se asemejan a opera-
ciones de cambio. Por ejemplo, la operacio´n out(t) que permite agregar una tupla t al
espacio de tuplas se asemeja a una operacio´n de expansio´n. Por su parte, la operacio´n
in(t) que permite eliminar una tupla t del espacio de tuplas tiene relacio´n con la op-
eracio´n de contraccio´n. Por otro lado, existen diferencias entre los dos formalismos que es
interesante estudiar para poder extender ambos formalismos. Por ejemplo, la operacio´n
int queda suspendida si no existe una tupla para eliminar que concuerde con t. Por su
parte, no existe una versio´n directa del operador de revisio´n en Linda.
Puesto que el espacio de tuplas es gene´rico y no impone restricciones de forma en
las mismas, es tarea del programador encargarse de eso. En particular, en un sistema
multi-agente se puede utilizar el espacio de tuplas para almacenar el conocimiento de un
agente mediante tuplas de datos. Puesto que Linda permite la ejecucio´n paralela, esto
permite la interaccio´n de varios agentes en elmismo espacio de tuplas. Por lo tanto, varios
agentes pueden realizar modificaciones simulta´neas en el espacio de tuplas (conocimiento
compartido) mediante las operaciones in (expansiones) y out (contracciones).
Sin embargo, para que se represente conocimiento en el espacio de tuplas es necesario
imponer ciertas restricciones sobre las tuplas que representen conocimiento. En particu-
lar, debe ser posible agregar al menos un operador de negacio´n (¬ / no) as´ı como tambie´n
implicacio´n (→ / ->). Luego, en el espacio de tuplas puede almacenarse conocimiento
mediante convenciones notacionales. Por caso, (bel,gino,¬fly(tweety))3 puede repre-
sentar que Gino cree que Tweety no vuela; (bel,_,car(ferrari)), establece que todos
los agentes creen que Ferrari es un auto.
5. Nuevas Primitivas para Linda
Como fue explicado en la seccio´n anterior las operaciones in y out esta´n relacionadas
con expansiones y contracciones en un espacio de tuplas. En este trabajo el objetivo es
realizar una extensio´n al modelo Linda para el caso de almacenar conocimiento en el
espacio de tuplas. Nuestra propuesta es agregar una operacio´n rev que permita realizar
revisiones, una operacio´n out-all que permita realizar contracciones mu´ltiples del tipo
package contraction, y una operacio´n out-some que permita realizar contracciones mu´lti-
ples del tipo choice contraction.
3bel indica el concepto de creencia (en Ingle´s belief ).
Supongamos que la forma de las tuplas de conocimiento es de la forma (bel,I,A)
que determina que la creencia A es conocimiento del agente I. En caso de conocimiento
compartido, no se especifica el agente y la tupla es de la forma (bel,_,A).
La nueva operacio´n rev(bel,I,A) permite revisar el espacio de tuplas de conocimien-
to de modo tal que se eliminan las tuplas (bel,I,¬A), esto es, se eliminan las tuplas
que establecen que el agente I cree la creencia ¬A.
Esta composicio´n de operaciones esta´ formalmente expresada en la identidad de
Levi [Ga¨88, Lev77]:
K∗α = (K−¬α)+α
Esto es, para revisar con respecto a α primero se elimina cualquier derivacio´n de ¬α
para luego incorporar la creencia α. Para ello, necesitamos definir operaciones de multiple
cambio:
out-all(t): que elimina todas las tuplas que unifican con t.
out-some(t): que elimina un subconjunto de tuplas que unifican con t.
out-all(t) equivale a una package contraction con respecto a t. out-some(t) equivale
a una choice contraction con respecto a t y requiere algu´n criterio de preferencia para
determinar cuales tuplas que unifican o concuerdan con t son eliminadas. En sus casos
l´ımite, out-some(t) equivale a out(t) si se elimina solamente una tupla; por el contrario,
out-some(t) equivale a out-all(t) cuando se eliminan todas las tuplas que concuerdan
con t.
Por ejemplo, rev(t) podr´ıa definirse como una secuencia de operaciones de la forma:
out-all(¬t); in(t)
En caso de que t contenga variables, se dispara´n procesos paralelos que intentara´n eli-
minar todas las posibles instancias de ¬t. Cuando todos los procesos terminan, se agre-
ga t derivando en un conjunto consistente. Por ejemplo, rev(bel,I,A) permite que el
agente I crea en A, posiblemente eliminando (en paralelo) las posibles derivaciones de
¬A. Ana´logamente, rev(bel,_,A) permite que todos los agentes pasen a creer en A,
eliminando (en paralelo) las respectivas derivaciones ¬A.
6. Ejemplo y Aplicaciones
Dado que el espacio de tuplas que utiliza Linda es gene´rico, es necesario establecer
convenciones para representar conocimiento. Para ello, imaginemos que en el espacio de
tuplas se representa el conocimiento de 4 agentes que juegan al fu´tbol como parte del
torneo internacional Robocup [Rob].
RoboCup es un proyecto internacional conjunto que promueve el desarrollo de te´cni-
cas de inteligencia artificial y robo´tica cognitiva, con el objetivo de lograr que un equipo
de agentes auto´nomos jueguen al fu´tbol con determinadas reglas, dependiendo de las
categor´ıas.
Uno de los principales desaf´ıos actuales de este dominio de aplicacio´n, es desarrollar
agentes auto´nomos independientes que cooperen entre s´ı para ganar un partido o una
serie de partidos contra equipos equivalentes. Para esto, es importante que los agentes
tengan conocimiento sobre las posiciones de los compan˜eros de equipo, la ubicacio´n de
los rivales, la ubicacio´n de la pelota, la direccio´n de la misma, etc. Tambie´n, es necesario
almacenar conocimiento que determine la forma en que el equipo afrontara´ el partido: si
sera´ agresivo en ataque, si adoptara´ una ta´ctica defensiva, si realizara´ marca personal,
etc.
A continuacio´n se mostrara´ un ejemplo de aplicacio´n de nuestra propuesta a este do-
minio. Para simplificar la presentacio´n del ejemplo, se asumira´ que en el espacio de tuplas
se almacena conocimiento comu´n (para todos los agentes), y conocimiento espec´ıfico (de
cada uno de los agentes):
(bel,_,numeroderivales=4)
(bel,pato,atajar)
(bel,chicho,defender)
(bel,nino,atacar)
(bel,pipo,marcar_1_to_1)
Este simple espacio de tuplas, representa conocimiento de los agentes de un equipo deter-
minado, asumiendo que todos los agentes saben que: el equipo rival tiene 4 integrantes,
Pato es el agente que debe atacar, el agente Chicho tiene que como estrategia defender,
el agente Nino tiene como estrategia atacar, y Pipo es un agente encargado de la marca
individual de rivales. Es necesario remarcar el hecho de que existe cierto conocimiento
comu´n impl´ıcito que debe almacenarse expl´ıcitamente: si un agente ataca entonces no
realiza ninguna de las dema´s acciones posibles, y as´ı con el resto de las estrategias:
(bel,_,atacar -> no defender)
(bel,_,atacar -> no atajar)
(bel,_,atacar -> no marcar_1_to_1)
(bel,_,defender -> no atacar)
...
Supongamos que a los 30 segundos del partido, le marcan un gol al equipo en cuestio´n.
En esa situacio´n, dado que au´n resta mucho tiempo por jugar, la estrategia del equipo
puede permanecer inalterable, y se decide asignar una estrategia diferente a Nino para
que no este´ en posicio´n tan ofensiva ya que por su sector se inicio´ la jugada del gol
del equipo rival. En ese caso, se podr´ıa realizar una operacio´n rev(bel,nino,marcar).
Como resultado de esta operacio´n, se eliminara´ (bel,nino,atacar) del espacio de tuplas
y agregara´ (bel,nino,marcar).
En caso de que el equipo tenga una estrategia conservadora, esto es, ningu´n jugador
esta´ decidido a atacar, se puede realizar una operacio´n del tipo:
rev(bel,_,atacar)
Esta operacio´n modifica la estrategia de todos los agentes, haciendo que cada uno tenga
la orden de atacar e, impl´ıcitamente, se deben eliminar (en paralelo) las o´rdenes de
defender, marcar, o atajar. Esta medida parece un poco dra´stica ya que obligar´ıa incluso
al arquero a atacar. Para solucionar esto, ser´ıa conveniente definir operaciones para
modificar el conocimiento de agentes espec´ıficos:
in([list-of-agents],t) que elimina toda posible derivacio´n de la creencia t para los
agentes en [list-of-agents].
rev([list-of-agents],t) que revisa con respecto a t el conocimiento de los agentes en
[list-of-agents]. Esta operacio´n puede definirse mediante la secuencia de operacio-
nes:
in([list-of-agents],¬t); out(t)
7. Conclusiones y Trabajo Futuro
En este trabajo se definio´ una extensio´n al modelo Linda para representar un nue-
vo tipo de operaciones, rev, que permite agregar conocimiento de manera consistente,
disparando procesos paralelos que restauran consistencia. La decisio´n de tomar el mod-
elo Linda es su amplia aceptacio´n en programacio´n paralela, dado la simplicidad de su
sintaxis y la ortogonalidad al lenguaje base en el que esta´ embedido.
Los nuevos operadores propuestos son de gran utilidad ya que permitir´ıa cambiar
el comportamiento de los agentes sin reprogramar su funcio´n: simplemente, revisando
el conocimiento referido a la estrategia de juego. Ma´s au´n, dada la generalidad de las
operaciones propuestas, podr´ıa tanto modificarse la estrategia individual de cada agente
como dar una estrategia global de equipo.
La operacio´n rev permite definir la operacio´n de revisio´n priorizada al estilo AGM,
donde la nueva informacio´n siempre es aceptada. Como trabajo futuro, se planea aplicar
este tipo de operadores para regular el comportamientos de los agentes del equipo Mate-
bots (http://cs.uns.edu.ar/matebots) del Grupo de Robo´tica Cognitiva del Laboratorio
de Investigacio´n y Desarrollo en Inteligencia Artificial, que obtuvo el segundo puesto en
la Robocup 2004.
Por u´ltimo, se piensa definir un nuevo tipo de primitiva que permita representar
operaciones no priorizadas donde, la nueva informacio´n puede ser aceptada, parcialmente
aceptada o rechazada, dependiendo del grado de soporte o credibilidad de la misma. En
ese sentido, los agentes tendra´n la posibilidad de reaccionar de manera diferente ante el
mismo cambio, en funcio´n de su propio conocimiento y de su forma de juego.
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