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Abstract
We give interior a priori estimates for the mean oscillation of second derivatives of solutions to the
Monge–Ampère equation detD2u = f (x) with zero boundary values, where f (x) is a non-Dini continuous
function. If the modulus of continuity of f (x) is ϕ(r) such that limr→0 ϕ(r) log(1/r) = 0, then D2u ∈
VMO.
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1. Introduction
This paper is concerned with the regularity of weak solutions to the Monge–Ampère equation
detD2u = f (x) > 0, (1.1)
where x ∈ Ω and Ω is a bounded convex domain in Rn. The regularity of solutions for the
Monge–Ampère equation has been extensively studied by many authors. For instance, see [1,
2,5,6,11–16], and references therein. Some historic development of the topic can be found in
[5,15]. If Ω is a C∞ strictly convex domain, f ∈ C3, and u|∂Ω = g with g ∈ C4, [5] established
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with α > 1−2/n, the study of interior estimates is reduced to that on cross sections (or level sets)
of the graph of u where the boundary value is affine. By the interior W 2,p estimates and Schauder
estimates in [2], if u|∂Ω = 0 and f is continuous, then D2u ∈ Lp for any 1 p < ∞; if u|∂Ω = 0
and f ∈ Cα , then D2u ∈ Cα . [16] gave some examples showing that if f is only strictly positive
and bounded then u might not be in W 2,p and that if f is continuous then D2u might not be
bounded. In the case that f is Dini continuous and u|∂Ω = 0, [16] proved that D2u is bounded
and therefore (1.1) becomes uniformly elliptic. Then by [10] or [4], D2u is continuous.
Our purpose in this paper is to estimate the mean oscillation of second derivatives of solutions
to (1.1) with non-Dini continuous f (x). As a consequence of our result, if f has the modulus of
continuity ϕ (i.e., |f (x)− f (y)| ϕ(|x − y|) for x, y ∈ Ω) such that limr→0 ϕ(r) log(1/r) = 0,
then D2u ∈ VMO, where VMO is the closure of C∞ in BMO.
We recall spaces BMOψ(Ω) before stating the main result. Let ψ be a nondecreasing con-
tinuous function on [0,∞) such that ψ(t) > 0 for t > 0 and t/ψ(t) is almost increasing which
means t/ψ(t)  Ks/ψ(s) for 0 < t < s. For g(x) ∈ L1(Ω), the mean oscillation of g(x) over
Br(x0) is given by
moscBr(x0)g =
∫
−
Br(x0)∩Ω
∣∣g(x) − gx0,r ∣∣dx,
where Br(x0) is the ball centered at x0 with radius r ,
∫−
A
g dx denotes the average of g over A,
and gx0,r the average of g over Br(x0)∩Ω . For simplicity, set Br = Br(0).
A function g(x) ∈ L1(Ω) belongs to BMOψ(Ω) if there exists a constant C such that
moscBr(x0)g  Cψ(r),
for all x0 ∈ Ω , 0 < r  d = diam(Ω). Here diam(Ω) is the diameter of Ω . We note that g(x) ∈
VMO(Ω) if and only if as r → 0, moscBr(x0)g converges to 0 uniformly in x0 ∈ Ω . It is well
known that BMO, VMO, and BMOψ are important in many aspects of analysis and PDEs. For
further properties of BMOψ(Ω), see [4] and references therein.
The following is the main result of this paper.
Theorem A. Let u be a convex solution to (1.1) in Ω and u = 0 on ∂Ω . Let 0 < αn < 1 and
Bαn ⊂ Ω ⊂ B1 be a convex domain. Assume that there are constants λ, Λ > 0 such that λ 
f (x)Λ in Ω . Suppose that f ∈ C(Ω) with the modulus of continuity ϕ such that tγ /ϕ(t) is
almost increasing for some 0 < γ < 1. Then we have the following.
(i) For small τ > 0, let Φ(r) = ∫ 2
r
ϕ(τ t)
t
dt . If there exists a constant C > 0 dependent only
on n, λ, Λ, γ , ϕ but not τ such that ψ(r) = eCΦ(r)ϕ(eCΦ(r)r) is increasing and satisfies
limr→0 ψ(r) = 0, then D2u ∈ BMOψ(Ω ′) for any Ω ′ Ω .
(ii) If limr→0 ϕ(r) log(1/r) = 0, then D2u ∈ BMOlog−(1−ε)(1/r)(Ω ′) for any 0 < ε < 1 and
Ω ′ Ω , and hence D2u ∈ VMOloc(Ω).
We point out that if ϕ satisfies the Dini condition
∫ 2
0
ϕ(t)
t
dt < ∞, then ψ(r) is actually ϕ(r).
If ϕ fails to satisfy the Dini condition, by imposing further reasonable assumption on ϕ, the
expression of ψ can be simplified. See Remark 3.2.
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we need to remove. First, the Monge–Ampère equation is not uniformly elliptic and the interior
smoothness of solutions relies on C1,α norm of boundary data with α > 1 − 2/n and it hints
that the role of Euclidean balls should be replaced by that of cross sections. We need to derive
sharp estimates on the eccentricity of sections. Second, the mean oscillation of D2u is not affine
invariant. We should find and use another quantity taking the eccentricity into accounted.
The organization of the rest of the paper is as follows. In Section 2, we discuss the eccentricity
of cross sections if f (x) is non-Dini continuous. In Section 3, estimates of the mean oscillation
of Hessian of solutions are derived.
For simplicity, from now on, we assume that u is smooth. But all estimates are independent
of the smoothness of u and remain valid for weak solutions through appropriate approximation.
2. Eccentricity of cross sections
In this section, our goal is to carefully investigate the eccentricity of sections in terms of
Φ(r) = ∫ 2
r
ϕ(τ t)
t
dt , where τ > 0 is a small constant to be determined later and ϕ is the modulus
of continuity of f (x).
Let u(x) be a convex solution of (1.1) in Ω and u = 0 on ∂Ω . For x0 ∈ Ω , recall the section
Sh(x0) = Sh(u, x0) for h > 0 is defined by
Sh(x0) =
{
x ∈ Ω: u(x) x0(x) + h
}
,
where x0(x) = u(x0)+Du(x0)(x − x0) is the supporting hyperplane of u at x0.
Let us recall some facts about sections. By [1,7] for x0 ∈ Ω ′ and Ω ′ Ω , there exists h0 =
h0(Ω ′) such that
Sh(x0)Ω for h h0.
Moreover, diam(Sh(x0)) → 0 as h → 0.
Since f is positive continuous, from (1.1), for ε > 0, there exists h0 > 0 such that
(1 − ε)f (x0) detD2u (1 + ε)f (x0) in Sh(x0),
for x0 ∈ Ω ′, 0 < h h0.
We can normalize (or rescale) u and Sh(x0) in the following way. From Fritz John’s Lemma,
there exists an ellipsoid E centered at z0 such that
1
n
E ⊂ Sh(x0) ⊂ E.
Let T be the invertible affine transformation given by T x = A(x − z0) satisfying T E = B1 and
T z0 = 0. Set
u∗(y) = 1
CT
[
(u− x0)
(
T −1y
)− h], (2.1)
where CT = (f (x0)|detA|−2)1/n. Simple calculation gives rise to
(1 − ε) detD2u∗  (1 + ε) in S∗h = T Sh(x0).
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hn ≈ ∣∣Sh(x0)∣∣2 ≈ |E|2 ≈ ∣∣detA−1∣∣2, (2.2)
and hence CT ≈ h. Here and throughout the paper, we use the symbol a ≈ b to denote that the
quantity a/b is bounded by two positive universal constants from above and below. a 
 b de-
notes a/b is bounded by a universal constant much smaller than 1. We use C to denote universal
constants dependent only on structure constants. For a ∈R1 and E ⊂Rn, let aE = {ax: x ∈ E}.
We now prove several lemmas for the normalized solution u∗.
Lemma 2.1. Let u be a strictly convex function in Ω and satisfy
1 − ε  detD2u 1 + ε in Ω,
u = 0 on ∂Ω.
Assume that Ba1 ⊂ Ω ⊂ Ba2 is a normalized convex domain. Then there exist z0 ∈ Ω and a linear
transformation A such that
detA = 1, (2.3)
C−1  ‖Ax‖ C for ‖x‖ = 1, (2.4)
and for small μ> 0 with ε 
 μ
[
1 −C(√μ+ ε/μ)]B√2 ⊂ √μ−1T Sμ(u) ⊂ [1 +C(√μ + ε/μ)]B√2, (2.5)
where T x = A(x − z0) and Sμ(u,Ω) = Sμ(u) = {x ∈ Ω: u(x)minΩ u(x) +μ}.
Proof. Let w(x) be the smooth convex solution to the equation
detD2w = 1 in Ω,
with the boundary value w = 0 on ∂Ω . By the comparison principle we get
(1 + ε)w  u (1 − ε)w in Ω.
By the maximum principle, Pogorelov C2 estimate, regularity theory of fully nonlinear equa-
tions, one obtains interior C∞ estimate for w.
Let u(x0) = minΩ u, w(z0) = minΩ w, and Sμ(w, z0) = Sμ(w).
Now compare Sμ(u) with Sμ(w) for small μ > 0. Recall |minΩ u| ≈ const. Obviously,
(1 + ε)minΩ w minΩ u (1 − ε)minΩ w. Therefore, there exists C > 0 such that
Sμ−Cε(w) ⊂ Sμ(u) ⊂ Sμ+Cε(w). (2.6)
We now claim that for δ 
 μ
∂Sμ±δ(w) ⊂ NCδ/√μ
(
∂Sμ(w)
)
, (2.7)
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To prove (2.7), let x ∈ ∂Sμ+δ(w). Let x1 be the intersecting point of ∂Sμ(w) and the segment
between z0 and x. Because w is smooth, BC1√μ(z0) ⊂ Sμ(w) ⊂ BC2√μ(z0). One obtains
δ = ∣∣w(x)− w(x1)∣∣= |Dw| · |x − x1| ≈ C√μ|x − x1|.
It yields that |x − x1| Cδ/√μ, and (2.7) follows.
We next compare Sμ(w) with ellipsoids and claim that
∂Sμ(w)− z0 ⊂ NCμ(∂√μE), (2.8)
where E = {x: 12Dijw(z0)xixj  1} and A− z0 = {x − z0: x ∈ A}.
To prove (2.8), it is equivalent to show
∂Sμ(w)− z0 ⊂ (1 +C√μ)√μE − (1 −C√μ)√μE.
If x − z0 ∈ ∂((1 + C√μ)√μE) and z0 = (z01, . . . , z0n), then by the Taylor formula
w(x)−w(z0) = 12Dijw(z0)(xi − z0i )(xj − z0j )+O
(∣∣D3w∣∣|x − z0|3)

[
(1 +C√μ)√μ ]2 − K|x − z0|3, (2.9)
where K is a constant proportional to the bounds of D3w.
If C >K and C√μ 
 1, then w(x)−w(z0) > (1 +C√μ)μ−Kμ3/2 >μ. It can be shown
similarly that (1 − C√μ)√μE is contained inside Sμ(w) − z0. Thus we complete the proof
of (2.8).
From (2.6)–(2.8), we obtain
∂Sμ(u) ⊂ z0 +NC(μ+ε/√μ)(∂√μE). (2.10)
Now find the transformation A. Since D2w is positively definite, we can write D2w(z0) =
At · A, where A is the composition of rotation and dilation. Let T x = A(x − z0). It is easy to
verify that (2.3), (2.4) hold. (2.5) follows from (2.10). The proof of Lemma 2.1 is completed. 
If the shape of Ω is close to that of the ball B√2, then one can get better estimates for A and
Sμ(u).
Lemma 2.2. Let u be a strictly convex function in Ω and satisfy
1 − ε  detD2u 1 + ε in Ω,
u = 0 on ∂Ω.
Assume that Ω is a convex domain and (1 − δ)B√2 ⊂ Ω ⊂ (1 + δ)B√2. Then there exist z0 ∈ Ω
and a linear transformation A such that
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1 −Cδ  ‖Ax‖ 1 +Cδ for ‖x‖ = 1, (2.12)
and for small μ> 0 with ε 
 μ
[
1 − C(δ√μ+ ε/μ)]B√2 ⊂ √μ−1T Sμ(u) ⊂ [1 +C(δ√μ + ε/μ)]B√2, (2.13)
where T x = A(x − z0).
Proof. Let w be the convex solution to
detD2w = 1 in Ω, (2.14)
and w = 0 on ∂Ω . By the comparison principle
(1 + ε)w  u (1 − ε)w, in Ω.
From the maximum principle and Pogorelov estimate, interior estimates for higher order deriva-
tives of w follow.
Let P = 12 |x|2 − 1. Obviously, the functions P ± 3δ are also solutions to (2.14), and since
∂Ω ⊂ N
δ
√
2(∂B
√
2), P − 3δ  0 P + 3δ on ∂Ω . By the comparison principle
−3δ w −
(
1
2
|x|2 − 1
)
 3δ in Ω.
Since w is smooth, v = w − P satisfies the following uniformly elliptic linear equation
tr
(
D(x)D2v
)= 0,
where D(x) = ∫ 10 det(θD2w+ (1−θ)I )(θD2w+ (1−θ)I )−1 dθ , and I is the n×n unit matrix.
By interior Schauder estimates
‖w − P ‖C2loc  C‖w − P ‖L∞  Cδ.
In particular, |D2w(z0)− I | Cδ, where w(z0) = minΩ w. By differentiating (2.14), we obtain
that the function D(w − P) satisfies the linearized equation
tr
((
D2w
)−1
D2
[
D(w − P)])= 0.
Again by the interior Schauder estimates
∥∥D3(w − P)∥∥
L∞loc
C
∥∥D(w − P)∥∥
L∞loc
 Cδ.
Therefore ‖D3w‖L∞loc  Cδ. Similar to (2.8), by (2.9) and noting that in current case K can be
chosen as Cδ, we have
∂Sμ(w)− z0 ⊂ NCδμ(∂√μE),
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∂Sμ(u) ⊂ z0 +NC(δμ+ε/√μ)(∂√μE). (2.15)
Let D2w(z0) = AtA and T x = A(x − z0). Obviously, (2.11) holds and (2.12) follows from
the following estimate
(1 − Cδ)|x|2  xt · D2w(z0) · x = ‖Ax‖2  (1 +Cδ)|x|2.
It is easy to show that (2.13) follows from (2.15). So Lemma 2.2 is proved. 
We apply Lemmas 2.1 and 2.2 to get the following estimates.
Lemma 2.3. Suppose that the assumptions in Lemma 2.1 hold and further assume that there is a
sequence {εk}∞k=0 with 0 < εk+1  εk and ε0 = ε 
 μ such that for k  1
1 − εk  detD2u 1 + εk in Sμk (u).
Then there exist zk ∈Rn and linear transformations Ak such that
detAk = 1, for k  1,
C−1  ‖A1x‖C, for ‖x‖ = 1,
1 − Cδk−1  ‖Akx‖ 1 + Cδk−1, for k  2, ‖x‖ = 1,
(1 − δk)B√2 ⊂ μ−1/2Tk · · ·μ−1/2T1Sμk (u) ⊂ (1 + δk)B√2,
where Tkx = Ak(x − zk), δ0 = 1 and δk = C(δk−1√μ+ εk−1/μ) for k  1.
Proof. By Lemma 2.1, there exist z1 and A1 with detA1 = 1 such that
C−1  ‖A1x‖ C, for ‖x‖ = 1,
(1 − δ1)B√2 ⊂ μ−1/2T1Sμ(u) ⊂ (1 + δ1)B√2.
Let u1(x) = μ−1[u(T −11
√
μx) − (minΩ u + μ)] and Ω1 = √μ−1T1Sμ(u). It is easy to verify
that
1 − ε1  detD2u1  1 + ε1 in Ω1,
and the assumptions in Lemma 2.2 hold. Apply Lemma 2.2 to u1 in Ω1, and therefore, there
exist z2 and a linear transformation A2 with detA2 = 1 such that
1 − Cδ1  ‖A2x‖ 1 + Cδ1, for ‖x‖ = 1,
(1 − δ2)B√ ⊂ √μ−1T2Sμ(u1,Ω1) = μ−1/2T2μ−1/2T1Sμ2(u) ⊂ (1 + δ2)B√ .2 2
606 Q. Huang / Advances in Mathematics 207 (2006) 599–616Now use the induction to proceed. Assume that the conclusions in the lemma are valid for the
case k. As above, consider the normalized solution and domain given by
uk(x) = μ−k
[
u
(
T −11
√
μ · · ·T −1k
√
μx
)− (min
Ω
u+μk
)]
and Ωk = μ−1/2Tk · · ·μ−1/2T1Sμk (u). One can easily check that uk satisfies
1 − εk  detD2uk  1 + εk, in Ωk.
The induction hypotheses imply that the assumptions in Lemma 2.2 are valid. By applying
Lemma 2.2 to uk in Ωk , there exist zk+1 and a linear transformation Ak+1 with detAk+1 = 1
such that
1 −Cδk  ‖Ak+1x‖ 1 +Cδk, for ‖x‖ = 1,
(1 − δk+1)B√2 ⊂
√
μ−1Tk+1Sμ(uk,Ωk) = μ−1/2Tk+1 · · ·μ−1/2T1Sμk+1(u) ⊂ (1 + δk+1)P .
The proof of Lemma 2.3 is done. 
The following is a refinement of Lemma 2.3.
Lemma 2.4. Suppose that the assumptions in Lemma 2.1 hold and further assume that there is a
sequence {εk}∞k=0 with 0 < εk+1  εk and ε0 = ε 
 μ such that for k  1
1 − εk  detD2u 1 + εk in Sμk (u).
Let u(x0) = minΩ u. Then there exist linear transformations Ak such that
detAk = 1, for k  1,
C−1  ‖A1x‖ C, for ‖x‖ = 1,
1 −Cδk−1  ‖Akx‖ 1 +Cδk−1, for k  2, ‖x‖ = 1,
BC−1 ⊂ μ−k/2Ak · · ·A1
[
Sμk (u, x0)− x0
]⊂ B3,
where δ0 = 1 and δk = C(δk−1√μ+ εk−1/μ) for k  1.
Proof. By Lemma 2.3, there exist zk ∈Rn and linear transformations Ak such that
detAk = 1, for k  1,
C−1  ‖A1x‖ C, for ‖x‖ = 1,
1 −Cδk−1  ‖Akx‖ 1 +Cδk−1, for k  2, ‖x‖ = 1,
(1 − δk)B√2 ⊂ μ−1/2Tk · · ·μ−1/2T1Sμk (u) ⊂ (1 + δk)B√2,
where Tkx = Ak(x − zk), δ0 = 1 and δk = C(δk−1√μ + εk−1/μ) for k  1.
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for some yk . If we set y0 = Tkx0, then Tkx = μ−k/2Ak · · ·A1(x − x0)+ y0.
As in the proof of Lemma 2.3, let uk(y) = μ−k[u(T −1k y) − (minΩ u + μk)] and Ωk =
TkSμk (u). Obviously, uk(y0) = minΩk uk = −1, uk = 0 on ∂Ωk , and uk satisfies
1 − εk  detD2uk  1 + εk in Ωk.
By the Alexandrov estimate, y0 must lie strictly inside Ωk . Therefore, there exists C > 0 such
that
BC−1(y0) ⊂ Ωk ⊂ (1 + δk)B√2 ⊂ B3(y0).
The proof of the lemma is completed. 
We now discuss the eccentricity of sections.
Lemma 2.5. Let u be a convex solution to
detD2u = 1 + g(x) in Ω,
u = 0 on ∂Ω.
Assume that Ba1 ⊂ Ω ⊂ Ba2 is a convex domain. Let u(x0) = minΩ u. Assume g(x0) = 0. Let
ω(r) denote the modulus of continuity of g(x). Assume that ω(2a2) 
 μ for some small μ and
rγ /ω(r) is almost increasing in (0,2a2] for some 0 < γ < 1. Then there exist δk decreasing to 0
with δ1 
 1 and linear transforms Ak with detAk = 1 such that
C−1  ‖A1x‖C, for ‖x‖ = 1, (2.16)
1 −Cδk−1  ‖Akx‖ 1 +Cδk−1, for k  2, ‖x‖ = 1, (2.17)
and for k  1, Tk = Ak · · ·A1 satisfies
C−1e−CμΦ(
√
μk)  ‖Tkx‖CeCμΦ(
√
μk), for ‖x‖ = 1, (2.18)
BC−1 ⊂ μ−k/2Tk
[
Sμk (u, x0)− x0
]⊂ BC, (2.19)
where Φ(r) = ∫ 2a2
r
ω(t)
t
dt and Cμ is a constant dependent on μ.
Proof. Let ε0 = ω(2a2) and εk = oscS
μk
(x0)(g) for k  1. By Lemma 2.4, there exist linear
transformations Ak with detAk = 1 such that
C−1  ‖A1x‖ C, for ‖x‖ = 1,
1 −Cδk−1  ‖Akx‖ 1 +Cδk−1, for k  2, ‖x‖ = 1,
BC−1 ⊂ μ−k/2Ak · · ·A1
[
Sμk (u, x0)− x0
]⊂ B3,
where δ0 = 1 and δk = C(δk−1√μ+ εk−1/μ) for k  1.
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 1 = δ0 if μ and ω(2a2)/μ are small. Therefore, εk and δk
are decreasing.
To prove the lemma, it suffices to show that δk → 0 and Tk = Ak · · ·A1 satisfies (2.18). By
induction, we have for k  1
δk = C
μ
k−1∑
i=0
(C
√
μ)k−1−iεi + (C√μ)k. (2.20)
Now give a rough estimate for T −1k . By the estimates of Ak ,
C−1
k−1∏
i=1
(1 +Cδi)−1 
∥∥T −1k ∥∥ C
k−1∏
i=1
(1 −Cδi)−1.
Therefore, for small σ > 0, if δ1 is small enough, then C−1(1 − σ)k  ‖T −1k ‖ C(1 + σ)k . It
implies from (2.19) that Sμk (u, x0)− x0 ⊂ BC1[(1+σ)√μ ]k . Therefore, εk  ω(C1(1 + σ)k
√
μk).
Since rγ /ω(r) is almost increasing, we have
ω(C1(1 + σ)i√μi)
[C1(1 + σ)i√μi]γ
 C2
ω(C1(1 + σ)k−1√μk−1)
[C1(1 + σ)k−1√μk−1]γ
, 1 i  k − 1.
It follows that εi  C2[(1 + σ)√μ ](i−k+1)γ ω(C1(1 + σ)k−1√μk−1). By (2.20), one obtains for
k  2
δk 
C2
μ
k−1∑
i=1
[(
(1 + σ)√μ )−γ C√μ ]k−1−iω(C1(1 + σ)k−1√μk−1)+
[
ε0
μ
√
μ
+ 1
]
(C
√
μ)k
 C2
μ
ω
(
C1(1 + σ)k−1√μk−1
)+
[
ε0
μ
√
μ
+ 1
]
(C
√
μ)k.
Since
k−1∑
i=2
ω
(
C1(1 + σ)i−1√μi−1
)
 −C2
log[(1 + σ)√μ ]
2a2∫
C1[(1+σ)√μ ]k−2
ω(t)
t
dt,
it follows that for k  3
k−1∑
i=2
δi  Cμ
2a2∫
C1[(1+σ)√μ ]k−2
ω(t)
t
dt + C2
(
ε0√
μ
+μ
)
CμΦ
(√
μ
k−2)+ C2√μ,
where Cμ  C2/μ. Therefore we have for k  3
C−12 e
−CμΦ(√μk−2) 
k−1∏
i=2
(1 − Cδi)
k−1∏
i=2
(1 +Cδi) C2eCμΦ(
√
μk−2).
This proves (2.18) and Lemma 2.5 follows. 
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B1 be a convex domain. Assume that there are constants λ, Λ > 0 such that λ  f (x)  Λ
in Ω . Furthermore, assume f ∈ C(Ω) with the modulus of continuity ϕ and rγ /ϕ(r) is almost
increasing in (0,2] for some 0 < γ < 1. Let Ωβ = {x ∈ Ω: u(x) < (1 − β)minΩ u} for 0 <
β < 1. For 0 < ε0 
 μ 
 1, let τ > 0 such that ϕ(2τ) ε0. Then there exists a constant h0 =
h0(τ,β) > 0 such that for x0 ∈ Ωβ , k  1, there exists a linear transform Tk with C−1h0 
detTk  Ch0 satisfying
C−1τ,βe
−CμΦ(h0√μk)  ‖Tkx‖ Cτ,β eCμΦ(h0
√
μk), for ‖x‖ = 1, (2.21)
BC−1 ⊂ μ−k/2Tk
[
Sh0μk (u, x0)− x0
]⊂ BC, (2.22)
where Φ(r) = ∫ 2
r
ϕ(τ t)
t
dt and Cτ,β is a constant dependent on τ and β .
Proof. As in the beginning of this section, for x0 ∈ Ωβ and small h0 > 0, let E be the Fritz John
ellipsoid of Sh0(u, x0) and T be the affine transformation such that T x = A(x − x0) + y0 and
T E = B1. Set
u∗(y) = 1
CT
[
(u− x0)
(
T −1y
)− h0],
where CT = (f (x0)|detA|−2)1/n and x0(x) is the supporting affine function of u at x0. It is easy
to verify that u∗(y) satisfies
detD2u∗ = f ∗(y) in S∗ = T Sh0(x0),
where f ∗(y) = f (T −1y)/f (x0). Moreover, we have
∣∣f ∗(y1)− f ∗(y2)∣∣ 1
f (x0)
ϕ
(∥∥A−1∥∥ · |y1 − y2|).
Note that ‖A−1‖ → 0, as h0 → 0, by [1] or [8]. Choose h0 such that ‖A−1‖ τ . By Lemma 2.5,
there exists a linear transform Tk with detTk = 1 such that
C−1e−CμΦ(
√
μk)  ‖Tky‖ CeCμΦ(
√
μk), for ‖y‖ = 1,
BC−1 ⊂ μ−k/2Tk
[
Sμk (u
∗, y0)− y0
]⊂ BC,
where Φ(r) = ∫ 2
r
ϕ(τ t)
t
dt and Cμ is a constant dependent on μ. By (2.2), C1  CT /h0  C2.
If θ = C1h0/CT , then C1/C2  θ  1. Let S∗1 = μ−k/2Tk[Sμk (u∗, y0) − y0] and u∗1(z) =
μ−k[u∗(y0 + μk/2T −1k z) − u∗(y0) −μk]. We can easily verify that
detD2u∗1 = f ∗
(
y0 +μk/2T −1k z
)
in S∗1 .
By the Alexandrov estimate, we have BC1 ⊂ Sθ (u∗1,0) ⊂ BC. Since
Sθ
(
u∗1,0
)= μ−k/2Tk[Sθμk (u∗, y0)− y0]= μ−k/2TkA[SCT θμk (u, x0)− x0],
Tˆk = TkA and hˆ0 = CT θ = C1h0 are the transform and constant in Theorem 2.1 we seek. 
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In this section, we establish estimates for the mean oscillation of second derivatives of solu-
tions to (1.1).
We firstly prove the following estimates for normalized solutions.
Theorem 3.1. Let u be the convex solution to
detD2u = 1 + g(x) in Ω,
u = 0 on ∂Ω.
Assume that Ba1 ⊂ Ω ⊂ Ba2 is a convex domain. Let u(x0) = minΩ u. Assume g(x0) = 0. Let
ω(r) denote the modulus of continuity of g(x). Assume that ω(2a2) 
 μ for some small μ and
rγ /ω(r) is almost increasing in (0,2a2] for some 0 < γ < 1. Then there exist 0 < δ < 1 and
small r0 > 0 such that for 0 < r  r0
inf
M∈S
∫
−
Br(x0)
∣∣D2u−M∣∣δ Cψδ(r)
[
1 +
∫
Ω
∣∣D2u∣∣δ
]
,
where ψ(r) = eC1Φ(r)ω(eC1Φ(r)r), Φ(r) = ∫ 2a2
r
ω(t)
t
dt , and S denotes the space of real n × n
symmetric matrices.
Proof. By Lemma 2.5, there exist linear transforms Ak and Tk satisfying (2.16)–(2.19). Let
u∗(y) = μ−k[u(x0 + μk/2T −1k y) − (minΩ u + μk)] and S∗ = μ−k/2Tk[Sμk (u, x0) − x0]. Obvi-
ously, we have
detD2u∗ = 1 + g∗(y) in S∗,
and u∗ = 0 on ∂S∗, where g∗(y) = g(x0 +μk/2T −1k y). By (2.18) and (2.19)
oscS∗ g
∗(y) = oscS
μk
(u,x0) g(x) ω
(
CeCμΦ(
√
μk)√μk),
where Φ(r) = ∫ 2a2
r
ω(t)
t
dt .
Let w be the solution to the following problem
{
detD2w = 1 in S∗,
w = 0 on ∂S∗.
By the comparison principle, (1 + oscS∗ g∗)w  u∗  (1 − oscS∗ g∗)w in S∗. Therefore
∣∣u∗(y) −w(y)∣∣ C1 oscS∗ g∗  C1ω(CeCμΦ(√μk)√μk), in S∗. (3.1)
Now we claim that w satisfies the following Campanato inequality
inf
M∈S
∫
B
∣∣D2w − M∣∣p  Cp
(
ρ
R
)n+p
inf
M∈S
∫
B
∣∣D2w −M∣∣p, (3.2)
ρ R
Q. Huang / Advances in Mathematics 207 (2006) 599–616 611for p > 0, 0 < ρ < R  R0 = (2C)−1, where C is the constant in (2.19) and S is the space of
real n × n symmetric matrices.
To prove (3.2), since BC−1 = B2R0 ⊂ S∗, by standard estimates of the Monge–Ampère equa-
tion,
‖w‖C3(BR0 )  C1
and D2w is strictly positively definite. Let Br0(z0) ⊂ BR0 . By differentiating the equation
detD2w = 1, it is easy to check that if wˆ(x) = w(x) − [w(z0) + Dw(z0)(x − z0) + 12 (x −
z0)tD2w(z0)(x − z0)] then Dkwˆ satisfies the uniformly elliptic equation
tr
((
D2w
)−1
D2(Dkwˆ)
)= 0, in Br0(z0).
By the Schauder estimates, ‖D2Dkwˆ‖L∞(Br0/2(z0))  (C1/r20 )‖Dkwˆ‖L∞(Br0 (z0)). It follows that
for 0 < r < r0/2
oscBr(z0) D
2w C1r
∥∥D3w∥∥
L∞(Br0/2(z0))
 C1
(
r
r0
)
oscBr0 (z0) D
2w.
Similar to the proof of [4, Theorem 3.2], (3.2) is obtained.
Let v = u∗ −w. From (3.2), for 0 < ρ R0, 0 <p  1
inf
M∈S
∫
Bρ
∣∣D2u∗ −M∣∣p  Cpρn+p inf
M∈S
∫
BR0
∣∣D2w −M∣∣p + inf
M∈S
∫
Bρ
∣∣D2v − M∣∣p
 Cpρn+p inf
M∈S
∫
BR0
∣∣D2u∗ − M∣∣p +Cp
∫
BR0
∣∣D2v∣∣p. (3.3)
We need to estimate the integral of |D2v|p . Let M(D2w) = (detD2w)1/n. Let Lwv =
1
n
(detD2w)1/n tr((D2w)−1D2v) be the linearized operator of the operator M. Since M is a
concave operator, we obtain
Lu∗(u
∗ − w)M(D2u∗)−M(D2w)= (1 + g∗)1/n − 1 Lw(u∗ −w), in S∗.
Since Lwv −C1 oscS∗ g∗ and Lw is uniformly elliptic in B3R0/2, by one-sided W 2,δ estimates
in [3, Lemma 7.8] and (3.1), there exists 0 < δ1 < 1 such that for 1 i, j  n
( ∫
−
BR0
∣∣(Dij v)+∣∣δ1
)1/δ1
C1
(‖v‖L∞(S∗) + oscS∗ g∗) C1 oscS∗ g∗. (3.4)
On the other hand, Lu∗v  C1 oscS∗ g∗ and hence
Lˆu∗v = tr
(
detD2u∗
(
D2u∗
)−1
D2v
)
 C1 oscS∗ g∗, in S∗.
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uniformly elliptic in general. A straightforward modification of their proof gives rise to one-
sided W 2,δ estimates for supersolutions. More precisely, there exists 0 < δ2 < 1 such that for
1 i, j  n
( ∫
BR0
∣∣(Dij v)−∣∣δ2
)1/δ2
 C1
(‖v‖L∞(S∗) + oscS∗ g∗) C1 oscS∗ g∗. (3.5)
Choose p = δ = min{δ1, δ2} in (3.3). By (3.3)–(3.5), we obtain for 0 < ρ R0
inf
M∈S
∫
Bρ
∣∣D2u∗ −M∣∣δ  C1ρn+δ inf
M∈S
∫
BR0
∣∣D2u∗ −M∣∣δ + C1ωδ(CeCμΦ(√μk)√μk).
By Lemma 2.5, B
C−11
√
μ
⊂ Sμ(u∗,0) ⊂ BC1√μ. Therefore
inf
M∈S
∫
Sμ(u∗,0)
∣∣D2u∗ −M∣∣δ C1√μn+δ inf
M∈S
∫
S∗
∣∣D2u∗ − M∣∣δ +C1ωδ(CeCμΦ(√μk)√μk).
Recall S∗ = μ−k/2Tk[Sμk (u, x0)−x0], and note Sμ(u∗,0) = μ−k/2Tk[Sμk+1(u, x0)−x0]. By the
change of variables, it follows that
inf
M∈S
∫
S
μk+1 (u,x0)
∣∣(T −1k )t(D2u−M)T −1k ∣∣δ
 C1
√
μ
n+δ inf
M∈S
∫
S
μk
(u,x0)
∣∣(T −1k )t(D2u−M)T −1k ∣∣δ
+ C1√μknωδ
(
CeCμΦ(
√
μk)√μk). (3.6)
To simplify notations, let μ¯ = √μ and
bk = inf
M∈S
∫
S
μk
(u,x0)
∣∣(T −1k )t(D2u−M)T −1k ∣∣δ.
Since Tk+1 = Ak+1Tk , by (3.6) and (2.17), for k  1
bk+1 
∥∥A−1k+1∥∥2δ inf
M∈S
∫
S
μk+1 (u,x0)
∣∣(T −1k )t(D2u−M)T −1k ∣∣δ
 C1μ¯n+δbk +C2μ¯knωδ
(
CeCμΦ(μ¯
k)μ¯k
)
.
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Therefore
bk+1  μ¯n+δβbk +C2F
(
μ¯k
)
, k  1. (3.7)
By the induction, from (3.7), we obtain
bk+1  μ¯k(n+δβ)b1 + C2
k∑
i=1
μ¯(k−i)(n+δβ)F
(
μ¯i
)
. (3.8)
Let h(t) = ω(CeCμΦ(t)t). We now show tγ /h(t) is almost increasing if ω(2a2) 
 μ. Note
that
tγ
h(t)
= [Ce
CμΦ(t)t]γ
ω(CeCμΦ(t)t)
· [CeCμΦ(t)]−γ .
Obviously, e−γCμΦ(t) is increasing. Since tγ /ω(t) is almost increasing by the assumptions, and
d
dt
(
eCμΦ(t)t
)= eCμΦ(t)(1 − Cμω(t)) eCμΦ(t)(1 − Cμω(2a2))> 0,
we conclude that tγ /h(t) is almost increasing.
For 1 i  k, we have the following
μ¯(k−i)(n+δβ)F
(
μ¯i
)= μ¯(k−i)(n+δβ)μ¯i(n+δγ )
[
h(μ¯i)
μ¯iγ
]δ
 C2μ¯(k−i)(n+δβ)μ¯i(n+δγ )
[
h(μ¯k)
μ¯kγ
]δ
= C2μ¯knhδ
(
μ¯k
)
μ¯(k−i)δ(β−γ ).
From (3.8) and since tβ/h(t) is bounded, it follows that for k  1
bk+1  μ¯k(n+δβ)b1 +C2μ¯knhδ
(
μ¯k
) k∑
i=1
μ¯(k−i)δ(β−γ )
 C2
(
μ¯k
)n[
h
(
μ¯k
)]δ
(1 + b1).
Since tγ /h(t) is almost increasing, we have bk  Cμ(μ¯k)n[h(μ¯k)]δ(1+b1), for k  2. Recalling
μ¯ = √μ and the definition of bk and h(t), by (2.18), one can easily verify that for k  2
inf
M∈S
∫
S
μk
(u,x0)
∣∣D2u− M∣∣δ  C2‖Tk‖2δbk
 Cμ
(√
μ
k)n[
eCμΦ(
√
μk)ω
(
CeCμΦ(
√
μk)√μk)]δ(1 + b1). (3.9)
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Φ(t)Φ(θt) CθΦ(t).
Indeed, we have
Φ(θt)Φ(t)+ log(1/θ)ω(t)Φ(t)+ log(1/θ)
log 2
2t∫
t
ω(r)
r
dr 
(
1 + log(1/θ)
log 2
)
Φ(t).
Similarly, one can prove Φ(√ρ )  Φ(ρ)  (2 + |log(2a2)|/ log 2)Φ(√ρ ), for 0 < ρ 
min{1, a22}.
By properties of Φ , from (3.9) and (2.18)–(2.19), the standard argument yields for 0 < ρ  μ2
inf
M∈S
∫
Sρ(u,x0)
∣∣D2u−M∣∣δ  C2ρ¯n[eC3Φ(ρ¯)ω(CeC3Φ(ρ¯)ρ¯)]δ(1 + b1), (3.10)
where ρ¯ = √ρ, and for 0 < ρ  μ
B
C−12 ρ¯e−C3Φ(ρ¯)
(x0) ⊂ Sρ(u, x0) ⊂ BC2ρ¯eC3Φ(ρ¯) (x0), (3.11)
where ρ¯ = √ρ.
Let R = (C2)2ρe2C3Φ(ρ). Then C−12
√
Re−C3Φ(
√
R) √ρeC3Φ(ρ)e−C3Φ(ρ) √ρ. By (3.11),
it implies that B√ρ(x0) ⊂ SR(u, x0). Moreover, if ρ is small, then ρ R √ρ. Indeed,
Φ(ρ) ω(2a2)
[
log(2a2)+ log(1/ρ)
]
and R  C4ρe
1
3 log(1/ρ) √ρ,
since ρ and ω(2a2) are small. Then from (3.10), for small ρ
inf
M∈S
∫
B√ρ(x0)
∣∣D2u−M∣∣δ  C2√Rn[eC3Φ(
√
R)ω
(
CeC3Φ(
√
R )
√
R
)]δ
(1 + b1).
Noting that Φ(t) is decreasing and Φ(ρ) CΦ(√ρ ), we obtain
inf
M∈S
∫
B√ρ(x0)
∣∣D2u−M∣∣δ C2√ρ neC5Φ(√ρ )ωδ(eC5Φ(√ρ )√ρ )(1 + b1).
The proof of Theorem 3.1 is completed. 
Proof of Theorem A. Similar to the proof of Theorem 2.1, for x0 ∈ Ωβ = {x ∈ Ω: u(x) <
(1 −β)minΩ u}, 0 < β < 1, and small h0 > 0, let E be the Fritz John ellipsoid of Sh0(u, x0) and
T be the affine transformation given by T x = A(x − x0)+ y0 such that T E = B1. Set
u∗(y) = 1 [(u− x0)(T −1y)− h0],CT
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x0(x) is the supporting affine function of u at x0. Then
detD2u∗ = f ∗(y) in S∗ = T Sh0(x0),
where f ∗(y) = f (T −1y)/f (x0). Choose h0 = h0(τ,β) such that ‖A−1‖  τ and Sh0(x0) ⊂
Ω(1+β)/2. Obviously,
∣∣f ∗(y1)− f ∗(y2)∣∣ 1
f (x0)
ϕ
(
τ |y1 − y2|
)
.
Applying Theorem 3.1 to u∗, one obtains for 0 < r  r0
inf
M∈S
∫
Br(y0)
∣∣D2u∗ −M∣∣δ  Crnψδ(r)
[
1 +
∫
S∗
∣∣D2u∗∣∣δ
]
,
where ψ(r) = eC1Φ(r)ϕ(eC1Φ(r)r), and Φ(r) = ∫ 2
r
ϕ(τ t)
t
dt . Obviously, T Br/‖A‖(x0) ⊂ Br(y0).
By the change of variables, we have
inf
M∈S
∫
Br/‖A‖(x0)
∣∣D2u−M∣∣δ  Cτ,βrnψδ(r)
[
1 +
∫
Sh0 (x0)
∣∣D2u∣∣δ
]
,
where Cτ,β depends on τ and β . Let ρ = r/‖A‖. Note that ‖A‖ is large since T dilates the small
ellipsoid E onto B1. Since Φ(r) and ϕ(τr)/rγ are almost decreasing, for 0 < ρ  r0/‖A‖
inf
M∈S
∫
Bρ(x0)
∣∣D2u− M∣∣δ  Cτ,βρnψδ(ρ)
[
1 +
∫
Ω(1+β)/2
∣∣D2u∣∣δ
]
.
By [4, Corollary 2.3], we conclude that D2u ∈ BMOψ(Ωβ) and
inf
M∈S
∫
−
Bρ(x0)
∣∣D2u−M∣∣ Cτ,βψ(ρ)
[
1 +
( ∫
Ω(1+β)/2
∣∣D2u∣∣δ
)1/δ]
.
Note that the Lp estimates of D2u were established in [2]. Therefore, the proof of Theorem A(i)
is done.
We finally prove that if limr→0 ϕ(r)(log(1/r))−1 = 0, then D2u ∈ BMOlog−(1−ε)(1/r) for any 0 <
ε < 1.
To prove, choose τ small enough such that ϕ(τr)  ε(log(1/τr))−1 for r  2. For small r ,
it is easy to verify Φ(r)  ε log(log(1/r)) and r  eC1Φ(r)r 
√
r . Therefore, ψ(r) 
2 log−(1−C1ε)(1/r). Thus, we complete the proof. 
Remark 3.2. Under the assumptions of Theorem A(i), if we furthermore assume that log−2(1/r)
ϕ(r)
is almost increasing, then D2u ∈ BMOψ with ψ(r) = eCΦ(r)ϕ(r).
616 Q. Huang / Advances in Mathematics 207 (2006) 599–616To prove, by choosing small τ > 0, one can obtain r  eCΦ(r)r 
√
r for small r > 0. The
fact that log
−2(1/r)
ϕ(r)
is almost increasing implies that ϕ(
√
r)  4Kϕ(r) for some constant K .
Therefore, ϕ(eCΦ(r)r) ϕ(√r) 4Kϕ(r).
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