Abstract. In the fields of traffic modeling, objects (i.e., various vehicles) are usually represented using multimodal features. However, two problems remain unsolved on how to utilize these multimodal features better: 1) The missing features because of noise and 2) The curse of dimensionality. In this paper, we addressed these two problems by integrating the multimodal features on the Grassmann manifold. By defining grouping criteria on the multimodal features, the feature vectors are grouped into a set of subspaces, and are further treated as a point on the Grassmann manifold. To deal with the missing features L2-Hausdorff distance, a metric that compares multimodal feature vectors of different number of subspaces, is computed first. And then a kernel matrix is computed. Furthermore, based on the kernel matrix, we proposed a supervised as well as an unsupervised feature selection criterion to obtain t h e representative features on in the Reproducing Kernel Hilbert Space (RKHS). This has alleviated the curse of dimensionality to a significant extent. Experimental results on three different multimodal datasets show that the proposed feature integration technique can outperform the state-of-the-art methods
Introduction
To recognize things better, human usually combines different types of features. For example, it is difficult to separate pear from banana by using color because both are of yellow. Similarly, it is difficult to separate apple from pear by using the shape information alone. However, if we use both color and shape for the classification, these fruits can easily be recognized. Motivated by this example, pattern recognition researchers have been working to improve the recognition accuracy by involving multiple features in the process. In contrast with the conventional approaches, the multimodal features contain richer cues for pattern recognition applications. Therefore, if we can integrate the multimodal features optimally, a great enhancement can be made in the process of pattern recognition to achieve better performance.
Researchers have introduced several approaches to carry out multimodal feature integration. -We divided the existing multimodal feature integration methods into two categories based on the way these features are represented in the technique. The categories are Multi-cue Integration and Modality Identification Based Integration.
Multi-cue Integration treats each type of feature as a modality. In the literature, a series of multi-cue integration methods have been proposed. In [1] , sub-classifiers correspond to each modality of their accuracy. sub-classifiers of each modality correspond to their recognition accuracy. And the sub-classifier with the highest recognition rate -is treated as the final decision of the system. Kittler et al. [2] presented a theoretical framework which c o n s t r u c t s t h e r e s u l t b y integrating the decisions from all the sub-classifiers. Score level feature integration [3] quantizes convert the multimodal feature vectors into a set of class labels predicted by the sub-classifiers. And the final decision is derived by integrating the labels assigned to each sub-classifier through a combining strategy, such as the product rule or the sum rule. In [4] , each modality is represented as a graph, and the graphs corresponding to different modalities are integrated into a single one by an adaptation scheme. Decision tree [5] is another multimodal feature integration method which is being investigated by the researchers. In the decision tree approach, each modality is represented by a node. The decision at each node is made by an accumulation scheme first; then these decisions are multiplied by coefficients. These coefficients reflect the reliability of its corresponding modality in the recognition process. Further in [6] , features from each modality are represented by an independent graph. Different learning tasks will be formulated from the constraints in every graph as well as the supervision information. To exploit the statistical property of different types of multimodal features, Multiview spectral embedding [7] is presented. In this approach, different types of features a r e g r o u p e d in a physically meaningful way. All the above multi-cue based integration methods solve the dimensionality curse significantly. However, grouping features into different modalities is not feasible all the time which may prevent these methods from being widely used.
In order to overcome the limitation of the multi-cue based integration, Modality Identification Based Fusion is proposed very recently. In [8] , the multimodal feature vectors are concatenated into one single vector. To avoid the curse of dimensionality caused by this strategy, linear discriminant analysis (LDA) [9] is employed to perform dimensionality reduction. However, there are two limitations in the aforementioned feature level integration. 1) The feature level integration does not explicitly consider the relatio nships between features and 2) The number of the extracted features should not be more than c−1, where c is the number of categories. Aiming to obtain a better combination of multimodal features, Wu et al. [10] proposed an approach by improving [8] . In this technique, features in different modalities are rearranged by introducing a modality identification step. And then, different modalities of features are integrated together in the kernel space by tuning the parameter of support vector machine (SVM) [11] . Although better recognition accuracy is observed in this technique, the predefined kernel functions in SVM prevent the approach from being more flexible and accurate. Moreover, the modality identification based integration sometimes fails to perform robust when feature missing is happened, i.e., the features used in the training phase are unavailable in the testing phase.
In this paper, we present a new approach that uses multimodal feature integration to handle the missing features problem and the curse of dimensionality. We try to introduce the multimodal features on the Grassmann manifold [13] and then construct the kernel matrix. Firstly, the multimodal features are grouped into a set of subspaces either by greedy enumerating or by minimizing the inter-group feature correlation while maximizing the intra-group feature correlation. Then, L2-Hausdorff [14] distance between multimodal feature vectors is computed to obtain the kernel matrix. Finally, two feature selection criterions in RKHS are defined to obtain the most efficient features in the kernel space. An overview of our approach is illustrated in Figure 1 . Figure 1 . Overview of our multimodal feature fusion approach.
Map Multimodal Features onto Grassmann Manifold
As illustrated in Figure 2 , the Grassmann manifold ࣡(γ, π) [13] is formed by a set of γ-dimensional linear subspaces of ℝ . Each m-dimensional linear subspace corresponds to a point on Grassmann manifold. The point can be seen as a matrix with size γ × π. Let M 1 , M 2 be two matrices with size γ by π. There are γ principle angles for each matrix. And the ith principle angle can be defined as:
where β(·) is the orthogonal basis set of a matrix. Based on the definition of principle angle, a series of metrics are derived accordingly. In this paper, three distances are adopted, which are projection distance [13] , Binet-Cauchy distance [13] and L2-Hausdorff distance [14] .
If x 1 and x 2 contain the same number of subspaces, the distance between them can be computed by the following metrics:
The projection distance:
(2) The Binet-Cauchy distance:
And, if x ଵ and x ଶ contain the different number of subspaces, the distance is computed as:
The L2-Hausdorff distance:
Where u 1 , u 2 ,· · · , u a and v 1 , v 2 ,· · · , v b are orthonormal bases of x 1 and x 2 respectively. It is noticeable that the L2-Hausdorff distance is independent of the choice of basis.
By defining the metrics on the Grassmann manifold, we can build kernel matrix to describe the similarity between multimodal samples. For example, let m tr and m te be the number of training and testing samples respectively, the training kernel matrix of size m tr × m tr is M tr ; the testing kernel matrix of size m te × m tr is M te . Each entity of M tr is computed as follows:
(5) Where λ is a parameter to be tuned; d(i, j) is the distance between the training samples i and j, and it can be either d ୮ , or d ୠୡ , or d ୪ଶ .
Similarly, each entity of M te is computed as: d(k, l) is the distance between the kth testing sample and the lth training sample.
Experimental Results and Analysis
To validate the performance of the proposed Grassmann manifold based multimodal feature fusion, we carry out the experiments on three databases: emotional speech corpus, ETH-80 and Corel image database. All the three experiments are implemented using Matlab 2008b on a system equipped with Intel E8500 CPU and 4GB RAM.
In this experiment, the dataset contains 511 sentences of emotional speech recorded by a female mandarin speaker. 41 acoustic features from 6 types, i.e., pitch, log energy, the first three formant frequencies, MFCC, PLCC and LSFs, are extracted. We h a v e selected half of the sentences for training and left the rest for testing. The speech data is labeled carefully with five basic emotions, namely, anger, happiness, neutral, sadness and surprise. Speech preprocessing including pre-emphasizing, blocking and Hamming windowing are preformed on each speech frame of 25ms with 5ms frame shift. We extracted the multimodal acoustic features on each frame. The C4.5 classifier is used to evaluate the selected features' discriminative ability. We compare the kernel matrix of our algorithm with three kernel matrices (linear kernel, polynomial kernel Table 1 and Gaussian kernel), which are learned from feature level fusions [8] . The hyper-parameters corresponding to these three kernels were learned by cross-validation. For simplicity, the number of subspaces is set to 5 in this experiment. The experimental results in Table 1 are measured in error rate by averaging 5 repeats on this dataset. As Table 3 shows, the best average recognition accuracy is achieved by our approach. The obvious advantage in recognition accuracy can be observed from Table 3 . This reflects that the features selected by the proposed Grassmann manifold based approach are more discriminative than those selected by the other three kernels.
As shown in Figure 3 , we evaluated t h e performance of the proposed approach on testing speech with missing features. Firstly, the recognition accuracy of the full feature set is the highest. Then, as we have observed, when one subspace is removed, the recognition accuracy decreases, but our approach keeps being the best. This suggests that our approach is more robust than the other three kernels to the missing features.
Conclusion
In this paper, we propose a multimodal feature integration approach on Grassmann manifold. Firstly, the multimodal feature vector is grouped into a set of subspaces, which is considered as a point on the Grassmann manifold. Then, to deal with the missing features, L2-Hausdorff distance is used to compare multimodal feature vectors with different number of subspaces. Next, to alleviate the curse of dimensionality, two feature selection algorithms, the supervised one and the unsupervised one, are proposed to obtain the more relevant features for the classification. To validate the proposed approach, experiments on three multimodal datasets are carried out. Experimental results showed the proposed feature integration outperforms the state-of-the-art by better accuracy.
In the future, we will extend the proposed feature integration method to multi-class classification and clustering. Moreover, a probabilistic multimodal feature integration model will be investigated on the Grassmann manifold.
