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Abstract
We present the fourth-order compact finite difference (4cFD) discretizations for the long
time dynamics of the nonlinear Klein-Gordon equation (NKGE), while the nonlinearity
strength is characterized by εp with a constant p ∈ N+ and a dimensionless parameter
ε ∈ (0, 1]. Based on analytical results of the life-span of the solution, rigorous error bounds
of the 4cFD methods are carried out up to the time at O(ε−p). We pay particular attention to
how error bounds depend explicitly on the mesh size h and time step τ as well as the small
parameter ε ∈ (0, 1], which indicate that, in order to obtain ‘correct’ numerical solutions
up to the time at O(ε−p), the ε-scalability (or meshing strategy requirement) of the 4cFD
methods should be taken as: h = O(εp/4) and τ = O(εp/2). It has better spatial resolution
capacity than the classical second order central difference methods. By a rescaling in time,
it is equivalent to an oscillatory NKGE whose solution propagates waves with wavelength
at O(1) in space and O(εp) in time. It is straightforward to get the error bounds of the
oscillatory NKGE in the fixed time. Finally, numerical results are provided to confirm our
theoretical analysis.
Keywords: nonlinear Klein-Gordon equation, weak nonlinearity, fourth-order compact finite
difference method, long time error analysis, oscillatory nonlinear Klein-Gordon equation
1 Introduction
The nonlinear Klein-Gordon equation (NKGE) is a relativistic (and nonlinear) version of the
Schrödinger equation and widely used to describe the motion of a spinless particle [4, 5, 24, 38, 35].
This equation has gained much attention in nonlinear optics, solid state physics and quantum
field theory[10, 20, 43]. We consider the following NKGE on a torus Td(d = 1, 2, 3) [27, 39]
∂ttu(x, t)−∆u(x, t) + u(x, t) + εpup+1(x, t) = 0, x ∈ Td, t > 0,
u(x, 0) = φ(x), ∂tu(x, 0) = γ(x), x ∈ Td,
(1.1)
with p ∈ N+. Here t is time, x ∈ Td is the spatial coordinates, u := u(x, t) is a real-valued
scalar field, 0 < ε ≤ 1 is a dimensionless parameter, and φ(x) and γ(x) are two given real-valued
1
functions which are independent of ε. The NKGE (1.1) is time symmetric or time reversible. In
addition, if u(·, t) ∈ H1(Td) and ∂tu(·, t) ∈ L2(Td), it also conserves the energy [5, 25], i.e.,
E(t) :=
∫
Td
[
|∂tu(x, t)|2 + |∇u(x, t)|2 + |u(x, t)|2 + 2ε
p
p+ 2
|u(x, t)|p+2
]
dx
≡
∫
Td
[
|γ(x)|2 + |∇φ(x)|2 + |φ(x)|2 + 2ε
p
p+ 2
|φ(x)|p+2
]
dx
=E(0) = O(1), t ≥ 0.
(1.2)
When 0 < ε≪ 1, introducing w(x, t) = εu(x, t), the NKGE (1.1) with weak nonlinearity can
be reformulated as the following NKGE with O(ε) initial data:
∂ttw(x, t) −∆w(x, t) + w(x, t) + wp+1(x, t) = 0, x ∈ Td, t > 0,
w(x, 0) = εφ(x), ∂tw(x, 0) = εγ(x), x ∈ Td.
(1.3)
Again, the above NKGE (1.3) is time symmetric or time reversible and conserves the energy,
i.e.,
E¯(t) :=
∫
Td
[
|∂tw(x, t)|2 + |∇w(x, t)|2 + |w(x, t)|2 + 2
p+ 2
|w(x, t)|p+2
]
dx = ε2E(t)
≡
∫
Td
[
ε2|γ(x)|2 + ε2|∇φ(x)|2 + ε2|φ(x)|2 + 2ε
p+2
p+ 2
|φ(x)|p+2
]
dx
=E¯(0) = O(ε2).
(1.4)
The NKGE with O(εp) nonlinearity and O(1) initial data is equivalent to it with O(1) nonlin-
earity and O(ε) initial data. For simplicity, we only present the numerical method and its error
estimates for the NKGE with weak nonlinearity in the following sections. Extensions of the
numerical method and corresponding error estimates for the NKGE with small initial data are
straightforward.
For the NKGE (1.1) with ε = 1, there are extensive analytical and numerical results in the lit-
erature. Along the analytical front, the existence of global classical solutions and almost periodic
solutions have been investigated, we refer to [14, 15, 41] and references therein. In the numerical
aspect, different numerical schemes have been proposed and analyzed, including the finite differ-
ence time domain (FDTD) methods [5, 16], exponential wave integrator Fourier pseudospectral
(EWI-FP) method [5, 7, 11], fourth-order compact method [21], asymptotic-preserving (AP)
schemes [17], multiscale time integrator Fourier pseudospectral (MTI-FP) method [4, 12], etc.
For comparisons of different numerical methods, we refer the readers to [13, 29]. However, for the
NKGE (1.1) with 0 < ε≪ 1, the analysis and numerical computation of the long time dynamics
are mathematically rather complicated. The existence of the solution of the Cauchy problem for
the NKGE with weak nonlinearity/small initial data as well as the properties of the solutions
have been studied in different dimensions [18, 19, 30, 31]. Recently, more attentions have been
devoted to analyzing the life-span of the solutions to the NKGE (1.3). The analytical results
indicate that the life-span of a smooth solution to the NKGE (1.3) is at least up to the time at
O(ε−p), see, e.g., [22, 23, 26] and references therein.
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The classical error estimates are normally valid up to the time at O(1). Since the life-span
of the solution to the NKGE (1.1) is up to the time at O(ε−p), it is natural to establish error
bounds of the numerical method for the NKGE (1.1) up to the time at O(ε−p) instead of O(1).
In our recent work [8], four explicit/semi-implicit/implicit conservative/nonconservative FDTD
methods for the NKGE (1.1) with a cubic nonlinearity, i.e. p = 2, have been proposed and
anlyzed. The error estimates of the FDTD methods indicate that, in order to obtain ‘correct’
numerical solution of the NKGE (1.1) with a cubic nonlinearity, the ε−scalability is: h = O(ε)
and τ = O(ε). The fourth-order compact finite difference (4cFD) method could obtain higher
order approximations with less grid points [32, 33, 37], which is able to improve the resolution
capacity especially for 0 < ε≪ 1. The aim of this paper is to extend the cubic case to a general
pure power case and establish rigorous error bounds of the 4cFD methods for the NKGE (1.1) in
the long time regime. In our error estimates, we pay particular attention to how the error bounds
depend explicitly on the mesh size h and time step τ as well as the small parameter ε ∈ (0, 1].
Based on our rigorous error estimates, in order to get ‘correct’ numerical approximations of the
NKGE (1.1) up to time at O(ε−p), the ε−scalability of the 4cFD methods should be taken as:
h = O(εp/4) and τ = O(εp/2), p ∈ N+, 0 < ε ≤ 1, (1.5)
which performs better than the classical FDTD methods.
By a rescaling of time, i.e., t→ t/εp, the NKGE (1.1) can be reformulated as an oscillatory
NKGE whose solution propagates waves with wavelength at O(1) and O(εp) in space and time,
respectively. The 4cFD methods to the NKGE (1.1) and the error estimates can be extended
straightforwardly to the oscillatory NKGE.
The rest of the paper is organized as follows. In Section 2, the fourth-order compact finite
difference discretizations are presented for the NKGE (1.1) and the properties of the stability,
energy conservation and solvability are analyzed. In Section 3, we establish rigorous error bounds
of the 4cFD methods for the NKGE (1.1) up to the time at O(ε−p). Numerical results are
reported in Section 4 to confirm our error bounds. In Section 5, we extend the 4cFD methods
and their error bounds to an oscillatory NKGE. Finally, some conclusions are drawn in Section
6. Throughout this paper, we adopt the notation A . B to represent that there exists a generic
constant C > 0, which is independent of the mesh size h and time step τ as well as ε such that
|A| ≤ CB.
2 4cFD methods and their analysis
In this section, we adapt the 4cFD methods to discretize the NKGE (1.1) and analyze their
stability, energy conservation and solvability. For simplicity of notations, we shall only present the
numerical methods and their analysis for the NKGE (1.1) in one dimension (1D). Generalizations
to higher dimensions are straightforward and results remain valid with minor modifications. In
1D, we consider the following NKGE
∂ttu(x, t)− ∂xxu(x, t) + u(x, t) + εpup+1(x, t) = 0, x ∈ Ω = (a, b), t > 0,
u(x, 0) = φ(x), ∂tu(x, 0) = γ(x), x ∈ Ω = [a, b],
(2.1)
with periodic boundary conditions.
3
2.1 4cFD methods
Choose the time step τ := ∆t > 0 and mesh size h := ∆x > 0, and denote M = (b− a)/h being
a positive integer, the grid points and time steps as
xj := a+ jh, j = 0, 1, . . . ,M ; tn := nτ, n = 0, 1, 2, . . . . (2.2)
Define the index sets TM = {j|j = 0, 1, · · · ,M −1}, T 0M = {j|j = 0, 1, 2, · · · ,M}. Denote XM =
{u = (u0, u1, . . . , uM )T |u0 = uM} ∈ RM+1 and we always use u−1 = uM−1 and uM+1 = u1 if
they are involved. The standard discrete l2, semi-H1 and l∞ norms and inner product in XM
are defined as
‖u‖2l2 = h
∑
j∈TM
|uj |2, ‖δ+x u‖2l2 = h
∑
j∈TM
|δ+x uj |2,
‖u‖l∞ = max
j∈TM
|uj |, (u, v) = h
∑
j∈TM
ujvj ,
with δ+x u ∈ XM defined as δ+x uj = (uj+1 − uj)/h for j ∈ TM .
Let unj be the numerical approximation of u(xj , tn) for j ∈ T 0M , n ≥ 0 and denote the
numerical solution at time t = tn as u
n = (un0 , u
n
1 , . . . , u
n
M )
T ∈ XM . We introduce the finite
difference operators as
δ+t u
n
j =
un+1j − unj
τ
, δ−t u
n
j =
unj − un−1j
τ
, δ2t u
n
j =
un+1j − 2unj + un−1j
τ2
,
δ+x u
n
j =
unj+1 − unj
h
, δ−x u
n
j =
unj − unj−1
h
, δ2xu
n
j =
unj+1 − 2unj + unj−1
h2
,
Aunj =
(
1 +
h2
12
δ2x
)
unj =
1
12
(unj−1 + 10u
n
j + u
n
j+1).
To simplify notations, for a function u(x, t) and a grid function un ∈ XM (n ≥ 0), we denote for
n ≥ 1,
u(x, t[n]) =
u(x, tn+1) + u(x, tn−1)
2
, x ∈ Ω¯; u[n]j =
un+1j + u
n−1
j
2
, j ∈ T 0M .
A fourth-order approximation is implemented by replacing the central difference operator δ2x
with (1 − h212 δ2x)δ2x, which requires a five-point stencil. In order to obtain a compact three-point
stencil, (1− h212 δ2x)δ2x is approximated by (1 + h
2
12 δ
2
x)
−1δ2x [32, 33, 34, 36, 42].
In this paper, we consider the following fourth-order compact finite difference (4cFD) meth-
ods:
I. The implicit 4cFD method
δ2t u
n
j −A−1δ2xu[n]j + u[n]j + εpG
(
un+1j , u
n−1
j
)
= 0, j ∈ TM , n ≥ 1. (2.3)
II. The semi-implict 4cFD method
δ2t u
n
j −A−1δ2xu[n]j + u[n]j + εp(unj )p+1 = 0, j ∈ TM , n ≥ 1. (2.4)
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Here,
G(v,w) =
F (v)− F (w)
v − w , v,w ∈ R, F (v) =
∫ v
0
sp+1ds =
vp+2
p+ 2
, v ∈ R. (2.5)
The initial and boundary conditions in (2.1) are discretized as
un+10 = u
n+1
M , u
n+1
−1 = u
n+1
M−1, n ≥ 0; u0j = φ(xj), j ∈ T 0M , (2.6)
where the first step u1 is updated by the initial data and Taylor expansion as
u1j = φ(xj) + τγ(xj) +
τ2
2
[
φ′′(xj)− φ(xj)− εp (φ(xj))p+1
]
, j ∈ T 0M . (2.7)
Remark 2.1 For the first step u1, we can also replace φ′′(xj) by A−1δ2xφ(xj) when it is not easy
to calculate φ′′(x).
Clearly, the above 4cFD methods are time symmetric or time reversible, i.e., they are un-
changed if interchanging n + 1 ↔ n − 1 and τ ↔ −τ . The implicit 4cFD (2.3) can be solved
via either a direct solver or an iterative method. The semi-implicit 4cFD (2.4) can be explicitly
updated in the Fourier space with O(MlnM) computational cost per time step [1, 8]. For other
semi-implicit and explicit schemes, we leave them to readers who are interested in.
2.2 Some useful lemmas
The operator A can be written as a matrix
A =
1
12


10 1 1
1 10 1
. . .
. . .
1 1 10

 . (2.8)
It is easy to check that A is an (M +1)× (M +1) positive definite matrix, then we can introduce
a new discrete norm ‖u‖∗ =
√
(A−1u, u) for u ∈ XM . The following lemmas will be used in our
error estimates. The proof proceeds in the analogous lines as in [34, 42] and we just show the
proof of Lemma 2.3 in detail here for brevity.
Lemma 2.1 For any two grid functions u, v ∈ XM , it holds
(δ+x δ
−
x u, v) = −(δ+x u, δ+x v). (2.9)
Lemma 2.2 The operators A and A−1 are commutative with δ+x and δ−x , i.e. for any grid
function u ∈ XM ,
δ+x Au = Aδ+x u, δ−x Au = Aδ−x u,
δ+x A−1u = A−1δ+x u, δ−x A−1u = A−1δ−x u.
(2.10)
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Lemma 2.3 The discrete norms ‖ · ‖∗ and ‖ · ‖l2 are equivalent. In fact, for any grid function
u ∈ XM , it holds
‖u‖l2 ≤ ‖u‖∗ ≤
√
6
2
‖u‖l2 . (2.11)
Proof. For ∀x ∈ RM+1, x = (x0, x2, · · · , xM )T , we have
12xTAx = 10
M∑
j=0
x2j + 2
M∑
j=1
xj−1xj + 2x0xM
= 10
M∑
j=0
x2j +
M∑
j=1
(xj−1 + xj)
2 −
M∑
j=1
(x2j−1 + x
2
j ) + (x0 + xM )
2 − (x20 + x2M )
= 8
M∑
j=0
x2j +
M∑
j=1
(xj−1 + xj)
2 + (x0 + xM )
2
≥ 8xTx
(2.12)
and
12xTAx = 10
M∑
j=0
x2j + 2
M∑
j=1
xj−1xj + 2x0xM
≤ 10
M∑
j=0
x2j +
M∑
j=1
(x2j−1 + x
2
j) + (x
2
0 + x
2
M )
= 12
M∑
j=0
x2j
= 12xTx.
(2.13)
As we know,
λminx
Tx ≤ xTAx ≤ λmaxxTx, (2.14)
where λmin and λmax are the minimal and maximal eigenvalues of the matrix A, respectively.
We take the left (right) equal if and only if x is the eigenvector of λmin(λmax). From (2.12) and
(2.13), we could obtain
2
3
≤ λmin ≤ λmax ≤ 1.
Applying (2.14) to the matrix A−1, we have
‖u‖2l2 ≤ min
λj∈σ(A−1)
λj‖u‖2l2 ≤ ‖u‖2∗ ≤ max
λj∈σ(A−1)
λj‖u‖2l2 ≤
3
2
‖u‖2l2
which replies
‖u‖l2 ≤ ‖u‖∗ ≤
√
6
2
‖u‖l2 .

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2.3 Stability, energy conservation and solvability
Let T0 > 0 be a fixed constant, and denote
σmax := max
0≤n≤T0ε−p/τ
‖un‖pl∞ . (2.15)
By using the standard von Neumann analysis [5, 8], we have the following lemma for the stability
of the 4cFD methods for the NKGE (2.1).
Lemma 2.4 (stability) For the above 4cFD methods applied to the NKGE (2.1) up to the time
t = T0/ε
p, we have:
(i)The implicit 4cFD (2.3) is unconditionally stable for any h > 0, τ > 0 and 0 < ε ≤ 1.
(ii) When σmax ≤ ε−p, the semi-implicit 4cFD (2.4) is unconditionally stable for any h > 0
and τ > 0; and when σmax > ε
−p, this scheme is conditionally stable under the stability condition
0 < τ <
2√
εpσmax − 1
, h > 0, 0 < ε ≤ 1. (2.16)
Proof. Replacing the nonlinear term by f(u) = εpσmaxu, plugging
un−1j =
∑
l
Uˆle
2ijlpi/M , unj =
∑
l
ξlUˆle
2ijlpi/M , un+1j =
∑
l
ξ2l Uˆle
2ijlpi/M ,
into (2.3) and (2.4), with ξl the amplification factor of the lth mode in phase space, we have the
characteristic equation with the following structure
ξ2l − 2θlξl + 1 = 0, l = −
M
2
, · · · , M
2
− 1, (2.17)
where θl ∈ R is determined by the 4cFD methods (2.3) and (2.4). Solving the characteristic
equation (2.17), we have ξl = θl ±
√
θ2l − 1. The stability of numerical schemes amounts to
|ξl| ≤ 1 ⇐⇒ |θl| ≤ 1, l = −M
2
, · · · , M
2
− 1. (2.18)
(i) For the implicit 4cFD (2.3), we have
0 ≤ θl = 2
2 + τ2(1 + εpσmax + cλ2l )
≤ 1, l = −M
2
, · · · , M
2
− 1, (2.19)
with
c =
3
3− sin2 ( pilM ) , λl =
2
h
sin
(
pil
M
)
, µl =
2pil
b− a, l = −
M
2
, · · · , M
2
− 1. (2.20)
This implies that the implicit 4cFD (2.3) is unconditionally stable for any h > 0, τ > 0 and
0 < ε ≤ 1.
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(ii) For the semi-implicit 4cFD (2.4), we have
θl =
2− τ2εpσmax
2 + τ2(1 + cλ2l )
, l = −M
2
, · · · , M
2
− 1. (2.21)
Noticing c ≥ 1 and 0 ≤ λ2l ≤ 4h2 , when σmax ≤ ε−p, or σmax > ε−p with the condition (2.16), we
can get
τ2(εpσmax − 1− cλ2l ) ≤ τ2(εpσmax − 1) ≤ 4 =⇒ |θl| ≤ 1, l = −
M
2
, · · · , M
2
− 1.
The proof is completed. 
Remark 2.2 The stability of the semi-implicit 4cFD (2.4) is related to σmax, dependent on the
boundedness of the l∞ norm of the numerical solution un. The error estimates up to the previous
time step could ensure the boundedness, by the inverse inequality, and such an error estimate
could be recovered at the next time step, as given by the Theorem presented in Section 3.
The implicit 4cFD (2.3) conserves the energy in the discrete level, while the semi-implicit
4cFD (2.4) does not. We have the following lemma for the energy conservation.
Lemma 2.5 (energy conservation) For n ≥ 0, the implicit 4cFD (2.3) conserves the discrete
energy as
En :=‖δ+t un‖2l2 +
1
2
(‖δ+x un‖2∗ + ‖δ+x un+1‖2∗)+ 12 (‖un‖2l2 + ‖un+1‖2l2)
+
εph
p+ 2
∑
j∈TM
[
|unj |p+2 + |un+1j |p+2
]
≡ E0.
(2.22)
Lemma 2.6 (solvability of the 4cFD methods) For any given un, un−1(n ≥ 1), there exists a
unique solution un+1 of the 4cFD methods (2.3) and (2.4) with (2.6) and (2.7).
The proofs of Lemmas 2.5 and 2.6 proceed in the analogous lines as in [5, 8, 9] and we omit
the details here for brevity.
3 Error estimates for the 4cFD methods
In this section, we will rigorously establish the error bounds of the 4cFD methods for the NKGE
(2.1).
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3.1 Main results
According to the known results in [22, 23, 31] and references therein, we can make the assumptions
on the exact solution u of the NKGE (2.1) up to the time t = T0/ε
p:
(A)
u ∈ C([0, T0/εp];W 6,∞p ) ∩ C2([0, T0/εp];W 4,∞) ∩ C4([0, T0/εp];W 2,∞),∥∥∥∥ ∂r+q∂tr∂xq u(x, t)
∥∥∥∥
L∞
. 1, 0 ≤ r ≤ 4, 0 ≤ r + q ≤ 6,
here Wm,∞p = {u ∈Wm,∞| ∂l∂xlu(a) = ∂
l
∂xl
u(b), 0 ≤ l < m} for m ≥ 1.
Denote M0 = supε∈(0,1] ‖u(x, t)‖L∞ and the error function en ∈ XM (n ≥ 0) as
enj = u(xj, tn)− unj , j ∈ T 0M , n ≥ 0, (3.1)
where un ∈ XM is the numerical approximation of the NKGE (2.1), then we have the following
error estimates for the implicit 4cFD (2.3) with (2.6) and (2.7):
Theorem 3.1 Under the assumption (A), there exist constants h0 > 0 and τ0 > 0 sufficiently
small and independent of ε, such that for any 0 < ε ≤ 1, when 0 < h ≤ h0εp/4, 0 < τ ≤ τ0εp/2,
the following two error estimates of the scheme (2.3) with (2.6) and (2.7) hold
‖en‖l2 + ‖δ+x en‖l2 .
h4
εp
+
τ2
εp
, ‖un‖l∞ ≤ 1 +M0, 0 ≤ n ≤ T0/ε
p
τ
. (3.2)
For the semi-implict 4cFD (2.4) with (2.6) and (2.7), the error bounds can be established as
follows:
Theorem 3.2 Under the assumption (A), there exist constants h0 > 0 and τ0 > 0 sufficiently
small and independent of ε, such that for any 0 < ε ≤ 1, when 0 < h ≤ h0εp/4, 0 < τ ≤ τ0εp/2
and under the stability condition (2.16), the following two error estimates of the scheme (2.4)
with (2.6) and (2.7) hold
‖en‖l2 + ‖δ+x en‖l2 .
h4
εp
+
τ2
εp
, ‖un‖l∞ ≤ 1 +M0, 0 ≤ n ≤ T0/ε
p
τ
. (3.3)
Remark 3.1 The above error bounds in Theorem 3.1 and Theorem 3.2 are still valid in higher
dimensions, e.g., d = 2, 3, provided that the technical conditions 0 < h . εp/4
√
Cd(h) and
0 < τ . εp/2
√
Cd(h) with
Cd(h) =
{
1/| ln h|, d = 2,
h1/2, d = 3.
(3.4)
The reason is due to the discrete Sobolev inequality [1, 5, 10, 40]:
‖un‖l∞ . 1
Cd(h)
(‖un‖l2 + ‖δ+x un‖l2) . (3.5)
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Based on the above theorems, the 4cFD methods have the following spatial/temporal reso-
lution capacity for the NKGE (2.1) in the long time regime. In fact, given an accuracy bound
δ0 > 0, the ε-scalability of the 4cFD methods is:
h = O(εp/4
√
δ0) = O(ε
p/4), τ = O(εp/2
√
δ0) = O(ε
p/2), 0 < ε ≤ 1. (3.6)
Compared with the commonly used standard FDTD methods [8], the results can attain higher
order accuracy in space for a given mesh size or improve the spatial resolution capacity, i.e., it
needs less grid points while maintaining the same accuracy.
3.2 Proof of Theorem 3.2
For the semi-implicit 4cFD method, we establish the error bounds in Theorem 3.2 by the method
of mathematical induction [1, 3]. Throughout this section, the stability condition (2.16) is
assumed.
Denote the local truncation error as ξn ∈ XM for 0 ≤ n ≤ T0/ε
p
τ − 1
ξ0j := δ
+
t u(xj , 0)− γ(xj)−
τ
2
[
φ′′(xj)− φ(xj)− εp(φ(xj))p+1
]
, j ∈ TM ,
ξnj := δ
2
t u(xj , tn)−A−1δ2xu(xj , t[n]) + u(xj , t[n]) + εpup+1(xj , tn), n ≥ 1,
(3.7)
and the error of the nonlinear term as ηn ∈ XM
ηnj := ε
p
(
up+1(xj , tn)− (unj )p+1
)
, j ∈ TM , 1 ≤ n ≤ T0/ε
p
τ
− 1. (3.8)
We begin with the error estimates of local truncation error ξn ∈ XM .
Lemma 3.1 Under the assumption (A), we have
‖ξ0‖l2 + ‖δ+x ξ0‖l2 . τ2, ‖ξn‖l2 . h4 + τ2, 1 ≤ n ≤
T0/ε
p
τ
− 1. (3.9)
Proof. Under the assumption (A), by applying the Taylor expansion, Young’s inequality and
Lemma 2.2, we have
|ξ0j | . τ2‖∂tttu‖L∞ . τ2, j ∈ TM ,
|Aξnj | . τ2 [‖∂ttu‖L∞ + ‖∂ttttu‖L∞ + ‖∂ttxxu‖L∞ + ‖∂ttttxxu‖L∞ ]
+ h4 [‖∂xxxxu‖L∞ + ‖∂ttxxxxu‖L∞ + ‖∂xxxxxxu‖L∞ ] . h4 + τ2, n ≥ 1,
which leads to |ξnj | . h4 + τ2 for j ∈ TM, n ≥ 1. Similarly, we have |δ+x ξ0j | . τ2 for j ∈ TM.
These immediately imply (3.9). 
Next, the error equation for the semi-implicit 4cFD (2.4) is
δ2t e
n
j −A−1δ2xe[n]j + e[n]j = ξnj − ηnj , 1 ≤ n ≤
T0/ε
p
τ
,
e0j = 0, e
1
j = τξ
0
j , j ∈ TM .
(3.10)
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We will improve Theorem 3.2 by the method of mathematical induction. For n = 0, (3.3) is
trivial. For n = 1, the error function (3.10) and the error estimates of the local truncation error
(3.9) imply
‖e1‖l2 = τ‖ξ0‖l2 ≤ C1τ3, ‖δ+x e1‖l2 = τ‖δ+x ξ0‖l2 ≤ C1τ3.
By the triangle inequality, discrete Sobolev inequality and the assumption (A), there exist a
constant τ1 > 0 sufficiently small, when 0 < τ < τ1, we have
‖u1‖l∞ ≤ ‖u (x, t1) ‖L∞ + ‖e1‖l∞ ≤ ‖u (x, t1) ‖L∞ + ‖e1‖l2 + ‖δ+x e1‖l2 ≤M0 + 1,
which immediately implies (3.3) for n = 1.
Now assuming that (3.3) is valid for all 0 ≤ n ≤ m − 1 ≤ T0/εpτ − 1, it needs to prove that
it is still valid when n = m. Under the assumption (A), the error of the nonlinear term ηn for
1 ≤ n ≤ m− 1 can be controlled as
‖ηn‖l2 ≤ C2εp‖en‖l2 , 1 ≤ n ≤ m− 1. (3.11)
Define the ‘energy’ for the error vector en ∈ XM (n ≥ 0) as
Sn = ‖δ+t en‖2l2 +
1
2
(‖δ+x en‖2∗ + ‖δ+x en+1‖2∗)+ 12 (‖en‖2l2 + ‖en+1‖2l2) , n ≥ 0.
By Lemma 2.3, it is easy to see that
S0 = ‖δ+t e0‖2l2 +
1
2
‖δ+x e1‖2∗ +
1
2
‖e1‖2l2 . τ4.
Multiplying both sides of (3.10) by h
(
en+1j − en−1j
)
, summing up for j and using the Young’s
inequality, the inequality (3.11), the Lemma 2.1, 2.2 and 3.1, we derive
Sn − Sn−1 = h
M−1∑
j=0
(
ξnj − ηnj
) (
en+1j − en−1j
)
≤ τε−p (‖ξn‖2l2 + ‖ηn‖2l2)+ τεp (‖δ+t en‖2l2 + ‖δ+t en−1‖2l2)
. τεp
(
Sn + Sn−1
)
+ τε−p
(
h4 + τ2
)2
, 1 ≤ n ≤ m− 1.
(3.12)
Summing the above inequalities from 1 to m− 1, there exists a constant C3 > 0 such that
Sm−1 ≤ S0 + C3τεp
m−1∑
n=0
Sn + C3T0ε
−2p
(
h4 + τ2
)2
. (3.13)
Then the discrete Gronwall’s inequality [28] suggests that there exists a constant τ2 > 0 suffi-
ciently small such that when 0 < τ ≤ τ2, the following holds
Sm−1 ≤
(
S0 + C3T0ε
−2p
(
h4 + τ2
)2)
e2C3mε
pτ . ε−2p
(
h4 + τ2
)2
. (3.14)
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From the definition of Sm−1 and Lemma 2.3, we can obtain that ‖em‖2l2 + ‖δ+x em‖2l2 ≤ C4Sm−1
when 0 < ε ≤ 1, which immediately implies
‖em‖l2 + ‖δ+x em‖l2 .
h4
εp
+
τ2
εp
. (3.15)
The first inequality in (3.3) is valid for n = m and it remains to estimate ‖um‖l∞ . In fact, the
discrete Sobolev inequality implies
‖em‖l∞ . ‖em‖l2 + ‖δ+x em‖l2 .
h4
εp
+
τ2
εp
. (3.16)
Thus, there exist h0 > 0 and τ3 > 0 sufficiently small, when 0 < h ≤ h0εp/4 and 0 < τ ≤ τ3εp/2,
we obtain
‖um‖l∞ ≤ ‖u(x, tm)‖L∞ + ‖em‖l∞ ≤M0 + 1, 1 ≤ m ≤ T0ε−p/τ. (3.17)
Under the stability condition (2.16) and the choice of τ0 = min{τ1, τ2, τ3}, the estimates in
(3.3) are valid when n = m. Hence, the proof of Theorem 3.2 is completed by the method of
mathematical induction.
Remark 3.2 For the proof of Theorem 3.1, we just give the outline here and omit the details
the for brevity. The key of the proof is to use the cut-off technique to deal with the nonlinearity
and overcome the difficulty in uniformly bounding the numerical solution [8, 9, 10]. Firstly, we
truncate the nonlinearity by a global Lipschitz function with compact support. Secondly, using
the analogous energy method, we establish the error bounds if the exact solution is bounded and
the numerical solution is close to it under some conditions. Finally, we obtain the error bounds
for the implicit 4cFD method by the solvability and uniqueness of the scheme.
4 Numerical results
In this section, we present numerical results for the NKGE (2.1) up to the long time at O(ε−p)
by our proposed 4cFD methods. In the numerical experiments, we take p = 2, a = 0, b = 2pi
and choose the initial data as
φ(x) = 3/(2 + cos(x)), γ(x) = sin(x), 0 ≤ x ≤ 2pi. (4.1)
Denote unh,τ as the numerical solution at time t = tn obtained by the semi-implicit 4cFD method
with mesh size h and time step τ . To quantify the numerical errors, we introduce the error
function as follows:
eh,τ (tn) =
√
‖u(·, tn)− unh,τ‖2l2 + ‖δ+x (u(·, tn)− unh,τ )‖2l2 . (4.2)
The ‘exact’ solution is obtained numerically by the exponential wave integrator Fourier pseu-
dospectral method [5, 25] with a very fine mesh size and a very small time step, e.g. he = pi/256
and τe = 2× 10−5. The errors are displayed at t = 1/ε2. For spatial error analysis, the time step
is set as τ = 2× 10−5 such that the temporal error can be neglected; for temporal error analysis,
we set the mesh size as h = pi/256 such that the spatial error can be ignored.
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Tables 1 and 2 present the spatial and temporal errors for different 0 < ε ≤ 1, respectively.
From Tables 1 and 2 and additional similar numerical results not shown here for brevity, we can
draw the following observations:
(i) For any fixed ε = ε0 > 0, the 4cFD methods are fourth-order accurate in space and
second-order accurate in time (cf. the first rows in Tables 1 and 2). (ii) In the long time regime,
the fourth order convergence in space and second order convergence in time can be observed only
when 0 < h . εp/4 and 0 < τ . εp/2 (cf. upper triangles above the diagonals (corresponding to
h ∼ εp/4 and τ ∼ εp/2, and being labelled in bold letters) in Tables 1 and 2), which again confirm
our error estimates. In summary, our numerical results confirm our rigorous error estimates and
show that they are sharp.
Table 1: Spatial errors of the semi-implicit 4cFD (2.4) for the NKGE (2.1) with (4.1)
eh,τe(t = 1/ε
2) h0 = pi/8 h0/2 h0/2
2 h0/2
3 h0/2
4
ε0 = 1 1.50E-2 9.58E-4 6.02E-5 3.75E-6 2.37E-7
Order - 3.97 3.99 4.00 3.98
ε0/2
2 1.02E-1 7.23E-3 5.00E-4 3.21E-5 1.99E-6
Order - 3.82 3.85 3.96 4.01
ε0/2
4 7.80E-1 6.89E-2 8.26E-3 5.05E-4 3.17E-5
Order - 3.50 3.06 4.03 3.99
ε0/2
6 5.13E-1 5.48E-1 8.43E-2 7.49E-3 4.83E-4
Order - -0.10 2.70 3.49 3.95
5 Extension to an oscillatory NKGE
By a rescaling in time s = εpt and denoting v(x, s) := u(x, s/εp) = u(x, t), we can reformulate
the NKGE (1.1) into the following oscillatory NKGE
ε2p∂ssv(x,s)−∆v(x, s) + v(x, s) + εpvp+1(x, s) = 0, x ∈ Td, s > 0,
v(x, 0) = φ(x), ∂sv(x, 0) = ε
−pγ(x), x ∈ Td,
(5.1)
which is also time symmetric or time reversible and conserves the energy, i.e.,
E(s) :=
∫
Td
[
ε2p|∂sv(x, s)|2 + |∇v(x, s)|2 + |v(x, s)|2 + 2ε
p
p+ 2
|v(x, s)|p+2
]
dx
≡
∫
Td
[
|γ(x)|2 + |∇φ(x)|2 + |φ(x)|2 + 2ε
p
p+ 2
|φ(x)|p+2
]
dx
=E(0) = O(1), s ≥ 0.
(5.2)
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Table 2: Temporal errors of the semi-implicit 4cFD (2.4) for the NKGE (2.1) with (4.1)
ehe,τ (t = 1/ε
2) τ0 = 0.2 τ0/2 τ0/2
2 τ0/2
3 τ0/2
4 τ0/2
5
ε0 = 1 6.02E-2 1.66E-2 4.32E-3 1.10E-3 2.77E-4 6.96E-5
Order - 1.86 1.94 1.97 1.99 1.99
ε0/2 2.23E-1 5.92E-2 1.50E-2 3.78E-3 9.46E-4 2.37E-4
Order - 1.91 1.98 1.99 2.00 2.00
ε0/2
2 5.25E-1 1.46E-1 3.86E-2 9.85E-3 2.48E-3 6.20E-4
Order - 1.85 1.92 1.97 1.99 2.00
ε0/2
3 1.40E+0 4.82E-1 1.14E-1 2.80E-2 7.03E-3 1.76E-3
Order - 1.54 2.08 2.03 1.99 2.00
ε0/2
4 3.26E+0 1.56E+0 4.83E-1 1.17E-1 2.95E-2 7.36E-3
Order - 1.06 1.69 2.05 1.99 2.00
In fact, the long time dynamics of the NKGE (1.1) up to the time at O(ε−p) is equivalent to
the dynamics of the oscillatory NKGE (5.1) up to the fixed time at O(1). The solution of the
NKGE (1.1) propagates waves with wavelength at O(1) in both space and time, and wave speed
in space at O(1) too, while the solution of the oscillatory NKGE (5.1) propagates waves with
wavelength at O(1) and O(εp) in space and time, respectively. To illustrate this, Figure 1 shows
the solutions v(pi, s) and v(x, 1) of the oscillatory NKGE (5.1) with d = 1, p = 2, T = (0, 2pi)
and initial data (4.1) for different 0 < ε ≤ 1.
0 0.2 0.4 0.6 0.8 1
-3
-2
-1
0
1
2
3
4
5
0 1 2 3 4 5 6
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
Figure 1: The solutios of the oscillatory NKGE (5.1) with d = 1, p = 2 and initial data (4.1) for
different ε: (a) v(pi, s), (b) v(x, 1).
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In the following, we extend the 4cFD methods and their error bounds for the NKGE (1.1)
in Sections 2&3 to the oscillatory NKGE (5.1). For simplicity of notations, the 4cFD methods
and their error bounds are only presented in 1D, and the results can be generalized to higher
dimensions with minor modifications. In addition, the proof of the error bounds is quite similar
to that in Section 3, and the details are omitted for brevity. We adopt similar notations as those
used in Sections 2&3 except stated otherwise. In 1D, we consider the following oscillatory NKGE
ε2p∂ssv(x, s)− ∂xxv(x, s) + v(x, s) + εpvp+1(x, s) = 0, x ∈ Ω = (a, b), s > 0,
v(x, 0) = φ(x), ∂sv(x, 0) = ε
−pγ(x), x ∈ Ω = [a, b], (5.3)
with periodic boundary conditions.
5.1 4cFD methods
Choose the temporal step size k := ∆s > 0 and denote time steps as sn := nk for n ≥ 0. Let vnj
be the numerical approximation of v(xj , sn) for j ∈ T 0M , n ≥ 0 and denote the numerical solution
at time s = sn as v
n ∈ XM . Similarly, we consider the following 4cFD methods:
I. The implicit 4cFD method
ε2pδ2sv
n
j −A−1δ2xv[n]j + v[n]j + εpG
(
vn+1j , v
n−1
j
)
= 0, j ∈ TM , n ≥ 1. (5.4)
II. The semi-implicit 4cFD method
ε2pδ2sv
n
j −A−1δ2xv[n]j + v[n]j + εp(vnj )p+1 = 0, j ∈ TM , n ≥ 1. (5.5)
The initial and boundary conditions in (5.3) are discretized as
vn+10 = v
n+1
M , v
n+1
−1 = v
n+1
M−1, n ≥ 0; v0j = φ(xj), j ∈ T 0M , (5.6)
where the first step v1 is updated by the Taylor expansion as
v1j = φ(xj) +
k
εp
γ(xj) +
k2
2ε2p
[
φ′′(xj)− φ(xj)− εp (φ(xj))p+1
]
, j ∈ T 0M . (5.7)
We remark here that in the approximation of the first step vale, in order to uniformly bound
v1 ∈ XM for ε ∈ (0, 1], kε−p and k2ε−2p are replaced by sin(kε−p) and k sin(kε−2p), respectively
[8].
5.2 Stability and energy conservation
Let T0 > 0 be a fixed constant, and denote
σ˜max := max
0≤n≤T0/k
‖vn‖pl∞ . (5.8)
Similarly, we can conclude the stability of the above 4cFD methods for the oscillatory NKGE
(5.3) up to the fixed time s = T0 in the following lemma.
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Lemma 5.1 (stability) For the above 4cFD methods applied to the oscillatory NKGE (5.3) up
to the fixed time s = T0, we have:
(i) The implicit 4cFD (5.4) is unconditionally stable for any h > 0, k > 0 and 0 < ε ≤ 1.
(ii)When σ˜max ≤ ε−p, the semi-implicit 4cFD (5.5) is unconditionally stable for any h > 0
and k > 0; and when σ˜max > ε
−p, this scheme is conditionally stable under the stability condition
0 < k <
2εp√
εpσ˜max − 1
, h > 0, 0 < ε ≤ 1. (5.9)
For the implicit 4cFD (5.4), we have the following conservation property:
Lemma 5.2 The implicit 4cFD (5.4) conserves the discrete energy as
En =ε2p‖δ+s vn‖2l2 +
1
2
(‖δ+x vn‖2∗ + ‖δ+x vn+1‖2∗)+ 12 (‖vn‖2l2 + ‖vn+1‖2l2)
+
εph
p+ 2
∑
j∈TM
[
|vnj |p+2 + |vn+1j |p+2
]
≡ E0, n ≥ 0.
(5.10)
5.3 Main results
Motivated by the analytical results and the assumptions on the NKGE (2.1), we can make the
assumptions on the exact solution v of the oscillatory NKGE (5.3):
(B)
v ∈ C([0, T0];W 6,∞p ) ∩ C2([0, T0];W 4,∞) ∩ C4([0, T0];W 2,∞),∥∥∥∥ ∂r+q∂sr∂xq u(x, t)
∥∥∥∥
L∞
.
1
εpr
, 0 ≤ r ≤ 4, 0 ≤ r + q ≤ 6,
Define the error function e˜n ∈ XM (n ≥ 0) as
e˜nj = v(xj , sn)− vnj , j ∈ T 0M , n ≥ 0, (5.11)
where vn ∈ XM is the numerical approximation of the oscillatory NKGE (5.3) obtained by the
4cFD methods. By taking k = εpτ in the 4cFD methods for the NKGE (2.1), we can directly
get the error bounds of the 4cFD methods for the oscillatory NKGE (5.3).
Theorem 5.1 Under the assumption (B), there exist constants h0 > 0 and k0 > 0 sufficiently
small and independent of ε, such that for any 0 < ε ≤ 1, when 0 < h ≤ h0εp/4, 0 < k ≤ k0ε3p/2,
the following two error estimates of the scheme (5.4) with (5.6) and (5.7) hold
‖e˜n‖l2 + ‖δ+x e˜n‖l2 .
h4
εp
+
k2
ε3p
, ‖vn‖l∞ ≤ 1 +M0, 0 ≤ n ≤ T0
k
. (5.12)
Theorem 5.2 Under the assumption (B), there exist constants h0 > 0 and k0 > 0 sufficiently
small and independent of ε, such that for any 0 < ε ≤ 1, when 0 < h ≤ h0εp/4, 0 < k ≤ k0ε3p/2
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and under the stability condition (5.9), the following two error estimates of the scheme (5.5) with
(5.6) and (5.7) hold
‖e˜n‖l2 + ‖δ+x e˜n‖l2 .
h4
εp
+
k2
ε3p
, ‖vn‖l∞ ≤ 1 +M0, 0 ≤ n ≤ T0
k
. (5.13)
Based on the above theorems, given an accuracy bound δ0 > 0, the ε-scalability of the 4cFD
methods for the oscillatory NKGE (5.3) should be taken as:
h = O(εp/4
√
δ0) = O(ε
p/4), k = O(ε3p/2
√
δ0) = O(ε
3p/2), 0 < ε ≤ 1. (5.14)
The result indicates that the 4cFD methods have better spatial resolution capacity than the
FDTD methods [8]. Also, it is useful for choosing mesh size and time step such that the numerical
results are trustable.
5.4 Numerical results of the oscillatory NKGE in the whole space
To avoid too much repetition, we consider the following oscillatory NKGE in d-dimensional
(d = 1, 2, 3) whole space
ε2p∂ssv(x,s)−∆v(x, s) + v(x, s) + εpvp+1(x, s) = 0, x ∈ Rd, s > 0,
v(x, 0) = φ(x), ∂sv(x, 0) = ε
−pγ(x), x ∈ Rd. (5.15)
Similar to the oscillatory NKGE (5.1), the solution of the oscillatory NKGE (5.15) propagates
waves with wavelength at O(1) in space and O(εp) in time, and wave speed in space at O(ε−p).
To illustrate the rapid wave propagation in space at O(ε−p), Figure 2 shows the solution v(x, 1)
of the oscillatory NKGE (5.15) with d = 1, p = 2 and initial data
φ(x) = e−x
2
and γ(x) = 1/(ex
2
+ e−x
2
), x ∈ R. (5.16)
In the following, we report numerical results of the oscillatory NKGE (5.15) with d = 1 and
p = 1. The initial data is chosen as (5.16) and the bounded computational domain is taken as
Ωε = (−4− 1/ε, 4 + 1/ε). The ‘exact’ solution is obtained numerically by the exponential wave
integrator Fourier pseudospectral method with a very fine mesh size and a very small time step,
e.g. he = 1/64 and ke = 10
−5. Denote vnh,k as the numerical solution at s = sn obtained by the
semi-implicit 4cFD method with mesh size h and time step k. The errors are displayed at s = 1.
For spatial error analysis, the time step is set as k/ε2/3 = 10−4 such that the temporal error can
be neglected; for temporal error analysis, we set the mesh size as h = 1/64 such that the spatial
error can be ignored.
Tables 3 and 4 present the spatial and temporal errors for different 0 < ε ≤ 1, respectively.
From Tables 3 and 4 and additional similar numerical results not shown here for brevity, we can
draw the following observations:
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Figure 2: The solutions v(x, 1) of the oscillatory NKGE (5.15) with d = 1, p = 2 and initial data
(5.16) for different ε.
(i) For any fixed ε = ε0 > 0, the 4cFD methods are fourth-order accurate in space and second-
order accurate in time (cf. the first rows in Tables 3 and 4). (ii) In the highly oscillatory case,
the fourth order convergence in space and second order convergence in time can be observed only
when 0 < h . εp/4 and 0 < k . ε3p/2 (cf. upper triangles above the diagonals (corresponding to
h ∼ εp/4 and k ∼ ε3p/2, and being labelled in bold letters) in Tables 3 and 4), which again confirm
our error estimates. In summary, our numerical results confirm our rigorous error estimates and
show that they are sharp.
Table 3: Spatial errors of the semi-implicit 4cFD (5.5) for the NKGE (5.15) with d = 1, p = 1
and initial data (5.16)
eh,ke(s = 1) h0 = 1/2 h0/2 h0/2
2 h0/2
3
ε0 = 1 1.28E-2 8.12E-4 5.14E-5 3.23E-6
Order - 3.98 3.98 3.99
ε0/2
4 1.48E-1 1.21E-2 8.04E-4 5.03E-5
Order - 3.61 3.91 4.00
ε0/2
8 6.80E-1 1.55E-1 1.22E-2 8.13E-4
Order - 2.13 3.67 3.91
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Table 4: Temporal errors of the semi-implicit 4cFD (5.5) for the NKGE (5.15) with d = 1, p = 1
and initial data (5.16)
ehe,k(s = 1) k0 = 0.1 k0/2 k0/2
2 k0/2
3 k0/2
4 k0/2
5
ε0 = 1 2.25E-2 6.00E-3 1.54E-3 3.91E-4 9.83E-5 2.46E-5
Order - 1.91 1.96 1.98 1.99 2.00
ε0/2
2/3 8.56E-2 2.38E-2 6.18E-3 1.57E-3 3.95E-4 9.91E-5
Order - 1.85 1.95 1.98 1.99 1.99
ε0/2
4/3 3.04E-1 8.92E-2 2.35E-2 5.99E-3 1.51E-3 3.78E-4
Order - 1.77 1.92 1.97 1.99 2.00
ε0/2
6/3 9.50E-1 3.31E-1 9.17E-2 2.35E-2 5.92E-3 1.48E-3
Order - 1.52 1.85 1.96 1.99 2.00
ε0/2
8/3 1.97E+0 1.02E+0 3.48E-1 9.33E-2 2.36E-2 5.89E-3
Order - 0.95 1.55 1.90 1.98 2.00
6 Conclusion
The fourth-order compact finite difference (4cFD) methods were adapted to solve the nonlinear
Klein-Gordon equation (NKGE), while the nonlinearity strength is characterized by εp with
a constant p ∈ N+ and a dimensionless parameter ε ∈ (0, 1]. Rigorous error bounds were
established for the long time dynamics of the NKGE up to the time at O(ε−p). The error
bounds depend explicitly on the mesh size h, time step τ and the small parameter ε ∈ (0, 1],
which indicate the spatial/temporal resolution capacity of the 4cFD methods. Based on the
error bounds, in order to obtain ‘correct’ numerical solution of the NKGE up to the long time
at O(ε−p), the ε−scalability (or meshing strategy requirement) of the 4cFD methods should be
taken as : h = O(εp/4) and τ = O(εp/2), which has better spatial resolution capacity than the
classical second order central difference methods. In addition, the 4cFD methods were extended
to an oscillatory NKGE and the error bounds on a fixed time were obtained straightforwardly.
Numerical results were reported to confirm our error bounds and demonstrate that they are
sharp.
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