Abstract-The traditional KNN text classification algorithm used all training samples for classification, so it had a huge number of training samples and a high degree of calculation complexity, and it also didn't reflect the different importance of different samples. In allusion to the problems mentioned above, an improved KNN text classification algorithm based on clustering center is proposed in this paper. Firstly, the given training sets are compressed and the samples near by the border are deleted, so the multipeak effect of the training sample sets is eliminated. Secondly, the training sample sets of each category are clustered by k-means clustering algorithm, and all cluster centers are taken as the new training samples. Thirdly, a weight value is introduced, which indicates the importance of each training sample according to the number of samples in the cluster that contains this cluster center. Finally, the modified samples are used to accomplish KNN text classification. The simulation results show that the algorithm proposed in this paper can not only effectively reduce the actual number of training samples and lower the calculation complexity, but also improve the accuracy of KNN text classification algorithm.
I. INTRODUCTION
With the rapid development of internet, a large number of text information begin to exist with the form of computer-readable and increase exponentially. The data and resource of internet take on the character of massive. In order to effectively manage and utilize this large amount of document data, text mining and content-based information retrieval have gradually become the hotspot research field in the world. Text classification is an important foundation for information retrieval and text mining, the main task is assigning text document to one or more predefined categories according its content and the labeled training samples [1] . Text classification has been used extensively. For example, some government departments and enterprises made use of text classification for email filtering. This kind of email classifiers can not only filter out junk emails, but also distribute emails to the corresponding departments according to the content. Text classification technology also widely used in web search engines, which can filter the message that users don't concern about and supply their interested content. So we can take a conclusion that in the process of information services, text classification is a fundamental and important method, it could help users to organize and access to information and it has very important research value.
Study on text classification abroad dated back to the late 1950s, H.P.Luhn had done some ground-breaking research work and proposed the methodology of using word frequency for text automatic classification. In 1960, Maron published the first paper on text automatic classification, and then, a large number of scholars got fruitful research in this field. So far, the text classification technology in foreign country has been applied in many fields, such as email filtering, electronic meetings and information retrieval. There has also developed a number of relatively mature software, such as Intelligent Miner For Text developed by IBM, which can classify, cluster and get summary for the commercial documents; Net Owl Extractor developed by SAR implemented the function of text clustering, classification and email filtering; and also Insight Discoverer Categorizer developed by TENIS can filter out junk emails and knowledge management for the commercial documents [2] .
Study on text classification in China had a late start. Professor Hou Han-Qing had done much research on text mining and introduced the conception of foreign computer management tables, computer information retrieval, and computer text automatic classification in 1981. Afterwards [2] .
Currently, the research on text classification has been made a lot of development, and the common algorithms for text classification include K nearest neighbor algorithm (KNN), Bayes algorithm, Support Vector Machine algorithm (SVM), decision tree algorithms, neural network algorithm (Nnet), Boosting algorithm, etc [2] . KNN is one of the most popular and extensive among these, but it still has many defects, such as great calculation complexity, no difference between characteristic words, does not consider the associations between the keywords and so on. In order to avoid these defects, many researchers had proposed some improvements. On account of the fact that the traditional method lacked of consideration of associations between the keywords, literature [3] proposed an improved KNN method which applied vector-combination technology to extract the associated discriminating words according to the CHI statistic distribution. The technology of vectorcombination can reduce the dimensions of the text feature vector and improve the accuracy efficiently, but it can't highlight the key words which have more contribution to classification. Literature [4] proposed a fast KNN algorithm named FKNN directed to the shortcomings of great calculation, but it can't raise the accuracy. In order to reduce the high calculation complexity, this paper used clustering method and chosen the cluster centers as the representative points which made the training sets become smaller, and for overcoming the defect of no difference between characteristic words, this paper introduced a weight value for each new training sample which can indicate the degree of the importance when classified the documents, so this algorithm can both increase the efficiency and improve the accuracy of the algorithm.
II. KNN TEXT CLASSIFICATION ALGORITHM

A. Problem Description
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B. Pre-processing of Text Classification
In order to classify the document, the first problem must be solved is how to represent the document in computer. The common models for text presentation include Boolean Logic Model, Probability Model and Vector Space Model [1] . Vector Space Model has been used in many text classification algorithms because of its merits, and the core idea is to make the document become a numeral vector in multi-dimension space, so this paper also adopts Vector Space Model for text presentation.
The pre-processing of text classification includes many key technologies, such as sentence segmentation, remove stop words, feature extraction and weight calculation.
Sentence segmentation means to divide the sentence which doesn't have clearly sign between words such as Chinese sentence into words. Sentence segmentation algorithm is introduced to process Chinese documents because of its character. The existing sentence segmentation algorithms include segmentation based on string matching, segmentation based on words understanding and segmentation based on statistic [7] . We used Backward Maximum Matching (BMM) method which is one algorithm of the segmentation based on string matching in this paper, and the machine dictionary used in BMM is from a standard vocabulary which includes 213663 words [8] .
The words which can't reflect the content of document and nearly have no effect on classification are called stop words, so it's necessary to remove the stop words and it also reduces the dimension of vector. Commonly, stop words vocabulary include expletive, pronoun, quantifier and the other no meaningful words. We can get the Chinese stop words vocabulary from literature [9] .
Feature extraction means that choose a subset T' from the original feature collection T under the condition that T' doesn't influence the classification effect. The common methods for feature extraction include Document Frequency, Information Gain, Mutual Information, and CHI Statistic. We use Information Gain for feature extraction in this paper [10] .
When considering term W, the information gain is defined as following: is the ratio of the number of documents which don't include term W but belong to j C category to the number of documents which don't include term W in all training samples; After calculating information gain, in order to reduce then dimension, we removed the terms which satisfy that Its InfoGain less than a given threshold and treated the InfoGain as the weight value for the other term. With preprocessing for the document, it becomes a plain vector, and then we can use it for classification.
C. KNN Text Classification Algorithm
KNN is one of the most important non-parameter algorithms in pattern recognition field [11] and it's a supervised learning predictable classification algorithm. The classification rules of KNN are generated by the training samples themselves without any additional data. KNN classification algorithm predicts the test sample's category according to the K training samples which are the nearest neighbors to the test sample, and judge it to that category which has the largest category probability. The process of KNN algorithm to classify document X is [12] :
Suppose that there are j training categories as
, and the sum of the training samples is N .
After pre-processing for each document, they all become m-dimension feature vector.
1 Make document X to be the same text feature vector form ) , , (
Calculate the similarities between all training samples and document X . Taking the ith document ) , , , (
as an example, the similarity )
is as following. 
, and treat them as a KNN collection of X . Then, calculate the probability of X belong to each category respectively with the following formula.
is a category attribute function, which
Judge document X to be the category which has the largest ) , (
The traditional KNN text classification has three defects [13] : 1) Great calculation complexity. When using traditional KNN classification, in order to find the K nearest neighbor samples for the given test sample, it must be calculated with all the similarities between the training samples, as the dimensions of the text vector is generally very high, so its has great calculation complexity in this process which made the efficiency of text classification very low. Generally speaking, there are 3 methods to reduce the complexity of KNN algorithm: reducing the dimensions of vector text [4] ; using smaller data sets; using improved algorithm which can accelerate to find out the K nearest neighbor samples [5] ; 2) Depending on training set. KNN algorithm does not use additional data to describe the classification rules, but the classifier are generated by the self training samples, this made the algorithm depend on training set excessively, for example, it need to re-calculated when there is a small change on training set; 3) No weight difference between samples. As formula (2), the category attribute function has pointed out that the traditional KNN algorithm treated all training samples equally, and there is no difference between the samples, so it don't match the actual phenomenon which samples have uneven distribution commonly.
III. IMPROVED KNN TEXT CLASSIFICATION ALGORITHM BASED ON CLUSTERING
In the practical application of text classification algorithms, it may be have multi-peak distribution problems between each category because of the uneven distribution of data. Specifically, the distribution in a category isn't compact enough, which lead to that the distance between samples in the same category is larger than distance between samples in different categories. As shown in Figure 1 For this distribution in Figure 1 , both KNN algorithm and SVM algorithm can give the correct classification results. In order to facilitate the description of the algorithm, assumption that there are j training categories as 
A. Methodology of algorithms
In order to improving the multi-peak effect which generated by the issue of the uneven distribution of samples, reducing the complexity of traditional KNN algorithm and increaseing the accuracy of the classification, this paper proposed an improved KNN text classification algorithm based on clustering. Firstly, dealing with the given training sets by austerity process and removing the samples which near by the border, so it can eliminate the multi-peak effect of the training sample sets. Then, each category of training sample sets is clustered by k-means clustering, and all cluster centers are taken as the representative points (that is to say they are new training samples). At last, a weight value is introduced for the new samples in different categories, which can indicate the different importance of each sample. The classification accuracy can be raised by these improvements.
B. Sample Austerity
The process of sample austerity was shown in Figure  2 . When sample austerity, in the first place is calculating the center point of each category. Taking i C as an example to calculate the center point ) , , , ( 
C. Generate Representative Points
In the traditional KNN algorithm, all training samples were used for training, that is, whenever a new test sample need to be classified, it is necessary to calculate similarities between it and all samples in the training sets, and then choose k nearest neighbor samples which have larger similarities. Due to test sample have to be calculated similarities with all the training samples, so the traditional method of KNN has great calculation complexity. Against the problem, this paper introduced a clustering method. Firstly, each category of training sample sets is clustered by k-means clustering. Secondly, cluster centers are chosen as the representative points, they become the new training samples. Thirdly, calculate similarities between the test sample and the representative points, and then choose k nearest neighbor samples, which will be classified samples for classification.
The selection of representative points has great influence to classification results, therefore, we use kmeans clustering algorithm to produce the representative points for a certain training category. Specific process as shown in Figure 3 , after clustering for each category, the cluster centers were chosen to represent the category and they become the new training sets for KNN algorithm. By this, the number of samples for training is reduced efficiently, so the time for calculating similarities in KNN algorithm also reduced and also improved the efficiency of the algorithm.
D. Revise the Weight of Samples
From section 2.3, we can see that when calculated ) , (
, which is the probability of document X belonging to each category in the traditional KNN algorithm, if
, then the value of category attribute function is 1, else if
, then the value is 0.
It has an obvious defect that the values of the function for all samples in j C are all equal to1, so there's no difference between each sample, and the contribution for each sample in j C is the same when using them for classifying document X . But in the application, the distribution of training samples is often uneven and the importance of each sample is often different because of various factors in practice. Therefore, it's necessary to measure the importance of each sample and assign the weight value for them on the basis of their contribution to the results of classification. After k-means clustering algorithm for each training category, there's only some cluster centers left for representation of corresponding category and they become the true training samples for this paper's algorithm. The importance of each cluster center is measured by the number of samples in the same cluster, namely, the more samples the cluster included, the more importance of its cluster center. when using k-means algorithm and the test sample document X.
Output: Document X's category is i C . Step1: Document X and all training samples should be pre-processed, and the corresponding feature vector saved in the xml file which can be used in the following steps.
Step2: Deal with the given training sets by austerity process and removing the border samples, take i C category as an example, we use formula (3) Step5: Using k-means algorithm to clustering for each category (Figure 3) , and record the number of samples in each clusters, then, calculate each center's weight value by formula (5) .
Step6: Using all cluster centers as new training sets for improved KNN algorithm to classify the test document X. As the same as the traditional KNN algorithm, we calculate the similarities between all training samples and document X., and choose k samples which have larger similarities to compose a KNN collection for X. Then, calculate the probability of X belong to each category respectively with the following formula (6) . the weight value is 0, namely, it satisfy formula (5).
Step7: Judge document X to be the category which has the largest ) , (
is the largest, and then output i C .
IV. EXPERIMENTS AND ANALYSIS
A. Experimental Data and Environment
The experimental data used in this paper is from Chinese natural language processing group in Department of Computer Information and Technology in Fudan University [14] . The training corpus is "train.rar" which has 20 categories includes about 9804 documents and "answer.rar" includes about 9833 documents is used for test. We just choose some of the documents for our experiments because of considering the efficiency of the algorithm. Table 1 shows the specific quantity of samples in each category we chose. 
B. Experiments and Analysis
When evaluation of text classifiers, it must consider both classification accuracy rate and recall rate [15] [16] .
After classification, suppose that the number of the documents which are j C category in fact and also the classifier judge them to j C category is a; the number of the documents which are not j C category in fact but the classifier judge them to j C category is b; the number of the documents which are j C category in fact but the classifier don't judge them to j C category is c; the number of the documents which are not j C category in fact and also the classifier don't judge them to j C category is d. Precision is the ratio of the number of documents which judge correctly by classifiers to the number of documents which classifiers judged to this category, so the precision of j C is defined as following:
Recall rate is the ratio of the number of documents which judge correctly by classifiers to the number of documents which are this category in fact, so the recall rate of j C is defined as following: We designed 3 experiments to verify the validity of the algorithm as following:
Experiment 1: Using the traditional KNN classification algorithm and the results is shown in Table 2 .
It can be seen from the above table that the traditional KNN algorithm doesn't have satisfactory results and the accuracy is just about 70%, so it's very necessary to improve the algorithm in order to enhance the accuracy of classification.
Experiment 2: Using cluster centers as new training samples for KNN classification algorithm directly after sample austerity and clustering. As in use of K-means clustering algorithm, the parameter K which indicates the number of clusters after clustering needs to be specified before running, and in order to avoid great differences between each training category, so we make K-value in each category as approximate as possible. Moreover, we compared some K-values for each category when clustering in the course of experiment, and recorded the K-values which have the best clustering effect. The best K-values, the number of removed border samples and the number of left samples are given in Table 3 . We recorded the number of the samples in each cluster after clustering for each category. There are 172 clusters in all, so we just took C1-Art category as an example. Table 4 shows numbers of samples in the 18 cluster. We can calculate the weight value for each cluster center by formula (5), for example, the first cluster center's weight value in cluster 1 is: 14/382=0.037. Table 4 Number of samples in each cluster in C1-Art category Table 5 shows the results of the KNN algorithm which used the 172 cluster centers as training samples without assigning weight value. Compared the results in Table 5 and Table 2 , it is clearly to see that the accuracy of classification has been only improved a little but don't play a substantial influence when taking the cluster centers for KNN training samples. Analyzing, the little improvement should be benefited from the process of sample austerity which removed the border samples, but these cluster centers are also the training samples for the traditional KNN algorithm, and there's no differences which indicate the different importance of samples between them, so it can't improve the classification accuracy efficiently and the results appeared in Table 5 .
The algorithm used in this paper used k-means clustering algorithm which had high complexity, but the process of clustering just need to be executed one time. With the clustering for the categories, we can get clustering centers as the new training samples for KNN algorithm, so the number of the samples reduced greatly, which can lower the calculation complexity and raise efficiency of the algorithm. In experiment 1, we recorded the time for running traditional KNN algorithm (excluding the time for pre-processing), and calculated that it nearly took about 48 seconds for classifying one document in average. But in experiment 2, the process of k-means clustering for the categories had taken about 6 hours and the KNN algorithm used 172 samples had just taken about 145 minutes for classifying 1010 test samples, so it's about 30 seconds for one test sample averagely. By contrast, we found that the algorithm this paper proposed can indeed reduce the time complexity.
Experiment 3: Using the algorithm this paper proposed, namely, sample austerity and clustering for training sets firstly, and then assign the weight value for the new training samples (cluster centers gotten in Experiment 2) according formula (5) . The results were shown in Table 6 by this improved KNN algorithm.
From Table 6 , it's clearly to see that the accuracy of classification improved greatly when introducing a suitable weight value for each training samples, so it confirmed the effectiveness of this algorithm. Figure 4 shows the relationship between F1-values and each category in these 3 experiments. It shows clearly that the F1-values in experiment 3 are higher than experiment 1 and 2. It indicates that the algorithm this paper proposed is better that the traditional KNN algorithm and it can lower the calculation complexity but also improve the accuracy. This paper proposed an improved KNN text classification algorithm based on clustering, which doesn't use all training samples as traditional KNN algorithm, and it can overcome the defect of uneven distribution of training samples which may cause multipeak effect. This improved algorithm used samples austerity technology for removing the border samples firstly. Afterwards, it dealt with all training categories by k-means clustering algorithm for getting the cluster centers which were used as the new training samples, and then introduced a weight value for each cluster center that can indicate the different importance of them. At last, the revised samples with weight were used in the algorithm. The experiments confirmed the effectiveness of this algorithm.
There are also some limitations in this algorithm, such as the threshold i D was fixed only after calculating all Euclidean Distances between the center point and all sample points, so how to choose i D before running algorithm by theoretical analysis is a further study issue. Moreover, how to determine the parameter K-value when clustering for each category and the other methods for weight assignment will also be researched in the future.
