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A three step model for high harmonic generation from impurities in solids is developed. The
process is found to be similar to high harmonic generation in atomic and molecular gases with the
main difference coming from the non-parabolic nature of the bands. This opens a new avenue for
strong field atomic and molecular physics in the condensed matter phase. As a first application, our
conceptual study demonstrates the feasibility of tomographic measurement of impurity orbitals.
Strong field and attosecond science in atomic and molec-
ular physics has made great strides over the past 20 years
[1, 2]. Strong laser-atom interaction takes place in a three
step process; first the weakest bound electron is ionized,
followed by laser driven evolution in the continuum, and
finally it recollides/rescatters with its parent ion [1, 3].
It has been found that both tunneling and recollision
processes contain a great deal of information about the
parent system’s structure and dynamics.
Angular resolved tunnel ionization spectroscopy [4, 5]
reveals the orbital angular structure of the highest occu-
pied molecular orbital.
When the electron recollides with its parent ion, re-
combination and rescattering take place. Recombination
results in high harmonic generation (HHG) — the emis-
sion of coherent XUV radiation. HHG has been used to
time resolve chemical reactions and to tomographically
measure the wavefunction of simple molecules [6–11].
Rescattering [12] results in nonsequential double ion-
ization, above threshold ionization, and laser induced
electron diffraction [13–16]; these processes have struc-
tural information encoded and are also promising candi-
dates for time resolved imaging of molecular reactions.
Recent experiments with mid-infrared [17–20] and THz
pump sources [21–23] have demonstrated HHG in solids.
Theory has identified two mechanisms [24, 25]; (i) in-
traband HHG due to the non-parabolic nature of bands
[18] was found to be dominant in dielectrics; (ii) inter-
band HHG dominates in semiconductors and is created
in a three step process similar to atomic and molecular
HHG [26]. This similarity has established a connection
between attosecond physics in atoms/molecules and in
the condensed matter phase.
Our analysis further deepens the links between strong
field physics in the gas and condensed matter phases. Re-
cently, HHG from impurities in solids has been demon-
strated [27, 28]. We develop quantum equations of mo-
tion and a three step model for this process. First, a free
electron/hole is created in the conduction/valence band
by tunnel ionization of a donor/acceptor impurity. Sec-
ond, the electron/hole is accelerated by the laser field. In
a third step a harmonic photon is emitted upon recolli-
sion and recombination with the parent impurity.
Besides differences in the continuum evolution due to
the non-parabolic nature of bands, the process is found to
be identical to HHG in gases. As a consequence, many
of the above processes can be adapted from the gas to
the condensed matter phase. This opens a new research
direction for atomic and molecular strong field processes.
As a first application, we study the potential of apply-
ing molecular HHG tomography [9–11] to impurities. To-
mographic reconstruction of the impurity ground state is
demonstrated in a 1Dmodel system. The impurity dipole
moment is found to be the dominant factor in determin-
ing the magnitude of the harmonic signal as a function of
harmonic order; ionization and propagation which have
to be factored out in molecular tomography play a lesser
role here. This indicates a substantial facilitation due
to the potential for direct reconstruction of the impurity
ground state from the harmonic spectrum.
Our results create a link between strong field physics
and solotronics — solitary impurity electronics; for a re-
view see Ref. 29. Solitary impurities are important build-
ing blocks for quantum technology — as qubits for quan-
tum computing and as single photon and non-classical
photon sources for quantum sensing and communica-
tion. Further, with increasing miniaturization the de-
vice characteristics of MOSFET transistors is increas-
ingly stronger influenced by scattering off single impuri-
ties. All of the above applications require detailed knowl-
edge about the wavefunction of impurity and environ-
ment. Currently, the most powerful method to image
the wavefunction of single impurities is scanning tunnel-
ing microscopy close to suitably cleaved surfaces. Our
results reveal that strong field methods can offer com-
plementary capacities. Among other things they provide
an all-optical way to measure dipole moment and wave-
functions of impurity ensembles independent of surfaces;
single impurity imaging will be challenging due to the low
quantum yield of HHG. Beyond that they open the path
to spatio-temporal imaging of wavefunction dynamics in
impurities, impurity molecules and arrays [29] via optical
pump probe experiments.
Our analysis is based on the following model: an im-
purity with potential U(x) is imbedded in a solid and is
coupled to a laser field F(t) via the dipole coupling term
2x ·F(t). The resulting Hamiltonian is given by
i∂tΨ(x, t) = (Hi − x · F(t)) Ψ(x, t), (1)
where Hi = H0+U(x) and H0 refers to the Hamiltonian
of the solid without impurity. Atomic units, e = ~ =
me = 1, are used throughout unless otherwise indicated.
Shallow donor (acceptor) impurities split into an elec-
tron (hole) and a positively (negatively) charged residual
ion; the electron (hole) moves in the lowest conduction
(highest valence) band and has bound states in the field
of the residual ion with energies closely below (above) the
bottom (top) of the conduction (valence) band. As a re-
sult, we focus our treatment to a single band with eigen-
functions Φk which fulfil H0Φk = E(k)Φk with E(k) the
band eigenenergies; further, Φk(x) = uk(x) exp(ik ·x)
with uk the Bloch function that is periodic with the lat-
tice. The crystal momentum k extends over the first
Brillouin zone (BZ) defined by the unit cell lattice vec-
tors al and reciprocal lattice vectors bl with |bl| = π/|al|
and l = 1, 2, 3.
The ground state of shallow impurities is derived by
following standard theory [30–33]; a derivation is given in
the Supplementary Material [34]. The impurity ground
state is given by,
φ0(x) = Φk=0(x)B0(x) (2)
where B0 is the ground state envelope with energy ε0, as
determined by
(ε0 − Eg)B0(x) =
∑
j,l
βjl
2
∇j∇lB0(x) + U(x)B0(x).
(3)
Both envelope B0 and U are assumed to vary slowly over
one unit cell. Here, j, l = x, y, z and βjl is the inverse
mass tensor that arises from the quadratic expansion of
the band energy E(k) about the Γ-point (k = 0), where
the band energy E(k = 0) = Eg is minimum; for the sake
of simplicity we confine our analysis to direct bandgap
materials; generalization to indirect bands can be done
by following the treatment in Ref. 31.
The time-dependent Schro¨dinger equation (1) is solved
by splitting the wavefunction into a bound state part and
a band contribution,
Ψ(x, t) = φ0(x) +
∫
BZ
a(k, t)Φk(x) d
3
k, (4)
where the integral runs over the first BZ. We assume, in
the spirit of the strong field approximation [3], that field
induced ionization is weak enough so that the ground
state population remains unaffected. This amounts to
neglecting the dynamic Stark shift of the impurity ground
state.
Next Ansatz (4) is inserted into Eq. (1) and the re-
sulting equation is multiplied with 〈Φk′ |. This yields an
equation of motion for the probability amplitude of the
conduction band states,
i
d
dt
a(k, t) = (E(k) + iF(t) · ∇k) a(k, t) + id0(k) ·F(t)
+
∫
U(k− k′)a(k′, t)d3k′. (5)
Again a soft impurity potential is assumed for which large
momentum scattering |k| > |bl| is negligible [34]. Here,
the transition dipole moment between impurity ground
state and conduction band is d0(k) = 〈Φk|x|φ0〉. The
bra-ket notation implies integration over the whole crys-
tal volume V . As long as impurity ground state and
conduction band wavefunction vary slowly compared to
the Bloch functions, the dipole moment becomes,
d0(k) ≈ (2π)−3
∫
V
xB0(x)e
−ik·xd3x, (6)
which is formally identical with the dipole moment of
atomic gases. Finally, agreement with atomic strong field
physics becomes complete, when the quadratic mass ap-
proximation is applied to Eq. (5) [3, 35].
In the strong field limit, the Coulomb potential in Eq.
(5) is neglected. For impurities additional justification
comes from the fact that photoionization cross sections
are well described by replacing the Coulomb with delta-
function potentials [32]. Integration of the resulting Eq.
(5) and inserting the result into the the second term of
Eq. (4) yields the time dependent evolution of the elec-
tron wavefunction in the conduction band as
a(k, t)=
∫ t
−∞
dt′d0(κt′)·F(t′)e
∫
t
′
−∞
i
(
ε0−E(κt′′ )+
i
T2
)
dt′′
(7)
where κt′ = k −A(t) +A(t′) with vector potential de-
termined by F = −dA/dt; further, a phenomenological
dephasing time T2 has been added.
The high harmonic electric fields are determined by the
polarization buildup between band and impurity ground
state resulting in a current
j˜i(ω) = iω
∫
BZ
d3kd∗0(k)
∫ ∞
−∞
dte−iωt
∫ t
−∞
dt′d0(κt′)·F(t′)
× e
(
iS(k,t′,t)− 1
T2
(t−t′)
)
dt′′ + c.c. (8)
where S(k, t′, t) =
∫ t
t′
(
ε0 − E(κt′′)
)
dt′′.
The three integrals in Eq. (8) can be solved analyti-
cally by the saddle point method [3]. The saddle point
equations are determined by,
∇kS =
∫ t
t′
v(κt′′)dt
′′ = x(t)− x(t′) = 0 (9a)
dS
dt′
= E(k−A(t) +A(t′))− ε0 = 0 (9b)
dS
dt
= E(k)− ε0 = ω. (9c)
3In Eq. (9a), the band velocity is given by v(k) = ∇kE.
This equation states that HHG can take place only when
the electron, born at time t′ into the band, returns to the
parent impurity at t. Equation (9b) states that electrons
are born with zero momentum at time t′, k = A(t = t′)−
A(t′) = 0. At the time of recombination t the electron
crystal momentum is given by k(t′, t) = A(t) − A(t′).
The finite impurity gap energy results in a complex birth
time, which is responsible for tunnel ionization. Finally,
Eq. (9c) represents conservation of energy— the electron
recombines to the ground state and emits a photon ω with
energy equal E(k(t′, t)) − ε0. Again, at moderate laser
intensities, for which the effective mass approximation
applies, the saddle point equations for atom and impurity
become identical.
After saddle point integration we obtain for the har-
monic intensity
∣∣j˜i(ω)∣∣2=
∣∣∣∣∣
∑
t′
√
w(t′)d∗0(k)α(t
′, t)e
∫
t
t′
(
iS− 1
T2
)
dt′′
∣∣∣∣∣
2
, (10)
where S = ε0 + ω − E
(
k(t′′, t)
)
, w(t′) is the ionization
rate and t′(t(ω)) and t(ω) are birth and recombination
times resulting in the generation of a harmonic with fre-
quency ω. For an isotropic lattice the ionization rate is
determined by the ADK tunnel ionization rate of atoms
[4] with the electron mass replaced by the effective mass.
Further, the dipole moment represents the recombination
amplitude; the remaining term α in the pre-exponential
is the propagation amplitude accounting for quantum dif-
fusion and dephasing; this depends on the band specifics.
For isotropic materials in the effective mass m approx-
imation α ∝ m exp(−(t − t′)/T2)(t − t′)−3/2. The
main difference between HHG from impurities and atoms
arises from the finite, non-parabolic, anisotropic nature
of bands.
In the remaining part we use the above formalism to
investigate HHG and the tomographic reconstruction of
the impurity ground state wavefunction from harmonic
spectra. We use a 1D model system for a direct band
gap semiconductor. The periodic lattice potential is com-
posed of lattice cells of width a = 9.45 a.u. and well depth
v0 = 0.55 a.u. The lattice cells are separated by a mollifier
function [36]. The impurity Coulomb potential is U(x) =
−1/(ǫ√x2 + s2) where s = 25 a.u. is the softening pa-
rameter and ǫ = 5 a.u. is the dielectric constant. The re-
sulting Hamiltonian is then diagonalized, both with and
without U(x), using periodic boundary conditions. In the
absence of U(x) we obtain the Bloch states for the unper-
turbed system and with U(x) present, we obtain the im-
purity ground state. For this system the impurity ground
state is such that Eg − ε0 = 3.9× 10−3 a.u. (106.4meV).
The system is irradiated by a laser field with vector
potential A(t) = −(F0/ω0)f(t) sin(ω0t) with peak field
strength F0 = 1 × 10−4a.u. (I0 = 3.5× 108W/cm2) and
center frequency ω0 = 9.1× 10−4 a.u. (λ0 = 50µm). The
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FIG. 1. (a) Birth time t′ (red) and return times t (blue)
from the semiclassical trajectories versus harmonic order. (b)
Ionization rate w ∝ exp
(
− 2
3
√
m(2(Eg−ε0))3/2/F (t′)
)
versus
harmonic order. (c) Propagation effects α2 ∝ exp
(
− 2(t −
t′)/T2
)
/(t−t′) versus harmonic order. (d) Magnitude squared
of the dipole moment as a function of harmonic order (blue);
the product of the three pre-exponential terms in Eq. (10)
represented by blue lines in (b)-(d) is plotted for the short
(red dots) and long (green squares) trajectory branches; the
magnitude is adapted to match the dipole moment. In (a)
- (c) the shaded regions indicate the contributions from long
trajectories.
envelope f(t) is Gaussian with a FWHM of 12 laser cy-
cles. The time dynamics of the system are determined
from Eq. (7) with T2 = 50 fs.
Figure 1(a) shows the generated harmonics versus
birth (red) and recombination (blue) times from the semi-
classical trajectories obtained from numerical solution of
Eqs. (9). There are two sets of solutions per optical
cycle, a short and a long trajectory. The long trajec-
tory contributions are indicated by the shaded regions in
Fig. 1. Figures 1(b)-(d) examine the behavior of each of
the pre-exponential terms in Eq. (10). Figures 1(b) and
1(c) present the ionization rate and propagation term,
respectively. For ionization we have used the dominant
atomic tunneling exponent [3, 35]. Figure 1(d) shows
|d0(ω)|2 obtained from the diagonalization of the Hamil-
tonian (blue line), where k has been replaced with ω by
virtue of relation (9c). We find that |d0(ω)|2 decreases
by about six orders of magnitude with increasing har-
monic order. The rapid drop comes from the fact that
the ground state extends over many unit cells and there-
with populates only a small fraction of the BZ. In Fig.
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FIG. 2. Scaling comparison of the harmonic spectrum (blue)
to the dipole (red, dashed); the dipole has been shifted down
in order to compare with the spectrum. The harmonics in the
shaded region are those whose energy is below Eg − ε0.
1(d) we also plot the product of all three terms, where
long and short trajectories are indicated by red dots and
green squares, respectively. The short trajectories are
dominant and a comparison with |d0(ω)|2 shows that the
dipole moment determines the form of the harmonic spec-
trum over most of its range; this is confirmed in Fig. 2.
In Fig. 2 the harmonic intensity |j˜|2 (blue) is plotted,
including both the impurity and intraband contributions.
We note that the harmonics above the impurity ioniza-
tion potential are dominated by the impurity term (see
Supplementary Material [34]). The strength of the above
impurity gap harmonics drops rapidly until around the
cut-off near the 71st harmonic. This behavior is con-
sistent with the decrease of |d0(ω)|2 (dashed) indicating
that, of the three pre-exponential terms in Eq. (10), the
dipole has the strongest influence on the shape of the
harmonic spectrum. Consequently, using relation (9c)
to connect harmonic order and k, we can reconstruct
d0(k) from the magnitude of the harmonic spectrum.
This is feasible, as the atom-like dipole moment is purely
real/imaginary. For a complex dipole moment the phase
of the harmonics must be considered, as in reference 37.
To reconstruct the impurity ground state we take the
inverse Fourier transform of d0(k) and divide it by x to
obtain B0(x). In a 3D experiment one would rotate the
crystal and reconstruct the total wavefunction from 1D
snapshots. Figure 3 shows the results of the tomographic
reconstruction. The reconstructed wavefunction (red)
matches the impurity ground state well throughout the
central region but deviates from the true wavefunction at
the tails. This agrees with the fact that the difference be-
tween harmonic intensity and dipole scaling in Fig. 2 is
biggest for small crystal momenta corresponding to slow
wavefunction variations in real space. Further the small
oscillations in the harmonic spectrum in Fig. 2 do not
x (a.u.)
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FIG. 3. Comparison between the impurity ground state (blue,
shaded) and the reconstructed ground state (red). The region
between the vertical dashed lines represents 11 unit cells.
appear to cause a substantial error in the reconstruction;
they result from interference between harmonics gener-
ated in positive and negative half-cycles as a consequence
of the phase term in Eq. (10).
The approach developed here presents a theoretical un-
derpinning for exploring strong field physics in impuri-
ties and for adapting technology developed for atomic
and molecular gases to solid state impurities. In contrast
to gases, absorption will limit the material depth from
which photons and electrons can be detected; as a result,
propagation effects are expected to be less significant.
Whether experimental tomographic reconstruction is as
straightforward as found here remains to be seen. How
dominant the dipole moment is in determining harmonic
spectra will depend on various factors, such as dephasing
time, material dimension and parameters. In the Sup-
plement [34] a 3D impurity is discussed which underlies
stronger quantum spreading. As a result, quantum diffu-
sion would need to be factored out of the spectrum for a
more accurate reconstruction; this is straightforward us-
ing Eq. (10). In some systems more sophisticated recon-
struction techniques will be required. For example, the
ionization rate could be measured by transient absorption
spectroscopy [38] and factored out of the harmonic spec-
trum. Furthermore, the dipole moment extracted from
Eq. (10) or from numerical analysis can be improved on
by using optimization techniques, similar to the one used
recently for all optical band gap measurements [39].
Finally, it needs to be discussed that our theoreti-
cal approach has been developed for shallow impurities.
Deep impurities are more complex, as their wavefunc-
tion changes substantially over a unit cell. This results
in a strong mixing between impurity and surrounding
lattice wavefunction components. The resulting many-
body effects, such as coupling to quasi-particles, need
to be addressed with more sophisticated theoretical ap-
5proaches [29]. They will dominantly enter in the dipole
moment and therewith in recombination; ionization will
be influenced to a lesser extent, as the dipole moment
enters in the pre-exponent. Propagation will only be al-
tered close to the impurity, where the impurity potential
yields higher-order corrections to the strong field approx-
imation. As a result, our simple approach will present a
reasonable starting point to develop strong field impurity
physics in this more complex limit.
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