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true proportional response to a particular dose, q = l-p and S denotes summation over all doses. However, p, q have to be estimated from the data. Actually, the observed proportional responses are apt to be very irregular if n is small, and it is advisable to smooth them by fitting a straight line. The arithmetical procedure is described below.
The validity of a standard error, calculated by any method based on probability, depends on the degree to which the experimentalist succeeds in randomizing his material in respect to all factors other than those with which his experiment is concerned. In the particular case with which we are dealing, the essential condition is the randomization of the experimental animals. An illustration of the relation between theory and practice in this particular field is afforded by a trial made by our colleagues Mrs Joyce Wilson and Prof. Topley, the results of which are set out in Tables I and II . In this test 250 male All bucks, 28-32 g. in weight. Picked out by weight from normal stock and placed five in a cage. These cages were taken at random-the first five mice (one cage) were given 0-0625 mg. and placed in five separate cages labelled A 0-0625, the next five mice were given the same dose and labelled B, after fifty mice had been given 0-0625 mg. (labelled A-K), the same process was repeated with a dose of 0-125 mg. and so on. mice were picked from normal stock. They were taken at random, the only condition for selection being that any mouse picked should weigh between 28 and 32 g. These mice were placed five in a cage. A toxic fraction isolated from Bact. typhi murium was made up to a concentration of 8 mg./c.c. and from this six progressive twofold dilutions were prepared. Ten of the seventy cages in which the 250 mice had been disposed were selected at random, and each mouse was injected intraperitoneally with 0-5 c.c. of the highest dilution containing 0-0625 mg. of the toxic fraction. The ten cages in the order in which they were injected, were labelled A-K. The same procedure was carried out with each dilution, making seven increasing doses, the largest of which was 4 mg. The seven cages labelled A formed one group of thirty-five mice, in which five mice were injected with each of the seven increasing doses, the seven cages labelled B formed a second group, and so on; all mice were observed for four days, and the deaths recorded.
The data may therefore be used for two purposes. First they provide ten comparisons of the approximate with the exact method of calculating the L.D. 50 and its error. Secondly, they may be used to test the extent to which 576 the randomization has been successful, by examining whether the ten results differ significantly among themselves. The degree of accuracy obtained may be illustrated from the data in Table I . The table gives the deaths among the ten differently labelled samples of mice injected with increasing doses of the same sample of the toxic fraction from Bact. typhi murium. There were, as stated above, seven doses increasing in a two-fold ratio and five mice on each dose. Table II shows, for the exact maximum likelihood solution and for the approximate method here described, the logarithm of the L.D. 50, its standard error, the actual L.D. 50 and the limits of error (P = 0-99 and P = 0-95). Limits of error (P = 0-99) of, for example, 50-200 % mean that 99 times out of 100 the result would lie between 50 and 200% of its true value.
Median effective dose and its error
It is clear that the approximate values are remarkably close to the true ones. The average difference between the two estimates of the L.D. 50 and of its error, is less than 2 %. The maximum difference between two individual estimates of the L.D. 50 is 8%. The individual estimates of error, as one might expect, differ rather more. The greatest difference, that for sample H, is about 20 %. However, this is not of great importance as the experimenter would not greatly care whether his limits of error (P = 0-99) were 46-216% or 55-181%. He would be content to say they were about 50-200 %.
We must now enquire how far our randomization has been successful. The standard deviation of the logarithms of the ten results is 0-199, while the average standard error is 0-114 (or 0-112 by the approximate method). The former is significantly greater than the latter; there is therefore some heterogeneity between the groups of animals used in the ten different tests. This heterogeneity may also be shown by comparing the forty-five differences between pairs of results with their own standard errors. Ten differences are found to be greater than twice their standard error and four greater than three times.
It must be remembered that our standard errors have been calculated on the assumption that the animals are homogeneous. Before we conclude that the randomization has been unsuccessful it is necessary to examine whether there is not just as much heterogeneity between the groups of animals used in the same tests as between those used in different tests. The calculation of the standard error by the exact statistical technique involves the fitting of a dosage response curve. When log-doses and the normal equivalent deviations corresponding to the mortalities are used, this curve, on the assumption of homogeneity, becomes a straight line. The goodness of fit of this straight line may be tested by appropriately performing a x 2 test. If x 2 significantly exceeds its expected value, it is necessary to multiply the standard error calculated on the basis of homogeneity byy / (^2/n), where n is the number of degrees of freedom on which x 2 is based (see Bliss, 1935a , 6,'and Irwin, 1937 for a discussion of these points). In the present instance the dosage-response curve was calculated for the ten tests individually and for the pooled results. Since the theoretical x 2 distribution is not closely realized with small numbers the latter has been used for the present purpose, x 2 w a s found to be 9-70 with 3 degrees of freedom. -\/(x 2 / n ) = 1'8 and the correct average standard error for an individual test is therefore (1-8 x 0-114) = 0-205. This is almost identical with the standard deviation of the ten results (0-199). Of course when this value is used there are no significant differences between the pairs of tests.
Thus it seems that the animals are intrinsically heterogeneous, not that the randomization was unsuccessful. The practical conclusion is that the approximate standard error should be used with caution to detect differences between different toxic-fractions. Foranimals of similar heterogeneity to those usedhere, differences should only be regarded as significant if they are from 3 to 3-5 times their standard errors so calculated. Otherwise we may merely be detecting differences between the animals. The animals used were of the same sex and age, from a stock bred in the laboratory for many generations, but not by brother-sister mating.
We will illustrate the arithmetic of the approximate method by writing out the L.D. 50 and its error for a particular example-group B in Table I .
For working purposes we call the lowest dose unity and use logarithms of the doses to the base 2. In other words we call the doses 0, 1, 2, 3, 4, 5, 6 and we convert back to actual doses at the end. We start by smoothing the observed mortalities. It is good enough to smooth by fitting a straight line, although the true curve of mortality against log-dose is sigmoid. We again assume that the dose previous to the lowest gives zero mortality and have to fit a straight line to 0, 0-2, 0-4, 0-2, 1-0, 0-8, 1-0. (We again stop at the first 100% beyond any reversals.) (a) Write down the mortalities in a column:
Observed ( and sum them. Call the sum 8 t .
(b) Take the successive sums of the items in the first column and sum again. Call this >S 2 .
(c) Calculate (where n is the number of group mortalities used): .8 t , b' = a-b, n n{n + l) In the present case The last smoothed value works out to be slightly greater than 1, illustrating the approximate nature of the method. It can be counted as 1 in the subsequent calculation. Similarly the first one will sometimes be slightly negative, it can be counted as 0.
( 
Standard error of log L.D. 50 = 0437 log 2 = 0-132. We thus have log (actual L.D. 50) = 1-3679, with S.E. 0-132. It is known that 9 5 % of results should be between +1-96 S.E., and 9 9 % between + 2-576 S.E. Now antilog (1-96 x 0-132) = antilog (0-2587) = 1-814, antilog (2-576 x 0-132) = antilog (0-3400) = 2-188. Hence limits of error (P = 0-95) are 55-181 % , (P = 0-99) are 46-219%.
In the above example it was easier to work with fractions. But this is not always so. As another example let us take case A, where the deaths are 1, 2, 3, 5, 5, 5, 5. Repeating the above steps we have 
SUMMARY
Karber's method is, for many purposes, a sufficiently accurate way of determining the median effective dose, when we have a series of doses increasing in a constant ratio and a small number of animals on each. The standard error of the determination may also be rapidly found by a simple approximate method. Illustrative examples are given.
The standard error calculated by the approximate method is based on the assumption that the animals are homogeneous. It must be used with caution when any heterogeneity is suspected. With animals of similar heterogeneity to those used here, the differences between two different toxic-fractions should only be regarded as significant if they are from 3 to 3-5 times their standard errors so calculated.
