Abstract-This paper investigates distributed control and incentive mechanisms to coordinate distributed energy resources (DERs) with both continuous and discrete decision variables as well as device dynamics in distribution grids. We formulate a multi-period social welfare maximization problem, and based on its convex relaxation propose a distributed stochastic dual gradient algorithm for managing DERs. We further extend it to an online realtime setting with time-varying operating conditions, asynchronous updates by devices, and feedback being leveraged to account for nonlinear power flows as well as reduce communication overhead. The resulting algorithm provides a general online stochastic optimization algorithm for coordinating networked DERs with discrete power setpoints and dynamics to meet operational and economic objectives and constraints. We characterize the convergence of the algorithm analytically and evaluate its performance numerically.
I. INTRODUCTION
Power grids are experiencing an increasing flexibility in control on both supply and demand sides thanks to growing penetration of distributed energy resources (DERs) on the distribution level, including roof-top photovoltaic (PV) panels, electric vehicles (EV), smart batteries, thermostatically controlled loads (TCLs, e.g., water heaters and airconditioners (A/Cs)), and other responsive loads, etc. While these flexible or controllable devices can potentially provide ancillary services for the grid [1] , coordinating a large number of such devices with various dynamics and constraints to achieve network-wide objectives such as voltage regulation, frequency control and economic efficiency is extremely challenging. Moreover, unlike the traditional assets owned by utility companies, the mass customer-owned devices are not necessarily subject to the control of network operators unless properly incentivized. This calls for the joint design of distributed control and incentive/market mechanisms to bring self-interested customers into the control loop so that networkwide objectives and constraints can be achieved by inducing the desired customer behaviors through proper incentives.
Indeed, there is a lot of effort on market-based control algorithms for tapping and coordinating the customer-owned DERs; see, e.g., [2] - [5] for demand management, [6] , [7] for voltage regulation, and [8] for frequency regulation. In particular, in [7] we consider a social welfare optimization problem that captures the operational and economic objectives of both network operator and customers as well as the voltage constraints, and design an online optimization framework based on a primal-dual gradient algorithm such that the network operator and customers pursue the given operational and economic objectives while concurrently ensuring that the voltages are within the prescribed limits. There are, however, a few important limitations with the existing work; notably, discreteness in decision variables for certain devices such as A/Cs and batteries is mostly ignored. Discrete decision variables make the problem non-convex, for which in general no efficient algorithms exist. In this paper, we propose a practical stochastic optimization approach to address the problem of discrete decision variables.
Specifically, we formulate a general multi-period social welfare maximization problem (minimum cost problem, in terms of minimization) with both continuous and discrete decision variables as well as device dynamics for managing DERs, and introduce a convex relaxation of the problem by replacing discrete feasible sets with their convex hulls. We then propose a distributed stochastic algorithm that recovers discrete decision variables randomly according to convex combination coefficients from the dual gradient algorithm for the relaxed problem. The resulting algorithm is distributed, where the self-interested customers update their devices' power setpoints based on local constraints and individual cost functions for given incentive signals and the network operator updates the incentive signals based on network-wide operational constraints.
The convergence of the dual gradient method can be hard to characterize, as the dual function may be non-smooth and not strongly concave. The additional stochasticity of our algorithm makes it more challenging. In literature diminishing stepsizes are usually necessary for convergence (see, e.g., [9] - [12] , [41] ), which may not be practical in, e.g., a real-time and/or asynchronous setting. Nevertheless, we leverage recent insights in the dual method to characterize the convergence of the proposed stochastic dual algorithm with constant stepsizes. To the best of our knowledge, this is a first convergence characterization of its kind for the dual method applied in power systems.
Notice that, due to intermittent renewal generations and fluctuating uncontrollable loads, the operating condition of power grid may change at a fast timescale, which allows only a few iterations of the above-mentioned algorithm. Moreover, differ-ent DER devices may be featured with different timescales in control; e.g., devices with continuous decision variables can update power setpoints at relatively fast timescales, while those with discrete decision variables may only be able to update at relatively slow timescales. We therefore extend the proposed stochastic dual algorithm to a practical online realtime setting where 1) during each timeslot the algorithm can only run one or a few iterations in order to track the time-varying "optimal" operating point and 2) devices may update power setpoints asynchronously at different times. Also notice that, while we use a linearized power flow model to guide tractable algorithm design, our realtime algorithm will leverage the measured values of relevant electrical variables on the power system to account for the nonlinear power flows as well as reduce communication overhead. The resulting real-time feedback receding horizon control (RHC) algorithm provides a general online stochastic optimization algorithm for coordinating networked DERs with discrete power setpoints and dynamics to meet operational and economic objectives and constraints. We further characterize its convergence analytically and evaluate its performance numerically.
A. Related Work
We now briefly review some related work besides those already mentioned in the above. a) Discrete Decision Variables: Algorithms designed for discrete decision variables in power systems roughly fall into two categories: deterministic but usually generate suboptimal solutions, see, e.g., [13] , [14] ; and stochastic but often lack rigorous performance characterization, see, e.g., [15] , [16] . Some of deterministic algorithms rely on commercial solvers which may not be scalable to large systems and meet the requirement of realtime control.
b) Controlling Devices with Dynamics: Controllable devices with dynamics are usually handled in two ways: control based on heuristic or engineering intuition, see, e.g., [17] that controls TCLs based on temperature status; and optimizationbased control that can integrate specific objective functions and constraints, see, e.g., [18] that considers device dynamics but does not involve discrete variables and [19] that considers device dynamics and discrete decision variables but employs commercial solvers. c) Market-based/Demand-response Design: Existing literature on market-based and demand-response problem formulation mostly focus on demand/supply balancing, without considering network structure, see, e.g., [2] - [5] , [18] - [20] . On the other hand, those that are network-cognizant often require complex communication schemes and do not leverage feedback to reduce communication, see, e.g., [21] , [22] .
d) Distributed Optimization and Control of Dsitribution Grids: While our modeling framework and algorithm apply to general operational constraints, one of the major applications is distributed voltage regulation that has recently drawn considerable research; see, e.g., [23] - [28] . Online optimization with feedback control is also studied in, e.g., [29] - [32] to deal with nonlinear power flow models. We refer to [33] and references therein for a recent survey on distributed optimization and control of power systems. Non-controllable power injection of node i at time t
Power injection from DER d at node i at time t
Feasible set of DERs d at node i
Status of device d from node i at time t
Aggregated power injections of node i at time t, The rest of the paper is organized as follows. Section II presents power network model along with device models, and formulates the social welfare optimization problem. Section III presents convex relaxation and an offline distributed stochastic dual algorithm for solving the problem. Section IV extends the algorithm to a practical realtime setting with time-varying operating conditions, asynchronous updates, and feedback. Section V provides numerical examples to evaluate the performance of the algorithm, and Section VI concludes the paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Network Model
Consider a distribution network with N`1 nodes collected in the set N Y t0u, N :" t1, ..., N u, and distribution lines represented by the set E. Let p t i P R and q t i P R denote the aggregate net active and reactive power injections, respectively, at node i P N at time t. Further, let y t be a vector collecting certain electrical quantities of interest; for example, voltage magnitudes at some selected nodes, current on some lines, or power flows at the substation. The electrical quantities collected in y t are related to p t i and q t i via a nonlinear relationship that follows from Ohm's and Kirchhoff's Laws. In this paper, we utilize the following approximate linear relationship:
where A, B and c are linearization parameters that can be computed as shown in, e.g., [34] , [35] and pertinent references therein. It is worth pointing out that the linearized model (1) is utilized to facilitate the design of computationally-light algorithms that admit a real-time implementation. In Section IV, we will show how to leverage appropriate measurements from the distribution grid and DERs to cope with the inaccuracies in the representation of the AC power flows and we will establish appropriate convergence claims. As shown in [34] , [35] , the linear model (1) can be built in the way to account for an unbalanced system operation and for both wye and delta connections.
B. Node & Device Models
At node i P N , assume that non-controllable devices and controllable devices contribute to the aggregate net power injections p 
Power injections/consumption of device d at time t is constrained as z
. Also, denote by W w t " tt, t`1,¨¨¨, t`wu the time window from time t up to time t`w, and z
the feasible set of device d within this time window. We consider the following two types of controllable devices.
Devices with convex sets: Devices with power injections/consumptions that can be chosen from a convex and compact set. These devices are assumed to be fast responding, in the sense that they regulate the power output to given commands within seconds. We collect these devices in the set D Fi Ď D i . For example, the feasible region of a PV inverter d P D Fi has the following form:
where p av,t i,d denotes the available active power from a PV system at time t (based on prevailing ambient conditions), and η i,d is the rated apparent capacity.
Devices with discrete sets: Devices that admit a discrete set of possible setpoints. Control actions of these devices are usually implemented at a slower timescale. Collect these devices in the set D Si Ď D i , and denote by P i,d the set of power setpoints of a device d P D Si ; i.e.,
The devices may also feature states with given dynamics. For a device d, let x J . On the other hand, constraints on the state are modeled via a general convex vector-valued function ψ
By substituting (5) into (6), one obtains the following constraint:
The set Z t i,d is then convex if d P D Fi ; on the other hand, it is discrete and non-convex if d P D Si .
In the following, we provide two examples. a) For a heating, ventilation, and air conditioning (HVAC) system d P D Si , let x t i,d be the room temperature (i.e., the state) to be controlled at time t. The dynamics (5) are, in this case, in the form:
Here, T
where T t`τ out,i,d is the ambient temperature, and θ 1 , θ 2 are parameters specifying thermal characteristics of the HVAC and its operating environment; see, e.g., [18] . The constraint (6) can be
which is to confine the room temperatures within a given comfort range rT
We assume that the HVAC system can be turned on/off; that is,
with working power rate p (11)u, where the bold set notation represents the Cartesian product of the time-varying feasible sets within the time window W w t , e.g.,
We aim to design an algorithmic strategy where network operator and the DER-owners pursue their own operational goals and economic objectives, while concurrently achieving global coordination to enforce engineering constraints. For simplicity of exposition, consider the following notation:
We now describe pertinent optimization problems that model operational goals and constraints of network operator and the DER-owners. For simplicity of exposition, we outline the problem formulation under the presumption that one customer/DER-owner is located at a node of the electrical network; however, the proposed methodology is applicable to the case where multiple customers are located at a node (this is the case, for example, where multiple houses are connected to the same distribution transformer).
Customer-level problem. Let α The discrete nature of the control actions associated with devices in the sets tD Si u would render pertinent optimization problems nonconvex. Consider then utilizing the convex hull, defined as follows:
The relaxed set convpZ t i,d q is convex and compact. Accordingly, consider the following convex sets:
While a convex hull is utilized for the algorithmic design, a randomization strategy will be leveraged to recover feasible control actions from convpZ t i,d q. For given the vectors pα t i , β t i q, and for a given optimization horizon of w`1 time slots, the following problem is solved at node i at time t:
where the terms α 
Social-welfare problem: Let g t py t q be an affine function of the electrical quantities of interest y t , and let the following constraints capture network-level operational constraints at time t:
By equations (1)- (2) . Notice that the operational constraints are usually "independent" in the sense that none of them will subsume any other. We therefore have the following assumption.
Assumption 2 Function g
t is an affine function of z t with full row rank.
With Assumption 2 and the boundedness of the set convpZ t q, the Jacobian of g t pz t q is bounded over convpZ t q; i.e., there exists some constant σ g ą 0 such that
where }¨} F denotes the Frobenius norm. With these definitions in place, the following optimization problem is formulated to minimize the aggregate cost incurred by the customers, subject to network constraints: In the following, we first recall a result presented in our prior work [7] to obtain an exact convex relaxation of pP t 2 q regarding non-convex constraint (21g). Then, Section III-B and Section III-C will present a new stochastic dual algorithm to identify optimal points of pP t 2 q and to recover feasible power commands for devices in tD Si u.
III. DISTRIBUTED STOCHASTIC DUAL ALGORITHM
At time t, problem pP t 2 q naturally leads to a Stackelberg game where: (i) α t and β t are calculated via pP t 2 q by the network operator and broadcasted to all nodes i P N ; and, (ii) each consumer computes the power set points z
A. Exact Convex Relaxation
Consider the following convex optimization problem:
which is obtained from pP t 2 q by dropping the nonconvex constraint (21g) and instead adding the device-specific constraints (22g). The following is assumed.
Assumption 3 Problem pP t 3 q is strictly feasible, i.e., it satisfies Slater's condition at each time t.
Given the strong convexity of the cost function (22a) in z t , a unique optimal solution exists for problem pP t 3 q. Leveraging the results of [7] , we can show that pP 
for all τ " t, . . . , t`w. Then, Theorems 1-2 in [7] can be extended to obtain the following result. Hereafter, we will refer to the globally optimal solutions of pP t 3 q and pP t 2 q interchangeably, depending on the context. In the next section, we will design a stochastic dual algorithm for solving pP t 3 q in an offline or batch setting, and show how to recover feasible commands for devices with discrete power levels. Subsequently, we will develop an online stochastic dual algorithm.
Remark 1 From a practical standpoint, α
t and β t can be interpreted as "incentive signals" or "prices" that the network operator communicates to customers to ensure that engineering constraints in the network are satisfied. For example, when y t collects voltage magnitudes and the function g is designed to ensure voltage regulation, α t and β t can be understood as prices of voltage violation.
B. Offline Stochastic Dual Algorithm
Consider the Lagrangian function associated with pP t 3 q:
where µ t is the vector of dual variables associated with the network constraints (22f). The Lagrangian (24) is obtained by substituting (22c)-(22e) into (22f) and by keeping the constraints (22g) implicit. Define the primal optimal solution at time t as for a given dual µ " arg min
and consider the following dual problem
where the dual function is defined as:
We then have the following result. for any feasible µ andμ.
Using the results of Theorem 2.1 of [36] , we augment a dual gradient method for solving (26) with the a randomization strategy to recover discrete power commands at each iteration. The resultant stochastic dual gradient algorithm involves a sequential execution of the following steps:
pk`1q using scheme described in Section II.C.1b,
[S4] µ t pk`1q "
where r s`denotes the projection onto the nonnegative orthant, and ε ą 0 is a given stepsize. Notice that (29b) recovers feasible power commands only for the current time t (and not for τ " t`1, . . . , t`w). Further, in step (29c), g t pz t pk1is stochastic gradient of hpµ t pkqq with Erhpµ t pkqqs " g t pz t˚p k`1qq (the gradient).
Lemma 2 Under Assumptions 1-2, the dual function h t pµ t q is strongly concave.
Proof: By definition, the dual function is given by
On the other hand, the conjugate function of
which further gives: Let σ h ą 0 be the strong concavity coefficient of h t pµ t q; that is, for any feasible µ andμ, it holds that:
Furthermore, let ∆ ą 0 be a given scalar such that the following holds uniformly in time:
where the variance is taken with respect to the randomization step (29b). In other words, V ar`g t pz t q˘represent the variance of the discrepancy between the constraint function evaluated at the relaxed solution and at the randomized solution.
The following convergence result for the dual variables can be stated.
Theorem 2 Under Assumptions 1-3, and with a stepsize ε chosen such that
the stochastic dual algorithm (29) where the first inequality follows from the non-expansiveness property of the projection operator; the first equality is due to the the fact that g t is linear and it accounts for the recovery of discrete solutions; the second equality follows from Lemma 1; and the last inequality is due to the strong concavity of h t pµ t q. Notice that
where the last inequality is due to the Lipschitz continuity of ∇h t pµ t q. We then obtain the following inequality:
By taking the total expectation on both sides and by recursively computing the steps above, one obtains:
q. With ε chosen as in (34) , the result (35) follows.
Notice that (34) allows to select a stepsize ą 0 that is "small enough" to satisfy the converge requirement. It is also worth pointing out that when ∆ " 0 (i.e., no devices with discrete power commands are present), the right-hand-side of (35) goes to zero, corresponding to (29) reducing to the standard dual gradient algorithm when no discrete variables are present.
Corollary 1 When D Si " H for all i (i.e., there are no discrete optimization variables), and under Assumptions 1-3, if the stepsize ε satisfies (34), then (29) 
We next present a distributed implementation of the proposed method, along with a receding horizon optimization strategy.
C. Distributed Implementation and Receding Horizon Optimization
The stochastic dual algorithm (29) can be implemented in a distributed fashion by leveraging the decomposability of the Lagrangian function. Specifically, step (29a) is decomposable on a per-node basis, where each customer/node i can update the power commands of the devices D i once the vectors pα t , β t q are received. On the other hand, the dual step is performed by a network operator. The overall distributed algorithm is tabulated as Algorithm 1.
Problem pP t 3 q is a multi-period problem. To optimize the operation of both network and devices, problem pP t 3 q can be embedded into a receding horizon control (RHC) strategy [38] where: (i) At time t, the temporal window of w time slots T k :" tt k , t k`1 , . . . , t k`w u is considered, and the offline Algorithm 1 is utilized to solve pP This strategy is consistent with traditional RHC methods. However, the premises here are that:
‚ Each time slot is "long enough" to allow the offline Algorithm 1 to converge to the solution of pP t 3 q; ‚ Within each time slot, the problem inputs are not changing; i.e., prevailing ambient and operational conditions are invariant over a time slot.
In the following section, we will present an online algorithm that can cope with cases where prevailing ambient and operational conditions vary fast, and they lead to problem inputs that change even within an iteration (or a few iterations) of the Algorithm 1. The resultant algorithm can be interpreted as a real-time RHC strategy where the temporal window is shifted every iteration of the online algorithm (with the shift being determined by the computational time of the algorithmic steps).
Remark 2 Since the paper primarily focuses on the design and analysis of Algorithm 1 and its online counterpart presented in Section IV, errors in the forecasting of problem inputs (such as maximum available PV generation, uncontrollable loads, etc) are not considered in the paper. On the other hand, the proposed framework could be equally applicable to robust or chance-constrained counterparts of pP 
and define its corresponding "reduced" dual function as:
whose unique optimal solution is:
Based on the definitions above, we propose the online asynchronous algorithm tabulated as Algorithm 2. Notice that we have included an additional subscript to denote the time when decision variables are calculated; e.g., µ
t`1 r,t is the dual vector for the reduced Lagrangian from t`1 to t`w`1 calculated at time t. We also recall that in Algorithm 2, only one iteration is carried out at time t, and then the temporal window is shifted from t to t`1.
B. Performance Analysis
To analyze the performance of Algorithm 2, the following assumptions are made.
Assumption 4 There exists some constant e ą 0 such that the variation of the optimal µr of pP t 3 q over any two consecutive timeslots is bounded as
V arpg t pz t qq, one has that:
.
Selecting the stepsize ε in a way to satisfy (34) , and letting t Ñ 8, the main result (43) follows. The bound (43) provides a characterization of the discrepancy between the optimal dual variable and the dual variable generated by the online algorithm. The asymptotic bound depends on the underlying dynamics of the optimization problem through e and on the measurement errors and linearization errors through ρ. The result (43) can also be interpreted as input-to-state stability, where the trajectory of the optimal dual variables is taken as a reference.
The result (43) also suggests ways to improve the performance of Algorithm 2 in terms of tracking. For example, more frequent updates leads to smaller e; a finer control granularity for discrete devices leads to a smaller ∆.
V. NUMERICAL EXAMPLES
A. Simulation Setup
Consider a modified version of the IEEE 37-node test feeder shown in Fig. 2 . The modified network is obtained by considering the phase "c" of the original system and by replacing the loads specified in the original dataset with real load data measured from feeders in Anatolia, California during a week of August 2012 [40] . Particularly, the data have a granularity of 1 second, and represent the loading of secondary transformers. Line impedances, shunt admittances as well as active and reactive loads are adopted from the respective data set. It is assumed that 18 PV systems are located at nodes 4, 7, 10, 13, 17, 20, 22, 23, 26, 28, 29, 30, 31, 32, 33, 34, 35 and 36, and their generation profiles are simulated based on the real solar irradiance data available in [40] . The ratings of these inverters are 300 kVA for i " 3, 350 kVA for i " 15, 16, and 200 kVA for the remaining inverters. Loads and the power available from a PV system with capacity of 50 kW are reported in Fig. 3 for illustrative purpose. We then install 15 A/Cs and 15 batteries at each of the following 25 nodes: 2, 5, 6, 7, 9, 10, 11, 13, 14, 16, 18, 19, 20, 21, 22, 24, 26, 27, 28, 29, 30, 32, 33, 35 and 36 , totaling 375 A/Cs and 375 batteries. The detailed simulation modeling of PV inverters, A/Cs, and batteries are described as follows.
PV inverters: The PV inverters' objective functions are set uniformly to
with positive constant c p and c q , in an effort to minimize the amount of real power curtailed from the available power p
based on irradiance conditions at time t, and the amount of reactive power injected or absorbed. PV inverters are set to be updated every second within a convex feasible set as (3). A/Cs: We set a uniform cost function for all A/Cs as
where c t is positive constant, T nom i,d is a preferred room temperture set at 75˝F, and the future room temperature and constraints are modeled according to (8) -(10) with θ 1 uniformly set to 0.1, and θ 2 randomly picked from r´0.0009,´0.0011s. The acceptable ranges of room temperatures are set to r70˝F, 80˝Fs. Each A/C updates every 15 minutes with two possible power status: 4 kW (on) and 0 (off).
Batteries: We set a uniform cost function for batteries as
where c b is a positive constant, S nom i,d is a preferred battery state of charge set to 0.5 for all batteries for illustrative purpose, and the battery dynamics and constraints are modeled as (12)- (13), with charging/discharging efficiency ξ set to 1 and SOC bounds to r0.2, 0.8s uniformly for simplicity. 1 For each battery, we set a uniform charging rate of 4 kW, and a fixed discharging rate randomly picked between 3.6 kW and 4.4 kW. Batteries update power status of charging/off/discharging every 15 minutes.
Operational constraints g t pŷ t q ď 0 are set to voltage regulation:
with voltage upper and lower bounds v i and v i set to 1.04 p.u. and 0.96 p.u. respectively for @i P N . For the rest of this section, we will focus on illustrating performance of online asynchronous algorithm, i.e., Algorithm 2. We refer to numerical results in [41] for numerical examples of stability analysis for offline algorithm.
B. Online Asynchronous Distributed Algorithm
We implement Algorithm 2 for one day to coordinate network operator and customers to achieve operational and economic goals, and examine individual and aggregate behaviors of the controllable devices. The asynchrony is simplified as follows: at the beginning of every minute, one-fifth of A/Cs and batteries update their setpoints while the rest maintain previous decisions. In practice, more asynchronous updates are expected, which usually leads to better and smoother results.
1) Dynamics of Individual Device: We first zoom in to examine individual controllable devices.
PV inverter: We select an arbitrary PV inverter and plot its power output in Fig. 4 . Positive real power curtailment and negative reactive power injection can be observed in response to the signal that incentivizes negative power injection.
A/C: We select an arbitrary house from an arbitrary node and plot its inside temperature. As shown in Fig. 5 , the room temperature is controlled within the acceptable range.
Battery: We select an arbitrary battery and plot its SOC along with its power setpoint in Fig. 6 . We observe a SOC near 0.5 but deviating due to the response to incentive signal, which we will further illustrate later.
2) Aggregated Behavior & Voltage Regulation: We zoom out to examine the aggregated behavior of hundreds of discrete devices.
As shown in Fig. 7 , the temperatures of all 375 houses with A/Cs are controlled within the acceptable temperature range, with an average temperature around the preferred value of 75˝F. Tighter temperature bounds can be achieved by finer control granularity and more frequent control. Fig. 8 shows the SOCs of all 375 batteries, together with exemplifying incentive signals for real power at 3 of nodes (see equation (23)). One can observe that batteries are incentivized to charge more during the middle of the day with average SOC higher than the preferred one.
Lastly, we plot the voltage in Fig. 9 . Due to coordinated efforts of all controllable devices, the voltage magnitude is brought within the upper bound, compared with uncontrolled one.
VI. CONCLUSION
We have proposed a distributed stochastic dual algorithm for managing DERs with both continuous and discrete decision variables as well as device dynamics, and extended it to the practical realtime setting with time-varying operating conditions, asynchronous updates by devices, and feedback being leveraged to account for nonlinear power flows as well as reduce communication overhead. The resulting algorithm provides a general online stochastic optimization algorithm for coordinating networked DERs to meet operational and economic objectives and constraints. We characterize the convergence of the algorithm analytically and evaluate its performance numerically. 
