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Abstract—In this article, we improve extreme learning ma-
chines for regression tasks using a graph signal processing based
regularization. We assume that the target signal for prediction
or regression is a graph signal. With this assumption, we use the
regularization to enforce that the output of an extreme learning
machine is smooth over a given graph. Simulation results with
real data confirm that such regularization helps significantly
when the available training data is limited in size and corrupted
by noise.
I. INTRODUCTION
Extreme learning machines (ELMs) have emerged as an
active area of research within the machine learning community
[1]. ELMs differ from the traditional approaches such as
neural networks (NNs) and suppor vector machines (SVMs)
in an important respect: the parameters of hidden nodes of
the ELM are randomly generated and the learning takes
place only at the output layer or at the extreme layer by
solving a regularized least-squares problem [2]. As a result,
ELM does not suffer from computational issues that often
affect traditional approaches, making the ELM a fast and
effective learning approach. ELM despite its simplicity has
been shown to have high quality performances in classification
and regression tasks, often giving similar or better results
in comparison with NNs and SVMs, while being orders of
magnitude faster[2], [3], [4], [5]. In fact, the ELM enjoys
universal approximation properties: given mild conditions on
the activation functions, the ELM can be shown to approxi-
mate any continuous(in the case of regression) or piecewise
continuous (in the case of classification) target function as
the number of neurons in the hidden layer tends to infinity
[6], [1]. Though traditionally ELMs have been developed as
single-layer feed forward networks, multi-layer, distributed,
and incremental extensions have also been developed [7], [8],
[9].
As with any machine learning paradigm, the performance
of the ELM depends on the nature of the training and testing
data. The more abundant and reliable the training data be,
the better the classification or regression performance be.
However, in many applications the training data may be scarce
and corrupted by noise. In such cases, it is important to
incorporate additional structures during the training phase. In
this article, we propose the use of the emerging notion of
graph signal processing [10], [11] to enhance the prediction
performance of the ELM in regression tasks. In particular, we
consider the target or output of the ELM to be smooth signals
over a graph, and propose ELM for graph signal processing
(ELMG). Our hypothesis is that such an approach results
in improved prediction performance. Experiments with real-
world data show the validity of our hypothesis. ELMs and
graph signal processing have both emerged as directions of
much interest in the respective communities, and we believe
that our work is a step towards bringing them together.
II. PRELIMINARIES
A. Graph signal processing
Consider a graph of M nodes denoted by G = (V, E ,A)
where V denotes the node set, E the edge set, and A = [aij ]
the adjacency matrix, aij ≥ 0. Since we consider only
undirected graphs, we have that A is symmetric [12]. A vector
y = [y(1)y(2) · · · y(M)]> ∈ RM is said to be a graph signal
over G if y(m) denotes the value of the signal at the mth node
of the graph [10], [11], [13], [14], [15], [16]. The smoothness
of a graph signal y is measured in terms of the quadratic form:
l(y) = y>Ly =
∑
(i,j)∈E
aij(y(i)− y(j))2,
where L = D − A is the graph Laplacian matrix, D being
the diagonal degree matrix with ith diagonal given by di =∑
j aij . l(y) is a measure of variation of y across connected
nodes: the smaller the value of l(y) implies the smoother the
signal y.
B. Extreme learning machine
Consider a set of N observations of input and target pairs
{(xn,yn)}Nn=1. An extreme learning machine consists of the
input layer, an output layer and a hidden layer of K neurons
as shown in Figure 1. The kth neuron implements a nonlinear
operation hk(·) on the input and is parameterized by set of
variables (ak,bk), that is,
hk(x) = G(x,ak,bk)
where G(·,a,b) is a parametric scalar function, for example,
the sigmoid function G(x,a, b) =
1
1 + exp (−(a>x + b)) .
The functions hk(·) are referred to as the activation functions.
The parameters (ak,bk) are drawn randomly from a known
probability distribution. The weights wm,k corresponds to the
regression coefficient relating the output of the kth neuron
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Fig. 1. Schematic of an extreme learning machine for vector target.
to the mth component of the vector output y ∈ RM . ELM
models the output or target vector y as the output of linear
regression such that
y = W>h(x) (1)
where h(x) = [h1(x), h2(x), · · · , hK(x)]>. In the ELM,
we learn the regression matrix W by solving the following
regularized least-squares problem:
argmin
W
N∑
n=1
‖tn −W>h(xn)‖22 + αtr(W>W), α ≥ 0 (2)
where tr(·) denotes the matrix trace operation. Let us define
the matrices T and H such that T = [t1t2 · · · tN ]> and H =
[h(x1)h(x2) · · ·h(xN )]>. Then, we have that
W = argmin
W
(‖T−HW‖2F + αtr(W>W)) , α ≥ 0
where ‖ · ‖F denotes the Frobenius norm. The optimal value
of W is obtained as [6]:
W = (H>H + αIN )−1T. (3)
Thus, ELM consists of input layer acted upon by activation
functions with random parameters, followed by learning of the
regression coefficients at the output layer.
III. ELM OVER GRAPH
We next propose ELM for graph signal processing. We
assume that the target signal t is a graph signal and may be
corrupted by noise. Our goal is to learn an ELM such that the
predicted output y is smooth over graph G. We achieve this
goal by enforcing a penalty of the form
∑
n l(yn) while train-
ing the ELM. In other words, we learn the optimal regression
coefficients as the minimizer of the following optimization
problem:
C(W) =
N∑
n=1
‖tn − yn‖22 + αtr(W>W) + β
N∑
n=1
l(yn),
subject to yn = W>h(xn) ∀n, α, β ≥ 0.
(4)
We observe that (4) is an optimization similar to that in (2)
and therefore represents an ELM with further regularization:
the ELM output is enforced to be smooth over the graph G.
Then, the predicted output for a new input x is given by
y(x) = W>g h(x),
which we refer to as the output of the ELMG. We next proceed
to evaluate the optimal Wg matrix. Using properties of the
matrix trace operation trace(·), we have that
C(W) = ‖T−HW‖2F + αtr(W>W)
+ β
∑
n
h(xn)
>WLW>h(xn)
= tr((T−HW)>(T−HW)) + αtr(W>W)
+ β
∑
n
h(xn)
>WLW>h(xn)
= tr(T>T)− 2 tr (T>HW)
+ tr(W>H>HW) + α tr(W>W)
+ β tr
(∑
n
h(xn)
>WLW>h(xn)
)
= tr(T>T)− 2 tr (T>HW)+ tr(W>(H>H + αI)W)
+ β tr
(
WLW>
∑
n
h(xn)h(xn)
>
)
= tr(T>T)− 2 tr (T>HW)+ tr(W>H>HW)
+ α tr(W>W) + β tr
(
W>H>HWL
)
. (5)
C(W) is quadratic in W. Hence, we obtain the optimal and
unique solution by setting the gradient of C with respect to
W equal to zero. Using matrix derivative relations[17]
∂
∂W
tr (M1W) = M>1 ,
∂
∂W
tr
(
W>M1WM2
)
= M>1 WM
>
2 + M1WM2,
where M1 and M2 are matrices, and setting ∂C∂W = 0 we get
that
−H>T + H>HW + αW + βH>HWL = 0,
or,
(
H>H + αIK
)
W + βH>HWL = H>T. (6)
On rearranging and vectorizing terms in (6), we have that
vec(H>T)=
[
(IM⊗(H>H+αIK))+(βL⊗H>H)
]
vec(W),
where vec(·) denotes the standard vectorization operator and
⊗ denotes the Kronecker product operation [18]. Then, Wg
follows the relation:
vec(Wg)=
[
(IM⊗(H>H+αIK))+(βL⊗H>H)
]−1
vec(H>T)
=D−1(I⊗H>)vec(T) (7)
where D = IM⊗(H>H+αI)+βL⊗H>H. We observe that
on setting β = 0 or L = 0 which corresponds to having no
graph, we get that
vec(Wg)=
[
IM⊗(H>H+αIK)
]−1
vec(H>T), or
Wg = (H
>H + αIN )−1T.
In other words, ELMG reduces to the standard ELM when
β = 0.
IV. SMOOTHING EFFECTS FOR ELMG
We next discuss how the ELMG output for training data can
be interpreted as a smoothing action across both observations
and graph nodes. We show that the ELMG performs a shrink-
age along the principal components of the graph Laplacian
and kernel matrix. On vectorizing Y = HWg and using (7),
we get that
vec(Y) = (IM ⊗H)vec(Wg)
= (IM ⊗H)D−1(IM ⊗H>)vec(T). (8)
Let L be diagonalizable with the eigendecomposition:
L = VJLV
>,
where JL and V denote the eigenvalue and eigenvector
matrices of L, respectively, such that
V = [v1 v2 · · ·vN ] ∈ RM×M
JL = diag(λ1, λ2, · · · , λN ) ∈ RM×M .
Further, let H = UΣV>H denote the reduced singular-value
decomposition of H such that
UH = [uH,1 uH,2 · · ·uH,M ] ∈ RM×r
Σ = diag(σ21 , σ
2
2 , · · · , σ2N ) ∈ Rr×r
VH = [vH,1 vH,2 · · ·vH,r] ∈ Rr×Nand
where r denotes the rank of H equal to the number of nonzero
singular values, and Σ is the reduced singular value matrix
which is the submatrix with only non-zero diagonal of the
full singular value matrix. Then, we have that
D = IM ⊗ (H>H + αI) + βL⊗H>H
= [(VIMV
>)⊗ (VH(Σ2 + αIN )V>H)]
+[β(VJLV
>)⊗ (VHΣ2V>H)]
(a)
= [(V ⊗VH)(IM ⊗ (Σ2 + αIN ))(V> ⊗V>H)]
+[β(V ⊗VH)(JL ⊗Σ2)(V> ⊗V>H)]
= (V ⊗VH)J(V ⊗VH)>,
(9)
where J = (IM ⊗ (Σ2 + αIN )) + β(JL ⊗Σ2) ∈ RMr×Mr.
In (9)(a), we have used the distributivity of the Kronecker
product: (M1 ⊗M2)(M3 ⊗M4) = M1M3 ⊗M2M4 where
{Mi}4i=1 are four matrices. Similarly, we have that
(IM ⊗H) = (VIMV>)⊗ (UHΣV>H)
= (V ⊗UH)(IM ⊗Σ)(V> ⊗V>H)
(10)
Similarly,
(IM ⊗H>) = (V ⊗VH)(IM ⊗Σ)(V> ⊗U>H). (11)
Then, on substituting (9), (10), and (11) in (8), we get that
vec(Y) = (Z(IM ⊗Σ)J−1(IM ⊗Σ)Z>)vec(T)
= (Z[(IM ⊗ (I + αΣ−2)) + β(JL ⊗ I))]−1Z>)vec(T),
(12)
where Z = V⊗UH . Let JF = [(IM⊗(I+αΣ−2))+β(JL⊗
I))]−1. Then, any diaognal element ζi of JF is of the form
ζi = [(1 + ασ
−2
i2 ) + βλi1]
−1 =
1
[(1 + βλi1) + α/σ2i2]
,
for some i1 ≤M and i2 ≤ N . From (12), we have that
vec (Y) =
MN∑
i=1
ζiziz
>
i vec (T) , (13)
where zi are column vectors of Z. (13) expresses the pre-
diction output Y as projections along the principal directions
given by zi = vi1 ⊗ uH,i2 for some i1 ≤ M and i2 ≤ N .
In the case when ζi  1, the component in vec(T) along
zi is effectively eliminated. The principal components cor-
responding to largest σ2 correspond to the most informative
directions. The components corresponding to smaller σ2 are
usually those of noise with high-frequency components. The
eigenvectors of L corresponding to the smaller eigenvalues
λ are smooth over the graph [12], [10]. We observe that the
condition ζi  1 is achieved when corresponding σ2i1 is small
and/ or λi2 is large. This corresponds to effectively retaining
only components in vec(T) which vary smoothly across the
observation inputs {1, · · · , N} and and/ or smoothly varying
across over the M nodes of the graph. The extend of the
smoothing achieved depends on the regularization parameters
α and β. Thus, ELMG output corresponds to a smoothing or
denoising operation over the training targets.
V. EXPERIMENTS
We consider the application of the proposed ELM over
graphs to two real-world graph signal datasets. In each of these
datasets, the true targets to,n’s are smooth graph signals which
lie over a specified graph. We assume that the true target values
are not observed and that we have access to only noisy target
tn’s and the corresponding inputs xn’s. In order to simulate
such a situation, we deliberately corrupt the true graph signal
targets with additive white Gaussian noise en:
tn = to,n + en.
We then use the noisy targets for training ELM and ELMG.
The trained models are then used to predict targets for inputs
from the test dataset. We consider the following three different
activation functions popular in ELM literature:
1) Sigmoid function: G(x,a, b) =
1
1 + exp(−(a>x + b)) .
2) Hardlimit function: G(x,a, b) ={
1, if a>x + b ≥ 0,
0, otherwise.
3) Gaussian function: G(x,a, b) = exp(−b‖x− a‖22).
The entries of parameters a and b for each of the K neurons
are drawn independently from the standard normal distri-
bution. The parameters α and β are found by exhaustive
grid search. We compare the prediction performance of both
the strategies in terms of the normalized mean-square error
(NMSE) for the test data, averaged over 100 different dataset
K ELM ELMG ELM ELMG ELM ELMG
N = 4 N = 16 N = 30
Sigmoid function
102 -3.74 -6.58 -7.72 -9.36 -7.87 -8.99
103 -3.78 -6.56 -7.53 -9.05 -7.74 -8.91
104 -3.94 -6.71 -7.63 -9.24 -8.02 -9.10
Hardlimit function
102 -3.55 -7.14 -8.01 -9.30 -7.47 -8.65
103 -3.68 -6.80 -7.75 -9.03 -8.05 -9.15
104 -3.75 -7.10 -7.12 -8.85 -7.90 -9.18
Gaussian function
102 -3.73 -6.34 -7.61 -9.11 -7.77 -8.92
103 -3.66 -6.38 -7.55 -9.17 -7.90 -9.02
104 -3.70 -6.69 -7.58 -9.09 -7.80 -9.00
TABLE I
NMSE FOR TESTING DATA AS A FUNCTION OF K AND N FOR
TEMPERATURE MEASUREMENTS.
K ELM ELMG ELM ELMG ELM ELMG
N = 10 N = 80 N = 140
Sigmoid function
102 -14.99 -19.24 -23.31 -24.26 -24.86 -25.33
103 -14.95 -19.13 -23.38 -24.26 -25.03 -25.58
104 -14.84 -19.26 -23.66 -24.67 -25.05 -25.72
Hardlimit function
102 -14.99 -19.24 -23.31 -24.26 -24.87 -25.33
103 -14.95 -19.13 -23.38 -24.26 -25.03 -25.58
104 -14.84 -19.26 -23.66 -24.67 -25.05 -25.72
Gaussian function
102 -15.06 -19.05 -23.55 -24.62 -25.68 -26.14
103 -15.02 -19.12 -23.49 -24.57 -25.66 -26.24
104 -15.09 -19.13 -23.56 -24.63 -25.75 -26.30
TABLE II
NMSE FOR TEST SET AS A FUNCTION OF K AND N FOR CEREBELLUM
FMRI DATA.
partitions and noise realizations. As discussed earlier, our
hypothesis is that graph signal structure helps to improve
prediction by the ELM. Our experiments below show that this
is indeed the case1.
A. Temperature of cities in Sweden
We consider the temperature measurements over the 45
largest cities in Sweden for the period of October to December
2015. We consider the geodesic graph whose adjacency matrix
is given by aij = exp
(
− d
2
ij∑
i,j d
2
ij
)
, where dij is the geodesic
distance between the ith and jth cities. We consider the target
to be the vector of temperature measurements over all 45 cities
for a given day and the corresponding measurements from
the previous day as the input x. We construct noisy training
targets by adding white Gaussian noise at a signal-to-noise
(SNR) level of 5dB. The NMSE as a function of N for the
sigmoid activation function is plotted in Figure 2. We observe
that the ELMG outperforms ELM by a signficant margin for
all K, particularly at small sample sizes. As N is increased,
the performance of ELM and ELMG almost coincide. The
NMSE obtained for different N and K values for all the three
activation functions is listed in Table I.
1The codes used for experiments may be found at:
https://www.kth.se/en/ees/omskolan/organisation/avdelningar/information-
science-and-engineering/research/reproducibleresearch
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Fig. 2. NMSE for temperature measurements with sigmoid activation func-
tion.
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Fig. 3. NMSE on for fMRI measurements with sigmoid activation function.
B. fMRI data for cerebellum
We next consider the functional magnetic resonance imag-
ing (fMRI) data obtained for the cerebellum region of the brain
used in [19]2. The data consists of the intensity values at 4000
different voxels obtained from the fMRI of the cerebellum re-
gion. The graph is obtained by mapping the cerebellum voxels
anatomically following the atlas template [20], [21]. We refer
to [19] for details of graph construction and associated signal
extraction. We consider the first 1000 nodes in our analysis.
Our goal is to use the intensity values at the first 100 vertices
as input x ∈ R100 and make predictions for the remaining 900
vertices, which forms the output t ∈ R900. We have a total
of 295 graph signals corresponding to different measurements
from a single subject. We use a one half of the data for
training and the other half for testing. As with the earlier
experiment, we construct noisy training targets at a signal-
to-noise (SNR) level of 5dB. The NMSE of the prediction
mean for testing data, averaged over 100 different random
partitions of the dataset and different realizations of a,b and
noise, for the three activation functions is listed in Table II.
As also seen from Figure 3, the trend remains the same as
like the case of temperature data: ELMG outperforms ELM
2The data is available publicly at https://openfmri.org/dataset/ds000102.
when the number of training samples is small, irrespective of
the activation function and the number of neurons K.
VI. CONCLUSIONS
We bring together extreme learning machines and graph
signal processing. Using the assumption that the signal to
be predicted is smooth over a graph, the relevant regression
problem uses graph-Laplacian matrix as well as a kernel
between the observed inputs. The resulting solution has an
interpretation of providing simultaneous smoothness across
training samples and across graph nodes. Our hypothesis –
the graph knowledge will improve performance of extreme
learning machine – is verified by experiments on real data.
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