We propose a novel geometric Rao-Blackwellized particle 
Introduction
Visual SLAM is the process of simultaneously estimating the camera pose and 3-D structure of the environment from 2-D image sequences [7, 8, 22] . Usually, landmarks in visual SLAM are regarded as 3-D points. However, in the case of SLAM in man-made environments, the point landmarks are not sufficient to fully represent the 3-D structure of the environment because man-made environments are usually composed of lots of planes, e.g., walls, floors, and various man-made planar objects. Thus, there have been several attempts to discover higher-level structures such as lines and planes from the estimated point landmarks [9, 16] .
In this paper, we take a different view from [9, 16 ] to a richer representation of the environment. We regard the landmark as a locally planar 3-D object rather than a 3-D point, and estimate both landmark 3-D position and its plane normal 1 as shown in Fig. 1 . Locally planar landmarks can be considered as a higher-level description of the manmade environment than point landmarks. Moreover, it is evident that locally planar landmarks can give more advanced cues than point landmarks for higher-level structure inference from the estimated landmarks. 1 Hereafter, we use the term "landmark pose" to mean the landmark 3-D position and its plane normal. When using Rao-Blackwellized particle filter (RPBF), the landmark pose can be estimated via extended Kalman filter (EKF) or unscented Kalman filter (UKF) based on the sampled camera pose. Since both are Gaussian filters, we should represent the landmark and measurement uncertainties as Gaussian distributions. It is, however, not straightforward to define Gaussian on the space of directional vectors representing the landmark plane normal because it is a curved space. It is also awkward to represent the measurement uncertainty as Gaussian because the measurement error owing to the errors of the camera and landmark poses is represented by the homography transformation of the landmark projection, and the space of homography matrices is also a curved space.
To resolve these difficulties in visual SLAM with locally planar landmarks via RBPF, we take a geometric approach based on Lie group theory. The motivation is both plane normal and homography can be represented by SO (3) and SL (3) , respectively, which are both Lie groups, and we can represent their uncertainties as Gaussian distributions on Lie groups defined in [2] . Note that the camera pose can also be considered as another Lie group SE (3) .
With these considerations, our primary contribution is to propose a geometric RBPF on Lie groups to solve monocular SLAM with locally planar landmarks. The geometric RBPF on Lie groups means that both camera state particle sampling and landmark state update are explicitly done on Lie groups without any local coordinate parametrization. In detail, the camera state and the landmark state for the plane normal are defined as SE (3) and SO (3) , respectively. The measurement is defined as 2-D coordinates of four corner points of the quadrilateral planar landmark projection, and its error is represented by SL (3) . The uncertainties of the camera state, the landmark state for the plane normal, and the measurement are then represented as Gaussian on SE(3), SO(3) , and SL(3), respectively. With these geometric definitions, we formulate the unscented transformation (UT) on Lie groups for optimal importance sampling of the camera state particle and landmark pose estimation both via UKF.
In addition to the geometric formulation of RBPF on Lie groups, we also present various convincing experimental results that our geometric framework yields quite satisfactory performance for visual SLAM with locally planar landmarks employing only a monocular camera.
Related work
The first monocular SLAM system dealing with locally planar landmarks is [18] . The limitation of [18] is that the landmark plane normal is separately estimated outside the main EKF, which performs SLAM with point landmarks. This means that the estimated plane normal does not contribute to the camera pose estimation. In our framework, the estimated landmark pose directly contributes to the camera pose estimation since we employ only a single RBPF.
Although the visual SLAM system where the landmark pose is estimated along with the camera pose within a single EKF was proposed in [19] , only the limited experimental results using the stereo camera were reported. Berger et al also relied on the stereo images to estimate the normal of the planar landmarks called planar facets [4] .
To the best of our knowledge, there is currently no successful monocular SLAM system with locally planar landmarks within a single filtering framework. In this paper, we realize such visual SLAM system via our geometric RBPF on Lie groups. We remark that the optimization-based approach to monocular SLAM with locally planar landmarks was recently proposed in [21] . We start with discussing the necessary geometric background on Lie groups in Section 2.
Preliminaries on Lie groups
A Lie group G is a group which is a differentiable manifold with smooth group operations. The Lie algebra g for G is defined as the tangent vector space at the identity of G. G and g are related via the exponential and log maps, exp : g → G and log : G → g. For matrix Lie groups, exp and log correspond to the ordinary matrix exponential and log. The local neighborhood of X ∈ G can be well defined by using the exponential coordinates , where R ∈ SO (3) and p ∈ 3 . SL(3), the space of 3 × 3 real matrices with the unit determinant, corresponds to the space of homography matrices representing the 8-DOF projective transformation of the planar object image. The Lie algebras of SO(3), SE (3) , and SL(3) are denoted by so (3) , se (3) , and sl(3), respectively, and their basis elements E i can be found in, e.g., [3, 24] .
The practical definition of Gaussian on semi-simple Lie groups such as SL (3) and SO(3) is given in [2] . The underlying principle is to define Gaussian on the Lie algebra using the Riemannian exponential and log maps, which are derived from the geodesics on semi-simple Lie groups. Denoting the Riemannian exponential and log maps at the identity by expp and logg, respectively, then Gaussian on SL (3) 
where Σ is the covariance on the Lie algebra. expp for SL (3) and SO (3) is given by expp(x) = exp(−x ) exp(x+ x ) where x is the Lie algebra element. expp and logg correspond to exp and log particularly for SO (3) . The sampling from N (X; µ, Σ) is realized as
where is sampled from Gaussian on the Lie algebra with the zero mean and the covariance Σ. The efficient gradient-descent algorithm to obtain the sample mean of SL(3) is presented in [2] while the sample mean formula of SO(3) is given in [14] . For SL (3) and SO (3) , with the sample meanμ of {X 1 , . . . , X m }, the sample covarianceΣ is obtained as
Since SE (3) is not a semi-simple Lie group, we define Gaussian on SE(3) by using the exponential coordinates, which actually corresponds to replace expp and logg in (1) and (2) by exp and log. The sample mean of SE(3) is simply determined with the sample mean of SO(3) and 3 . The sample covariance of SE(3) is also obtained with (3) using log instead of logg. Our definition of Gaussian on SE(3) can be considered as valid particularly when the covariance Σ is sufficiently small [24] . Hereafter, we use the subscripts in representing Gaussian on each Lie group as N SL (3) , N SO(3) , and N SE (3) ; similarly v sl (3) , v so (3) , and v se (3) . 
Problem formulation

State definition
The camera state X is defined as SE (3) itself without any local coordinate parametrization. With the assumption of a smooth camera motion, we use the following state equation as [15] :
where a is an auto-regressive parameter and w k ∈ 6 is the Wiener process noise on se(3) with a covariance P ∈ 6×6 . Denoting (1) and (2), we can represent p(
The landmark state L is defined as L = {s, N }, where s is the landmark 3-D position and N ∈ SO(3) is the coordinate frame attached to the planar landmark so that the z− axis represents the plane normal as shown in Fig. 2 . Since we employ only a monocular camera, we represent s as a 6 vector by using the inverse depth parametrization of [6] .
Landmark initialization
When the interest point is detected on the video frame, we initialize the landmark L = {s, N } as follows. First, s is initialized to be on the ray passing through the interest point on the normalized image coordinates and the camera center as shown in Fig. 2 . Then we can represent the depth uncertainty including the infinity by a single Gaussian over the inverse depth ρ along the ray. Please refer to [6] for the detailed description of inverse depth parametrization. N for the landmark plane normal is initialized as SO (3) with the z-axis opposite to the camera viewing direction as shown in Fig. 2 . We set x-and y-axes of N to be parallel to the image coordinate axes. This initialization should be done for each camera state particle in an RBPF framework.
Assuming there is no error in the position of the detected interest point, the uncertainty of s is only about the inverse depth ρ. We set the standard deviation for ρ, σ ρ , to include the infinity in the 95% confidence region. To represent the uncertainty of N , we use the Gaussian on SO (3) as N SO(3) 
. The standard deviations for x-and y-axes of N , σ x and σ y , are set to be π 3 to cover large plane normal error in the initialization. Note that we do not have to assign the uncertainty for the z−axis of N . Thus, the covariance for L is represented as
Measurement equation
Along with the initialization of L, we also designate the rectangular region centered at the interest point for the measurement y k from L. Using the rectangular corners in the normalized image coordinates and the camera pose at the landmark initialization, we can determine c 
where h is the camera projection function with the internal parameters and n k is a random 3 × 3 homography matrix representing the measurement error. When L is updated, c L i should be re-determined.
To represent the measurement uncertainty as Gaussian, we regard n k as a random SL(3) element sampled from N SL(3) (I, R) via (2) with a covariance R ∈ 8×8 on sl(3). The homography between the two images is determined from the simple linear equation with four point correspondences [11] . Denoting the function calculating the homography transformation from the point set A to another point set B by r (A, B) , the measurement likelihood p(
Geometric RBPF on Lie groups
In our RBPF, the state particles S k and y k . Now we formulate UT on Lie groups in consideration of the geometric properties discussed in Section 2 for optimal importance sampling and landmark update both via UKF. One of the reasons to use UKF instead of EKF is the calculus on Lie groups is not straightforward in general. Moreover, the superiority of UKF to EKF in the RBPF-based SLAM has been recently reported in [13] .
Optimal importance sampling
The optimal importance function for particle filtering is given by p(X k |X
, which means that y k should be considered when the particles are sampled. Adopting the approach of [15] , we can approximate the optimal importance function as N SE(3) using the exponential coordinates.
If
is jointly Gaussian with the following mean µ and covariance Σ:
This is the generalization of Gaussian filtering on the vector space to SE(3) using the exponential coordinates. Note that the measurement error in (8) is represented as the one on sl(3) using r and logg. In (7), µ 1 and Σ 11 correspond to the mean and covariance of p(X k |X
k−1 ) and P , respectively. We now utilize UT to estimate the remaining µ 2 , Σ 12 , and Σ 22 in (7).
For a state of dimension n, it is necessary to generate 2n+1 sigma points [12] . Thus 13 sigma points are required for our case because the intrinsic dimension of SE(3) is 6. We generate the sigma pointsX j , which are symmetrically distributed around f (X (i) k−1 ) using the exponential coordinates as
where χ j is a 6 vector corresponding to the j-th column of the square root of (6 + λ)P with λ = α 2 (6 + κ) − 6. Then the associated weights are chosen to preserve the mean f (X k−1 ). We can also easily verify that the sample covarianceX j is P by applying the covariance formula (3) as
We now obtainỹ j by transformingX j via g in (6), i.e., (7) is given by the weighted mean ofỹ j as µ 2 = 12 j=0 W m j ·ỹ j . Σ 12 is obtained as
and Σ 22 is similarly obtained as
where R is the covariance for n k in (6) . Note that the measurement error is represented as the one on sl(3) again in (12) and (13) . Since all the required µ and Σ are obtained via UT, we can approximate the optimal importance function as (9) , and (10). The particles are then sampled from N SE (3) 
When there are multiple measurements from multiple landmarks, we treat them as a single measurement by concatenating them in a column vector; correspondingly, R in (13) becomes a block diagonal matrix. Unlike [23] , we regard X (i) k as not having their own uncertainties in order to use the smaller number of sigma points for efficiency. We also consider n k as the additive term in (13) for the same purpose.
Landmark estimation
The procedure to estimate the landmark pose using UT is similar to the optimal importance sampling of X (i) k ; the sigma points for the plane normal are generated using expp and the measurement error is represented as the one on sl(3) again. For L 
, the sigma points L j = {s j ,Ñ j } are generated as
The weightsW k using the sigma pointsL j . Here, the important step is to calculate anew the four 3-D corner points for
) with the newly calculated 3-D corner points ofL j . The cross-covariance is obtained as 
The importance weights for S
As the case of the optimal importance sampling, the multiple measurements are treated as a single measurement in the importance weight calculation. That is, v sl(3) (logg(r(ȳ k , y k ))) for each landmark is concatenated in a column vector, and each Σ zz is placed in the block diagonal matrix accordingly. Finally, the optimal state estimation S k is obtained by the sample mean of particles after resampling. For L (i) l ,s l is given by the ordinary arithmetic mean whileN l is obtained by the sample mean of SO (3) .X k is also obtained by the sample mean of SE (3) . Now monocular SLAM with locally planar landmarks can be solved via the geometric RBPF on Lie groups derived so far. In practice, y k is provided by the homography tracking using the rectangular region, which is designated when the landmark is initialized, as the template. It can be understood that the data association step is included in the homography tracking. The strategies for the interest point detection and the homography tracking are detailed in the following subsections.
Interest point detection
If the detected interest point is actually on the non-planar regions, e.g., edges and vertexes of a box, the homography tracking providing y k may fail owing to the large camera viewpoint change. In addition, the homography tracking may also fail if there are insufficient features in the template. Therefore, it is required that the interest points on the actual planar regions with enough distinct features be detected. To fulfill this requirement, we use the MSER blobs [17] in conjunction with the Harris corner points [10] . We consider the MSER blobs as possessing high probability to be placed on the actual planar regions, and the Harris corner points are regarded as distinct features for tracking.
We first generate the probability map M 1 for the video frame by Gaussian smoothing of the binary image representing the center points of the MSER blobs. Similarly, we also generate the probability map M 2 for the Harris corner points. The final probability map M f is obtained by multiplying M 1 and M 2 pixel-wise. We then extract the candidate interest point set C p from M f by non-maxima suppression, using the mean of M f as the threshold. The interest point selection from C p is started with the empty interest point set I p . Among C p , the point with the highest score of M f is selected as the element of I p . After eliminating the points of C p in some neighborhood of I p , the interest point selection from the remaining C p is repeated.
In practice, we set the minimal number of landmarks in a frame to be M L , and first initialize M L landmarks at the initial frame. When the number of predicted projections in a frame is less than M L , the required number of landmarks are initialized anew to maintain the number of landmarks in a frame as M L . In this case, the projections from the landmark positions are used as the initial I p , instead of the empty set, when selecting the interest points from C p .
Homography tracking
We use the inverse-compositional (IC) tracker of [1] for the homography tracking to provide y k of each landmark. The objective function to be maximized is the normalized cross-correlation (NCC) with the landmark template. Though the IC tracker is very fast, its limitation is that it can be trapped in local optima especially when the camera motion between adjacent frames is relatively large.
Thus, we use the particle swarm optimization (PSO) algorithm [20] before the IC tracker to determine the starting position near the global optimum for the IC tracker. In [25] , PSO has been utilized for visual tracking via multi-layer importance sampling. Unlike [25] , we run the PSO algorithm with few iterations since the goal is simply to determine the starting position near the global optimum for the IC tracker. Since the optimization space is SL(3), we formulate the PSO algorithm on SL(3) using expp and logg.
GivenX k−1 andL l , which are the estimated states at time k − 1, the homography tracking at time k is initiated withȳ = g(f (X k−1 ),L l , I ). The goal is to find H k to give the best NCC score for the image region represented by transformingȳ by H k . The particles H i ∈ SL(3) are sampled from N SL(3) (I, Σ H ), and their velocities V i ∈ sl(3) are sampled from Gaussian on sl(3) with the zero mean and Σ H . We next identify the individual best H i,ind of each H i and the global best H glo of all particles based on the NCC scores of the image regions represented by transformingȳ by H i . Then H i and V i are updated as
where U (0, φ i ) ∈ 8 is a uniform random vector between 0 and φ i , and ⊗ represents the component-wise multiplication. Since the smaller value of ω represents the faster convergence to H glo , we set ω to 0.3, which is rather small, with φ 1 = φ 2 = 1. The update procedure is iterated with the changes of H i,ind and H glo according to the NCC scores. (20) can be understood as the directional velocities from H i to H i,ind and H glo . The ability of PSO to find the global optimum avoiding being trapped in local optima stems from the stochasticity of the update process represented by the uniform random vectors in (20) . To increase the possibility of finding the global optimum within the limited iterations, we employ the quantum particles Q i . At every iteration, Q i are generated around H glo as (U (0, φ 3 ) )), and used to find the new global best, which is better than the current H glo .
After running the PSO on SL(3), the IC tracker with Levenberg-Marquardt is started at H glo . The IC tracker on SL(3) with NCC can be implemented by consulting [1, 3, 5] . Then y k is determined by transformingȳ by H k , which is the final output of the IC tracker. If the point on the nonplanar region is incorrectly selected in spite of the procedure in Section 4.3, the tracking may fail even with the proposed method. When the tracking failure occurs, we use H glo as the tracking result. The criterion for tracking failure is the too-large homography update in the IC tracker iteration, which usually occurs when the IC tracker diverges. 
Experiments
Experiment 1: simulated data
We first show the superiority of our SLAM framework to conventional SLAM with point landmarks via simulation experiments 2 . Figure 3 shows the simulation environment, the camera trajectory, and the measurements. The camera moves along the circle and returns to its initial position closing a loop. For n k , we use N SL (3) 
2 ) in the order of E i in [3] . For the measurement of conventional SLAM with point landmarks, we use the landmark position projections shown in Fig. 3(b) . The additive Gaussian noise with a covariance of diag(1 2 , 1 2 ) is also added to the landmark position projections. For fair comparison, we also represent the camera state as SE (3) for conventional SLAM with point landmarks, and use our geometric UT for optimal importance sampling. The landmark estimation for conventional SLAM is done via EKF since the Jacobian of the camera projection function with respect to the point landmark is trivially obtained. We run our SLAM with 100 particles while 500 particles are used for conventional SLAM with point landmarks to balance the computational complexity. The state covariance P and the initial value of ρ are set to be the same for both cases. Figure 4 shows the SLAM results by one typical run of both cases. For meaningful error comparison, we scaled the estimated camera trajectory and the landmark positions using the average distance between the landmarks and the center of the estimated camera trajectory because monocular SLAM results usually settle on a meaningless scale.
From Fig. 4(a) and Fig. 4(b) , we can clearly see that both camera and landmark poses are quite accurately estimated by our SLAM framework with only 100 particles; please compare the estimated plane normals in Fig. 4(b) with the true plane normals in Fig. 3(a) . Although many more particles are used for conventional SLAM with point landmarks, its SLAM results shown in Fig. 4(a) and Fig. 4(c) are unsatisfactory compared with the results of our SLAM frame- work. Table. 1 shows the estimation errors for the camera pose and landmark positions averaged over 10 independent runs. From these results, it can be said that the accurately estimated landmark pose helps the accurate camera pose estimation and vice versa in our SLAM framework.
Experiment 2: real sequences
We now demonstrate the feasibility of our proposed framework via the experiments with real sequences. For all the test sequences, we use 100 particles for the geometric RBPF on Lie groups, and 30 particles including 10 quantum particles for the PSO on SL(3) with 10 iterations. The state covariance P and the initial value of ρ are set to be the same for all the sequences.
The first experiment with the "Desk" sequence is in- tended to show the accuracy of our SLAM framework since it contains various plane normals whose ground truth can be easily inferred from the scene. The SLAM result with the "Desk" sequence is shown in Fig. 5 . The estimated landmark plane normals overlaid on the frame seem to be almost the same as the ground truth inferred from the scene. The accuracy of the landmark pose estimation can be more easily verified from the bottom row of Fig. 5 . From the landmark maps viewed from different directions, we can identify the spatial relationships of the numbered landmarks. Landmark 1 and 2 are on the same plane, and Landmark 4 and 5 have the same plane normals with different positions. These spatial relationships exactly correspond to the ground truth inferred from the video sequence. From the supplementary video, we can see that the planar landmark poses are gradually corrected over the course of time. The camera trajectory in the video also seems to be accurate.
The second experiment is with the "Lab" sequence, where the camera motion is somewhat fast at the latter part. When only the IC tracker is employed for the homography tracking, the tracking failure is unavoidable when the camera motion is fast as shown in Fig. 6(b) . In contrast, by the use of PSO on SL(3) in conjunction with the IC tracker as proposed in Section 4.4, our SLAM framework successfully works in spite of the relatively fast camera motion as shown in Fig. 6(a) and the supplementary video. We can see that new landmarks are added to the map as time goes by following the procedure described in Section 4.3.
The third and fourth experiments are with the "Office" and "Outdoor" sequences, and the results are shown in Fig. 7 . From the supplementary video, we can see that the estimated landmark poses and camera pose are quite accurate for both sequences. There are 24 landmarks in a map for the "Office" sequence. Though the distances from the camera to the objects in the "Outdoor" sequence are much longer than those in the other sequences, the SLAM result for the "Outdoor" sequence is quite satisfactory even with the same initial value of ρ and the same state covariance P as the other sequences. From the supplementary video, we can clearly see that the interest points are detected on the regions with sufficient features for the "Outdoor" sequence.
Our current implementation in C++ takes about 0.45 seconds per frame with 100 particles and 8 landmarks in a scene on an Intel Core-2 Quad 2.4 GHz processor. The homography tracking occupies about 30% of computation time, and the rest is for geometric RBPF on Lie groups. We expect that further speedup up to 15fps is attainable via code optimization with parallel computing.
Conclusions
We have proposed a geometric RBPF framework for monocular SLAM with locally planar landmarks. We have defined the camera state and the landmark state for plane normal as SE (3) and SO(3), respectively. The state uncertainties have been defined as Gaussian distributions on SE(3) and SO(3) while the measurement uncertainty has been defined as Gaussian on SL (3) . For optimal importance sampling and landmark pose estimation in an RBPF framework, we have formulated UT on Lie groups in accordance with their geometric properties. The feasibility of our framework has been effectively shown via various experiments.
