P2P-like applications are quickly gaining popularity in the Internet. Such applications are commonly modeled as graphs with nodes and edges. Usually nodes represent running processes that exchange information with each other through communication channels as represented by the edges. They often need to autonomously determine their suitable working mode or local status for the purpose of improving performance, reducing operation cost, or achieving system-level design goals. In order to achieve this objective, the concept of status configuration is introduced in this article and a mathematical correspondence is further established between status configuration and an optimization index (OI), which serves as a unified abstraction of any system design goals. Guided by this correspondence and inspired by the cross-entropy algorithm, a cross-entropy-driven selforganization mechanism (CESM) is proposed in this article. CESM exhibits the self-organization property since desirable status configurations that lead to high OI values will quickly emerge from purely localized interactions. Both theoretical and experimental analysis have been performed. The results strongly indicate that CESM is a simple yet effective technique which is potentially suitable for many P2P-like applications.
INTRODUCTION
In recent years, a generic Peer-to-Peer (P2P) paradigm [AndroutsellisTheotokis and Spinellis 2004a; Lua et al. 2005] has been quickly gaining popularity for developing Internet applications in the area of information distribution [Stoica et al. 2003; Androutsellis-Theotokis and Spinellis 2004b] , multimedia streaming [Gu and Nahrstedt 2006; Gu et al. 2007 ], grid computing [Chakravarti et al. 2005] , online event monitoring [Liang et al. 2007; Gedik and Liu 2005; Yalagandula and Dahlin 2004] , and many more. These applications are collectively referred to in this article as P2P-like applications.
Very often centralized control is not desirable for P2P-like applications due to its lack of scalability, single point of failure problem, and high communication costs [Goldsrmidt and Yemin 1995; Su et al. 2002] . Self-organization technology, on the other hand, has been demonstrated as a promising solution that can usually meet the design goals of building sometimes extremely large and highly adaptive systems [Bonabeau et al. 1999; Cicirello and Smith 2004; Ledlie et al. 2002] .
At the abstract level, a P2P-like application or system is commonly modeled as a mathematical graph with each node in the graph representing a running process and every edge representing a network connection between two processes. The very essence of a P2P-like application lies in the fact that every node in the system is both a service provider and a service consumer. Nodes cannot work alone. They rely on each other to fulfill full functionality. At the time of consuming resources from others, a node also shares its resources with others. Thus, it must practice self-control and make autonomous decisions according to its working mode or local status. Since nodes are heterogenous by nature, they must determine their suitable local status in order to improve system performance, reduce operation cost, or achieve certain design goals.
For example, in a P2P information monitoring system to be introduced in Section 5.2, a node can choose two alternative local status corresponding, respectively, to ordinary mode and management mode. An ordinary node offers its resources for application-specific tasks, whereas a management node monitors ordinary nodes and performs management function. In reality, capability of nodes may vary significantly. For instance, some nodes may have access to broadband communication links while others may have extra processing power. Therefore, depending on its capability strength and the local status of its neighbors, a node may choose to take either a management role if it has high-bandwidth connections to many neighbors or an ordinary role if it has relatively more processing power.
In this article, the concept of status configuration is introduced to model nodes' local status in a P2P-like application and will be defined in Section 3.
The goals of designing such a system are further abstracted as a generalpurpose Optimization Index (OI) [Nocedal and Wright 2009] . After establishing a mathematical correspondence between status configuration and OI, aimed at effectively improving OI, this article continues to develop a mechanism for self-organizing nodes' local status with concrete contributions as follows:
-Inspired by the cross-entropy algorithm [Rubinstein and Kroese 2004] , which is a recently developed optimization method, a cross-entropy-driven selforganization mechanism (CESM) is proposed. CESM allows nodes in a P2P-like system to independently optimize their local status. It exhibits the selforganization property since desirable status configurations that lead to high OI values will emerge from purely distributed interactions. -Theoretical analysis of CESM is performed and included in this work. The analysis indicates that, at least for a common type of self-organization problem, CESM allows nodes to discover near-optimal status configurations very quickly. The effectiveness of CESM is further evaluated experimentally on two representative problems, namely the 0-1 knapsack problem [Martello and Toth 1990] and the P2P information monitoring problem. The experiment results seem to agree with our theoretical analysis.
This article focuses on self-organizing nodes' local status in P2P-like applications. As such, only the correlation between OI and status configuration is studied. However, it should be noted that a subtle connection might exist between OI and the edges in a P2P system as well, especially when nodes frequently alter their neighbors. To be more specific, the change of a node's local status might affect its surrounding edges. With the change of edges, the suitable local status of the node might change accordingly. This is clearly demonstrated by various object placement and caching strategies in P2P systems [Mu et al. 2006; Zhang et al. 2004] . The possibility of exploiting this connection to further improve OI will not be addressed in this article and will be treated as a potential future research direction.
The remainder of this work is organized as follows. Section 2 summarizes and compares related research works. Section 3 presents a P2P model and defines a self-organization problem. In Section 4, the proposed CESM mechanism will be discussed in detail and theoretically analyzed. Experiment evaluation is reported in Section 5. Finally, Section 6 concludes.
RELATED WORK
In the Internet, P2P-like applications enjoy several advantages in comparison with the traditional client-server applications. Specifically, every node in a P2P system shares its resources with others. Thus the total capacity of the system will increase as nodes arrive and demand on the system rises. This is not true for client-server systems with fixed number of servers. The distributed nature of P2P systems also improves robustness since system-wide functionality will not be interrupted by failures of a few nodes. Self-organization techniques have been widely exploited in P2P systems and can be largely classified into techniques for self-organizing edges and techniques for self-organizing nodes' local status.
In the literature, techniques for edge self-organization have been extensively utilized to improve the efficiency of resource discovery in P2P systems. Many techniques were strongly influenced by the seminal work on small world networks [Kleinberg 2000; Jin et al. 2006; Li et al. 2004; Manku et al. 2003; Zhang et al. 2004] . For example, Zhang et al. introduced an Enhanced Clustering Cache Replacement scheme (ECCR) to allow nodes to self-organize themselves into a small world network, in which every node is only a few hops away from each other Zhang et al. [2004] . In the mean time, bio-inspired approaches are quickly gaining popularity. For example, in Forestiero et al. [2009] , a bioinspired P2P algorithm named "Self-Chord" has been utilized to enhance search flexibility in Chord-like P2P systems [Stoica et al. 2003 ]. By allowing a set of ant-inspired mobile agents to move and reorder the resource keys in the Chord ring, "Self-Chord" enables "class" query for a set of nodes that share common resource characteristics.
In addition to resource discovery, edge self-organization was also explored for balancing resource utilization in P2P systems. For example, in Karger and Ruhl [2004] , a protocol was proposed to achieve load balance through balancing the distribution of hash key space and consequently the distribution of data items among the nodes. Bridgewater proposed a Balanced Overlay Network (BON) which presented another novel approach for balancing resource usage in P2P systems [Bridgewater et al. 2007 ]. The number of edges that connect a node to the rest of a P2P system is termed the in-degree of the node. In BON, a node's in-degree is kept proportional to the amount of resources shared by it. At any time when extra resources are required, a random walk is performed in the P2P system. The node reached at the end of the walk will be chosen to provide the resources. A similar idea has been studied in Gedik and Liu [2005] as well. A different approach for accessing resources in P2P systems was also considered in Ghanea-Hercock et al. [2006] through manipulating the weight of edges.
Rather than focusing on edge self-organization, this article concentrates on self-organizing nodes' local status. Recently, status self-organization has attracted increasing research interest in the literature. As far as the authors know, most of the research in this direction can be classified into two large categories, namely (1) status self-organization for solving system-wide problems and (2) for improving system-level performance.
One recent example of the first category is a series of technologies for distributed detection of global triggers [Ko et al. 2008] . As a demonstration of a methodology for translating sequence equations of natural phenomenon into sequence protocols, two protocols have been proposed in Ko et al. [2008] to detect when the global average of a variable crosses a threshold or falls outside an interval. The detection is made possible since every node will eventually choose an identical status after the system stabilizes. In this article, however, the authors will consider a different scenario where it is more desirable for nodes to choose varied status.
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Another example of the first category is the population protocol for distributed computation of functions or predicates [Angluin et al. 2004] . With properly defined input mapping, output mapping, a group of local status, and a status transition mapping, the self-organization process as driven by the population protocol can stably compute a variety of functions including predicates in a P2P system. The overall computability of this protocol was analyzed in Angluin et al. [2004] . Theoretically, both the trigger detection protocols and the population protocol can find their root in the gossip protocol as a basic means of computing aggregated information [Kempe et al. 2003 ]. Rather than performing any kind of computations, this article seeks to achieve generic system design objectives in the form of an optimization index which is computable based on the local status of every node in a P2P system. The distributed calculation of this index benefits a lot from the gossip protocol, as described in the next section.
Besides problem solving, system-level performance can also be improved through self-organizing nodes' local status. For instance, the HoneyAdapt protocol, proposed in Ko et al. [2008] as a self-adaptive grid computing protocol, enables distributed workstations to independently select the most suitable algorithm (the algorithm selected by a node is viewed as its status) for any given task. Similar with the trigger detection protocols, the choices made by every node will finally converge to an identical algorithm which is considered the most suitable one. Another example is the connectivity-based distributed node clustering scheme (CDC) which presented a scalable and efficient solution for discovering connectivity-based clusters in P2P systems [Ramaswamy et al. 2005] . Through local interactions, nodes in a P2P system self-organize themselves into separate clusters. The local status of a node in this research is its cluster membership. Using the clusters thus formed, the cost of system-wide broadcast can be reduced by following a version of clustered broadcast termed forest broadcast [Ramaswamy et al. 2005 ].
The techniques for status self-organization have also been explored for controlling service provision and task allocation in P2P applications. In this regard, the services offered or tasks performed represent the local status of a node. Cuenca-Acuna and Nguyen considered the UDDI service, which is typically replicated across multiple nodes [Cuenca-Acuna and Nguyen 2004] . They proposed a resource management framework with the aim of controlling the set of service providing nodes. Unfortunately, a centralized approach based on Genetic Algorithm (GA) [Goldberg 1989 ] was utilized to find desirable status configurations which are not outcomes of self-organization. As a result, the overall performance of their system depends heavily on the correct functioning of the central controller. A distributed approach for task allocation was proposed in Cicirello and Smith [2004] . By modeling nodes as wasps, each node will adaptively accept only a specific type of tasks such that the total cost involved for task fulfillment can be significantly reduced. The authors of this article have also proposed a similar mechanism to control service provisioning by following a policy-driven approach [Chen et al. 2008] .
Instead of addressing a specific problem, this article considers status self-organization under a generic optimization framework [Papadimitriou and Steiglitz 1998 ]. The self-organization mechanism to be presented in this work, namely CESM, is essentially a stochastic and distributed optimization algorithm. It shares many similarities with evolutionary computation algorithms (EO) [Yao and Xu 2006; Zlochin et al. 2004; Bäck and Schwefel 1993; Fogel 1995] . However, traditional EO such as GA does not allow individual components of an optimization problem to be handled independently by different nodes and hence is only applicable in hierarchically organized P2P systems.
It should be noted that the design of CESM draws much of its inspiration from the cross-entropy algorithm, which is a general Monte Carlo approach to combinatorial optimization and importance sampling [Rubinstein and Kroese 2004] . In view of this, it is therefore eligible to view CESM as a special case of the Monte Carlo method [Rubinstein and Melamed 1998b] , a special case that is designed purposefully for P2P-like applications. A sampling technique is extensively used in CESM and based on the sampling results, nodes are able to independently determine their suitable local status. Consequently, a system-wide optimization problem can be solved in a purely distributed manner.
As far as the authors know, nobody has ever considered using the crossentropy method before for system-wide optimization through self-organizing nodes' local status. We notice that the entropy concept has been extensively utilized before for system-wide optimization via evolution of the system's modules [Prokopenko et al. 2006] . However, in Prokopenko et al. [2006] , entropy was used to measure the performance of a system design and evolutionary algorithms were further exploited to improve the design, whereas we use entropy to guide the local sampling process performed by every node in a P2P system.
Before the end of this section, it is noted that the cross-entropy method has already been exploited in the literature to find communication paths in telecommunication systems through ant-like mobile agents [Wittner et al. 2003; Heegaard et al. 2008] . Specifically, agents use a variation of the cross-entropy method to determine the most suitable communication paths within a telecommunication system. No edges or the local status of any node in the telecommunication system will be affected by agents' activities. In this article, we aim to use the cross-entropy method to adjust the local status of nodes in P2P-like applications. The effectiveness of this method as a self-organization mechanism will also be theoretically and experimentally analyzed.
P2P ENVIRONMENT AND A SELF-ORGANIZATION PROBLEM
Consider a P2P application that comprises of N nodes. Sometimes, for simplicity of analysis, it is assumed that the group of nodes in the system will never change and as a result the value of N is fixed throughout time. Such assumptions were exploited in Ko et al. [2008] and Kempe et al. [2003] , for example, for analyzing a collection of distributed processes. When CESM is proposed in this article, we also assume a closed group of nodes. This is because CESM relies on nodes' capability of using past experience with the system to determine their suitable local status in the future. Nevertheless, as long as nodes' influence on the overall functioning of the system is properly localized and a majority of nodes' neighbors tend to stay in the system, CESM may still be applicable even if nodes are free to leave and join the system, as the experiments in Section 5 demonstrate.
Though not essential, communication in a P2P application is assumed to be reliable. Nodes can communicate with each other through reliable communication channels such as TCP channels. They are inherently cooperative and are willing to share information about their local status. It is to be noticed that the problem of cooperation and incentives is a major concern in P2P systems. In order to encourage cooperation, a carefully designed scheme based on game theory might be utilized such that cooperation is to the ultimate benefit of every node in the system [Gupta et al. 2006] . However this article will not elaborate this issue any further.
A node is represented by p i , where i is the universal node ID (NID). The set of all nodes is further represented as P. At any time, a node must choose one local status from a set of alternative local status denoted as S = {s 1 , s 2 , . . . , s m }. There is no restriction on the size of S except it must be finite. The exact definition of S varies for different applications. As an example, in a service-oriented P2P system, S might simply contain two elements, corresponding respectively to service mode and ordinary mode. At any time t, a node can choose either mode and operate consequently as a service provider or a service consumer.
Each node p i is associated with a group of neighbors (or local contacts). The direct communication channel between p i and one of its neighbors p j is indicated as an edge e ij . The set of all edges is further denoted as E. Since this work focuses on self-organizing the local status of nodes, edges are assumed to be relatively stable. A node will not change its neighbor unless its neighbor has left the system. It is also assumed that with the edges in place, the system is fully connected. Each node can reach any other node through at least one communication path.
For a P2P-like application, the status configuration of the system at any time t, denoted as C t , can be treated conveniently as a string constructed from the alphabetic table S. The length of the string is N and each of its elements C t [i] corresponds to the local status of a node p i in the system. C further denotes the finite set of all possible status configurations. A status configuration essentially represents a global view of the system. Every node, however, merely has a partial view of C t . In some constrained situations a node might only know the local status of itself and its neighbors. The mechanism CESM to be introduced in the next section satisfies this constraint.
In a P2P application, the degree of satisfaction of any system design goals can often be quantified through an Optimization Index (OI), which will be treated in this article as a function that maps every possible status configuration C ∈ C to a real number. With proper definitions of OI, we can easily ensure that large OI values will lead to greater satisfaction of system design goals. Obviously the exact meaning of OI may vary with applications, as demonstrated by the 0-1 knapsack problem and information monitoring problem in Section 5. Without being restricted to any specific applications, CESM will be designed to work with generic definition of OI. With all the concepts described earlier, a status self-organization problem comes into sight naturally. In a nutshell, the problem can be boiled down to three basic requirements:
(1) nodes in a P2P application are allowed to exchange information with their neighbors only; (2) no node has a global view of the system and therefore can determine the suitable local status of other nodes on their behalf; (3) all nodes will jointly identify a certain status configuration C * , which will increase OI to its global maximum. C * is hence termed the optimal status configuration.
When the definition of OI changes, the problem can exhibit diverse complexities. In certain cases, it can even be NP-hard. A good example is the 0-1 knapsack problem which is a NP-hard problem that will be experimentally evaluated in Section 5.1. In view of this fact, it is therefore very difficult to satisfy the third requirement given before in the most rigorous sense. Instead, any near-optimal status configurations will also be considered acceptable for our self-organization problem.
Conceptually, a solution to any self-organization problem can usually be captured through a generic feedback framework. Specifically, the behavior of a P2P application that is of common interest to all nodes in the system will be constantly monitored by these nodes, which will treat monitored data as feedback from the system and adjust their local status and connections to neighbors accordingly based on the feedback. Through such constant adjustment, which happens locally at every node, the whole system will gradually self-organize itself towards the satisfaction of certain desirable properties.
Within the context of our status self-organization problem, it is straightforward to see that the behavior of a P2P system to be monitored is OI, since the ultimate goal is to increase OI to its maximum. The monitored OI will be subsequently utilized by CESM to help nodes adjust their local status. Apparently, a node cannot estimate OI based on its local status alone. However, calculation of OI might be very expensive as it requires every node to broadcast its local status to all other nodes in the system. Nevertheless, if OI is defined over the system-wide average values of some variables maintained locally by every node in the system, then it can be calculated very efficiently by using the gossip protocol [Kempe et al. 2003 ].
Subject to the application domain, the variables that a node maintains might bear varied meanings. As system designers, we need to carefully choose those variables such that the system-level design goals can be adequately captured through them. For example, in a service-oriented P2P system, every node needs to maintain one variable v that quantifies the quality of service it received from its service provider. The quality of service can be measured according to many factors, such as the average response time and Mean Time Between Failures (MTBF). Regardless of the factors involved, a node should be fully capable of calculating v independently by itself, since it observes all interactions with its service provider. In case it cannot calculate v all alone, a node may alternatively ask its service provider for help, as our P2P information monitoring problem in Section 5.2 demonstrates.
Let v i denote a variable maintained locally by a particular node p i . In association with v i , the system-wide average of v, denoted asv, can be consequently applied to quantify the performance of the P2P system. In view of this, OI is further defined as
Only one variable v is involved in the definition of OI in (1). Nonetheless, it is straightforward to extend (1) to include as many variables as needed. Meanwhile F(·) is an application-specific function. It can assume varied meanings according to the application domain. For example, ifv stands for the average response time in a service-oriented P2P system, then we can define F(v) = 1/v to measure the quality of service of the system. In practice, we don't restrict the type of functions that can be used except that F(·) must be bounded and continuous.
In principle, for any node p i and at any time t, the variable v i that p i maintains can be modeled as a function that maps C t to a real number v i (C t ). Although our definition of v i involves global knowledge C t , nevertheless as the preceding example of service-oriented P2P system shows, the calculation of v i can often be performed locally. The authors also believe that, in practice, OI often takes or can be converted to the form in (1). In case OI cannot be defined as in (1), we need to seek for other efficient methods for calculating it. According to (1), if every node knowsv, OI is known immediately. For every node to quickly estimatev, a protocol as shown in Figure 1 can be utilized, which is adapted directly from the push-sum protocol (a particular type of gossip protocols) in Kempe et al. [2003] .
The protocol in Figure 1 is based on repeated information exchange between adjacent nodes. For convenience, the communication is usually organized in rounds. As indicated in Figure 1 , during each round, a node is only allowed to send a message to one of its neighbors. In practice, however, in order to expedite the propagation of information, a node can usually broadcast a message to all Theoretical analysis in Kempe et al. [2003] showed that, whenever the underlying network topology of a P2P system is an expander, at most O(log(N) + log(1/ )) rounds of communication are sufficient to ensure that the error of estimatingv by every node in the P2P system has dropped to within with high probability. The protocol is therefore highly efficient and scalable. It is noted that many existing P2P applications in the Internet have good expansion properties and are therefore expanders [Keyani et al. 2002; Pandurangan et al. 2001] .
A CROSS-ENTROPY-DRIVEN SELF-ORGANIZATION MECHANISM
In Rubinstein and Melamed [1998a] and Rubinstein and Kroese [2004] , the authors developed a generic optimization technique termed the cross-entropy method. At the very basis of this method is the rare event theory. In plain words, for large P2P systems, finding a certain status configuration C ∈ C which will lead to near-optimal OI can normally be considered as a rare event. To increase the chances of discovering such a status configuration, the probability of sampling any configuration C ∈ C should be carefully controlled to favor those with high OI values. This idea gives rise to the importance sampling technique, which characterizes the importance of a status configuration C through a Boltzmann function defined as
where γ ∈ R + is the Boltzmann temperature. As indicated in (2), depending on OI(C), a status configuration C can have varied importance and the level of difference will be amplified upon reducing γ . In particular, it is easy to verify that
Ideally, if any status configurations C ∈ C can be sampled with a probability below
then by properly adjusting γ , (3) implies that there can be a good opportunity of discovering C * . * is termed the importance sampling density. δ(γ ) in (4) is the partition function. Calculating δ(γ ) for very small temperature γ is of major significance in many disciplines, including physics, operations research, and computer science [Rubinstein and Kroese 2004] .
In order to sample status configurations according to (4), the value of δ(γ ) must be known in advance. Unfortunately, the knowledge of δ(γ ) directly implies the knowledge of * and H(C * , γ ). To solve this problem, a group of status configurations {C 1 , . . . , C T } will be sampled first according to an arbitrary sampling density , which will be gradually revised to approximate * . Using the widely exploited cross-entropy measure, the degree of similarity between and * can be estimated based on sampled status configurations as
It is known that D( , * ) in (5) is absolutely nonnegative. It will reach its minimum 0 if sampling densities and * are identical at all sampled status configurations. Intuitively, when both D( , * ) and γ are small enough, a status configuration C ∈ C will be sampled more frequently than other configurations provided that OI(C) is relatively larger. As the sampling is skewed towards high OI area in C, hopefully C * can be quickly identified. In light of this view, the following optimization problem is expected to be solved.
Notice that δ(γ ) can be treated as a constant for any fixed γ . Hence replacing (4) in (6) produces a simpler problem as
In a P2P application, the sampling of any status configuration will be performed in a solely distributed manner. After a node has sampled its local status, it will continue to determine the values of its locally maintained variables and calculate system-wide average of these variables through the protocol in Figure 1 . Subsequently, the value of OI in (1) and the Boltzmann function in (2) will also be quickly estimated. With respect to each local status s j ∈ S, there is a sampling probability θ i (s j ) for node p i to choose s j . Since nodes sample their local status independently, ln (C t ) in (7) can be rewritten as
Using Fermat's theorem [Rudin 1976 ], the exact value of θ i (s j ) that maximizes (7) can be obtained as a solution of the following equation.
In order to solve (9), it is helpful to divide S into two groups. One group contains just status s j while the other group contains the rest. Accordingly, we have 
Substituting (8) and (10) into (9) produces
(11) Function λ(·) in (11) returns 1 when the condition as indicated in its argument is true and returns 0 otherwise. The solution of (11) is
Based on the preceding discussion, for all sampling probabilities θ i (s j ), if their values are updated according to (12), then D( , * ) will be reduced to its minimum and consequently presents a good approximation of * . In view of this, a cross-entropy-driven self-organization mechanism (CESM) is proposed in Figure 2 in the form of an iterative sampling process. In the remaining part of this article, we will refer to each round of the sampling process in Figure 2 as a sampling round. During each sampling round, * will be approximated by using (12), which will be further utilized to produce T sampled status configurations. Since is reasonably similar to * , hopefully, status configurations with high OI values (or high OI configurations) can be identified among the T samples.
The inherent simplicity of CESM allows it to be implemented very efficiently in practical P2P applications. Despite of its simplicity, however, at least for a common type of problem, near-optimal status configurations can be quickly identified through CESM, as presented in the subsection that follows. 
Effectiveness of CESM
As explained in Section 3, depending on the exact definition of OI in (1), our status self-organization problems can exhibit diverse complexities and some of them might even be NP-hard. CESM, like other stochastic optimization techniques, is theoretically incapable of solving all types of problems in an equally efficient manner. Nevertheless, with respect to one specific type of problem, which will be studied in this subsection, CESM provides an effective and efficient solution. To assist our analysis of CESM, extra notations are introduced in this subsection. Please note that some notations used herein might bear differed meanings from those used elsewhere in the article and should therefore be treated separately. For convenience, let
be defined under two conditions: (1) the local status of node p i is s j , and (2) the sampling density is . A self-organization problem is said to be unimodal in this article provided that there exists a γ such that for any with (C * ) > and any
where and α are two small positive constants between 0 and 1. As the authors believe, unimodal problem is a common type of problem in P2P applications. Theoretically, at least two main reasons support this view:
R1. Among all the status configurations in C, if exactly one configuration C * can increase OI to its global maximum, then the corresponding selforganization problem is unimodal.
R2.
In case there are multiple optimal configurations, by properly restricting the sampling process to a certain subset C of C, C ⊂ C, which contains just one optimal configuration, the problem becomes unimodal.
R1 as given before can be directly verified from (3) when γ is small enough. In particular, for any node p i and arbitrarily small constant > 0, the inequality in (15) can be satisfied as γ approaches 0. Furthermore (15) implies (14) since C is a finite set. R2 follows straightforwardly from R1, because if we can restrict the sampling process to the subset C in R2, there is exactly one configuration C * ∈ C that increases OI to its maximum among all C ∈ C . According to R1, the self-organization problem is therefore unimodal. R2 suggests that a multimodal problem can be converted to a unimodal one if the sampling process can be restricted properly. To actually restrict the sampling process, however, some domain knowledge is necessary. In general, the requirements in either R1 or R2 may be easily met by common P2P applications, which are hence considered unimodal.
Theorem 1 that follows shows that, for unimodal problems, CESM can quickly self-organize the status configuration C of a P2P application towards its global optimal C * . The proof of this theorem can be found in Appendix II.
THEOREM 1. In a P2P system of N nodes, the cross-entropy-driven selforganization mechanism (CESM) as specified in Figure 2 can efficiently solve a unimodal problem with arbitrarily small > 0 . Specifically, with a probability of at least 1 − δ, at most O(log N + log 1 δ ) sampled configurations are expected before the optimal status configuration C * can be identified.
As indicated in Figure 2 , after generating each sampled configuration, distributed calculation of OI will be performed using the protocol in Figure 1 . Since O(log N) rounds of communications are required for evaluating OI (refer to Section 3), an important consequence of Theorem 1 is now immediate.
COROLLARY 1. In a P2P system with N nodes, each node is expected to perform O((log N)
2 + log N × log 1 δ ) rounds of communications with its neighbors in order to identify the optimal status configuration C * of a unimodal problem through using CESM.
A Random Strategy for CESM
Theorem 1 and Corollary 1 in Section 4.1 together show that unimodal problems can be effectively solved by CESM without incurring excessive communication cost. Nevertheless, the search for C * is strongly influenced by the T samples chosen for every sampling round. In particular, CESM is subject to immature convergence if all T samples are located closely around a local optimum in the space of status configurations. To tackle this problem, a random strategy is to be adopted.
One simple strategy which is implemented by the authors is for nodes to occasionally choose a local status uniformly at random. Obviously, not all nodes are equally suitable for this strategy. On one hand, for any node p i in a P2P system, if no sampling probability θ i (s j ) actually dominates the local sampling process, it is not necessary for p i to follow the random strategy which might slow down the convergence. On the other hand, when dominating sampling probabilities exist, the random strategy turns out to be beneficial in order to prevent the sampling process from being trapped by any local optima. As an indication of the degree of dominance, an entropy measure defined next is used.
Ent(·) is maximized when sampling probabilities are uniformly distributed, namely θ i (s j ) = 1 m , 1 ≤ j ≤ m. It will be gradually reduced to its minimum 0 as one of the sampling probabilities θ i (s j ) approaches 1 and therefore dominates the local sampling process. Guided by Ent(·), a controlled use of the random strategy can be achieved as in Figure 3 . The strategy will be utilized every time upon sampling a new status configuration. Both μ and ρ are treated as tunable parameters of the strategy. 
EXPERIMENT ANALYSIS
Experiment study is performed in this section to evaluate the effectiveness of CESM through two problems that are derived from real-life applications of P2P-like applications. The first problem can be considered as a distributed version of the famous 0-1 knapsack problem, which is one of the most studied problems in combinatorial optimization with many practical applications [Martello and Toth 1990 ]. This problem is utilized here since the optimal solutions to the knapsack problem can be directly identified through the dynamic programming method. The capability of CESM for finding optimal or near-optimal solutions of knapsack problems or other similar problems can therefore be assessed.
Different from the 0-1 knapsack problem, which is theoretical by nature, as a demonstration of the practical usefulness of CESM, the second problem is derived from a P2P information monitoring system. At the time this article was written, the use of the P2P paradigm for system-wide information monitoring was still an interesting but ongoing research issue with limited real-life applications. Due to our difficulty of accessing data from a real-world P2P system that offers an online information monitoring service, we have decided to evaluate the performance of CESM through a simulation system. Nevertheless, we believe the experiment data we obtained comprises strong indications of CESM's potential in practical applications.
For both of the two problems, the performance of CESM is compared with the results of using GA. GA is considered in this article as a competing approach for status organization in P2P applications. The purpose of our comparison is to show the competitive edge of CESM as a general-purpose optimization method for distributed systems. It is worthwhile to note that CESM is a purely distributed mechanism. In contrast, GA as well as many other evolutionary optimization methods demand centralized control. To apply GA in a P2P application, usually the system would need to be organized into a federated or tiered architecture, as Cuenca-Acuna and Nguyen's work demonstrated [Cuenca-Acuna and Nguyen 2004] . Very often the whole system will be divided into a collection of subgroups or regions, for example, by using a distributed clustering algorithm [Ramaswamy et al. 2005] . One node will be elected as supernode for every region and is responsible for seeking near-optimal status configurations for its region with the help of GA. This federated approach is generally valid, since although a P2P system can possibly contain tens of thousands of nodes, in reality each node only has localized impact on the operation of the system. As a result, it is not always necessary to define OI on the whole system. Instead the system will be divided into multiple regions and each region will have its own definition of OI. The size of a region is comparatively much smaller than the size of the system. In view of the preceding, it is therefore possible to consider our experiments as comparing the performance of CESM and GA at the level of network regions. The main difference is that, for the GA-based approach a supernode is to be elected to determine the local status of all other nodes in a region, whereas for CESM, nodes autonomously determine their local status without relying on any supernodes.
The implementation of GA follows exactly the descriptions in Goldberg [1989] . Specifically, the widely used one point crossover operator is exploited to drive the search of optimal status configurations, which is facilitated by a single-point mutation operator. If this mutation operator is applied on a candidate configuration in a population, one element of the configuration is selected arbitrarily and the corresponding local status will be chosen uniformly at random. Parameters τ c and τ m are used to control respectively the crossover rate and the mutation rate of GA. Different combinations of the two parameters will be exploited in the experiments to illustrate their impacts on GA. Among all experiments, the size of a population is fixed at 100, and the number of generations is 1000.
As a common setting, the number of nodes N at the beginning of all our experiments is 300. The actual number of nodes may change throughout the experiments if nodes are allowed to leave and later rejoin the system. It may not be suitable to use a number like 300 to measure the size of a real-life P2Psystem. However, as we believe, it is reasonable for measuring the size of a network region. For example, if we are deciding to elect a node as supernode, the number of nodes under its control can rarely exceed 300 due to its limited processing power and networking capacity. This means that the decision of having a supernode will have local impact on less than 300 nodes only. Finally, all experiment results presented in this section are obtained by averaging the results of 25 independent simulations.
Distributed 0-1 Knapsack Problem
In this subsection, the effectiveness of CESM will be examined through a distributed version of the 0-1 knapsack problem. We choose to use knapsack problem for several purposes:
-Knapsack problems are NP-hard problems that are not usually unimodal.
Hence Theorem 1 cannot be directly applied. However problems that do not satisfy the unimodal properties abound in the literature. The effectiveness of CESM for nonunimodal problems therefore has to be evaluated through a typical NP-hard problem such as knapsack problems. -Knapsack problems have many real-life applications in the area of distributed computing and computer networking [Altman et al. 2001 ]. In particular, many problems that are of practical value to P2P applications can be easily formulated as knapsack problems. An example will be presented later in this subsection. The problems can therefore be used to show the potential usefulness of CESM in P2P applications and other distributed systems. -The global optimum of knapsack problems can be sought after a priori using the dynamic programming method. With a predetermined optimum, CESM's capability of finding optimal or near-optimal solutions of NP-hard problems can be assessed.
It is to be noted that many efficient algorithms have been developed in the past to solve knapsack problems [Martello and Toth 1990] . Most of the algorithms, such as the dynamic programming method used in our experiments, demand centralized control. CESM, however, is not designed specifically for solving knapsack problems. Our focus is to find out whether difficult problems such as knapsack problems can be solved in a purely distributed manner by CESM with acceptable efficiency. For 0-1 knapsack problems, two alternative local status S = {s 1 , s 2 } are available for every node to choose. Additionally, a node p i maintains locally two variables π i and w i . π i is termed the profit of p i whereas w i is its weight. The two variables can be represented respectively as two functions of the local status of p i , that is, C [i] . We have
where r 1 and r 2 in (17) are two constants, which will be chosen uniformly at random from [0, 10] in our experiments. In regard to each variable, a global average of it can be calculated using the protocol in Figure 1 and will be denoted respectively asπ andw. Based on the two average values, the OI to be maximized is further defined as a function of C ∈ C in what follows
where the weight constraint W is 1/3 in our experiments. According to (18), any status configuration C is acceptable if and only ifw ≤ W. To solve this 0-1 knapsack problem, therefore, nodes must jointly identify acceptable status configurations first before any configuration C * that increases OI(C) to its maximum can be discovered.
Although our knapsack problems are theoretical by nature, its analogous to real-world problems in P2P systems and other distributed systems can be easily identified. As one recent example, Rivindra et al. had considered the problem of selecting nodes for performing transcoding tasks in P2P media streaming applications [Ravindra et al. 2009] . Given a number of video blocks of identical size for transcoding, each node in a P2P system must determine its local status as either ordinary node or transcoding node. In the latter case, the node will have to process as many video blocks as its local memory can hold using its local CPU power. The problem is therefore to minimize the total CPU processing time required, subject to the constraint that the total number of video blocks to be processed by all transcoding nodes must be no less than the given number of video blocks. As can be easily seen, this problem is essentially a 0-1 knapsack problem. It can be directly converted to the form as given in (18). Any algorithms designed for knapsack problems can therefore be applied to tackle this problem. Several parameters are jointly involved in evaluating the performance of CESM, namely M, γ , T , μ, and ρ. Here M stands for the number of messages to be sent by every node in a P2P system in order for it to estimate the value of OI, according to the protocol in Figure 1 . The meaning of other paramaters has been mentioned before. Please refer to Table X in the Appendix for more information.
As we mentioned in Section 3, system-wide estimation ofv for any local variable v can be achieved highly efficiently through the protocol in Figure 1 . Nevertheless, regardless of how large M is, the estimation ofv can never be 100% accurate. The inherent error may further affect the correct updating of sampling probabilities in (12). Therefore, to find out the impact of M on the performance of CESM, we start our experiments by first varying the value of M while other parameters remain unchanged. Specifically, γ = 0.01, T = 20, μ = 0.05, and ρ = 0.01. No nodes are allowed to join or leave the system, so N is fixed at 300. The results obtained are presented in Table I .
The main body of Table I contains the average number of sampling rounds required to obtain near-optimal solutions of the 0-1 knapsack problem, based on 25 independent simulations. The standard deviation of the experiment results is given inside the parentheses. The second column of this table shows the total number of communications to be performed by every node during each sampling round, with respect to varied settings of M. Meanwhile, the maximum OI achieved after 1000 sampling rounds is also indicated in the last column.
As can be seen from Table I , with small value of M, 80% of the optimal OI can be quickly achieved at early stages of the experiments. For example, when M = 2, each node in average needs to have 58.3 × 40 = 2332 separate communications before 80% of the optimal OI can be achieved. Notice that during each communication round, only a small list of values as indicated in Figure 1 will be sent through the network. So if any node can send 10 messages per second, which as we believe is a conservative assumption, in total we need to wait for only 233.3 seconds (less than 4 minutes).
After 80% of the optimal OI is achieved, the process to find close-to-optimal status configurations will start to slow down when M = 2. This is because each node can only obtain a fairly localized average of the two variables π and w defined in (17) if M is too small. Accordingly, a node's estimation of OI in (18) is also locally biased. In view of this, we therefore need to increase the value of M in order to have more accurate estimation ofπ andw. In particular, as indicated in Table I , when M = 6, optimal OI can be eventually achieved after 1000 sampling rounds. Meanwhile, the number of sampling rounds required to obtain 90% and 95% of the optimal OI can also be reduced (in comparison to the case of M = 2 and M = 4) without generating too many communications. For this reason, we consider 6 as a suitable value for M. It will be used throughout the rest of our experiments. After identifying the suitable value of M, the effectiveness of CESM for 0-1 knapsack problems was further evaluated under varied γ with T = 100, μ = 0.05, and ρ = 0.02. The results are presented in Table II . As indicated in the table, it is not desirable for γ to be too small such as γ = 0.002. Since knapsack problems are not unimodal, using too small γ is prone to immature convergence. Meanwhile, too large γ is also undesirable since it will slow down the convergence towards C * . The most suitable values for γ in Table II are 0.01 and 0.02. Other than γ , the effect of ρ was also examined with the results presented in Table III .
The results in Table III are obtained when γ = 0.01, T = 100, and μ = 0.05. The most suitable value of ρ is 0.02, since with this setting, 75.4 sampling rounds are required in average to reach 95% of the optimal OI, comparatively less than other settings of ρ. Meanwhile only with this setting will C * be consistently identified before the experiments end. In addition to ρ, the impact of T was studied as well and the results are summarized in Table IV . As shown in the table, by increasing T , the average number of sampling rounds required for finding near-optimal configurations can be significantly reduced. One obvious reason is that, to solve NP-hard problems such as our knapsack problem, it is very important for nodes to accurately estimate the importance of choosing any local status. In order to show the effectiveness of CESM, a comparison study is performed by experimentally evaluating the performance of GA on knapsack problems under varied settings of τ c and τ m . The experiment results can be found in Table  V. Comparing with Table II, Table V indicates that CESM is more effective on knapsack problems than GA, as fewer samples are required by CESM to discover near-optimal status configurations. Moreover, for two separate settings of γ in Table II , C * can be eventually identified (refer to the last column of Table II) , whereas GA has failed to find C * for all experiments. For all the previous experiments in this subsection, nodes are not allowed to join or leave the P2P system. In reality, however, P2P systems often demonstrate high rates of churn. As a matter of fact, before any near-optimal status configurations can be discovered, the set of nodes in the system might have already changed several times. Consequently, for any node in the system, its local status, which was deemed suitable before, may not be suitable anymore if its nearby neighbors changed. Nevertheless, as our previous experiments showed, at least 80% of the global optimum can be quickly achieved under reasonable settings of a few parameters, such as M = 6, T = 30, γ = 0.01, μ = 0.05, and ρ = 0.01. So if a large proportion of nodes (set to 80% of all nodes in the experiments) tend to stay in the system, every node can still manage to find its suitable local status before a majority of its neighbors changed. Experiments have been conducted under varied levels of node dynamicity in order to show its impact on the performance of CESM. Specifically, if a node is currently in the system, with a probability of P l , it will leave the system in the next sampling round. Once it left, its neighbors lost the connection to it. Meanwhile, if a node being simulated has left the system, with a probability of P j , it will join back to the system in the next sampling round. Upon joining back, it will resume its connections to its neighbors if they are still in the system.
Nodes' behaviors in real systems can be very complicated. For example, a node might be malfunctioning and constantly sending wrong information to its neighbors. We will not consider such situations in the experiments. At any time, the number of nodes in the system cannot fall below 80% of the original number of nodes in the system, which is 300. Based on the aforesaid settings, we have obtained a collection of experiment results as summarized in Table VI .
The main body of Table VI shows the average percentage of the optimal OI achieved during the experiments from 200 sampling rounds to 1000 sampling rounds. As the table indicates, around 90% of the optimal OI can be achieved in a dynamic P2P system where nodes are free to leave and later rejoin the system. Specifically, with higher value of P j and lower value of P l , the system tends to be more stable and accordingly the average percentage achieved is also increased. In general, CESM is not very sensitive to P j and P l , as the maximum difference of the results in Table VI is only at 5%. This is because we do not allow more than 20% of nodes to leave the system. It is to be noticed that CESM, with its current form, may not be suitable for handling a P2P system with an excessive number of joining/leaving nodes. New mechanisms might be necessary to reduce the impact of system dynamicity and will be treated here as future work.
A P2P Information Monitoring Problem
In order to strengthen control and to support resource-sensitive applications, the local activities of nodes (i.e., average CPU load, memory usage, etc.) in a P2P application may often need to be closely monitored [Liang et al. 2007; Yalagandula and Dahlin 2004] . Following a federated system architecture as presented by Liang et al. [2007] , a P2P system is viewed as a collection of two types of nodes: (1) ordinary overlay nodes that execute different application tasks, and (2) management nodes that monitor ordinary overlay nodes and perform system management tasks, such as job scheduling and resource allocation. As noted by Liang et al., providing efficient information management is generally a challenging task that requires optimizing some system-wide performance index, the definition of which is given as follows.
Similar with knapsack problems, a node in an information monitoring system can choose two alternative statuses s 1 and s 2 . Let s 1 correspond to ordinary overlay nodes and s 2 represent management nodes. Each node connects to the rest of a P2P system through a group of edges and every edge e ij is characterized by two attributes: the connection bandwidth b(e ij ) measured in Mbps and the Round-Trip Time (RTT) d(e ij ) measured in milliseconds. For any two nodes p i and p j in the system, the number of edges along the shortest path between them is used to indicate their distance. It is assumed in this subsection that every overlay node is affiliated to its nearest management node. This assumption can be realized easily and will not be elaborated here. Suppose that p i is a management node, the group of overlay nodes affiliated to it is denoted as Af f ( p i ).
For every node p j ∈ Af f ( p i ), the shortest path between p i and p j is represented as a sequence of edges from p i to p j , namely
The first edge along this path, Path( p i , p j ) 1 = e ik 1 , refers to the edge used by p i to reach p j . The RTT of this path can be determined as
Let
be the set of edges used by p i to reach any of its affiliates. In addition, ∀e ∈ E i , let
be the set of affiliated nodes p j that are reachable from a specific edge e of p i .
To ensure fairness, assume that node p i will allocate its networking bandwidth as evenly as possible among its affiliated nodes, then the bandwidth allocated for every node p j ∈ Af f ( p i ) to access p i , that is, b( p i , p j ), can be obtained as a solution of a simple constrained optimization problem.
b(e ) and
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This problem is solvable if
The solution of this problem can be determined independently by every management node in the P2P system and will be made known subsequently to all affiliated overlay nodes. In association with (19) and (20), each affiliated node p j ∈ Af f ( p i ) maintains locally a variable q j as defined next.
Here, q j measures the quality of the communication path between p j and its management node p i . According to (22), it is desirable for the communication path to have more bandwidth. Meanwhile the communication delay is expected to be as low as possible. Based on (22), the system-wide average of q j , namelȳ q, can be efficiently estimated by every node by using the protocol in Figure 1 . Based onq, OI is further defined as
The second term in (23) refers to the density of management nodes in the P2P application and will be calculated similarly asq. The intuition behind (23) is that each management node brings some cost to the system since its resources will be consumed by monitoring and management tasks instead of applicationspecific tasks. Hence the increment ofq should not be achieved at the price of employing so many management nodes. Driven by (23), experiments have been conducted in a P2P system generated by BRITE's Waxman model [Medina et al. 2001] . The average bandwidth of edges in the system is 10 Mbps. For every edge, its bandwidth is only allowed to deviate from 10 Mbps slightly such that (21) can be satisfied. The RTT of edges in the system follows the normal distribution. The average RTT is 300ms and the standard deviation is 145. The minimum RTT in the P2P system is 10ms and the maximum RTT is 700ms.
Since C * is not known in advance, the maximum OI obtained by both CESM and GA in the experiments will not be presented in the percentage form. Table VII summarizes the average performance of CESM under varied settings of γ , ρ, and T , when M = 6 and μ = 0.05, based on 25 independent simulations. The standard deviation of the experiment results is given inside the parentheses.
Similar observations as those in Section 5.1 have been presented in Table  VII . In short, setting γ to a small value will increase the chances of discovering high OI status configurations. Meanwhile, the best choice of ρ is still 0.02. It is also unnecessary for T to be too large such as 200. Instead, any value from the range [30, 50] seems more suitable, since similar performance as when T ≥ 80 can be achieved without generating too many samples per sampling round.
Similar as the knapsack problem, comparison experiments using GA have been performed with the results shown in Table VIII . As evidenced in this table, CESM is as effective as GA on P2P information monitoring problems. In experiment settings as those used for testing the knapsack problem. The results obtained are summarized in Table IX . As can be verified from the table, system dynamicity will not seriously affect the performance of CESM. Especially, when the system is relatively stable with high value of P j and low value of P l , the average OI achieved in Table IX is roughly identical to those reported in Table VII .
CONCLUSION
This article focused on addressing a common problem of self-organizing the local status of nodes in P2P-like applications. After introducing the concept of status configuration, a mathematical correspondence was established between status configuration and an optimization index (OI), which serves as a unified abstraction of system design objectives. A protocol for distributed computation of OI was presented as a justification of the practicality of our problem model. Driven by OI and inspired by the cross-entropy optimization method, a crossentropy-driven self-organization mechanism (CESM) was further proposed.
CESM allows nodes in P2P systems to independently choose their suitable local status based on feedback from their past choices. The mechanism is purely distributed and exhibits the self-organization property. Theoretical analysis of CESM showed that, at least for a common type of problem, the optimal status configuration can be identified very efficiently without generating too much communication cost. Experiment evaluations have also been performed on two representative problems, namely the 0-1 knapsack problem and the P2P information monitoring problem. The experiment results clearly demonstrated the effectiveness of CESM as a general-purpose algorithm suitable for solving the self-organization problems considered in this article.
To conclude this work, it is noticed that spaces exist to further enhance the effectiveness of CESM, especially when a P2P system is highly dynamic with an excessive number of joining/leaving nodes. It is also interesting to evaluate and improve the performance of CESM in cases where nodes frequently change their neighbors while determining their suitable local status. These and other issues will be treated as future works. An edge between two nodes p i and p j .
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P
The set of all nodes in a P2P application.
E
The set of all edges in a P2P application. N The number of nodes in a P2P application. s j A local status that any node can take. S A collection of all available local status.
C t
The status configuration of a P2P application at time t.
C
The set of all possible status configurations.
The local status of node p i at time t.
OI
The system-wide optimization index to be maximized. C *
The optimal status configuration. v i A local variable maintained by node p i . v
The system-wide average value of variable v, which is maintained locally by every node in a P2P application.
M
The number of communication rounds requested by the protocol in Figure 1 . γ The Boltzmann temperature.
H(C, γ )
The Boltzmann function defined on C (the status configuration) and γ . δ(γ )
The partition function. *
The importance sampling density. The sampling density used in practice. θ i (s j )
The sampling probability for node p i to choose s j as its local status.
The degree of similarities between sampling densities 1 and 2 based on cross-entropy measure.
λ(cond)
A function that returns 1 if the given condition cond is true and returns 0 otherwise. T The number of samples required for each updating of sampling probabilities in (12).
Ent(P i )
An entropy measure over the sampling probabilities used by node p i . μ A threshold of the entropy measure used in Figure 3 . ρ The probability for a node to choose its local status uniformly at random, as used in Figure 3 . τ m Mutation rate of GA. τ c Crossover rate of GA.
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APPENDIX II
In this Appendix, we give the proof of Theorem 1.
PROOF. To prove Theorem 1, it is acceptable for us to focus on just one node p i since all nodes in a P2P system follow exactly the same procedure to update their sampling probabilities. As the sampling probabilities will be initialized uniformly as in Figure 2 , the probability of discovering C * at the time when the self-organization process just started is (0) (C * ) = 1 C .
C stands for the cardinality of C. As explained shortly, throughout time, this probability is expected to be continuously increased. Since is arbitrarily small, we can find a small enough γ such that (14) is valid with probability 1. Without loss of generality, assume that C * [i] = s 1 . Let θ i (s 1 ) (h) denote the probability of sampling s 1 during the hth sampling round. The corresponding sampling density is represented by (h) . According to (12) 
The inequality in (24) 
Therefore, node p i will eventually choose local status s 1 with probability 1. In other words, the P2P system as a whole will self-organize towards the optimal configuration C * almost certainly. Specifically, it is easy to verify that, after h = log 1−α ε · δ m − 1 + 1 = log 1
sampling rounds
Consequently,
By Markov's inequality,
Therefore, when O(log 1 ε ) + log 1 δ sampling rounds have been completed, the probability for θ i (s 1 ) to be greater than 1 − ε is at least 1 − δ. At this moment, the probability for the P2P system as a whole to sample the optimal status configuration C * is lower bounded by
Accordingly, the expected number of samples requested before identifying C * is at most
Provided that ε = 1 − (log N) −1/N then (31) becomes log N. Notice that log 1 ε ≤ log N for large enough N, (e.g., N > 50). In association with the previous discussion, we conclude that, with a probability of at least 1 − δ, the expected number of sampled status configurations, which is sufficient for discovering C * , is O log N + log 1 δ .
