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DISCONTINUOUS GALERKIN TIME DISCRETIZATION METHODS
FOR PARABOLIC PROBLEMS WITH LINEAR CONSTRAINTS
IGOR VOULIS∗ AND ARNOLD REUSKEN†
Abstract. We consider time discretization methods for abstract parabolic problems with in-
homogeneous linear constraints. Prototype examples that fit into the general framework are the
heat equation with inhomogeneous (time-dependent) Dirichlet boundary conditions and the time-
dependent Stokes equation with an inhomogeneous divergence constraint. Two common ways of
treating such linear constraints, namely explicit or implicit (via Lagrange multipliers) are studied.
These different treatments lead to different variational formulations of the parabolic problem. For
these formulations we introduce a modification of the standard discontinuous Galerkin (DG) time dis-
cretization method in which an appropriate projection is used in the discretization of the constraint.
For these discretizations (optimal) error bounds, including superconvergence results, are derived.
Discretization error bounds for the Lagrange multiplier are presented. Results of experiments con-
firm the theoretically predicted optimal convergence rates and show that without the modification
the (standard) DG method has sub-optimal convergence behavior.
Key words. abstract parabolic problem, discontinuous Galerkin methods, discretization of
linear constraints, optimal discretization error bounds
AMS subject classifications. 65M60, 65J10
1. Introduction. Nowadays the discontinuous Galerkin (DG) finite element
method is a popular discretization technique for many classes of ordinary and par-
tial differential equations, cf. the overviews in [12, 20, 7]. For ordinary differential
equations DG finite element methods have been analyzed in e.g. [6, 13, 22] and
the references therein. For parabolic partial differential equations the DG finite el-
ement for time discretization has been introduced in [21] and was further studied
in [9, 10, 11, 23, 32, 28, 1]. In this paper we study DG finite element time dis-
cretization methods for parabolic problems with constraints. As far as we know, in
the DG error analyses for parabolic problems available in the literature only the case
with homogeneous constraints has been considered. In practice one often has to deal
with inhomogeneous constraints. Typical examples are a heat equation with nonzero
time-dependent Dirichlet boundary conditions, an instationary Stokes flow with a
time-dependent inflow boundary condition and a Stokes flow with an inhomogeneous
time-dependent divergence constraint. Runge-Kutta methods for parabolic equations
with a non-homogenous constraint have been analyzed in the recent paper [3]. A DG
time discretization method for the wave equation with an inhomogenous boundary
condition is analyzed in [33]. In this paper we consider a DG time discretization
of a parabolic problem with non-homogeneous linear constraints and present an er-
ror analysis resulting in optimal error bounds. It turns out that for obtaining such
optimal bounds we have to modify the standard formulation of a DG Galerkin fi-
nite element method as given in [32]. Results of numerical experiments will show
that without an appropriate modification the standard DG Galerkin finite element
method applied to a parabolic problem with an inhomogeneous constraint does not
yield optimal convergence rates.
In this paper the parabolic problem and the error analysis of the DG time dis-
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cretization are presented in an abstract setting (as in e.g. [28]). The linear constraints
that are part of the problem can be treated in different ways: explicitly, by elimi-
nating variables, implicitly, by means of a Lagrange-multiplier, or by a combination
of these. The analysis in the paper covers all three cases. Prototype examples that
fit into the abstract framework are the standard scalar heat equation with inhomo-
geneous (time-dependent) Dirichlet boundary conditions (usually treated explicitly)
and the instationary Stokes equations with inhomogeneous (time-dependent) Dirichlet
boundary conditions (usually treated explicitly) and/or an inhomogeneous divergence
constraint (usually treated implicitly by the pressure Lagrange multiplier). These ex-
amples will be discussed in detail in Subsection 2.3.
The main results of the paper are the following. Firstly, we present a modification
of the standard formulation of a DG time discretization method that yields optimal
order discretization errors also for the case of inhomogeneous constraints. Secondly,
for this modified method we prove optimal discretization error bounds. Both optimal
global energy norm bounds and optimal superconvergence results are derived. Finally,
for the case that the constraints are treated implicitly (e.g. divergence constraint in
Stokes problem) we derive discretization error bounds for the corresponding Lagrange
multiplier. In the example of the Stokes problem this yields error bounds for the
DG time discretization of the pressure variable. We note that even for the case of
homogeneous constraints we are not aware of error analyses of DG time discretization
methods for Stokes equations that yield (optimal order) error bounds for the pressure
variable. A more detailed discussion of how the results of this paper are related to
other literature is given in Remark 2.1.
The paper is organized as follows. In Section 2 we introduce the class of abstract
parabolic problems that we consider. Different formulations, related to the different
treatments of the constraints, are presented. Furthermore, specific concrete examples
that fit in the abstract setting are discussed. In Section 3 we introduce a DG scheme
for the time discretization of the abstract parabolic problem. In Section 4 we give
an error analysis of the DG scheme. We derive optimal order error bounds in the
energy norm and prove a nodal superconvergence result. In Section 5, for the case
of an implicit treatment of the constraint, we analyze the discretization error in the
Lagrange multiplier. We derive, under very mild assumptions, a sub-optimal result
for the convergence of the Lagrange multiplier and using an additional regularity
condition we are able to prove an optimal discretization error bound. In Section 6
we introduce a fully discrete numerical scheme. In Section 7 this scheme is used to
perform numerical experiments and results of a few experiments are presented that
illustrate the convergence behavior of the DG method. Finally, we give an outlook in
Section 8.
2. Parabolic problem with linear constraints. In this section we introduce
the class of parabolic problems with linear constraints that we treat in this paper. For
this we first introduce some notation and recall relevant well-known results on well-
posedness of (abstract) parabolic problems e.g. [32, 28]. Let U ,H be real separable
Hilbert spaces with a dense continuous embedding U →֒ H. The norms are denoted
by ‖·‖U , ‖·‖H, respectively. These spaces induce a Gelfand triple U →֒ H ∼= H′ →֒ U ′.
Let a : U × U → R be a symmetric continuous coercive bilinear form on U :
|a(u, v)| ≤ Γ‖u‖U‖v‖U for all u, v ∈ U , (2.1)
a(v, v) ≥ γ‖v‖2U for all v ∈ U , (2.2)
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with γ > 0. The corresponding operator is denoted by A : U → U ′, Au(v) =
a(u, v). Let I = (0, T ) be a given time interval and for Hilbert spaces Z1, Z2 we
define W 1(Z1;Z2) := { u ∈ L2(I;Z1) | u′ ∈ L2(I;Z2) }, Hm(I;Z1) := Hm(I) ⊗ Z1,
cf. [34]. A standard weak formulation of an abstract parabolic problem is as follows:
find u ∈W 1(U ;U ′) such that u(0) = u0 and
u′ +Au = f in L2(I;U ′). (2.3)
We assume u0 ∈ H, f ∈ L2(I;U ′). This problem is well-posed [34, 28]. Stan-
dard examples of problems that fit in this abstract framework are the heat equation
with homogeneous BC (U = H10 (Ω)) and the Stokes equation with homogeneous BC
(U = { u ∈ H10 (Ω)d | div u = 0 }), cf. Examples 2.1 and 2.2 below. In the literature
one can find analyses of DG time discretizations applied to these parabolic problems
[32, 28]. In this paper we present an extension of the time discretization error anal-
ysis that applies to such problems with inhomogeneous boundary conditions or an
inhomogeneous divergence constraint div u = g. For this we introduce an abstract
(variatiational) formulation of a problem as in (2.3) with linear constraints. For a
Hilbert space Q let b(·, ·) : U ×Q → R be a continuous bilinear form and B : U → Q′
the corresponding operator representation: Bu(q) = b(u, q) for all u ∈ U , q ∈ Q. This
bilinear form and linear operator B are called constraint operators. We define
V := ker(B) = { u ∈ U | Bu = 0 },
which is a Hilbert space. We assume that
B : U → Q′ is surjective. (2.4)
This is equivalent ([12], Lemma A.40) to the inf-sup property:
∃ α > 0 : inf
q∈Q
sup
u∈U
b(u, q)
‖u‖U‖q‖Q ≥ α. (2.5)
In the subsections below we give different formulations for the abstract parabolic prob-
lem with constraints which are relevant in particular applications, cf. the examples
in Subsection 2.3.
2.1. Constrained formulation. For given f ∈ L2(I;V ′), g ∈ L2(I;Q′) we
consider the following abstract parabolic problem: find u ∈ W 1(U ;V ′) such that
u(0) = u0 and
u′ +Au = f in L2(I;V ′)
Bu = g in L2(I;Q′). (2.6)
We relax the ellipticity condition (2.2) and only require ellipticity of a(·, ·) to hold on
the subspace V ⊂ U . We thus have
|a(u, v)| ≤ Γ‖u‖U‖v‖U for all u, v ∈ U , (2.7)
a(v, v) ≥ γ‖v‖2U for all v ∈ V , (2.8)
with γ,Γ > 0. Concerning existence of a unique solution of (2.6) we note the following.
If g = 0 then the constraint in (2.6) implies u ∈ V , and thus we are in the standard
setting described above, with U replaced by V (and the Gelfand triple V →֒ VH →֒ V ′).
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Hence we have well-posedness. For the inhomogeneous case we apply a standard
translation argument. Note that from the inf-sup property it follows that there exists
a unique v ∈ L2(I;V⊥) such that Bv = g, where V⊥ is the orthogonal complement of
V in U . Assume that g has sufficient regularity, e.g. g ∈ H1(I;Q′), such that there
exists a v ∈ W 1(U ;V ′) that satisfies Bv = g. Application of the standard analysis
yields that there exists (a unique) w ∈ W 1(V ;V ′) with w(0) = u0 − v(0) and
w′ +Aw = f −Av − v′ in L2(I;V ′).
Hence u := w + v ∈ W 1(U ;V ′) satisfies u(0) = u0 and the variational equation (2.6).
Uniqueness follows from the fact that (2.6) with g = 0, f = 0 and u0 = 0 has only
the trivial solution.
2.2. Mixed formulation. In practice, in particular in the context of Galerkin
finite element discretization methods, it may be not convenient to use the kernel space
V in the first equation in (2.6). One then introduces a suitable Lagrange multiplier
to enlarge the constrained space V . We introduce such a mixed formulation. The
structure of this mixed formulation is inspired by the examples considered in Subsec-
tion 2.3, in which only for a part of the constraint equation Bu = g a corresponding
Lagrange multiplier is used. For this we decompose the constraint bilinear form as
b(u, q) = b1(u, q1) + b2(u, q2), q = (q1, q2) ∈ Q1 ×Q2 = Q,
with Qi, i = 1, 2, Hilbert spaces, and bi : U ×Qi → R continuous bilinear forms. This
splitting is such that for the b1(·, ·) part a Lagrange multiplier will be introduced,
whereas for the b2(·, ·) part no Lagrange multiplier is used. We assume that Q1 6= 0.
The bilinear forms bi(·, ·) induce corresponding operators Bi : U → Q′i. From (2.5) it
follows that
inf
qi∈Qi
sup
u∈U
bi(u, qi)
‖u‖U‖qi‖Qi
≥ α, i = 1, 2, (2.9)
holds, provided bi(·, ·) is not identically zero. Define
Vi := ker(Bi) = { u ∈ U | bi(u, qi) = 0 ∀ qi ∈ Qi }, i = 1, 2.
Hence, V = V1 ∩ V2. We also have
V = { u ∈ V2 | b1(u, q1) = 0 ∀ q1 ∈ Q1 }. (2.10)
We allow Q2 = {0}, Q1 = Q, in which case we have V2 = U , V = V1. Note that
B : V⊥ → Q′1 ×Q′2 is a bijection and the preimage of Q′1 × {0} is V⊥ ∩ V2. It follows
that B1 : V⊥ ∩ V2 → Q′1 is a bijection, from which we conclude that B1 : V2 → Q′1 is
surjective. This is equivalent ([12], Lemma A.40) to the inf-sup property:
∃ β > 0 : inf
q1∈Q1
sup
u∈V2
b1(u, q1)
‖u‖U‖q1‖Q1
≥ β. (2.11)
Note that if Q2 = {0} then (2.11) is the same as (2.9) with i = 1. From (2.11) and
(2.10) it follows that for the adjoint B′1 of B1 : V2 → Q′1 we have that
B′1 : Q1 → V02 := { g ∈ V ′2 | g(v) = 0 for all v ∈ V } (2.12)
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is an isomorphism and
‖B′1p‖V′2 ≥ β‖p‖Q1 for all p ∈ Q1, (2.13)
cf. Lemma 4.1 in [15]. We now introduce a mixed formulation of (2.6). For f ∈
L2(I;V ′2) determine u ∈ W 1(U ;V ′2), p ∈ L2(I;Q1) such that
u′ +Au +B′1p = f in L
2(I;V ′2)
Bu = g in L2(I;Q′). (2.14)
Here B′1 : Q1 → V ′2 is the adjoint of B1 : V2 → Q′1. Note that for v ∈ V2 we have
b2(v, q2) = 0 for all q2 ∈ Q2, hence, (B′1p)(v) = b1(v, p) = b(v, (p, 0)) holds for v ∈ V2,
p ∈ Q1.
We now discuss the relation between the constrained formulation (2.6) and the
mixed formulation (2.14). Let u ∈ W 1(U ;V ′) be the unique solution of (2.6). We
assume that u has additional regularity such that u ∈ W 1(U ;V ′2). Then ℓ(t) :=
f(t)− u′(t)−Au(t) ∈ V ′2 (a.e. in t) and ℓ(t)(v) = 0 for all v ∈ V , i.e., ℓ(t) ∈ V02 holds.
Hence, there exists a unique p(t) ∈ Q1 such that B′1p(t) = ℓ(t). Using (2.13) it follows
that p ∈ L2(I;Q1). Thus, if the unique solution u of the constrained formulation (2.6)
has regularity u ∈ W 1(U ;V ′2), there is a unique p ∈ L2(I;Q1) such that (u, p) is the
unique solution of the mixed formulation (2.14).
2.3. Examples. We describe three examples that fit into the general abstract
framework presented above. In these examples we consider different types of con-
straints, which are allowed to be inhomogeneous.
Example 2.1 (Heat equation). The heat equation in Ω ⊂ Rd, with (time-
dependent) inhomogeneous Dirichlet boundary conditions h ∈ L2(I;H 12 (∂Ω)) in con-
strained formulation is as follows:
u′ −∆u = f in L2(I;H−1(Ω))
u|∂Ω = h.
For this problem we have U = H1(Ω),H = L2(Ω), Q = H 12 (∂Ω), a(u, v) := ∫
Ω
∇u·∇v,
b(u, q) = (tr (u), q)
H
1
2 (∂Ω)
, with tr : H1(Ω) → H 12 (∂Ω) the trace operator, which is
surjective. This yields V = ker(B) = H10 (Ω). The assumptions (2.4), (2.7), (2.8)
are satisfied. We do not consider a mixed formulation, because in the constrained
formulation (2.6) we use the space V = H10 (Ω), which is the natural one for the
bilinear form a(·, ·).
Example 2.2 (Stokes equations). We consider the Stokes equation in Ω ⊂ Rd
with homogeneous boundary conditions and a non-zero (time-dependent) divergence
g ∈ L2(I;L20(Ω)). In this setting we have U = H10 (Ω)d, H = L2(Ω)d, Q = L20(Ω) :=
L2(Ω)/R, a(u, v) :=
∫
Ω
∇u : ∇v, b(u, q) = ∫
Ω
div u q, V = { u ∈ H10 (Ω)d | div u = 0 }.
Recall that u ∈ H10 (Ω)d → div u ∈ L20(Ω) is surjective. The Stokes equation in
constrained formulation is as follows:
u′ −∆u = f in L2(I;V ′)
div u = g in L2(I;L20(Ω)).
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The assumptions (2.4), (2.7), (2.8) are satisfied. For the mixed formulation we take
b2 ≡ 0, i.e., b1(u, q) =
∫
Ω div u q, q ∈ Q1 = Q, and V2 = U = H10 (Ω)d. Hence,
the formulation (2.14) is the standard mixed formulation of a time-dependent Stokes
problem with homogeneous boundary conditions, cf. [12] Sect. 4.1.
Example 2.3. We consider the Stokes equation in Ω ⊂ Rd with non-zero (time-
dependent) boundary data h ∈ L2(I;H 12 (∂Ω)d) and a non-zero (time-dependent) di-
vergence g ∈ L2(I;L20(Ω)). We then have U = H1(Ω)d, H = L2(Ω)d, Q = L20(Ω) ×
H
1
2 (∂Ω)d, a(u, v) :=
∫
Ω
∇u : ∇v, b(u, (q1, q2)) =
∫
Ω
div u q1 + (tr u, q2)
H
1
2 (∂Ω)
, V =
{ u ∈ H10 (Ω)d | div u = 0 }. Note that u ∈ H1(Ω)d → (div u, tru) ∈ L20(Ω)×H
1
2 (Ω)d
is surjective. The Stokes equation in constrained formulation is given by
u′ −∆u = f in L2(I;V ′)
div u = g in L2(I;L20(Ω))
tr u = h in L2(I;H
1
2 (∂Ω)d).
The assumptions (2.4), (2.7), (2.8) are satisfied. For the mixed formulation we take
Q1 = L20(Ω), Q2 = H
1
2 (Ω)d, b1(u, q1) =
∫
Ω
div u q1, b2(u, q2) = (tr u, q2)
H
1
2 (∂Ω)
. Note
that V2 = H10 (Ω)d.
Remark 2.1. In the numerical approximation of these parabolic problems one
has to consider discretization in space and in time. In this paper we focus on the
time discretization. We now briefly discuss the space discretization and continue this
discussion in Section 6. The two formulations (2.6) and (2.14) lead to two different
numerical schemes. In the former case one has to replace the space V by a suitable
discrete (e.g., finite element) space. In the mixed formulation the spaces V2 and Q1
have to be replaced by a suitable pair of discrete (finite element) spaces.
In the specific case of the Stokes problem this leads to two different well-known
finite element approaches. Numerous conforming and non-conforming finite element
(or wavelet) schemes for space discretization of the Stokes problem exist. By far most
of these schemes use the mixed formulation (2.14), cf. [15, 12, 27, 4, 8]. In that
setting we need a pair of discrete spaces Vh2 ,Qh1 for approximation of functions from
the spaces V2 = H10 (Ω)d and Q1 = L20(Ω). Extensive literature concerning the choice
of such a pair of spaces is available, cf. [12, 15] and the references therein. Recently
so-called pressure robust mixed methods have been studied, e.g. [24, 5, 26]. To treat
the Stokes problem by means of the constrained formulation (2.14) a discrete (finite
element or wavelet) space Vh with divergence-free functions is required. Examples
of such discrete spaces are treated in, e.g., [31, 35, 14, 19, 25]. By far most of the
error analyses of these methods (for both approaches) known in the liteature result in
bounds for the spatial discretization error in case of a stationary problem and for the
discretization error in the time-dependent semidiscrete (i.e., discrete in space only)
problem. In only very few papers, e.g., [1, 2], the error in the fully discrete problem is
treated. In these papers, however, only the case with homogeneous constraints (i.e.,
div u = 0 and homogeneous Dirichlet boundary conditions) is treated and the error
in the discretization of the Lagrange multiplier (pressure) is not considered or only
suboptimal error bounds are derived.
We also note that instead of these popular Rothe or method of lines techniques
one can apply a direct full space-time approach, e.g. the recent papers [29, 30].
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In this paper we do not compare all these different approaches. We present and
analyze a finite element method that is of Rothe type. For discretization in time
we apply a DG finite element method. An important aspect is that this method,
which is a modification of the standard DG time discretization method ([32]) allows
the treatment of time-dependent inhomogeneous constraints with an optimal order of
accuracy. For the semidiscrete problem (i.e., discrete in time only) optimal discretiza-
tion error bounds for both approaches (constrained and mixed) are derived. In the
mixed formulation we derive optimal bounds for both the primal variable u and the
Lagrange multiplier p.
Remark 2.2. In the analysis it is essential that the constraint operator B does
not depend on t. Above we also assumed that A is independent of t. This assumption,
however, is only essential for superconvergence and Subsection 5.1, all other results
remain valid for a time-dependent A. Furthermore, the analysis also applies to a
generalization of the problem (2.6) where the term u′(t) is replaced by Mu′(t) with
M a symmetric, elliptic bounded linear operator on H. Without loss of generality we
can assume that Mu(v) = (u, v)H. An example of the latter generalization is given
in Subsection 7.2.
3. Discontinuous Galerkin discretization. In this section we present DG
time discretization methods for the variational problems (2.6) and (2.14). First some
notation is introduced. We take a fixed q ∈ N, q ≥ 1. In the discretization we will use
polynomials of degree q− 1 (q degrees of freedom) in time. The space of polynomials
of degree q − 1 is denoted by Pq−1. For N ∈ N, introduce 0 = t0 < · · · < tN = T ,
In = (tn−1, tn], and kn = |In| for n = 1, . . . , N . For simplicity, we assume that
k = maxn kn ≤ 1. We define the broken spaces
Pb(I) =
N⊕
n=1
Pq−1(In) ⊂ L2(I), H1,b(I) :=
N⊕
n=1
H1(In)
Pb(I; Hˆ) := Pb(I)⊗ Hˆ, H1,b(I; Hˆ) := H1,b ⊗ Hˆ,
with Hˆ a given Hilbert space. For U ∈ H1,b(I; Hˆ) and n = 1, . . . , N we will write
Un = U |In(tn), Un−1+ = limt↓tn−1 U |In(t). We also define [U ]n = Un+ − Un for n =
1, . . . , N − 1. We define U ′ by taking the derivative on each interval In:
U ′ =
N∑
n=1
U |′InχIn ,
with χIn the characteristic function for In. We define the following bilinear form on
H1,b(I; Hˆ) which corresponds to a discrete time derivative:
(Y,X) 7→ DHˆ(Y,X) :=
N∑
n=1
∫
In
(Y ′, X)Hˆ +
N−1∑
n=1
([Y ]n, Xn+)Hˆ + (Y
0
+, X
0
+)Hˆ
and we define
(Y,X) 7→ D∗
Hˆ
(Y,X) :=
N∑
n=1
∫
In
(Y,X ′)Hˆ +
N−1∑
n=1
(Y n, [X ]n)Hˆ − (Y N , XN)Hˆ.
We will need some basic properties for DHˆ and D
∗
Hˆ
. These results are standard and
can be found in [32, Chapter 12].
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Lemma 3.1. The following holds for any Hilbert space Hˆ:
DHˆ(u, v) = −D∗Hˆ(u, v) for all u, v ∈ H1,b(I; Hˆ) (3.1)
DHˆ(u, u) ≥
1
2
‖uN‖2
Hˆ
for all u ∈ H1,b(I; Hˆ). (3.2)
Proof. Equation (3.1) follows by integration by parts on each interval In. The
second part follows from
2DHˆ(u, u) =
N∑
n=1
2
∫
In
(u′, u)Hˆ +
N−1∑
n=1
2([u]n, un+)Hˆ + 2(u
0
+, u
0
+)Hˆ
=
N∑
n=1
(‖un‖2
Hˆ
− ‖un−1+ ‖2Hˆ) +
N−1∑
n=1
2([u]n, un+)Hˆ + 2‖u0+‖2Hˆ
=‖uN‖2
Hˆ
+ ‖u0+‖2Hˆ +
N−1∑
n=1
(‖un‖2
Hˆ
− ‖un+‖2Hˆ + 2‖un+‖2Hˆ − 2(un, un+)Hˆ
)
=‖uN‖2
Hˆ
+ ‖u0+‖2Hˆ +
N−1∑
n=0
(‖un‖2
Hˆ
+ ‖un+‖2Hˆ − 2(un, un+)Hˆ
)
≥‖uN‖2
Hˆ
,
where we have used (un − un+, un − un+)Hˆ ≥ 0 in the last step.
We now recall a projection operator that plays a key role in the error analyses pre-
sented in [32, 28]. This operator is not used explicitly in a standard DG time
discretization method applied to a parabolic problem without constraints. It will,
however, be used in the DG method for the discretization of the problem with con-
straints (2.6), that is introduced below.
Definition 3.1. (as in [28]) Let J = (a, b). For a scalar function φ ∈ L2(J)
which is continuous at t = b we define its projection Πq−1J φ ∈ Pq−1(J) by the q
conditions
Πq−1J φ(b) = φ(b),
∫ b
a
(Πq−1J φ− φ) · ψ = 0 ∀ ψ ∈ Pq−2(J).
(for q = 1 only the first condition is used).
For φ ∈ L2c(I) := {ψ ∈ L2(I) | ψ|In is continuous at tn, 1 ≤ n ≤ N } we define
the projection IPb : L2c(I) → Pb(I) by (IPbφ)|In := Πq−1In (φ|In). Finally for any
Hilbert space Hˆ and u ∈ L2c(I; Hˆ) = L2c(I)⊗ Hˆ, we define Iqu := (IPb ⊗ idHˆ)u.
For the derivation of properties of this projection operator we refer to [28, 32]. A
useful characterization of the projection is given in the following lemma.
Lemma 3.2. [32, p. 207-208] Let w ∈ H1,b(I; Hˆ) for any separable Hilbert space
Hˆ. The solution W ∈ Pb(I; Hˆ) of
DHˆ(W,X) = DHˆ(w,X) for all X ∈ Pb(I; Hˆ) (3.3)
fulfills W = Iqw.
Proof. By taking an orthogonal basis of Hˆ it suffices to establish this for the
scalar version of (3.3), which reads as follows: for given f ∈ H1,b(I) find F ∈ Pb(I)
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such that for all n = 1, . . . , N :∫
In
(F ′ − f ′) · 1 + (F − f)n−1+ − (F − f)n−1 = 0 with (F − f)0 := 0 (3.4)
and
∫
In
(F ′ − f ′)(t− tn−1)k+1 = 0, for k = 0, . . . , q − 2. (3.5)
After integration (3.4) becomes
(F − f)n = (F − f)n−1 with (F − f)0 := 0.
From this we obtain F (tn) = f(tn) for all n = 1, . . . , N by induction. Integration by
parts in (3.5), together with F (tn) = f(tn) shows that (3.5) is equivalent to∫
In
(F − f) · p = 0 for all p ∈ Pq−2(In).
Hence F = IPbf , cf. Definition 3.1.
We now describe the DG time discretizations of the constrained and mixed formula-
tions (2.6) and (2.14), respectively. We introduce the notation
K(u, v) := DH(u, v) +
∫
I
a(u, v), u, v ∈ H1,b(I;H) ∩ L2(I;U).
Time-discrete constrained formulation. The discrete (in time) version of (2.6)
reads: find U ∈ Pb(I;U) such that
K(U,X) =
∫
I
f(X) + (u0, X
0
+)H for all X ∈ Pb(I;V) (3.6)∫
I
b(U,R) =
∫
I
(Iqg)(R) for all R ∈ Pb(I;Q). (3.7)
Time-discrete mixed formulation. The discrete (in time) version of (2.14) reads:
find U ∈ Pb(I;U), P ∈ Pb(I;Q1) such that
K(U,X) +
∫
I
b1(X,P ) =
∫
I
f(X) + (u0, X
0
+)H for all X ∈ Pb(I;V2) (3.8)∫
I
b(U,R) =
∫
I
(Iqg)(R) for all R ∈ Pb(I;Q). (3.9)
Note that in the discretization of the constraints the projection operator Iq is used, cf.
Remark 3.1 below. If B corresponds to a trace operator (boundary condition) this is
the usual treatment of an inhomogeneous Dirichlet boundary condition, but with the
Dirichlet data projected in a suitable manner in time by means of Iq. In case of a
Stokes problem with a homogeneous Dirichlet boundary condition, the condition in
(3.9) is the divergence constraint with projected data Iqg.
Remark 3.1. The formulations of the constraint equations in (3.7) and (3.9)
are given in variational form because this is closest to the actual inplementation of
the method, cf. Subsection 6.2. For the analysis below it is useful to introduce an
equivalent operator formulation. In operator form the equations (3.7) and (3.9) are
equivalent to BU = Iqg in Pb(I;Q′). Due to the tensor product structure of Iq and
the facts that B does not depend on t and U ∈ Pb(I;U) we get BU = BIqU =
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IqBU . Hence the constraint conditions (3.7) and (3.9) have the equivalent operator
formulation
Iq(BU − g) = 0 in Pb(I;Q′).
In the error analysis we use this more compact representation of the discrete con-
straints. In the mixed formulation, for the case b2 6= 0, cf. Example 2.3, it is natural
to split the constraint equation (3.9) in two parts:∫
I
b1(U,R) = b(U, (R, 0)) =
∫
I
(Iqg1)(R) for all R ∈ Pb(I;Q1), (3.10)∫
I
b2(U,R) = b(U, (0, R)) =
∫
I
(Iqg2)(R) for all R ∈ Pb(I;Q2), (3.11)
where g = (g1, g2). Note that in (3.10) the same bilinear form b1(·, ·) and Lagrange
multiplier space Pb(I;Q1) as in (3.8) are used.
In the following lemma we derive consistency and well-posedness of these discretiza-
tions.
Lemma 3.3. Assume that the solution u of (2.6) has regularity u ∈ H1(I;H)
and assume that g ∈ L2c(I;Q′). The time-discrete constrained and mixed formulations
(3.6)-(3.7) and (3.8)-(3.9) are consistent, i.e.:
K(u,X) =
∫
I
f(X) + (u0, X
0
+)H for all X ∈ Pb(I;V) (3.12)
Iq(Bu− g) = 0, (3.13)
and
K(u,X) +
∫
I
b1(X, p) =
∫
I
f(X) + (u0, X
0
+)H for all X ∈ Pb(I;V2) (3.14)
Iq(Bu− g) = 0 (3.15)
hold. For f ∈ L2(I;V ′) the time-discrete problem (3.6)-(3.7) has a unique solution
U . If f has regularity f ∈ L2(I;V ′2) then there is a unique P ∈ Pb(I;Q1) such that
with the unique solution U of (3.6)-(3.7) the pair (U, P ) is the unique solution of the
time-discrete mixed problem (3.8)-(3.9).
Proof. The consistency properties are evident (note that due to continuity in
time of u the jump terms in DH(·, ·) vanish). Existence of a discrete solution of
(3.6)-(3.7) is proved by a standard shift argument as follows. Using that B : U → Q′
is surjective, we find a v ∈ L2c(I;U) which satisfies the constraint Bv = g. Take
V := Iqv ∈ Pb(I;U). Due to ellipticity of a(·, ·) on V and DH(X,X) ≥ 0 for all
X ∈ Pb(I;U) the variational problem: find W ∈ Pb(I;V) such that
K(W,X) =
∫
I
f(X) + (u0, X
0
+)H −K(V,X) for all X ∈ Pb(I;V)
has a unique solution. Take U := W + V ∈ Pb(I;U). Then U satisfies (3.6) and we
have
Iq(BU − g) = Iq(BV − g) = Iq(BIqv − g) = Iq(IqBv − g) = Iq(Bv − g) = 0,
hence also the discrete constraint is satisfied. Suppose that there are two solutions
U1, U2 of (3.6)-(3.7). Then BUi = B(IqUi) = IqBUi = Iqg holds, hence U1 − U2 ∈
L2(I;V). From the ellipticity of K(·, ·) on Pb(I;V) we get U1 = U2.
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It remains to prove that (3.8)-(3.9) has a unique solution. If (U, P ) solves (3.8)-
(3.9), then U solves (3.6)-(3.7). Conversely, if U solves (3.6)-(3.7), then (U, P ) solves
(3.8)-(3.9) if and only if
B′1P (X) =
∫
I
f(X) + (u0, X
0
+)H −K(U,X) for all X ∈ Pb(I;V2)
holds. Since the right hand side vanishes for all X ∈ Pb(I;V) and B′1 : Q1 7→ V02 is an
isomorphism, there exists a unique P ∈ Pb(I;Q1) which satisfies this relationship.
Remark 3.2. In the analysis below we will see that the projection operator Iq
used in the time-discrete constraints (3.7) and (3.9) is essential for optimal order con-
vergence results. Applying Lemma 3.2 to (3.7) (or (3.9)) shows that (3.7) is equivalent
to DQ′BU = DQ′g, which is the discrete analogon of Bu
′ = g′ with Bu(0) = g(0).
The discretization of the constraint by DQ′BU = DQ′g is very similar to the index
reduction approach used in [3] for obtaining accurate Runge-Kutta discretizations of
DAEs with differentiation index 2 (such as the Stokes equation), cf. equation (3.3c)
in [3]. The projection operator Iq is also used in [33] to obtain optimal error bounds
for the wave equation with non-homogeneous boundary conditions.
4. Error analysis for time-discrete constrained formulation. In this sec-
tion we derive optimal discretization error bounds for the discrete constrained formu-
lation (3.6)-(3.7). We first derive global bounds in the energy norm and then give a
superconvergence result.
4.1. Optimal global error bounds. We apply a standard argument as in [28]
and show that the discretization error can be bounded by the projection error. For
this projection there are error bounds available.
Theorem 4.1. Assume that the solution u of (2.6) has regularity u ∈ L2c(I;U)∩
H1(I;H) and let U ∈ Pb(I;U) be the solution of (3.6)-(3.7). The following holds:
‖u(T )− U(T )‖H + ‖u− U‖L2(I;U) ≤ (1 +
√
2cγΓ)‖u− Iqu‖L2(I;U), (4.1)
with cγ := max{ 1γ , 1}.
Proof. Define E := U − Iqu. Note that
BE = BU −B(Iqu) = B(IqU)−B(Iqu)
= Iq(BU −Bu) = Iq(BU − g) = 0.
(4.2)
Hence E ∈ Pb(I;V) can be used as a test function in (3.6). This then yields, using
the ellipticity of a(·, ·) on V and DH(E,E) ≥ 12‖E(T )‖2H, with cγ = max{ 1γ , 1}:
1
2
‖E(T )‖2H + ‖E‖2L2(I;U) ≤ cγK(E,E) = cγK(u− Iqu,E)
= cγ
(
DH(u − Iqu,E) +
∫
I
a(u− Iqu,E)
)
.
Using (3.3) we get
DH(u− Iqu,E) = 0, (4.3)
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and thus
1
2
‖E(T )‖2H + ‖E‖2L2(I;U) ≤ cγΓ‖E‖L2(I;U)‖u− Iqu‖L2(I;U)
≤ 1
2
c2γΓ
2‖u− Iqu‖2L2(I;U) +
1
2
‖E‖2L2(I;U)
holds. This yields ‖E(T )‖H + ‖E‖L2(I;U) ≤
√
2cγΓ‖u − Iqu‖L2(I;U). Using this, a
triangle inequality and u(T )− (Iqu)(T ) = 0 we obtain the result (4.1).
Remark 4.1. For this analysis to work and the projection error bound (4.1) to
hold it is crucial, cf. (4.2) that in the discretization of the constraint we use BU = Iqg
and not BU = g or some other interpolation (in time) of the data g. In Subsection 7.1
we will present a numerical experiment where the use of BU = g instead of BU = Iqg
leads to sub-optimal results.
Results for the projection error ‖u − Iqu‖L2(I;U) are known in the literature [28,
Theorem 3.10]. Using these results we obtain the following optimal discretization
error bound.
Theorem 4.2. Let U ∈ Pb(I;U) be the solution of (3.6)-(3.7), and assume that
the solution u of (2.6) has smoothness u ∈ Hm(I;U) for an m with 1 ≤ m ≤ q. The
following holds:
‖u(T )− U(T )‖H + ‖u− U‖L2(I;U) ≤ c
(
N∑
n=1
k2mn ‖u(m)‖2L2(In;U)
) 1
2
(4.4)
≤ ckm‖u(m)‖L2(I;U) (4.5)
for some c > 0 which only depends on q, γ and Γ.
Remark 4.2. Typically one is interested in the case q = m. The other cases will
however also be of some use in what follows. For the homogeneous case Bu = 0 the
result (4.4) is the same as the one in [32, Theorem 12.1].
In applications the constraint Bu = g may be incompatible this the initial con-
dition u(0) = u0. This leads to low regularity of the solution u at t = 0, i.e.
‖u(m)‖2L2(In;U) is unbounded for larger m and small n. In such a setting the step
size kn in (4.4) needs to be taken sufficiently small in the initial steps. In the specific
case of Example 2.1 and Example 2.3 this is the case if the Dirichlet boundary con-
dition is incompatible with the initial condition, cf. [28].
We also derive a bound for the error in the time derivative, which will be used in the
analysis of superconvergence.
Theorem 4.3. Assume that the solution u of (2.6) has regularity u ∈ H1(I;H)
and assume that g ∈ L2c(I;Q′). Let U ∈ Pb(I;U) be the solution of (3.6)-(3.7). The
following holds:
‖u′ − U ′‖L2(I;V′) ≤ c
(‖u′ − (Iqu)′‖L2(I;V′) + ‖u− U‖L2(I;U)) (4.6)
for some c > 0 which only depends on q and Γ. If we additionally assume that u has
smoothness u ∈ Hm−1(I;U)∩Hm(I;V ′) for an m with 2 ≤ m ≤ q, then the following
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holds:
‖u′ − U ′‖L2(I;V′) ≤ c′
(
N∑
n=1
k2m−2n (‖u(m)‖2L2(In;V′) + ‖u(m−1)‖2L2(In;U)))
) 1
2
≤ c′km−1(‖u(m)‖L2(I;V′) + ‖u(m−1)‖L2(I;U)), (4.7)
for some c′ > 0 which only depends on q, γ and Γ.
Proof. We will use E = U − Iqu ∈ Pb(I;H). Using the Riesz representation
theorem in V (with ‖ · ‖V = ‖ · ‖U), we find E˜ ∈ ⊕Nn=1Pq−2(In;V) such that
‖E′(t)‖2V′ = (E′(t), E˜(t))H = ‖E˜(t)‖2U for almost all t ∈ I.
We define X =
∑N
n=1 k
−1
n (t− tn−1)E˜(t)χIn ∈ Pb(I;V) and using Lemma 3.2 and the
Galerkin orthogonality, cf. Lemma 3.3, we get
DH(E,X) = DH(U − Iqu,X) = DH(U − u,X)
= K(U − u,X)−
∫
I
a(U − u,X) =
∫
I
a(u− U,X).
This yields
DH(E,X) ≤
N∑
n=1
∫
In
k−1n (t− tn−1)Γ‖u− U‖U‖E˜‖U
≤ 1
2
N∑
n=1
∫
In
k−1n (t− tn−1)
(
Γ2‖u− U‖2U + ‖E′‖2V′
)
.
Noting that the left-hand side is
DH(E,X) =
N∑
n=1
∫
In
k−1n (t− tn−1)(E′, E˜)H =
N∑
n=1
∫
In
k−1n (t− tn−1)‖E′‖2V′ ,
we get
N∑
n=1
∫
In
k−1n (t− tn−1)‖E′‖2V′ ≤
N∑
n=1
∫
In
k−1n (t− tn−1)Γ2‖u− U‖2U ≤ Γ2‖U − u‖2L2(I;U).
Using that the L1-norm on P2q−4([0, 1]) is equivalent to the norm φ 7→
∫ 1
0
t|φ(t)|dt,
we get
∫
I
‖E′‖2V′ =
N∑
n=1
∫
In
‖E′‖2V′ ≤
N∑
n=1
∫
In
Ck−1n (t− tn−1)‖E′‖2V′ ≤ CΓ2‖U − u‖2L2(I;U),
for some constant C > 0 which depends only on q. Using a triangle inequality
completes the proof of (4.6). Results for the projection error ‖u′− (Iqu)′‖L2(I;V′) are
known in the literature [32, p. 214]. Using these results and Theorem 4.1 we obtain
the optimal discretization error bound (4.7).
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4.2. Optimal superconvergence result. As is known from the literature (see
[32, Theorem 12.3]), for the case with a homogeneous constraint in (2.6) we get a
superconvergence result provided the solution u is sufficiently smooth. The analysis
in [32, Theorem 12.3] is not directly applicable to the case with an inhomogeneous
constraint. Note that in the latter case the projection operator Iq is used in the
discretization method, cf. (3.7). In this subsection we derive an optimal superconver-
gence result for the discretization (3.6)-(3.7). For this we first introduce an abstract
notion of regularity, which is very similar to the one used in [32]. We define V0 := VH
(with norm ‖ · ‖H), V1 := V (with norm ‖ · ‖U), which induces the Gelfand triple
V →֒ V0 ∼= (V0)′ →֒ V ′. Furthermore
V2 := { u ∈ V | Au ∈ (V0)′ }.
Based on the Riesz representation theorem in V0, for any u ∈ U with Au ∈ (V0)′ we
define L˜u ∈ V0 by (L˜u, v)H = a(u, v) for all v ∈ V . Let us consider the restriction of
L := L˜|V2 , i.e., L : V2 → V0 with
(Lu, v)H = (Au)(v) = a(u, v) for all u ∈ V2, v ∈ V . (4.8)
For u ∈ V2 with Lu = 0 it follows that a(u, v) = 0 for all v ∈ V , hence, u = 0.
Take f ∈ V0. There exists a unique u ∈ V such that a(u, v) = (f, v)H for all v ∈ V .
This implies ‖Au‖(V0)′ = ‖f‖H, hence u ∈ V2. We conclude that L : V2 → V0 is a
bijection. Its inverse L−1 : V0 → V2 ⊂ V0 is symmetric, bounded and positive. The
unique square root operator of L−1 (that commutes with L−1) is denoted by L−
1
2 :
V0 → V0. We define L 12 := L− 12L : V2 → V0, hence, (L 12 v, L 12 v)H = (Lv, v)H =
a(v, v) for all v ∈ V2. The definition of L 12 can be extended to V . First note that
A : V → V ′ is a homeomorphism and V2 is defined as the preimage of (V0)′. Since
(V0)′ ⊂ V ′ is dense, it follows that V2 ⊂ V is dense. Using the ellipticity and continuity
of a(·, ·) we see that
γ
1
2 ‖v‖U ≤ a(v, v) 12 = ‖L 12 v‖H ≤ Γ 12 ‖v‖U for all v ∈ V2.
Thus, using the density of V2 in V , we conclude that L 12 : V → V0 is a homeomor-
phism. Since L
1
2 is symmetric (due to L−
1
2L = LL−
1
2 ), the dual norm equivalence
reads γ
1
2 ‖v‖H ≤ ‖L 12 v‖V′ ≤ Γ 12 ‖v‖H for all v ∈ V .
For m ∈ N, m > 2, we define
Vm = { u ∈ V2 | Lu ∈ Vm−2 }.
Note that L
1
2Lv = LL
1
2 for all v ∈ V3 and D(Lm2 ) = Vm, m ∈ N. As a measure for
regularity we define
|u|m := sup
v∈Vm
(u, L
m
2 v)H
‖v‖H , u ∈ H, m ∈ N
(note that |u|m =∞ is allowed).
Below we use the notation L
m
2 u := (idL2(I) ⊗ Lm2 )u, L˜u = (idL2(I) ⊗ L˜)u, for
m ∈ Z and for functions u for which the right hand-side expressions are well-defined.
For the analysis we introduce a standard dual homogeneous problem, i.e., source term
f = 0 and with a homogeneous constraint Bu = 0; due to duality t is replaced by
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T − t and we prescribe an initial value at t = T . This leads to the following problem
formulation: find z ∈ W 1(V ;V ′) with z(T ) = φ ∈ V0 and
− z′(t) +Az(t) = 0 in L2(I;V ′). (4.9)
This problem is well posed. In the analysis below we need that the solution z has
regularity z ∈ H1(I;H). It is easy to see that z has this regularity property if φ ∈ V .
Indeed, for φ ∈ V let y ∈ W 1(V ;V ′) be the solution of the parabolic problem (4.9)
with y(T ) = L
1
2φ ∈ V0, then z = L− 12 y solves (4.9) with z(T ) = φ and z′ = L− 12 y′ ∈
L2(I;H). Hence, for φ ∈ V we have z ∈ H1(I;H). This implies that (4.9) holds in
L2(I, (V0)′).
The corresponding discrete problem is as follows: determine Z ∈ Pb(I;V) such
that
K(X,Z) = −D∗H(X,Z) +
∫
I
a(Z,X) = (φ,XN )H for all X ∈ Pb(I;V). (4.10)
This is the analogue of (3.6) for (4.9). This homogeneous backward problem has been
discussed in detail in [32, p. 212-213]. If we replace t by T − t, then we can apply
the results from the previous subsection to z and Z. In particular we can derive the
following error estimate.
Lemma 4.4. Let z and Z be the solution of (4.9) and (4.10), respectively and
assume that z ∈ H1(I;H). The following error estimate holds for 1 ≤ m ≤ q:
‖L−m+1+12 (z − Z)‖L2(I;H) + ‖L−m+
1
2 (z′ − Z ′)‖L2(I;H) ≤ Ckm−1‖φ‖H (4.11)
for some C > 0 which only depends on q, γ and Γ.
Proof. First consider the case m = 1. The homogeneous problem (4.9) can be
formulated as z′ = Lz in L2(I;V0). From (z′, z)L2(I;H) = (L 12 z, L 12 z)L2(I;H) and
integration by parts, we get ‖L 12 z‖2L2(I;H) ≤ 12‖φ‖2H. Similarly, taking X = Z in
(4.10) and applying Lemma 3.1 shows that
1
2
‖ZN‖2H + ‖L
1
2Z‖2L2(I;H) ≤ −D∗H(Z,Z) +
∫
I
a(Z,Z) ≤ 1
2
‖φ‖2H +
1
2
‖ZN‖2H.
We conclude that
‖L 12 z‖2L2(I;H) + ‖L
1
2Z‖2L2(I;H) ≤ ‖φ‖2H. (4.12)
From (4.6) and the standard bound ‖z′ − (Iqz)′‖L2(I;V′) ≤ c˜‖z′‖L2(I;V′) (for some c˜
which depends only on q, cf. [32, p. 214]), we know that
‖L− 12 (z′ − Z ′)‖L2(I;H) ≤ γ−
1
2 ‖z′ − Z ′‖L2(I;V′)
≤ c(‖z′‖L2(I;V′) + ‖z‖L2(I;U) + ‖Z‖L2(I;U))
≤ c(‖z′‖L2(I;V′) + γ− 12 ‖L 12 z‖L2(I;H) + γ− 12 ‖L 12Z‖L2(I;H)),
with a constant c which only depends on q, γ and Γ. Noting that ‖z′‖L2(I;V′) =
‖Lz‖L2(I;V′) ≤ Γ 12 ‖L 12 z‖L2(I;H) and using (4.12), completes the proof for m = 1. We
now consider the case m ≥ 2. Let y = L1−mz, Y = L1−mZ and ψ = L1−mφ. Note
that the solution operators φ → z and φ → Z in (4.9) and (4.10) commute with L.
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Thus y solves (4.9) with initial condition y(T ) = ψ and Y solves the corresponding
discrete problem
K(X,Y ) = −D∗H(X,Y ) +
∫
I
a(Y,X) = (ψ,XN )H for all X ∈ Pb(I;V).
Note that y(m−1) = Lm−1y = z ∈ W 1(V ;V ′). Using the estimates (4.4), (4.12) and
y(m−1) = z we get
‖y−Y ‖L2(I;U) ≤ ckm−1‖y(m−1)‖L2(I;U) ≤ ckm−1γ−
1
2 ‖L 12 z‖L2(I;H) ≤ cγ−
1
2 km−1‖φ‖H
and
‖L−m+1+12 (z − Z)‖L2(I;H) = ‖L 12 (y − Y )‖L2(I;H) ≤ ckm−1Γ 12 γ− 12 ‖φ‖H,
with a constant c which only depends on q, γ and Γ. From this we obtain the estimate
for the first term in (4.11). In order to bound the second term we use (4.7), (4.12)
and y(m−1) = z:
‖L−m+12 (z′ − Z ′)‖L2(I;H) = ‖L−
1
2 (y′ − Y ′)‖L2(I;H) ≤ γ−
1
2 ‖y′ − Y ′‖L2(I;V′)
≤ ckm−1(‖y(m)‖L2(I;V′) + ‖y(m−1)‖L2(I;U))
≤ ckm−1(Γ 12 ‖L− 12 z′‖L2(I;H) + γ−
1
2 ‖L 12 z‖L2(I;H))
≤ ckm−1(Γ 12 + γ− 12 )‖L 12 z‖L2(I;H)
≤ ckm−1(Γ 12 + γ− 12 )‖φ‖H,
with a constant c which only depends on q, γ and Γ. This yields the bound for the
second term in (4.11).
Using this we can derive the following result, which has a superconvergence result as
an easy corollary.
Theorem 4.5. Assume that the solution u of (2.6) has regularity u ∈ L2c(I;U)∩
H1(I;H) and Au ∈ L2c(I; (V0)′). Let U ∈ Pb(I;U) be the solution of (3.6)-(3.7). Let
2 ≤ ℓ ≤ 2q − 1. The following holds:
‖UN − u(T )‖H ≤ ck
ℓ−1
2
(∫
I
|L˜u− IqL˜u|2ℓ−2
) 1
2
for some c > 0 which only depends on q, γ and Γ.
Proof. We introduce E := U − u, φ := E(T ) ∈ V , Eˆ = U − Iqu ∈ Pb(I;V).
θ = Iqu − u = E − Eˆ. We take φ in the homogeneous backward problem (4.9).
The corresponding solutions of (4.9) and (4.10) are denoted by z and Z, respectively.
We define ζ = z − Z ∈ H1,b(I;H). One can not apply a straightforward duality
argument for the following reason. We (only) have IqB(U−u) = 0 and thus in general
E /∈ L2(I;V). Hence, we can not use E as a test function in (4.9). To overcome this
problem, below we consider a transformed dual problem with endpoint condition L−1φ
(instead of φ) and use a test function L˜E. The precise arguments are as follows. Due
the regularity assumption Au ∈ L2c(I; (V0)′) we have that L˜u ∈ L2c(I;V0) is well-
defined. Using the Galerkin property K(U − u, ·) = 0 in Pb(I,V ′) we have
AU = DH(u− U, ·) +Au in Pb(I,V ′).
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Due to the density of V in V0 it follows that AU ∈ Pb(I; (V0)′) and thus L˜U ∈
Pb(I;V0) ⊂ L2c(I;V0) is well-defined. It follows that L˜E ∈ L2c(I;V0). Using this and
that L˜θ ∈ L2c(I;V0) is well defined, we find that LEˆ = L˜Eˆ = L˜θ− L˜E is well defined.
Therefore, we have Eˆ ∈ L2c(I;V2). Note that due to E(T ) = Eˆ(T ) ∈ V2 we have
(L˜E)(T ) = L˜E(T ) = LE(T ) = Lφ. The dual problem with endpoint condition L−1φ
has corresponding solutions of (4.9) and (4.10) given by y := L−1z and Y := L−1Z.
Hence,
(L−1φ, v)H = K(v, y) = DH(v, y)+
∫
I
a(v, y) = DH(v, y)+
∫
I
(v, Ly)H ∀ v ∈ L2(I;V).
Using the density of V in V0 we obtain
(L−1φ, v)H = DH(v, L
−1z) +
∫
I
(v, z)H for all v ∈ L2(I;V0).
We use v = L˜E as test function, which yields
‖φ‖2H = (L−1φ, Lφ)H = (L−1φ, L˜E(T ))H = DH(L˜E, L−1z) +
∫
I
(L˜E, z)H. (4.13)
Note that from Lemma 3.2, the Galerkin property 0 = K(E,X) for all X ∈ Pb(I;V)
and Eˆ ∈ Pb(I;V2) we get
0 = K(E,Z) = DH(E,Z) +
∫
I
a(E,Z) = DH(Eˆ, Z) +
∫
I
a(E,Z)
= DH(LEˆ, L
−1Z) +
∫
I
(L˜E, Z)H = DH(L˜Eˆ, L
−1Z) +
∫
I
(L˜E, Z)H
= DH(L˜E, L
−1Z) +
∫
I
(L˜E, Z)H.
Combing this with (4.13) and using K(Eˆ, ζ) = 0 and (3.1), we obtain:
‖φ‖2H = DH(L˜E, L−1ζ) +
∫
I
(L˜E, ζ)H
= DH(L˜θ, L
−1ζ) +
∫
I
(L˜θ, ζ)H +DH(L˜Eˆ, L
−1ζ) +
∫
I
(L˜Eˆ, ζ)H
= DH(L˜θ, L
−1ζ) +
∫
I
(L˜θ, ζ)H +DH(LEˆ, L
−1ζ) +
∫
I
a(Eˆ, ζ)
= DH(L˜θ, L
−1ζ) +
∫
I
(L˜θ, ζ)H +DH(Eˆ, ζ) +
∫
I
a(Eˆ, ζ)
= DH(L˜θ, L
−1ζ) +
∫
I
(L˜θ, ζ)H +K(Eˆ, ζ) = −D∗H(L˜θ, L−1ζ) +
∫
I
(L˜θ, ζ)H.
Noting that θn = 0 for all n = 1, . . . , N , we get
‖φ‖2H = −
N∑
n=1
∫
In
(L−1ζ′, L˜θ)H +
∫
I
(ζ, L˜θ)H. (4.14)
By the definition of | · |ℓ−2, we have
‖φ‖2H ≤
N∑
n=1
∫
In
‖L− ℓ2 ζ′‖H|L˜θ|ℓ−2 +
∫
I
‖L− ℓ2+1ζ‖H|L˜θ|ℓ−2.
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Using the Cauchy-Schwarz inequality, we get
‖φ‖2H ≤
(∫
I
|L˜θ|2ℓ−2
)1/2 (
‖L− ℓ2 ζ′‖L2(I;H) + ‖L−
ℓ
2
+1ζ‖L2(I;H)
)
. (4.15)
We will estimate the second factor in (4.15) by using bounds from Lemma 4.4. First
we consider the case that ℓ is odd. Then m := ℓ2 +
1
2 is a natural number with
1 ≤ m ≤ q. We then obtain
‖L− ℓ2+1ζ‖L2(I;H) + ‖L− ℓ2 ζ′‖L2(I;H)
= ‖L−(m−1)+ 12 ζ‖L2(I;H) + ‖L−m+
1
2 ζ′‖L2(I;H)
≤ Ckm−1‖φ‖H = Ck
ℓ−1
2 ‖φ‖H,
(4.16)
and in combination with (4.15) this yields the desired result. For ℓ even we use the
following property
∀x ∈ V2 : ‖L 12x‖2H = (Lx, x)H ≤ ‖Lx‖H‖x‖H.
The term ‖L− ℓ2 ζ′‖L2(I;H) can be treated as follows, where we use the bound derived
in (4.16), Lemma 4.4,
‖L− ℓ2 ζ′‖L2(I;H) ≤ ‖L−
ℓ−1
2 ζ′‖ 12L2(I;H)‖L−
ℓ+1
2 ζ′‖ 12L2(I;H)
≤ C(k ℓ−22 ) 12 (k ℓ2 ) 12 ‖φ‖H = Ck ℓ−12 ‖φ‖H.
The term ‖L− ℓ2+1ζ‖L2(I;H) can be treated in the same way. Thus also for ℓ even we
get the bound as in (4.16).
Results for the projection error
∫
I
|L˜u − IqL˜u|2ℓ−2 are known in the literature
[28, Theorem 3.10]. Using these results we obtain the following optimal discretization
error bound.
Theorem 4.6. Assume that the solution u of (2.6) has regularity u ∈ L2c(I;U)∩
Hm(I;H) and Au ∈ Hm(I; (V0)′). Let U ∈ Pb(I;U) be the solution of (3.6)-(3.7).
For any 2 ≤ ℓ ≤ 2q − 1, 1 ≤ m ≤ q, we have
‖u(T )− U(T )‖H ≤ ck
ℓ−1
2
(
N∑
n=1
k2mn
∫
In
|L˜u(m)|2ℓ−2
) 1
2
≤ ck ℓ−12 +m
(∫
I
|L˜u(m)|2ℓ−2
) 1
2
(4.17)
for some c > 0 which depends only on q, γ and Γ.
Note that for the case of “full regularity”, i.e, ℓ = 2q−1, m = q we obtain the optimal
superconvergence bound of order k2q−1. For U = V this corresponds to the result in
[32, Theorem 12.3]. Our estimate is more general because it states which convergence
order one has, depending on the regularity of the solution, without assuming “full
regularity” ℓ = 2q−1. For the general case V 6= U , we have introduced the appropriate
semi-norms | · |ℓ which express regularity.
5. Error analysis for time-discrete mixed formulation. In this section we
derive discretization error bounds for the discrete mixed formulation (3.8)-(3.9). Let
(u, p) be the solution of (2.14) and (U, P ) the solution of (3.8)-(3.9), then u and U
solve (2.6) and (3.6)-(3.7), respectively, cf. Lemma 3.3. Thus, the optimal error bounds
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derived in Section 4 also hold for the solution U of the discrete mixed formulation. It
remains to bound the error for the Lagrange multiplier. We present two results. The
first result gives a sub-optimal bound of order O(kq− 12 ), without making any further
specific assumptions. In the second part we introduce a certain regularity assumption
under which an optimal error bound is derived.
5.1. Sub-optimal result. In this subsection we derive a sub-optimal discretiza-
tion error bound for the Lagrange multiplier. Below we use the notation introduced
in Subsection 2.2, in particular the bilinear form b1(·, ·) and the corresponding oper-
ator B1 : V2 → Q′1 with ker(B1) = V1. To simplify the presentation we assume that
we have a uniform step size kn = k. We start with two lemmas that provide useful
bounds for the error term Iqu− U .
Lemma 5.1. Let kn = k for all n = 1, . . . , N . Assume that the solution u of
(2.6) has regularity u ∈ H1(I;U). Let U ∈ Pb(I;U) be the solution of (3.6)-(3.7).
The following holds:
‖(Iqu− U)′‖L2(I;H) ≤ c(k 12 ‖(u− Iqu)′‖L2(I;U) + k− 12 ‖Iqu− u‖L2(I;U))
for some c > 0 which depends only on q, γ and Γ.
Proof. Let E = Iqu − U ∈ Pb(I;V). From the consistency property (3.12) and
Lemma 3.2 we obtain the Galerkin relation
DH(E,X) +
∫
I
a(u− U,X) = 0 for all X ∈ Pb(I;V).
For X :=
∑N
n=1(t− tn−1)χInE′ ∈ Pb(I;V) we get∫
I
(E′, X)H +
∫
I
a(E,X) +
∫
I
a(u− Iqu,X) = 0. (5.1)
The L1-norm on P 2q−4([0, 1]) is equivalent to
φ 7→
∫ 1
0
t|φ(t)| dt.
Thus, by scaling, we get the following inverse inequality
k
∫
In
‖E′‖2H ≤ C
∫
In
(t− tn−1)‖E′‖2H
for each interval In, for some C which depends only on q. Using this and (5.1) we get
k‖E′‖2L2(I;H) ≤ C
∫
I
(E′, X)H = C
(
−
∫
I
a(E,X)−
∫
I
a(u− Iqu,X)
)
. (5.2)
Using integration by parts on each interval In we obtain
−
∫
I
a(E,X) = −
N∑
n=1
∫
In
a(E, (t− tn−1)E′)
= −
N∑
n=1
k
2
a(En, En) +
1
2
∫
I
a(E,E) ≤ 1
2
Γ‖E‖2L2(I;U).
(5.3)
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Integration by parts on each interval In yields
−
∫
I
a(u− Iqu,X) ≤
∣∣∣∣∣
N∑
n=1
∫
In
a(u− Iqu, (t− tn−1)E′)
∣∣∣∣∣
=
∣∣∣∣∣
N∑
n=1
∫
In
a((u − Iqu)′, (t− tn−1)E) −
∫
I
a(u− Iqu,E)
∣∣∣∣∣
≤
N∑
n=1
∫
In
|t− tn−1||a((u − Iqu)′, E)|+
∫
I
|a(u− Iqu,E)|
≤ kΓ‖(u− Iqu)′‖L2(I;U)‖E‖L2(I;U) + Γ‖u− Iqu‖L2(I;U)‖E‖L2(I;U).
(5.4)
Using (5.3) and (5.4) in (5.2) we obtain
k‖E′‖2L2(I;H) ≤ C˜
(‖E‖2L2(I;U) + ‖u− Iqu‖2L2(I;U) + k2‖(u− Iqu)′‖2L2(I,U)),
with a constant C˜ which depends only on q and Γ. Using the triangle inequality and
Theorem 4.1 completes the proof.
Lemma 5.2. Let kn = k for all n = 1, . . . , N . Assume that the solution u of
(2.6) has regularity u ∈ H1(I;U). Let U ∈ Pb(I;U) be the solution of (3.6)-(3.7).
The following holds:
k−
1
2
(
‖(Iqu− U)0+‖2H +
N−1∑
n=1
‖[Iqu− U ]n‖2H
) 1
2
≤ c(‖(u− Iqu)′‖L2(I;U) + k−
1
2 ‖Iqu− u‖L2(I;U))
for some c > 0 which depends only on q, γ and Γ.
Proof. Let E := Iqu − U ∈ Pb(I;V). Let En = χInE for all n = 1, . . . , N . Take
for 2 ≤ n ≤ N , E˜n ∈ Pq−1(In;U) such that
E˜n(tn−1 + t) = En−1(tn−1 − t) for t ∈ (0, k).
Take E˜1 = 0 and define Vn := En − E˜n for all n. Note that (V1)0+ = E0+ and
(Vn)
n−1
+ = [E]
n−1 for n = 2, . . . , N . For all n = 1, . . . , N and for t ∈ In we have
‖Vn(t)‖H ≤ ‖(Vn)n−1+ ‖H +
∫ t
tn−1
‖V ′n‖H ≤ ‖(Vn)n−1+ ‖H +
∫
In
‖V ′n‖H
≤ ‖(Vn)n−1+ ‖H +
∫
In
‖E′n‖H +
∫
In
‖E˜′n‖H
≤ ‖(Vn)n−1+ ‖H + k
1
2
(‖E′‖L2(In;H) + ‖E′‖L2(In−1;H)),
(5.5)
with I0 := ∅. From the consistency property (3.12) and Lemma 3.2 we obtain the
Galerkin relation
DH(E,X) +
∫
I
a(u− U,X) = 0 for all X ∈ Pb(I;V).
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If we take X =
∑N
n=1 Vn, we obtain
‖E0+‖2H +
N−1∑
n=1
‖[E]n‖2H = −
∫
I
(E′, X)H −
∫
I
a(u − U,X). (5.6)
Using (5.5) we obtain for the first term on the right-hand side:
∣∣∣∣
∫
I
(E′, X)H
∣∣∣∣ ≤
N∑
n=1
∫
In
|(E′, Vn)H| ≤
N∑
n=1
‖E′‖L1(In;H)‖Vn‖L∞(In;H)
≤ k 12
N∑
n=1
‖E′‖L2(In;H)
(‖(Vn)n−1+ ‖H + k 12 (‖E′‖L2(In;H) + ‖E′‖L2(In−1;H)))
≤ k
2
‖E′‖2L2(I;H) +
1
2
‖E0+‖2H +
1
2
N−1∑
n=1
‖[E]n‖2H + k‖E′‖2L2(I;H).
The second term can be bounded as follows:∣∣∣∣
∫
I
a(u− U,X)
∣∣∣∣ ≤
N∑
n=1
Γ‖u− U‖L2(In;U)‖Vn‖L2(In;U)
≤
N∑
n=1
Γ‖u− U‖L2(In;U)(‖En‖L2(In;U) + ‖E˜n‖L2(In;U))
≤ Γ
2
‖u− U‖2L2(I;U) + Γ‖E‖2L2(I;U).
Using these bounds in (5.6) we get
k−1
(‖(Iqu)0+ − U0+‖2H +
N−1∑
n=1
‖[E]n‖2H)
≤ C(‖E′‖2L2(I;H) + k−1(‖E‖2L2(I;U) + ‖u− U‖2L2(I;U)))
with a constant C which depends only on Γ. Using a triangle inequality and the
results in Lemma 5.1 and Theorem 4.1, we obtain the desired result.
Theorem 5.3. Let kn = k for all n = 1, . . . , N . Assume that the solution (u, p)
of (2.14) has regularity u ∈ H1(I;U). Let (U, P ) ∈ Pb(I;U) be the solution of (3.8)-
(3.9). Let IL2q be the L2-orthogonal projection from L2(I) to Pb(I). The following
holds:
‖p− P‖L2(I;Q1) ≤c
(
k
1
2 ‖(Iqu− u)′‖L2(I;U) + k−
1
2 ‖Iqu− u‖L2(I;U)
)
+ ‖p− IL2q p‖L2(I;Q1)
with a constant c which depends only on q, γ,Γ, β from (2.11) and cH := supx∈U
‖x‖H
‖x‖U
.
Proof. From the consistency property (3.14) we obtain the Galerkin relation
DH(u − U,X) +
∫
I
a(u− U,X) +
∫
I
b1(X, p− P ) = 0 for all X ∈ Pb(I;V2).
Let P˜ = IL2q p be the orthogonal projection of p ∈ L2(I;Q1) to Pb(I,Q1). From the
inf-sup property (2.11) it follows that for all t ∈ I there exists a unique Vˆ (t) ∈ V⊥V2 ⊂
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V2 such that:
b1(Vˆ (t), q) = (P˜ (t)− P (t), q)Q1 for all q ∈ Q1
and ‖Vˆ (t)‖U ≤ 1
β
‖P˜ (t)− P (t)‖Q1 .
This, P˜ − P ∈ Pb(I;Q1) and a tensor-product argument imply Vˆ ∈ Pb(I;V2). Let
E = Iqu− U . By Lemma 3.2 we have
DH(E, Vˆ ) +
∫
I
a(u − U, Vˆ ) +
∫
I
b1(Vˆ , p− P ) = 0. (5.7)
We first consider the first term of (5.7). Using the continuous embedding U →֒ H we
get ∣∣∣∣
∫
I
(E′, Vˆ )H
∣∣∣∣ ≤ ‖E′‖L2(I;H)‖Vˆ ‖L2(I;H) ≤ cH‖E′‖L2(I;H)‖Vˆ ‖L2(I;U).
and using the inverse estimate ‖Vˆ n+ ‖U ≤ Ck−
1
2 ‖Vˆ ‖L2(In+1;U), with a constant C which
depends only on q, we get
|(E0+, V 0+)H|+
N−1∑
n=1
|([E]n, Vˆ n+ )H| ≤ cH‖E0+‖H‖Vˆ 0+‖U + cH
N−1∑
n=1
‖[E]n‖H‖Vˆ n+ ‖U
≤ CcHk− 12 ‖E0+‖H‖Vˆ ‖L2(I1;U) + CcHk−
1
2
N−1∑
n=1
‖[E]n‖H‖Vˆ ‖L2(In+1;U)
≤ CcHk− 12
(‖E0+‖2H + N−1∑
n=1
‖[E]n‖2H
) 1
2 ‖Vˆ ‖L2(I;U).
For the second term, we have∣∣∣∣
∫
I
a(u− U, Vˆ )
∣∣∣∣ ≤ Γ‖u− U‖L2(I;U)‖Vˆ ‖L2(I;U).
For the third term we have
‖P˜ − P‖2L2(I;Q1) =
∫
I
(P˜ − P, P˜ − P )Q1 =
∫
I
(P˜ − P, p− P )Q1 =
∫
I
b1(Vˆ , p− P ).
Combing these results with the definition of Vˆ , we get
‖P˜ − P‖2L2(I;Q1) =
∫
I
b1(Vˆ , p− P ) = −DH(E, Vˆ )−
∫
I
a(u− U, Vˆ )
≤ c
(
‖E′‖L2(I;H) + k− 12
(‖E0+‖2H + N−1∑
n=1
‖[E]n‖2H
) 1
2 + ‖u− U‖L2(I;U)
)
‖Vˆ ‖L2(I;U)
≤ c
β
(
‖E′‖L2(I;H) + k−
1
2
(‖E0+‖2H + N−1∑
n=1
‖[E]n‖2H
) 1
2 + ‖u− U‖L2(I;U)
)
‖P˜ − P‖L2(I;Q1).
Combining this with the previous two lemmas, Theorem 4.1 and the triangle inequality
completes the proof.
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Results for the projection error ‖p − IL2q p‖L2(I;Q1) with respect to the orthogonal
projection are standard. Results for the projection errors ‖(Iqu − u)′‖L2(I;U) and
‖Iqu − u‖L2(I;U) are also standard, cf. Subsection 4.1. Using these we obtain the
following sub-optimal discretization error bound.
Theorem 5.4. Let (u, p) be the solution of (2.14) and (U, P ) the solution of
(3.8)-(3.9). Assume that the solution (u, p) has smoothness properties u ∈ Hm(I;U),
p ∈ Hm(I;Q1), for an m with 1 ≤ m ≤ q. The following holds:
‖p− P‖L2(I;Q1) ≤ ckm−
1
2
(‖u(m)‖L2(I;U) + k 12 ‖p(m)‖L2(I;Q1)) (5.8)
with a constant c which depends only on q, γ,Γ, β.
5.2. Optimal result. Below we again use the notation introduced in Sub-
section 2.2, in particular the bilinear form b1(·, ·) and the corresponding operator
B1 : U → Q′1, with ker(B1) = V1. We introduce the H-orthogonal projection
PH : H→ VH =: VH onto the closed subspace VH of H, and define P⊥H := idH−PH :
H → H. The following (regularity type) assumption on PH is crucial for our analysis.
Assumption 5.1. PHV2 ⊂ V1 and there exists a constant cP such that
‖PHv‖U ≤ cP ‖v‖U for all v ∈ V2.
In the remainder of this subsection we assume that Assumption 5.1 is satisfied. Using
this assumption we derive an optimal discretization error bound for the Lagrange
multiplier.
Example 5.1. We consider this assumption for Example 2.3. In this case we
have U = H1(Ω)d, H = L2(Ω)d, V1 = { u ∈ H1(Ω)d | div u = 0 }, V2 = H10 (Ω)d and
V = V1 ∩ V2 = { u ∈ H10 (Ω)d | div u = 0 }. The space VH is given by
VH = VH = { u ∈ L2(Ω)d | div u = 0, u · n = 0 on ∂Ω },
where n denotes the normal of ∂Ω, cf. [15, p. 29]. The projection PH (also known as
the Leray projector) can be characterized as follows. For given u ∈ L2(Ω)d, PHu =
u + ∇q, with q such that (u + ∇q,∇w)L2(Ω)d = 0 for all w ∈ H1(Ω)/R. When
u ∈ H10 (Ω)d, this q solves the Poisson problem with homogeneous Neumann boundary
conditions:
−∆q = div u on Ω
∂q
∂n
= 0 on ∂Ω∫
Ω
q = 0.
We assume H2-regularity of this problem, hence,
‖∇q‖H1(Ω)d ≤ ‖q‖H2(Ω) ≤ c‖ div u‖L2(Ω) ≤ c‖u‖H1(Ω)d ,
which implies that PH : H
1
0 (Ω)
d → H1(Ω)d is continuous. This and div PHu =
div u + ∆q = 0 imply that Assumption 5.1 holds. This H2-regularity assumption,
which holds when Ω is convex or has a C2-boundary, is exactly the same as in [18,
Assumption 3.1]. There it is used in the well-posedness analysis of time-dependent
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Stokes equations, cf. [18, Theorem 3.5].
Theorem 5.5. Assume that the solution (u, p) of (2.14) has regularity u ∈
H1(I;H) and Au ∈ L2(I;VH)′. Let (U, P ) be the solution of (3.8)-(3.9). The follow-
ing holds:
‖p− P‖L2(I;Q1) ≤
Γ(1 + cP )
β
‖u− U‖L2(I;U) + ‖p− IL
2
q p‖L2(I;Q1),
where IL2q denotes the L2-orthogonal projection from L2(I) to Pb(I).
Proof. From the consistency property (3.14) we obtain the Galerkin relation
DH(u− U,X) +
∫
I
a(u− U,X) = 0 for all X ∈ Pb(I;V).
The regularity assumptions u′, Au ∈ L2(I;VH)′ and the density of V in VH imply
K(U, ·) ∈ Pb(I;VH)′ and
DH(u− U,X) +
∫
I
a(u − U,X) = 0 for all X ∈ Pb(I;VH).
From PHV2 ⊂ VH, PHV2 ⊂ ker(B1) and the consistency property (3.14) we obtain
the Galerkin relation
DH(u−U,X)+
∫
I
a(u−U,X)+
∫
I
b1(X, p−P ) = 0 ∀ X ∈ Pb(I;V2+PHV2). (5.9)
Let P˜ = IL2q p be the orthogonal projection of p ∈ L2(I;Q1) to Pb(I,Q1). From the
inf-sup property (2.11) it follows that for all t ∈ I there exists a unique Vˆ (t) ∈ V⊥V2 ⊂
V2 such that:
b1(Vˆ (t), q) = (P˜ (t)− P (t), q)Q1 for all q ∈ Q1
and ‖Vˆ (t)‖U ≤ 1
β
‖P˜ (t)− P (t)‖Q1 .
(5.10)
This, P˜ − P ∈ Pb(I;Q1) and a tensor-product argument imply Vˆ ∈ Pb(I;V2). From
PHV2 ⊂ ker(B1) it follows that for v ∈ V2 we have
b1(v, p) = b1(P
⊥
Hv, p) for all p ∈ Q1.
Using this and (5.9), (5.10) we get
‖P˜ − P‖2L2(I;Q1) =
∫
I
(P˜ − P, P˜ − P )Q1 =
∫
I
(P˜ (t)− P (t), p(t)− P (t))Q1 dt
=
∫
I
b1(Vˆ (t), p(t)− P (t)) dt =
∫
I
b1(P
⊥
H Vˆ (t), p(t)− P (t)) dt
=
∫
I
a(U − u, P⊥H Vˆ ) +DH(U − u, P⊥H Vˆ ). (5.11)
For the first term we get∫
I
a(U − u, P⊥H Vˆ ) ≤ Γ‖U − u‖L2(I;U)(1 + cP )‖Vˆ ‖L2(I;U)
≤ Γ(1 + cP )
β
‖U − u‖L2(I;U)‖P˜ − P‖L2(I;Q1).
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For the second term we use Lemma 3.2 and the fact that DH(·, ·) consists of sums
and integrals of H scalar products, hence
DH(U − u, P⊥H Vˆ ) = DH(U − Iqu, P⊥H Vˆ ) = DH(P⊥H (U − Iqu), Vˆ ) = 0, (5.12)
where the last equality follows from U(t) − Iqu(t) ∈ ker(B) = V and P⊥H (U ′(t) −
u′(t)) =
(
P⊥H (U − Iqu)
)′
(t). Thus we obtain
‖P˜ − P‖L2(I;Q1) ≤
Γ(1 + cP )
β
‖U − u‖L2(I;U).
This, in combination with the triangle inequality concludes the proof.
Results for the projection error ‖p − IL2q p‖L2(I;Q1) with respect to the orthogo-
nal projection are standard. Using these and (4.4) we obtain the following optimal
discretization error bound.
Theorem 5.6. Let (u, p) be the solution of (2.14) and (U, P ) the solution
of (3.8)-(3.9). Assume that the solution (u, p) has smoothness properties Au ∈
L2(I;VH)′, u ∈ Hm(I;U), p ∈ Hm(I;Q1), for an m with 1 ≤ m ≤ q. The following
holds:
‖p− P‖L2(I;Q1) ≤ c
(
N∑
n=1
k2mn
((
1 + cP
β
)2
‖u(m)‖2L2(In;U) + ‖p(m)‖2L2(In;Q1)
)) 1
2
≤ ckm
(
1 + cP
β
‖u(m)‖L2(I;U) + ‖p(m)‖L2(I;Q1)
)
(5.13)
for some c > 0, which depends only on q, γ and Γ.
Remark 5.1. For the derivation of an optimal error bound for the Lagrange
multiplier, as in Theorem 5.6, for the general abstract (saddle point) problem (2.14)
Assumption 5.1 is sufficient. For the specific case of the Stokes equations (Example
2.3) such optimal error bounds can be derived under weaker assumptions than the
H2-regularity discussed in Example 5.1. The analysis, which is a topic of current
research, uses additional specific properties of the Stokes problem.
6. Fully discrete problem. In applications of the abstract setting one typically
has infinite dimensional spaces U , V , Q, Q1, V2 in the time-discrete problems (3.6)-
(3.7) (constrained formulation) and (3.8)-(3.9) (mixed formulation). These spaces are
then replaced by finite dimensional (e.g. finite element) spaces to obtain a feasible
method. Below we describe this fully discrete setting.
6.1. Fully discrete constrained formulation. In this subsection we introduce
the spacial discretization for the constrained problem (3.6)-(3.7). We assume that a
conforming finite element method is used, i.e. we have a finite dimensional subspace
Uh ⊂ U . We define Vh = Uh ∩ V and Qh = BUh ⊂ Q′. We assume that we
have spatial projection operators IQh : Q′ → Qh and IUh : U → Uh, which satisfy
IQhB = BIUh . If we assume some additional spatial regularity on g and u0, then it is
sufficient if IUh and IQh are only defined on subsets of U and Q′ and u0 ∈ D(IUh) ⊂ U ,
g(t) ∈ D(IQh ) ⊂ Q′ for almost all t ∈ I. In applications, these spatial projections
typically are nodal interpolations, cf. Example 6.1 below.
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The fully discrete version of (2.6) reads: find Uh ∈ Pb(I;Uh) such that
K(Uh, Xh) =
∫
I
f(Xh) + (IUhu0, (Xh)
0
+)H for all Xh ∈ Pb(I;Vh) (6.1)
BUh = IqIQhg. (6.2)
The commutation property IQhB = BIUh implies the important consistency property
IqB(U − IUhu) = 0 for the constraint discretization (in space and time). The fully
discrete problem (6.1)-(6.2) gives rise to a system of linear equations. For practical
purposes it is useful to have a (cheap) way to compute for gh ∈ Qh a Gh ∈ Uh with
BGh = gh. We will denote this operator by LQh . Provided one has such an operator,
(6.1)-(6.2) is equivalent to finding Wh ∈ Pb(I;Vh) such that
K(Wh, Xh) =
∫
I
f(Xh)+ (IUhu0, (Xh)
0
+)H−K(IqGh, Xh) ∀ Xh ∈ Pb(I;Vh) (6.3)
with Gh = LQhIQhg. We then have Uh = Wh + IqGh. Note that in (6.3) both the
trial and test space are Pb(I;Vh). The global in time equation (6.3) does not need to
be solved in this form. It has a lower block triangular structure, cf. definition of K(·, ·)
and DH(·, ·). Thus (6.3) can be solved sequentially by solving for each n = 1, . . . , N∫
In
(W ′h,n, Xh)H + ((Wh,n)
n−1
+ , (Xh)
n−1
+ )H +
∫
In
a(Wh,n, Xh)
=
∫
In
f(Xh) + (W
n−1
h,n−1, (Xh)
n−1
+ )H −
∫
In
(G′h, Xh)H −
∫
In
a(IqGh, Xh)
(6.4)
for all Xh ∈ Pq−1(In;Vh), whereWh,n =Wh|In andW 0h,0 = IUhu0−Gh(0). Typically
g is given explicitly, but g′ is not, thus G′h is also not known explicitly. Hence, it is
often convenient to rewrite the term
∫
In
(G′h, Xh)H using integration by parts. Note
that solving (6.4) requires explicit computations in Vh which may or may not be easy
in a practical setting.
Example 6.1. We outline the fully discrete problem for the specific case given in
Example 2.1. Let Ω be a polygonal domain and, for a given simplicial triangulation
Th and r ∈ N,
Uh = {u ∈ H1(Ω) | u|Ts ∈ Pr(Ts) for all Ts ∈ Th }
a standard H1-conforming finite element space. In order to express (6.4) as a linear
system, we need an explicit basis of
Vh = Uh ∩H10 (Ω = {u ∈ H10 (Ω) | u|Ts ∈ Pr(Ts) for all Ts ∈ Th }.
Taking a nodal basis for Uh and omitting the nodes on the boundary ∂Ω yields
such a basis. The operator LQhIQh |H 12 (∂Ω)∩C(∂Ω) can be taken to be a Lagrange
interpolation on operator ∂Ω, cf. [12, Section 3.2.2]. The operator IUh |H1(Ω)∩C(Ω),
which is used for the initial data, can be taken to be a nodal interpolation operator.
For these choices the commutation property IQhB = BIUh , with B the trace operator
on ∂Ω, holds.
For the Stokes equation (Examples 2.2, 2.3) one would need an explicit feasible basis
for the space
Vh = {u ∈ H10 (Ω)d|div u = 0, u|Ts ∈ Pr(Ts)d for all Ts ∈ Th },
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i.e., of a space of divergence free finite elements. In many cases this is rather
cumbersome. Furthermore, computing LQhIQh would involve finding Gh such that
divGh = IQhg, which also has certain disadvantages. These difficulties can be avoided
by using the mixed method which will be presented in the next subsection.
6.2. Fully discrete mixed formulation. In this subsection we introduce the
spatial discretization for the mixed problem (3.8)-(3.9). As in the previous section, we
assume that a conforming finite element method is used, i.e. we have finite dimensional
subspaces Uh ⊂ U and Qh1 ⊂ Q1. We define Qh2 = B2Uh ⊂ Q′2 and Vh2 = Uh∩V2. For
existence of a unique solution we assume (h-dependent) inf-sup stability of the pair
(Vh2 ,Qh1 ) with respect to the constraint operator that corresponds to the implicitly
treated constraints, i.e, we assume that there is a β˜h > 0 such that
inf
q1∈Qh1
sup
uh∈Vh2
b1(uh, q1)
‖uh‖U‖q1‖Q1
≥ β˜h. (6.5)
Due to the different ways of treating b1 and b2 we will use (3.10)-(3.11) instead of
(3.9). Note that Qh1 is taken to be a subspace of Q1, which is the solution space
for the Lagrange multiplier, whereas Qh2 is taken to be a subspace of Q′2 (as in the
previous subsection). We assume that we have a projection IQh2 : Q′2 → Qh2 and a
projection IUh : U → Uh, which satisfy IQh2B = BIUh .
The fully discrete version of (2.6) reads: find Uh ∈ Pb(I;Uh), Ph ∈ Pb(I;Qh1 )
such that
K(Uh, Xh) +
∫
I
b1(Xh, Ph) =
∫
I
f(Xh) + (IUhu0, (Xh)
0
+)H for all Xh ∈ Pb(I;Vh2 )∫
I
b1(Uh, Rh) =
∫
I
(Iqg1)(Rh) for all Rh ∈ Pb(I;Qh1 ) (6.6)
B2Uh = IqIQh2 g2
The fully discrete problem (6.6) gives rise to a system of linear equations. The explicit
constraints are treated in the same way as in Subsection 6.1, i.e., we assume a (cheap)
way to compute for gh ∈ Qh2 a Gh ∈ Uh with B2Gh = gh. We denote this operator by
LQh2
. Provided one has such an operator, (6.6) is equivalent to findingWh ∈ Pb(I;Vh2 ),
Ph ∈ Pb(I;Qh1 ) such that for all Xh ∈ Pb(I;Vh2 ):
K(Wh, Xh) +
∫
I
b1(Xh, Ph) =
∫
I
f(Xh) + (IUhu0, (Xh)
0
+)H −K(IqGh, Xh) (6.7)∫
I
b1(Wh, Rh) =
∫
I
(Iqg1)(Rh)−
∫
I
b1(IqGh, Rh) for all Rh ∈ Pb(I;Qh1 ), (6.8)
with Gh = LQh2 IQh2 g2. Assumption (6.5) ensures that this system has a unique so-
lution. We have Uh = Wh + IqGh. The global in time equation (6.7)-(6.8) can be
solved sequentially by solving for each n = 1, . . . , N∫
In
(W ′h,n, Xh)H + ((Wh,n)
n−1
+ , (Xh)
n−1
+ )H +
∫
In
a(Wh,n, Xh) +
∫
In
b1(Xh, Ph,n)
=
∫
In
f(Xh) + (W
n−1
h,n−1, (Xh)
n−1
+ )H −
∫
In
(G′h, Xh)H −
∫
In
a(IqGh, Xh)
(6.9)
∫
In
b1(Wh,n, Rh) =
∫
In
(Iqg1)(Rh)−
∫
In
b1(IqGh, Rh) (6.10)
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for all Xh ∈ Pq−1(In;Vh2 ), Rh ∈ Pq−1(In;Qh1 ), whereWh,n =Wh|In , Ph,n = Ph|In and
W 0h,0 = IUhu0−Gh(0). Solving the saddle point problem (6.9)-(6.10) requires explicit
computations in Vh2 and Qh1 but not in Vh. For the term involving G′h integration by
parts is convenient, cf. the discussion in the previous subsection.
In the specific case of the Stokes problem (on a polygonal domain Ω) as discussed
in Example 2.3, an obvious choice is the Hood-Taylor pair:
Qh1 = {p ∈ H1(Ω) ∩ L20(Ω) | p|Ts ∈ Pr−1(Ts) for all Ts ∈ Th },
Uh = {u ∈ H1(Ω)d | u|Ts ∈ Pr(Ts)d for all Ts ∈ Th },
where 2 ≤ r ∈ N. In order to express (6.9)-(6.10) as a linear system, we need an
explicit basis of Qh1 and of
Vh2 = Uh ∩ V2 = {u ∈ H10 (Ω)d | u|Ts ∈ Pr(Ts)d for all Ts ∈ Th }.
In the same way as in the previous subsection, a basis for Vh2 can be obtained by
taking a nodal basis for Uh and omitting the nodes on the boundary ∂Ω. The op-
erators LQh2 IQh2 and IUh can also be taken as in the previous subsection. For these
choices of finite element spaces the stability Assumption (6.5) is satisfied, even with
β˜h independent of h.
7. Numerical experiments. We consider two Stokes problems with a known
analytic solution to validate the results from the error analysis numerically and to
illustrate certain phenomena. The first example is a Stokes problem with a non-zero
divergence condition and a non-zero Dirichlet boundary condition. Despite the fact
that the results of the error analysis are derived (only) in a semi-discrete setting, we see
the predicted convergence rates (w.r.t. time discretization) also in the fully discrete
setting. We use this Stokes example not only to validate our theoretical results but
also to show that one does not obtain optimal results if the projection Iq in (6.6)
is omitted, cf. Remark 4.1. The second example is a Stokes interface problem with
a stationary interface. The density and diffusion coefficients are piecewise constant
and discontinuous across the interface. We take a homogeneous divergence condition
and a non-zero Dirichlet boundary condition (in/out-flow). This less smooth example
is also used to illustrate a certain effect related to the semi-norms | · |ℓ, which were
introduced in Section 4.2.
The methods are implemented in the software package DROPS, cf. [16].
7.1. Stokes Problem. We consider a problem as in Example 2.3. We take
Ω = (−1, 1)3 and a time interval (0, 1). Different from Example 2.3, in the diffusion
part we use the symmetrized gradient Du = ∇u +∇uT , i.e., a(u, v) = ∫ΩDu : Dv.
This difference is not essential. We use the symmetrized gradient because in view of
the interface problem considered below it is more natural. The constraint operators
are B1 = div and B2 = tr|∂Ω. We take
u =

 (x2 + 1)(z + y) sin(4t)(y2 + 1)(z + x) sin(4t)
(z2 + 1)(x+ y) sin(4t)

 , p = et(x2 + y2 + z2)
and we discretize the problem
u′− divDu+∇p = f (7.1)
div u = g1 (7.2)
u|∂Ω = g2 (7.3)
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for the appropriate right hand sides. Note that g1 6= 0, g2 6= 0 and both are time-
dependent. We take a uniform step size k = 1N in time and q = 2. For the discretiza-
tion in space we take a triangulation of Ω. To obtain the triangulation Th the domain
Ω is divided into cubes with side length h := 1NS and each of the cubes is divided into
six tetrahedra. We use the P2-P1 Hood-Taylor pair
Qh1 = {p ∈ H1(Ω) | p|Ts ∈ P1(Ts) for all Ts ∈ Th }, (7.4)
Uh = {u ∈ H1(Ω)3 | u|Ts ∈ P2(Ts)3 for all Ts ∈ Th }.
To assemble the linear system (6.9)-(6.10) we use the method described in the previous
section. We denote the standard nodal basis of Uh by {ψ1, . . . ψN} = Ψ. From the we
extract a nodal basis of Vh2 : Ψ0 = {ψ | ψ ∈ Ψ ∩H10 (Ω)3} and we take Ψ∂Ω = Ψ \Ψ0.
We treat the explicit constraint u|∂Ω = g2 by taking Gh =
∑
ψ∈Ψ∂Ω
c(ψ)ψ such that
Gh|∂Ω(x) = g2(x) for all nodal points x ∈ ∂Ω. To compute the matrices and the
right-hand sides in (6.7)-(6.8) we exploit the tensor-product structure of the mesh.
A fifth order spatial quadrature rule is used and combined with a four point Gauss
quadrature in time.
Table 7.1: Error in L2⊗H1-norm between u and the solution of (6.6). The estimated
temporal (spacial) order of convergence EOCT (EOCS) is computed using the last
row (column).
NS\N 4 8 16 32 64 128 EOCS
4 0.47350 0.13324 0.06644 0.05980 0.05936 0.05934
8 0.46973 0.11950 0.03076 0.01038 0.00744 0.00721 3.04024
16 0.46966 0.11929 0.02991 0.00753 0.00207 0.00100 2.84747
32 0.46966 0.11928 0.02990 0.00748 0.00187 0.00048 1.06226
EOCT 1.97726 1.99607 1.99831 1.99965 1.96332
Table 7.2: Error in L2⊗H1-norm between u and the solution of (6.6), if we omit the
projection Iq. The estimated temporal (spacial) order of convergence EOCT (EOCS)
is computed using the last row (column).
NS\N 4 8 16 32 64 128 EOCS
4 0.82210 0.21769 0.07950 0.06081 0.05943 0.05934
8 1.22252 0.31238 0.07942 0.02133 0.00883 0.00732 3.01999
16 1.78108 0.45328 0.11427 0.02887 0.00737 0.00206 1.82496
32 2.55929 0.64970 0.16318 0.04099 0.01032 0.00261 -0.33854
EOCT 1.97791 1.99326 1.99318 1.99008 1.98258
The Stokes problem (7.1) - (7.3) is discretized by (6.7)-(6.8) as described in the
previous section. The error ‖u − Uh‖L2⊗H1 is given in Table 7.1. In this table we
see that the error is of order O(k2 + h2) (cf. diagonals in the table) which is optimal
in time, as predicted by Theorem 4.2, and in space. If we omit the projection Iq in
(6.6), then we obtain a sub-optimal results of order O(k2h− 12 +h2) in Table 7.2. Note
that for a fixed temporal discretization refinement in space results in divergence of
order O(h−1/2). This behavior can be observed rather clearly in the first two columns
(N = 4, 8) of Table 7.2, where the time discretization error dominates. The h−
1
2
behavior can be explained using some further analysis, which we do not present here
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(since it involves the analysis of the spatial discretization). We also see that along the
diagonal we only have a space-time convergence order of 1.5.
We are also interested in superconvergence. Theorem 4.5 can be applied not
only on [0, T ], but also on any subinterval [0, tn]. We thus are interested in the
convergence order for the maximal nodal error maxn=1,...,N ‖un − Unh ‖L2. We expect
a O(k3 + h3) convergence order: optimal in time, due to Theorem 4.5 and optimal in
space. This is consistent with the numerical results in Table 7.3, however, the spatial
error dominates. If we omit the projection operator Iq, we again obtain results that are
sub-optimal (Table 7.4). In particular we do not observe superconvergence. Related to
this, the nodal (in time) discretization error can be several orders of magnitude smaller
due to the use of the projection operator Iq, e.g., the results for N = 4, NS = 32 in
the Tables 7.3, 7.4.
Table 7.3: Maximal nodal error ‖un−Unh ‖L2 , where Uh is the solution of (6.6). The
estimated temporal (spacial) order of convergence EOCT (EOCS) is computed using
the last row (column).
NS\N 4 8 16 32 64 128 EOCS
4 0.02137 0.02343 0.02343 0.02346 0.02349 0.02349
8 0.00252 0.00276 0.00277 0.00277 0.00277 0.00277 3.0834
16 3.09e-04 3.39e-04 3.40e-04 3.40e-04 3.40e-04 3.40e-04 3.0265
32 3.94e-05 4.34e-05 4.38e-05 4.43e-05 4.23e-05 4.23e-05 3.0077
EOCT -0.1384 -0.0154 -0.0150 0.0666 -5.8e-05
Table 7.4: Maximal nodal error ‖un − Unh ‖L2, where Uh is the solution of (6.6), if
we omit the projection Iq. The estimated temporal (spacial) order of convergence
EOCT (EOCS) is computed using the last row (column).
NS\N 4 8 16 32 64 128 EOCS
4 0.28772 0.06873 0.02488 0.02247 0.02317 0.02341
8 0.37160 0.09146 0.02327 0.00611 0.00293 0.00274 3.0948
16 0.41012 0.10133 0.02600 0.00651 0.00164 5.10e-03 2.4255
32 0.42844 0.10590 0.02719 0.00683 0.00170 4.27e-04 0.2570
EOCT 2.0164 1.9615 1.9932 2.0028 1.9974
We are also interested in the L2⊗L2 error for the pressure p. Recall that we have
two results. Theorem 5.8 provides a general, but sub-optimal result. Theorem 5.13
provides an optimal result, if Assumption 5.1 holds. In the setting of this experiment
this assumption is satisfied, cf. Example 5.1. Due to the convexity of Ω we have
H2-regularity for the Poisson problem. We observe an optimal convergence order
O(k2 + h2) in Table 7.5. Again, if we do not use the projection operator Iq, we lose
the optimal convergence order, see Table 7.6.
7.2. A Stokes interface problem. We consider the same setting as in the
previous experiment. However, we now use discontinuous piecewise constant density
and diffusion coefficients ρ and µ and a spatial domain with a re-entrant corner Ω =
(−1, 1)3 \ [− 12 , 1) × [0, 1)2. In the previous experiment we have ρ = µ = 1 in Ω. A
stationary interface separates two subdomains (phases) Ω+ = {(x, y, z) ∈ Ω | x ≥ 1/7}
and Ω− = Ω \ Ω+. The density and diffusion coefficients are ρ = µ = 5χΩ− + χΩ+ .
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Table 7.5: Error in L2⊗L2-norm between p and the solution of (6.6). The estimated
temporal (spacial) order of convergence EOCT (EOCS) is computed using the last
row (column).
NS\N 4 8 16 32 64 128 EOCS
4 0.42505 0.30505 0.29582 0.29525 0.29522 0.29522
8 0.31218 0.09285 0.05403 0.05064 0.05040 0.05039 2.5507
16 0.30845 0.07883 0.02237 0.01204 0.01089 0.01083 2.2185
32 0.30828 0.07813 0.01984 0.00589 0.00286 0.00261 2.0540
EOCT 1.9804 1.9771 1.7534 1.0400 0.1347
Table 7.6: Error in L2⊗L2-norm between p and the solution of (6.6), if we omit the
projection Iq. The estimated temporal (spacial) order of convergence EOCT (EOCS)
is computed using the last row (column).
NS\N 4 8 16 32 64 128 EOCS
4 1.20438 0.69114 0.43399 0.33535 0.30565 0.29784
8 1.32184 0.71175 0.36637 0.18878 0.10372 0.06762 2.1390
16 1.35591 0.73062 0.37476 0.18879 0.09479 0.04816 0.4896
32 1.36231 0.73455 0.37695 0.19011 0.09513 0.04755 0.0184
EOCT 0.8911 0.9625 0.9875 0.9989 1.0004
The corresponding equations read
ρu′−div(µDu) +∇p = f in L2(I;H−1(Ω)) (7.5)
div u = 0 (7.6)
u|∂Ω = g. (7.7)
In this problem we have a(u, v) =
∫
Ω
µDu : Dv and the constraint operators B1,
B2 are defined as in the previous experiment. In order to apply the theory from the
previous sections, we replace the standard L2 scalar product by (u, v)H =
∫
Ω ρu · v,
see Remark 2.2. Note that the jump in µ strongly influences the behavior of the
semi-norms | · |ℓ which were introduced in Subsection 4.2. We take
p =
(
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7
t2z
)
χΩ+(x, y, z),
u =

 2t2z(x2 + y2)−4t2xyz
−2/3t2x(x2 + 3y2)


and the corresponding f and g. We use a similar tetrahedral triangulation of the
domain and obtain the space Uh in the same way. To account for the discontinuity
in p we use the following XFEM space, cf. [17]:
Qh,X1 := R+Qh1 ⊕R−Qh1 ,
where Qh1 is the standard finite element space of piecewise linears, cf. (7.4), and R± :
v 7→ vχΩ± is the restriction operator to the subdomain Ω±. The basis for Vh2 and the
interpolation operator for the boundary data g are as in the previous experiment. For
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our particular choice of u, p and µ, we have that f ∈ C∞(I;L2(Ω)d). From this, ρu′ ∈
C∞(I;L2(Ω)) and p ∈ C∞(I;L2(Ω)) we can conclude that div(µDu) ∈ C∞(I;V ′H),
where VH is defined as in Example 5.1. It follows that
∫ T
0 | div(µDu(2))|20 < ∞. We
can expect at least a temporal superconvergence rate of 2.5 in Theorem 4.6. This is
what we indeed observe in Table 7.8, namely a convergence of (approximately) order
O(k2.5 + h3), where after a few temporal refinements the spatial error dominates. In
the global L2⊗H1-norm we observe an optimal temporal convergence order in Table
7.7.
Concerning the pressure discretization we note the following. For given t ∈ I
the pressure p(t) can be expressed exactly in the XFEM space. Hence, the spatial
convergence order of the pressure discretization is not relevant. Due to Theorem
5.4 we expect at least a temporal convergence order O(k1.5). The actual temporal
convergence order, which we see in Table 7.9, is O(k2). This is despite the fact that
the projection PH form Assumption 5.1 involves the discontinuous coefficient ρ and
the domain Ω has a re-entrant corner. The latter implies that Assumption 5.1 does
not hold. For an explanation of this we refer to Remark 5.1.
Table 7.7: Error in L2⊗H1-norm between u and the solution of (6.6). The estimated
temporal (spacial) order of convergence EOCT (EOCS) is computed using the last
row (column).
NS\N 4 8 16 32 64 128 EOCS
4 0.12001 0.09779 0.11857 0.12821 0.12821 0.12954
8 0.08439 0.02558 0.01569 0.01503 0.01497 0.01497 3.11318
16 0.08483 0.02148 0.00612 0.00333 0.00307 0.00306 2.29090
32 0.08388 0.02101 0.00528 0.00138 5.40e-04 4.35e-04 2.81364
EOCT 1.99728 1.99302 1.93063 1.35955 0.31024
Table 7.8: Maximal nodal error ‖un−Unh ‖L2 , where Uh is the solution of (6.6). The
estimated temporal (spacial) order of convergence EOCT (EOCS) is computed using
the last row (column).
NS\N 4 8 16 32 64 128 EOCS
4 0.03099 0.03173 0.03384 0.03479 0.03479 0.03491
8 0.00420 0.00362 0.00361 0.00361 0.00361 0.00361 3.27398
16 0.00243 6.05e-04 4.47e-04 4.42e-04 4.42e-04 4.42e-04 3.02991
32 0.00234 3.77e-04 7.98e-05 5.34e-05 5.25e-05 5.25e-05 3.07321
EOCT 2.63560 2.24033 0.58021 0.02296 0.00057
Table 7.9: Error in L2⊗L2-norm between p and the solution of (6.6). The estimated
temporal (spacial) order of convergence EOCT (EOCS) is computed using the last
row (column).
NS\N 4 8 16 32 64 128 EOCS
4 0.60072 0.85615 1.48345 1.67915 1.67916 1.75676
8 0.26843 0.22768 0.22215 0.24958 0.24960 0.24962 2.81511
16 0.21029 0.06563 0.03246 0.03015 0.02991 0.03032 3.04123
32 0.21296 0.05310 0.01362 0.00413 0.00257 0.00245 3.63160
EOCT 2.00379 1.96269 1.72067 0.68326 0.07327
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8. Conclusion and outlook. We have studied, in an abstract framework, DG
time discretization methods for parabolic problems with non-homogeneous linear con-
straints. Two common ways of treating such linear constraints, namely explicit or im-
plicit (via Lagrange multpiliers), were discussed. These different treatments lead to
different variational formulations of the parabolic problem. For these formulations we
introduced a modification of the standard DG time discretization method in which an
appropriate projection is used in the discretization of the constraint; see (3.6)-(3.7)
and (3.8)-(3.9). For these discretizations (optimal) discretization error bounds are
derived; see Theorem 4.2, Theorem 4.5, Theorem 5.4, Theorem 5.6. In the latter
two theorems error bounds for the Lagrange multiplier are presented. As far as we
know, even for the case with homogeneous constraints, such bounds are not available
in the literature, yet. Numerical experiments confirm the predicted optimal conver-
gence. Furthermore, experiments show that without the modification the (standard)
DG method yields sub-optimal results.
We consider the following topics to be of interest for future research. The fully
discrete scheme has merely been introduced in this paper and no error bounds for the
fully discrete (in time and space) schemes have been derived. It seems not straight-
forward how to obtain satisfactory error bounds for the fully discrete schemes. In
particular it is not clear how to derive a superconvergence result and optimal conver-
gence results for the Lagrange multiplier. Another topic is related to problems where
the occurring operators, both in the parabolic equation (A and (·, ·)H) and in the
constraints (B1 and B2), depend on time. It is not clear which convergence results
hold (and can be proved) for problems with time-dependent operators, especially ones
with low regularity. This includes, for example, operators that arise from multi-phase
flow problems.
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