The node deployment in mobile sensor networks (MSNs) is mostly performed in a random method. However, a large number of redundant nodes may exist due to the randomness. As a result, severe data congestion may be caused and the quality of coverage (QoC) is undermined. In order to solve this QoC problem, we propose an Energy-efficient Nonlinear Coverage Control Protocol (ENCP). This protocol utilizes the normal distribution to calculate the minimal number of sensors which is required to guarantee coverage over the monitoring area. We also balance the node energy consumption and achieve the collaborative scheduling among all the sensor nodes. Meanwhile, when a certain QoC is guaranteed, we present the calculation model for the normal distribution of the sensing ranges and the proportional relationship between different parameters in the QoC function. Finally, simulation results show that the ENCP could not only improve the network QoC and network coverage rate but also effectively control the energy exhaustion at the nodes. Therefore, the network lifetime can be effectively prolonged.
Introduction
Mobile sensor networks (MSNs) are composed of tens of thousand sensor nodes whose processing ability, communication bandwidth, and energy are quite limited. Usually, the high-density node deployment strategy is employed to improve the network performance [1] . The node density can be as high as 200 nodes/m 2 . However, a series of problems are brought about in terms of scalability, information redundancy, wireless channel interference, and energy wastes. Since the sensors are mostly battery-powered, it is often impractical to replace the batteries due to the limits of the application environment. However, the network is expected to work over a long period of time without further energy supply, which makes the energy management a key problem for the study of sensor networks.
The node scheduling enables the switching between different states of the nodes, utilizing the node redundancy and the heuristic algorithms [2, 3] . The aim of the node scheduling is to save the node energy and prolong the network lifetime with the desired QoC by shutting down the nodes in turn. Currently, most coverage control algorithms obtain the coverage information according to the location information of the nodes [4] [5] [6] . However, the acquisition of location information relies on external infrastructures such as the GPS and directional antennas, which greatly increases the hardware cost and energy consumption for the nodes. Meanwhile, locating inaccuracy cannot be avoided. It is hard for the location-based coverage control algorithms to obtain the accurate coverage relationship between the nodes without precise location information [7] [8] [9] . Furthermore, shutting down parts of the nodes may lead to coverage dead zones and inaccuracy for the network monitoring. Hence, there is a growing interest on the study of coverage control algorithms with no location information required [10] [11] [12] . But these algorithms cannot achieve full coverage. Fortunately, the full coverage over the monitoring area is not necessarily needed for the sensor network for most applications [13, 14] . It is sufficient for the network to maintain a reasonable coverage rate. In other words, only partial coverage is required and the coverage rate is one of the indicators to evaluate the network QoC. Partial coverage control strategies could not only simplify the network protocol design but also improve the flexibility of the network configuration. The users could achieve a different tradeoff between the energy consumption and the QoC according to their own needs. After the deployment of the same kind of sensor nodes in the realistic environment, the actual sensing range would be higher or lower than the rated sensing range due to the influence of its own characteristics or the environment. As a result, the sensing range for the sensor node becomes different [15] . The massive numbers of sensor nodes deployed in the sensing field accomplish the data acquisition in a self-organized way. After certain processing, the acquired data is transmitted to the base station via multi-hops among the nodes. This process is depicted in Fig. 1 .
The sensing characteristics for the same kind of sensors are investigated in the realistic environment. We also study the coverage problem for the randomly deployed sensor network where the sensing ranges for the nodes satisfy the normal distribution. The calculation model with no location information required is presented for the redundancy degree. Also elaborated is the calculation model for the minimal number of working nodes with a desired QoC. Based on QoC problem, we present a new Energy-efficient Nonlinear Coverage Control Protocol (ENCP) in mobile sensor networks. Under the premise of a certain QoC, we can use the minimum sensor node to complete the effective coverage of the monitoring area, thus suppress to the network energy consumption and a longer network lifetime.
Related work
Dong et al., node scheduling scheme using spatial resolution of wireless sensor networks [16] . The sensors calculate the sponsored area by the neighbors according to the location information. Then, the coverage relationship can be derived. However, this algorithm fails to consider the case of overlapped sensing area, which may cause a large number of working nodes and extra energy waste. Xing et al. proposed target coverage scheme using linear programming [17] . The probing method is as follows. Every sleeping node would regularly check whether working nodes exist within its probing area. If no, this sleeping node will switch to the work state. Otherwise, it will remain sleeping. Obviously, some nodes may keep working consistently according to the PEAS protocol, which leads to an early node failure and unbalanced network energy consumption. Therefore, the QoC is affected. Wang et al. proposed saluting of scheduling mobile sensor and fixed sensors for target tracking algorithm. (MTTA) [18] . The node closest to the optimal location is chosen as the working node according to this protocol. Therefore, the QoC is guaranteed with the smallest number of working nodes. However, the calculation of the optimal location relies on rigorously accurate positioning technique and high computational complexity. Sun et al. proposed a linear Fig. 1 Coverage control structure of mobile sensor networks programming optimization coverage scheme (LPOCS) [19] which divides all of the sensor nodes into many subsets. The connectivity and coverage for a specific target within every subset can then be guaranteed.
Energy-efficient sleep schedule with service coverage guarantee is firstly given by Zhang et al. in [20] . The mathematical relationships among the QoC, the number of working nodes, the size of the sensing area, and the sensing ranges of the sensor nodes are derived while no location information is required in this algorithm. Based on the mathematical relationship, three scheduling strategies are proposed, i.e., Efficient Coverage Algorithm Based on Node Scheduling Strategy (ECNSS) [21] , Energy-efficient Multi-target Coverage Control Protocol (EMCCP) [22] , and Efficient Rendezvous algorithms for mobility-enabled (ERME) [23] . In these three scheduling schemes, the working nodes are chosen in completely a random method, which may result in the instability of the QoC. Furthermore, the limited delay mechanism is employed in the scheduling schemes to ensure that all the data can be collected within the monitoring area. Liu et al. [24] derived the mathematical relationships among the QoC, the size of the network monitoring area, the sensing range of the nodes, and the node density. Again, the location information is not needed for the QoC during the derivation. Also included are three methods to evaluate the coverage, i.e., partial coverage, node coverage, and monitoring ability. A further modification was made based on the protocol in [25] , and the energy balance strategy was introduced. The working nodes are chosen according to the remained energy, and optimization is performed on the distribution of working nodes. Therefore, the network lifetime is further prolonged. An extension of the results in [26] was made in [27] , and the influence of edge effects is considered. As a result, the analytical results are more accurate and many multiple-fold coverage problems can be analyzed. Zeng et al. [28] studied the coverage problem for the sensor network where the node deployment satisfies the twodimension normal distribution. Wu et al. [29] proposed a probability-based calculation method for the node redundancy degree, according to which, the node could independently calculate its own redundancy degree. Furthermore, a node scheduling protocol, lightweight deployment-aware scheduling (LDAS) is proposed with no location information required. However, the sponsorship of the two-hop neighbors for the sensing area of the nodes is neglected. As a result, many of the working nodes chosen by the LDAS algorithm are redundant. A joint scheduling algorithm is proposed by Chen et al. [30] which adds more working nodes to guarantee the network connectivity with the required QoC.
Cheng et al. derived the minimal number of working nodes and the corresponding node deployment location for the simultaneous guarantee of k coverage and network connectivity [31] . The QoC and connectivity quality are guaranteed with the minimal number of working nodes by deploying the mobile sensor nodes to the designated positions. Therefore, the network energy is saved. Lu et al. presented the sensor node deployment scheme which guarantees the full coverage over the monitoring area and the network 2 connection [32] . It was also proven that the proposed deployment is optimal regardless of the value of R c /R s (R c is the communication range and R s is the sensing range).
All the studies stated above are based on different assumptions [33] [34] [35] [36] [37] . The sensing range of the node varies according to its own characteristics and the influence of other external factors such as the environment. This paper focuses on the realistic sensing characteristics of randomly deployed MSNs and studies the coverage problem for the MSNs where the sensing range of the node satisfies the normal distribution and no location information is required.
3 Network model and problem description
Basic assumptions
Assuming: All the sensor nodes are randomly deployed within a two-dimension area M. Furthermore, these MSNs exhibit the following characteristics (1)The node density is sufficiently high. When all the nodes are working nodes, the QoC can be guaranteed and a large number of redundant nodes will exist in the mobile sensor network. (2)Boolean sensing model is adopted by the nodes. In other words, if the sensing range of an arbitrary node i is R i , then, the sensor area of node i is circle with center i and radius R i . The sensing area is denoted as Θi (R i ). (3)The sensing ranges for all the nodes in the network satisfy the normal distribution N (R 0 , δ 2 ) where R 0 is the average of the sensing ranges, i.e., the rated sensing range, δ is the standard deviation, and R 0 ≥ 3.3δ so that the sensing ranges concentrate in the interval [0, 2R 0 ]. (4)The monitoring area is large enough so that the boundary effect can be neglected. (5)The communication range of the node is no smaller than 4R 0 , i.e., the communication range is at least twice times the maximal sensor range. (6) No GPS or other locating techniques are required for each node to acquire the location information. (7)The sensor nodes are randomly deployed in the monitoring areas with high density, and the sensor nodes are independent from each other.
In large scale MSNs, the random deployment scheme is both practical and low in cost [38] [39] [40] . Therefore, the random deployment scheme is employed in this network model. Although all the nodes have been the same rated sensor range R 0 in the binary sensing model, the actual sensing range would still be affected by the characteristics of the nodes and the environment. Therefore, we employ the normal assumption N (R 0 ,δ 2 ) on the distribution of the actual sensing range. Since the actual sensing range is no smaller than 0, we have the limitation R 0 ≥ 3.3δ so that the probability that the actual sensing range lies in [−∞, 0] is smaller than 5 × 10 −5 . Due to the symmetry of the normal distribution, we can derive that the probability that the actual sensing range lies in [0, 4R 0 ] is larger than 99.99%, which approximately makes it a certain event.
Definitions and problem description
Definition 1 An arbitrary node i, its neighbor sensor set is defined as:
where S is the set of all the nodes deployed within the monitoring area M, d (i, j) is the Euclidean distance between sensor node i and sensor node j, R i , and R j are the sensing ranges of sensor node i and sensor node j, respectively. Definition 2 For an arbitrary sensor node i, the sensor node redundancy degree has been defined as the ratio of overlapped monitoring area to its own monitoring area, i.e.,
where φ is the set of all the working sensor nodes, S i and S j are the monitoring area for sensor node i and sensor node j, respectively, area ∪
the overlapped monitoring area, and S i is the monitoring area for node i. Definition 3 QoC is defined as the ratio of the combination of the monitoring area, which all the working nodes are monitoring area M.
where φ is the set of all the working nodes, S i is the monitoring area for node i, area(M) is the size of the whole monitoring area, area ∪ i∈φ S i ∩M is the intersection between M and the monitoring area of all the working nodes. As a matter of fact, the quality of coverage is also equivalent to the network coverage probability. Definition 4 The effective network lifetime has been defined as the total time which the required coverage quality can be guaranteed.
where Δt i is a time slice which is close to 0, Δt i + 1 is the subsequent slice after
o is the quality of coverage obtained within Δt j , and η d is the desired QoC.
It is assuming that a large number of working sensor nodes are randomly deployed within the sensing area M, and the sensing ranges of all the sensor nodes must satisfy the normal distribution N (R 0 , δ 2 ). Furthermore, R 0 ≥ 3.3δ. All the redundant nodes are shut down on the condition that the desired QoC η d is satisfied, i.e., a minimal set of working nodes φ is found which can guarantee the satisfaction of area
A calculation model is constructed for the node redundancy degree. We also design the node scheduling strategy for the setφ, which can be employed to prolong the effective network lifetime.
Problem analysis and research methods

ENCP problem solution
Two questions have to be answered for the node scheduling strategy in the MSNs. The first one is how to determine whether a node is redundant [41] [42] [43] . The second one is the specific scheduling of the nodes. We mainly deal with the first question here while the second one is left for the next section. The calculation of node redundancy degree based on location information employs the geometry knowledge and offers the accurate coverage relationship between nodes [44] [45] [46] . However, when the location information is not available, it is hard for the nodes to derive the node redundancy degree. Still, we could still utilize the number of neighbor sensors of a node and calculate the expectation for the node redundancy degree based on the probability theory. Theorem 1 The coverage probability that one sensor node within the sensing range is covered by one of the neighbor sensors nodes are:
Proof Assuming that the sensing range of node a is R a , and the sensing area is Θ 1 a (R a ) while the sensing range of node b is R b and the sensing area is Θb (R b ). If node b is a working neighbor sensor of node a, d (a, b) ≤ R a + R b , i.e., node b must lie within the circle Θ 2 a (R a + R b ).
This circle has center a and radius R a + R b . If an arbitrary node q within Θ 1 a (R a ) is covered by the sensing area Θb (R b ), node b must lie within the circle Θq (R b ) which has center q and radius R b . The relationships among Θ 1 a (R a ), Θ 2 a (R a + R b ), and Θq (R b ) are depicted in Fig. 2 .
Since all the sensor nodes are randomly deployed within the monitoring area M, the probability is 1/area (M) that each node is deployed at a certain point in M. Therefore, the probability of P b − a that one node within the sensing area of sensor node a is covered by a neighbor sensor node b is
Since the sensing ranges of all the sensor nodes must satisfy the normal distribution N (R 0 , δ 2 ) with R 0 ≥ 3.3δ, the two-dimension random variable (R a , R b ) satisfies the two-dimension normal distribution N (R 0 , δ 2 ; R 0 , δ 2 , 0). Therefore, the expectation of P b − a can be derived as:
where the integral regions N and Ro (R 0 ) is depicted in Fig. 3 . According to the derivation below,
where
a(x) is monotonically decreasing in [3.3, + ∞). Since R 0 /δ ≥ 3.3, 
i.e.,
2δ 2 dx 1 dx 2 is small enough to be neglected. Therefore, we have
Again, we set
So, it can be derived that
To solve the equation set (8), the right hand side integral of the second equation has to be derived.
where c ¼ ffiffi ffi 2 p R 0 =r . We further set t = tan(φ/2), so φ = 2arctant, dφ = 2/(1 + t 2 )dt. Therefore, (8),
In order to further simplify Eq. (14), set t ¼ −r 2 =2δ 2 ; 
Þnn! . Substituting I 1 into Eq. (15), we have 
According to the computation of MATLAB7.0, 0 <
, which is small enough to be neglected. Therefore, we finally simplify Eq. (17) as
The probability P that one node within the sensing area of a sensor node has been covered by one of the neighbor sensors is
Substitute Eq. (19) into Eq. (18) and the proof of Lemma1 is completed.
Theorem 2 A sensor node expectation of the node redundancy degree with n working neighbor sensor node is
Proof Assuming that the probability that one node within the sensing range of a sensor has been covered by one of the neighbor sensors node is P, the probability that this node is not covered is ∨P where ∨P = 1 × P. If a sensor has n neighbor sensors, the probability that one node within the sensing area of this sensor node has been not covered by an arbitrary one of the neighbor sensors is ∨P n . Since the locations of all the nodes are mutually independent:
The probability that one node within the sensing range of this sensor node has been covered by at least one of the neighbor sensing nodes is P n :
Suppose a sensor has n working neighbor sensors, the overlapped sensing area between this sensor and its neighbors is S ′ . Then, the expectation of S ′ is
Here, area(S) is the sensing area of this sensor. So, the expectation for the redundancy degree of a node with n neighbor workers is
Substituting the conclusion in Theorem 1 into Eq.
Therefore, the proof of Theorem 2 is completed. Table 1 illustrates the relationship between the expectation of redundancy degree, and the number of sensing neighbors when Theorem 2 is employed. Observe that the expectation of redundancy degree E(ξ) is deeply affected by the number of its sensing neighbors while the value of R 0 /δ shows a minor impact. When the number of working neighbor sensors is no smaller than 13, the expectation for the node redundancy degree can be higher than 95%. By applying Theorem 2, the sensor node could quickly calculate the expectation of own redundancy degree. Then, the sensor node decides whether it is a redundant node by comparing the redundancy degree and the expectation of QoC.
Theorem 3 If k nodes are randomly chosen as working nodes in the monitoring area M, the expectation of the QoC of M is
Proof Since all the sensing nodes are randomly deployed within the monitoring area M, the probability for a node to be deployed at a certain point in M is 1/area (M). If a node q in M is covered by a sensor a whose sensing range is R a , a must lie within the circle Θq (R a ) which has center q and radius R a . Therefore, the probability for node q to be covered by sensor a is
Since the sensing ranges of all the sensors satisfy the normal distribution N (R 0 , δ 2 ) with R 0 ≥ 3.3δ, the probability for a node in M to be covered by a working node is:
Set x = (R a − R 0 )/δ, and we have:
Since all the nodes in M are independently and randomly deployed, the coverage probability that a sensor node has be covered by at least one of the k working nodes in M.
Suppose that M ' is the area within which all the sensor nodes has been covered by at least one of the k working sensor nodes, the expectation for the size of M ' is
This completes the proof.
Process of NECP implementation
The ENCP employs the distributive scheduling algorithm, i.e., each node compares the desired QoC η d with its own expectation of redundancy degree E (ξ).
according to Theorem 2. That is to say, the QoC of the sensing area of this node satisfies the desired QoC, and this node can be shut down to save the network energy consumption. In other words, if the number of sensing neighbors n for a certain node satisfies
This node is then regarded as a redundant node which can be shut down to save energy.
The initial power is equal for all the nodes. A management node is randomly chosen in an arbitrary alliance. Centered by this management node, the routing protocol is transmitted in a single-hop or multiple-hop method. Assuming that the management node is deployed in advance with unlimited power, it could communicate directly with all the member nodes. However, the member nodes need to perform single-hop or multiple-hop routing to reach the management node. This is an optimization problem which minimizes the cost from the source to the destination. Since the energy consumption models, i.e., the calculation model for the communication energy, the calculation model for the data processing energy and the calculation model for the environment sensing energy, are definite, upon receiving one message, the management node could trace the energy change of all the nodes processing this message according to energy models, the message length and the data quantity. For each round of cycles, the nodes in the alliance are divided into three states according to the protocol, i.e., work, election, and sleep. Sensing nodes only take charge of monitoring the environment and collecting data. Relay nodes are in charge of relaying data while sensing relay nodes possess both of these two functions. When inactive nodes are switched to the sleep state, the management node determines the state of each node according to the node energy, topology, and network task. When the routing is established, the management node broadcasts the node state and routing information to all the nodes. Due to message loss and data processing delay, there may be errors in the energy calculation model for the management node. Therefore, the member nodes are required to transmit the energy update message on the present energy to the management nodes. Then, the optimal routing is calculated and broadcasted to the members in the alliance by the management node.
The ENCP divides the network running time into several rounds, each of which consists of the coverage control period and the steady state period. During the coverage control period, the functioning modules of all the redundant nodes are shut down to save energy. During the steady state period, the remaining working nodes perform the regular monitoring and communication. Each node has six running states, i.e., election state, Start_working state, Start_sleeping state, back_off state, election, work, and sleep. The transition diagram between the six states is depicted in Fig. 4 . When the node density is high, almost all the nodes satisfy Eq. (31) and they will try to switch to the sleep state. However, when the neighbor nodes switch to the sleep state simultaneously, coverage dead zones will exist, and thus, the QoC is undermined. To avoid this case, the ENCP employs the back_off scheme and the scheme which directly reduces the node density. At the election state, the density of potential working nodes is firstly reduced, i.e., k nodes are directly elected as candidate working nodes while the others are switched to the sleep state. Then, the redundant node scheduling is performed among the k candidate nodes. Each candidate elects itself to the start_work state with probability P while the other failed candidates switch to the start_sleep state.
Set value of k
At the beginning, since all the nodes have the same initial energy and the management node is chosen randomly, the energy are consumed by all the nodes to some extent after one or several working rounds. According to the proposed algorithm, the node with more remained energy is chosen as the management node for the next round. Meanwhile, the rank of all the nodes is updated in the link. During the establishment of the alliance, each node randomly chooses a real number between 0 and 1. If this number is smaller than a certain threshold, this node is chosen as the management node. Then, the identification of this management node is broadcasted to all the nodes. Each node determines its own alliance according to the amplitude of the receiving signal and broadcasts its membership to all of the alliance members. During the data transmission period, all the member nodes transmit data to the management nodes in Time Division Multiple Access (TDMA) slots while the management nodes integrate the receiving data and broadcast them to the base station. After several working rounds, the network is restarted. Then, the next round of election for the management nodes is performed and the new alliances are established.
At the beginning of each round, in order to reduce the density of working sensor node, k nodes are firstly chosen as candidates. Therefore, k nodes should not be too dense or too sparse. k value should be at least larger than the minimal number of working sensor nodes which could guarantee the expectation of QoC.
ð Þ has been neglected in practice in Theorem 3 to simplify the calculation, i.e.,
According to Eq. (32), we can derive the expectation of the minimal working sensor nodes to guarantee the expectation of QoC,
In ENCP, we choose K = ⌈2E(k)⌉ so that globally, it can be guaranteed that there are enough nodes to satisfy the desired QoC. Then, by the local node scheduling of the ENCP, redundant nodes are switched to the sleep node to achieve the uniform coverage within the monitoring range. To balance the node energy consumption in the network, the K candidate nodes are chosen in the same way the cluster heads are chosen in [24] .
ENCP evaluation systems
In order to verify the validity and performance for the ENCP, we perform simulations based on the OPNET Modeler platform. The monitoring area for the simulation is 200 × 200 m 2 and the sensing ranges of the nodes satisfy the normal distribution N (10,δ 2 ), where 10 ≥ 3.3δ. The node energy consumption model is the same as the physical model in [25] , i.e., the energy consumption ratio for the transmitting state. The transmission rate for the node is 56 kb/s. The time for each round is 200 s while the durations for T 1 , T 2 , and T 3 are 5 s. The probability P for each candidate node to elect itself into the start_work state is 10%. The initial energy for each node is sufficient to last 190-210 rounds of consistent receiving state.
An ideal coverage control algorithm should utilize the minimal number of working nodes to satisfy the desired QoC, which could save the network energy consumption as much as possible. The relationship between the required QoC and the obtained QoC is depicted in Fig. 5 for different number of deployed nodes when δ = 3. It can be observed that regardless of the number of deployed nodes, the ENCP could always guarantee the required QoC. Since the number of sensing neighbors is definitely an integer, the obtained QoC is a little higher than the required QoC. However, the difference between the required and the obtained QoC quickly reduces to 0 as the required QoC increases. Furthermore, it is also impractical to obtain the exact required QoC when the location information is not available.
The relationship between the number of working nodes and the number of deployed nodes is depicted in Fig. 6 when δ = 3. It can be observed from Fig. 6 that the number of working nodes is only related with the desired QoC, instead of the number of deployed nodes. Furthermore, the number of working nodes is almost equal to the To further verify the enhancement of the equalization for the network power, we compare the ENCP with the algorithms in [18, 19] . The simulations are performed based on three different sensing fields, and the coverage probability is fixed to 99.9%. The simulation results for different parameters are depicted in Figs. 8, 9 , 10, and 11. Figures 8, 9 , 10, and 11 depict the relationship between the network lifetime and the target nodes within different sensing fields. The algorithms we focus on are the Multiple Target Tracking Algorithm (MTTA) [18] and linear programming optimization coverage scheme (LPOCS) [19] . It can be observed from Fig. 8 that at the initial stages of the program, the network lifetime of the three algorithms increases with the number of nodes. However, due to the limit of the value range of this algorithm and the inactive state of the redundant nodes, the network lifetime of the ENCP is lower than the other algorithms when the equalization is finally achieved for the network energy. During the coverage process for the target node, less network energy is required for the ENCP, which can be explained as above. In Fig. 10 , parts of the redundant nodes are transitioned to the state of work due to the increase of the area of the sensing fields. As a result, the network lifetime is prolonged. When δ = 3, the network lifetime of the ENCP is longer than that of the LPOCS algorithm. When δ = 4, the network lifetime of the ENCP is longer than those for both of the other two algorithms. The network lifetime during the coverage for the target node is depicted in Fig. 11 . It can be observed that the network lifetime of three algorithms decreases with the increase of target nodes. Finally, the energy tends to be equalized. However, the ENCP exhibits a lower decrease speed during the decline process. This is due to the fact that when a part of the sensing field is densely deployed with the sensor nodes, i.e., the coverage expectation is higher for this region, some redundant nodes are awakened via the scheduling mechanism of the sensor nodes. These awakened nodes are transitioned to the state of work to enhance the coverage intensity and further prolong the network lifetime.
Conclusions
Focusing on the sensing characteristics of randomly deployed MSNs, we analyzed the coverage redundancy problem for the MSNs where the sensing ranges satisfy the normal distribution. We also presented the calculation model for the node redundancy degree for which no location information is needed and the calculation model for the minimal number of working nodes to guarantee the network QoC. According to the analytical result, we proposed the ENCP which shut down all the redundant nodes satisfying the redundancy condition. Based on the ENCP, it enables the collaborative scheduling of distributed sensor nodes and balances the energy consumptions of each sensor nodes. The purpose of energy conservation of the networks is achieved since the ENCP maintains the least number of sensor nodes, as working nodes to provide the desired QoC. Simulation results show that the ENCP could not only accurately guarantee the desired QoC, but also efficiently reduce the network energy consumption to prolong the effective network lifetime.
