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THE STRONG SMALL INDEX PROPERTY FOR FREE
HOMOGENEOUS STRUCTURES
GIANLUCA PAOLINI AND SAHARON SHELAH
Abstract. We show that in algebraically locally finite countable homoge-
neous structures with a free stationary independence relation the small index
property implies the strong small index property. We use this and the main
result of [15] to deduce that countable free homogeneous structures in a locally
finite relational language have the strong small index property. We also exhibit
new continuum sized classes of ℵ0-categorical structures with the strong small
index property whose automorphism groups are pairwise non-isomorphic.
1. Introduction
The small index property (SIP) of a countable structure M asserts that any sub-
group of Aut(M) of index < 2ℵ0 contains the pointwise stabilizer of a finite A ⊆M .
The small index property received remarkable attention from the logic commu-
nity over the years, for a nice and thorough overview see [6, Section 4.2.6]. The
most fundamental consequence of SIP is that this property allows to recover the
topological structure of Aut(M) from the abstract group structure of Aut(M), since
a countable structure with SIP is such that the open subgroups of Aut(M) are ex-
actly the subgroups of small index (i.e. of index < 2ℵ0). A classical result related
to the power of SIP to “remember” model-theoretic properties is the following:
Fact (Lascar [8]). Let M and N be countable ℵ0-categorical structures and suppose
that M has SIP. Then Aut(M) ∼= Aut(N) iff M and N are bi-interpretable.
A variant of SIP which is less known (but very powerful) is the strong small index
property (SSIP), which requires that every subgroup of Aut(M) of index less than
2ℵ0 lies between the pointwise and the setwise stabilizer of a finite set A ⊆M . This
property allows for even finer reconstruction results (i.e. to “remember” more).
For example, in [1] Cameron proves that the random graph has the strong small
index property and uses this to show that its group of automorphisms is not iso-
morphic to any group of automorphisms of a graph (other than the random graph)
or digraph which is transitive on vertices, ordered edges, and ordered non-edges.
Another remarkable example is the following reconstruction result recently proved
by the authors (and inspired by a famous earlier work of Rubin [14]):
Fact ([10]). Let M and N be countable ℵ0-categorical structures with the strong
small index property and no algebraicity. Then Aut(M) and Aut(N) are isomorphic
as abstract groups if and only if M and N are bi-definable.
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Thus, the isolation of good sufficient conditions for SSIP is a valuable tool, which
broadens the domain of application of the general results in reconstruction theory
which assume SSIP. This is the topic of the present note. We prove here:
Theorem 1. Let M be an algebraically locally finite countable homogeneous struc-
ture which admits a free stationary independence relation (cf. Section 2). If M has
the small index property, then M has the strong small index property.
We then use Theorem 1 and the main result of [15] to infer:
Corollary 2. Let M be a countable free homogeneous structure in a locally finite
irreflexive relational language. Then M has the strong small index property.
Thus deducing:
Corollary 3. The following structures have the strong small index property:
(1) the random graph [13];
(2) the universal homogeneous Kn-free graph (n > 3) [5];
(3) the n-coloured random graph [18];
(4) the random directed graph;
(5) the continuum many Henson digraphs [4];
(6) the k-uniform random hypergraph (k > 2) [17];
(7) the random m-free k-uniform hypergraph (m > k > 2) [11].
Finally, we define what we call η-hypergraphs and random ζ-free η-hypergraphs,
for some η ∈ 2ω and ζ ∈ ωω, and use Corollary 2 and [10] to show:
Theorem 4. Let K be one of the following two classes of countable structures:
(1) the random η-hypergraphs M(η), for some η ∈ 2ω (cf. Definition 16);
(2) the random ζ-free η-hypergraphs M(η, ζ), for some η ∈ 2ω and ζ ∈ ωω (cf.
Definition 18).
If M = M(x), N = N(y) ∈ K and x 6= y, then Aut(M) 6∼= Aut(N). Moreover,
every M ∈ K has the strong small index property.
In particular, we exhibit new continuum sized classes of homogeneous ℵ0-categorical
structures with the strong small index property whose automorphism groups are
pairwise non-isomorphic (as in the case of the Henson digraphs [4]).
2. Definitions
As a matter of notation, given a structure M and A ⊆ M , and considering
Aut(M) = G in its natural action on M , we denote the pointwise (resp. setwise)
stabilizer of A under this action by G(A) (resp. G{A}).
We say that a countable structure M is homogeneous if every isomorphism be-
tween finitely generated substructures of M extends to an automorphism of M . As
well known, a countable homogeneous structure M is the so-called Fra¨ısse´ limit of
its age K = K(M), i.e. the collection of finitely generated substructures of M (for
details on these notions see e.g. [6, Chapter 6]). Ages of homogeneous structures
are characterized by the following three conditions:
(I) If B ∈ K and A is a substructure of B (denoted A 6 B), then A ∈ K
(Hereditary Property).
(II) For every B1, B2 ∈ K there are C ∈ K and embeddings fi : Bi → C (i = 1, 2)
(Joint Embedding Property).
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(III) For every A,B1, B2 ∈ K and embeddings fi : A → Bi (i = 1, 2), there are
C ∈ K and embeddings gi : Bi → C (i = 1, 2) such that g1f1 ↾ A = g2f2 ↾ A
(Amalgamation Property).
Definition 5. (1) We refer to classes of finitely generated structures satisfying
conditions (I)-(III) above as amalgamation classes.
(2) The structure C in (III) above is called an amalgam of B1 and B2 over A.
(3) We say that the amalgamation from (III) is disjoint if in addition the C and
gi can be chosen so that g1(B1) ∩ g2(B2) = g1f1(A).
We will mostly deal with countable homogeneous structures satisfying two ad-
ditional conditions: locally finite algebraicity and canonical amalgamation.
Definition 6. Let M be a countable structure and G = Aut(M).
(1) We say that a is algebraic over A ⊆M if the orbit of a under G(A) is finite.
(2) The algebraic closure of A ⊆ M in M , denoted as aclM (A), is the set of
elements of M which are algebraic over A.
(3) We say that M has locally finite algebraicity if for every finite A ⊆M , aclM (A)
is finite.
Notice that in countable homogeneous structures with disjoint amalgamation
(cf. Definition 5) we have aclM (A) = 〈A〉M , i.e. the algebraic closure of A in M
equals the substructure generated by A in M (see e.g. [6, Theorem 7.1.8]).
Definition 7. Let M be an homogeneous structure and K = K(M) its age. We
say that M has canonical amalgamation if there exists an operation B1 ⊕A B2 on
K3 satisfying the following conditions:
(a) B1 ⊕A B2 is defined when A 6 Bi (i = 1, 2) and B1 ∩B2 = A;
(b) B1 ⊕A B2 is an amalgam of B1 and B2 over A (cf. Definition 5);
(c) if B1 ⊕A B2 and B′1 ⊕A′ B
′
2 are defined, and there exist fi : Bi
∼= B′i (i = 1, 2)
with f1 ↾ A = f2 ↾ A, then there is:
f : B1 ⊕A B2 ∼= B
′
1 ⊕A′ B
′
2
such that f ↾ B1 = f1 and f ↾ B2 = f2.
We will use the following notation: given A,B,C 6 M we write A ≡B C to
mean that there is an automorphism ofM fixing B pointwise and mapping A to C.
Definition 8. Let M be an homogeneous structure with canonical amalgamation.
We define a ternary relation between finite substructures of M by setting A |⌣C B
if and only if 〈A,B,C〉M ∼= 〈A,C〉M ⊕C 〈B,C〉M .
In many cases the relation defined in Definition 8 satisfies several properties of
interest, but at this level of generality we only have three of these properties:
Proposition 9. Let M be a countable homogeneous structure with canonical amal-
gamation. Then (recalling Def. 8) for A,B,C finite substructures of M we have:
(A) (Invariance) if A |⌣C B and f ∈ Aut(M), then f(A) |⌣f(C) f(B);
(B) (Existence) for every A,B,C 6M , there exists A′ ≡B A such that A
′ |⌣B C;
(C) (Stationarity) if A ≡C A′, A |⌣C B and A
′ |⌣C B, then A ≡〈BC〉 A
′.
As mentioned above, usually the relation defined in Definition 8 satisfies several
other properties of interest, this inspires the following definition:
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Definition 10 ([16, 9]). Let M be a countable homogeneous structure with locally
finite algebraicity. We say that the ternary relation |⌣ between finite substructures
of M is a stationary independence relation if it satisfies:
(1) (Invariance) if A |⌣C B and f ∈ Aut(M), then f(A) |⌣f(C) f(B);
(2) (Symmetry) if A |⌣C B, then B |⌣C A.
(3) (Monotonicity) If A |⌣C 〈BD〉 and A |⌣C B, then A |⌣〈BC〉 D;
(4) (Existence) for every A,B,C 6M , there exists A′ ≡B A such that A′ |⌣B C;
(5) (Stationarity) if A ≡C A′, A |⌣C B and A
′ |⌣C B, then A ≡〈BC〉 A
′.
A property of interest which is less common (but crucial for us) is:
Definition 11 ([3]). We say that the stationary independence relation |⌣ is free if
it satisfies the following additional condition:
(6) (Freeness) if A |⌣C B and C ∩ AB ⊆ D ⊆ C, then A |⌣D B.
Before proving Theorem 1 we need a fact from [6]:
Fact 12 ([6, Theorem 4.2.9]). Let M be a countable homogeneous structure, G =
Aut(M), and suppose that for every finite algebraically closed A,B 6 M we have
G(A∩B) = 〈G(A) ∪G(B)〉G. Let H be a subgroup of G such that there is some finite
algebraically closed set A with G(A) 6 H. Then there is a unique smallest alge-
braically closed set B 6 A such that G(B) 6 H. Moreover, for this B, H 6 G{B}.
The following proof is an abstract version of [12, Lemma 27].
Proof of Theorem 1. By Fact 12 it suffices to prove that for finite algebraically
closed A,B 6M we have:
G(A∩B) = 〈G(A) ∪G(B)〉G.
The containment from right to left is trivial, so let g ∈ G(A∩B). By Existence
(cf. Definition 10(4)) there h1 ∈ G(A) with h1g(A) |⌣A B. Then, since g, h1 ∈
G(A∩B) we have that h1g(A)∩B = A∩B. Now, again by Existence, there h2 ∈ G(B)
with h2h1g(A) |⌣B A. Then, by the above and the fact that h2 ∈ G(A∩B), we have
that h2h1g(A) ∩ B = A ∩ B. Hence, by Freeneness (cf. Definition 11), we have
that h2h1g(A) |⌣A∩B A. Now, again by Existence, there is h3 ∈ G(B) such that
h3(A) |⌣B A. Then, since h3 ∈ G(A∩B) we have that h3(A)∩A = A∩B and so, by
Freeness, we have that h3(A) |⌣A∩B A. Notice now that h3(A) ≡A∩B h2h1g(A),
since g, h1, h2, h3 ∈ G(A∩B). Hence, by Stationarity (cf. Definition 10(5)), we can
find h4 ∈ G(A) such that h4h2h1g ↾ A = h3 ↾ A. Thus, h∗ := h
−1
3 h4h2h1g ∈ G(A)
and so:
g = h−11 h
−1
2 h
−1
4 h3h∗ ∈ 〈G(A) ∪G(B)〉G,
since h1, h4, h∗ ∈ G(A) and h2, h3 ∈ G(B).
3. Applications
Given a relational language L and L-structures A,B1, B2, with A ⊆ B1, B2,
there is a very natural way of amalgamating B1 and B2 over A: the structure with
domain B1∪B2 where the only relations are the relations from B1 and the relations
from B2. This way of amalgamating is known as free amalgamation.
Definition 13. We say that a countable homogeneous relational structure M is
free if its age K(M) is closed under free amalgamation.
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It is easy to see that free amalgamation is an instance of canonical amalgamation
(in the sense of Definition 7). Furthermore:
Proposition 14. Let M be a free homogeneous relational structure. Then the
relation |⌣ from Definition 7 is a free stationay independence relation (cf. Def. 11).
Using the following fact from [15] it is now immediate to deduce Corollary 2
(for an overview of the notion occurring there see [7, Section 6.2]). Recall that a
relational language L is said to be locally finite if for every n < ω there are only
finitely many relations of arity n in L. With some abuse of notation, we say that a
language L is irreflexive if we only consider L-structures M such that if R ∈ L and
M |= R(a1, ..., an), then the ai are distinct.
Fact 15 ([15]). Let K be a free amalgamation class of finite structures in a finite
relational language. Then K has the extension property for partial automorphisms.
Proof of Corollary 2. Of course Fact 15 can be used to show the extension property
for partial automorphisms also for free amalgamation classes of finite irreflexive
structures in a locally finite relational language. Thus, by [7, Sections 6.1-2] we have
the small index property. Hence, by Theorem 1 and Proposition 14 we are done.
We now define the class of hypergraphs that appear in Theorem 4.
Definition 16. Let η ∈ 2ω and L(η) be the relational language which has exactly
one relation symbol Rn of arity n if and only if η(n) = 1. For non-triviality rea-
sons we restrict to the class of L(η) with η(0) = η(1) = 0. Let K(η) be the class of
finite L(η)-structure such that the relations Rn (for η(n) = 1) are symmetric and
irreflexive, i.e. if K |= R(a1, ..., an) then the a1, ..., an are distinct and R(a1, ..., an)
iff R(aσ(1), ..., aσ(n)) for every σ ∈ Sym({1, ..., n}). The class K(η) is an amalga-
mation class. We call its Fra¨ısse´ limit M(η) the random η-hypergraph.
For η such that η(n) = 1 iff n = k, for fixed k > 2, the structure M(η) is
simply the random k-uniform hypergraph [17]. Notice that K(η) is closed under
free amalgamation, and so by our Corollary 2 we have:
Corollary 17. For η as above, M(η) has the strong small index property.
Definition 18. Let η and L(η) be as in the previous paragraph. Let ζ ∈ ωω be
such that ζ(n) > n if η(n) = 1, and ζ(n) = 0 otherwise. Let now K(η, ζ) be the
class of structures K ∈ K(η) such that, for n < ω such that ζ(n) > n, K does not
embed the structure of size ζ(n) such that every tuple of n distinct elements is in
the relation Rn. The class K(η, ζ) is an amalgamation class. We call its Fra¨ısse´
limit M(η, ζ) the random ζ-free η-hypergraphs.
For fixed m > k > 2 and η such that η(n) = 1 iff n = k, and ζ such that
ζ(k) = m and ζ(n) = 0 for n 6= k, the structure M(η, ζ) is simply the random
m-free k-uniform hypergraph [11]. Notice that for ζ ∈ ωω such that ζ(n) = η(n)n
we have M(η, ζ) ∼= M(η), and so this setting actually generalizes the previous.
Finally, also in this case K(η, ζ) is closed under free amalgamation, and so by our
Corollary 2 we have:
Corollary 19. For η, ζ as above, M(η, ζ) has the strong small index property.
We now re-state the main result of [10] (actually a more informative version of
that result already stated in [10]) and use it to prove Theorem 4.
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Fact 20 ([10]). Let M and N be countable ℵ0-categorical structures with the strong
small index property and no algebraicity. Then Aut(M) and Aut(N) are isomor-
phic as abstract groups if and only if M and N are bi-definable. Moreover, if
π : Aut(M) ∼= Aut(N) is an abstract group isomorphism, then there is a bijection
f :M → N witnessing the bi-definability of M and N such that π(α) = fαf−1.
Definition 21. We say that two structures M and N are bi-definable if there is
a bijection f : M → N such that for every A ⊆ Mn, A is ∅-definable in M if and
only if f(A) is ∅-definable in N .
Proof of Theorem 4. As noticed after Definition 18, every random η-hypergraph
can be considered as a ζ-free η-hypergraph for appropriate ζ, and so it suffices
to deal with the class of ζ-free η-hypergraphs. Let M1 = M(η1, ζ1) and M2 =
M(η2, ζ2) and suppose that π : Aut(M1) ∼= Aut(M2). We will show that (η1, ζ1) =
(η2, ζ2). By Fact 20, there is f : M1 → M2 witnessing bi-definability and inducing
π. Without loss of generality f = idM1 , and so Aut(M1) = Aut(M2) := H . Denote
the domain of M1 as A (which is the same as the domain of M2). First of all we
show that η1 = η2. Notice that for every 1 < n < ω the following assertions are
equivalent:
(a)n ηℓ(n) = 1 (ℓ = 1, 2);
(b)n there are a¯ 6= b¯ ∈ A
n each with no repetitions such that:
(i) for every h ∈ H , h(a¯) 6= h(b¯);
(ii) for every i < n there exists h ∈ H such that
∧
i6=j<n h(aj) = bj.
Since the statement (b)n does not depend on ℓ we conclude that η1 = η2. Suppose
now that η1 = η2, we show that ζ1 = ζ2. Given n 6 k < ω we denote by [k]
n the set
of subsets of {1, ..., k} of size n. Notice that for every 1 < n 6 k < ω the following
assertions are equivalent:
(a′)n,k k < ζℓ(n) (ℓ = 1, 2);
(b′)n,k for every {a¯x = (axx(1), ..., a
x
x(n)) : x = {x(1) < · · · < x(n)} ∈ [k]
n} each
with no repetitions if (i’) then (ii’), where:
(i’) for every x 6= y ∈ [k]n with |x∩y| > 0 there exists hx,y ∈ H such that∧
p∈x∩y hx,y(a
x
p) = a
y
p;
(ii’) there exists a¯∗ = (a
∗
1, ..., a
∗
k) ∈ A
k with no repetitions and hx ∈ H ,
x ∈ [k]n, such that
∧
i<n hx(a
x
x(i)) = a
∗
x(i).
Since the statement (b)n,k does not depend on ℓ we conclude that ζ1 = ζ2.
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