The cochlear nucleus (CN) transforms the spike trains of spiral ganglion cells into a new set of 38 sensory representations that are essential for auditory discriminations and perception. These 39 transformations require the coordinated activity of different classes of neurons that are 40 embryologically derived from distinct sets of precursors. Decades of investigation have shown 41 that the neurons of the CN are differentiated by their ion channel expression and intrinsic 42 excitability. In the present study we have used linear discriminant analysis (LDA) to perform an 43 unbiased analysis of measures of the responses of CN neurons to current injections to 44 mathematically separate cells on the basis of both morphology and physiology. Recordings
Introduction 63
Neurons of the mammalian cochlear nucleus exhibit a variety of responses to 64 intracellular current injection, reflecting the distinct expression of collections of ion 65 channels amongst different classes. However, even within a class, such as bushy cells, 66 individual cells may express specific conductances at different magnitudes [1] [2] [3] , 67 leading to diversity in excitability features such as action potential threshold, action 68 potential height, and rheobase. In spite of this variability, cells of a given morphological 69 class appear to possess common properties that have been used to identify cells on the 70 basis of their electrical signatures alone [4] [5] [6] [7] [8] [9] [10] [11] [12] . 71 by finding the axes that maximize the variance within a data set, and does not rely on 86 labels, LDA maximizes the separation between classes, utilizing label (e.g., class) 87 information. We find that LDA is an effective tool for segregating the cell classes based 88 on their excitability, while also suggesting that there is either overlap between the 89 properties of some of the classes, or that they may not be entirely morphologically 90 distinguishable. Such a classification tool should be useful in future studies of the 91 excitability of cochlear nucleus neurons following hearing loss as a way of objectively 92 assessing how the excitability of neurons changes. 93 94
Materials and Methods 95
Whole cell tight-seal recordings were made in brain slices from adult CBA (P28-69) and 96 NF107::Ai32 (P31-166) mice. The NF107::Ai32 mice are the F1 cross of the NF107 97 mouse line, originally from the GENSAT Consosrtium [18] , and the channel rhodopsin 98 (ChR2) expressing line Ai32 [19] , and so are on a mixed CD-1, C57Bl/6J and FVB 99 background. The ChR2 was not activated during these experiments. CBA mice were of 100 either sex, whereas the NF107::AI32 mice were only males, as the Cre driver is carried 101 on the Y chromosome.The data from the CBA mice were taken from a previous series 102 of studies [11, 20] . Data from the NF107::Ai32 mice were taken from unpublished work 103 (Kasten, Ropp and Manis, in preparation). The CBA slices were prepared following 104 anesthesia (100 mg/kg ketamine and 10 mg/kg xylazine), and decapitation, with slicing 105 in warm ACSF. The NF107::Ai32 slices were prepared using the same anesthesia 106 followed by transcardial perfusion with an NMDG-based solution [21] . Electrodes 107 contained 126 K-gluconate, 6 KCl, 2 NaCl, 10 HEPES, 0.2 EGTA, 4 Mg-ATP, 0.3 Tris-GTP, and 10 Tris-phosphocreatine, with pH adjusted to 7.2 with KOH and recordings 109 were made with a MultiClamp 700B (Molecular Devices) amplifier, low-pass filtered at 110 6kHz, and digitized at 10-20 kHz with 16-bit A-D converters (National Instruments). 111
Stimulus presentation and acquisition were controlled by either a custom Matlab® 112 program or by acq4 [22] . All animal procedures were approved by the University of 113
North Carolina Institutuional and Animal Care Committee (protocols 12-253, 15-253 and 114
18-160). 115
For each cell, responses to current injections (100-500 msec duration, ranging from -1 116 to 4 nA) were analyzed. Data from either acquisition program were converted to a 117 common format for analysis by Python (V3.6) scripts. Passive measures included input 118 resistance (from the slope of the current-voltage relationship just below rest), resting 119 membrane potential, membrane time constant (measured from responses to small 120 hyperpolarizing current steps that produced 2-10 mV voltage deflections), the 121 magnitude of the hyperpolarization sag [23] and the time constant for the sag measured 122 near -80 mV. Active measures included action potential height (measured from rest to 123 action potential peak), first spike half-width (measured at half the action potential height 124 from rest), afterhyperpolarization depth (measured from rest to the first 125 afterhyperpolarization), an adaptation index measured near firing threshold (see below), 126 the number of rebound spikes after hyperpolarizing steps, the coefficient of variation of 127 interspike intervals, and the slope of the firing rate versus current curve for the first 3 128 current levels above threshold. Cells were filled with dyes (AlexaFluor 488 for CBA 129 mice; tetramethylrhodamine biocytin for the NF107:Ai32 mice) for morphological images and image stacks collected at low (4X) and high (40-63X) power either during or 132 immediately after each cell was recorded. 133
Adaptation was measured for the lowest two levels of current that elicited spikes as: 134
Where t i is the time of the i th spike in the trace, t d is the trace duration, and N is the 135 number of spikes. This measure ranges from -1 to 1. Neurons that fire regularly without 136 adaptation throughout the trace will have an index of 0. Neurons that fire preferentially 137 only at the onset of the trace will have an index of 1, whereas those that fire near the 138 end of the trace will have an index of -1. Thus, bushy cells will have an index of 1, 139 stellate cells and tuberculoventral cells will usually have an index near 0, and pyramidal 140 cells may have a negative index, depending on the delay to the first spike. Note that this 141 measure depends on the current level that is used relative to the spike threshold, as 142 well as the current duration. The adaptation measured at the threshold current was 143 found to be uninformative in preliminary analyses, and so the only adaptation computed 144 from the next higher current that evoked spikes was used. 145
146
All absolute voltage measurements are corrected for a -11 mV junction potential for the 147 K-gluconate electrodes. All other voltage measurements are differential (action potential 148 height from peak to the minimum of the following AHP) and are independent of the 149 junction potential. The firing rate slope measured near threshold also was lowest for bushy, pyramidal and 217 cartwheel cells, and highest for the planar and radiate multipolar cells, and 218 tuberculoventral cells. 219 components of the LDA, with each cell colored by its classified type, in 3 views ( Fig 4A,  235 B, C). The LDA effectively separated the different types of cells into distinct spaces. The 236 bushy and cartwheel cells were the most separated from the remainder of the regular 237 firing cells. Interestingly these two cell groups did not form tight clusters, suggesting 238 some diversity in their properties. The pyramidal and tuberculoventral cells were 239 clustered next to each other, although with minimal overlap. The radiate and planar 240 multipolar cells formed two slightly overlapping clusters that were largely separate from 241 all other cell classes. Note that although most of the bushy, planar and radiate 242 multipolar cells were recorded in CBA mice, those cells recorded from the NF107::Ai32 mice (FVB and C57Bl/6 backgrounds; solid symbols) were close to the measures of the 244 CBA populations, although they were slightly separated in one of the first 3 axes, as 245 more clearly seen in Fig 4D, We also submitted the data set to a standard principal components analysis, following 261 the same standardization across cells for each measure (Fig 5) . In this case, the 262 supervisory classifier (cell morphology) was not used in the initial classification. The 263 PCA resulted in clusters of cells from the same morphological class, but these had 264 greater overlap than with the LDA. Cross-validation of the PCA data yielded a low To further investigate those factors that drove the prediction accuracy, we performed 302 the same analysis using the R package flipMultivariates. Table 1 summarizes the 303 prediction accuracy by cell type, and provides mean measures for each of the 304 parameters. Although all parameters provide a significant contribution (r 2 ) to the 305 separation, the five that accounted for the largest proportions of the variance (r 2 > 0.50) 306
were the AP height, AP half width, the adaptation measure, the coefficient of variation of 307 interspike intervals, and the firing rate slope (I rate ). However, all of the measures showed 308 a significant contribution. common of these was radiate vs. planar multipolar, which occurred in about 25% of the 323 cells in these groups. The next most common confound was misclassifying planar 324 multipolar and tuberculoventral cells as pyramidal cells, followed by pyramidal cells 325 being misclassified as tuberculoventral and planar multipolar cells. As these cells all fire 326 regularly, and have similar measures on other properties, this is not surprising. We find that cells thoughout the cochlear nucleus can be classified by firing patterns, 338 action potential shapes, and responses to hyperpolarizing steps, as well as their 339 morphology. Although not surprising given the long history of the identification of various 340 electrophysiological features as identifying characteristics of different morphological cell 341 classes, the extension of these comparisons across classes that fire regularly, and the 342 consistency of these measures in a population of cells taken from adult mice extends 343 the previous observations made in younger mice. In addition, these results suggest that cells can be reasonably classified, at least coarsely, according to their 345 electrophysiological signatures. 346
347
We found that the linear discriminant analysis can be used to classify cells based on 12 348 measured electrophysiological parameters with ~80% success, although there was little 349 improvement when using more than 7 parameters. This requires that the LDA second is that for depolarizing pulses, not all cells reached saturation of their firing 361 rates. For this reason, we did not include maximal firing rates as a measure, but rather 362 focused on the discharge patterns closer to spike threshold. A third limitation is that the 363 current steps near spike threshold were, in some cells, too coarse to precisely define a 364 threshold current. These limitations partly reflect the different input resistances of 365 neurons, as an example, hyperpolarizing pulses strong enough to damage Classification errors principally occurred between cell classes with similar firing patterns, 369 such as planar and radiate multipolar cells, and between pyramidal and tuberculoventral 370 cells. In addition, the TV and bushy cells show significant dispersion in the first 3 371 dimensions of the LDA. This may indicate variability in the intrinsic excitability of these 372 cell classes as noted before [12, 34, 35] , or possibly the existence of distinct subclasses. 373
This dispersion was also evident in the unsupervised PCA analysis. Substantially larger 374 datasets of identified cells from individual strains would be needed to clarify the 375 existence of such subclasses in the electrophysiology. An improvement in the 376 classification would be expected to result from the inclusion of additional parameters 377 such as maximal firing rates and the time courses of synaptic events. In addition, in our 378 data set there was some overlap between the planar and radiate multipolar cells. This 379 may in part reflect the limitations of classification for these two similarly firing cell types, 380 but may also indicate the limitations of our morphological classification method, which 381 was qualitative and relied on fluorescent images of the cells collected during the 382 experiments. The qualitative morphological classification of DCN neurons is much 383 easier, so the overlap between the pyramidal and tuberculoventral cells probably 384 represents the limitations of the measurement parameters used, although it could also 385 reflect a true confluence of intrinsic excitability. 386
387
Part of the dispersion in the VCN cell classes may reflect strain or preparation 388 differences, as the cells from CBA mice were slightly offset from those from the reminiscent of the differences in HCN channels seen in bushy, planar multipolar and 391 octopus cells between ICR and a knockout on a hybrid 129S and C57Bl/6 background 392 
