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GABRIEL MORPHISMS AND THE COMPUTABILITY OF SERRE QUOTIENTS
WITH APPLICATIONS TO COHERENT SHEAVES
MOHAMED BARAKAT AND MARKUS LANGE-HEGERMANN
ABSTRACT. The purpose of this paper is to develop an efficient computational model for Abel-
ian categories of coherent sheaves over certain classes of varieties. These categories are naturally
described as Serre quotient categories. Hence, our approach relies on describing general Serre
quotient categories in a constructive way which leads to an efficient computer implementation.
1. INTRODUCTION
This paper develops an efficient computational model for Abelian categories of coherent
sheaves over certain classes of varieties. The standard approach to constructive mathematics is
to require that all disjunctions and all existential quantifiers appearing in defining axioms have
to be realized by algorithms. We call an Abelian category for which this holds constructively
Abelian or computable (cf. Appendix B, in particular Definition B.1).
Such categories of coherent sheaves are Serre quotient categories A/C of some category
A = S-grmod of finitely generated graded S-modules (over a graded Noetherian ring S) mod-
ulo a subcategory C of negligible modules, i.e., those with zero sheafification [BLH14a]. Luck-
ily, due to Gröbner bases methods such categories A of modules are constructively Abelian
[BLH11]. In the typical case of C not being a zero category one cannot naively model coherent
sheaves by f.g. graded S-modules. Taking this discrepancy C into account is unavoidable for
the correctness of many homological algorithms, e.g., those computing connecting homomor-
phisms or spectral sequences, as morphisms that should lift as morphisms of sheaves do not
necessarily lift if they are naively modeled by S-module maps. The obstructions to such lifts in
A lie in the subcategory C and vanish in A/C (cf. Remark 3.4).
Our main result is to deduce the computability of A/C from that of A.
Theorem 1.1. LetA be a constructively Abelian category and C a thick subcategory. Assume
that we can decide whether an object of A lies in C. Then the category A/C is constructively
Abelian.
This implies the following two corollaries which were the original motivation of this work.
Theorem 1.2. Let B be a computable commutative unitial ring with effective coset repre-
sentatives (cf. Definition 4.4). Then the category CohPnB is constructively Abelian.
Examples for such a ring B are fields, rings of integers, or polynomial rings.
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Theorem 1.3. Let XΣ be a smooth toric variety without torus factors. Then the category
CohXΣ is constructively Abelian.
In Section 2 we introduce the notion of generalized and Gabriel morphisms. They are a 3-
arrow formalism for localization, already implicit in [Gro57a, Gab62], and a computer friendly
data structure. In Section 3 we use Gabriel morphisms to provide a constructive description of
morphisms in Serre quotient categories. This leads to a proof of Theorem 1.1, which directly
describes a computer implementation of Serre quotient categories. In Section 4 we apply the
abstract results for Serre quotient categories to categories of sheaves on projective and toric
varieties and prove Theorems 1.2 and 1.3. We demonstrate that our approach is practical by
a spectral sequence computation in Appendix C using our computer implementation in the
homalg project [hpa14].
Recently, a similar 3-arrow formalism was introduced for Quillen model categories admitting
a functorial factorization [DHKS04], and a more general 3-arrow formalism was developed for
uni-fractional categories by S. Thomas. The novelty of our formalism is that it constructs a new
category GC(A) and recovers A/C (also treated in [Tho11, Example 7.7.b]) by factoring out a
two-sided ideal which we call the zeroid, following Bourne and Zassenhaus. When considered
in a constructive setup Thomas verified that his formalism defines a category (with the exception
of deciding equality of morphisms), whereas in our proof of Theorem 1.1 we constructively
verify all axioms of an Abelian category.
In the above discussion we didn’t assume the existence of a section functor S : A/C → A,
right adjoint to the exact localization functor Q : A → A/C. In Appendix D we prove alter-
native versions of Theorem 1.1 once S is computable, for example using computations in the
essential image of S or using the Gabriel-Zisman-localization [GZ67, Sim06]. However, com-
puter experiments suggest that these alternative approaches are less efficient than the approach
using Gabriel morphisms. Still, the section functor plays a major role in our treatment of the
computability of Hom and Ext in Serre quotients categories [BLH14b, BLH14c].
Convention: In this paper, we use the postfix notation for the composition, i.e., fg := g ◦ f .
2. GENERALIZED MORPHISMS AND GABRIEL MORPHISMS
In this section we introduce the 3-arrow calculus of generalized morphisms. This paper uses
a subclass of generalized morphisms, called Gabriel morphisms, as the “data structure” for
morphisms in a Serre quotient category A/C. These morphisms are the key ingredient to prove
the computability of A/C as an Abelian category in Section 3.
There is a second application of generalized morphisms in constructive homological alge-
bra. They provide a simple constructive description of spectral sequences of filtered complexes
where the differentials of the successive pages were defined by closed formulas [Bar09].
Arrow diagrams of morphisms in Abelian categories induce isomorphisms between various
subfactors of the involved objects. To visualize these isomorphisms we occasionally display the
corresponding Hasse diagrams of modular subobject lattices together with the order-preserving
maps induced by the morphisms. The zero subobject is located at the top of each Hasse diagram.
Subfactor objects correspond to intervals, subobjects to intervals starting at the top, and factor
objects to intervals ending at the bottom. For more details see [Bar09].
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2.1. Generalized morphisms. From now on A denotes an Abelian category.
Definition 2.1 ([Bar09]). Let M,N be two objects in A. A generalized morphism of A
with source M and target N is an equivalence class of triples of A-morphisms1
ψ := [M
ıψ
←֓ Mψ
ψ
−→ Nψ
ψ
և N ]
such that the domain ıψ : Mψ →֒ M of ψ is a mono and the codomain ψ : N և Nψ of ψ is
an epi. We call ψ the A-morphism associated to ψ. Two such triples are equivalent if
• their sources and targets coincide and
• (M
ıψ
←֓ Mψ
ψ
−→ Nψ
ψ
և N) ∼ (M
ıϕ
←֓ Mϕ
ϕ
−→ Nϕ
ϕ
և N) if there exists isomorphisms
µ : Mϕ → Mψ and ν : Nϕ → Nψ (then they are necessarily the unique lift µ = ıϕ/ıψ
and the unique colift ν = ϕ\ψ , cf. B.(m),(o)) such that the following diagram commutes
M N
Mψ Nψ
Mϕ Nϕ
ψ
ıψ ψ
ϕ
ıϕ ϕ
µ ν
For such an equivalence class we write more elaborately
M N
Mψ Nψ
ψ
ıψ ψ
ψ
with corresponding
Hasse diagram of ψ
0M
kerψ
Mψ ∼= im ıψ
M
ker ψ
0N
imψ
N
ψ
∼= Nψ
The subfactors isomorphic to the image (∼= coimage) of ψ are marked by thick (blue) lines. The
cokernel of the domain ıψ and the kernel of the codomain ıψ are marked by dotted (red) lines.
We call a domain or codomain full if it is an isomorphism2, and non-full otherwise. A
generalized morphism with full domain and codomain is called honest. Every honest morphism
ψ := [M
ıψ
←−
∼
Mψ
ψ
−→ Nψ
ψ
←−
∼
N ] has a unique representative M 1M←− M
ı−1
ψ
ψ −1
ψ
−−−−−→ N
1N←− N .
Conversely, for any A-morphism ϕ : M → N we call [M 1M←− M ϕ→ N 1N←− N ] the honest
morphism induced by ϕ.
We write (ıψ, ψ, ψ) : M → N as a shorthand for the triple M
ıψ
←֓ Mψ
ψ
−→ Nψ
ψ
և N and
[ıψ, ψ, ψ] for the generalized morphism [(ıψ, ψ, ψ)].
1Necessarily Nψ ∼= N/ ker ψ.
2This does not depend on the representing triple.
4 MOHAMED BARAKAT AND MARKUS LANGE-HEGERMANN
2.2. The category G(A) of generalized morphisms. We start with defining the composition
of generalized morphisms, following [Gab62, III.1].
Definition 2.2. Let ϕ := [ıϕ, ϕ, ϕ] : L → M and ψ := [ıψ, ψ, ψ] : M → N be two
generalized morphisms of A. The morphism α := ıψϕ : Mψ → Mϕ naturally gives rise to the
epi  : Mψ ։ coimα, the mono ı : imα →֒ Mϕ, and the isomorphism α˜ : coimα → imα.
Denote by ı˜ and ϕ˜ the pullback morphisms of the cospan (ı, ϕ), as indicated in the commutative
diagram below. Analogously, denote the pushout morphisms of the span (, ψ) by ˜ and ψ˜.
M ML N
Lϕ
Lϕψ := pullback(ı, ϕ)
Mϕ Mψ
imα coimα
Nψ
pushout(, ψ) =: Nϕψ
1M
ıϕ
ı˜
ϕ˜
ϕ ıψ
ı 
ψ
˜
ϕ ψα
ψ˜
∼
(α˜)−1
ϕ ψ
Finally define the composition of the generalized morphisms ϕ, ψ as
ϕψ =
[
ıϕψ, ϕψ, ϕψ
]
:=
[˜
ı ıϕ,
(
ϕ˜ (α˜)−1 ψ˜
)
, ψ ˜
]
: L→ N ,
i.e., the compositions of the outer left, bottom, and right morphisms in the above diagram.
The four morphisms Lϕ
ϕ
−→ Mϕ և M ←֓ M
ψ
ψ
−→ Nψ are displayed in the diagram
below, where Lϕ is identified with a subobject of L and Nψ with a factor object of N . The
subfactors isomorphic to the image (∼= coimage) of the A-morphism ϕψ are marked by thick
(blue) lines. Subfactors of cokernels of domains and subfactors of kernels of codomains are
marked by dotted lines.
M
imϕ
ker ϕ
im ıψ
kerψ
0M
Mψ
kerα
0Mψ
N
imψ
ker(ψ ˜)
ker ψ
0N
ψ
ψ
ψ ∼= Nψ
Mϕ
imα
0Mϕ
L
Lϕ ∼= im ıϕ
Lϕψ ∼= im(˜ı ıϕ)
kerϕ
0L
ϕ
ϕ
ϕ
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The associativity of the composition is a tedious but elementary exercise. This composition
turns G(A) into a category with the same class of objects as A and with the honest morphism
[1M , 1M , 1M ]
(induced by 1M ) as the identity of M .
The composition of two generalized morphisms ϕ and ψ potentially “shrinks” the domain
(compared to that of ϕ) and codomain (compared to that of ψ). More precisely:
Remark 2.3. The cokernel of the domain ıϕψ = ı˜ ıϕ of the composition is an extension of
coker ıϕ by the subobject im ıϕ/ im(˜ı ıϕ), where the latter is naturally isomorphic to a subfactor
of coker ıψ. Dually, the kernel of the codomain ϕψ = ψ ˜ is an extension of ker ψ by the
factor object ker(ψ ˜)/ ker ψ, where the latter is naturally isomorphic to a subfactor of ker ϕ.
These two claims can, for example, be easily read off from the above Hasse diagram of the
composition.
2.3. The category G(A) is enriched over commutative inverse monoids. Now, we intro-
duce the natural (additively written) commutative inverse monoid structure on the Hom-sets of
G(A) (cf. Appendix A). In contrast to the addition operation of generalized morphisms, which
is somewhat technical since domains and codomains need to be unified, the additive inverse3 of
a generalized morphism ψ = [ıψ, ψ, ψ] is simply
−ψ := [ıψ,−ψ, ψ].
We now come to the definition of the addition. For convenience we allow writing ψ =
[ıψ, ψ, ψ] where ψ : L → N/K with L ≥ im ıψ and K ≤ ker ψ. Then we automatically
replace the morphism ψ by its pre-composition with the natural mono im ıψ →֒ L and its post-
composition with the natural epi N/K ։ N/ ker ıψ.
Definition 2.4. The common restrictions of two generalized morphisms β = [ıβ, β, β] and
γ = [ıγ , γ, γ] with the same source is defined as the generalized morphisms
β˜ := [κ, β, β] and γ˜ := [κ, γ, γ],
where κ is defined using the pullback below as κ := αβıβ = αγıγ .
pullback(ıβ, ıγ) source ıγ
source ıβ source γ
αγ
ıγαβ
ıβ
κ
target γ target γ
target β pushout(β, γ)
γ
αγβ
αβ
λ
The common coarsenings of two generalized morphisms β = [ıβ , β, β] and γ = [ıγ , γ, γ]
with the same target is defined as the generalized morphisms
β˜ := [ıβ , β, λ] and γ˜ := [ıγ, γ, λ],
where λ is defined using the pushout above as λ := βαβ = γαγ .
3in the sense of a commutative inverse semigroup
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The common adaptations of two parallel generalized morphisms (i.e., with the same source
and the same target) β = [ıβ, β, β] and γ = [ıγ , γ, γ] is their common restrictions followed by
their common coarsenings
β˜˜ := [κ, β, λ] and γ˜˜ := [κ, γ, λ].
Definition 2.5. Let ϕ = [ıϕ, ϕ, ϕ], ψ = [ıψ, ψ, ψ] : M → N be two generalized morphisms.
The sum and difference ϕ± ψ are defined by ϕ± ψ := [κ, ϕ± ψ, λ], where ϕ˜˜ = [κ, ϕ, λ] and
ψ˜˜ = [κ, ψ, λ] are the common adaptations of ϕ and ψ.
Obviously, HomG(A)(M,N) with this addition and the above additive inversion is a commu-
tative inverse semigroup with
0(ψ) := ψ − ψ = −ψ + ψ = [ıψ, 0MψNψ , ψ]
the idempotent associated to ψ. The bounded meet-semilattice E(HomG(A)(M,N)) of idem-
potents is modular with a terminal object and consists of all generalized morphisms of the form
0(ψ). In fact, HomG(A)(M,N) is a commutative inverse monoid with the honest morphism
[1M , 0MN , 1N ]
(induced by 0MN ∈ HomA(M,N)) as the additive zero.
The category G(A) is enriched over commutative inverse monoids equipped with the non-
closed symmetric tensor product of Definition A.5. Note that G(A) is in general not enriched
over commutative monoids with their standard tensor product: The additive zeros are in general
not absorbing, i.e., not preserved by the composition as the domain of ψ0 is that of ψ and the
codomain of 0ϕ is that of ϕ.
Analogous to Remark 2.3 we observe that:
Remark 2.6. The cokernel of the domain of ϕ±ψ is an extension of coker ıψ by a factor object
of coker ıϕ, and vice versa. Dually, the kernel of the codomain of ϕ±ψ is an extension of ker ψ
by a subobject of ker ϕ, and vice versa.
2.4. The computability of G(A).
Theorem 2.7. If A is a constructively Abelian category then G(A) is constructively a cate-
gory enriched over commutative inverse monoids.
Proof.
G(A) is a category:
(a) The identity morphism [1M , 1M , 1M ] of M in G(A) is constructible since the identity
morphism 1M in A is constructible.
(b) All operations involved in Definition 2.2 of the composition are computable in the con-
structive Abelian category A.
(c) A triple (ıψ, ψ, ψ) is a representative of a generalized morphism of A iff ıψ, ψ, ψ are
A-morphisms, the sources of ıψ, ψ coincide, the targets of ψ, ψ coincide, and ıψ is an
A-mono (which can be verified by the vanishing of its kernel) and ψ is anA-epi (which
can be verified by the vanishing of its cokernel).
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(d) The equality of two generalized morphisms represented by two triples is decidable, as
the conditions describing the equivalence of two representing triples are decidable in the
constructively Abeian category A.
G(A) is a category enriched over commutative inverse monoids:
(e,f) All operations involved in Definition 2.5 of the addition and subtraction are computable
in the constructively Abelian category A.
(g) The zero morphism [1M , 0MN , 1N ] from M → N in G(A) is constructible since all
three morphisms 1M , 0MN , 1N are constructible in A. 
In [Bar09] the enrichment over commutative inverse monoids plays no role, whereas other
properties which we omitted here become more relevant.
2.5. The subcategory GC(A) of Gabriel morphisms. From now on C denotes a thick subcat-
egory of the Abelian category A, i.e., a non-empty full subcategory of A closed under passing
to sub- and factor objects and forming extensions.
Definition 2.8. A Gabriel morphism (of A with respect to C) is a generalized morphism
[ıψ, ψ, ψ] : M → N with coker ıψ ∈ C and ker ψ ∈ C.
Denote by GC(A) the subclass of Gabriel morphisms w.r.t. C in G(A). Remark 2.3 states
that GC(A) is a subcategory of G(A) (which is wide, i.e., with the same class of objects), while
Remark 2.6 ensures that GC(A) inherits the enrichment of G(A) over the monoidal category
of commutative inverse monoids. Note that G(A) = GA(A).
For the notions used in following proposition and its proof we refer the reader to Appendix A.
Proposition 2.9. The zeroid of the commutative inverse monoid HomGC(A)(M,N) consists
of all Gabriel morphism ψ = [ıψ, ψ, ψ] : M → N with imϕ ∈ C.
Proof. Consider such a ψ and denote by πψ the cokernel epi of ψ. Define ϕ := [ıψ, ψπψ, ψπψ].
Then ker (ψπψ) ∈ C and ϕ = ϕ+ ψ, i.e., ψ belongs to the zeroid by Lemma A.2. Conversely,
let ϕ = ϕ + ψ. By replacing ϕ with 0(ϕ) we may assume ϕ an idempotent. And by replacing
the idempotent ϕ with ϕ + 0(ψ) we may assume that ϕ ≤ ψ, i.e., that the (co)domain of ψ
(co)dominates4 that of the idempotent ϕ. Since ϕ = ϕ+ ψ it now follows that imψ ∈ C. 
The bounded meet-semilattice E(HomGC(A)(M,N)) of idempotents is a modular sublattice
of E(HomG(A)(M,N)), but in general without a terminal object.
Definition 2.10. Define the zeroid Z(GC(A)) of the category GC(A) as the disjoint union
(over all M,N ∈ A) of the zeroids of the commutative inverse monoids HomGC(A)(M,N).
Remark 2.11. Let A be a constructively Abelian category and C ⊂ A a thick subcategory
for which we can decide5 the membership problem. It is evident from Definition 2.8 that the
membership in the wide subcategory GC(A) ⊂ G(A) becomes decidable as well. Hence, by
Theorem 2.7, GC(A) is constructively a category enriched over commutative inverse monoids.
4A mono κ is said to dominate the mono λ if there exists a (necessarily unique) lift λ/κ of λ along κ, i.e.,
(λ/κ)κ = λ. The notion of codomination is the dual one.
5By “decide” we always mean “algorithmically decide”.
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Furthermore, the zeroid Z(GC(A)) is a two-sided ideal in GC(A) (see Remark A.1 for the
corresponding statement in the context of semirings) for which membership is decidable by
Proposition 2.9.
3. THE COMPUTABILITY OF SERRE QUOTIENT CATEGORIES
In this section we explicitly verify that Serre quotient categoriesA/C of an Abelian category
A modulo a thick subcategory C are constructively Abelian once A is constructively Abelian
and the membership in C is decidable. This proof uses the Gabriel morphisms from last section
and underlies our computer implementation shown in Appendix C.
3.1. Preliminaries. The Serre quotient category A/C has the same object class as A and
Hom-groups defined by
HomA/C(M,N) = lim−→
M ′ →֒M,N ′ →֒N
M/M ′,N ′∈C
HomA(M
′, N/N ′).
The canonical functor Q : A → A/C is the identity on objects and maps a morphism ϕ ∈
HomA(M,N) to its image in HomA/C(M,N) under the maps
Hom(M ′ →֒ M,N ։ N/N ′) : HomA(M,N)→ HomA(M
′, N/N ′).
Again, A/C is an Abelian category and the canonical functor Q : A → A/C is exact.
Any morphism M ψ−→ N in A/C thus stems from a morphism in the category A with a
subobject M ′ of M as source and a factor object N/N ′ of N as target. The category GC(A)
now incorporates all morphisms in the defining direct system of the colimit Abelian group
HomA/C(M,N) into the single commutative inverse monoid HomGC(A)(M,N). Applying
Corollary A.3 we can thus replace the colimit description of HomA/C(M,N) by factoring out
the smallest group congruence in HomGC(A)(M,N). More precisely:
Corollary 3.1. The canonical homomorphism HomGC(A)(M,N) → HomA/C(M,N) of
semigroups induces an isomorphism of Abelian groups
HomA/C(M,N) ∼= HomGC(A)(M,N)/ZM,N .
where ZM,N is the zeroid of the commutative inverse monoid HomGC(A)(M,N). Furthermore,
the Serre quotient A/C is equivalent to the factor category GC(A)/Z(GC(A)).6
3.2. A/C is constructively Abelian. Gabriel proves in [Gab62, Proposition III.1.1] that A/C
is an Abelian category. In his proof he assumes at the beginning of each construction (e.g.,
of kernels and cokernels) that the involved A/C-morphism M → N is expressible as an A-
morphism M → N (which is the same as an honest Gabriel morphism). By this he allows
adapting the models for source and target of such morphisms a priori, which is justifiable by the
colimit. This assumption strongly simplifies his proof as it completely hides the colimit process
behind a “without loss of generality” statement. Explicitly keeping track of the colimit process
6 Such factor categories appear under the name “quotient category” in [Kel64]. Another example: The homo-
topy categoryK?(A) of an AbelianA is defined as the factor category of chain complexesCh?(A) by the two-sided
ideal of zero-homotopic chain morphisms. There the outcome is triangulated and in general not Abelian.
GABRIEL MORPHISMS AND THE COMPUTABILITY OF SERRE QUOTIENTS 9
by advancing along the corresponding direct system renders Gabriel proof constructive. This
is precisely achieved by the Gabriel morphisms which naturally evolved as a data structure for
morphisms in Serre quotient categories suitable for a computer implementation.
Proof of Theorem 1.1. Let L, M , and N be objects of A which we also consider as objects of
A/C. We go through all disjunctions and all existential quantifiers listed in Appendix B and
show how to turn them into constructive ones using Gabriel morphisms in A with respect to C
as a model for morphisms in A/C.
A/C is a category enriched over commutative inverse monoids7:
(a-g) Remark 2.11 states that GC(A) is a constructively a category enriched over commutative
inverse monoids and that the membership in its zeroid ideal Z(GC(A)) is decidable. All
constructions now follow from Corollary 3.1 where two morphisms in A/C are equal if
and only if the difference of the representing Gabriel morphisms lies in Z(GC(A)).
A/C is a category with zero:
(h) A zero object in A/C can be modeled by a zero object in A ⊂ GC(A).
A/C is a pre-additive category:
(i) The definition of the zeroid and Corollary 3.1 imply that HomA/C(M,N) with the above
(+,−, 0MN) is an Abelian group.
A/C is an additive category:
(j) The A/C-direct sum N ⊕ L is modeled by the A-direct sum N ⊕ L and the A/C-
projections are modeled by the honest Gabriel morphisms induced by theA-projections.
(k) Let ϕ = [ıϕ, ϕ, ϕ] : M → N, ψ = [ıψ, ψ, ψ] : M → L be two Gabriel morphisms
in A with respect to C. The product morphism {ϕ, ψ} : M → N ⊕ L is modeled by
passing to the common restrictions ϕ˜ = [κ, ϕ, ϕ] and ψ˜ = [κ, ψ, ψ] of ϕ and ψ and
taking {ϕ, ψ} := [κ, {ϕ, ψ}, ϕ ⊕ ψ].
A/C is a pre-Abelian category:
(l) Let ϕ = [ıϕ, ϕ, ϕ] : M → N . The kernel kerϕ κ→֒ M is modeled by the honest Gabriel
morphism induced by the composition kerϕ →֒ source ıϕ
ıϕ
→֒M .
(m) Computing the lift along the kernel mono we use Corollary 3.3 below.
(n) Let ϕ = [ıϕ, ϕ, ϕ] : M → N . The cokernel N ։ cokerϕ is modeled by the honest
Gabriel morphism induced by the composition N
ϕ
։ target ϕ ։ cokerϕ.
(o) Computing the colift is the dual of Lemma 3.2 and its Corollary 3.3 below.
A/C is a Abelian category:
(p) Computing the lift along a mono is the statement of Corollary 3.3 below.
(q) Computing the colift along an epi is again the dual statement. 
For the sake of an efficient implementation, we recommend giving direct constructions for
the natural embeddings into a coproduct and for the co-pairing morphism.
(h’) The embeddings are induced by the A-embeddings.
7Cf. Definition A.5.
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(i’) Let ϕ = [ıϕ, ϕ, ϕ] : N → M, ψ = [ıψ, ψ, ψ] : L → M be two Gabriel morphisms in
A with respect to C. The co-pairing morphism 〈ϕ, ψ〉 : N ⊕ L → M is modeled by
passing to the common coarsenings ϕ˜ = [ıϕ, ϕ, λ] and ψ˜ = [ıψ, ψ, λ] of ϕ and ψ andtaking 〈ϕ, ψ〉 := [ıϕ ⊕ ıψ, 〈ϕ, ψ〉, λ].
Mγ = MβLγ Kβ
L K
γ
γ
β
ı 
γ/β
β
3.3. The Lifting Lemma. We need some language
to describe lifts in the context of Gabriel morphisms.
Let β := [ıβ, β, λ] : K → M and γ := [ıγ, γ, λ] :
L→M be two Gabriel morphisms; we may assume
by a common coarsening that they have equal codo-
main8 λ. We define the subobject L := γ−1(im β) ≤
Lγ and call it the (β, γ)-adapted source of γ. We denote its embedding by ı : L →֒ Lγ , and,
by abuse of notation, the restriction of γ to L by γ := ı γ : L→ Mγ . Set K := Kβ/ ker β and
call it the (β, γ)-adapted source of β. We denote the natural epi by  : Kβ ։ K and, again by
abuse of notation, the induced morphism K →Mβ by β. By definition of L and K there exists
a unique lift
γ/β : L→ K
of γ : L → Mγ along the mono β : K → Mβ = Mγ . Its constructibility is guaranteed by
Axiom (p) in Appendix B of the constructively Abelian category A.
Lemma 3.2 (Lifting Lemma for Gabriel morphisms). Using the above notation let γ :=
[ıγ, γ, λ] : L → M and β := [ıβ, β, λ] : K → M be two Gabriel morphisms with equal
codomain λ. Furthermore, let ker β and (im β+im γ)/ imβ be in C. Then γ/β :=
[
ı ıγ ,
γ/β, β 
]
is a Gabriel morphism L→ K and the common adaptations of (γ/β)β and γ coincide.
γ
γ
β
β
ker γ
L
Lγ
L
ker λ
im γ im β
M
ker β = ker (β )
Kβ
K
Proof. The proof involves no further constructions. The cokernel of ı ıγ lies in C as the extension
of the two objects L/Lγ ∼= coker ıγ and Lγ/L ∼= (im β + im γ)/ imβ, both lying in C. The
kernel of β  coincides with ker β and is hence in C.
The rest of the claim can be read off the Hasse diagram where we identify the objects Lγ and
L = im (ı ıγ) with their images inL, Kβ with its image inK, and Mβ = Mγ withM/ ker λ. 
8In particular, the targets of γ and β coincide: Mβ = Mγ = targetλ.
GABRIEL MORPHISMS AND THE COMPUTABILITY OF SERRE QUOTIENTS 11
Corollary 3.3. Let [β] : K → M be a mono in A/C and [γ] : L → M another morphism
such that its composition with the cokernel epi of [β] vanishes. Without loss of generality we
can assume that [β] and [γ] are represented by the Gabriel morphisms β := [ıβ , β, λ] and
γ := [ıγ , γ, λ] with equal codomain λ, respectively. Then the unique lift of [γ] along [β] is
represented by the Gabriel morphism γ/β :=
[
ı ıγ,
γ/β, β 
]
: L→ K.
Proof. The two conditions on [β] and [γ] are nothing but the two condition ker β ∈ C and
(im β + im γ)/ im β ∈ C in the Lifting Lemma 3.2. 
Remark 3.4. The figure in the proof of Lemma 3.2 shows that lifts automatically introduce non-
full domains as soon as ker β is non-zero (in C) and introduce non-full codomains as soon as
(im β + im γ)/ im β is non-zero (in C). Summing up, objects in C often arise as obstructions
to the existence of certain (co)lifts in A. Computing modulo C, i.e., computing in A/C these
obstructions vanish and such (co)lifts exist.
Example 3.5. LetA be the category of finitely generated Abelian groups (orZ-modules) and
C the subcategory of finitely generated torsion Abelian groups. Consider the twoA-morphisms
β : Z
4
→֒ Z and γ : Z 6→ Z. The lift γ/β does not exist in A as the image of γ is not contained
in the image of β. But viewing β and γ as morphisms in A/C represented by honest Gabriel
morphisms in A w.r.t. C, the unique lift exists:
γ/β =
(
Z
2
→֒ Z,Z
3
−→ Z,Z
1
→֒ Z
)
.
Any good computer implementation should immediately profit when domains or codomains
are full, since then we get closer to compute in A rather than in A/C. In the language of Hasse
diagrams this means that a lot of dotted lines, which stand for subfactors in C, disappear. In our
application to coherent sheaves this is indeed very often the case.
4. COMPUTABILITY OF CATEGORIES OF COHERENT SHEAVES
In this section we apply the framework of Gabriel morphisms and show that categories of
coherent sheaves on projective schemes and smooth toric varieties are constructively Abelian.
Therefore, we consider the computability of categories of finitely presented graded modules.
4.1. The computability of certain (graded) module categories. In [BLH11] we showed, that
categories of finitely presented modules are constructively Abelian if the corresponding ring is
computable. In this subsection we formulate the same result in the graded context and describe
certain computable graded rings needed for the description of sheaves. We call a (unitial)
commutative ring R computable if there exists an algorithm to solve a linear systems over R,
i.e., to find an (affine) generating set of all X with B = XA for given matrices A and B over
R.
Theorem 4.1 ([BLH11, Theorem 3.4, §3.3,4]). If R is a computable ring then the category
of finitely presented R-modules is constructively Abelian.
One can analogously define the notion of a computable graded ring. In the following let D
be a finitely generated Abelian group. We call a D-graded commutative ring S computable
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(as a D-graded ring) if there exists an algorithm to find homogeneous generating sets of affine
spaces of solutions of linear systems B = XA over S. Similar to Theorem 4.1 one shows the
following corollary.
Corollary 4.2. If S is a computable D-graded ring then the category A = S-grmod of
finitely presented graded S-modules is constructively Abelian.
Now, we describe two classes of computable rings.
The first class are multigraded polynomial rings over a field, which we encounter in the toric
setting. Let S = k[x1, . . . , xn] be graded over a finitely generated Abelian group D satisfying
k is a computable field(*)
and deg(a) = 0 ∈ D for all a ∈ k∗.
The D-graded ring S = k[x1, . . . , xn] satisfying (*) is computable by standard Gröbner bases
methods (e.g. [AL94, §3.5,3.7]), which automatically respect the additional D-grading.
Corollary 4.3. The category of finitely presented graded modules over the graded ring S =
k[x1, . . . , xn] satisfying (*) is constructively Abelian.
The second class of rings describes projective varieties over an affine scheme SpecB.
Definition 4.4 ([AL94, §4.3]). A ring B is said to have effective coset representatives if
for every ideal I we can determine a set T of coset representatives of B/I , such that for every
b ∈ B we can compute a unique t ∈ T with b+ I = t+ I .
Many rings have this property, e.g., fields and Z. Furthermore, if B has effective coset
representatives then its residue class rings and polynomial rings as well. In the following we
consider the Z-graded polynomial ring S = B[x0, . . . , xn] satisfying
B is a computable ring with effective coset representatives(**)
and deg(x0) = . . . = deg(xn) = 1 and deg(b) = 0 for all b ∈ B \ {0}.
Proposition 4.5. The Z-graded ring S = B[x0, . . . , xn] satisfying (**) is computable as a
graded ring and has effective coset representatives.
Proof. There are well-known Gröbner bases techniques for S. Theorem 4.3.3 in [AL94] shows
that reduction yields unique elements and its proof shows that the coefficients of the represen-
tation of reduced elements are homogeneous. This also implies that the reduced elements are
themselves homogeneous. Finally, the syzygies construction above [AL94, Theorem 4.3.15]
produces homogeneous syzygies. 
Corollary 4.6. The category of finitely presented graded modules over the graded ring S =
B[x0, . . . , xn] satisfying (**) is constructively Abelian.
4.2. Coherent sheaves on projective spaces. In this subsection we prove Theorem 1.2 estab-
lishing the computability of the Abelian category CohPnB of coherent sheaves on the projective
space PnB (over SpecB). To this end let S = B[x0, . . . , xn] be a Z-graded polynomial ring over
B with deg(x0) = . . . = deg(xn) = 1 and deg(B) = {0}. Denote by S-grmod the category
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of finitely presented Z-graded S-modules and by S-grmod0 ⊂ S-grmod its full subcategory of
quasi-zero modules, i.e., those with Md = 0 for d≫ 0.
Theorem 4.7 ([BLH14a, Corollary 4.2]). Let B be a Noetherian ring. The exact and essen-
tially surjective sheafification functor S-grmod→ CohPnB,M 7→ M˜ induces an equivalence
S-grmod/S-grmod0
∼
−→ CohPnB
of categories, where S-grmod0 coincides with the kernel of the sheafification functor.
Lemma 4.8. Let the ring B have effective coset representatives, i.e., S = B[x0, . . . , xn]
satisfies (**). Then, one can decide whether a module is contained in S-grmod0.
Proof. Restricting M ∈ S-grmod to the i-th open standard affine chart yields the module
(Mxi)0 over the polynomial ring (Sxi)0 = B
[
x0
xi
, . . . , xn
xi
]
(with the same presentation matrix
as M). The sheafification M˜ = 0 if and only if the restricted modules vanish for all 0 ≤ i ≤ n.
(In case B is a computable field then M ∈ S-grmod0 if and only if the Hilbert polynomial
vanishes.) 
Now we can prove Theorem 1.2, i.e., that the category CohPnB is constructively Abelian if B
is a computable commutative ring with effective coset representatives.
Proof of Theorem 1.2. First, the category of finitely presented graded S-modules is construc-
tively Abelian by Corollary 4.6. Second, we can decide whether a module is contained in
S-grmod0 by Lemma 4.8. Thus, by Theorem 1.1 the category S-grmod/S-grmod0 is construc-
tively Abelian. The statement follows from the equivalence of categories in Theorem 4.7. 
The category of coherent sheaves over a closed subscheme X of PnB is also constructively
Abelian: instead of graded S-modules, one considers finitely presented graded S/I-modules,
where I is the homogeneous ideal defining X . Alternatively, one can work with the thick
subcategory graded S-modules whose annihilators contain I; the essential image of the sheafi-
fication is then CohX .
4.3. Coherent sheaves on toric varieties. In this subsection we prove Theorem 1.3 establish-
ing the computability of the Abelian category CohXΣ for a smooth toric variety XΣ with no
torus factors (cf. [CLS11] for notation). Let S = C[xρ | ρ ∈ Σ(1)] be the Cox ring of XΣ. This
ring is graded by the divisor class group ClXΣ. Denote by S-grmod the category of finitely
presented graded S-modules.
Theorem 4.9 ([BLH14a, Corollary 4.5]). Let XΣ be a toric variety with no torus factor. The
exact and essentially surjective sheafification functor S-grmod → CohXΣ,M 7→ M˜ induces
the equivalence
S-grmod/S-grmod0
∼
−→ CohXΣ
of categories where S-grmod0 is defined as the kernel of the sheafification functor.
As XΣ is smooth the membership in the subcategory S-grmod0 ⊂ S-grmod is decidable.
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Proposition 4.10 ([Cox95, Cor. 3.6], [CLS11, Prop. 5.3.10]). Let XΣ be a smooth toric
variety with Cox ring S and M ∈ S-grmod. Then M˜ = 0 if and only if some power of B(Σ) is
contained in the annihilator AnnS M , where B(Σ) ✂ S is the irrelevant ideal.9 In particular,
using well-known algorithms to compute annihilators and to test radical ideal membership
(Rabinowitsch trick) one can decide the membership in S-grmod0 for smooth toric varieties.
Now we can prove Theorem 1.3, i.e., that the category CohXΣ is constructively Abelian if
XΣ is a smooth toric variety without torus factors.
Proof of Theorem 1.3. First, the category of finitely presented graded S-modules is construc-
tively Abelian by Corollary 4.3. Second, the membership in S-grmod0 is decidable by Propo-
sition 4.10. Thus, by Theorem 1.1 the category S-grmod/S-grmod0 is constructively Abelian.
The statement follows from the equivalence of categories in Theorem 4.9. 
In the case where all maximal cones of the smooth fan Σ are full dimensional there is a more
efficient way to decide membership in S-grmod0. Let σ be a maximal cone, full dimensional
by assumption. Consider the inclusions Uσ ⊂ XΣ, where Uσ ∼= Cn. The inclusion map
ϕσ : C
σ(1) →֒ CΣ(1) sending (aρ)ρ∈σ(1) to (bρ)ρ∈Σ(1) with
bρ =
{
aρ ρ ∈ σ(1)
1 otherwise
induces the inclusion Uσ →֒ XΣ [CLS11, Prop. 5.2.10]. Thus, to compute Γ(Uσ, M˜) = (Mxσ̂)0
as a module over Γ(Uσ,OXΣ) = (Sxσ̂)0, we only need to substitute 1 for xρ whenever ρ 6∈ σ(1)
in the presentation matrix of M . Then M˜ is the zero sheaf if and only if Γ(Uσ, M˜) = 0 for all
maximal cones σ ∈ Σ.
For multigraded Hilbert polynomials and their relation to modules in S-grmod0 we refer the
reader to [MS05, Lemma 2.12].
For nonsmooth toric varieties (with no torus factor) S. Gutsche outlined in [Gut13] an algo-
rithm to compute the (Sxσ̂)0-module (Mxσ̂)0 and hence to decide the membership in S-grmod0
in the general case.
APPENDIX A. INVERSE SEMIGROUPS
In this section we recall some basic facts about inverse semigroups (cf. [Law98]).
A semigroup H is a set equipped with a associative binary operation ◦ : H × H → H . It
is called commutative10 if h ◦ h′ = h′ ◦ h for all h, h′ ∈ H . A monoid is a semigroup with
a neutral element, i.e., a (necessarily unique) n ∈ H satisfying n ◦ h = h = h ◦ n for all
h ∈ H . An element h ∈ H is called regular if it has at least one inverse, i.e., an element y ∈ H
satisfying h ◦ y ◦ h = h and y ◦ h ◦ y = y. It immediately follows that the two elements h ◦ y
and y ◦ h are idempotents and each idempotent e ∈ H is trivially of this form (set h = y = e).
A semigroup is called regular if all its elements are regular. It can be shown that inverses in
9This is already false for simplicial nonsmooth toric varieties, cf. [CLS11, Example 5.3.11] and [Cox95,
Prop. 3.5].
10The adjective Abelian is rarely used.
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regular semigroups are unique if and only if all idempotents commute, providing two equivalent
definitions of an inverse semigroup. Denote the subset of idempotents by E(H). It is then
the largest idempotent inverse (and hence commutative) subsemigroup, or equivalently, a meet-
semilattice for the partial order e ≤ f :⇐⇒ e = e∧f defined by the meet e∧f := e◦f = f ◦e.
It is bounded when H , and hence E(H), is a monoid. The unique inverse of h is denoted by h−1
(unless the semigroup is written additively then by−h). The mapping h 7→ h−1 is an involution
on H , i.e., (h−1)−1 = h and (h ◦ g)−1 = g−1 ◦ h−1.
Setting
h ≤ g ⇐⇒ h = g ◦ h−1 ◦ h (or equivalently h = h ◦ h−1 ◦ g)
defines a natural partial order on an inverse semigroup H which extends the one on E(H). The
meet-semilattice E(H) is a singleton only if H is a group.
A congruence ∼ on an (inverse) semigroup H is an equivalence relation which respects the
binary operation: g ∼ g′ and h ∼ h′ then g ◦ h ∼ g′ ◦ h′. The set H/ ∼ of equivalence classes
(with binary operation induced by ◦) is again an (inverse) semigroup. A congruence relation is
called a group congruence if H/ ∼ is a group. The congruence σ defined by
h ∼σ g :⇐⇒ ∃x ∈ H : x ≤ h, g
is the smallest11 group congruence of the inverse semigroup H . All idempotents are eas-
ily seen to be σ-equivalent but their σ-equivalence class Z(H) ⊇ E(H) might contain non-
idempotents, otherwise σ is called idempotent pure. In our applications σ is far from being
idempotent pure.
Remark A.1. We call Z(H) the zeroid of H following Bourne and Zassenhaus, who first in-
troduced it in [BZ58, Definition 4] as a distinguished two-sided ideal in a semiring with a
commutative additive semigroup H . In that context it the smallest strongly closed ideal (or
h-ideal) in the sense of [Iiz59]; an additively inverse semiring12 modulo its zeroid is a ring.
In the proof of Proposition 2.9 we need the following simple lemma:
Lemma A.2. Let H is an inverse semigroup. Then
Z(H) = {z ∈ H | ∃x ∈ H : x = x ◦ z} = {z ∈ H | ∃x ∈ H : x = z ◦ x}.
Obviously, requiring x ∈ E(H) does not alter the statement.
Proof. For z ∈ Z(H) we have z ∼σ e ∈ E(H), i.e., ∃x ∈ H : x = x ◦ x−1 ◦ e and
x = x ◦ x−1 ◦ z. The first equality implies x ∈ E(H) and hence x = x ◦ z by the second. For
the reverse inclusion let x = x ◦ z for x ∈ E(H). Then x = x ◦ z = x ◦ x−1 ◦ z, i.e., x ≤ x, z
which means that z ∼σ x ∈ E(H). 
In the rest of this section we consider commutative semigroups which we write additively. A
neutral element, in case it exists, will be denoted by 0.
Note that a commutative regular semigroup is the same thing as a commutative inverse semi-
group. In this case
0(h) := h− h = −h + h ∈ E(H)
11w.r.t. inclusion
12i.e., with a commutative inverse semigroup of addition
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is called the idempotent associated to h. More generally we define an action of Z as follows
z(h) =

h+ · · ·+ h︸ ︷︷ ︸
z
, z ∈ Z>0,
0(h) , z = 0,
(−z)(−h) , z ∈ Z<0.
Hence, a commutative inverse semigroup H defines a direct system of Abelian groups
(He := {h ∈ H | 0(h) = e})e∈E(H)
over the meet-semilattice E(H). In particular, H set-theoretically a disjoint union of Abelian
groups H =
⋃˙
e∈E(H)He. The converse also holds as a special case of [CP61, Theorem 4.11]:
Any direct system of Abelian groups over a meet-semilattice L defines a commutative inverse
semigroup H with E(H) ∼= L.
Denoting by H∞ := lim−→e∈E(H)He the colimit Abelian group we conclude:
Corollary A.3. The zeroid Z(H) of the commutative inverse semigroup H is the kernel of
the canonical homomorphism H → H∞. In particular, H∞ ∼= H/Z(H).
Remark A.4. The tensor product of commutative semigroups introduced in [Gri69] only as-
sumes bilinearity. This is enough for it to restrict to the full subcategory of commutative inverse
semigroups: −(h′ ⊗ h) = −h′ ⊗ h = h′ ⊗ (−h).
However, it does not restrict to the nonfull subcategory of commutative monoids which has
its own tensor product, characterizable as follows: The endofunctor − ⊗ H is the left adjoint
of the (internal) Hom(H,−) functor, where Hom(H,H ′) of two commutative monoids is again
a commutative monoid with pointwise multiplication as binary operation and neutral element
given by the constant map to the neutral element of H ′. Compared to the the tensor product for
commutative semigroups it additionally satisfies 0H′⊗h = 0H′⊗0H = h′⊗0H , which implies
that the latter is the neutral element of the tensor product monoid. The unit object of this closed
symmetric monoidal structure is given by the natural numbers (N,+, 0).
There is, however, a nonclosed symmetric monoidal structure on the full subcategory of
commutative inverse monoids defined as follows:
Definition A.5. The tensor product of two commutative inverse monoids is the tensor prod-
uct of their underlying commutative semigroups modulo the extra relations stating that 0H′⊗0H
is the neutral element.13 The unit object of this tensor product is the Abelian group Z and the
isomorphisms Z⊗H ∼= H ∼= H ⊗ Z are given by the above described action of Z.
This last tensor product has no right adjoint as it does not preserve the initial object (=zero
object=trivial monoid): {0} ⊗ ({0,∞},+) ∼= ({0,∞},+) ≇ {0}. Still, restricted to the full
subcategory of Abelian groups it yields the standard tensor product, where, again, 0H′ ⊗ h =
0H′ ⊗ 0H = h
′ ⊗ 0H holds14.
13Now 0H′ ⊗ h = 0H′ ⊗ 0(h) and h′ ⊗ 0H = 0(h′)⊗ 0H are idempotents but not necessarily neutral or equal.
14Proof. 0H′ ⊗ h+ g′ ⊗ g = (g′ − g′)⊗ h+ g′ ⊗ g = g′ ⊗ h− g′⊗ h+ g′ ⊗ g = g′ ⊗ (h− h+ g) = g′ ⊗ g.
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APPENDIX B. CONSTRUCTIVELY ABELIAN CATEGORIES
In this section we sum up the notation from our previous paper [BLH11], which introduced
the notion of a computable or constructively Abelian category as a constructive setup for ho-
mological algebra. If A is a constructively Abelian category then any construction becomes
algorithmic if it only depends on A being an Abelian category. See [Bar09] for a non-trivial
example, which details a construction of spectral sequences (of filtered complexes) only using
the axioms of an Abelian category. However, this approach goes beyond developing algorithms
for specific homological constructions; it is rather a framework which automatically turns any
construction only relying on the category being Abelian15 into an algorithm.
Definition B.1. Let A be an Abelian category. We say that A is constructively Abelian
(or computable) if all existential quantifiers and disjunctions appearing in the axioms can be
turned into constructive ones.
The following list only emphasizes the existential quantifiers and disjunctions of a Abelian
category, i.e., the axioms that need to be turned into constructive ones for computability. Thus,
we suppress the universal properties needed to correctly formulate some of the points below,
as we assume that they are well-known to the reader. A detailed treatise can be found, in the
arXiv version of [BLH11, Appendix A].
Let M,N,M1,M2 be objects in A.
A is a category
(a) For any object M there exists an identity morphism 1M .
(b) For any two composable morphisms ϕ, ψ there exists a composition ϕψ.
(c) HomA(M,N) is a set with decidable element membership.
(d) Equality of two morphisms in HomA(M,N) is decidable.
A is a category enriched over commutative inverse monoids16:
(e) There exists an addition (ϕ, ψ) 7→ ϕ+ ψ in HomA(M,N).
(f) There exists a subtraction (ϕ, ψ) 7→ ϕ− ψ in HomA(M,N).
(g) For all objects M,N there exists a zero morphism 0MN .
A is a category with zero:
(h) There exists a zero object 0.
A is a pre-additive category:
(i) HomA(M,N) with the above (+,−, 0MN) is an Abelian group.
A is an additive category:
(j) There exists a product M1 ⊕M2 and projections πi : M1 ⊕M2 → Mi such that
(k) for all pairs of morphismsψi : N →Mi, i = 1, 2 there exists a unique pairing {ψ1, ψ2} :
N →M1 ⊕M2.
A is a pre-Abelian category:
(l) For any morphism ϕ : M → N there exists a kernel kerϕ κ→֒M , such that
15This can be done for several enrichments along the same lines [BLH14b, BLH14c].
16Cf. Definition A.5.
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(m) for any morphism τ : L→ M with τϕ = 0 there exists a unique lift τ/κ : L→ kerϕ of
τ along κ, i.e., (τ/κ)κ = τ .
(n) For any morphism ϕ : M → N there exists a cokernel N ǫ։ cokerϕ, such that
(o) for any morphism η : N → L with ϕη = 0 there exists a unique colift ǫ\η : cokerϕ→ L
of η along ǫ, i.e., ǫ(ǫ\η) = η.
A is an Abelian category:
(p) Any mono is the kernel of its cokernel, i.e., for any mono κ : K →M with cokernel epi
ϕ and any morphism τ : L→ M with τϕ = 0 there exists a unique lift τ/κ : L→ kerϕ
of τ along κ, i.e., (τ/κ)κ = τ .
(q) Any epi is the cokernel of its kernel, i.e., for any epi ǫ : N → C with kernel mono ϕ and
any morphism η : N → L with ϕη = 0 there exists a unique colift ǫ\η : cokerϕ→ L of
η along ǫ, i.e., ǫ(ǫ\η) = η.
Example B.2. The category of finitely generated torsion-free Abelian groups is pre-Abelian
but not Abelian. This follows as the mono 2 : Z → Z is not the kernel (which is the zero
morphism Z→ 0) of its cokernel. In particular, 2 : Z→ Z is mono and epi but not iso.
APPENDIX C. EXAMPLE OF A SPECTRAL SEQUENCE COMPUTATION FOR SHEAVES
We demonstrate17 the difference between computations in the categories A = S-grmod and
A/C = S-grmod/S-grmod0 ≃ CohPn by computing the so-called grade filtration of a graded
S-module M ∈ A and of its sheafification F = M˜ ∈ A/C, respectively. Codomains naturally
appear in the latter computation.
Below we use the bidualizing spectral sequence to compute the grade filtration following
[Bar09, Appendix B]. Quadrat’s alternative approach to the grade filtration [Qua13] is also
general enough to allow the passage to quotient categories of coherent sheaves.
Consider the graded ring S = Q[x, y, z]. We define a graded S-module M ∈ A = S-grmod
on 6 generators satisfying 6 relations given by the rows of the matrix mat below.
gap> LoadPackage( "GradedModules" );
true
gap> Q := HomalgFieldOfRationalsInSingular( );;
gap> S := GradedRing( Q * "x,y,z" );;
gap> mat := HomalgMatrix( "[ \
> -x^2*z+x*y*z+x*z^2,y^2*z,-x*z+y*z,x-y,0, 0, \
> -x^3+x^2*y+x^2*z, x*y^2,-x^2+x*y,0, x-y, -x*y,\
> 0, 0, 0, x*y,-y*z,0, \
> 0, 0, 0, x^2,-x*z,0, \
> 0, 0, 0, x*z,-z^2,0, \
> 0, 0, 0, 0, 0, z \
> ]", 6, 6, S );
<A 6 x 6 matrix over a graded ring>
17using the packagnes of the homalg project [hpa14]; all computations can be reproduced on the homalg-
online server for which only a web browser is required (http://homalg.math.rwth-aachen.de/).
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gap> M := LeftPresentationWithDegrees( mat, [ 0, 0, 1, 2, 2, 1 ] );
<A graded module presented by 6 relations for 6 generators>
We define its sheafification F = M˜ over P2 = Proj(S).
gap> LoadPackage( "Sheaves" );
true
gap> F := Sheafify( M );
<A coherent sheaf on some 2-dimensional projective space>
First we compute the grade filtration of the graded module M induced by the (second quad-
rant) bidualizing spectral sequence
IIE2pq(M) := Ext
−p
• (Ext
q
•(M,S), S) =⇒
{
M, for p+ q = 0
0, otherwise,
where Ext• denotes the graded Ext over S (see [Bar09, §9.1.3]). Then we compute the grade
filtration of the sheafification F induced by
IIE2pq(F) := Ext
−p(Extq(F , S), S) =⇒
{
F , for p+ q = 0
0, otherwise,
where Ext denotes the sheaf Ext over P2.
gap> II_E_M := BidualizingSpectralSequence( M );
<A stable homological spectral sequence with pages at levels [ 0 .. 4 ]
each consisting of graded modules at bidegrees [ -3 .. 0 ]x[ 0 .. 3 ]>
gap> II_E_F := BidualizingSpectralSequence( F );
<A stable homological spectral sequence with pages at levels [ 0 .. 3 ]
each consisting of sheaves at bidegrees [ -3 .. 0 ]x[ 0 .. 3 ]>
The Display command prints the board of the corresponding collapsing first spectral se-
quence IEpq consisting of the three pages IE0pq, IE1pq, IE2pq. Then it prints the board of the sec-
ond spectral sequence IIEpq, i.e., the bidualizing spectral sequence. For IIEpq(M) we have five
pages, which is the maximal possible number of pages. For IIEpq(F) the spectral sequence has
four pages, which is again the maximal possible number. We display their boards18 side by side.
gap> Display( II_E_M ); gap> Display( II_E_F );
The associated transposed spectral sequence:
a homological spectral sequence at bidegrees [ [ 0 .. 3 ], [ -3 .. 0 ] ]
--------- ---------
Level 0: Level 0:
* * * * * * * *
* * * * * * * *
* * * * * * * *
. * * * . * * *
--------- ---------
Level 1: Level 1:
18Legend: * , nonzero object, s , nonzero object which has stabilized, and . , zero object.
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* * * * * * * *
. . . . . . . .
. . . . . . . .
. . . . . . . .
--------- ---------
Level 2: Level 2:
s . . . s . . .
. . . . . . . .
. . . . . . . .
. . . . . . . .
Now the spectral sequence of the bicomplex:
a homological spectral sequence at bidegrees [ [ -3 .. 0 ], [ 0 .. 3 ] ]
--------- ---------
Level 0: Level 0:
* * * * * * * *
* * * * * * * *
* * * * * * * *
. * * * . * * *
--------- ---------
Level 1: Level 1:
* * * * * * * *
* * * * * * * *
* * * * * * * *
. . * * . . * *
--------- ---------
Level 2: Level 2:
s . . . . . . .
* . . . . . . .
* * * . . * s .
. . * * . . . *
--------- ---------
Level 3: Level 3:
s . . . . . . .
* . . . . . . .
. . s . . . s .
. . . * . . . s
---------
Level 4:
s . . .
. . . .
. . s .
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. . . s
Our algorithms also provide the isomorphisms from the filtered sheaf to F . Let
N := coker

· · · x −z ·
xyz −xz2 −xz + yz −y z ·
x2y −x2z −x2 + xy · x− y −xy
· · · · · z

be the graded S-module with the above matrix of relations for 6 abstract generators of degrees
[0, 0, 1, 2, 2, 1]. The isomorphism N˜ → F is given by the Gabriel morphism (1N , m, ), where
 is the cokernel epi of β : S ( · · · x −z · )−−−−−−−→M and m : N → coker β is represented by the matrix
m =

· −1 · · · ·
1 · · · · ·
−x −y −1 · · ·
· · · −1 · ·
· · · · −1 ·
· · · · · −1
 .
Grothendieck remarks [Gro57b, p. 19]:
It is particularly convenient to use, when we have a spectral sequence (cf. 2.4) in
A, the fact that some terms of the spectral sequence belong to C: reducing mod
C (i.e. applying the functor Q), we find a spectral sequence in A/C in which the
corresponding terms vanish, whence we have exact sequences mod C, with the
help of the usual criteria for obtaining exact sequences from spectral sequences
in which certain terms have vanished.
Gabriel morphisms allow us to compute directly with sheaves (in A/C) rather than with
graded modules in A = S-grmod. The sheaf spectral sequence IIEpq(F) stabilizes on page
earlier than the module one IIEpq(M); the nonzero graded modules on the IIE3pq(M) which did
not yet stabilize all lie in C = S-grmod0. We can say that computing the above codomain 
corresponds to the last page of IIEpq(M).
It would be interesting to know if there exist algorithms to compute “resolutions modulo C”
of graded modules inA, i.e., where only the sheafification of such a resolution is required to be
acyclic. Such potentially shorter resolutions might be cheaper to compute than A-resolutions.
APPENDIX D. THE COMPUTABILITY OF GABRIEL LOCALIZATIONS
The Gabriel morphism approach has advantages over two other approaches we present in this
appendix. The language of Gabriel morphisms establishes the computability of A/C (cf. Defi-
nition B.1) by realizing the colimit as computing modulo the zeroid. The other two approaches
require the thick subcategory C to be localizing and that the corresponding localization monad
is computable. However, even if a localization monad exists and is computable, as the case in
our application to coherent sheaves, computing the monad seems to be expensive on average.
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D.1. Preliminaries on Gabriel localizations. In this subsection we recall some results about
Gabriel localizations. See [Gab62, BLH13] for details.
Let A be an Abelian category and C ⊂ A a thick subcategory. An object M ∈ A is called
C-saturated if Exti(C,M) = 0 for i = 0, 1 and all C ∈ C. Denote by SatC(A) the full
subcategory of C-saturated objects.
The thick subcategory C is called localizing if the canonical functor Q : A → A/C admits a
right adjoint S : A/C → A, called the section functor of Q. It is fully faithful, left exact, and
preserves products.
Denote by δ : Q ◦S → IdA/C and η : IdA → S ◦Q the counit and unit of the adjunction
Q ⊣ S , respectively. The counit δ is a natural isomorphism in our setup. We call such a
canonical functor Q a Gabriel localization and the associated monad
(W , η, µ) := (S ◦Q, η, µ = S δQ)
the Gabriel monad. An object M in A is C-saturated if and only if ηM : M → W (M) is an
isomorphism. The essential image of S is SatC(A). In particular, SatC(A) ≃ S (A/C) ≃ A/C
is an Abelian category.
Define the saturation functor Q̂ := co-resSatC(A) W : A → SatC(A). The adjunction
Q̂ ⊣ (ι : SatC(A) →֒ A) corresponds under the above equivalence to the adjunction Q ⊣ (S :
A/C → A). They both share the same adjunction monad W = S ◦Q = ι ◦ Q̂ : A → A. In
particular, Q̂ is exact and ι preserves kernels and products.
D.2. The computability of SatC(A). In case C is a localizing subcategory of the Abelian cate-
goryA then by A/C ≃ SatC(A) the computability of A/C would follow from that of SatC(A).
This subsection shows that the computability of SatC(A) is implied by the computability of the
Gabriel monad W .
Definition D.1. We call a monad (W , η, µ) computable if the underlying functor together
with the unit η and the multiplication µ are computable19.
SatC(A) ≃ W (A) are not in general Abelian subcategories of A (in the sense of [Wei94,
p. 7]), as the embedding functor ι : SatC(A) → A is only left exact. Thus, all constructions in
the (full) replete subcategory SatC(A) ⊂ A coincide with those in A except for cokernels. The
following proposition resolves this problem with the cokernel.
Proposition D.2. Let A be a constructive Abelian category and C a localizing subcategory.
If the Gabriel monad (W , η, µ) is computable then SatC(A) ≃ A/C is constructively Abelian.
Proof. The full embedding functor ι : SatC(A) →֒ A preserves kernels and products. It
remains to treat cokernels (and their colifts) which is the content of Lemma D.3. 
Lemma D.3. Let M ϕ−→ N be a morphism in the category SatC(A). Then20 cokerSatC(A) ϕ ∼=
Q̂(cokerA ϕ) with the cokernel epi ǫSatC(A),ϕ : N → cokerSatC(A) ϕ given by the composition of
19 If (W , η, µ) is computable then we can decide membership in C. If µ : W 2 → W is an isomorphism then
ηW = W η is the (unique) inverse of µ by the coherence conditions. In this case the computability of µ follows
from that of W and η.
20We write cokerA ϕ for cokerA ι(ϕ).
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the A-morphisms
ι(N)
ǫA,ϕ
−−→ cokerA ϕ
ηcokerA ϕ−−−−−→ W (cokerA ϕ) ∼= ι(cokerSatC(A) ϕ),
where ǫA,ϕ is the cokernel epi of ϕ in A and η is the unit of the monad W . In particular, the
colift in SatC(A) arises from applying the saturation functor Q̂ to the colift in A.
Proof. Consider the exact sequence ι(M) ι(ϕ)−−→ ι(N) ǫA,ϕ−−→ cokerA ϕ → 0 in A. The exactness
of Q̂ yields an exact sequence W (M) W (ϕ)−−−→ W (N) Q̂(ǫA,ϕ)−−−−→ Q̂(cokerA ϕ) → 0 in SatC(A)
(which might not be exact in A). The counit of the adjunction δ̂ : Q̂ ◦ ι ∼→ IdSatC(A) yields the
following commutative diagram
W (M) W (N) Q̂(cokerA ϕ) 0
M N cokerSatC(A) ϕ 0
W (ϕ) Q̂(ǫA,ϕ)
ϕ ǫSatC(A),ϕ
δ̂M
∼= δ̂N
∼= ∼=
The natural isomorphism cokerSatC(A) ϕ ∼= Q̂(cokerA ϕ) now follows from the essential unique-
ness of the cokernel.
The last assertion follows from the triangle identity (ηι)(ιδ̂) = Idι and the commutation rules
ηι(N)W (ǫA,ϕ) = ǫA,ϕηcokerA ϕ, expressing that η is a natural transformation.
W (ι(M)) W (ι(N)) W (cokerA ϕ) 0
ι(M) ι(N) ι(cokerSatC(A) ϕ) 0
W (ι(ϕ)) W (ǫA,ϕ)
ι(ϕ) ι(ǫSatC(A),ϕ)
(ιδ̂)M ∼= (ιδ̂)N ∼=
∼=(ηι)M (ηι)N

D.3. Gabriel-Zisman localization. The concept of Gabriel localizations is a special case of
Gabriel-Zisman localizations (cf. [GZ67, Prop. I.1.3]). We describe the special case, which
relies on the adjunction Q ⊣ (S : A/C → A). For the general case see [GZ67, Chap. 1.2].
They use the unit of the adjunction η : IdA → W and the Hom-adjunction
ΦM,N = ΦQ(M),Q(N) : HomA/C(Q(M),Q(N)) ∼= HomA(M,W (N)),
to describe a morphism ψ : Q(M) → Q(N) in A/C as M ΦM,N (ψ)−−−−−→ W (N) ηN←− N , a right
fraction of two morphisms in A.
One can use the 2-arrow calculus of right fractions for the computability ofA/C. We suppress
the details.
Corollary D.4. Let A be a constructively Abelian category. If the Gabriel monad (W , η, µ)
is computable then A/C (with above the calculus of right fractions) is constructively Abelian.
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D.4. Comparison of the computational approaches. Both the computability of SatC(A)
from Proposition D.2 and the Gabriel-Zisman localization from Corollary D.4 rely on satu-
ration. For the computability of SatC(A) we need to saturate the input and all cokernels (taken
in A), and in Gabriel-Zisman’s calculus of right fractions we need to compute the unit of the
adjunction ηN : N → W (N) for every object N occurring as target of a morphism. In our
applications to coherent sheaves both the saturation and the computation of the unit of the ad-
junction seem to be expensive. In particular, the approach of Gabriel morphisms seems best
suited for an efficient implementation.
For the sake of completeness, we describe how to convert a morphism from one computa-
tional model to another.
We can associate to a Gabriel morphism ϕ = [ıϕ, ϕ, ϕ] : M → N in A with respect to C a
morphism in SatC(A) by applying the saturation functor Q̂ : A → SatC(A) to ϕ which turns
ıϕ and ϕ into isomorphisms. Thus we can invert them and get
Q̂(ϕ) := Q̂(ıϕ)
−1
Q̂(ϕ)Q̂(ϕ)
−1 : Q̂(M)→ Q̂(N).
Conversely, any morphism ψ̂ : Q̂(M) → Q̂(N) yields a Gabriel morphism from M to N
defined as the lift (ηM ψ̂)/ηN of ηM ψ̂ along ηN , both regarded as honest Gabriel morphisms
(cf. Lemma 3.2).
To any morphism M ϕ−→ W (N) ηN←− N inA/C described by a right fraction we can associate
the morphism ϕ̂ := W (ϕ)(ηW (N))−1 : W (M) → W (N) in W (A). Conversely, to any mor-
phism ϕ̂ : W (M) → W (N) in W (A) we can associate the morphism M ϕ−→ W (N) ηN←− N
defined by ϕ := ηM ϕ̂.
To any Gabriel morphism [ı, ϕ, ] we can associate the right fraction
M
ηMW (ı)
−1W (ϕ)W ()−1
−−−−−−−−−−−−−→ W (N)
ηN←− N .
Conversely, any right fraction M ϕ−→ W (N) ηN←− N yields a Gabriel morphism from M toN de-
fined as the lift ϕ/ηN of ϕ along ηN , both regarded as honest Gabriel morphisms (cf. Lemma 3.2).
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