Abstract. We obtain a functional central limit theorem (CLT) for sums of the form ξ N (t) =
Introduction
Ergodic theorems for nonconventional averages
became a well established field of research. Here T is a measure preserving transformation, f i 's are bounded measurable functions and q i 's are polynomials taking on integer values on integers. The name "nonconventional" comes from [3] and general polynomial q i 's in this setup were first considered in [1] . Taking f i 's to be indicators of measurable sets we obtain asymptotic results on numbers of multiple recurrences which was the original motivation for this study. The probabilistic counterpart of ergodic theorems is the law of large numbers and from this point of view it was natural to proceed trying to obtain other probabilistic limit theorems for corresponding nonconventional expressions and this line of research was originated by [5] followed by a series of papers.
In particular, a functional central limit theorem (CLT) was recently obtained in [6] for expressions of the form
F (X(q 1 (n)), ..., X(q ℓ (n))) −F where {X(n), n ≥ 0}, is a sufficiently fast mixing vector valued process with some stationarity properties satisfying certain moment conditions, F is a continuous function with polynomial growth and certain regularity properties,F = F d(µ × · · · × µ), µ is the common distribution of X(n) and q i (n) = in for 1 ≤ i ≤ k ≤ ℓ while when ℓ ≥ i > k they are positive functions taking on integer values on integers and satisfying certain growth conditions. In the case when q i 's are all polynomials those growth conditions require that deg q i+1 > deg q i whenever ℓ > i ≥ k.
In this paper we restrict ourselves to the case of polynomial q i 's but eliminate completely the above degree growth conditions considering arbitrary (nonconstant) polynomials taking on positive integer values on positive integers which are ordered so that q 1 (n) < q 2 (n) < ... < q ℓ (n) for sufficiently large n. In particular, we have that deg q i+1 ≥ deg q i where the equality is allowed and that some of the differences q i+1 (n)−q i (n) can be just positive constants while others converge to ∞ as n → ∞. We also recall that by Cramer's rule for linear equations q i (N) ⊂ N, i = 1, ...ℓ implies that these polynomials have rational coefficients. The goal of this paper is to derive a functional central limit theorem for nonconventional expressions (1.1) where q i , i = 1, ..., ℓ are polynomials described above whileF is the same as in (1.1) if q i+1 (n) − q i (n) → ∞ as n → ∞ for all i = 1, ..., ℓ − 1 but if some of these differences are just constants thenF has a different form described in the next section.
Our method relies on martingale approximations approach developed in [6] and we refer the reader to there for many details. The main additional ingredient here is the study of limiting covariances in our general situation which leads to some number theory questions about integer valued polynomials. The special difficulty arises here because of possibility of stretches of k > 1 nonlinear polynomials q i (n), ..., q i+k−1 (n) of equal degree which was not allowed in [6] . Moreover, we allow these polynomials to differ only by a constant but this situation is reduced in Section 3 to the case when always q i+1 (n) − q i (n) → ∞ as n → ∞.
As in [6] our results hold true when, for instance,
T is a mixing subshift of finite type, a hyperbolic diffeomorphism or an expanding transformation taken with a Gibbs invariant measure, as well, as in the case when X(n) = f (Υ n ), f = (f 1 , ..., f d ) where Υ n is a Markov chain satisfying the Doeblin condition considered as a stationary process with respect to its invariant measure. In the dynamical systems case each f i should be either Hölder continuous or piecewise constant on elements of Markov partitions. As an application we can consider F (x 1 , ..., x ℓ ) = x
in the dynamical systems case and X j (n) = I Aj (Υ n ) in the Markov chain case where I A is the indicator of a set A. If N (n) is the number of l's between 0 and n for which T qj(l) x ∈ A j for j = 0, 1..., ℓ (or Υ qj (l) in the Markov chains case), where q 0 = 0 , then N (n) is the number of ℓ−tuples of polynomial return times to A j 's (either by T qj (l) or by Υ qj (l) ). Then our result yields a functional central limit theorem for the number N ([tn]).
Preliminaries and main results
Our setup consists of a ℘-dimensional stochastic process {X(n)} n≥0 on a probability space (Ω, F , P ) and a nested family of σ − algebras
We will measure the dependence between two sub σ − algebras G, H ⊂ F via the quantities
(Ω, H, P ) and g q ≤ 1}.
Then more familiar mixing (dependence) coefficients can be expressed via the formulas (see [2] , Ch. 4),
and accordingly
We refer the reader to Section 2 of [6] for additional clarification and relations between quantities (2.2). In order to ensure some applications, in particular, to dynamical systems we will not assume that X(n) is measurable with respect to F n,n but instead impose conditions on the approximation rate
where x = (x 1 , ..., x ℓ ), z = (z 1 , ..., z ℓ ). Let the nonconstant polynomials q i , i = 1, ..., ℓ, satisfy q i (N) ⊂ N, and for sufficiently large n, q 1 (n) < q 2 (n) < ... < q ℓ (n) which implies that for sufficiently large n,
namely, those differences are either positive constants or converge to ∞. We remark that lim n→∞ q i (n) = ∞ implies that q i 's have positive leading coefficients. Employing Cramer's rule for solutions of systems of linear equations we conclude easily from q i (N) ⊂ N that these polynomials have rational coefficients. Let 0 < r 1 < r 2 < ... < rl −1 < ℓ be all indexes such that for i = r j , j = 1, ...,l − 1 the limits in (2.6) equal ∞. Set also r 0 = 0 and rl = ℓ. Then q i − q rs+1 = k i ∈ N is constant for any 0 ≤ s ≤l − 1 and r s < i ≤ r s+1 . Let (2.7)D = {q i − q rs+1 : 0 ≤ s ≤l − 1 and r s < i ≤ r s+1 } be the set of the above constant differences including 0 and set℘ = |D|℘ where |Γ| denotes the cardinality of a finite set Γ.
To simplify the formulas we assume the centering condition
where ν i is the distribution of (X(0), X(q ri−1+2 − q ri−1+1 ), ..., X(q ri − q ri−1+1 )) and
Observe that if all differences q i+1 (n) − q i (n) tend to ∞ as n → ∞, i.e.D contains only 0, then r i = i for each i and as in [6] ,
The condition (2.8) is not really a restriction since we can always replace F by F −F . Our goal here is to prove a functional central limit theorem for
with the function F and the polynomials q i , i = 1, ..., ℓ described above. We do not require stationarity of the process {X(n), n > 0} assuming only that the distribution of X(n) does not depend on n and the joint distribution of X(n 1 ), X(n 2 ), ..., X(n 2|D| ) depends only on n i − n i−1 , i = 2, 3..., 2|D| which we write for further reference by (2.10)
where k ≤ 2|D| and Y ∼ µ means that Y has µ for its distribution. We will refer to this condition as 2|D|−stationarity. Observe that
Again, if all differences q i+1 (n) − q i (n) tend to ∞ as n → ∞ then |D| = 1 and the second condition in (2.10) reduces to (X(n 1 ), X(n 2 )) ∼ µ n2−n1 which was assumed in [6] . For each θ > 0, set
Our results rely on the following assumption.
2.1. Assumption. With d = (l − 1)℘ there exits ∞ > p, q ≥ 1, and δ, m > 0 with
Similarly to [6] it will be important to represent the function F = F (x 1 , ..., x ℓ ) = F (y 1 , ..., yl) in the form
where for i <l,
m k > 0 which can be written also as
. Observe that for any 1 ≤ s ≤l there exits a unique k such that i k−1 ≤ r s−1 < r s ≤ i k and set
By (2.15) we can write
Our main result is the following theorem.
2.2.
Theorem. Suppose that assumption 2.1 holds true. Then thel−dimensional process {ξ i,N (t)}l i=1 converges in distribution as N → ∞ to a centered Gaussian process {η i (t)}l i=1 with stationary independent increments and the covariances having the form
For any i and j such that deg q ri = deg q rj the quantity D i,j is given by Propositions 5.2 and 5.3 taking into account (3.5). Furthermore, D i,j = 0 if deg q ri = deg q rj making components of the vector valued processes {η i :
where
Next, if m k > 1 and i k−1 < r i , r j ≤ i k we say that r i and r j belong to one equivalence class if there exist rational s, r and t such that q ri (y) = q rj (ry + s) + t for any y. If A and B are two distinct equivalence classes and r i ∈ A, r j ∈ B then D i,j = 0 and {η i } ri∈A and {η j } rj∈B are independent. Finally, the the distribution of the process ξ N (·) converges to a Gaussian process η(·) which can be represented in the form
and may not have independent increments.
The strategy of the proof of Theorem 2.2 is similar to [6] and it is based on martingale approximations of each process ξ i,N (t), i = 1, ...,l and on computing asymptotic covariances appearing in (2.21). The latter question poses additional difficulties here in comparison to [6] since we allow now polynomials q j , q j+1 to have the same bigger than 1 degree which was prohibited in [6] and restricted generality there. Moreover, we allow here polynomials q j , q j+1 which differ only by a constant so that in this case X(q j (n)) and X(q j+1 (n)) are not weakly dependent even for large n which was crucial for the proof in [6] . Nevertheless, in Section 3 we make a reduction to the case where the latter situation is eliminated and q j+1 (n) − q j (n) tends to ∞ as n → ∞ for all j. The study of covariances
when degq i =degq j leads to certain number theory questions. They were considered in [6] for the case degq i =degq j = 1 but here we have to deal with them also for degrees higher than 1 which leads to some question concerning integer valued polynomials which will be answered in Section 4.
2.3.
Remark. To shorten formulas and corresponding explanations we assume that the polynomials q j , j = 1, ..., ℓ are nonconstant. In fact, the setup allowing also constant "polynomials" can be dealt with in the same way. Indeed, let q −k (n) ≡ n −k < q −k+1 (n) ≡ n −k+1 < · · · < q −1 (n) ≡ n −1 be positive integers and we are interested in proving a functional central limit theorem for expressions of the form
where q j (n) ≥ an → ∞ as n → ∞ for any j ≥ 1 andF =F (ω) is a centralizing random variable defined bȳ
The first step is the representation
where y −1 = (x −k , ..., x −1 ) and F − i's are defined as in (2.16)-(2.17) replacing (y 1 , ..., y i ) by (y −1 , y 1 , ..., y i ). Next, our method requires to study covariances and second moments which leads to expectations of expressions having the form
Set also
Then imposing some Hölder and growth conditions on G which will come from (2.4) and (2.5) in corresponding applications we derive from Corollary 3.6(ii) of [6] that
is sufficiently small when l(n, m) is large, and so |EQ − ER(X(n −k ), ..., X(n −1 ))| is also small. This means that in all computations of expectations and covariances we can view X(n −k ), ..., X(n −1 ) as constants (i.e. freeze them), and so they essentially do not influence computations. We observe that, in fact, we can consider even more general situation obtaining functional central limit theorem for expressions of the form
Here F (ω, x 1 , ..., x ℓ ) is a random function which is either measurable with respect to F −∞,n for some n or it is well approximable by conditional expectations with respect to these σ-algebras in the sense of the approximation coefficient appearing in (2.3) andF
2.4.
Remark. In [6] a functional central limit theorem was obtained also for continuous time nonconventional expressions of the form
Suppose now that all q j 's are polynomials with q j (s) → ∞ as s → ∞ (constant "polynomials" can be treated as in Remark 2.3). The first step is again the rep- (2.15 ) and the corresponding representation (2.20). Similarly to Section 6 in [6] we see that if max(degq i ,degq j ) > 1 then
It follows from here that only F − i's with degq i = 1 play a role in the central limit theorem for ξ N , and so essentially we reduce the problem to the setup of [6] . If, unlike [6] , we allow that some differences q i+1 − q i are constant then this additional complication can be eliminated reducing the problem to the case when lim t→∞ (q i+1 (t) − q i (t) for all j ≥ 1 as described in Section 3.
Reduction to the casel = ℓ
The first step of the proof is reducing the problem to the case where all the limits in (2.6) equal ∞. We redefine the setup as follows. Set
is also the ratio of the leading coefficients of
Then under our assumptions, {Z(n), n ≥ 0} is a 2−stationary℘−dimensional process satisfying Assumption 2.1 with the same {F n,m } and having the distribution
ẑl).
It is easy to see that G satisfies conditions (2.4) and (2.5) (see Remark 3.3 in [6] ) and the setup determined byl, {p i , i = 1, ...,l},℘ and G satisfies our assumptions for the case where all the limits in (2.6) with p i 's in place of q i 's equal ∞. Observe that
where G i , i = 1, ...,l are defined for the function G as in (2.16)-(2.17) replacing (y 1 , ..., y i ) by (z 1 , ..., z i ) and ν i by ν. Furthermore, for any s = 1, ...,l define ζ s,N (t) by (2.19) replacing there F i by G i and X(q ri (n)) by Z(p i (n)). Then
where as we said
Asymptotic density of polynomial type
Suppose that q 1 , ..., q k are polynomials of degree m > 1. We assume that lim n→∞ q i (n) = ∞ which implies that the leading coefficients of q i are all positive.
which can be written also as
where for u = 1 we set M (j) = a(j)
q ti (y) = q t1 (c t1,ti (y − x i )) for any y ∈ R then a(t 1 , ...., t n ) = lcm(α 2 , ..., α u ) (where lcm denotes the least common multiple) and
On the other hand, if c ti,t1 ∈ Q or c ti,t1 ∈ Q but for some 2 ≤ i ≤ u there exists no x i ∈ Q such that (4.2) is satisfied then M (t 1 , ..., t u ) = 0. Finally, with
and thus with ν(r)
Observe that (4.2) is equivalent to the equality q ti (y) = q t1 (ty + s) for any y ∈ R with some t, s ∈ Q and that existence of such s, t is, in fact, an equivalence relation between two polynomials. Thus if (4.2) holds true then for any 1 ≤ i, j ≤ u there exists x i,j ∈ Q such that q tj (y) = q ti (c ti,tj (y − x i,j )) for any y ∈ R and the limit (4.1) can be positive only if q ti , i = 1, ..., u are in the same equivalence class. Before proving Lemma 4.1 we give two simple examples. Suppose that q 1 (x) = x m . Then the asymptotic density of the natural numbers n such that n = m q i (l i ) for some l i ∈ N and all 2 ≤ i ≤ k is zero unless each q i has the special form q i (y) = s . Moreover, suppose that q 2 (x) = x m . Then the asymptotic density of natural numbers n such that m q 1 (n) ∈ N equals zero if q 1 does not have the form q 1 (y) = t m (y − x) m for some x, t ∈ Q and if it has the latter form then the asymptotic density equals |{0,1...,α−1}∩t(Z−x)| α where t = α β . Proof. Let u > 1 and 1 ≤ t 1 < ... < t u ≤ k. We first need the following result. Let r / ∈ Q, 1 2 > ε > 0 and x ∈ R. Set B(x, r, ε) = {l ∈ N : ∃n ∈ N such that |n − rl − x| < ε}.
Then the upper asymptotic density of B(x, r, ε) satisfies
This follows from fact that {(rl) mod 1, l ∈ N} is equidistributed on [0, 1) and that the condition |n − rl − x| < ε implies that (rl) mod 1 lies in a union of at most two intervals whose lengths do not exceed ε. Next, let n 1 ∈ N. We are interested in solving the equations
where n i ∈ N, i = 2, ..., u. First, we make a linear change of variables by writing down n i = c i n 1 + x i , where c
. By Taylor expansion around 0 of the polynomial R i,xi (y) = q ti (c i y + x i ) − q t1 (y) where x i is considered as a parameter we obtain that
where writing f (s) for the s−th derivative of a function f we obtain dominates the right hand side of (4.4). Thus, taking upper limit and applying (4.3) we conclude that lim sup
Hence, letting ε to zero we obtain
Next, suppose that c i ∈ Q for each i = 2, ..., u and that |x i | ≤ M . Then,
This together with (4.4) yields that for all n 1 large enough there exists no solution to the equation q ti (n i ) = q t1 (n 1 ) unless c .4) is not zero for large n 1 . This implies that x i ∈ Q and by Taylor expansion around x i it is equivalent to (4.5) q ti (y) = q t1 (c
, ∀y ∈ R. On the other hand, (4.5) implies that n i = c i n 1 + x i solve the equation q ti (n i ) = q t1 (n 1 ). It remains to check whether n i ∈ N when x i satisfies (4.5) and n 1 is sufficiently large. Write down x i = ri si and c i = βi αi . We want c i n 1 + x i to be a natural number. Write down 
and the latter is a disjoint union. Here
Thus, the set
q ti (N)} differs from B only by a finite number of members and hence it suffices to show that (4.6) lim
where a = lcm(α 2 , ..., α u ) and M is the number of the nonempty sets having the form
We claim that if {n : n mod α i = w
ji , i = 2, ...u} is not empty then it has the form of {z + ka}
ji be a member of this set and
ji be the next member. Then α i m i = α j m j = b which implies that b is divisible by α 2 , ..., α u , and so it is also divisible by a and we can write down m = n + la. On the other hand, n + a = (k i + a αi )α i + w = c i,j we obtain
Now, by the inclusion-exclusion principle
which is positive since A 1 = N, completing the proof.
Asymptotic covariance behavior
Here we will prove (2.21) under Assumption 2.1. As explained in (3.5), we focus on the casel = ℓ. Before we begin remark that by Lemmas 3.1 and 3.2 from [6] and by (2.4)-(2.5), for any n ∈ N and i = 1, ..., ℓ,
We need the following result. For any 1 ≤ i, j ≤ ℓ and n, l ∈ N set b i,j (n, l) = E F i X(q 1 (n)), ..., X(q i (n)) F j X(q 1 (l)), ..., X(q j (l)) .
5.1.
Lemma. Suppose that all the limits in (2.6) equal ∞. Then there exists a nonincreasing function h(m) ≥ 0, satisfying
This assertion was proved in Lemma 4.2 of [6] relying on the mixing rates (2.12)-(2.13) and on the inequality q i+1 (n) − q i (n) ≥ n for sufficiently large n. In our polynomial setup there exists C > 0 such that q i+1 (n) − q i (n) ≥ Cn for sufficiently large n, and so the proof of Lemma 5.1 for our setup proceeds in the same way as in [6] and we refer the reader to there.
Proposition.
Suppose that all the limits in (2.6) equal ∞.
0 for any 1 ≤ s ≤ j and let α, β > 0. Then the limit
exists and equals min(α, β)D i,j , where
and these series converge absolutely. Here ν i,j = gcd(a
. Otherwise (i.e. for all other x), L i,j (x) = 0.
This result was proved in Proposition 4.1 of [6] in the case that linear q j 's satisfy q j (n) = jn, relaying on the mixing rates (2.12)-(2.13). The proof of Proposition 5.2 goes exactly in the same way as in [6] and it is omitted. Next, 5.3. Proposition. Suppose that all the limits in (2.6) equal ∞. Let α, β > 0 and 1 ≤ i ≤ j ≤ ℓ such that deg q j > 1, i.e only q i can be linear. Then the limit
Suppose that deg q i = deg q j = m k > 1. If i < j, c i,j ∈ Q and with some x i,j ∈ Q,
where a(i, j) and M (i, j) are defined in Lemma 4.1 and
Here (s v , t v ), v = 1, ..., r are the couples (s, t), 1 ≤ s ≤ i, 1 ≤ t ≤ j satisfying deg q s = deg q t and c s,t = c i,j , such that for any y ∈ R q s (y) = q t (c
On the other hand, if i = j then
Finally, if i < j and c i,j ∈ Q or c i,j ∈ Q but (5.1) is not satisfied for any x i,j ∈ Q then D i,j = 0.
Proof. Let 1 ≤ i ≤ j ≤ ℓ such that deg q j > 1 and α, β > 0. The proof for the case where deg q i = deg q j goes exactly as the proof of Proposition 4.5 of [6] and it is omitted. Suppose that i k−1 < i, j ≤ i k and deg q i = deg q j = m k = m > 1. Let n, l ∈ N and write down n = cl + x where c = c i,j = (
where α i = αc i,i k−1 +1 and β i = βc j,i k−1 +1 . First, observe that by the Taylor expansion around 0 of q i (cy + x) − q j (y) as a function of y we obtain that
and f (u) is the u−th derivative of a function f . Similarly since l = c
i (0)). For any s = 0, 1, ...m − 1, lim x→∞ g u (x) = ∞. Therefore, there exists M 1 > 1 such that for any x > M 1 and n, l ∈ N satisfying n = cl + x,
for some positive constants C 1 , C 2 and C 3 . Hence, since n ≥ l + x,
Similarly, by letting x → −∞, there exists M 2 > 1 such that for any x < −M 2 and n, l ∈ N satisfying n = cl + x,
Suppose that c / ∈ Q. Let y 1 , ..., y r be the roots of g m−1 . For any 0 < ε < 1 2 set A ε = {l ∈ N : |n − cl − y t | < ε for some n ∈ N and t ≤ r}.
Then by (4.3), (5.8) lim sup
Next, for any l ∈ A ε and s = 1, ..., r let n s (l) be the only positive integer satisfying |n − cl − y s | < ε if it exists. If it does not exist we set n s (l) = 1. Then by (5.8) and our moment conditions (2.14),
On the other hand, let n, l ∈ N and x ∈ R be such that l / ∈ A ε , n = cl + x and |x| ≤ M = max(M 1 , M 2 ). Then, since g s , s = 0, ..., m − 1 are continuous, there exist K 1,ε , K 2 > 0 such that
Hence, if min(n, l) is sufficiently large and |x| ≤ M , then by (5.4),
where C ε > 0. Thus, for such n, l and x,
where K ε > 0. By (5.6), (5.7) and (5.10) with
Observe that for any nonnegative monotone decreasing sequence satisfying
Thus, lim s→∞ sh(K ε s) = 0, and so
Finally, letting ε → 0 in (5.9) we obtain D i,j (α, β) = 0.
Next, suppose that c ∈ Q. Let n, l ∈ N and x ∈ R be such that n = cl + x and |x| ≤ M = max(M 1 , M 2 ). Suppose that there exists 0 < u < m such that g u (x) = 0. Observe that
Hence, by (5.4) and since |x| ≤ M , there exists C 6 > 0 such that whenever min(n, l) is sufficiently large,
and hence
with some C 7 > 0. Set A(N ) = I(N ) {x| g u (x) = 0 for some 0 < u < m} and
where I(N ), J 1 (N ) and J 2 (N ) are defined in (5.3). By (5.6), (5.7), (5.11) and (5.12),
with some C > 0. Observe that ∞ s=1 h(C 7 (|x| + s)) converges to 0 as |x| → ∞ since ∞ s=1 h(s) < ∞. The fact that c ∈ Q implies that |A(N )| <ĈN for somê C > 0 and that N − cN has the form
for some a 1 , a 2 and b 1 , b 2 > 0. Hence, (5.14) lim
Next, we compute the limit of (5.15)
where x i,j is such that for c u q
As in the proof of Lemma 4.1 this is equivalent to the equality
for any y ∈ R. In this case, the asymptotic density of l's such that cl + x i,j ∈ N is 
which by Lemma 4.3 from [6] converges to
If i < j then for any l such that cl + x i,j ∈ N we are interested in the block partition (see Lemma 4.3 from [6] ) of the numbers
Suppose that deg q s = deg q t . If c = c i,j = c s,t or c = c i,j = c s,t and there exists m > u > 0 satisfying c u q
s (x i,j ) = q (u) t (0) then by (5.4) there exits C 8 > 0 such that |q s (cl + x i,j ) − q t (l)| > C 8 l for sufficiently large l. Otherwise, q s (cl + x i,j ) − q t (l) = q s (x i,j ) − q t (0) which also holds for s = i and t = j with this specific x i,j . On the other hand, if deg q s = deg q t then clearly there exists C 9 > 0 such that |q s (cl + x i,j ) − q t (l)| > C 9 l for sufficiently large l. Hence, by Lemma 4.3 from [6] and the proposition follows.
Proof of Theorem 2.2
In this section we prove Theorem 2.2. As explained in Section 3, we assume without a loss of generality thatl = ℓ. In this case r i = i, i = 0, 1, ..., ℓ and F i (X (q 1 (n) ), ..., X(q i (n))).
Observe that there exists R > 0 such that the functions q −1 i • q j , 1 ≤ i, j ≤ ℓ are all defined on [R, ∞). Thus by beginning the summation in the definition of ξ i,N from someR > 0 we can assume that these function are well defined on [0, ∞) which will make the following arguments more clear.
Before we begin, we remark that the proofs of propositions 5.8 and 5.9 from [6] and of Lemma 5.2 from [4] also work in our polynomial setup since they relay on the mixing rates (2.12),(2.13) and on Corollary 3.6 from [6] together with the inequality q i+1 (n) − q i (n) ≥ n for sufficiently large n. Assuming ℓ =l, there exists C > 0 such that q i+1 (n) − q i (n) ≥ Cn for sufficiently large n, and so the proofs of the above Propositions 5.8 and 5.9 and Lemma 5.2 proceed for our setup in the same way as in [6] and [4] .
We will use the following notations which appeared in [6] . converges in distribution to a Gaussian process (η i (·))
and that (η i ) ℓ i=1 has the properties described in Theorem 2.2. Observe that for any convergent sequence a n → a, 
