MIMO communications over relay channels by Fan, Yijia
16> 
MIMO Communications over Relay Channels 
Yijia Fan 
A thesis submitted for the degree of Doctor of Philosophy. 
The University of Edinburgh. 
December 2006 
Abstract 
The use of multiple antennas at both ends of a point-to-point wireless link, called multiple-input 
multiple-output (MIMO) technology, promises significant improvements in terms of spectral ef-
ficiency and link reliability. A large amount of research has been focussed on the point-to-point 
MIMO systems in the last decade. However, its application in future generation wireless net-
works has not been thoroughly investigated. It is also widely believed that ad hoc networking 
or multi-hop cellular networks are important new concepts for future generation wireless net-
works, where either mobile or fixed nodes (often referred to as relays) are used to help forward 
the information to the desired user. In this scenario, the information is transmitted in a relay 
channel rather than a point-to-point channel. The potential benefit of incorporating MIMO 
technology into relay channels is of significant importance and an interesting topic. 
In this thesis we investigate MIMO techniques for relay channels. We first concentrate on 
the single antenna relay networks, where each node is equipped with a single antenna. In 
this scenario, a scheme called cooperative diversity has been widely discussed, where multiple 
relays are united in the network as a "virtual antenna array", to mimic a MIMO system. We 
propose a novel cooperative diversity scheme that can improve the spectral efficiency of the 
network, especially for high signal to noise ratios (SNR). We analyze the capacity bounds for 
such schemes and also describe a signalling method to approach this capacity bound. 
We then move to the multi-antenna node scenario, where each node is equipped with multi-
ple antennas. We propose different signalling methods and routing protocols for MIMO relay 
channels and use capacity as a performance metric to evaluate and compare them. The proposed 
signalling methods can be applied together with the proposed routing schemes. Incorporating 
them can facilitate the cross-layer design. 
Finally, we discuss a network scenario where some nodes are equipped with multiple antennas, 
others are equipped with single antennas. We constrain ourselves to the case where the source 
and destination are equipped with a single antenna. We characterize the capacity performance 
and the diversity-multiplexing tradeoff of such a network. We show that relaying can offer a 
significant performance advantage over non-relay transmission in certain scenarios, by applying 
signal combining techniques for the point-to-point MIMO link into relay channels. 
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Wireless communications began over 100 years ago with the invention of the radiotelegraphy 
by Guglielmo Marconi, and became a rapidly developing field in industry since the cellular 
concept was conceived by Ring at Bell Labs in 1947. This idea required dividing the service 
area into smaller cells. Each cell is covered by a fixed base-station, which offers phone services 
for the wireless subscribers who are within the cell. 
Over the past few decades, wireless cellular systems around the world have gone through sev-
eral phases, first came the analogue age, such as the advanced mobile phone service (AMPS) 
proposed in 1970; then came the digital age, such as the global system for mobile (GSM), 
the time-division-multiple-access (TDMA) standard developed in USA (IS-136), and code-
division-multiple-access (CDMA) (IS-95). With increasing use of wireless internet in the late 
1990s, the demand for higher spectral efficiency and data rates has led to the development of 
the so called third generation (3G) wireless technologies. Though cellular systems were origi-
nally developed for telephony (voice services), current and future systems (3G and beyond) are 
designed to handle both data and/or voice [2]. While some of the 3G systems are essentially 
evolutions of previous cellular systems, others are designed to fulfill different types of data 
services. An example is the ad hoc network [3,4]. Here, instead of having a base station, all 
nodes are equivalent. The network organizes itself into links between various pairs of nodes 
and develops routing tables using these links. This type of system is often used in certain local 
area networks (LAN) such as battlefield due to its lack of centralized control and limited node 
capability. However, in future generation wireless systems, it is possible to incorporate the ad 
hoc network into cellular network structure. The key benefits underlying this combination is 
improved capacity and coverage enhancement due to relaying. 
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Figure 1.1: An example of routing in one cell of a multi-hop cellular network, where BS denotes 
base station, MS denotes mobile station. 
1.2 Relay networks 
Relaying is a technique where a node (relay) helps another node (source) to forward the infor-
mation to the desired node (destination). Relaying can be especially convenient for wireless 
networks due to the broadcast nature of wireless communications. In a multi-node network, a 
transmission from any node not only reaches the desired node, but all other nodes. This of-
fers the chance to exploit the space dimension in a wireless network by applying relaying at 
different nodes to transmit the message cooperatively. 
An example of a relay network is the so-called multi-hop cellular or mesh network[5, 6], which 
combines the benefits of ad hoc networks and cellular networks. Figure 1.1 offers a simplified 
illustration of a cell. The base station (BS) is in the center, while several mobile stations (MS) 
are within the cell. When the source or destination are far away from the base station, signals 
can be forwarded to the desired user via one or more intermediate transceivers (i.e. relays), 
which are located in a more favorable location relative to the base station (e.g. Route 1). Relays 
can be either fixed nodes or mobile nodes in this scenario. Furthermore, when the users are 
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located close to each other, an ad hoc network environment can be created so that the nodes 
can transmit the signals cooperatively, without resorting to the base station. Another example 
of network structures applied relaying includes the sensor network[7]. 
Generally speaking, two main benefits might be obtained through applying relaying in a net-
work. 
Capacity and coverage enhancement: One fundamental aspect of wireless communica-
tion is the phenomenon of fading: The time variation of the channel strengths due to the 
small-scale effect of multipath fading, as well as larger-scale effects such as path loss 
via distance attenuation and shadowing by obstacles. The large-scale fading limits the 
throughput and coverage of the whole network. For example, in a cellular network, users 
near the cell edge or behind a large obstacle might not be able to communicate with the 
base station efficiently. In this scenario, using relays which have better links to both the 
users and the base station will significantly improve the energy efficiency, the capacity 
between the user and the destination, and the cell coverage. 
Link reliability improvement: Even if the users are located in a good position relative 
to the base station, the small-scale fading can still impair the link quality whenever the 
channels are in a deep fade. By applying relaying, the destination might receive multiple 
copies of the same message from different fading channels. Therefore, it is possible to 
avoid deep fading through exploiting the diversity of the relay channel. One way is to 
apply signal combining at the destination to average out the overall fading effect. 
In general, it is widely believed that relaying is going to be a key technology for future genera-
tion wireless networks [2,5]. 
1.3 Multiple-input multiple-output (MIMO) wireless systems 
Another technology exploiting the space dimension of wireless communications is the so-called 
multiple-input multiple-output (MIMO) technology, where multiple antennas are deployed at 
both ends of a point-to-point wireless link. MIMO technology originated from the smart an-
tenna array techniques dating back several decades[8], and was initially implemented in a mil-
itary context. The purposes for using antenna arrays were mainly to provide improved space 
diversity gain and to suppress co-channel interference and noise in adverse fading channels and 
3 
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igure 1.2: A point-to-point MIMO system. 
hence obtain an acceptable error performance for each user in the system. The concept of an-
tenna arrays was extended as MIMO for use in civilian cellular systems and was first introduced 
by Jack Winters in 1987[9], for two basic communication systems. These are (1) communica-
tion between multiple terminals and base station with multiple antennas and (2) communication 
between two terminals each with multiple antennas. While research began on the first type in 
the early 1990s[10-14], since the mid 1990s much more effort has been focused on the second 
type [15-20], which is shown in Figure 1.2. 
The benefits of a MIMO system over single-input single-output (SISO) system are mainly due 
to two aspects. One is its diversity gain, which is often obtained by transmitting the same 
message through different sub-channels and then combining them at the receiver. Examples 
exploiting the diversity of MIMO system include space-time block coding [21-23], transmit 
beamforming[24] and antenna selection[25]. As discussed in Section 1.2, diversity can signifi-
cantly enhance the link reliability of the system. The other benefit is the so-called multiplexing 
gain, which can be considered as the number of data streams a MIMO system can simultane-
ously support. Generally speaking, a MIMO system with M transmit antennas and N receive 
antennas can support at most mm (M, N) data streams. This also means that for high signal 
to noise ratio (SNR) the capacity for a MIMO system is mm (lvi, N) times as that of a SISO 
system. Multiplexing gain can be maximized by certain spatial multiplexing structures such as 
BLAST [15, 261. 
MIMO technology has been adopted into 3G mobile and fixed wireless standards such as IEEE 
F 
802.11, and is promising for future generation wireless systems. 
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1.4 Contributions 
A lot of research has been conducted for both relay networks and MIMO systems. However, 
there is not much work focusing on the combination of them. The potential benefit of incorpo-
rating MIMO technology into relay channels is of great importance, and is the main focus of 
the thesis. We divide our research into three scenarios, namely single antenna relay channels, 
multiple antenna relay channels, and single and multiple antenna relay channels. 
In single antenna relay channels, each node is equipped with a single antenna. In this scenario, 
a scheme called cooperative diversity has been discussed widely, where multiple relays are 
united in the network to form a "virtual" MIMO system. We propose a novel transmission 
scheme that can improve the spectral efficiency of the network, especially for high SNRs. We 
analyze the capacity bounds for such schemes and also describe a signalling method to approach 
this capacity bound. 
We then move to multiple antenna relay channels, where each node is equipped with multi-
ple antennas. We propose different signalling methods and routing protocols for MIMO relay 
channels and use capacity as a performance metric to evaluate and compare them. The proposed 
signalling methods can be applied together with the proposed routing schemes. Incorporating 
them can facilitate cross-layer design for MIMO relays. 
Finally, we discuss a "hybrid" scenario where some nodes are equipped with multiple anten-
nas, and others are equipped with single antennas. We constrain ourselves to the case where the 
source and destination are equipped with a single antenna. We characterize the capacity perfor-
mance of such a network. We show that relaying can offer a significant performance advantage 
over non-relay transmission in certain scenarios by applying signal combining techniques for 
the point-to-point MIMO link into relay channels. 
1.5 	Structure of thesis 
The rest of the thesis is organized as follows. In Chapter 2, we give an introduction to major 
topics which will be useful throughout the thesis. This includes a detailed introduction to wire-
less propagation models, MIMO techniques and relay networks. From Chapter 3 to Chapter 
5, we will discuss the three different scenarios mentioned in Section 1.4, with each chapter 





In this chapter we offer some background for MIMO systems and relay networks. The content 
of this chapter will be frequently referred in the rest of the thesis. For the communication 
systems discussed in this thesis, we always assume a discrete complex baseband model. The 
reason is that in typical wireless applications most of the processing such as coding/decoding or 
modulation/demodulation is actually done at the baseband, though communication often occurs 
in a passband. We will introduce some key concepts for wireless MIMO or relay channels, 
and also characterize the performances of different signalling and coding schemes for MIMO 
systems or relay networks. 
2.1 Wireless fading channels 
We start with an introduction to wireless fading channels. More details for this section can 
be found in some classic textbooks [27, 28]. Unlike wired connection, in a wireless channel 
the signal arrives at the destination through different physical propagation paths, which we 
refer to as multipath. Multipath results from reflection and diffraction caused by objects in 
the environment or refraction in the medium. We refer to all these distorting mechanisms as 
"scattering". The signal power variation caused by scattering is often referred to as fading. 
There are roughly two main types of fading, depending on their effects on the different space 
and time scales: a) Large scale fading, which can be further divided to pathloss and shadowing, 
b) small scale fading, which also refers to multipath fading. 
2.1.1 Pathioss 
Pathioss presents the mean energy loss of the transmitted signals as function of distance. In 
cellular environments, the pathloss can be simply approximated by: 




where PT is the transmit power, Pr is the receive power, x denotes the transmission range, and 
y is often referred to as the path loss exponent. In practice -y may vary from 2.5 to 6 in different 
environments [29, 30]. 
2.1.2 Shadowing 
Shadowing effects of large objects such as buildings or hills can also cause signal variation, 
which we refer to as shadowing. It has been observed that the received signal power under 
shadowing approaches a log-normal distribution [27], Combined with pathloss, the received 
power can be expressed by: 
Pr = PTX'1O7'° 	 (2.2) 
where is a random variable drawn from a normal distribution with a mean of 0 dB and a 
standard deviation 8 (dB). 
2.1.3 Multipath fading 
Multipath fading refers to the rapid fluctuations of the received signals and is mainly caused by 
the constructive and destructive interference of the multiple signal paths between the transmitter 
and receiver. If we assume that there are a large number of independent random scattered paths, 
then the envelope of the received signal follows a Rayleigh distribution. We refer to this kind of 
multipath fading as Rayleigh fading. Specifically, in a discrete-time complex baseband model 
the channel coefficient can be expressed as: 
h=a+/3i 	 (2.3) 
where a and 3 are independent identically distributed Gaussian random variables with zero 
mean and variance ç. The magnitude h has a Rayleigh density function given by: 
I _ 	' 
f (x) = - exp 
2:2  
-- J, 
x > 0 	 (2.4) 
and the squared magnitude I h 2 is exponentially distributed with density: 







Figure 2.1: Signal power fluctuation vs range in wireless channels. 
In this thesis the value of a is always assumed to be 1. 
If there is a line of sight (LOS) path present between transmitter and receiver, the Ricean dis-
tribution [12] is often used as an alternative model to Rayleigh fading model. In Ricean model, 
a factor K is used as a ratio of the received signal power for LOS path to that for Non-LOS 
paths, i.e., scattered paths. However, in this thesis we always use Rayleigh fading model for 
analysis, which is assumed in most existing literatures. Figure 2.1 shows the combined effects 
of pathloss and fading on received power in a wireless channel. 
One important characteristic of multipath fading is the delay spread Td. Roughly speaking, it 
is the difference in propagation time between the longest and shortest path, counting the paths 
with significant energy [31]. When Td is considerably longer than one transmission symbol 
time, the channel acts like a tapped delay line filter and is said to be frequency-selective. Inter-
symbol interference might occur in this scenario as different symbols might arrive at the same 
time on different propagation paths. When Td is much less than one transmission symbol 
time, one single channel filter tap is sufficient to represent the channel and the channel is in 
a condition called flat fading. In a discrete-time complex baseband model, the input-output 
relation between the transmitter and receiver can be expressed by: 
y = /ijhs + n. 	 (2.6) 
where 77 is transmit power, .s is the input signal, y is the output signal and n is the additive 
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Gaussian noise generated at the receiver. Both s and ri are assumed to have zero mean and 
unit covariance. In this thesis, we always assume that the channel is flat fading. However, 
it has been shown that the frequency selective fading channel can be converted to an equiva-
lent frequency flat fading channel by signal processing methods such as Orthogonal Frequency 
Division Multiplexing(OFDM)[32, 33]. 
Another important characteristic for multipath fading is called the channel coherence time T. 
This denotes the time duration in which the multipath fading coefficients remain roughly the 
same. This parameter reflects the time-scale of the variation of the channel and is mainly 
dictated by the Doppler spread due to movement of the transmitter or receiver. 
To build a simple model for a fading channel, the coefficient h is assumed to remain constant 
over each coherence time T of I symbols and is Lid. across different coherence periods. This 
is the so-called block fading model, which will be used throughout the thesis. Each value of ii 
is called a channel realization. 
Based on different T and transmission rates, we can further categorize the channel intofastfad-
ing and slow fading. In wireless communications, information is often coded into codewords, 
each of which consists of different symbols. In fast fading, one codeword length is often as-
sume to cover a large number of channel blocks. In slow fading, however, one codeword length 
is often assumed to be less than one channel block length. See Figure 2.2 for illustration of 
these two concepts. In practice these two scenarios not only depend on the channel itself but 
might also correspond to applications based on different delay requirements. Fast fading can 
be assumed for applications that can deal with large delays (e.g. file downloads), while slow 
fading is often assumed for a low delay requirement, such as voice applications. In this thesis, 
we mainly concentrate ourselves on the slow fading channel. 
2.1.4 Channel state information 
We note that in all analysis in this chapter, the receiver is always assumed to have full channel 
state information (CSI). This means that the receiver can obtain the exact channel coefficients 
for each fading realization. In practice this can be done by using training sequences and channel 
estimation techniques [34]. The transmitter, might either have full CSI or no CSI, depending on 
different scenarios. For example, in a time division duplex (TDD) system, the receiver might 














(a) Fast fading 
 
(b) Slow fading 
 
Figure 2.2: Block fading models. (a) Fast fading. (b) Slow fading. 
resource and signaling overheads. 
2.2 Time invariant channel 
In this section, we begin our introduction to MIMO systems with the time invariant channel, 
then we move further into slow fading channel in the next section. 
2.2.1 Single-input single-output channel 
Before we investigate the performance of MIMO systems, we firstly look at the single-input 
single-output (SISO) system. We use Shannon capacity to measure the system performance. 
Shannon capacity is defined as the maximal transmission rate at which reliable communication 
can be established [36]. For a bandlimited system discussed in the thesis, the Shannon capacity 
given a value of receive signal to noise ratio (SNR) can be written as: 
C = 1092 (1 + SNR), 	 (2.7) 
where SNR is the value of SNR. Information theory shows that as long as the transmission rate 
is below C, the information can be recovered with an arbitrary small error rate if the coding 
block length is long enough. The proof of the Shannon capacity theorem can be conducted in 
different ways and can be found in several text books (e.g. [36, 37]). 
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Figure 2.3: System model for a point-to-point MIMO link with M transmit antennas and L 
receive antennas. 
Assuming an input-output relation expressed by (2.6) with fixed value of Ii, the capacity of 
SISO system can be expressed by 
C = 1092 (i + h2) 	 (2.8) 
in bits/s/Hz. Here we denote the value of i as SNR 1 . At high SNR, the capacity can be 
approximated by 
C 	1092SNR + 10921 h 12. 
	 (2.9) 
Later we will use this expression to compare with capacity behavior of the MIMO channel. 
2.2.2 MIMO channel 
With M transmit antennas and L receive antennas, the input output relation for a MIMO system 
in a flat fading environment can often be expressed as: 
r=/Hs+n, 	 (2.10) 
'Note that the SNR can also be defined as q I h1 2, which is often called receive SNR as shown in (2.7). In the 
Rayleigh'fading scenario, it is the instantaneous SNRand its average is equal to the value of ij when o = 1. Here 
we use the value of 77 for simplicity of further analysis. 
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where r is the L x 1 received signal vector. i now becomes the power per transmit antenna at 
the source. The vector s is the M x 1 transmit signal vector and n is the L x 1 complex circular 
additive white Gaussian noise vector at relay k which has zero mean and identity covariance 
matrix. H is the L x M channel transfer matrix. Figure 2.3 illustrates the system model. 
With different CSI at the transmitter, the capacity for MIMO systems can be different. In the 
following we will discuss the capacity performance when CSI is either fully available or not 
available at the transmitter. 
2.2.2.1 Full CS! 
With full CSI at the transmitter, the capacity for a MIMO channel can be expressed byi161: 
C = 	max 1092 det (IL + T1HR33H"), 	 (2.11) 
Tr(R)—M 
where R is the covariance matrix for signal vector s. This equation can be maximized by 
choosing R 8 optimally. By singular value decomposition (SVD)[38], the matrix H can be 
expressed in the form: 
H = UDVH 	 (2.12) 
where matrix U and V are unitary matrices, and D is the diagonal matrix which contains the 
singular values of the matrix H. If we assume H has full rank, the optimal R35 can be expressed 
by: 
R38 = 	 (2.13) 
where E is an diagonal matrix given by 
E=diag{ ly 1 ...  7min(LM)} 	 (2.14) 







Figure 2.4: Converting the MIMO channel into parallel channel through SVD. 
The channel capacity in this scenario can be written as: 
min(M,L) 
1092 (1+iA-y), 	 (2.15) 
where each ) is the square of ith singular value of D. Equation (2.15) implies that the optimal 
capacity performance can be achieved by a decomposition of the MIMO channel into several 
parallel channels, while optimally allocating powers to each of them. The realization of this 
process is shown in Figure 2.4, where the signal vector 9, which has the covariance matrix E, is 
first multiplied by V and transmitted through the channel. The receiver multiplies the receive 
signal vector by UH  before performing detection. The details of this process have also been 
introduced in some textbooks [31,40]. 
2.2.2.2 No CSI 
When the transmitter has no CSI, it has no preferred channel direction. The vector s in this 
scenario may be chosen to be statistically non-preferential, i.e., 	= 'M In this scenario, 
the capacity can be expressed as: 
C = 1092 det (IL + ? HHH) 	 (2.16) 
Note that this expression can also be expressed in a sum of parallel channel capacities through 
singular value decomposition of H: 
min(M,L) 
C= 	1092 (1+iA). 	 (2.17) 
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For high SNR (i.e., 77) values, (2.17) can be approximated as: 
min(M,L) 
C = min (L, M) 1092 SNR + > 	1092(Xi). 	 (2.18) 
Compared with the capacity of SISO channel (2.9), we can see that the MIMO channel offers 
a gain of mm (L, M) for high SNR. Note that this is also true when the transmitter knows the 
CSI. The only difference is an enhancement in the second term due to its additional power gain 
offered by the waterfilling coefficients yZ  (see equation 2.15). One might think of replacing 
ij with 77/M for a more fair comparison in terms of total transmit power. However, this still 
will not change the gain mm (L, M) in the capacity expression. This gain is referred to as the 
maximum multiplexing gain of the MIMO system. The multiplexing gain reflects the increased 
spatial degrees of freedom of the MIMO channel compared with the SISO channel. A simple 
way to interpret this is that a SISO channel can effectively support one data stream, while a 
MIMO channel can effectively support at most mill (L, M) data streams given the same SNR. 
The capacity for single-input multiple-output (SIMO) or multiple-input single-output (MISO) 
systems, where multiple antennas are only used at the receiver or transmitter, can be analyzed 
in the same way but replacing the matrix H by a channel vector h with dimension L x 1 or 
M x 1. These will be discussed in more detail in Section 2.3. 
2.2.2.3 V-BLAST structure 
A simple question may now be posed: Is it possible to achieve the capacity (2.16) through 
practical signal processing schemes? A structure where the message is de-multiplexed into 
M multiple streams can realize this capacity performance. By coding and interleaving across 
different streams and applying a maximum likehood (ML) detector at the receiver [20], this 
capacity can be achieved if the codeword length is long enough. However, it is well known that 
the ML detection complexity increases exponentially with the number of transmit antennas. 
Therefore it might not be a realistic method. 
A simpler method to achieve the capacity is to de-multiplex the message to M independent 
streams, each of which is coded independently and transmitted through one antenna. The re-
ceiver applies a V-BLAST-MMSE detector [20] to decode each signal stream successively. 
A detection process consists of M iterations. In each iteration, the detector detects one stream 
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Figure 2.5: The structure of V-BLAST-MMSE detector 
in Figure 2.5. The reason for using the MMSE filter is to suppress the inter-stream interference 
at the receiver. Another popular filter for interference cancellation is the zero forcing (ZF) filter 
[41], where the MIMO channel is converted to orthogonal channels at the cost of amplifying 
the noise. The MMSE filter makes a tradeoff between the noise amplification and interference 
suppression. In fact, it has been shown that the MMSE filter is information lossless [31] 
Without loss of generality, we assume that the stream from the first transmit antenna is detected 
and decoded first. The MMSE vector for ith iteration can be expressed as [42]: 
wi  = (H (i + 1) H (i + 	+ IL) h, 	 (2.19) 
where hi is the ith column of H and H (i + 1) (i = 1, 2,- .. M) is the matrix [hh +1  . . . hM]. 
The receive signal to interference plus noise ratio (SINR) for the ith iteration can be expressed 
by: 
SIN 	= 	(H (i + 1) H (i + 	+ IL) h. 	 (2.20) 
It has been proved that if each signal stream is decoded correctly, the capacity of this V-BLAST 
system approaches the MIMO channel capacity [43]: 
1092 (1 + SINR) = 1092 det (I + 77 HHH) . 	 (2.21) 
Note that in practice in order for the V-BLAST structure to achieve the channel capacity, certain 
feedback regarding the receive SINR information should always be allowed from the receiver to 
allow the transmit antennas to match the measured SINR values. This will be further discussed 
later in this chapter. 
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2.3 Slow fading channel 
When the channel is in a slow fading environment, however, the channel capacity is completely 
different. For a deep fade channel realization, where the value of Ihi2  is extremely small, the 
capacity can be near zero. We recall that Shannon capacity for a time-variant channel is defined 
as the maximal rate for communicating reliably over all channel realizations. Therefore, the 
Shannon capacity for the slow fading channel is in fact zero. 
For any transmission rate R, if the capacity for a channel realization is smaller than R, whatever 
the code used by the transmitter, the decoding error probability cannot be made arbitrarily small. 
The system in this condition is said to be in outage. Outage probability is often used as a good 
measure of the system performance in the slow fading scenario: 
P0 P[C<R], 	 (2.22) 
where C is the Shannon capacity for any specific channel realization. 
2.3.1 SISO system 
For a SISO system with an input-output relation expressed by (2.6), assuming the channel is 




= 1 exp ( 
	). 	
(2.23) 




where 77 is replaced by SNR. We can see that the outage performance decays as 1/SNR. 
2.3.2 MIMO systems 
As we already mentioned, for a SISO system the outage mainly occurs when the channel is in 
a deep fade. However, in a MTMO system where multiple channels exist, even if one of the 
channels is in a deep fade, the others might not. This offers additional diversity compared with 
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SISO channel. We might think to mitigate the deep fading effect by exploiting the benefits of 
all the channels. We refer to these methods as space diversity schemes. A detailed introduction 
to space diversity schemes can be found in [31,40]. Here we begin our discussion with single-
input multiple-output (SIMO) and multiple-input single-output (MISO) systems where multiple 
antennas are only deployed at one side. 
2.3.2.1 SIMO system 
The input-output relation for SIMO system with L receive antennas can be written as: 
Y = ,/hs + n, 	 (2.25) 
where h is an L x 1 channel vector. An effective way to exploit the diversity of the channel 
is to combine coherently the signal energy from all L channel dimensions. In order to do this, 
we multiply the receive signal vector by hH,  so that the receive SNR in this scenario becomes 
ri 	The capacity of the channel is therefore: 
	
C = log (i + 77 11hI 2). 	 (2.26) 
It is not difficult to see that (2.26) is also the capacity for SIMO channel, when compared with 
(2.16). The receive SNR in this scenario is maximized by linearly combining L signal branches. 
This method is often referred to as maximal ratio combining (MRC). The outage probability 





In an i.i.d. Rayleigh fading scenario, I I h 11 is distributed as a Chi-squared random variable with 
2L degrees of freedom, with density [44]: 
f (x) = (L - l)!xe 	
(2.28) 
For small x ex 	1, it is easy to see that: 
{i <E} E L 	 (2.29) 
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Comparing with SISO systems, the outage probability decays like 1/SNRL.  We refer to L as 
the maximal diversity gain of the system. 
2.3.2.2 MISO system 
When CSI is not known to the transmitter, a famous diversity scheme is the Alamouti code for a 
2 x 1 channel [21], It is the simplest orthogonal space-time block code [17,23]. The Alamouti 
code transmission consists of two symbol periods, where antenna 1 transmits [Si,  —s] and 
antenna 2 transmits [32,  s] over the two symbol durations. Assuming the channel stays constant 
for the two symbol transmission periods, the input-output relation, after some modification, can 
be expressed as: 
= 	
h h2 	si + ni 
	 (2.31) 
e2 /4 -/4 32 	74 
H 
where ii is defined as the total transmit power at two transmit antennas, hi is the channel coef-
ficient from antenna i to the receiver, yj and ni are the received signal and noise at time slot i 
(either 1 or 2). We observe that the columns of H are orthogonal. By multiplying the receive 
vector by El", the channel can be decomposed into two parallel channels each with a receive 
SNRjhI 2, where h is the 2 x 1 channel vector 
1
2  h2 ]. From the previous analysis it 
is not difficult to see that this scheme can achieve the same maximal diversity gain as that of 
IVIRC for L = 2. 
When the transmitter knows the CSI, it can exploit the channel diversity in a way similar to the 
MRC scheme for any number of transmit antennas M. Assuming one symbol is transmitted at 
one time, the signal energy is weighted differently at M transmit antennas, based on their own 
channel quality. The input-output relation can be expressed as: 
y = ,/hws + ri, 	 (2.32) 
where ij is now defined as the total transmit power at all transmit antennas. Note that h becomes 
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1 x M instead of L x 1. The weight vector w is: 
h" 
w= MhI— (2.33) 
It is not difficult to see that the capacity for this system is the same as (2.26) if L = M. There-
fore it offers the same diversity gain. This scheme is often referred to as transmit beamforming 
(TB)[24], as it exploits the channel diversity by beaming the signal energy to the strongest 
channel direction through a weight vector w. 
Compared with Alamouti scheme, we will see a power gain for TB. Specifically, there is a factor 
of two receiver SNR loss for Alamouti scheme compared with TB. This reflects the benefit of 
CSI at the transmitter, as in Alamouti scheme the signal energy is equally distributed in all 
channel directions (i.e., equal power allocation) due to the absence of CSI at the transmitter. 
2.3.2.3 MIMO system 
When CSI is not known at the transmitter, the Alamouti scheme can be easily extended to any 
L x 2 channel, i.e., a channel with two transmit antennas and L receive antennas. The matrix 
ii now has dimension 2L x 2 with two orthogonal columns (see equation (5.37) in [40] for 
example). Assuming the total transmit power is ?], the capacity of the system can be expressed 
as: 
C = log (i +77 
	
IH12), 	 (2.34) 
where H is L x 2 channel matrix in (2.10). 11 H 11  is Chi-square distributed with 4L degrees of 
freedom. Therefore, similar to the analysis in section 2.3.2.1, we can see that Alamouti scheme 
offers a maximal diversity gain of 2L. 
When CSI is known to the transmitter, TB can be extended to any L x M channel. The input-
output relation in this scenario can be expressed by: 
Y = \/ g W5 + 9 
H n, 	 (2.35) 
where w and g are the Mx 1 and L x 1 weight vectors at the transmitter and the receiver. Recall 
the singular value decomposition of the channel H (2.12). It can be proven that the receive SNR 
is maximized if w and g are chosen as the right and left singular vectors (columns of V and U), 
corresponding to the largest singular value \/X 	of H. The 	effective input-output relation for 
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Scheme I MRC TB Alamouti coding V-BLAST-MMSE 
Maximal diversity gain I 	L M x L L x 2 L - M + i 
Table 2.1: The maximal diversity gain for different schenes for MIMO channel. 
the channel thus reduces to: 
(2.36) 
where n is Gaussian noise with zero mean and unit variance. This equation implies that TB 
is exploiting the channel diversity by allocating all the transmit power to the strongest channel 
direction (eigenmode). Since for ). j we have the following identity: 
min(L,M) 
Ai = 1111 112, 	 (2.37) 
Amax may be upper and lower bounded by: 
1111 112 
 _ <
max < 11HH. 	 (2.38) min (L,M) - 
Now considering the capacity expression and outage probability of this system, it is not difficult 
to see from (2.38) that TB can offer a maximal diversity gain of M x L, compared with SISO 
system. Since the MIMO channel itself contains M x L i.i.d. sub channels, we expect the 
maximal diversity can be exploited from the channel is M x L. In this sense, TB become the 
diversity-optimal scheme for a MIMO channel. 
V-BLAST-MMSE can also be applied to a slow fading environment. However, it's diversity 
performance is poor compared with Alamouti coding or TB, mainly due to the co-channel 
interference at the receiver. It has been shown that for a V-BLAST-ZF detector or V-BLAST-
MMSE detector, the diversity gain of the kth detected stream is L - (M - k) [31], where 
(M - k) is the number of uncanceled interfering streams at the Kth stage and the cause of 
the loss of diversity. The first stream has the worst diversity gain L - (M - 1), which is the 
bottleneck in the system. 
2.4 	Diversity-multiplexing tradeoff 
From the discussion in Section 2.2, we see that the MIMO channel can offer a maximal spa-
tial multiplexing gain of mm (L, M) for high SNR. However, we cannot see this benefit from 
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the schemes discussed in the slow fading channel in Section 2.3. The reason is because in 
a slow fading channel, we mainly focus on extracting the maximal diversity of the systems 
to average out the fading effect by transmitting at a fixed rate R, which becomes vanish-
ingly small compared with time invariant channel capacity at high SNR (which grows like 
mm (L, M) 1092 SNR). Therefore all the spatial multiplexing gain is actually sacrificed to 
maximize the diversity gain. In order to retain some of the diversity and multiplexing gain, one 
would instead want to communicate at a rate R r 1092 SNR, where r (0 < r < mill (L, M)) 
is a fraction of the maximal multiplexing gain, while retaining a certain fraction d of the max-
imal diversity gain (0 < d < L x M). In doing this, we formulate the following diversity-
multiplexing tradeoff for a slow fading channel [18]: 
Definition 2.1 (Diversity-Multiplexing Tradeoff). Consider a family of codes C operating at 
SNR 77 and having rates R bits/s/Hz with large block length. The multiplexing gain and diversity 
gain are defined as  
A. 	R 	 P0  
r = lim , d - urn log2 	t  (R) 	 (2.39) 
ii—*oo 1092 ij 77-00 	1092 17 
The curve d (r) is the diversity-multiplexing tradeoff of the system. 
Once the outage probability is obtained, the derivation of diversity-multiplexing tradeoff is 
straightforward. For a SISO channel, the diversity-multiplexing tradeoff can be expressed as 
d = 1— 	 (2.40) 
For a MIMO channel, It has been proven that the optimal diversity-multiplexing tradeoff of the 
Lx M i.i.d. Rayleigh fading channel is a piece-wise linear curve joining the (x, y) co-ordinates: 
(k, (M - k) (L - k)) , k = 0,... , mm (L, M). 	 (2.41) 
Figure 2.6 gives an example for the optimal diversity-multiplexing tradeoff for SISO, IVIISO 
(SIMO) and MIMO channels. From the discussion in the previous section, it is not difficult to 
show that MRC, Alamouti coding or TB can offer the optimal diversity-multiplexing tradeoffs 
2 Generally  speaking, for a specific scheme the diversity d is decided by the error probability P = P., + P, 
where P is the detection error probability given the channel is not in outage. It has been shown [18] that for high 
SNRs this term can be ignored if the block length of the code is large enough. 
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Figure 2.6: An example of the optimal diversity-multiplexing tradeoffs for point-to-point sys-
tems, where L by M channel denotes the channel with M transmit antennas and 
L receive antennas. 
for SIMO or MISO systems, which are d = L (1 - r) for SIMO and d = M (1 - r) for MISO. 
However, none of these schemes can achieve the optimal diversity-multiplexing tradeoff for a 
MIMO channel. The design of tradeoff-optimal schemes is an active area of research, while 
most of the approaches concentrate on space-time codes [45-48]. For spatial multiplexing 
structures, a well known near tradeoff-optimal scheme is the so called Diagonal(D)-BLAST-
MMSE detector [15]. The major difference between D-BLAST and V-BLAST lies in the lay-
ering of the information streams. In V-BLAST information streams are encoded and transmit-
ted independently within each antenna, while in D-BLAST information streams are encoded 
and transmitted across different antennas diagonally in the space-time domain using parallel 
channel codes [31]. When the receiver applies successive interference cancelation schemes, it 
decodes each information stream diagonally in the space-time domain, then subtracts it from 
the received signal and then moves to the next diagonal layer, until all the streams are decoded. 
Figure 2.7 illustrates the structure for D-BLAST-MMSE detector and its difference from V-
BLAST structure. 
Compared with V-BLAST, D-BLAST can achieve a better diversity gain and has a performance 
advantage in terms of outage probability. To see this clearly, we formulate the outage proba-
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(b) D-BLAST 
Figure 2.7: The structure of V-BLAST and D-BLAST detectors for four transmit antennas. (a) 
V-BLAST (b) D-BLAST 
transmission rate is R, the outage probability for V-BLAST can be written as: 
P00t = Pr 11092  (1 + SINRk) <Rk, } 	 (2.42) 
where SINRk is defined as (2.20). From (2.42) we can see that the performance of V-BLAST 
is actually constrained by the quality of each sub-channel. The system will be in outage when-
ever at least one of the sub-channels is in outage. For the D-BLAST-MMSE system, the outage 
probability can be expressed as: 
M 	 M 
P0 t = Pr {10 2 (1 + SINRk) < 	Rk} 	 (2.43) 
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which is exactly the outage probability for the MIMO channel: 
= Pr 11092  det (IL + 27HH") <R} 	 (2.44) 
Comparing (2.42) with (2.43), we can clearly see a performance advantage of D-BLAST: unlike 
V-BLAST, even when some of the sub-channels are in poor conditions, the system can still 
recover itself as long as the other channels are good enough. This benefit is mainly due to 
the parallel channel coding applied for each information stream. Compared with V-BLAST, 
D-BLAST requires additional coding complexity and also a small data loss at the beginning 
and end of the transmission due to its diagonal structure. 
2.5 Low-rate feedback system 
The discussion (except for TB) in the above section is based on an assumption that the transmit-
ter only knows the second order statistics of the channel. The outage probability or diversity-
multiplexing tradeoff can be obtained at the transmitter side provided that the statistics of the 
channel is available and can help transmitter set up the transmission rate for different quality of 
service (QoS) and data rate requirements. However, due to the lack of instantaneous channel 
information, the error probability can never be guaranteed to be arbitrarily small. 
In a slow fading environment, it is possible to set up a low rate feedback channel between 
the transmitter and the receiver to help the transmitter obtain better channel knowledge. This 
can be especially true for a Frequency-Division-Duplex (FDD) system. In this scenario, the 
transmitter can perform adaptive modulation and coding to adaptive the rate for each slow 
fading channel realization. If coding is applied separately for each channel block, outage events 
can be completely avoided if for each channel block the transmission rate is adapted to be below 
the Shannon capacity for that channel realization. In this scenario, the performance is really 
determined by the average fading effect of the channel. We use the term average capacity, 
which is the mean value of the channel capacities for each channel realization, to evaluate the 
system performance. Note that although feedback requires some channel resource and hence 
decrease the system throughput, in a slow fading context it can be ignored due to the long fading 
block length. 
To perform dynamic rate allocation for SISO channels, only one variable containing the value 
of h needs to be fed back to the transmitter. However, for an L x M MIMO system, the whole 
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channel matrix might have to be fed back in order to approach the capacity upper bound for 
each channel realization (2.15). This will clearly cost much more channel resource. Instead, if 
we can apply V-BLAST structure, then only the M output SINR values need to be fed back to 
the transmitter. Though there is a performance loss for V-BLAST compared with (2.15), at high 
SNR level it is easy to show that the loss can be ignored. Certain power allocation schemes for 
V-BLAST can also help approach (2.15) for arbitrary SNR [42]. 
Without feedback, the V-BLAST system discussed in the previous section has a low diversity 
performance compared with D-BLAST or other diversity schemes. However, with the feed-
back, the outage event can be eliminated by adapting the rate below the instantaneous channel 
capacity. Therefore, V-BLAST can be the preferred choice both over diversity schemes for its 
multiplexing gain and D-BLAST for its lower complexity. 
2.6 Relay networks: Virtual MIMO systems 
So far, we have discussed the point-to-point (one-hop) link, where only two nodes are involved 
in the communication. In practice, a network often contains multiple nodes and they are often 
not isolated. As we mentioned in Chapter 1, in an ad-hoc or cellular environment, capacity 
and coverage might both be improved by making the nodes act as relays to help each other 
transmit the information. In this section we extend the discussion to two-hop links, where 
single or multiple relays might exist to help the source to forward the information. We assume 
a Time-Division-Multiple-Access (TDMA) scenario where the information is transmitted from 
the source to the destination in two steps. We introduce a simple transmission protocol here. 
In the first step, the source broadcasts the information to all the relays. The relays process 
the information and forward it to the destination in the second step, while the source remains 
silent. The destination performs decoding based on the message it received in both steps. This 
transmission protocol is commonly-used in many papers (see [49, 50] for example) and we refer 
to it as classic protocol throughout the thesis. Furthermore, we note that half-duplex relaying is 
always assumed throughout the thesis. This means that the relays can not receive and transmit 
simultaneously. 
An example is shown in Figure 2.8. We can see that in both transmission steps, the network 
forms a point-to-point MIMO system only with a larger dimension. Specially, when each node 













(a) first step 	 (b) second step 
Figure 2.8: Classic transmission protocol for relay networks. (a) first step. (b) Second step. 
a MISO link for the second time slot. This implies that even with single antenna at each node, 
the network might obtain the benefits of a SIMO (MISO) system when relaying is used. 
2.6.1 Relaying methods 
Before looking further into the characteristics of relay networks, we first introduce the relaying 
methods, i.e. through which means the relays process the message before forwarding it to the 
destination. 
Generally, there are three kinds of relaying schemes. The first is called amplify-and-forward 
or analogue relaying. In this relaying mode, after the radio signal is converted to complex 
baseband, it is sent through an amplifier which amplifies the received signal (together with 
additive white Gaussian noise), then forwarded to the destination. By this method, the signal 
energy is amplified by the relay. However, the deficiency is that the receive noise at the relay is 
also amplified and included at the destination input, which will impair the system performance. 
The second relaying mode is called decode-and-forward (digital) relaying. The relay decodes, 
then re-encodes the information and then forwards it to the destination. The advantage of this 
mode over amplify-and-forward is that it can completely eliminate the noise generated at the 
relay. However, if a decoding error happens at the relay, the system will suffer from error 
propagation, and the source to relay link qualities become very important. 
The third relaying mode is called compress-and-forward relaying, in which the relay encodes a 
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quantized version of its received signal, using ideas from source coding with side information 
[51,52]. Generally, it is believed that the compress-and-forward relaying performs well if the 
relay-destination channel quality is high. 
In this thesis, we mainly concentrate on the first two relaying modes, i.e., amplify-and-forward 
and decode-and-forward. For decode-and-forward, how to apply the coding method at each 
node is an active area of research (see [49, 50, 53-58] for example). Generally, the simplest 
coding method for a two-hop multiple relay network is repetition coding, where the source and 
all the relays are using the same modulation and coding method (i.e. the same codebook). The 
destination combines the message received from the source and all the relays before performing 
decoding. If the relay does not have forward channel information, it requires the relays to 
transmit in orthogonal time slots in order for the destination to combine effectively the signals 
for the second hop. Therefore, if there are N relays in total, it will take N + 1 time slots 
to complete the transmission. Let us take single antenna network as an example, where each 
node is equipped with single antenna. Assuming the message is correctly decoded at the relays 
and the channel coefficients between node a and b is ha,b, the capacity of the network can be 
expressed as 
C = N + 1 1092 (i + 77 IhS,d 12+ 77 I: hri,d I 2) 	 (2.45) 
where s, d and ri denotes the source, destination and relay i. Note that here we assume the 
transmit power at each relay is the same as at the source. It can be seen from (2.45) that 
repetition coding is clearly not spectrally efficient due to its use of N + 1 time slots. 
Note that N + 1 transmission time slots can in fact offer N + 1 parallel (orthogonal) channels. 
Parallel channel coding, which has been mentioned for the D-BLAST system in the previous 
section, can offer a much better spectral efficiency in this scenario if they are applied at the 
relays. The capacity in this scenario can be expressed as: 
C N+1(1092 
N 
= 	(i + 77 1 hS,d12) + 	1092 (i + q I hri,d 1 2)). 	(2.46) 
i=1 
However, the complexity for parallel channel coding is much higher. 
Both repetition coding and parallel coding require N+ 1 time slots to complete transmission. To 
decrease the number of transmission time slots, a better way is to apply distributed space-time 
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(c) Space-time distributed coding: i.i.d. random code books are applied at each 
transmitter, while all the relays are transmitting simultaneously for the second 
time slot. The network now consists of two parallel channels. One is the source 
to relay channel, the other is the relay(s) to destination channel, where diversity 
is achieved through distributed random coding. 
Figure 2.9: Different coding schemes and protocols for relay networks. (a) Repetition coding. 
(b) Parallel channel coding. (c) Space-time distributed coding. 
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the transmission can be completed in two time slots, which is the classic protocol. The capacity 




= - 	(i + ,q hS,d2) +1092 (1 + hr d 2)). 	(2.47) 
i=1 
Comparing this equation with (2.46), we can see that space-time distributed coding might offer 
even higher spectral efficiency than parallel coding. Figure 2.9 illustrates the three coding 
schemes discussed above for relay networks. 
2.6.2 Diversity and power gain 
If we compare the capacity equations (2.45)-(2.47) with those for the point-to-point link in the 
previous sections, we can see that through relaying similar diversity benefits can be achieved 
as in the MIMO link, even if each node is equipped with single antenna. Specifically, through 
repetition coding the network mimics a MISO link (2.26); parallel coding can improve the 
outage behavior in a similar way to D-BLAST (2.43); the space time distributed coding seems 
to offer both benefits of repetition coding and parallel coding. All of these diversity benefits 
result from the fact that the source and relay nodes can form a virtual antenna array during the 
transmission. The diversity achieved by cooperating the source and relay nodes is often called 
user cooperation diversity or cooperative diversity [59, 60]. 
However, there is a major difference between the relay network and the point-to-point MIMO 
link: the antenna elements in relay networks belong to different nodes. This difference results 
in a performance constraint for the relay networks, especially at the first hop, as the nodes are 
distributed and cannot perform diversity combining schemes such as MRC. Therefore, the ca-
pacity performance will be mainly constrained by the first hop. Note the capacity performance 
equations (2.45)-(2.47) and diversity gains discussed above are conditioned on the fact that the 
relays correctly decode the message. In fact, it can be seen that no diversity gain can be ob-
tained if the relays are chosen totally at random [49] for each channel realization, or if relaying 
is always used regardless of the source to relay channel quality [50]. Certain adaptive protocols 
[50] [53] or relay selection methods [49] need to be developed in order to obtain full diversity 
gain. An extreme example is that only the best single relay is chosen to forward the message for 
each channel realization, based on both the source to relay and the relay to destination channel 
qualities [61]. This method can also achieve the full diversity gain of the network. The diversity 
achieved through this way is often referred to as selection diversity. 
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We also expect relaying to offer a higher power gain compared with direct transmission. This 
has been stated in the first chapter. In practice, a relay is often chosen for its better position 
(e.g. smaller pathloss or shadowing) compared with the destination (e.g. [62, 63].  Therefore, 
the value of I hrj ,d 2 or I h5 ,rJ 2 is often larger than Ih,,dI2.  This can clearly improve the capacity 
performance. 
2.6.3 Multiplexing loss 
Although relaying can offer diversity and power gain, it might suffer a multiplexing loss com-
pared with point-to-point link. This is mainly due to the half-duplex nature of relaying. It can 
be seen from the examples in Section 2.6.1 that transmission of one data should take at least 
two time slots for the classic protocol. Compared with direct link which only requires one time 
slot, the data rate is only at most half. To contrast this with a point-to-point MIMO link, which 
often offers multiplexing gain, we call this deficiency caused by relaying as multiplexing loss. 
2.7 Conclusions 
In this chapter we provided some background on the point-to-point MIMO system and relay 
channels. It can be seen that in different ways, both MIMO systems and relay networks can 
offer diversity gain over that for the point-to-point SISO link. However, compared with a point-
to-point MIMO system, which can offer a multiplexing gain over a SISO channel, the relay 
network might suffer a multiplexing loss. How to exploit the tradeoff between diversity gain 
and multiplexing loss due to relaying is an interesting topic. Moreover, the discussion for relay 
networks in this chapter are mainly focussed on single antenna nodes, how to effectively relay 
the signals when some or all of the nodes are equipped with multiple antennas is an active 
ongoing area of research. These topics will be discussed further in the next three chapters. 
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Single antenna relay channels 
In this chapter we continue our discussion on the single antenna relay networks, where each 
node is equipped with a single antenna. As mentioned in Section 2.6, in this scenario the 
networks can act as a virtual MIMO system. Our analysis is focused on the capacity behavior 
of the networks, while diversity and multiplexing factors are also discussed to assess impact on 
the system capacity. More specifically, as mentioned in Chapter 2, in practice feedback of the 
CSI is always assumed to allow the wireless link to obtain the average capacity of the channel 
in a slow fading environment, which is assumed throughout the thesis. Again, we note that 
relaying is always assumed to be performed in half-duplex mode throughout the thesis. 
3.1 Introduction 
As we mentioned in Chapter 2, when compared with direct transmission, the classic proto-
col might suffer from multiplexing loss, which will result in a loss of spectral efficiency for the 
high signal to noise ratio (SNR) region. This is especially true for the repetition coding scheme. 
To see this more clearly, we can write the capacity for direct transmission as 1092 (1 + SNR) 
(bits per channel use), where SNR denotes the receive SNR at the destination for direct trans-
mission. Then, the capacity for repetition coded relaying based on classic protocols can be 
expressed as 0.5 x 1092  (1 + KSNR), where ç reflects the power gain (or some diversity gain 
in the sense of outage probability) achieved due to relaying and 0.5 denotes the multiplexing 
loss due to the use of two time slots in the classic protocol. The capacity ratio of relaying to 




1092 (1 + SNR) 
It is obvious to see that C 	ic/2 when SNR - 0; and G 	0.5 when SNR - +oo. 
This means that the classic protocol can improve link capacity only for the low SNR region 
(with a gain of ic/2). When the receive SNR for direct link transmission is high, the benefit for 
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Node/Time Slot 1 2 
S Si 82 
R Receive S 
D Receive si Receives,, 82  
Table 3.1: Transmission schedule for protocol I in [1] 
increasing the link reliability by relaying will not compensate for its multiplexing loss of 0.5. As 
we mentioned in the last chapter, most of the work concentrated on improving the value of t by 
applying adaptive protocols to improve the quality of source to relay link (e.g., [49, 50, 58, 64, 
65]). However, few papers concentrate on recovering the multiplexing loss 0.5 due to relaying. 
Some work applies independent random codebooks at the relays to recover the multiplexing 
loss while retaining some diversity benefits (e.g. the parallel coding and space-time distributed 
coding discussed in [49] and also introduced in the last chapter, or the dynamic decode and 
forward (DDF) protocol discussed in [53]).  However, those approaches are currently theoretical 
and extremely difficult to realize in reality 1 . Practical coding design (such as Turbo codes and 
convolutional codes) for relay networks often follows a quite different approach from these 
theoretical investigations (see [55-57]  for example). One protocol that can avoid multiplexing 
loss for repetition coded relaying was the one first proposed in [1] (also analyzed in [66]) for 
single relay channels. In this protocol, denoted as protocol I in [1], the source transmits a 
different message in the second time slot, so that the destination sees a collision of messages 
from both the relay and the source in the second time slot. This schedule is shown in Table 
3.1. Although multiplexing loss is recovered due to the continuous transmission of the source, 
diversity gain is lost due to the fact that the source transmission in time slot two is not relayed 
to the destination. 
In this chapter, we propose a novel transmission protocol based on protocol I in [1] for decode-
and-forward relaying. By adding an additional relay in the network and making the two re-
lays transmit in turn, we show that multiplexing loss can be effectively recovered while diver-
sity/power gain can still be obtained. Specifically, for L symbols transmitted in (L + 1) time 
slots with joint decoding at the destination, the system can be modeled as a Multiple-Input 
Multiple-Output (MIMO) system with L inputs and L + 1 outputs. It can offer multiplexing 
gain of at most L/(L + 1) and a diversity/power gain at most 2 compared with direct trans-
mission. Thus it can make relaying more beneficial for the high SNR region while retaining 
'we will introduce a practical space-time distributed coding method later in the chapter 
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Ri 	 R1\ 
.- 	 ---- D D 
S 	 S 
0 0 
R2 	 R2 
(a) Time slot 1. 	 (b) Time slot 2. 
(c) Time slot 3. 
Figure 3.1: Transmission schedule for the proposed protocol. 
diversity gain. We give a achievable rate for this protocol, and also propose a practical low-rate 
feedback V-BLAST detection algorithm which approaches this achievable rate. We also com-
pare this protocol with the classic protocol designed for repetition coded two relay networks 
under different network geometries. Based on our practical network models we show that the 
proposed protocol can give a significant performance advantage over the classic protocol, es-
pecially when the two relays are located close to each other. 
3.2 Protocol design 
We assume a four-node network model, where one source, one destination and two relays exist 
in the network. For simplicity, we denote the source as S, the destination as D, and the two 
relays as Ri and R2. We split the source transmission into different frames (packages), each 
containing L symbols denoted as sl . These L symbols are transmitted continuously by the 
source, decoded and forwarded by two relays successively in turn. Before decoding L symbols, 
the destination waits for L + 1 transmission time slots until all L symbols are received, from 
both direct link and the relay links. It then performs joint decoding of all L symbols. The 
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Node/Time Slot 1 2 3 4 5 
S 81  82 83 84  
RI Receive Si Si Receive 53 (s2) S3  
R2 Receive 82 (Si) 82 Receive 84 (83) S4 
D Receive s1  Receive S, 82 Receive s2, s3  Receive 83,84 Receive S4 
Table 3.2: Transmission schedule for the proposed protocol when L = 4 
specific steps divided by each transmission (reception) time slot for every frame are described 
as follows: 
Time slot 1: S transmits symbol s1. Ri listens to S from S. R2 remains silent. D receives S. 
Time slot 2: S transmits symbol S2  RI decodes, re-encodes and forwards s. R2 listens to 82  
from S while being interfered with by Si  from Ri. D receives s, from Ri and 82  from S. 
Time slot 3: S transmits symbol 53. R2 decodes, re-encodes and forwards 82. RI listens to S3 
from S while being interfered with by 82 from R2. D receives 52  from R2 and s3 from S. 
The progress repeats till Time slot L. 
Time slot L+1: Ri (or R2) decodes, re-encodes and forwards SL. D performs a joint decoding 
algorithm to decode all L symbols received from the L + 1 transmission time slots. 
The transmission schedule for the first three time slots for each frame is shown in Figure 3.1. 
and an example for L = 4 is shown in Table 3.2. Compared with direct transmission, the 
multiplexing ratio for this protocol is clearly L/(L + 1), which approaches 1 for large frame 
lengths L. Unlike protocol I in [1],  the destination always receives two copies of each symbol, 
from both the direct and relay link (a delayed version). This implies that diversity gain can be 
realized by this protocol, for all transmitted data waveforms. 
The major issue for this protocol to be effectively implemented is to tackle the co-channel inter-
ference at the relays and the destination. As described above, except for the first and last time 
slot, the relays and the destination always observe collisions from different transmitters (i.e. the 
source or the relays). How to suppress the interference thus becomes a major problem. We will 
discuss this problem further in the next two sections when studying the network capacity and 
signalling methods for this protocol. 
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3.3 Achievable rate 
We assume a slow, flat, block fading environment, where the channel remains static for each 
message frame transmission (i.e. L + 1 time slots). Note that while this assumption is made for 
presentation simplicity, the capacity analysis can also be applied to a more relaxed flat block 
fading scenario, e.g. a faster fading where each channel coefficient can change for each time 
slot. We also assume that each transmitter transmits with equal power (i.e. no power allocation 
or saving among the source and relays). We denote ha,b as the channel coefficient between 
node a and b, which may contains path-loss, Rayleigh fading, and lognormal shadowing. For 
simplicity, we denote C (x) the capacity function 1092 (1 + x), and SNR the ratio of transmit 
power to the noise variance at the receiver. We divide our capacity analysis into three parts, 
concerning the source to relay links, interference cancellation between relays and joint detection 
at the destination. We then discuss an interesting scenario where the impact of the interference 
between relays can be completely ignored. We show that the proposed protocol can give the 
best performance under this scenario if the quality of the source to relay links are guaranteed 
for relaying. 
3.3.1 Source-relay link 
It is clear that in order for the relays to decode the signals correctly, the source transmission rate 
should be below the Shannon capacity of the source-relay channels. We express this constraint 
as 
Ri < C (hS,ri I 2 SNR) i < i <L 	 (3.2) 
where ri is the ith element in the L dimensional relay index vector 
= [i R2 Ri R2 Ri ... 	
(3.3) 
and Ri denotes the achievable rate for Si. 
3.3.2 Interference cancellation between relays 
One major defect of the protocol is the interference generated among the relays when one relay 
is listening to the message from the source, while the other relay is transmitting the message to 
the destination. This situation mimics a two user Gaussian interference channel [67], where two 
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transmitters (the source and one of the relays) are transmitting messages each intended for one 
of the two receivers (the other relay and the destination). The optimal solution for this problem 
is still open. We only concern ourselves with suppressing the interference at the relays at this 
stage (interference suppression at the destination will be left until all L signals are transmitted). 
We give a very simple decoding criterion for the relays: if the interference between relays is 
stronger than the desired signal, we decode the interference and subtract it from the received 
signals before decoding the desired signal. Otherwise, we decode the signal directly while 
treating the interference as Gaussian noise. 
The upper bound of the reliable transmission rate is therefore based on different channel con-
ditions between the source to relay and the relay to destination links. For example, when Ri 
transmits si  while R2 is receiving 82,  if  IhRl,R21 >- IhS,R21,  R2 firstly decodes s1, subtracts it 
(as the interference), then decodes 8 2 (as the desired signal). Therefore, besides the rate con-
straint proposed in the previous subsection, there will be additional rate constraint for s  to be 
correctly decoded at R2, which can be expressed as follows: 
R1 <C 
(_
IhRi,R2 I 2 SNR \ 
- 	1+hs,R2I2SNR) 	
(3.4) 
Otherwise if 82 is decoded directly, treating s  as noise, the achievable rate for S2  is further 
constrained and can be expressed as 
R2 <C 
(
_hsR2 2 SNR 
- 	1 + hR1,R2 2  SNR) 	
(3.5) 
Note that this decoding criterion applies from the second time slot to the Lth time slot when 
transmitting each frame. In slot i, equation (3.2) can be adapted to a constraint on j, equa-
tion (3.5) can be adapted to a constraint on R. 
We note that the interference between the relays might be eliminated by using advanced coding 
schemes at the source, such as dirty paper coding [68] across the signals transmitted from time 
slot 2 to L. However, this will also result in a much higher complexity. Here we emphasize 
that the advantage of our scheme is its simplicity, i.e., no complicated coding across different 
transmitted signals is needed. 
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3.3.3 Space-time processing at the destination 
If the transmission rate is below the Shannon capacity proposed by the previous two subsec-
tions, the relays can successfully decode and retransmit the signals for all the L + 1 time slots. 
The input-output channel relation for the relay network is equivalent to a multiple access MIMO 
channel, which can be expressed as: 
[hS,D 0 0 0 1 













o a 0 hrL _ l , D hS,D 
[ 	0 0 0 0 hrt,D] 
H 
where y is the (L + 1) x 1 receive signal vector, s is the L x 1 transmit signal vector and n is 
the (L + 1) x 1 complex circular additive white Gaussian noise vector at the destination, P is 
the transmit power. Unlike conventional multiple access MIMO channels, the dimension of y, 
s and n is expanded in the time domain rather than the space domain. However, the capacity 
region should be the same, which can be expressed as follows [69]: 
Rk < 1092 (det (I + hkh'SNR)), 	 (3.7) 
Rk1 + Rk2 	1092 (det (I + SNR (hk1h + hk2h))) , 	(3.8) 
Rk 	1092 (det (I + HHHSNR)) , 	 (3.9) 
where hk denotes the kth column of H. As it is extremely complicated to give an exact descrip-
tion for the rate region of each signal when L > 2, we will only concentrate on inequalities 
(3.7) and (3.9) to give a sum capacity upper bound for the network in the next subsection. How-
ever, as will be shown later in the paper, this bound is extremely tight and achievable when a 
space-time V-BLAST algorithm is applied at the destination to decode the signals. 
(3.6) 
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3.3.4 Network achievable rate 
Combining the transmission rate constraints proposed by the previous three subsections, we 
provide a way of calculating the network achievable rate for the proposed protocol. The specific 
steps are described as follows: 
First, we impose a rate constraint Ri for each transmitted symbol s. 
In the first time slot (initialization), we write: 
RS,ri 	C (1h,,,, 12 	 (3.10) 
For the (i + 1)th time slot (for 1 < i < L - 1), we calculate the rate constraints based on the 
decoding criterion at the relays. The calculation can be written as a logical if statement as 
follows: 
if 	- hs, +1 , 
R1 <mm (c (_hRl,R22SNR \ 
1 + hgr+ j 2 SNR) R8,
ri ,C (Ihs,D 2 SNR + hri,D 2  SNR) ) 
R8,r j+i 	C (hS,ri+l 2SNR) (3.11) 
else 
R 	mm (RS,ri C (hs,DI2  SNR + I h,i,D  1 2 SNR)), 
Rs,71 	
( _h,rj+i 





Note that the term C (hs,D2  SNR + I hrj,D 2 SNR) represents the constraint expressed by 
(3.7). The purpose of the if statement is to select the decoding order at the relay and to decide 
whether equation (3.4) or (3.5) is the correct constraint to apply. 
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In the (L + 1)th time slot, we have: 
RL 	min (RS rL C (hs,D2  SNR + hrL,D 2 SNR) ). 	(3.13) 
Combining these constraints with the sum capacity constraint expressed by (3.9), a network 
achievable rate for L + 1 time slots can then be written as 
Cupper = mm 	mac { 
	
,log2 (det (I + HHHSNR))) . 	(3.14) 
The first term in the mill function comes from the calculation described above, the second one 
comes from equation (3.9). If the signal is correctly decoded and transmitted by the relays, the 
first term in (3.14) is omitted and the system mimics a MIMO system with L transmit antennas 
and L + 1 receive antennas, for which the maximum multiplexing order is L. Compared with 
direct transmission over L+ 1 time slots which has multiplexing order of L+1,  the multiplexing 
gain of relaying over direct transmission is L/(L + 1), which approaches 1 for large L. We also 
expect the diversity/array gain achieved by this protocol to be 2, since each signal transmission 
involves two independent fading channels (the direct link and a relay link). 
3.3.5 Interference free transmission 
From the above discussion on the proposed protocol, it is clear that the interference between 
relays is one major and obvious factor that can significantly degrade the network capacity per-
formance. However, it has been shown that for a two user Gaussian interference channel, if the 
interference is sufficiently strong, the network can perform the same as an interference free net-
work [37, 67]. We mentioned in the previous subsection that the interference channel between 
the relays mimics a Gaussian interference channel, so the same conclusion can be made if we 
use the interference cancellation criterion developed in the previous subsection. 
Specifically, if the interference between relays (i.e. the value of I hR1,R2)  is so large that the 
following inequality holds 
12 SNR 
mm 	(IhS,ri 1 2 SNR, (1h,,,, 12  +I hri,D12)  SNR) ,i = 1 	L 
1 + I  hS,rij2SNR 	
(3.15) 
the relay can always correctly decode the interference and subtract it before decoding the de- 
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sired message, without affecting the whole network capacity. In this situation, the capacity 
analysis for ith (1 < i < L) transmitted signal as expressed by (3.1l)-(3.13) can be simplified 
to 
mill (c (IhS,rJ 2 SNR) ,C ((hs,D2  +I hri,D12) sNR)). 	(3.16) 
It is obvious that the rate provided by (3.16) is significantly larger than that provided by (3.11)-
(3.13). 
It has been discussed before that the quality of the source to relay link (i.e. h,rj ) is an important 
factor that may constrain the network capacity. Similar to previous work (e.g. [49, 50]),  we 
suggest that hg,rj  should be compared with hs,D or hrj ,D before deciding to relay or not. For 
the interference free scenario discussed here, the constraint becomes: 
IhS,rJ 2 > IhS,D12 + 	, 1< i < L. 	 (3.17) 
The rate expressed by (3.14) can be simplified to 
Cupper 	ii (c ((hs,D2  +I hrj,D2)  sNR),log2 (det (I + HHHSNR))). 
(3.18) 
By Jensen's inequality [37] it is clear that 
EC ((hs, + Ihri,D 2) SNR) > 1092 (det (I + HHHSNR)) . 	(3.19) 
Therefore the rate is equal to the MIMO channel capacity equation: 
Cupper  1092 (det (I + HHHSNR)). 	 (3.20) 
This result shows that the proposed protocol can offer the best capacity performance condi-
tioned on (3.15) and (3.17), which guarantees that the relays will correctly decode the message 
without affecting the network capacity. 
It should be noted that this large interference scenario (i.e. condition (3.15)) is not uncommon 
in reality. A practical example is when the two relays (e.g. mobiles) are located close to each 
other. If routing techniques are developed to choose these relays, the capacity performance 
can be significantly improved by applying the proposed protocol. To satisfy condition (3.17), 
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an adaptive protocol can be developed from the proposed protocol to guarantee that the relays 
are only used when (3.17) holds, otherwise direct transmission is assumed. However, for a 
large dense network of relays, it is not difficult to find two relays satisfying both (3.15) and 
(3.17). A simple example is a fixed relay network scenario [5],  where the source to relay links 
are often assumed to be significantly better than the corresponding relay to destination links 
and the direct link. Therefore both (3.15) and (3.17) can be met by choosing two nearby fixed 
relays. 
3.4 The V-BLAST algorithm 
For the achievable rate proposed in Section 3.3, is it possible to approach it by using advanced 
signal processing algorithms? The answer is positive. In this section we apply the low-rate 
feedback V-BLAST MMSE algorithm for detecting the signals at the destination. We show by 
analysis and simulations that this detector can approach the capacity upper bound provided in 
Section 3.3. 
As we introduced in Chapter 2, the V-BLAST algorithm was initially designed for spatial mul-
tiplexing MIMO systems. Unlike traditional MIMO systems, when we apply this V-BLAST 
MMSE detector at the destination for the proposed protocol, each signal stream is indepen-
dently encoded along the time dimension rather than the space dimension. When considering 
the rate R, the same analysis should be made as in Section 3.3. We summarize the capacity 
calculation process as follows: 
The initialization step is the same as (3.10). 
For the (i + 1)th time slot (for 1 < i < L - 1), based on the same interference cancellation 
criterion as in Section 3.3.2, the rate calculation can be performed as: 
if hRl,R2 >.- h,rj+i 
Ri < min( _IhR1,R22SNR 
1 + h8,ri+i  sNR) 
' R,bog2 + SINRr ) ( ) 
Rg, +1 	C (h8,ri+i 
1 2 
 SNR); 	(3.21) 
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else 
_ hS,rj+J2SNR '\ mm (Rs,r ,log2 (1 + SINRrj )) R,rj1 	
( 
1 + IhR1,R2 2 SNR)' 	
(3.22) 
end. 
In the (L + 1)th time slot, we have: 
RL 	mm (Rs,, , 1092 (1 + SINRrL )). 	 (3.23) 
The SINR7. denotes the SINR for s, which is decoded, encoded and forwarded by relay r. 




R}. 	 (3.24) 
The condition for interference free transmission discussed in Section 3.3.5 can be expressed as: 
hR1 / 	,R2 	
) 
2 SNR \ 
\ 1 + hS,,+j2sNR 	
mm (c (hS,ri I 2 SNR) ,log2 (1 + SINRrj )). 	(3.25) 
The rate for the ith (1 < i < L) signal under this condition can be expressed as: 
R 	mm (c (IhS,rf 
1 2 SNR) 1092 (1 + SINRrj )). 	 (3.26) 
Similar to the discussion in section 3.3.5, we can further apply adaptive protocols or make relay 
selections in the network to enhance the source to relay links: 
C (lhS,ri I 2SNR) ~! 1092 (1 + SINR), 	 (3.27) 
it is clear that (3.24) equals (3.20) under conditions (3.27) and (3.25). This implies that the 
V-BLAST algorithm can achieve the network capacity upper bound (3.20) for the protocol if 
the interference channel between relays and source to relay channels are sufficiently strong. 
It can be seen that the conditions in (3.25) and (3.27) have a higher probability of being fulfilled 
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than those in (3.15) and (3.17) due to the following observation: 
SINRrj 	(hs,D I 2 + Ih,i ,D 2) SNR. 	 (3.28) 
This further implies that the conditions in (3.25) and (3.27) are better suited to assist the 
VBLAST algorithm to achieve the capacity upper bound in (3.20), than those in (3.15) and 
(3.17). However, these conditions also imply an increased signalling overhead between the 
source, relays and destination in order to obtain the required SINR information. 
3.5 	Comparison with classic protocols 
We now introduce two classic protocols using repetition coding for the two relay network in 
this section and compare their performance with the proposed protocol in certain scenarios. 
3.5.1 Classic protocol I 
The first classic protocol was presented by Laneman and Wornell [49], which has been dis-
cussed in Section 2.6.1. In a two relay scenario, each message transmission is divided into 
three time slots. In the first time slot, the source broadcasts the message to the two relays and 
the destination. In the next two time slots, each relay retransmits the message to the destination 
in turn after decoding and re-encoding it by repetition coding. The destination combines the 
signals it receives in the three time slots. The network capacity for this protocol can be written 
as: 
C 	x min( 	C (hs,Rl12sNR)  ,C (Ihs,R2 I 2sNR), 
C ((hs,D2 + hR1,D 2 + hR2,D 2) sNR)), 	(3.29) 
where the term denotes the multiplexing loss compared with direct transmission. 
3.5.2 Classic protocol II 
A simple improvement of Classic protocol I is to apply distributed Alamouti codes at the relays 
[70, 71]. The system uses four time slots to transmit two signals. In the first two time slots the 
source broadcasts si and 82 to both the relays and the destination. In the next two time slots Ri 
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Schemes/Maximum Gain Multiplexing Diversity 
Direct transmission 1 1 
Classic I 1/3 3 
Classic II 1/2 3 
Proposed scheme L/(L + 1) 2 
Table 3.3: Comparison of the dJferent transmission schemes for the two relay case 
transmits {s1, —s] and R2 transmits [s2, si]. The destination uses maximum ratio combining 
to combine the signals received from all the four time slots in order to detect and decode them. 
The capacity achieved by this protocol can be written as: 
C = 	x min( 	C (hs,Rl 2SNR) ,C (hsR2 2sNR), 
C ((hs,D2 + hR1,D2 + hR2,D ) SNR)), 	(3.30) 
it is clear that (3.30) outperforms (3.29) as it has the same diversity gain but less multiplexing 
loss compared with direct transmission. 
In practice, both protocols can be combined with relay selection or adaptive relaying protocols 
to make sure that: 
mm (c (ths,Rl 2SNR) ,c (Ihs,R2I 28NR)) ~! c ((s,1 + hR1,D 2 + hR2,D1
2) SNR) 
(3.31) 
when relaying is used. The network under this condition can achieve the best capacity perfor-
mance (i.e. the third term in (3.29) and (3.30)). This result clearly mimics the performance of 
a 3 x 1 single-input multiple-output (SIMO) or multiple-input single-output (MISO) system, 
which obtains a diversity/array gain of 3 compared with direct transmission. The maximum 
diversity and multiplexing gains can be achieved by the two classic relaying schemes are com-
pared with these of the proposed transmission scheme and direct transmission in Table 3.3 for 
the two relay case. 
3.5.3 Performance comparison 
It can be seen that if the two relays are close to each other so that (3.15) holds, condition (3.17) 
is more likely to hold than (3.31). This implies that the best capacity (3.20) for the proposed 
protocol can be achieved with a higher probability than that for the classic protocols. We will 
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Figure 3.2: Capacity gain of the proposed protocol over classic protocol H. 
now demonstrate an immediate and clear performance advantage of the proposed protocol over 
classic protocol II in this sense. We assume the adaptive protocol is applied so that relaying 
is only used when (3.31) holds, otherwise direct transmission will always be assumed. We 
calculate the following capacity gain 
LI 	[log2 (det (I + HHHSNR))] 	 32) 
- 0.5 x E [c ((hs,D2 + IhR1,D 2 + hR2,DI ) SNR)] 
where E [.] denotes the expectation and we assume each ha,b is an i.i.d. complex, zero mean 
Gaussian random variable with unit variance. C is plotted as a function of SNR in Fig. 3.2 for 
different values of L. It is clear that the capacity gain increases as the value of SNR increases. 
Larger values of L lead to less multiplexing loss and offer higher capacity gains. For smaller 
values of L and lower SNR, the advantage of the proposed protocol becomes less significant 
due to its reduced multiplexing gain and diversity loss compared with classic protocol. 
It is not difficult to see that the capacity gain of proposed protocol is even higher when the 
relaying condition is changed to (3.17), as there will be more chance for the proposed protocol 
to achieve its best capacity performance. More detailed simulation comparisons for scenarios 
based on different network geometries will be found in the next section. 
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Figure 3.3: Network models for different geometries. 
3.6 	Simulation results 
In this section we make further comparison of the protocols for different network geometries. 
Since classic protocol II is clearly better than classic protocol I, we only compare classic pro-
tocol II with the proposed protocol. As mentioned previously, to achieve a better capacity 
performance in practice, the classic protocols should be combined with adaptive protocols so 
that relaying is applied only if the source to relay channels are good. There are a number of 
ways to develop adaptive protocols, we provide three examples here, which might be the easi-
est to occur to in terms of link capacity: (a) min(Ihs,R1 I , hs,iP) ~! hs,j , i.e. the source to 
relay link is better than the direct link; (b) condition (3.17) holds or (c) condition (3.31) holds. 
Although (b) and (c) fit better to the analysis in this chapter, condition (a) appears the simplest 
since it does not require knowledge of the relays to destination links. In the following we will 
only adopt (a) in the simulations. However, similar curve behaviors can be found if condition 
(b) or (c) is adopted. For a fair comparison, we combine the same adaptive transmission pro-
tocol with the proposed relaying protocol. Note that the proposed protocol can perform even 
better if it is modified to an adaptive protocol that considers the interference between the relays 
when selecting a transmission format. 
Our simulations are based on three network geometries case I, II and III, which are shown 
in Figure 3.3. We assume that each ha,b contains Rayleigh fading, pathloss and independent 
lognormal shadowing terms. It can be written as 
ha,b = VXa,b1O'°, 	 (3.33) 
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where v is an i.i.d complex Gaussian random variable with unit variance, 1,,,b  is the distance 
between the nodes a and b. The scalar -y  denotes the path loss exponent (in this paper it is 
always set to 4). The lognormal shadowing term, , is a random variable drawn from a normal 
distribution with a mean of 0 dB and a standard deviation 6 (dB). In our simulations we use 
6 = 8 dB, which is a value typical of shadowing deviations in urban cellular environments. 
We assume that the distance between the source and destination is normalized. In case I, the 
distance between the source to relays and relays to destination are all normalized, the distance 
between the two relays is therefore V3. In case II, the distance between relays are normalized, 
while the distance between the source to relays and relays to destinations is 1/V.  In case 
III, the relays are located in the middle region between the source and destination, so that the 
distance between the source and relays is 0.5 while the distance between the relays can be neg-
ligible compared with the source to relays links (i.e. near 0). For the proposed protocol, these 
three cases represent a meaningful tradeoff between the strength of source to relay channels 
and the interference channel between the two relays. 
We assume L = 7 in the simulation, and the performance for the proposed protocol will cer-
tainly increase as L increases. Figure 3.4 and Figure 3.5 show the achievable rate for the pro-
posed protocols (Ach rate), the capacity achieved by V-BLAST MMSE detection (VBLAST), 
the classic protocols (classic) and direct transmission (nonrelay), all averaged over 1000 chan-
nel realizations. It can be clearly seen from all three figures that the V-BLAST algorithm 
approaches the achievable rate introduced for the proposed protocol in the paper. 
Figure 3.4(a) implies that it is generally not helpful to implement relaying protocols when the 
source to relay link is about the same quality as the source to destination (direct) link, as the 
link gain due to relaying is small in this case. However, the proposed protocol still offers a 
performance gain over the direct transmission for both high and low SNR region in this case. 
Compared with case I, in case II (Figure 3.4(b)) the source to relay links become slightly better, 
therefore for the low SNR region we can see a slight capacity improvement for the proposed 
protocol. However, since the interference between the relays grows larger (but not large enough 
to meet the interference free condition), at high SNR level the increased interference between 
the relays dominates thermal noise and will degrade the performance of the proposed protocol. 
However, it still gives better performance than the classic protocol at both low and high SNR 
regions in this case. 
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Figure 3.4: Average capacity of the network for different network geometries. (a) Case I. (b) 
Case II. 
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Compared with case I and II, in case III the source to relay links are much stronger, and the 
relays become very close to each other so that the interference is sufficiently strong to allow 
interference free transmission, which has been discussed previously. It can be clearly seen in 
Figure 3.5 that the proposed protocol gives a significant performance advantage over direct 
transmission for both low and high SNR regions due to its array gain and negligible multiplex-
ing loss. The classic protocol still performs worse than direct transmission at high SNRs due 
to its significant multiplexing loss compared with that case, although its performance gain over 
direct transmission for the low SNR region is improved. 
3.7 Conclusions 
In this chapter we have developed a transmission protocol for a two relay network, where the 
two relays forward the message successively in turn. Our capacity analysis showed that this 
protocol can maintain power/diversity gain while recovering the multiplexing loss associated 
with the classic protocol. We used a low complexity V-BLAST detection algorithm to help 
implement this protocol effectively. From the simulation study based on different geometries in 
the chapter, we can draw two main conclusions: (a) For both the proposed and classic protocols, 
selecting the relays in the middle region between the source and destination seems a good 
choice to improve the average network capacity; (b) in this scenario, while the classic protocol 
still loses its performance advantage for high SNR region, the proposed protocol scheme can 
give significant performance advantages for both the low and high SNR region. 
We argue that to exploit the benefits of relaying in a practical wireless network, relay selection 
or adaptive transmission protocols should be jointly applied with either classic protocols or 
the proposed protocol. In this sense, our proposed protocols can be implemented in different 
network environments to achieve the best performance. This can be achieved, for example, in 
a fixed relay network, by deploying two fixed relays close to each other, or in a mobile relay 
network, by choosing two mobile relays closely located in the middle region between the source 
and destination. 
Some recent work presented by Ranlkov and Wittneben [72,73] presents a similar relaying 
strategy to the one proposed in this chapter. However, there are some major differences be-
tween their work and the work presented in this chapter: a) They ignore the direct (source to 
destination) link. Therefore the diversity order of the network for decode and forward relaying 
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Figure 3.5: Average capacity of the network for case III. 
is 1, as each signal is transmitted through only one (relay) route. Here the impact of both the 
relay and direct links are considered. Combining both routes at the destination provides the 
network with diversity order 2, which can provide a significant performance advantage over 
their proposed scheme. b) As a consequence of point (a), in the model discussed in this chap-
ter, signal collision happens not only at the relay, but also at the destination. The proposed 
space-time VBLAST detector is specifically designed to tackle this issue. c) In this chapter 
we studied strong interference relay links and gave specific conditions for an interference-free 
transmission scenario. d) By considering the effect of direct link, our protocol can be modified 
to become an adaptive protocol which can select between direct transmission and relay trans-
mission strategies, depending on the current channel conditions. This means our analysis fits in 
well with previous work (e.g. [501). 
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Multiple antenna relay channels 
4.1 Introduction 
In the last chapter, we were concentrating on single antenna systems, where each node in the 
network is equipped with a single antenna only. In this chapter, we extend the study to the 
multi-antenna systems, i.e. each node in the network is equipped with multiple antennas. 
The extension of point-to-point MIMO systems to multi-node MIMO systems is largely con-
centrated on a multi-user scenarios. They are either MIMO broadcast channels [74-78], where 
one node broadcasts the information to different users, or multiple access channels [79, 80], 
where multiple users wish to communicate with one node simultaneously. The MIMO relay 
channel appears to combine some characteristics of both broadcast channels and multiple ac-
cess channels and is currently an important research topic. Specially in a multi-relay scenario, 
the source to relay (destination) link is in the same form as a MIMO broadcast channel, while 
the relay to destination link is in the same form as a MIMO multiple access channel. However, 
the difference is that instead of receiving different information independently, the relays may 
receive and transmit the same information cooperatively. 
A few papers have considered MIMO relay channels in the last couple of years. The approaches 
are basically similar to that of point-to-point systems. They are either using space-time coding 
[81] or a spatial multiplexing configuration. In this chapter, our study concentrates on spatial 
multiplexing. For spatial multiplexing structures, capacity bounds for single relay MIMO chan-
nels are presented in [82, 83],  although a naive assumption of full duplex transmission is held. 
For multiple relay channels, capacity bounds are shown in [84], where a cooperative relaying 
scheme is developed to approach this capacity bound when the number of relays goes to in-
finity. The analysis is extended to multiple source-destination scenarios in [85, 86],  where the 
energy efficiency of the MIMO multiple relay network considering multiple source-destination 
pairs is further investigated. 
Most of these papers are aimed at obtaining information-theoretic limits for different relay 
cooperation protocols in the network. However, in wireless networks, a desirable goal is to 
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develop suboptimal, but more practical, approaches for routing and signal processing. In this 
chapter we discuss practical signalling and routing schemes for MIMO relay channels in terms 
of network capacity. Our discussions on signalling methods are based on three relaying modes. 
For decode and forward relaying, we apply a V-BLASTfbeamforming signalling and detection 
structure in the relay channel and show through simulation that its performance approaches the 
information-theoretic upper bound of relay channels, especially when the CSI of the relay to 
destination channel is available at the relay. We propose a novel hybrid relaying concept for 
MIMO relay channels, which combines the benefit of decode and forward relaying and amplify 
and forward relaying. We develop optimal and suboptimal hybrid relaying schemes and com-
pare them with amplify and forward relaying and decode and forward relaying schemes. We 
show that hybrid relaying outperforms amplify and forward relaying, and is a good suboptimal 
choice compared with decode and forward relaying, especially when the number of antennas at 
the relay is larger than at the source and destination. 
For the routing schemes designed for multiple relay channels, unlike most of the papers cited 
above, we assume that each relay processes and forwards the signals independently; no ad-
vanced protocol considering relay cooperation was used. We investigate multiple relay channels 
in a different way from previous work where the signals are multi-casted by multiple relays. 
In this chapter the spatial diversity of the network is exploited through adaptive routing tech-
niques, i.e. by selecting the most preferred single relay from all candidate relays to forward 
the signals. We exploit the selection diversity for the relay channel, instead of cooperative di-
versity, through relay selection. We propose and compare the optimal routing scheme with a 
suboptimal routing scheme designed for MIMO relay channels. It is shown that the proposed 
suboptimal routing scheme approaches the performance upper bound of the optimal routing 
scheme with large array sizes, and can be the preferred choice for its tradeoff between per-
formance and complexity. We also show that with a total power constraint at the relays, the 
multi-cast routing scheme, which uses all the relays to forward the message, is not preferable 
to a relay selection routing scheme when the relays are not allowed to cooperate. 
Note that our proposed signalling methods for single relay channels can also be applied with 
our proposed selective routing schemes in a multi-relay scenario. In the last part of the chap-
ter, we compare the spatial multiplexing array processing technique with the diversity scheme 
called transmit beamforming, which has been introduced in Chapter 2, in the relay scenario. 
We show that transmit beamforming might give higher capacity performance at low receive 
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Figure 4.1: Basic system model of a MIMO two hop network. 
signal to noise ratio (SNR) values. We indicate that it might be beneficial to combine transmit 
beamforming with relaying, as relaying is often applied for low SNR (for direct link). However, 
if the number of the relays in the network increases, this choice is likely to change. 
4.2 System model 
The basic system model for a single user two hop relay network is shown in Fig. 4.1. We con-
sider a two hop network model with one source, one destination and K relays located randomly 
and uniformly within the middle region between the source and the destination. For easier anal-
ysis, we ignore the direct link between the source and the destination due to the larger distance 
and additional pathioss compared to the relay links. We also assume that the total transmit 
power for the source and the relays is the same; it is equally distributed among the relays. Each 
relay processes the received signals independently. For notational simplicity, we assume in the 
chapter that the source and destination have the same number of transmit and receive antennas 
A'I, while each relay has N> M antennas. The results can be extended to a more general case 
where different numbers of antennas are available among each transmitter or receiver. 
We restrict our discussion to the case of a slow, flat block fading model. The data transmission 
is over two time slots using two hops. In the first transmission time slot, the source broadcasts 
the signal to all the relay terminals. The input/output relation for the source to the kth relay is 
given by 
rk=/iHks+nk, 	 (4.1) 
where rk  is the N x 1 received signal vector and ij denotes the power per transmit antenna at 
the source. The vector s is the M x 1 transmit signal vector with covariance matrix 'M  and nk 
is the N x 1 complex circular additive white Gaussian noise vector at relay k which has zero 
54 
Multiple antenna relay channels 
mean and identity covariance matrix IN. Hk is the N x M channel transfer matrix from the 
source to the kth relay. 11k can be further expressed as Hk = \/Hk, where the entries of 
Hk are i.i.d. complex Gaussian random variables with unit variance. Each factor ak contains 
the pathloss and independent lognormal shadowing terms. As introduced in Chapter 2, it can 
be written as Cik = x10CkI10, where x is the distance between the source and relay k. The 
pathloss exponent y is always set to 4 in the chapter. We also assume the lognormal shadowing 
term ck has a mean of 0 dB and a standard deviation S = 8 dB. We normalized the range 
between the source and destination so that x is 0.5. 
Each relay processes their received signals and transmits them to the destination. The signal 
received at the destination can be written as: 
y=Gkdk+nd, 	 (4.2) 
where the matrix Gk is the channel matrix from kth relay to the destination, which might also 
be written as Gk = \/Gk, where each entry of Gk is an i.i.d. complex Gaussian random 
variable with unit variance. /3k contains the same pathloss modeled as ak and independent 
lognormal shadowing terms with the same mean and deviation as in a. The vector rid is 
the M x 1 complex circular additive white Gaussian noise at the destination with identity 
covariance matrix. The vector dk is the transmit signal vector at relay k, which should meet the 




 IM 	 (4.3) 
where •HF denotes the Frobenius-norm. Note that this power constraint make the total trans-
mit power at all the relays the same as that at the source. Unless specifically stated, we assume 
that the source does not know the channel information; the destination knows all the channel 
information. Based on the different CSI available at relays, we place MIMO relay channels into 
the following two categories[84]: 
Non-coherent Relay Channels, where the kth relay only has full knowledge of the chan-
nel matrix Hk. 
Coherent Relay Channels, where the kth relay can obtain full knowledge of both H, 
and Gk. 
Note that as mentioned in Chapter 2, in practice for the signalling or routing schemes to be 
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effectively implemented for rate adaptive transmission, feedback should be allowed from the 
receiver to the transmitter. We will specifically state the feedback required by the particular 
techniques when we introduce them later in the chapter. 
4.3 Relaying schemes for non-coherent single relay channels 
In this section we discuss the relaying configurations for non-coherent single relay channels. 
For simplicity, we replace the notation Hk and Gk by H and G. 
4.3.1 Decode-and-forward relaying (DR) 
In this scheme, we apply the V-BLAST structure introduced in Chapter 2 at the relay and 
destination. The message at the source is multiplexed into M different signal streams, each 
independently encoded and transmitted to the relay. We apply a low-rate feedback V-BLAST 
MMSE detector at the receiver to decode the signal streams, where the signal to interference 
plus noise ratios (SINRs) at the receiver are fed back to the transmitter. Specifically, the re-
lay uses N antennas to detect each signal stream through successive interference cancellation, 
which consists of M iterations, each aimed at decoding one signal stream. It then decodes and 
re-encodes each signal stream to forward the M signal streams to the destination using arbi-
trary M antennas. The destination can then apply the V-BLAST MMSE detector to detect and 
decode each signal stream in the same way. The Shannon capacity from the source to the relay 
can be achieved by the V-BLAST MMSE detector if we assume that each signal is correctly 
decoded (see also (2.21)): 
C = 1092 det (I + 77HHH) = 	1092 (1 + 77) 	 (4.4) 
in bits per channel use, where 04T is the output SINR for signal i in the V-BLAST detector at 
the relay. Note that this capacity (4.4) can be achieved regardless of the decoding order [43]. 
In this chapter, we choose the decoding order as follows: for each iteration, the receiver detects 
and decodes the strongest signal (with the highest SINR in that iteration). The main reason we 
recommend this decoding order is to reduce possible error propagation (i.e. improve bit error 
ratio) in the V-BLAST-MMSE detector in a real system. However, with rate allocation and long 
code block lengths, error propagation can be ignored. Maximum SINR ordering is also useful 
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for coherent relay channels, which will be studied in the later section. 
The detection at the destination is performed in the same way, and the capacity from relay to 
M 
destination can also be expressed as C = 
	
	1092 (1 +710'),where 	is the output SINR 
i=1 
for signal i at destination. Note that the channel matrix G is of size M x M instead of M x N. 
The network capacity for this relay configuration can be easily observed as: 
C = 0.5 x 	1092 (i + 77 x mm (, 	)), 	 (4.5) 
where the factor 0.5 denotes the half multiplexing loss due to relaying compared with a relay-
free scenario. We note that in order to achieved the capacity of the system, the SINR infor-
mation (04 or 01 ) needs to be fed back to the transmitter for rate adaptive transmission. If 
the relay knows the SINR values '½- at the destination, e.g., through overhearing the channel 
feedback from destination to source, equation (4.5) can be maximized by ranking the)i'  Oi 
in the same order (e.g. both are monotonically decreasing sequences). 
With the power constraint proposed by (4.3), the mutual information upper bound for the non-
coherent relay channel is 
= 0.5 min(log (I + HHH) ,log (i + iGGH)) 	 (4.6) 
where the channel matrix G has dimension M x N and the factor MIN represents the power 
constraint at the relay. From a practical point of view, this upper bound could be achieved by 
joint coding/interleaving across antennas and maximum likelihood (ML) detection at the relay 
and destination. However, as mentioned in Chapter 2, it is well known that the ML detection 
complexity increases exponentially with the number of antennas. 
The capacity result in equation (4.6) could also be achieved by the V-BLAST MMSE structure, 
when the relay has knowledge of the channel SINR values 	. However, unlike the ML detec- 
tor, this may require breaking the M received data packets and reconstructing N different data 
packets for retransmission to the destination, in order to exploit optimally the relay-destination 
SINRs 	This results in a higher complexity and might raise implementation issues in prac- 
tice. Here we take the Automatic Repeat-reQuest (ARQ) protocol as an example, which is 
commonly used in the communications systems. 
ARQ [63, 87, 88] is an error control method for data transmission in which the receiver detects 
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transmission errors in a message and automatically requests a retransmission from the trans-
mitter. Usually, when the transmitter receives the ARQ, the transmitter retransmits the message 
until it is either correctly received or the error persists beyond a predetermined number of re-
transmissions. If an end-to-end (source to destination) ARQ protocol is employed, it implies 
that one ARQ process must be used for all lvi source packets, rather than M or N separate 
ARQ processes. An error in one of the M or N packets means that all M packets must be re-
transmitted from source, reducing throughput compared to the case where only the error packet 
is retransmitted [88]. Alternatively, separate ARQ processes must be set up for the source-relay 
and relay-destination links. Omitting this breaking/reconstructing process simplifies the task of 
the relay and the required ARQ process and is therefore assumed in our scheme, which achieves 
the capacity in (4.5). 
As will be observed in later simulations, our configuration performs almost the same as the 
upper bound in (4.6) when N = M. This is mainly because with uncorrelated lognormal shad-
owing considered on both links in the network, one link will usually experience much higher 
signal power than the other link. This means the minimum SINRs of the two channel matri-
ces in the V-BLAST MMSE detectors are often all for the same link, which means that (4.5) 
equals (4.6) for that channel realization. In the unlikely event that the shadowing coefficients 
are similar in magnitude, the minimum SINRs for different streams may be chosen from both 
links. However, ½ and 	are likely to be similar in value as i increases. This is mainly due 
to the increasing diversity order, which can help average out the fading effect, in each itera-
tion of the V-BLAST detector. As mentioned in Chapter 2, the diversity gain obtained by the 
V-BLAST-MMSE detector without ordering is shown to be (N - M + i), which equals to i 
when N = M. It has also been speculated that changing the detection order will not affect the 
diversity order [89, 901, if not increasing the diversity order. 
The situation is slightly different when N > M due to increased degrees of freedom for re-
transmission at the relays. However, with the power constraint at the relay, the performance 
advantage of M x N channels over that for M x M channels is limited, as it still only has M 
eigenvalues and can only effectively support M data streams. 
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4.3.2 Amplify-and-forward relaying (AR) 




77IH 112  +N 	
(4.7) 
to meet the power constraint described by (5.4) and forwards it to the destination.' Compared 
with DR, one obvious defect for AR is that while the relays amplify the signals, they also 
amplify the receiver noise. The average total signal to total noise ratio (TSTNR) r at the relay 
can be defined as: 
ijE [JH 112 ] 
NH = r/ak M. 	 (4.8) 
However, this scheme requires no decoding at the relay. This means there is no decoding delay 
at the relay and it requires less processing power at the relay compared with DR, which employs 
full decoding and re-encoding at the relay. As will be described below, AR can be regarded as 
the simplest hybrid relaying scheme. 
4.3.3 Hybrid relaying (HR) 
In the HR schemes, the relays only decode the training sequence from the source to obtain full 
CSI, then filter the received signals based on the knowledge of CSI without decoding them. 
After multiplying the signal vector by the filtering weight matrix WI, the relay then amplifies 
and forwards the filtered signals to the destination. The amplifying factor now can be written 
as: 
Mx 71 
V77 IWHH + IWH 	
(4.9) 
Note that for AR, W = I. The input/output relation from the source to destination for HR can 
be expressed as: 
	
y 	(/7GWH) s + (G/Wni + fld), 	 (4.10) 
'Note that another suboptimalbut more convenient way of scaling power is to take expectation of IIHI12 eg . rard- 
in H so 	'— / Mx1 g 	 	vP — 7akMN+N 
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where n1 is the white Gaussian noise vector at the relay. Thus we can treat the whole system 
as a point-to-point MIMO link. The network capacity can be written as follows[12]: 
C = 0.51092 det 	(GWH)H (i + pGW (GW)H)  GWH + i). 	(4.11) 
The capacity can be achieved by perfect decoding using the V-BLAST detector at the destina-
tion. One way to choose W is to enhance the average SNR at the relay. This can be done by 
applying a matched filter at relay. This relaying scheme is referred to as Matched Filter based 
Relaying (MFR). By setting W = H", r can be written as 
iE [HHH 
112  ] 
7= 	 =llak(N+M), 	 (4.12) 
E [IITTJJ 2 1 III 	hF'- JH 
which is obtained from the identity [91], E [11ftHftl 
1 21 
= NM (N + M). It can be seen 
that the i- for MFR is (N + M)/.AY times that for AR, which implies that MFR has a larger 
value of r than AR. However, it should also be noted that MFR has the defect of correlating the 
signals at each antenna, which makes it more difficult for the destination to separate the signals 
compared with AR. 
One may consequently consider applying an MMSE filter at the relay. However, we have found 
that unlike a point-to-point MIMO link, applying MMSE filtering at the relay performs worse 
than matched filtering. More details can be found in [92]. 
It is worthwhile to mention that the term "hybrid relaying" might also refer to a class of relaying 
schemes which apply soft decoding or estimation of the message received at the relays [93, 94]. 
We note that our hybrid relaying schemes do not perform any kind of soft or hard decoding of 
the desired message, except for the training sequences. 
4.4 Relaying schemes for coherent single relay channels 
Compared with the non-coherent scenario, the relay has the freedom to explore and coordinate 
both source to relay and relay to destination channels in a coherent scenario. In the following 
we will investigate both digital and hybrid relaying. 
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4.4.1 Modified decode-and-forward relaying (MDR) 
In this scheme the relay uses all the N antennas to retransmit the M streams to exploit beam-
forming gain on the relay to destination channels. We use the singular value decomposition 
of the M x N channel matrix G = UGDGVg, where DG is a diagonal matrix containing 
the singular values of G. After decoding the signals in the same way as in non-coherent chan-
nels, the relay multiplies the decoded signal vector d by an N x M unitary matrix VG,M, 
which contains the M columns of VG corresponding to the M nonzero singular values of G. 
The destination then multiplies the received signal vector by U. The source to destination 
MIMO channels become M parallel channels and each antenna branch can perform detection 
independently. To achieve the optimal capacity from the relay to destination link, a waterfill-
ing algorithm is applied at the relay transmitter. The capacity of this scheme can therefore be 
expressed as 
M 




where 	is the ith eigenvalue2 of matrix GGH and represents the power allocation at the 
relay transmit antennas for stream i and can be expressed as: 
Equation (4.13) can be maximized by ranking the columns of UG and VG,M  so that 	and 
are ranked in the same order (e.g. both are monotonically decreasing sequences). It is not 
difficult to see that the maximum SINR decoding order at the relay suggested in Section 4.3.1 
might help improve the capacity (4.13) in this scenario, as it can maximize the smallest 14 by 
decoding the weakest signal last. 
The mutual information upper bound for coherent relay channels is: 
= 0.5mm (log (1+ ijHH") ,log (i+ 	iGEGH)) 	(4.14) 
where E = diag {y1,... , -yM } denotes the digonal matrix generated from the iterative Wa-
terfihling algorithm conducted at the relay before retransmission. Note that this upper bound 
again requires de-multiplexing and re-multiplexing of the data streams at the relay. It can also 
21n this chapter we assume the eigenvalues of matrices are ordered arbitrarily unless specifically stated, as we 
will discuss the eigenvalue ordering problem in the following section 
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be observed that (4.13) approaches (4.14) for the same reason as stated in section 4.3.1 for dig-
ital relaying for non-coherent relay channels, though this time it is true not only for N = M 
but also for N > M. Note that in a point-to-point MIMO link for N = M the benefit of 
waterfilling is quite small and even then is only useful for low receive SNR values [40]. In a 
relay scenario where lognormal shadowing terms are considered, even this benefit is negligible 
due to the minimum function in capacity calculation (i.e. the average value of (4.6) is about the 
same as that of (4.14)). However, the benefit of waterfilling grows when N becomes larger than 
as energy is only allocated to the non-zero eigenmodes of the channel matrix. As can be 
seen from (4.13) and (4.14), when N > M the capacity performance is mainly constrained by 
the relay to destination link due to the scaling factor MIN, thus waterfilling can significantly 
improve the network capacity by increasing the gain of -y  as N increases. 
4.4.2 Optimal hybrid relaying (OHR) 
We now give an information-theoretic study on the optimal configuration for hybrid relaying 
based on knowledge of both G and H at the relay. We first replace GW with M in (4.11). 
We write the singular value decomposition M = UDVH and H = UHDHV. Recall the 
identity 
	
det (I + AB) = det (I + BA). 	 (4.15) 
The capacity can then be rewritten as follows 





log2 det 	 UHDHV+I (VHD 	
+) 	 ) 
=0.51092  det (  A2UV G + 
pA) VH UHA
1/2 
 +i) 	 (4.16) 
where A = DDH = diag{Ai, A2, .. , AN}, contains the eigenvalues of MMH  and AH = 
diag {A,... , A}. Using Hadamard's inequality [37], the capacity is maximized when 
UH=V. 	 (4.17) 
Thus M = UDUf and (4.16) can be written as: 
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M 




( MA ' =0.5 +?7H +iJ) 	
(4.19) 
i=1 
where J = i 	+ II WI12 is the signal energy received at the relay. For every fixed )j, 
maximizing C is equivalent to minimizing J. By replacing W with W = GtM, it follows 
that 
J=tr (i1WHH"W" + WWI-1) 
=tr (GtUD (IAH + I) DHUH (Gt) 
H) 	
(4.20) 
=tr (UH (UGAU) U (D (IAH + I) D")), 	 (4.21) 
where the identity tr (AB) = tr (BA) is used to go from (4.20) to (4.21). To minimize (4.21), 
note that for a unitary matrix U, N x N Hermitian matrix S and diagonal matrix E, we have 
the following identity [95]: 
tr(UHSUE) ~ 	ab_ +i , 	 (4.22) 
where a1 < 	ap,r are eigenvalues of S and b1 < 	< bN are the diagonal entries of E. 
So we see that the minimum J should be in the form: 
M 
= 	(?74j: + i) 	 (4.23) 
i=1 
which can be obtained by choosing 
U = UG, 	 (4.24) 
where )4 and 	are the  non-zero eigenvalues of HHH and (GGH)t, respectively. Note 
that an ordering of A corresponds to the reverse ordering of .\i.. Gt 
To obtain the maximum C in (4.19), we should follow three steps: 
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H 	G 
HybridRelai#1 
S 	R 	D 	 S 	R 	D 
Figure 4.2: The process of hybrid relaying for coherent relay channels. The MIMO relay chan-
nels are decomposed into several parallel channels each with gain Ahw,  where 
Wi  =For modified amplify-and-forward relaying, )j is ). For modified 
matched filter relaying, Ai is 
Step 1. We calculate J in equation (4.23) as a function of Ai for every ordering 3 o )4 and 
Thus we obtain M! expressions for J. 
Step 2: For every expression for J, we evaluate (4.19). Then the capacity becomes a function 
of ). We then calculate the maximum value of this function. There are M! maximum values 
of C and we denote each one of them as C a.. 
Step 3: The final optimal C0 is obtained as max (C'ax, 	CM! ' m , max) 
Though complicated in the calculation process, the underlying ideas behind these steps are 
very simple: (a) to optimally match the source to relay and relay to destination eigenmodes; 
(b) to find the optimal power allocation at the relay transmitters based on these matched eigen-
modes. A closed form solution for each value of C a,, might be extremely complicated, as we 
shall first obtain the optimum relation between each Ai by solving the M differential equations 
aC/a) = 0. In practice we can calculate Cmax numerically (i.e. by fminbnd function in 
Matlab). The calculation complexity for J is M!, which is also extremely high for M > 2. 
However, this approach gives us the theoretical capacity upper bound for MIMO coherent relay 
channels when using hybrid relaying schemes. 
We know that in order to maximize C the matrix GW should be in the form of UGDU. 
The MIMO relay channel can thus be decomposed into several parallel channels each with gain 
where ,N is the source to relay channel gain and w = pA j/(l + pX) can be regarded as 
the relay to destination channel gain. The scalar wi is optimized by the weight matrix W under 
3We conjecture from our simulation results that arranging ) and ) both in decreasing order results in the 
optimal C 
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the power constraint at the relay. A visual description for this process is shown in Fig. 4.2. 
Based on this discovery, we now propose two practical suboptimal hybrid relaying schemes. 
4.4.3 Suboptimal hybrid relaying schemes 
4.4.3.1 Modified amplify-and-forward relaying (MAR) 
One simple way to make GW have the form of UGDU is to make 
W = VGU. 	 (4.25) 
Then GW = UGDGU and GWH = UGDGDHV. The capacity can be expressed as: 
M 
	









Compared with (4.18), MAR simply replaces )j with Ab. To maximize C, the columns of U11 
can be ordered to make ) < ... 	...< A; the columns of VG can be ordered in a 
similar fashion. The amplifying factor p can be written as: 
Iv[77 	 - 	Mr1 
r1VGUH +VGU 	- 77IHH + N 	
(4.28) 
where we use the identity 
UAIIF = HAHF 	 (4.29) 
for any unitary matrix U. This is the same value for p as in AR. We thus denote this scheme 
as modified analogue relaying. We also note that J and r for MAR have the same form as in 
AR by employing (4.29). Compared with AR, it can be seen from (4.26) that the relay is able 
to decompose the channels and coordinate the backward channels with the forward channels to 
optimize the sum capacity for M parallel data streams. 
65 
Multiple antenna relay channels 
4.4.3.2 Modified Matched Filter Relaying (MMFR) 
As in MAR, we design a new W based on the matched filter weight matrix H". If we make 
W = VSTHH and write the following: 
	
GW = UGDGVWVHDUHH . 	 (4.30) 
we can see that to make M have the form UGDUH, we can make 
* = 
VG,MV, 	 (4.31) 
and D becomes diag (d 	 'I1'M d Ai H ,•• , a AH),  where db  are the singular values of G 
and VG,iI  has been introduced in section 4.4.1. The capacity can be written as 
M 
C=0.5log2 (1+77i_pAH




By comparing (4.32) with (4.18), we see that MMFR simply replaces Ai with 	To maxi- 
mize C, the columns of VH can be ordered to make ) < ... < 	... < ); the columns 
Of VG,M can be ordered in a similar fashion. We also note that J, p and for MMFR have 
the same form as in MFR by employing (4.29). Compared with MAR, this scheme has the 
advantage of enhancing the SNR at the relay. 
It should be noted that when M reduces to 1, equation (4.32) can be rewritten as: 







It is not hard to see that (4.33) equals (4.19) if we replace J in (4.19) with the expression in 
(4.23) for M = 1. This means that MMFR becomes the optimal hybrid relaying scheme for 
M = 1. However, for M > 2, the signals become more correlated due to the matched filter 
factor H   in the weight matrix W, which impairs the sum capacity. 
As we mentioned before, compared with analogue relaying, hybrid relaying needs a filter at the 
relay to refine the messages. However, it can be seen in this section that by filtering the sig-
nals at the relays, the MIMO relay channel can be decomposed to several independent parallel 
channels. This will significantly reduce the detection complexity at the destination compared 
with analogue relaying, as each stream can be detected separately in parallel and no non-linear 
Multiple antenna relay channels 
Filtering at R Non-linear detection at R Non-linear detection at D 
AR No No Yes 
HR Yes No No 
DR Yes Yes Yes 
Table 4.1: Processes for different relaying methods, where R denotes the relay and D denotes 
the destination 
detector such as V-BLAST is required. Table 4.1 briefly compares the processes for different 
relaying methods. 
4.4.4 Comparison of Relaying Schemes for Single Relay Channels 
We calculate the average Shannon capacity (in bits per channel use) for 1000 channel realiza-
tions and we define P = Mn as the total transmit power at the source. For simplicity, we 
neglect the training interval in the capacity calculation, assuming that the maximum channel 
Doppler frequency is much less than the signalling frequency. Some examples for the impact 
of training on MIMO capacity performance can be found in [96] and [97]. Though its spe-
cific impact on MIMO relay channels is beyond the scope of this chapter. Figure 4.3 shows 
the performance results for different relaying schemes for either coherent or non-coherent relay 
channels when N = M. It can be seen that digital schemes offer the best capacity performance. 
For either non-coherent channels or coherent channels, AR (MAR) outperforms MFR (MMFR), 
especially for higher SNR values. This implies that weakening the noise at the relays cannot 
compensate for the disadvantage of signal correlation in MMFR for L = M. It can also be seen 
that the relaying schemes designed for coherent relay channels give only a small performance 
advantage over those for non-coherent relay channels. In particular, the performance of digital 
relaying schemes (i.e. DR, capacity upper bound of DR (DRUB), capacity upper bound for 
MDR (MDRUB)) are all about the same. The reason has been stated in Section 4.3.1 and 4.4.1. 
However, the situation is different for N > M and Fig. 4.4 shows the simulation results for this 
case. It can be seen that unlike the N = M case, relaying schemes for coherent channels offer a 
significant advantage over schemes for non-coherent channels by exploiting 	on the relay to 
destination channels. For non-coherent relay channels, MFR outperforms AR and approaches 
the performance of DR. Since signal correlation becomes less important as the ratio N/M 
increases, the value of r for MFR in (4.12) increases compared to that for AR in (4.8). The 
upper bound for digital relaying (DRUB) is still close to the performance of DR, the reason for 
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(b) Coherent relay channel 
Figure 4.3: Average capacity of single MIMO relay channels when N = M = 2. (a) Non-
coherent relay channel. (b) Coherent relay channel. 
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Figure 4.4: Average capacity of single MIMO relay channels when M = 2, N = 8. (a) Non-
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this has been given in section 4.3.1. For coherent relay channels, digital relaying schemes still 
perform best; however, their advantage over modified hybrid relaying schemes is smaller than 
for N = M. As previously discussed, MMFR is the optimal hybrid scheme for Al = 1. For 
M> 1, it can be seen that both MAR and MMFR approaches the optimal hybrid scheme as the 
ratio N/M increases. 
From the above discussion we conclude that by increasing the number of antennas at the relays 
and obtaining the forward CSI of the relay channels, we can significantly increase the network 
capacity, especially for the digital and hybrid schemes. The hybrid schemes give a closer 
performance to the digital schemes when N > M and are attractive if we consider the tradeoff 
between performance and complexity. 
4.5 Routing for multiple-relay channels 
In this section we extend the discussion to multiple relay channels. We assume that the relays 
do not communicate with each other, which is the most practical case. We will discuss and 
compare the capacity performance of two routing schemes based on different relay selection 
criteria. In contrast to cooperative diversity as defined in the literature, we have defined the 
diversity achieved by these schemes as selection diversity. We will compare the performance 
of selective routing with that of multi-cast routing where all the relays are used to forward the 
message, and the classic protocol II exploiting cooperative diversity introduced in Chapter 3. 
We will show the advantage of selective routing over the other two schemes in certain scenarios. 
4.5.1 Optimal selective routing (OSR) 
We choose the single best relay through which the highest network capacity can be obtained. 
We denote the capacity for the kth single relay channel as Ck, where only relay k is used. The 
network capacity can be expressed as: 
C=max(Ci,.. 	,Cj). 	 (4.34) 
We can apply selective routing for analogue relaying, hybrid relaying and digital relaying, 
where for each relaying scheme Ck is calculated according to the capacity formula provided in 
the previous two sections. In practice, the channel capacity of each relay link must be fed back 
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to the source. The source then decides which relay to choose. This scheme should be optimal 
in the sense that it selects the single best relay channel that maximizes the network capacity. 
However, this scheme might require extremely high signaling overhead since for every channel 
realization, all K relay channel capacities have to be tested and compared before the best relay 
is chosen. This might only be practical for a very slow fading environment. 
4.5.2 Pathloss and shadowing based selective routing (PSSR) 
Instead of calculating C for each single relay route, in this scheme the relay is chosen with 
respect to only pathloss and shadowing coefficients of the channels, i.e. we neglect Hk and 
Gk which contain the Rayleigh fading coefficients. In the following we will give detailed 
explanation of this routing scheme and show that it approaches the performance upper bound 
of OSR for large values of N or M. 
By the law of large numbers {44, we have the following identity for the N x M matrix Hk: 
hUH M— MIN, UHU N— NI1. 
Therefore, it is not difficult to see that for large values of both M and N the capacity upper 
bound of each relay channel for both DR and MDR becomes  
C = O.5 min (M log (1 + T1MCtk) ,Mlog(1 + ijM3)) 
Therefore we set the selection criterion as follows: 
=arg 	max(Mlog2 (1 + 77 mm (Ma'.yj, Mi3))) 
,K}  
=arg 	max 	(mm (c., i3)). 	 (4.35) 
,K}  
For hybrid relaying (analogue relaying) schemes, note that for large values of N, A' and .X 
tend towards the value N. From the analysis of section 4.4.2. it is not difficult to see that 
W = I leads to the optimal hybrid relaying solution, which is equal to MAR in this scenario. 
4For large N only, the capacity for DR is C = 0.5 mm (M log (1 + jNok) , M log (1 + sMk)) and for MDR 
is C = 0.5 min (M log (1 +s]Ncsk) ,Mlog(1 + sNfik)). 
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(b) Modified digital relaying for coherent relay channels. 
Figure 4.5: Comparison of average capacity of multiple-relay channels for different selec-
tive routing schemes for different antenna number allocations (MN). The cir-
cled marked curves denote the optimal selective routing, and the diamond marked 
curves denote the pathloss and shadowing based selective routing. P = 0dB. (a) 
non-coherent relay channels. (b) coherent relay channels. Note that similar curves 
are obtained for digital and hybrid relaying in both cases. 
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Therefore equation (4.11) can be modified as follows for large N and M: 
'\ 
C 	0.5M 1092 	
M',jcx@ 
(i + iM X 
M(a + + 	
(4.36) 
The selection criterion is thus: 
= arg max 	
aRiORi 
E{1,2,,K} 	 +) + 	
(4.37) 
Compared with the OSR scheme, PSSR does not require knowledge of Hk and Gk. Since the 
calculation is based on shadowing coefficients which will change much more slowly than the 
fading channel realizations, fewer routing updates are required. This will significantly reduce 
signalling and computation overhead compared to OSR. 
Figure 4.5 gives some examples of the capacity performance for OSR and PSSR schemes as 
the number of relays increases, while P is set to 0dB. We can see that PSSR gives very good 
performance even for small values of M and N. As the values of M and N both increase, 
the absolute capacity gap between the OSR and PSSR schemes for the same number of relays 
becomes smaller, and the percentage gap shrinks. Also, for a fixed value of M, increasing N 
can also decrease the capacity gap (e.g. M = 2, N = 4). These observations also indicate 
that MIMO configurations can significantly reduce the variability of the instantaneous channel 
capacity caused by Rayleigh fading. 
4.5.3 Multi-cast routing (MR) 
We also give a short discussion on possible multi-cast routing schemes, where all the relays are 
used to forward the message. For digital relaying, every relay decodes the signals it received, 
and forwards them to the destination. The destination receives the signals from all the relays 
and decodes them, so the effective MIMO channel from relays to destination can be written as 
K 
Gsum = 	Gk. For the destination to decode the signals correctly, each relay has to decode 
i=1 
the signals correctly. For each signal Sm, we denote the Shannon capacity from source to relay 
k by Cm,Hk,  and from the relays to the destination by Cm,Gsurn.  The Shannon capacity of the 
network for 5m  can be expressed by: 
Cm  = mill (mm (Cm,Hi , 	Cm,HK ) , Cm,Gs, m ). 	 (4.38) 
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Al 
The network capacity for all the M signals are C 	Cm. It can be seen from (4.38) 
In 
that the capacity for each signal is constrained by the worst channel among the K source to 
relay channels and the relays to destination channel. As the number of antennas increases, the 
capacity for each signal will reduce. Therefore, the MR scheme turns out to be the poorest 
routing choice in this scenario. This observation also explains again why the source to relay 
link is often tested before relaying the message in most of the existing literature discussing 
digital relaying, as mentioned in the previous chapters. 
For hybrid or analogue relaying schemes, the destination receives the filtered or amplified sig-
nals from all the relays available in the network. The source to destination channel can be 
written as: 
y = 	\/GkWkHk) S + ( \/WkGkflk + fld) 	(4.39) 
where Pk  is the power amplifying factor for relay k, which is the 1/K times the value for single 
relay channels expressed by (4.9). 
Note that the relay channels can not be made orthogonal to each other due to the different 
singular vectors for each relay channel when M > 1 and N > 1, unless each relay obtains 
the knowledge of the other 2 x (K - 1) backward and forward channel matrices (i.e. the 
relays cooperate). However, this would involve extremely large signalling overheads. How to 
choose the proper weight at each relay to suppress the co-channel interference thus remains an 
open topic. In [84] a suboptimal scheme which requires no joint detection at the destination 
is presented. However, when M = 1, it is possible to combine the signals effectively at the 
destination. This will be further discussed in the next chapter. 
If we simply choose Wk  designed for single relay channels as those for multiple relay channels, 
each product GkWkHk and GkWk are i.i.d. random matrices. Therefore, for large K the 
contribution of the equivalent multi-cast MIMO channel to the capacity becomes the average 
over all single K relay channels. So the capacity of multi-cast routing schemes will be upper 
bounded by that of the selective routing schemes, for which only the best (near best for PSSR) 
relay channel is chosen. This trend is shown in Figure 4.6 where PSSR is compared to MR. 
For MR schemes, the signals become less correlated at the destination for larger number of 
relays. So matched filter based relaying outperforms analogue relaying due to the reduction in 
the amplified noise generated at the relays. 
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Figure 4.6: Average capacity of non coherent multiple-relay channels for multi-cast routing 
and shadowing based selective routing she,nes, P = 0dB, N = M = 2. Similar 
curve behavior can be found for modified relaying schemes for coherent multiple 
relay channels. 
4.5.4 Selection Diversity vs. Cooperative Diversity 
We now compare selective routing with the classic protocol II introduced in Chapter 3, where 
Alamouti codes are applied at the relays to exploit the cooperative diversity of the network. 
This comparison can be regarded as a specific example of a comparison between the benefits 
of cooperative diversity and selection diversity. 
We study the classic protocol II in Chapter 3 in a multi-antenna scenario. The source uses 
one antenna to transmit signals si  and s2 for the first two symbol slots. The two relays use 
multiple antennas to decode the two signals (i.e. maximum ratio combining) and resend them 
using Alamouti encoding. The destination then decodes the signals by multiplying the received 
signal vector by the corresponding weight matrix. It will be more difficult to apply the Alamouti 
encoding to noisy analogue waveforms in analogue or hybrid relaying, so they are not discussed 
here. 
After decoding and re-encoding, relay 1 uses one antenna to transmit [si, —s] and relay 2 
transmits [52,  s] over two symbol durations. Assuming the channel stays constant for the two 
symbol transmission periods, the capacity of the relay to destination channels for each signal 
can be written as 
/ 	2 M 	
2" CSTBC =o.51og2 (1+0.577 9m, 
 ) , 
	 (4.40) 
i=1 m=1  
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where 9,,,i  are the channel coefficients from relay ito antenna m at the destination. The factor 
0.5 right before 77 denotes the half power scaling factor for each relay. For optimal selective 
routing, the destination uses maximum ratio combining to enhance the received signal power. 
The capacity can then be written as: 
CDSR = max (mm (C's,ri , Cri ,d) ,mm (Gs,r21 Gr2,0) . 	 (4.41) 
The capacity Cs,rj  is the capacity of the channel between the source and relay i. The capacity 
Cr j,d is the capacity of the channel between relay i and the destination and can be written as: 
Cri,d = log (1 + ijQ), 	 (4.42) 
M 
where Q = j 	Note that equations (4.41) and (4.42) also hold for M = 1, which is 
m=1 
the single antenna scenario. Without loss of generality, if we assume that Qi >_ Q2, it can be 
seen that 
Cri,d —> C3'I3c' . 	 (4.43) 
It follows that 
CDSR > mm (Cs,ri ,Cri ,d) > min 	 CSTBC(Cs,ri ,Cs,r2 	 (4.44) r,d 	j .  
The right hand side of this inequality is the capacity of each signal for the classic protocol II. 
Therefore optimal selective relaying actually outperforms classic protocol II in this example. 
Specifically, inequality (4.43) suggests that selection diversity can offer a better power gain 
over cooperative diversity if there is a power constraint at the relays. A higher capacity can 
be achieved if we give all the transmission power to the single best relay instead of splitting it 
equally among different relays, even if full cooperative diversity can be achieved at the relay 
to destination link. Inequality (4.44) implies that selection diversity might offer more diver-
sity gain if the relays are randomly chosen. This is because there is only one source to relay 
link being considered in the minimum function for selective routing; but for space-time coded 
(Alamouti coded) relaying, all the source to relay links have to be considered in the capacity 
function due to its multi-casting nature. We note that these two inequalities (4.43) and (4.44) 
might be generalized to the scenarios where direct link is included and the number of relays is 
more than 2 (e.g. the cooperative diversity schemes discussed in [49] ). 
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4.6 Spatial multiplexing vs. transmit beamforming 
So far we have mainly concentrated on spatial multiplexing systems where the spatial multi-
plexing gain M is fully achieved for MIMO communications. In this section we discuss another 
MIMO configuration which exploits the spatial diversity of MIMO channels. This has been re-
ferred to as transmit beamforming in Chapter 2.3.2.3. The transmitter uses all of its antennas 
to transmit one signal instead of multiplexing different signals simultaneously. The weights for 
transmitter and receiver are chosen as the columns of right and left singular vectors of channel 
corresponding to the largest singular value of the MIMO channel matrix. The channel gain at 
the receiver is the square of the largest singular value of channel matrix which can achieve full 
diversity of N x M. It should be noted that this scheme requires CS! at the transmitter; thus, 
it can only be applied to coherent channels. Furthermore, the source to relay CSI is required at 
the source when M > 1. 
If we apply transmit beamforming to MIMO relay channels, we can also define decode-and 
forward beamforming relaying (DBR) and hybrid beamforming relaying (HBR). For DBR, the 
relay decodes the signal, re-encodes it, weights it and forwards it to the destination. The capac-
ity of a single relay channel can be written as: 
max max\ C == 0.5 xlog2 (1 +M'ij x Min (.\H "G )) 	 (4.45) 
where A 	and ax are the largest eigenvalues of HH" and GGH.  For HBR, after multi- 
plying the received signal vector by the corresponding left singular vector of the channel H, the 
relay amplifies, weights and forwards the signal to the destination. The capacity for the HBR 
scheme can be expressed as: 
'max \ 
max P1G 	' 	 (4.46) C=0.5 log2 (i + MH 
1 + pax) 
max 
=0.51092  (i + 	
ax 	 G
1 + 	+ 	
(4.47) 
 -) 
where p is the amplifying factor at the relay: 
Mr1 
= 1 + Mr1.\' 	
(4.48) 
It should be noted that HBR reduces to MMFR when M = 1. 
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Figure 4.7: Average capacity of MIMO single relay channels for single signal beamforming 
schemes and spatial multiplexing schemes when M = N 2 (2,2) and M = 2, 
N = 8 (2,8). 
We first compare DBR with MDR for spatial multiplexing systems with source to relay CSI 
available at the source. For MDR, the source can apply the same beamforming operations as 
at the relay. Thus 	is replaced by ) in equation (4.13). We find that DBR outperforms MDR 
for low output SNR values at the destination receiver. This is because 1092 (1 + SNRreceiver ) 
SNHrcj.jvr for small values of SNR ceiver, which is the receive SNR for the direct link. 
M 
The capacity of MDR then becomes 0. 577 x 	mm 	A) for low output SNR, and this is 
i= 1 
smaller than 0.5Mi1 x mm (Ana ,\ax) which approximates the capacity of DBR expressed 
in (4.45) for low output SNR. 
For hybrid relaying schemes, we can also find that HBR outperforms MAR in a similar way at 
low transmit power levels. It can be seen that (4.27) is smaller than (4.47) for low SNR,-ece jver 
with the inequalities: 
M 	 M 
r,MA max 
M 	
(4.49) AS 	 -  
i=1 	N + r + 77M 	 1+ I iA + i7M,\ 





which can be proved by showing that x/(1 + x) is monotonically increasing with increasing x. 
Similar to the discussion for single antenna networks in Section 3.1, the performance gain of 
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relaying over non-relaying for either spatial multiplexing or single signal beamforming config-
urations can generally be expressed as follows: 
0.51092 (1 + tcSNRreceiver) 	
(4.51) 
1092 (1 + SNRreceiver ) 
where ic denotes the link gain due to relaying (restricted to the worse link between the source- 
relay and the relay-destination links). C 	ic/2 when SNRreceiver -* 0; and C 	0.5 
when SNRreceiver -* +00. This means that relaying should be used for low SNR scenarios. 
When the receive SNR for direct link transmission is high, the benefit for increasing the link 
reliability by relaying will not compensate for its bandwidth loss of 0.5 due to the half duplex 
nature of the relay. Therefore, considering the performance advantage of transmit beamforming 
over spatial multiplexing for low receive SNR, it is better to combine transmit beamforming 
with relaying when multiple antennas are applied at each node in this sense. However, if we 
increase the number of antennas at the relays, or apply relay selection in the networks, the 
receive SNR in every point-to-point link in the relay network (i.e. source to relay link or relay 
to destination link) will be improved. In this scenario, spatial multiplexing will outperform 
transmit beamforming and can still be the preferred choice to be combined with relaying. 
The simulation results confirms this discussion. Figure 4.7 gives the simulation results for sin-
gle relay channels for different values of (M, N). It can be seen that at low values of 77 transmit 
beamforming schemes outperform spatial multiplexing schemes. However, this advantage is 
weakened when a larger number of antennas N are deployed at the relay. This is because larger 
values of N can enhance the output SNR at the destination receiver by increasing ) and ). 
Increasing the number of relays can also result in a larger performance improvement for spatial 
multiplexing compared with transmit beamforming. In the multiple relay scenario there is more 
freedom to obtain large values of ) and ) by selecting the proper relay. This trend is clearly 
shown in Fig. 4.8 where PSSR schemes are applied. 
4.7 Conclusions 
In this chapter we study MIMO spatial multiplexing configurations for relay channels. For 
single relay channels, we show that increasing the number of antennas at the relay can be 
beneficial. First it will make the proposed hybrid relaying schemes good suboptimal choices for 
either coherent or non-coherent relay channels, when compared with digital relaying schemes. 
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Figure 4.8: Average capacity of MIMO multiple relay channels for single signal beamfor,n-
ing and spatial multiplexing systems, where shadowing based selective routing 
schemes are used, M = N = 2, P = 0dB. 
Second, it is shown that in such scenarios knowledge of forward CSI at the relay can help 
improve the network capacity significantly, if we exploit and coordinate the backward and 
forward channel eigenmodes at the relay. For multiple relay channels, selective routing schemes 
will give better performance than multi-cast or cooperative diversity schemes when the total 
transmit power at the relays is fixed. Then multiple relay channels can be simplified to single 
relay channels where only one relay is used. In this case, the conclusions for single relay 
channels in the paper can also be applied to multiple relay channels. We also compare the 
spatial multiplexing solution with transmit beamforming solution for exploiting the diversity of 
a MIMO link. For low receive SNR values, the transmit beamforming scheme performs better 











Single and multiple antenna relay 
channels 
5.1 Introduction 
In this chapter we continue our discussion from Section 4.5.3, where multi-cast routing is as-
sumed. As pointed out in Section 4.5.3, when multiple antennas are deployed at the source 
and the destination, it is difficult for the relay to combine the signals effectively, due to the co-
channel interference. In this chapter we discuss a scenario where only single antenna is applied 
at the source and the destination. We will show that the signals can be combined efficiently at 
the destination in this scenario. 
Specifically, we apply two kinds of antenna combining techniques at the relay, i.e. MRC (see 
Section 2.3.2.1) for reception and TB (see Section 2.3.2.2) for transmission. As was been intro-
duced in Chapter 2, those techniques were often used in point-to-point single-input multiple-
output (SIMO) or multiple-input single-output (MISO) wireless links and have been shown to 
achieve the information theoretic upper bound and optimal diversity multiplexing tradeoff. In a 
relay context, we move the multiple antennas to the relays, while the source and the destination 
are only equipped with a single antenna. Similar to the previous chapters, our investigation 
is based on repetition-coded decode-and-forward transmission, where each relay fully decodes 
the source message, re-encodes it with the same codebook as the source and forwards it to the 
destination. As mentioned before, this method avoids any form of space-time coding or network 
coding and is easy to implement in practice. We analyze the performance of this system based 
on a slow fading scenario, where the transmitter only knows the second order statistics of the 
channel. More specifically, we examine the outage probability and the diversity multiplexing 
tradeoff of the network. 
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5.2 System model 
We consider a two hop network model with one source, one destination and K relays. For 
simplicity we ignore the direct link between the source and the destination. The extension of 
all the results to include the direct link is straightforward, but is not discussed further here. 
We assume that the source and destination are deployed with single antennas, while relay k is 
deployed with mk antennas; the total number of antennas at all relays is fixed to N'. This can 
be expressed as 
Mk = N. 	 (5.1) 
We restrict our discussion to the case where the channels are slow, frequency-flat fading. The 
data transmission is over two time slots using two hops. In the first transmission time slot, the 
source broadcasts the signal to all the relay terminals. The input/output relation for the source 
to the kth relay is given by 
rk = \/ihkS + nk, 	 (5.2) 
where rk  is the Mk  x 1 receive signal vector, and 77 denotes the transmit power at the source. 
The scalar s is the unit mean power transmit signal and nk is the rnk x 1 complex circular 
additive white Gaussian noise vector at relay k with identity covariance matrix ''k  The vector 
hk is the m, x 1 channel transfer vector from source to the kth relay. The entries of hk are 
i.i.d. complex Gaussian random variables with zero mean and unit variance. In the second hop, 
each relay processes its received signals and re-transmits them to the destination. The signal 
received at the destination can be written as: 
Y = 9kdk +nd, 	 (5.3) 
where the vector 9k  is the channel vector from kth relay to the destination, of which each 
entry is an i.i.d. complex Gaussian random variable with unit variance. The scalar rid is the 
complex additive white Gaussian noise at the destination with unit variance. The vector dk is 
the transmit signal vector at relay k, which should meet the total transmit power constraint: 
E [Idk 
112  ] < ri7i 	 (5.4) 
'Note that in Chapter 4, N denoted the number of antennas at one relay in a multiple antenna relay scenario. 
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Figure 5.1: System model for a two hop network: Source and destination are each deployed 
with] antenna. Totally N antennas are deployed at K relays. For each channel 
realization, either backward or forward channel coefficients for all N antennas 
remains the same regardless of the number of relays K. 
The same as constraint (4.3), this power constraint means that the total transmit power at the 
relays are the same as that at the source. Furthermore, it means that the power is allocated 
at each relay in proportion to its number of antennas. Note that this power allocation can be 
meaningful in practice, as users with larger number of antennas usually have a higher transmit 
power. For presentation simplicity we assume here that the total power at all relays is fixed 
to be i, i.e. the same as at the source. However, all the conclusions in this chapter also hold 
when the total power at all relays is fixed to an arbitrary constant. We assume a coherent 
relay channel configuration context where the kth relay can obtain full knowledge of both the 
backward channel vector hk and the forward channel vector g. Note that the forward channel 
knowledge can be obtained if the relay-destination link operates in a Time-Division-Duplex 
(TDD) mode. For a fair comparison, we also assume that for each channel realization, all the 
backward and forward channel coefficients for all N antennas remain the same regardless of 
the number of relays K. Figure 5.1 shows the system model. 
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5.3 Antenna diversity techniques in relay channels 
In this section we apply MRC and TB techniques to the system model described in Section 5.2. 
We assume that each relay performs MRC of the received signals, by multiplying the received 
signal vector by the vector h'/HhkF . The signal at the output of the relay receiver is given 
by 
m, 
771k 	 hn 
Tk = \ 	hikH+ i=1 
	 (5.5) 
V 
where h,k denotes the ith antenna at relay k, and ni,k  denotes the noise factor for ith receiver 
input branch. The SNR at the output of the receiver can be written as: 
flk 
pk = 77h,tJ2. 	 (5.6) 
After the relays decode the signals, each relay then performs TB of the decoded waveform. If 
we denote the transmitted signals as tk with unit variance, the transmitted signal vector dk for 
relay k can be written as 




The destination receiver simply detects the combined signals from all K relays. If the signals 
are correctly decoded at all the relays (i.e. tk = s), the output signal at the destination can be 
written as: 




— 2 = 9i,k +fl=Sgk+nd 	 (5.8) 
k=1 	i=1 	 k=1 
It can be seen from (5.8) that by applying antenna diversity schemes at the relays, the networks 
can be decomposed to K diversity channels, each with channel gain jk.  The output SNR at the 
destination receiver can therefore be written as: 







When all the relays are deployed with a single antenna, there is no traditional maximum ratio 
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combining gain at the relays and the destination. However, the destination still observes a set 
of equal gain combined [98] amplitude signals from all relays.2 Since we assume that the 
backward and forward channel coefficients for each antenna are kept the same for different 
values of K and m, the output SNR at the destination can be rewritten as 
7K m 
(~ ' 	I9ik) 	 (5.10) 
k=1 i=1 
when all the antennas are deployed in one relay (i.e. K = 1 and m1 = N), full diversity gain 
is achieved among all the N antennas at the relay and also at the destination. The SNR for this 







5.4 Outage analysis 
As we mentioned in Chapter 2, when the channel fading is slow, i.e. codewords span less than 
one channel block, the Shannon capacity for the Rayleigh fading channels is zero. Therefore 
a certain outage probability must be allowed for communicating at any finite data rate. The 
outage probability can be defined as (2.22). In this section we will analyze the outage proba-
bility for the relay networks, and then further characterize the diversity-multiplexing tradeoffs 
for different relaying schemes. For the sake of simple presentation, we put all the proofs in 
Appendix A. 
We first study a simple protocol, in which all the relays participate in the decoding and forward-
ing process. We refer to this protocol as multi-cast decoding. An outage occurs whenever any 
relay or the destination fails to decode the signals. Before starting the outage analysis, we firstly 
introduce a lemma on the bounds of the value of p ° , i.e. the output SNR at the destination 
given that the signal is correctly decoded at all relays: 
1 < rnk<N Lemma 1. For any m, Pd - Pd 
Proof. See Appendix A.1. 
This lemma is important throughout the analysis in the chapter, as it implies that the increased 
2 Unlike [98], the equal gain combining for the relay channels is applied at the transmitter instead of the receiver. 
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"equal gain combining" gain at the destination can not compensate for the loss of maximum 
ratio combining gain at the relay and the destination when the number of relays K is increased 
and the numbers of antennas at each relay are reduced. Based on Lemma 1, we now begin our 
outage analysis with the following lemma: 
Lemma 2. Conditioned on all the relays correctly decoding the messages, the outage proba- 
bility for the relay channels is bounded by: 
1 (N(22R_1) 
N 




- OUt_N! 	I 
. 
Lemma 2 indicates that the full diversity of N can be achieved regardless of the number of 
relays K, provided that the signals are correctly decoded at the relays. However, the diversity 
of the network might decrease if certain detection error happens at the relays. This is especially 
true for the multi-cast decoding protocol, for which we have the following theorem: 
Theorem 1. For large r, the outage probability for the multi-cast decoding is bounded by: 
N ( 2 
2R 
- 	
~ p0t ~ 	
(2R_ i)N 	
(5.13) 
\ \ 77 ) 
with equality to the right-hand side if K = 1, to the left-hand side if K = N. 
Proof. See Appendix A.3. 	 El 
This theorem implies that for multi-cast decoding, having more relays and less antennas per 
relay actually loses diversity. This is because requiring all the relays to fully decode the source 
information limits the performance of decode and forward to that of the poorest source to relay 
link. This has also been observed in Section 4.5.3, where multiple antennas are deployed at 
the source and the destination. Specifically, it can be seen that for K = N no diversity gain is 
offered by relaying i.e. the SNR exponent is —1, as no diversity gain can be obtained for the 
source to relay links in this case. However, for K = 1 the full diversity of N can be achieved, 
as the diversity gain for the source to relay link is also N. In terms of the diversity multiplexing 
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Theorem 2. The diversity-multiplexing tradeoff curve for the multi-cast decoding scheme is 
bounded by 
1-2r<d<N(1--2r),0<r<0.5 	 (5.14) 
with equality to right-hand side if K = 1, to left-hand side if K = N. 
Proof. For large ij, replace R with r 1092 77 in (5.13), the proof is straightforward. 	D 
It can be seen from Theorem 3 that when K = N, the diversity-multiplexing tradeoff for 
multi-cast decoding is strictly worse than that for direct transmission, which is d = 1 - r as 
been shown in Chapter 2. When K = 1, however, the diversity-multiplexing tradeoff is the 
same as the space-time distributed coding schemes proposed in [49], where a single antenna 
network with N relays is considered. It is shown in [49] that full diversity N can be achieved 
if the message is only forwarded by the relays that can correctly decode it. As mentioned in 
Chapter 2, this kind of relay selection offers a selection diversity in the network. In fact, we 
can combine the antenna diversity schemes with a protocol similar to the one proposed by 
[49], which exploit further the diversity of source to relay channels by selecting the qualified 
relays that meet the transmission rate R, to improve the network performance when K > 1. 
Specifically, the protocol for the antenna diversity schemes is proposed as follows: 
Protocol 1. (Selection Decoding) Select K relays with a total number of antennas N, denoted 
as R (iv, k) that could successfully decode the source message at a transmission rate R, to 
decode and forward the messages. 
We can obtain the outage probability for selection decoding by the following theorem: 
Theorem 3. For large i, the outage probability for the selection decoding scheme is bounded 
by: 
while the upper bound is met when the selected N antennas are all within one relay. 
Proof. See Appendix A.4. 	 LN 
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It can be seen from Theorem 3 that for selection decoding full diversity can always be achieved 
regardless of the number of relays K. This is clearly an advantage over the multi-cast decoding 
scheme. Replacing R with r 1092 11 in (5.15), we can directly obtain the diversity-multiplexing 
tradeoff for selection decoding: 
Theorem 4. The diversity-multiplexing tradeoff curve for selection decoding is 
d=N(1-2r),O 	 (5.16) 
which is the same as that for the space-time distributed coding protocol proposed in [49]. 
We claim that compared with distributed space-time coding, the messages for antenna com-
bining techniques are simply repetition coded. Therefore it is much easier to implement than 
space-time coding in practice, provided that each relay antenna can obtain its forward (relay 
to destination) CSI. Fig. 5.2 shows the diversity multiplexing tradeoff for different protocols 
discussed in the paper, when N = 5. 
Note that one different assumption between our approach and the space-time coded approach in 
[49] is that we allow multiple antennas to be deployed at the relays. However, it has been shown 
that the diversity gain that can be achieved by our approach is the same as that of the space-time 
coded approach in [49], as long as the total number of antennas at all relays is fixed, regardless 
of the number of antennas at each relay and the number of relays. Thus, the same diversity 
gain can be achieved even when each relay is deployed with a single antenna. Therefore the 
application of our scheme is quite general. 
5.5 	Discussion for amplify and forward relaying 
This chapter has mainly concentrated on decode and forward relaying protocols. Some recent 
work has shown that for amplify and forward relaying, full diversity N can also be achieved for 
a N relay single antenna relay network. This can be done by either using N relays to retransmit 
the signal in N orthogonal time slots [99] or selecting the best relay to retransmit [61]. In a 
multi-antenna scenario where multiple antennas can be deployed at the relays, the analysis for 
the decode-and-forward mode can not be directly extended to the amplify-and-forward mode, as 
they have different relaying mechanisms. In fact, the analysis for amplify and forward relaying 
is more difficult due to the following two reasons: (a) the source-relay link and the relay- 









Figure 5.2: The diversity multiplexing tradeofffor different protocols, when N = 5. 
destination link in amplify and forward mode can not be considered separately, as decoding is 
not performed at the relays; (b) the impact of the noise component generated at the relays is 
complicated and play a vital role in the capacity performance. 
However, we can conjecture the same conclusion as of the decode-and-forward mode by imag-
ining an extreme case, i.e. a very high transmit power level. The performance of amplify and 
forward mode in this scenario mimics that of decode and forward mode, as the noise component 
generated at the relays becomes negligible. In fact, similar conclusions for the output SNR at 
the destination for amplify-and-forward mode can be made as in Lemma 1 for the decode-and-
forward mode. Some convenient capacity lower bounds can also be obtained for amplify-and-
forward relaying. We put the analysis regarding these capacity bounds for arnplfy -and-forward 
relaying in Appendix B. We also conjecture that the diversity N can be obtained regardless the 
number of relays K, if MRC and TB are applied at the relays. 
5.6 Conclusions 
From the above analysis, we can draw several conclusions regarding the antenna combining 
techniques introduced in this chapter: (a) provided the messages are successfully decoded at 
the relays, having less relays will offer better performance due to increased combining (power) 
gain at the destination, though the full diversity N of the network can be achieved regard-
less the number of antennas; (b) if all the relays participate in the decoding and forwarding 
process, the network performance will degrade as the number of relays increases, as the per- 
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formance is always restricted to the worst source to relay link. In this sense, deploying all the 
antennas at a single relay is the optimal choice; (c) however, full diversity can be achieved 
if we apply the relay selection schemes to choose the potential relays. More specifically, the 
diversity-multiplexing tradeoff achieved by the antenna combining techniques is the same as 
that achieved by more complicated space-time distributed coding schemes. In this scenario, 
deploying more antennas at fewer relays is still a better choice due to improved combining 
(power) gain. We further note that the recently proposed fixed relay concept [5] in mesh net-
works allows the possibility to deploy a large number of antennas at the relay. This provides a 




In this chapter, we firstly summarize the work and also highlight the contributions in each of 
the previous chapters. Then we discuss the possible options for future research. 
6.1 Summary 
Chapter 1 offered some basic introduction to the history of wireless communications, as well 
as the key technologies that will be used in current and future generation wireless networks. 
Specially, we introduced relaying and MIMO technologies, both of which exploit the space 
dimension of wireless communications. We discussed some of their important advantages over 
conventional systems that can improve the capacity and link reliability. We indicated that the 
combination of the two techniques could bring significant changes for future wireless systems. 
Chapter 2 offered a detailed background for MIMO systems and relay networks. It began with 
an introduction to the wireless fading channel models, where different fading characteristics 
were modeled and discussed. We then provided a capacity analysis for a fixed channel realiza-
tion. We showed that the MIMO channel can obtain a multiplexing gain and show its capacity 
advantage over the SISO channel for high SNR. For a fading channel scenario, we showed that 
MIMO channel can offer a diversity gain that can significantly improve the outage performance. 
We then showed that multiplexing gain and diversity gain can be obtained simultaneously by 
characterizing the diversity-multiplexing tradeoff for the MIMO channel. For relay networks, 
we indicated that a virtual MIMO system might be formed by allowing the different nodes in 
the network to cooperate. We introduced several transmit protocols and coding schemes that 
can achieve diversity gain over non-relay networks. However, we also indicated that unlike 
a point-to-point system, relaying might result in a multiplexing loss. This is mainly due to 
the half-duplex nature of relaying, i.e. it takes two time slots to transfer every signal to the 
destination. 
Chapter 3 concentrated on a single antenna network where each node is equipped with a sin 
gle antenna. We designed a new transmission protocol that can recover the multiplexing loss 
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due to relaying, while retaining some diversity gain. We applied simple repetition coding at 
two relays and show that the network forms a MIMO system provided that the signals can be 
correctly decoded at the relays. One major issue that constrains the performance of the new 
protocol is interference between the relays, while one of the relays is transmitting the message 
and the other is listening to the source message. We provided a method to suppress the co-
channel interference and showed that the network can be considered as interference free if the 
interference is sufficiently strong. We showed that unlike conventional transmission protocols 
which offer capacity advantage only for low SNR, our new transmission scheme can offer high 
capacity performance for both low and high SNR, especially when the relays are located closed 
to each other. 
Chapter 4 moved the discussion to a multiple antenna network where each node is equipped 
with multiple antennas. We firstly discussed signalling methods for the single relay channel. 
For digital relaying, we applied a V-BLAST/beamforming signalling and detection structure in 
the relay channel and show through simulation that its performance approaches the information-
theoretic upper bound of relay channels, provided that the CSI of the relay to destination chan-
nel is available at the relay. We then proposed a novel hybrid relaying concept for MIMO relay 
channels, which combines the benefit of digital relaying and analogue relaying. We developed 
optimal and suboptimal hybrid relaying schemes and compare them with analogue relaying and 
digital relaying schemes. We showed that hybrid relaying outperforms analogue relaying, and 
is a good suboptimal choice compared with digital relaying, especially when the number of 
antennas at the relay are larger than at the source and destination. We then moved to a multi-
ple relay scenario, where we exploited the diversity of the relay channel by selecting the most 
preferred single relay from all candidate relays to forward the signals. We proposed both opti-
mal and suboptimal relay selection schemes and show that their performance converges when a 
large number of antennas is deployed at each node in the network. We also showed that with a 
total power constraint at the relays, the multi-cast routing scheme, which uses all the relays to 
forward the message, is not preferable to the relay selection routing scheme when the relays are 
not allowed to cooperate. Finally, we compared the spatial multiplexing system with transmit 
beamforming in the relay scenario. We showed that transmit beamforming might give a higher 
capacity performance at low SNR. We indicated that it might be beneficial to combine transmit 
beamforming with relaying, as relaying is often applied for low SNR. 
Chapter 5 studied a special case where the source and destination are equipped with one an 
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tenna, while relays might be equipped with multiple antennas. We investigated the simple 
repetition-coded decode-and-forward protocol and applied two antenna combining techniques 
at the relays: maximal ratio combining on receive and transmit beamforming. We assumed that 
the total number of antennas at all relays is fixed. With a total power constraint at the relays, 
we show that the antenna combining techniques can exploit the full spatial diversity of the relay 
channels and can achieve the same diversity multiplexing tradeoff as achieved by more com-
plex space-time distributed coding techniques, such as those proposed by Laneman and Wornell 
[49]. We also showed that the outage probability is minimized if all the antennas are deployed 
at a single relay, and is maximized if each relay is deployed with a single antenna. We also 
indicated that similar results can be found for the amplify-and-forward relaying protocol. 
6.2 Future work 
For the new protocol proposed in chapter 3, one very important factor that impairs the capac-
ity performance is the interference between the two relays. Our capacity analysis does not 
offer the optimal capacity results for this protocol because the optimal method of suppressing 
the interference between the relays is not known in general. More advanced coding schemes 
such as dirty paper coding might be used at the source to help eliminate the interference and 
thus improve the network capacity. For the adaptive protocol discussed in the paper, it is also 
worthwhile to develop new forms of the protocol that explicitly account for the impact of in-
terference between relays on the network capacity. These two topics will remain as interesting 
future work. Furthermore, we constrain ourselves on simple repetition coding at the relays, it 
would be interesting to see how the performance would be further improved if more compli-
cated coding schemes such as parallel channel coding are applied. In terms of the performance, 
we have conjectured the maximal diversity and multiplexing gain offered by the proposed pro-
tocol(see Table 3.3). It is possible to derive the diversity-multiplexing tradeoff for such scheme 
in future. 
In Chapter 4 where multi-antenna multi-relay channel is considered, we mainly concentrated 
on the signaling algorithm or routing protocol design. The overall diversity and multiplexing 
(tradeoff) behaviors of such system is not discussed due to its complexity in analysis. This is 
because unlike a point-to-point MIMO channel where the antennas at the transmitter or receiver 
are centralized, here the antennas are only partially centralized (distributed). However, the 
diversity-multiplex tradeoff for this system is clearly a very important topic for future research, 
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as it can offer significant insights on the fundamental performance limits of such system. Some 
other future topics for Chapter 4 include. (a) effective signalling for digital and hybrid relaying 
when only partial forward CSI is available at the relay for single relay channels; (b) effective 
signal combining at the destination when the effect of the direct link is taken into account; (c) 
effective signalling for digital and hybrid relaying when multi-cast routing is used. 
For the system model discussed in chapter 5, the diversity-multiplexing tradeoff for amplify-
and-forward relaying protocol is not derived. Compared with decode-and-forward relaying 
protocol, the amplify-and-forward relaying protocol does not suffer from error propagation. 
The capacity shall always increase as the number of the relays increase, provided that the signal 
waveforms can be effectively combined at the destination. We conjecture that by MRC-TB, 
full diversity gain could be achieved in two time slots, without any form of relay selection. The 
validation of this conjecture remains as future work. 
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Proof of lemmas and theorems 
A.1 	Proof of Lemma 1 
We firstly prove that p1 < tmk We write the following d—Pd 
12 	'n' 
I 
 \' [Ink 9ik 9i,k• 	 (A.!) 
To compare Ak with Bk, we write 
/ m, 	 (,nk 2 
	
A - B= 2 77 	 gi,k 2 - 	 ik)) 	 (A.2) 
( Mk 





-	 ( E gi,kI tik) 	 (A.3) 
Note that 
Mk 	 Tnk 771k 
(Mk - 1) E Igi,k 2 	 9,k 2 	 (A.4) 
i=1 	j=1 j=1,j~4i 
M k  
=0.5 	(19i,k 1 2 + 9j,kI). 	 (A.5) 
So (A.3) can be further written as: 
A - B=r] 	i (I gj,k  2 	
Mk 	
2 
- 2 Ig,k gj,k + 9j,k2) 
i,j=1;ij 
mk 
(9i, - Igj,kI) > 0. 
i,j=1;i ,-j 
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So Ak ~ Bk and therefore p 	plk. 




= 	9i,k2 	 (A.6) 
in equation (5.9) and (5.11). Then pd 	Pd - 
Mi can be written as 
Pd -p = 
71 
(
(N - Mk) a 	 m - 	 imiaiai) . 	 (A.7) 
k=1 	 i,j=1;iOj 
Note the constraint by (5.1) in section II, we have the following: 
(N - Mk) = E m. 	 (A.8) 
i=1,ik 
Putting (A.8) into (A.7), we have the following: 
pf - p 1 = 	
(
mia - 	 v'miaimiai) . 	 (A.9) 
k1 i1,iOk 	i,j=1;ij 
Note the following: 
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Proof of lemmas and theorems 
We can further write (A.9) as follows: 
K 
N m, 77 
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i,j=1;ij 
Therefore p N > pi and p:1 p?l2k <N 
A.2 Proof of Lemma 2 
Based on Lemma 1, it is clear that 
I:,1 
t - > 
1Jmk
out 	ou
> DN t' 
	 (A.1O) ou 
where Po1ut denotes the outage probability for N relay case and Pftt for 1 relay case, given that 
the signals are correctly decoded at all the relays. Note that 
K mi 	 N 
(A.11) 
k=1 i=1 
inequality (A. 10) can be extended as: 
P[log2 (1+) <R] ~P ~P 
1
1092(l+P) <R]. 	(A.12) 
After some modification, (A.12) can be rewritten as: 
K m 	 N (22R - 1)1 	
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K 	i 22R 
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Put (A. 14) to (A13) finishes the proof of Lemma 2. 
A.3 	Proof of Theorem 1 
If we denote C11- Jnk = 0.51092 (i + p) as the Shannon capacity from source to relay k chan-
nel for each channel realization. The outage probability is given by: 
(pont = p [mm 
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where P 	is bounded by (5.12). For large lj, retaining only the term containing the lowest 
exponent of 1/77 in the first term, (A.16) can be further modified as 
(22R_—_1 ynk 	
(A.17) out 
k=lmk 	7)  
Observing that < 	when a > b, P0 is maximized when Mk = 1,K = N. Therefore 
for large 77 
P00t 
<N (22R_— ) _1	
(A.18) 
'\77  
where Po,nl is omitted due to its higher exponent. Pout is minimized when Tflk = N,K 
and P0 = P. We obtain the lower bound 
p0t > 	
(
2R — 1 
N 	
(A.19) 
and thus complete the proof. 
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A.4 	Proof of Theorem 3 
Since R (N, k) is a random set, we utilize the total probability law and write 
'o = 	
P [ (i,k)] 
mkJ(Ik) 	 (A.20) ut 
where P 	denotes the outage probability conditioned on (N, k) is chosen, and 
can be bounded by (5.12) by replacing N with N. The probability for any relay to be chosen 
can be expressed as: 
~ M l 
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Therefore any ' (N, k) exists with a probability that can be written as: 












Based on (A.14), at high SNR, P [ (N, /c)] can be approximated as 
1 
P [ (,)] 	
2R - , N N 	
H (A.23) 
rE(N-N,K-K) 
Which can be bounded by: 
1 	(22R_ i )IV_]V 	
)N-fv 
<P [ (,k)] 	(22R - (A.24) 
(N — 
Ti 	 Ti 
Note that the bounds are independent of K. Putting (A.24) and (5.12) into (A.20), we obtain 
the bounds (5.15) and thus complete the proof. 
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Capacity bounds for 
amplify-and-forward relaying 
In this appendix we discuss the capacity bounds for amplify-and-forward relaying for the sys-
tem model discussed in Chapter 5, where we apply MRC and TB at the relays. 
B.1 Amplify-and-forward relaying 
For amplify-and-forward relaying, after each relay receiver performing MRC of the signal vec-
tor, it amplifies the signal (5.5) by a factor that can meet the power constraint (5.4). The 
amplifying factor can be computed as: 
77  N 
 'Yk 
 
Mk 	 (B.1) 
	
Ti Ihi,k 12 + 1 
i=1 
The transmitted signal tk at each relay can be expressed by tk = ykrk. Note that unlike decode 
and forward mode, it now becomes a combination of the source signal and the noise at the relay. 
The relay then applies transmit beamforming to tk to form the transmit signal vector dk, which 
now can be expressed as: 
dk = 
	
krk 	 (B.2) 
HgkHF 
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The destination receiver receives the sum of the signals from all K relays and performs data 
detection. The output signal at the destination (5.3), after some modification, can be written as: 
	
K I mk 	mk 
2 	77 
 Mk 
y=3 	 Mk N 2 k=1 
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=' 	i=1 	77 	Ihi,k I + 1 
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K 	i h,kni,k 	m 









where we denote n7. as the equivalent noise generated from the relays. It can be seen from (B.3) 
that compared with decode and forward mode, the signals can also be coherently combined 
at the destination, with a channel gain which takes into account the source to relay channel 
gains at the cost of additional noise n, Furthermore, we can observe from n that the noise 
generated at different relays is not coherently combined at the destination, though the signal 
can. Beamforming at the relays works only for the signal but not for the noise. Therefore while 
the signal is enhanced by the beamforming, the noise generated at the relays is not. This implies 
that besides the equal gain combining gain, beamforming the signal from the different relays 
can offer an additional coherent combining gain for reducing the impact of the noise generated 
at different relays specially for the amplify-and-forward mode. Specifically, the SNR at the 
destination can be written as: 
(K 	m 	m 	 k. 
I >1 9i,k 2 h,k2 	11 N 2 
N
i=1 	i=1 	7>1 +1 
K mk 	 mk 
9i,k12  tmk _N2 	+ 1 k=1 i=1 	_+1 
where we can clearly see an additional coherent combining gain of the signal power over the 
noise power generated at the relays. 
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single antenna, the SNR at the destination can be rewritten as: 
Pi 
/ K m 
N 
	
k=1 i=1 	 F kj l 2+1) 
K Mk 
2 1 IgI,kl 	N 	+  
k=1 i=1 
(B.5) 
It can be seen that no maximal ratio combining gain can be obtained in this case. However, 
the additional coherent combining gain and equal gain combining gain are maximized as the 
number of relays is maximized. When all the antennas are deployed in one relay, the SNR can 
be rewritten as 












77 	 + 
1 	hi+1 k=1 i=1 
k=1 i=1 
In this case there is no equal gain combining gain or additional coherent combining gain, as all 
the antennas belongs to one relay. However, the maximal ratio combining gain can be obtained 
due to the full cooperation of the antennas at the relay. 
B.2 Capacity bounds 
The network capacity for amplify-and-forward relaying for each channel realization can be 
written as: 
Ck =O.51og2 (1+p) 	 (B.7) 
The same upper bound for the output SNR at the destination for amplify and forward mode 
can be made as in Lemma 1 for the decode-and-forward mode. This is stated in the following 
lemma: 
Lemma 3. For any Mk, p < p'f. 
Proof. To efficiently prove this lemma, we firstly introduce the following new lemma. 
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Lemma 4. For any positive real numbers x1, x2, Yi y2, a, if 
X1 	X2 
xj ~X2 and > (B.8) 
Yi Y2 
then 
X1 	X2 (B.9) 
Yi + a - Y2 + a 
	
Proof. The proof is straightforward by showing --'-- - -- > 0 	 D 
yi+a y2+a — 
Compare numerators of (B.4) and (13.6), we have the following: 
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K rn 
X 7 :i: E Ig,kI, 
k=1 i=1 
where inequality (a) holds due to the fact that x is monotonically increasing with x, inequal-
ity (b) can be found in the proof of Lemma 1 in Appendix A. 1. From Lemma 4, we can now 
remove factor 1 in the denominators of (B.4) and (B.6). After some modifications, it can be 
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with 
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I9i,kl i Ihi,k12_m N 2 
N
i=1 	i=1 	17 	lhj,kl +1 
K m 
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By the Cauchy-Schwarz inequality, it is clear that 
K K 	K 	2 
dk > ( 
V/Ckdk) 
the proof is thus completed. 
(B. 10) 
Based on this lemma, we directly obtain the following theorem for the amplify-and-forward 
relaying mode: 
Theorem 5. If we denote the network capacity for K = 1 as C, for any mj, C' < C. 
The capacity lower bound, however, is difficult to obtain. The reason is that unlike decode-and-
forward relaying, it is much more complicated to compare pk  with p  due to the additional 
coherent combining gain among different relays for amplify-and-forward relaying. However, 
we can still give a comparison between the highest achievable capacity for both cases. In the 
following we derive two tight (achievable) upper bounds for both plk  and p,  and show that 
the upper bound for p 	is strictly larger than that for p 1. 
Lemma 5. We have the following upper bounds for p  and  p. 
K 
- Pupper p2k 
< Tfl 
k=1 







m j  
I lgl2 	N 	 1 +k 
i=17 Ihi,k12+1 i=1 
(B. 11) 
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Proof. The proof is straightforward if the following identity is noticed: 
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Based on these bounds, we have the following identity: 
tmk > Mk, Pupper - P Lemma 7. For any 	 upper 
Proof The proof can be started by comparing each element in the summation of Pp1Cr and 
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(B.14) 
It can be seen from the proof of Lemma 3 in Appendix B. 1 that SNR ~ SNR by settinMk 	g Mk 
K = Mk and Mk = 1. The proof is therefore completed. 	 El 
We consequently has the following theorm regarding the capacity of the network: 
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Theorem 6. If we denote the maximal achievable network capacity for K = N as C, for any 
Mk, CA <Cr. 
We note that for both amplify-and-forward relaying and decode-and-forward relaying discussed 
in Chapter 5, the three capacity theorems can hold for any choice of fading distribution, as long 
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SUMMARY 
In this paper we analyze the performance of multiple relay channels when multiple antennas are deployed 
only at relays. We apply two antenna diversity techniques at relays, namely maximum ratio combining 
(MRC) on receive and transmit beamforming (TB). We show that for both decode-and-forward and amplify-
and-forward relaying protocols, with K relays the network can be decomposed into K diversity channels 
each with a different channel gain, and that the signals can be effectively combined at the destination. We 
assume that the total number of antennas at all relays is fixed at N. With a reasonable power constraint at the 
relays, the network capacity will be lower bounded by that of N relay channels each with single antenna, 
and upper bounded by that of single relay channel with N antennas. Copyright © 2007 AEIT 
1. INTRODUCTION 
It is widely believed that ad hoc networking [I] or multi-
hop cellular networks [2] are important new concepts for 
future generation wireless systems [3], where either mobile 
or fixed nodes (often referred to as relays) are used to 
help forward the information to the desired user. One 
advantage of these structures are that it is possible to 
unite multiple relays in the network as a "virtual antenna 
array" to forward the information cooperatively, while 
appropriate combining at the destination realizes diversity 
gain. The diversity achieved in this way is often named 
as user cooperation diversity or cooperative diversity [4], 
as it mimics the performance advantages of multiple-
input multiple-output (MIIMO) systems[5] in exploiting the 
spatial diversity of the relay channels. The performance 
limits of space-time codes, which can exploit cooperative 
diversity, are discussed in [6, 7, 8] for single-antenna 
relay networks. For multiple-antenna relay channels where 
every terminal in the network can be deployed with 
*Correspondence to: Institute for Digital Communications, University of 
Edinburgh, Edinburgh, EH9 ML, UK. E-mail: y.fan@ed.ac.uk 
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multiple antennas, studies are mainly concentrated on 
spatial multiplexing systems [9, 10, II]. 
In this paper we exploit the spatial diversity of the 
relay channels in a different way from space-time coding 
based approach. We apply two kinds of antenna combining 
techniques at the relay, namely maximum ratio combining 
(MRC) [12] for reception and transmit beamforming 
(TB)[13] for transmission. Those techniques were often 
used in point-to-point single-input multiple-output(SIMO) 
or multiple-input single-output (MISO) wireless links, 
where either the transmitter or receiver is equipped with 
multiple antennas. It has been shown that MRC (TB) 
is able to achieve information theoretic upper bound of 
SIMO (MISO) systems [14]. In a relay context, we move 
the multiple antennas to the relays, while the source and 
the destination are only equipped with a single antenna. 
Compared with the single antenna relay network where 
every node is equipped with one antenna, our system model 
allows certain wired cooperation between the antennas at 
the relays, which is clearly a advantage. However, it will 
be shown that our schemes can also work effectively for 
single antenna networks. More specifically, we will show 
Accepted 5 February 2007 
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Figure 1. System model for a two hop network Source and 
destination are each deployed with I antenna. A total of N 
antennas are deployed at K relays. For each channel realization, 
both backward and forward channel coefficients for all N 
antennas remain the same regardless of the number of relays K. 
that by applying the antenna combining techniques in the 
relay network, a network with K relays can be decomposed 
into K diversity channels each a with different channel 
gain, and the signals from all K branches can be effectively 
combined at the destination. We derive the capacity bounds 
for this signal combining techniques and our analysis 
results can be applied to both ergodic capacity and outage 
capacity [15] performance. Our investigation is based 
on both the decode-and-forward (digital) relaying mode, 
where the relays decode, re-encode and re-transmit the 
signals, and the amplify-and-forward (analogue) mode, 
where the relays amplify and forward the signals without 
decoding the message. 
The rest of this paper is organized as follows. In Section 
II, the basic system model and assumptions are introduced. 
Section III introduces the antenna combining techniques. 
The capacity performance analysis are made in section IV. 
Section V presents and discusses simulation results and 
finally, conclusions are drawn in Section VI. 
2. SYSTEM MODEL 
We consider a two hop network model with one source, 
one destination and K relays. For simpler presentation we 
ignore the direct link between the source and destination. 
However, the extension of all the results to include the 
direct link is straightforward. We assume that the source 
and destination are deployed with single antennas, while 
relay k is deployed with Mk  antennas; the total number of 
antennas at all relays is fixed to N. This can be expressed 
as 
mk=N. 	 (1) 
We restrict our discussion to the case where the channels 
are frequency-flat fading. The data transmission is over 
two times slots using two hops. In the first transmission 
time slot, the source broadcasts the signal to all the relay 
terminals. The input/output relation for the source to the 
kth relay is given by 
r/ = ./ihs + nk, 	 (2) 
where r, is the Mk  x 1 receive signal vector, and 77 denotes 
the transmit power at the source. The scalar s is the unit 
mean power transmit signal and nk is the Mk >< 1 complex 
circular additive white Gaussian noise vector at relay k 
with identity covariance matrix 	The vector hk is the 
7 k x 1 channel transfer vector from the source to the kth 
relay. The entries of hk are independent and identically 
distributed (i.i.d) random variables. In the second hop, each 
relay processes its received signals and re-transmits them 
to the destination. The signal received at the destination 
can be written as: 
Y = 	gkdk +fld, 	 (3) 
where the 1 x Mk  vector g, is the channel vector from the 
kth relay to the destination, of which each entry is an i.i.d. 
random variable. The scalar nd is the complex additive 
white Gaussian noise at the destination with unit variance. 
The Mk  x 1 vector dk is the transmit signal vector at relay 
k, which should meet the total transmit power constraint: 
E [Mdk, 
112 
 ] < 
Ilk 
	 (4) 
where I I•MF denotes the Frobenius norm and E [.] denotes 
the expectation. This power constraint means that the 
power is allocated at each relay in proportion to its number 
of antennas. For presentation simplicity we assume here 
that the total power at all relays is fixed to be ij, i.e. 
the same as at the source. However, all the conclusions 
in the paper also hold when the total power at all relays 
is fixed to an arbitrary constant. We assume a coherent 
relay channel configuration context where the kth relay 
can obtain full knowledge of both backward channel vector 
hk and forward channel vector g. For fair comparison, 
Copyright © 2007 AEIT 	 Euro. Trans. Telecom,ns. 00: 1-11(2007) 
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we also assume that for each channel realization, all 
the backward and forward channel coefficients for all N 
antennas remain the same regardless of the number of 
relays K. Fig. I shows the system model. 
3. ANTENNA COMBINING TECHNIQUES IN 
RELAY CHANNELS 
In this section we apply MIRC and TB techniques to the 
system model described in section II. We discuss both 
decode-and-forward and amplify-and-forward relaying 
modes below. 
3.1. Decode-and-forward relaying 
We assume that each relay performs MRC of the received 
signals, by multiplying the received signal vector by 
the vector h'/MhkMF,  where h' denotes the complex 
conjugate transpose of hk.  The signal at the output of the 
relay receiver is given by 
M k  
mk F- 141041k  
rk =sIhi,k 2 +
7 	
(5) 
where hk denotes the ith antenna at relay k, and ni,k 
denotes the noise factor for ith receiver input branch. We 
denote h k  the complex-conjugate of h.,k. The signal to 





_ rl> hikl2. 	 (6) 
After the relays decode the signals, each relay then 
performs TB of the decoded waveform. If we denote the 
transmitted signals as tk with unit variance, the transmitted 






M 	H F 
The destination receiver simply detects the combined 
signals from all K relays. If we adjust the transmission 
data rate so that the signals are correctly decoded at all the 
relays (i.e. tk = s), the output signal at the destination can 
be written as: 
K 	m5, 	 K 
71mk'.ç— 	
2 
= 	—- 9i,kI +ThdSgk+fld(8) 
k=1 	i=1 k=1 
Copyright © 2007 AEIT 
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It can be seen from (8) that by applying antenna diversity 
schemes at relays, the networks can be decomposed to K 
diversity channels each with channel gain jk.  The output 




 rn5 - 
\k=1N 	
9ikI) 	(9) 
When all the relays are deployed with a single antenna, 
there is no traditional maximum ratio combining gain at 
the relays and the destination. However, the destination 
still observes a set of equal gain combined [16] amplitude 
signals from all relays. Since we assume that the 
backward and forward channel coefficients for each 
antenna are kept the same for different values of K and 




Pj 	 (10) 
i=1 
when all the antennas are deployed in one relay (i.e. K = 1 
and ml = N), the network can be separated into a SIMO 
(source-relay) and a MISO (relay-destination) channel. 
Using MRC and TB can achieve the information theoretic 





3.2. Amplify-and-forward relaying 
For amplify-and-forward relaying, after each relay receiver 
performing MRC of the signal vector, it amplifies the 
signal (5) by a factor that can meet the power constraint 
(4). The amplifying factor can be computed as: 
7k 	
N 
Mk 	 (12) 
12 
 + 1 
i=1 
The transmitted signal tk at each relay can be expressed 
by tk = 'ykrk. Note that unlike decode and forward mode, 
it now becomes a combination of the source signal and 
the noise at the relay. The relay then applies transmit 
tUnhike [1 (i, the equal gain combining weights for the relay channels are 
applied at the transmitter(s) instead of the receiver. 
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beamforming to tk to form the transmit signal vector dk, 
which now can be expressed as: 
H 
dk =9k ykrk 	 (13) 
MgkMF 
The destination receiver receives the sum of the signals 
from all K relays and performs data detection. The output 
signal at the destination (3), after some modification, can 










k=1 i=1 i1 7)>j 	h,k 2 + 1 
K 
m5, 
>12 h,kni,k m5 Ink + 
I 9ik271N 
k=1 /mk / 77
m 	
h,k 2 + 1 
V 
n,. 
+fld, 	 (14) 
where we denote rt r as the equivalent noise generated 
from the relays. It can be seen from (14) that compared 
with decode and forward mode, the signals can also be 
coherently combined at the destination, with a channel 
gain which takes into account the source to relay channel 
gains at the cost of additional noise n, Furthermore, we 
can observe from rir that the noise generated at different 
relays is not coherently combined at the destination, though 
the signal can. Beamforming at the relays works only 
for the signal but not for the noise. Therefore while 
the signal is enhanced by the beamforming, the noise 
generated at the relays is not. This implies that besides 
the equal gain combining gain, beamforming the signal 
from the different relays can offer an additional coherent 
combining gain for reducing the impact of the noise 
generated at different relays specially for the amplify-and-
forward mode. Specifically, the SNR at the destination can 
be written as: 
K I Ink 	m 5 2 	17 
	
I >12 	>12 Qi,k12 >12 hj,kI 
k=1 i=1 	i=1 	E IhkI 2+1 
Ink - \ 
Pa - 	K Ink 	2 >12 >12 9i,kI 	,) N 	+ 1 
k=1 i=1 	77 E h,sI 2+1 
(15) 
where we can clearly see an additional coherent combining 
gain of the signal power over the noise power generated at 
the relays. 
Copyright © 2007 AEIT 
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Similar to the analysis for decode and forward mode, 
when all the relays are deployed with single antenna, the 
SNR at the destination can be rewritten as: 
IL "  
(
K Ink 
77 	 I 2+  9i,kt Ihi,kIIhl 	
(16) k=li=1 Pa 	Km 2 IL 
N >12 >12 19i,kI siIh,sI2+1 +1  k=1 i=1 
It can be seen that no maximal ratio combining gain 
can be obtained in this case. However, the additional 
coherent combining gain and equal gain combining gain 
are maximized as the number of relays is maximized. 
When all the antennas are deployed in one relay, the SNR 
can be rewritten as 
K Ink 	K risk 
77 >12 >12 9i,k 	>12 >12 hj,k12 	77 K 
k=1 i=1 	k=1 i=1 
k1 
K Ink 	2  
77 
K ik 	> 	Jg,kI + 1 
77 F i hl2+1 k=1 i=1 
k=1 i=5 
(17) 
In this case there is no equal gain combining gain or 
additional coherent combining gain, as all the antennas 
belongs to one relay. However, the maximal ratio 
combining gain can be obtained due to the full cooperation 
of the antennas at the relay. It has been shown that in this 
scenario using MRC and TB can achieve the information 
theoretic upper bound of the single relay channel [17] if 
the direct link is ignored. 
4. CAPACITY BOUNDS 
4.1. Decode and forward relaying 
The network capacity for decode and forward relaying for 
each channel realization can be written as 
- mm (c" , c2 	, c ' C') (18)  
where C,mk = 0.5 1092  (1 + pr') denoting the Shannon 
capacity  for the source to the kth relay channel, and 
C' =0.5 log2 (1 + p") denoting the Shannon capacity 
for the relay to destination channels.1 The factor 0.5 
denotes the half multiplexing factor compared with non-
relay channels. 
We firstly analyze channel capacity for the relays to 
destination link by bounding p k ,i.e. the output SNR at 
the destination. 
Here the SNR for the direct link should be included inside the log 
function when direct link is accounted for. 
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Lemma 1 For any Mk, p < pIjk <p1• 
Proof See Appendix A. • 
From Lemma 1, we can see that 
C<Ck<C\T, 	 (19) 
where C denotes the capacity for the relays to destination 
channel when K = N, and C" denotes the capacity for 
the relays to destination channel when K = 1. Now also 
considering the capacity for the source to relay links and 
extending the analysis to the whole network scenario, we 
have the following theorem: 
Theorem 1 If we denote the network capacity for K = N 
as C and for K = 1 as C', for any Mk,  C <C <
CN 
Proof Considering the SNR p for the source to the kth 
relay link, if we denote it as pfor K = N and pf"  for 
K = 1, it can be shown that 
mode, as they have different relaying mechanisms. In 
fact, the analysis for amplify and forward relaying is 
more difficult due to the following two reasons: (a) the 
source-relay link and the relay-destination link in amplify 
and forward mode can not be considered separately, as 
decoding is not performed at the relays; (b) the impact of 
the noise component generated at the relays is complicated 
and play a vital role in the capacity performance. 
However, we can conjecture the same conclusion 
as of the decode-and-forward mode by imagining an 
extreme case, i.e. a very high transmit power level. The 
performance of amplify and forward mode in this scenario 
mimics that of decode and forward mode, as the noise 
component generated at the relays becomes negligible. In 
fact, the same upper bound for the output SNR at the 
destination for amplify and forward mode can be made 
as in Lemma 1 for the decode-and-forward mode. This is 
stated in the following lemma: 
Lemma 2 For any Mk, pk <p. 
mm (ph) <mm 
(k) 	
. 	(20) 
Proof See Appendix B. • 
Therefore, we have the following: 
mm 	(c",. , C'min (c',... , 
<Ci,N 	 (21) 
Combining ('1 1) and (19), we thus complete the proof. • 
From the above analysis we have shown that for the 
antenna combining techniques discussed in the paper, the 
network capacity will be lower bounded by that of N relay 
channels each with a single antenna, and upper bounded by 
that of a single relay channel with N antennas. This means 
that even there are more relays, the increased "equal gain 
combining" gain at the destination can not compensate for 
the loss of maximum ratio combining gain at the relay and 
the destination when the numbers of antennas at each relay 
are reduced. 
42. Amplify and forward relaying 
The network capacity for amplify-and-forward relaying for 
each channel realization can be written as: 
C 	=O.5log2(1+ Pa" ) 	(22) 
The capacity analysis for the decode-and-forward mode 
can not be directly extended to the amplify-and-forward 
Based on this lemma, we directly obtain the following 
theorem for the amplify-and-forward relaying mode: 
Theorem 2 If we denote the network capacity for K = 1 
asC5j',foranyrnk, C 	C'. 
The capacity lower bound, however, is difficult to obtain. 
The reason is that unlike decode-and-forward relaying, it 
is much more complicated to compare p with p due 
to the additional coherent combining gain among different 
relays for amplify-and-forward relaying as stated in section 
III. However, we can still give a comparison between the 
highest achievable capacity for both cases. In the following 
we derive two tight (achievable) upper bounds for both p lk 
and p,  and show that the upper bound for pk  is strictly 
larger than that for p. 
Lemma 3 We have the following upper bounds for pr" 
and p. 
Mk 	2k 	2 	11r 9i,k 	
iJh,kI2+1 
flk 	2 	11  12.k 
9i,k rn N 
	+ i4 1: 
i=1 	77 E Ihik 1 2+1 
(23) 
K 
pk < - Pupper 
k 
k=1 
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< Pa p1 	
oIhkI2+1) 
	
- upper 	 mk 	2  
k=1 	I Ig,kI iIh,kI2+1 + i= 1 
(24) 
Proof See Appendix C. • 
Based on these bounds, we have the following identity: 
Lemma 4 For any Mk, Ppper >— Ptpper 
Proof See Appendix D. 
We consequently has the following theorm regarding the 
capacity of the network: 
Theorem 3 If we denote the maximal achievable network 
capacity for K = N as C, for any mk, C <Cv. 
We note that for both analogue and digital relaying, the 
three capacity theorems can hold for any choice of fading 
distribution, as long as each h,k (g) is i.i.d. distributed. 
For the simulations in the next section, we choose Rayleigh 
fading as an example to confirm the analysis. 
5. SIMULATION RESULTS 
We consider both fast fading and slow fading scenarios. For 
fast fading, we calculate the ergodic capacity (in bits per 
channel use), which is the minimum of the average channel 
capacity for each link in the network. For slow fading, 
we calculate the 10% outage capacity. We define that an 
outage occurs whenever the transmission rate is above the 
channel capacity for the worst link in the network. We 
consider 1000 channel realizations for each value of 17, 
denoted as P in the figures. We assume that the distance 
between source and destination is normalized. The relays 
are uniformly and randomly located in the middle region 
between the source and destination. Taking into account 
the pathioss and Rayleigh fading, each channel realization 
can be expressed as: 
h,k = 	 g,k = 
where 	denotes the pathioss (with exponent 4), the 
entries of h,k @i,k) are i.i.d. complex Gaussian variables 
with zero mean and unit variance. We assume the total 
number of antennas at relays (N) is 6 and we also assume 
Copyright © 2007 AEIT 
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that all K relays have the same number of antennas m. 
Fig. 2 and Fig. 3 show the capacity performance for 
digital relaying and analogue relaying. We can see that for 
different (K, m), the capacity is always upper bounded by 
(1,6) and lower bounded by (6, 1). These results verify 
the analysis made in this paper. Furthermore, we can see 
through the simulation that larger m and small K might 
give larger benefit, since larger m allows more freedom of 
cooperation among the antennas at each relay. Therefore 
when m reaches N (K reduces to 1), full cooperation 
is made among all the antennas to give rise to the best 
performance. 
Comparing the performance of digital relaying with that 
of analogue relaying, we can see that as K increases, the 
performance of digital relaying decays faster than that of 
analogue relaying. This is mainly because with more relays 
the capacity of digital relaying is constrained by the worst 
source-relay link in order for the signals to be correctly 
decoded at all relays. However, the capacity of analogue 
relaying takes into account the impact of all the K relay 
channels as decoding is only performed at the destination. 
Indeed one should note from (18) that the performance 
advantage for digital relaying is significant only when 
mill (cmk) is no less than the relay-destination link 
capacity. In this sense, deploying all the antennas on one 
relay turns out to be the optimal choice. This observation 
also confirms the suggestion in many existing papers, 
which argue that relays should be properly selected before 
being used for digital relaying (e.g. [6, 7]). 
6. CONCLUSIONS 
In this paper we analyze the performance of multiple 
relay channels when multiple antennas are deployed only 
at relays. We apply antenna diversity techniques at the 
relays, which are known as maximum ratio combining and 
transmit beamforming. If we assume that the total number 
of antennas at all relays is fixed to N and the total transmit 
power at all relays is fixed to a constant, the network 
capacity will be lower bounded by that of N relay channels 
each with single antenna, and upper bounded by that of a 
single relay channel with N antennas. 
The analysis in the paper also implies that given a 
certain amount of available antennas in the network, 
wired cooperation (i.e. all the antennas belong to one 
terminal) outperforms wireless cooperation (i.e. each 
antenna belongs to different terminals). We further note 
that the recently proposed fixed relay concept [2] in mesh 
networks allows the possibility to deploy a large number of 
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(a) 10% outage capacity 
P 









(b) Ergodic capacity 
	 (b) Ergodic capacity 
Figure 2. Capacity of relay channels using decode-and-forward Figure 3. Capacity of relay channels using amplify-and-forward 
relaying for different number of relays K, while each relay is relaying for different number of relays K, while each relay is 
deployed with m antennas. (a) 10% outage capacity. (b) Ergodic deployed with m antennas. (a) 10% outage capacity. (b) Ergodic 
capacity. 	 capacity. 
antennas at the relay. This provide a good application for 
the antenna combining techniques discussed in the paper. 	
To compare Ak with Bk, we write 
A. PROOF OF LEMMA 1 
We firstly prove that p< p. We write the following 
Copyright © 2007 AEIT 
Prepared using ettauth.c/s 
Mk 












( II 	1 9i,kJ 9j,kI ) . 	(26) 
\i,j=1;i~j / 




Y. FAN ETAL. 
We can further write (30) as follows: Note that 
m m. 
1) 19i,k= 	jI I9j,kl 
i=1 	i=1 j=1,ji 
Ink 





So (26) can be further written as: 
flk 
A - B=JJç, 	(gi,ii - 2 9i,kP gj,k 
+ gj,k j2) 
i,j=1 ;ij 
mk 
= i 	(Igi, - g,kD ~ 0. 
i,j=1 ;ij 
So Ak > Bk and therefore p 
Next we prove that pf> For simplicity, we denote 
mk 
2 
(Lk = 	 (27) 
j=1 
in equation (9) and (ii). Then p - p can be written as 














Therefore p > p' and p < p < p. 
1K 
N m = 7 Pd 	Pd N




	 /—mimiaiai). (28) To efficiently prove Lemma 2, we firstly introduce the 
following new lemma. 
Noting the constraint (I) in section II, we have the 
following: 
K 
(N - ink) = 	rn. 	 (29) Lemma 5 For any positive real numbers x1, x2, yi y2 a, 
i=1,i7~k 
If 
Putting (29) into (28), we then have: 
X2 
N m 
Pd - Pd = 	 m2aj 	
xi >— x2 and 	> 	 (31) 





	 aimiai). (30) 
then 
ij=1 ;ij Xi 	__ 	
(32) 
Note the following: 	 P1 + a - P2 + a 
K K 	 K 
mak= E (maj) 
k=1 z=1,i0k 	z,1;iJ 	 Proof The proof is straightforward by showing _2Li 









. 	 Compare numerators of (15) and (17), we have the 
following: 
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By the Cauchy-Schwarz inequality, it is clear that 
2 




2 ii Illi,k 
k=1 	1=1 	i=1 	7) E jh j,k 
2 













2k I (A7)IikI 
m 
/
) k=1 N i=1  
(b) K m 
77 
Ihi,kI2 	K rn j 




where inequality (a) holds due to the fact that 
is monotonically increasing with x, inequality (b) can 
be found in the proof of Lemma 1 in Appendix A. 
From Lemma 3, we can now remove factor 1 in the 
denominators of (15) and (17). After some modifications, 
it can be seen that to compare p and p is to compare 
K m 
Ih,i l 2 
k=1 i=1 
with 
/ 	 \2 
( K M k 	m k 	 111k 
I> _m N 
k=1 N i=1 	i=1 	ij E Ihl2-I-1 
K m. 
>i 	>12 19,k 12 "5k N 
k=1 i=1 	1 	Ih,k 2 +1 
j 1  
K K 
which is equivalent to comparing > ck L dk with 
k=1 k=1 
1K 
( 	'/d) , where 
\k=1 	I 
Mk 	 Mk 	 121k. 
Sc' 2 	\' 2 	7) N 
Clv = 	hi,kI , d = 	Oi,k m/ 	
2 
77 >12 Ihi,k + 1 
i=1 
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, 	 (33) 
the proof is thus completed. 
Proof of Lemma 3 
The proof is straightforward if the following identity is 
noticed: 
Lemma 6 For positive real sequences {a }, { b }, the 
following inequality holds: 
(>12/) (34) 
with equality if {a}, {b} are constant values that do not 
change with n. 
Proof The proof can be directly obtained by showing 
>12 — (> 
,j)2 
b,, 	>1b, 	- 
Proof of Lemma 4 
The proof can be started by comparing each element in the 
summation of P12pkper and P737• i.e. by comparing 
7nk 	Ink 
7)9i,kI 2 	2 h,k 	
N 
i=1 	i=1 	>1 Ih,k 1 2 +1 
SNRrnk  
Mk - mk 
2 
"'k 	 K 












It can be seen from the proof of Len7ma 2 in Appendix II 
that SNR7nk ~ SNR by setting K = m and m = 1. Mk 
The proof is therefore completed. 
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MIMO Configurations for Relay Channels: 
Theory and Practice 
Yijia Fan, Student Member; IEEE, and John Thompson, Member; IEEE 
Abstract—In this paper we discuss and compare different sig-
nalling and routing methods for multiple-input multiple-output 
(MIMO) relay networks in terms of the network capacity, where 
every terminal is equipped with multiple antennas. Our study 
for signalling includes the two well known digital (decode and 
forward) relaying, analogue (amplify and forward) relaying, and 
a novel hybrid filter, amplify and forward) relaying. We propose 
both optimal and suboptimal hybrid relaying schemes which avoid 
full decoding of the message at the relay. We show that they 
outperform analogue relaying and give similar performance to 
digital relaying, particularly when the relay has forward channel 
state information (CS!) or larger number of antennas than 
the source and destination. For the routing schemes designed 
for multiple relay channels, we use relay selection schemes to 
exploit the spatial diversity, which we call selection diversity of 
the networks. We propose both optimal and suboptimal relay 
selection schemes and show that their performance converges 
when a large number of antennas is deployed at each node in the 
network. We also compare relay selection routing with a space-
time coded relay cooperation protocol and show the performance 
advantage of selection diversity over cooperative diversity in certain 
scenarios. Finally, we give a brief discussion on the application 
of another MIMO structure called single signal beamforming in 
the relay scenario. Its performance will be compared with that 
of spatial multiplexing. 
Index Terms—Multiple-input multiple-output (MIMO), relay, 
capacity, wireless networks. 
I. INTRODUCTION 
THE use of multiple antennas at both ends of a wireless link, called multiple-input multiple-output (MIMO) tech-
nology, promises significant improvements in terms of spectral 
efficiency and link reliability. A number of research projects 
have been conducted in the last decade on point-to-point 
MIMO channels (see [1] and references therein). Recently, 
the characteristics of MIMO channels in a multi-user context 
have also been theoretically studied [2]—[8]. 
More recently, applying MIMO techniques to relay net- 
works [9],  [10] has also come under consideration. For single 
antenna relay networks, the so-called cooperative diversity, 
which mimics the performance advantages of MIMO systems 
in exploiting the spatial diversity of relay channels, has been 
studied through defining effective protocols or using space- 
time codes for channelisation [1l]—[15].  For multiple-antenna 
or MIMO relay channels where every terminal in the network 
Manuscript received August 30, 2005; revised March 27, 2006 and August 
30, 2006; accepted October 3, 2006. The associate editor coordinating the 
review of this paper and approving it for publication was J. Zhang. This 
work was supported by the EPSRC Grant GR1S58782/01, UK. 
The authors are with the Institute for Digital Communications, 
University of Edinburgh, Edinburgh, EH9 3JL, UK (e-mail: {y.fan, 
john.thompson} @ed.ac.uk). 
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can be deployed with multiple antennas, studies are mainly 
concentrated on spatial multiplexing systems. Capacity bounds 
for single relay MIMO channels are presented in [16]. Quan-
titative capacity results for a multiple MIMO relay network 
have been reported in [17], where diversity is achieved again 
through cooperation among all the relays available in the net-
work. The analysis is extended to multiple source-destination 
scenarios in [18], where the energy efficiency of the MIMO 
multiple relay network considering multiple source-destination 
pairs is further discussed. 
So far most research on multiple antenna relay channels 
is aimed at obtaining information-theoretic limits for different 
protocols exploiting relay cooperative diversity in the network. 
In this paper we discuss practical signalling and routing 
schemes for MIMO relay channels in terms of network capac-
ity. Our discussions on signalling methods are based on three 
relaying modes. The first two kinds are well known: analogue 
(amplify and forward) relaying [13], where the relays simply 
amplify the signals, and digital (decode and forward) relaying 
[13] where the relays decode, re-encode, and re-transmit the 
signals. We also investigate a novel one called hybrid (filter, 
amplify and Jbrward) relaying, where the relays only decode 
the training sequence from the source or the feedback from 
the destination to obtain the full CSI for either source to 
relay (backward) or relay to destination (forward) channels. 
Then the relay applies a spatial filter to the received signals 
based on the CSI without decoding them and retransmits the 
filter outputs. The major contributions of this paper for relay 
signalling are as follows: 
For digital relaying, we apply a V-BLASTfbeamforming 
signalling and detection structure in the relay channel and 
show through simulation that its performance approaches 
the information-theoretic upper bound of relay channels, 
especially when the CSI of the relay to destination 
channel is available at the relay. 
We propose a novel hybrid relaying concept for MIMO 
relay channels, which combines the benefit of digital 
relaying and analogue relaying. We develop optimal and 
suboptimal hybrid relaying schemes and compare them 
with analogue relaying and digital relaying schemes. We 
show that hybrid relaying outperforms analogue relaying, 
and is a good suboptimal choice compared with digital 
relaying, especially when the number of antennas at the 
relay are larger than at the source and destination. 
For the routing schemes designed for multiple relay chan-
nels, unlike most of the papers cited above, we assume that 
each relay processes and forwards the signals independently; 
no advanced protocol considering relay cooperation was used. 
1536-1276/07$2000 © 2007 IEEE 
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We investigate multiple relay channels in a different way from 
previous work where the signals are multi-casted by multiple 
relays. In this paper the spatial diversity of the network is 
exploited through adaptive routing techniques, i.e. by selecting 
the most preferred single relay from all candidate relays to 
forward the signals. The contribution of this paper regarding 
this aspect is summarized as follows: 
We exploit the selection diversity for the relay channel, 
instead of cooperative diversity, through relay selection. 
We propose and compare the optimal routing scheme 
with a suboptimal routing scheme designed for MIMO 
relay channels. It is shown that the proposed suboptimal 
routing scheme approaches the performance upper bound 
of the optimal routing scheme with large array sizes, 
and can be the preferred choice for its tradeoff between 
performance and complexity. 
We give an example comparing relay selection routing 
with a protocol exploiting cooperative diversity through 
distributed space-time coding in a two relay scenario. We 
show that selection diversity is preferable to cooperative 
diversity when the total transmit power at the relays is 
fixed. 
We also show that with a total power constraint at the 
relays, the multi-cast routing scheme, which uses all the 
relays to forward the message, is not preferable to the 
relay selection routing scheme when the relays are not 
allowed to cooperate. 
Note that our proposed signalling methods for single relay 
channels can also be applied with our proposed selective 
routing schemes in a multi-relay scenario. In the last part of the 
paper, we compare the spatial multiplexing array processing 
technique with another popular MIMO structure called single 
signal bea,nfornzing in the relay scenario. We show that single 
signal bean3fornzing might give higher capacity performance at 
low receive signal to noise ratio (SNR) values. We indicate that 
it might be beneficial to combine single signal bea,nforming 
with relaying, as relaying is often applied for low SNR. 
However, if the number of the relays in the network increases, 
this choice is likely to change. 
The rest of this paper is organized as follows. In Section 
II, the basic system model and assumptions for MIMO re-
lay channels is introduced. Section III discusses some basic 
signalling schemes on single MIMO relay channels. More 
advanced algorithms for single MIMO relay channels, when 
complete CST is available at the relays are proposed in 
section IV. Section V discusses the routing techniques for the 
multiple relay case. In section VI, applications of single signal 
beamforming techniques in relay channels are given, and 
their performance is compared with some spatial multiplexing 
configurations developed in section III and IV. Concluding 
remarks are given in Section VII. 
A note on notation: We use boldface to denote matrices and 
vectors and E (•) denotes the expectation with respect to x. 
det (X) denotes the determinant and Xt denotes the pseudo-
inverse of a matrix X. X' denotes the conjugate transpose 
and tr (X) denotes the trace. 'M denotes the M x M identity 
matrix. I•IF  denotes the Frobenius-norm. 
II. SYSTEM MODEL 
The basic system model for a single user two hop relay 
network is shown in Fig. 1. We consider a two hop network 
model with one source, one destination and K relays located 
randomly and uniformly within the middle region between the 
source and the destination. Note that many results in the paper 
are not necessarily restricted to this assumption. We ignore the 
direct link between the source and the destination due to the 
larger distance and additional pathloss compared to the relay 
links. We also assume that the total transmit power for the 
source and the relays is the same; it is equally distributed 
among the relays. Each relay processes the received signals 
independently. For notational simplicity, we assume in the 
paper that the source and destination have the same number of 
transmit and receive antennas M, while each relay has L > M 
antennas. The results can be extended to a more general case 
where different number of antennas are available among each 
transmitter or receiver. 
We restrict our discussion to the case of a slow, frequency-
flat block fading model. The data transmission is over two 
time slots using two hops. In the first transmission time slot, 
the source broadcasts the signal to all the relay terminals. The 
input/output relation for the source to the kth relay is given 
by 
rk = ./HkS + flk, 	 (1) 
where rk is the L x 1 received signal vector. j denotes 
the power per transmit antenna at the source. The vector s 
is the M x 1 transmit signal vector with covariance matrix 
'M and nk is the L x 1 complex circular additive white 
Gaussian noise vector at relay k which has zero mean and 
identity covariance matrix IL. Hk is the L x M channel 
transfer matrix from source to the kth relay. 11k can be further 
expressed as ilk = \ ,/Hk, where the entries of Hk are 
identically independent distributed (i.i.d) complex Gaussian 
random variables with unit variance. Each factor ak contains 
the pathloss and independent lognormal shadowing terms. It 
can be written as ak = x'10'0, where x is the distance 
between the source and relay k. The scalar 'y denotes the 
path loss exponent (in this paper it is always set to 4). The 
lognormal shadowing term, k'  is a random variable drawn 
from a normal distribution with a mean of 0 dB and a standard 
deviation 5 (dB). In our simulations we use 5 = 8 dB, which 
is a value typical of shadowing deviations in urban cellular 
environments. We normalized the range between the source 
and destination so that x is 0.5. 
Each relay processes their received signals and transmits 
them to the destination. The signal received at the destination 
can be written as: 
y=Gkdk+nd, 	 (2) 
where the matrix Gk is the channel matrix from kth relay to 
the destination, which might also be written as Gk = 
where each entry of Gk is an i.i.d. complex Gaussian random 
variable with unit variance. /3k  contains the same pathloss 
as ak and independent lognormal shadowing terms with the 
same mean and deviation as in aj. The vector fld  is the 
M x 1 complex circular additive white Gaussian noise at the 
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Fig. 1. Basic system model of a MIMO two hop network. 
destination with identity covariance matrix. The vector dk is 
the transmit signal vector at relay k, which should meet the 
total transmit power constraint: 
E(dk 112 )< 2 . 	 (3) 
Unless specifically stated, we assume that the source does not 
know the channel information; the destination knows all the 
channel information. Based on the different CSI available at 
relays, we place MIMO relay channels into the following two 
categories [17]: 
Non-coherent Relay Channels: where the kth relay only 
has full knowledge of the channel matrix Hk 
Coherent Relay Channels: where the kth relay can 
obtain full knowledge of both ilk and Gk. 
Note that in practice for the signalling or routing schemes 
to be effectively implemented for rate adaptive transmission, 
feedback should be allowed from the receiver to the trans-
mitter. We will specifically state the feedback required by 
the particular techniques when we introduce them later in the 
paper. 
III. RELAYING SCHEMES FOR NON-COHERENT SINGLE 
RELAY CHANNELS 
In this section we discuss the relaying configurations for 
non-coherent single relay channels. We replace the notation 
Hk and Gk by H and G. 
A. Digital Relaying (DR) 
In this scheme, the message at the source is multiplexed 
into M different signal streams, each independently encoded 
and transmitted to the relay. We apply a low-rate feedback V-
BLAST MMSE detector [19] at the receiver to decode the 
signal streams, where the signal to interference plus noise 
ratios (SINRs) at the receiver are fed back to the transmitter. 
Specifically, the relay uses L antennas to detect each signal 
stream through successive interference cancellation, which 
consists of M iterations, each aimed at decoding one signal 
stream. It then decodes and re-encodes each signal stream 
to forward the M signal streams to the destination using 
arbitrary M antennas. The destination can then apply the 
V-BLAST MMSE detector to detect and decode each signal 
stream in the same way. The Shannon capacity from the source 
to the relay can be achieved by the V-BLAST MMSE detector 
if we assume that each signal is correctly decoded: 
C = 1092 det (i + I7HHH) = 	1092 (1 + 	(4)  
in bits per channel use, where 	is the output SINR for 
signal i in the V-BLAST detector at the relay. Note that this 
capacity (4) can be achieved regardless of the decoding order. 
For a closed form expression for SINR for different streams for 
any decoding order, please also refer to equation (4) in section 
2.3 of [19]. In this paper, we choose the decoding order as 
follows: for each iteration, the receiver detects and decodes the 
strongest signal (with the highest SINR in that iteration). The 
main reason we recommend this decoding order is to reduce 
possible error propagation (i.e. improve bit error ratio) in the 
V-BLAST-MMSE detector in a real system. However, with 
rate allocation and long code block lengths, error propagation 
can be ignored. Maximum SINR ordering is also useful for 
coherent relay channels, which will be studied in the next 
section. 
The detection at the destination is performed in the same 
way, and the capacity from relay to destination can also be 
M 
expressed as C = 	1092 (1 + 	where 	is the output 
i=1 
SINR for signal i at destination. Note that the channel matrix 
G is of size M x M instead of Al x L. The network capacity 
for this relay configuration can be easily observed as: 
C = 0.5 x 	log2 (1 + x rnin( ~bi,)), 	(5) 
where the factor 0.5 denotes the half multiplexing loss due 
to relaying compared with a relay-free scenario. We note that 
in order to achieved the capacity of the system, the SINR 
information (bh or 	) needs to be fed back to the transmitter 
for rate adaptive transmission. If the relay knows the SINR 
values 	at the destination, e.g. through overhearing the 
channel feedback from destination to source, equation (5) can 
be maximized by ranking the 	in the same order (e.g. 
both are monotonically decreasing sequences). 
With the power constraint proposed by (3), the mutual 
information upper bound for the non-coherent relay channel 
is 
= 0.5 mm (log (i + 771111H) ,log (i + 
where the channel matrix G has dimension M x L and the 
factor MIL represents the power constraint at the relay. From 
a practical point of view, this upper bound could be achieved 
by joint coding/interleaving across antennas and maximum 
likelihood (ML) detection at the relay and destination. How-
ever, it is well known that the ML detection complexity 
increases exponentially with the number of antennas [19]. 
The capacity result in equation (6) could also be achieved by 
the V-BLAST MMSE structure, when the relay has knowledge 
of the channel SINR values 'i/-. However, unlike ML detector, 
this may require breaking the M received data packets and 
reconstructing L different data packets for retransmission 
to the destination, in order to exploit optimally the relay- 
destination SINRs 	This results in a higher complexity and 
might raise implementation issues in practice. If an end-to-end 
Automatic Repeat-reQuest (ARQ) protocol is employed [20], 
it implies that one ARQ process must be used for all M source 
packets, rather than M or L separate ARQ processes. An error 
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in one of the M or L packets means that all lvi packets must 
be retransmitted from source, reducing throughput compared 
to the case where only the errored packet is retransmitted 
[21]. Alternatively, separate ARQ processes must be set up 
for the source-relay and relay-destination links. Omitting this 
breaking/reconstructing process simplifies the task of the relay 
and the required ARQ process and is therefore assumed in our 
scheme, which achieves the capacity in (5). 
As will be observed in later simulations, our configuration 
performs almost the same as the upper bound in (6) when 
L = M. This is mainly because with uncorrelated lognormal 
shadowing considered on both links in the network, one 
link will usually experience much higher signal power than 
the other link. This means the minimum SINRs of the two 
channel matrices in the V-BLAST MMSE detectors are often 
all for the same link, which means that (5) equals (6) for that 
channel realization. In the unlikely event that the shadowing 
coefficients are similar in magnitude, the minimum SINRs for 
different streams may be chosen from both links. However, L4 
and 14 are likely to be similar in value as i increases. This is 
mainly due to the increasing diversity order, which can help 
average out the fading effect, in each iteration of the V-BLAST 
detector. The diversity gain obtained by the VBLAST zero 
forcing (ZF) or MMSE detector without ordering is shown to 
be (L - M + i) (see Chapter 8.5.1 of [22]), which equals to 
i when L = M. It has also been speculated that changing the 
detection order will not affect the diversity order [23], [24]. 
The situation is slightly different when L > M due 
to increased degrees of freedom for retransmission at the 
relays. However, with the power constraint at the relay, the 
performance advantage of Mx L channels over that for Mx M 
channels is limited, as it still only has M eigenvalues and can 
only effectively support lvi data streams. 
B. Analogue Relaying (AR) 
In this scheme, the relay amplifies its received signal vector 
by: 
	r~q jj jM jJH+L 	
(7) 
to meet the power constraint described by (3) and forwards 
it to the destination.' Compared with DR, one obvious defect 
for AR is that while the relays amplify the signals, they also 
amplify the receiver noise. The average total signal to total 




-77kM• 	 (8) = 
However, this scheme requires no decoding at the relay. This 
means there is no decoding delay at the relay and it requires 
'Note that another suboptimal but more convenient way of scaling power 
is to take expectation of11H 112 regarding H so that 	
= 
less processing power at the relay compared with DR, which 
employs full decoding and re-encoding at the relay. As will be 
described below, AR can be regarded as the simplest hybrid 
relaying scheme. 
C. Hybrid Relaying (HR) 
In the HR schemes, the relays only decode the training 
sequence from the source to obtain full CSI, then filter the 
received signals based on the knowledge of CSI without 
decoding them. After multiplying the signal vector by the fil-
tering weight matrix W, the relay then amplifies and forwards 
the filtered signals to the destination. The amplifying factor 
now can be written as: 
	
Mx 77
VP 	 (9) 
~,
q IWH + MWI 
Note that for AR, W = I. The input/output relation from the 
source to destination for HR can be expressed as: 
y = ./(/GWH)s + (G-,A5Wn1 + fld), 	(10) 
where n1 is the white Gaussian noise vector at the relay. Thus 
we can treat the whole system as a point-to-point MIMO link. 
The network capacity can be written as equation (11) [25]. 
The capacity can be achieved by perfect decoding using the 
V-BLAST detector at the destination. One way to choose W 
is to enhance the average SNR at the relay. This can be done 
by applying a matched filter at relay. This relaying scheme 
is referred to as Matched Filter based Relaying (MFR). By 
setting W = H', T can be written as 
E 11/HI HI 2 \ \II 	IF/n 
( 	
= 'rlctk (L + M), 	(12) 
E IIHH )  
which is obtained from the identity [261, 
11 / - - 2\ 
E ( HHH ) = LM (L + M). It can be seen that 
\ 	F/c1 
the r for MFR is (L + M)/M times that for AR, which 
implies that MFR has a larger value of r than AR. However, 
it should also be noted that MER has the defect of correlating 
the signals at each antenna, which makes it more difficult for 
the destination to separate the signals compared with AR. 
One may consequently consider applying a MMSE filter at 
the relay. However, we have found that unlike a point-to-point 
MIMO link, applying MMSE filtering at the relay performs 
worse than matched filtering. More details can be found in 
[27]. 
IV. RELAYING SCHEMES FOR COHERENT SINGLE RELAY 
CHANNELS 
Compared with the non-coherent scenario, the relay has the 
freedom to explore and coordinate both source to relay and 
relay to destination channels in a coherent scenario. In the 
following we will investigate both digital and hybrid relaying. 
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C=0.5 1092  det (PVHD 
H UH  VDHUH (I + pUAUH) UDVHUHDHV + i) 
(pA \ 
=0.5log2 det (nVHDHUHV 1 +PA)VH H) 
+ pA) 
=0.5 1092 det (TIA1/2UHV (1 pA 
	VHUHA2 +1H (16) 
A. Modified Digital Relaying (MDR) 
In this scheme the relay uses all the L antennas to retransmit 
the M streams to exploit beamforming gain on the relay to 
destination channels. We use the singular value decomposition 
of the MxL channel matrix G = UGDGVg. After decoding 
the signals in the same way as in non-coherent channels, the 
relay multiplies the decoded signal vector d by a L 1< M 
unitary matrix VG,M,  which contains the M columns of 
VG corresponding to the M nonzero singular values of G. 
The destination then multiplies the received signal vector 
by UG.  The source to destination MIMO channels become 
M parallel channels and each antenna branch can perform 
detection independently. To achieve the optimal capacity from 
the relay to destination link, a waterfilling algorithm [28] is 
applied at the relay transmitter. The capacity of this scheme 
can therefore be expressed as 
C = 0.5 x 	1092 (i + x mill(1 	5 A)) (13) L iG 
where Ab  is the ith eigenvalue2 of matrix GGH  and yi 
represents the power allocation at the relay transmit antennas 
for stream i and can be expressed as: 
Equation (13) can be maximized by ranking the columns of 
UG and VG,M so that4d  and - yiAi are ranked in the same 
order (e.g. both are monotonically decreasing sequences). It 
is not difficult to see that the decoding order at the relay 
suggested in Section III. A might help improve the capacity 
(13) in this scenario, as it can maximize the smallest 	by 
decoding the weakest signal last. 
The mutual information upper bound for coherent relay 
channels is: 
= 0.5 mm (log (i + 171111H) ,log (i + 
where E = diag {'y1,. . . ,.yM} denotes the digonal matrix 
generated from the iterative waterfilling algorithm conducted 
at the relay before retransmission. Note that this upper bound 
again requires de-multiplexing and re-multiplexing of the 
data streams at the relay. It can also be observed that (13) 
approaches (14) for the same reason as stated in section III.A. 
for digital relaying for non-coherent relay channels, though 
this time it is true not only for L = il/I but also for L > M. 
21n this paper we assume the eigenvalues of matrices are ordered arbitrarily 
unless specifically stated, as we will discuss the eigenvalue ordering problem 
in the following section 
Note that in a point-to-point MIMO link for L = M the 
benefit of waterfilling is quite small and even then is only 
useful for low receive SNIR values. In a relay scenario where 
lognormal shadowing terms are considered, this benefit is even 
negligible due to the minimum function in capacity calculation 
(i.e. the average value of (6) is about the same as that of (14)). 
However, the benefit of waterfilling grows when L becomes 
larger than M, as energy is only allocated to the non-zero 
eigenmodes of the channel matrix. As can be seen from (13) 
and (14), when L > M the capacity performance is mainly 
constrained by the relay to destination link due to the scaling 
factor MIL, thus waterfilling can significantly improve the 
network capacity by increasing the gain of 'yt as L increases. 
B. Optimal Hybrid Relaying (OHR) 
We now give an information-theoretic study on the optimal 
configuration for hybrid relaying based on knowledge of both 
G and H at the relay. We first replace GW with M in (11). 
We write the singular value decomposition M = UDVH and 
H = UHDHV. Recall the identity 
det (I + AB) = det (I + BA). 	(15) 
The capacity (11) can then be modified to equation (16), where 
A = DDH = diag {.X,  .X2 , . . . , .X,}, contains the eigenvalues 
of MMH  and AH = diag {Ah,. . , AN 1. Using Hadamard's 
inequality [29], the capacity is maximized when 
UH=V. 	 (17) 
Thus M = UDUand (16) can be written as: 
M 
pA 







where J = ,q jWHM2 F + IWI
2  
F is the signal energy received 
at the relay. For every fixed ), maximizing C is equivalent to 
minimizing J. By replacing W with W = GtM, it follows 
that 
J=tr (]WHHHWH + WWH) 
=tr (GtUD  (A11 + I) DHUH (Gt) H) 
	
(20) 
=tr (UH  (uGAu) U (D (IAH + I) DH))  , (21) 
where the identity tr (AB) = tr (BA) is used to go from (20) 
to (21). To minimize (21), note that for a unitary matrix U, 
6 
	 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 6, NO. 3, MARCH 2007 
7r~~ 
UdRelaYiiz 
S 	 R 	D S 	 R 	D 
Fig. 2. The process of hybrid relaying for coherent relay channels. The MIMO relay channels are decomposed into several parallel channels each with gain 
where w1 
= j--. For modified analogue relaying, Ai is A. For modified matched filter relaying, ) is 
N x N Hermitian matrix S and diagonal matrix E, we have 
the following identity [33]: 
N 
tr (UHSUE) > >IajbN_j+1, 	(22) 
i= 1 
where a1 	.• < ar are eigenvalues of S and b1 	.. 
are the diagonal entries of E. So we see that the minimum J 
should be in the form: 
M 
J 
= >1 (?]A I + 1) 	 (23) 
i= 1 
which can be obtained by choosing 
U=UG, 	 (24) 
where ) and A6t are the M non-zero eigenvalues of HHH 
G") , and (G 	respectively. Note that an ordering of 
corresponds to the reverse ordering of Ai-. 
To obtain the maximum C in (19), we should follow three 
steps: 
Step I: We calculate J in equation (23) as a function of 
) for every ordering of X and X 3. Thus we obtain M! 
expressions for J. 
Step 2: For every expression for J, we evaluate (19). Then 
the capacity becomes a function of )j. We then calculate the 
maximum value of this function. There are M! maximum 
values of C and we denote each one of them as C ax. 
Step 3: The final optimal C0 is obtained as 
max (C ax ) 	, cf). 
Though complicated in the calculation process, the underly-
ing ideas behind these steps are very simple: (a) to optimally 
match the source to relay and relay to destination eigenmodes; 
(b) to find the optimal power allocation at the relay transmit-
ters based on these matched eigenmodes. A closed form solu-
tion for each value of Cnax might be extremely complicated, 
as we shall first obtain the optimum relation between each 
A i by solving the M differential equations 8C/t9) = 0. In 
practice we can calculate C ax numerically (i.e. by fminbnd 
function in Matlab ). The calculation complexity for J is 
M!, which is also extremely high for M > 2. However, this 
approach gives us the theoretical capacity upper bound for 
MIMO coherent relay channels when using hybrid relaying 
schemes. 
3We conjecture from our simulation results that arranging A and ) both 
in decreasing order results in the optimal C 
We know that in order to maximize C the matrix GW 
should be in the form of UGDU. The MIMO relay channel 
can thus be decomposed into several parallel channels each 
with gain )w, where ) 	is the source to relay channel 
gain and wi = p) j/(l + pX1) can be regarded as the relay 
to destination channel gain. wi is optimized by the weight 
matrix W under the power constraint at the relay. An visual 
description for this process is shown in Fig. 2. Based on this 
discovery, we now propose two practical suboptimal hybrid 
relaying schemes. 
C. Suboptimal Hybrid Relaying Schemes 
1) Modified Analogue Relaying (MAR): One simple way 
to make GW have the form of UGDUis to make 
W = VGU. 	 (25) 
Then GW = UGDGU and GWH = UGDGDHV. 
The capacity can be expressed as: 
M 
C=0.5 	1092 (i + 	 (26) H p +I 
1 =0.5 log +01H  M 
i=1 
m=1 
Compared with (18), MAR simply replaces Ai with ). To 
maximize C, the columns of UH can be ordered to make 
<... < Ai <... <); the columns of VG can be 
ordered in a similar fashion. The amplifying factor p can be 
written as: 
MTi 	 = 	M71 	(28) 
Ti VGUH+II
VGUH112 ri 	+ L 
where we use the identity 
UAIIF = IIAF 	 (29) 
for any unitary matrix U. This is the same value for p as in AR. 
We thus denote this scheme as modified analogue relaying. 
We also note that J and r for MAR have the same form as 
in AR by employing (29). Compared with AR, it can be seen 
from (26) that the relay is able to decompose the channels and 
coordinate the backward channels with the forward channels 
to optimize the sum capacity for M parallel data streams. 
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2) Modified Matched Filter Relaying (MMFR): As in MAR, 
we design a new W based on the matched filter weight matrix 
11 
H". If we make W = WH and write the following: 
GW = UGDGVWVHDU. 	(30) 
we can see that to make M have the form UGDUH , we can 
make 
W=VG,MV, 	 (31) 
and D becomes diag 	.,db.\,.. . ,d.\ff), where 
db are the singular values of G and VG,M  has been intro-
duced in section W.A. The capacity can be written as 
Al 
P''H''G '\ C=0.51og2  (i +r1AH 	i) 	
(32) 
By comparing (32) with (18), we see that MMFR simply 
replaces Ai with 	To maximize C, the columns of 
Vu can be ordered to make Ah 	At < ... 
columns of VGA,  can be ordered in a similar fashion. We also 
note that J, p and i- for MMFR have the same form as in MFR 
by employing (29). Compared with MAR, this scheme has the 
advantage of enhancing the SNR at the relay. 
It should be noted that when M reduces to 1, equation (32) 
can be rewritten as: 
C = 0.5 X 1092 (i + 	1 + Gr1AH+1) 	
(33) 
It is not hard to see that (33) equals (19) if we replace J in 
(19) with the expression in (23) for M = 1. This means that 
MMFR becomes the optimal hybrid relaying scheme for M = 
1. However, for M > 2, the signals become more correlated 
due to the matched filter factor H H  in the weight matrix W, 
which impairs the sum capacity. 
As we mentioned before, compared with analogue relaying, 
hybrid relaying has to decode some training sequence (or 
feedback) to obtain the CSI, and needs a filter at the relay to 
refine the messages. However, it can be seen in this section that 
by filtering the signals at the relays, the MIMO relay channel 
can be decomposed to several independent parallel channels, 
This will significantly reduce the detection complexity at 
the destination compared with analogue relaying, as each 
streams can be detected separately in parallel and no non-
linear detector such as V-BLAST is required. 
D. Comparison of Relaying Schemes for Single Relay Chan-
nels 
We calculate the average Shannon capacity (in bits per 
channel use) for 1000 channel realizations and we define P = 
Mr1 as the total transmit power at the source. For simplicity, 
we neglect the training interval in the capacity calculation, 
assuming that the maximum channel Doppler frequency is 
much less than the signalling frequency. Some examples for 
the impact of training on MIMO capacity performance can be 
found in [34] and [35]. Its specific impact on MIMO relay 
channels is beyond the scope of this work. Fig. 3 shows 
the performance results for different relaying schemes for 
either coherent or non-coherent relay channels when L = M. 
It can be seen that digital schemes offer the best capacity  
performance. For either coherent channels or non-coherent 
channels, AR (MAR) outperforms MFR (MMFR), especially 
for higher SNR values. This implies that weakening the noise 
at the relays cannot compensate for the disadvantage of signal 
correlation in MMFR for L = M. It can also be seen that 
the relaying schemes designed for coherent relay channels 
give only a small performance advantage over those for non-
coherent relay channels. In particular, the performance of 
digital relaying schemes (i.e. DR, capacity upper bound of 
DR (DRUB), capacity upper bound for MDR (MDRUB)) are 
all about the same. The reason has been stated in section III.A 
and IV.A.. 
However, the situation is different for L > M and Fig. 
4 shows the simulation results for this case. It can be seen 
that unlike the L = M case, relaying schemes for coherent 
channels offer a significant advantage over schemes for non-
coherent channels by exploiting )- on the relay to destination 
channels. For non-coherent relay channels, MFR outperforms 
AR and approaches the performance of DR. Since signal 
correlation becomes less important as the ratio L/M increases, 
the value of T for MFR in (12) increases compared to that for 
AR in (8). The upper bound for digital relaying (DRUB) is still 
close to the performance of DR, the reason for this has been 
given in section lilA.. For coherent relay channels, digital 
relaying schemes still perform best; however, their advantage 
over modified hybrid relaying schemes is smaller than for 
L = M. As previously discussed, MMFR is the optimal hybrid 
scheme for A/I = 1. For M > 1, it can be seen that both MAR 
and MMFR approaches the optimal hybrid scheme as the ratio 
L/M increases. 
From the above discussion we conclude that by increasing 
the number of antennas at the relays and obtaining the forward 
CSI of the relay channels, we can significantly increase 
the network capacity, especially for the digital and hybrid 
schemes. The hybrid schemes give a closer performance to 
the digital schemes when L > M and are attractive if we 
consider the tradeoff between performance and complexity. 
V. ROUTING FOR MULTIPLE-RELAY CHANNELS 
In this section we extend the discussion to multiple relay 
channels. We assume that the relays do not communicate 
with each other, which is the most practical case. We will 
discuss and compare the capacity performance of two routing 
schemes based on different relay selection criteria. In contrast 
to cooperative diversity as defined in the literature [11], 
[12], we defined the diversity achieved by these schemes as 
selection diversity. We will compare the the performance of 
selective routing with that of multi-cast routing where all the 
relays are used to forward the message, and a relay cooperation 
protocol exploiting cooperative diversity in the networks. We 
will show the advantage of selective routing over the other 
two schemes in certain scenarios. 
A. Optimal Selective Routing (OSR) 
We choose the single best relay through which the highest 
network capacity can be obtained. We denote the capacity for 
the kth single relay channel as Ck,  where only relay k is used. 
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Fig. 3. Average capacity of single MIMO relay channels when L = M = 2. 	Fig. 4. Average capacity of single MIMO relay channels when M = 2, 
(a) Non-coherent relay channel. (b) Coherent relay channel. 	 L = 8. (a) Non-coherent relay channel . (b) Coherent relay channel. 
The network capacity can be expressed as: 
C= Max (Cl,.,Ck,.,CK). 	(34) 
We can apply selective routing for analogue relaying, hybrid 
relaying and digital relaying, where for each relaying scheme 
Ck is calculated according to the capacity formula provided 
in the previous two sections. In practice, the channel capacity 
of each relay link must be fed back to the source. The source 
then decides which relay to choose. This scheme should be 
optimal in the sense that it selects the single best relay channel 
that maximizes the network capacity. However, this scheme 
might require extremely high signaling overhead since for 
every channel realization, all K relay channel capacities have 
to be tested and compared before the best relay is chosen. This 
might only be practical for a very slow fading environment. 
B. Pathioss and Shadowing based Selective Routing (PSSR) 
Instead of calculating C for each single relay route, in this 
scheme the relay is chosen with respect to only pathloss and 
shadowing coefficients of the channels, i.e. we neglect ilk 
and Gk which contain the Rayleigh fading coefficients. In 
the following we will give detailed explanation of this routing 
scheme and show that it approaches the performance upper 
bound of OSR for large values of L or M. 
By the law of large numbers [36], we have the following 
identity for L x M matrix ilk: 
ññH MTOO 
MIL, 
 H ft L_OO LJ m. 
Therefore, it is not difficult to see that for large values of both 
M and L the capacity upper bound of each relay channel for 
both DR and MDR becomes  
C = O.5 min (M log (l +rlMcsk) ,Mlog(1 +7)Mf3k)) 
Therefore we set the selection criterion as follows: 
l i=arg 	max 	(M 1092 (1 + 77 mm 	M/3H))) 
	
=arg max (min(aH Bj). 	 (35) 
For hybrid relaying (analogue relaying) schemes, note that 
for large value of L, ) and A tend towards the value L. 
From the analysis of section W.B. it is not difficult to see that 
W = I leads to the optimal hybrid relaying solution, which 
is equal to MAR in this scenario. Therefore equation (11) can 
4For large L only, the capacity for DR is C = 
0.5 mm (M log(1 + rlLcSk) , M log(1 + 1)M)3k)) and for MDR is 
C = 0.5 min(M log(1 + ?lLak) ,!vi log(1 + L/3k)). 
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be modified as follows for large L and M: 
'\ 
C=0.5M log2 (1+M X 	M770 (36) 
The selection criterion is thus: 
( 	 . 
= arg 	max 	I 
ct)R /33. 	
I . 	(37) 
3E{1,2,. .,K} \jM (a R, 3) + 1) 
Compared with the OSR scheme, PSSR doesn't require knowl-
edge of Hk and Gk.  Since the calculation is based on 
shadowing coefficients which will change much more slowly 
than the fading channel realizations, fewer routing updates 
are required. This will significantly reduce signalling and 
computation overhead compared to OSR. 
Fig. 5 gives some examples of the capacity performance for 
OSR and PSSR schemes as the number of relays increases, 
while P is set to 0dB. We can see that PSSR gives very 
good performance even for small values of M and L. As the 
values of M and L both increase, the absolute capacity gap 
between the OSR and PSSR schemes for the same number of 
relays becomes smaller, and the percentage gap shrinks. Also, 
for a fixed value of M, increasing L can also decrease the 
capacity gap (e.g. M = 2,L = 4). These observations also 
indicate that MIMO configurations can significantly reduce 
the variability of the instantaneous channel capacity caused 
by Rayleigh fading. 
C. Multi-cast Routing (MR) 
We also give a short discussion on possible multi-cast 
routing schemes, where all the relays are used to forward the 
message. For digital relaying, every relay decodes the signals it 
received, and forwards them to the destination. The destination 
receives the signals from all the relays and decodes them, so 
the effective MIMO channel from relays to destination can be 
K 
written as Gsum = >1 Gk. For the destination to decode 
i= 1 
the signals correctly, each relay has to decode the signals 
correctly. For each signal 5m'  we denote the Shannon capacity 
from source to relay /c by Cm,Hk,  and from the relays to the 
destination by 	The Shannon capacity of the network 
for Sm can be expressed by: 
	
Cm = mm (mm (C'm,Hi ,. . . , C'm,ij j<.) , Grn,Gs .urj. 	(38) 
M 
The network capacity for all the M signals are C 	E Cm . 
m=1 
It can be seen from (38) that the capacity for each signal is 
constrained by the worst channel among the K source to relay 
channels and the relays to destination channel. As the number 
of antennas increases, the capacity for each signal will reduce. 
Therefore, the MR scheme turns out to be the poorest routing 
choice in this scenario. This observation also explains why 
the source to relay link is often tested before relaying the 
message in most of the existing literature discussing digital 
relaying (e.g. [11], [12]). 
For hybrid or analogue relaying schemes, the destination 
receives the filtered or amplified signals from all the relays 
available in the network. The source to destination channel 
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Fig. 5. 	Comparison of average capacity of multiple-relay channels for 
different selective routing schemes for different antenna number allocations 
(M,L). The circled marked curves denote the optimal selective routing, and 
the diamond marked curves denote the pathloss and shadowing based selective 
routing. P = 0dB. (a) non-coherent relay channels. (b) coherent relay 
channels. Note that similar curves are obtained for digital and hybrid relaying 
in both cases 
y = 	
( 	
GkWkHk) + (k=1 + fld) 
(39) 
where Pk  is the power amplifying factor for relay k, which is 
the 1/K times the value for single relay channels expressed 
by (9). 
Note that the relay channels can not be made orthogonal 
to each other due to the different singular vectors for each 
relay channel when M > 1 and L > 1, unless each relay 
obtains the knowledge of the other 2 x (K - 1) backward and 
forward channel matrices (i.e. the relays cooperate). However, 
this would involve extremely large signalling overheads. How 
to choose the proper weight at each relay to suppress the co-
channel interference thus remains an open topic. [17] gives 
an suboptimal scheme which requires no joint detection at the 
destination. However, when M = 1, it is possible to combine 
the signals effectively at the destination, interested readers can 
refer to [37]. 
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Fig. 6. Average capacity of non coherent multiple-relay channels for multi-
cast routing and shadowing based selective routing shemes, P = 0dB, L = 
M = 2. Similar curve behavior can be found for modified relaying schemes 
for coherent multiple relay channels. 
If we simply choose Wk designed for single relay channels 
as those for multiple relay channels, each product Gk Wk Hk 
and GkWk are i.i.d. random matrices. Therefore, for large K 
the contribution of the equivalent multi-cast MIMO channel 
to the capacity becomes the average over all single K relay 
channels. So the capacity of multi-cast routing schemes will 
be upper bounded by that of the selective routing schemes, 
for which only the best (near best for PSSR) relay channel is 
chosen. This trend is shown in Fig. 6 where PSSR is compared 
to MR. For MR schemes, the signals becomes less correlated 
at the destination for larger number of relays. So matched 
filter based relaying outperforms analogue relaying due to the 
reduction in the amplified noise generated at the relays. 
D. Selection Diversity vs. Cooperative Diversity 
We now compare selective routing with a protocol that 
exploits the cooperative diversity of the relay channels for 
digital relaying, where two relays are used. This comparison 
can also be regarded as a specific example of a comparison 
between the benefits of cooperative diversity and selection 
diversity. It has been shown theoretically in [12] that full 
cooperative diversity can be achieved by applying space-time 
distributed codes in a single antenna scenario. A practical 
example to achieve full diversity is given in [38], where 
Alamouti codes [32] are applied at the relays; the same 
diversity gain as in [12] can be achieved provided that the 
relays are selected to be able to decode the signals correctly. 
We simply extend [38] to a multi-antenna scenario and 
refer to this as space-time block coded relaying (STBCR). The 
source uses one antenna to transmit signals Si and 82  for the 
first two symbol slots. The two relays use multiple antennas to 
decode the two signals (i.e. maximum ratio combining) and re-
send them using STBC encoding. The destination then decodes 
the signals by multiplying the received signal vector by the 
corresponding STBC weight matrix. It will be more difficult 
to apply the STBC encoding to noisy analogue waveforms 
in analogue or hybrid relaying, so they are not discussed in 
the paper. Note that unlike the analysis on distributed space-
time coding in [12], by applying STBC we only need to apply  
repetition coding rather than i.i.d. random coding at the relay 
for the two relay network. This is much more convenient to 
implement in practice [11], [12]. 
After decoding and re-encoding, relay 1 uses one antenna 
to transmit [Si,  —s[ and relay 2 transmits [S2, s] over two 
symbol durations. Assuming the channel stays constant for the 
two symbol transmission periods, the capacity of the relay to 
destination channels for each signal can be written as 
2 Al 
CBC = 0.51092 (i + 0.5 	gm,i1 2 ), 	(40) 
i=lm=1 
where Yrn,i  are the channel coefficients from relay i to antenna 
m at the destination. The factor 0.5 right before 17 denotes the 
half power scaling factor for each relay. For optimal selective 
routing, the destination uses maximum ratio combining to 
enhance the received signal power. The capacity can then be 
written as: 
CDSR = max (mm (Cs ,ri , ri,d) 	jfl (Cs ,r2 , Cr2 ,d)) 
(41) 
The capacity Cs,, is the capacity of the channel between the 
source and relay i. The capacity Cr , j ,d is the capacity of the 
channel between relay i and the destination and can be written 
as: 
Crj ,d = 1092 (1 + 77Q), 	 (42) 
M 
where Q = 	gl2. Note that equations (41) and (42) 
rn = 
also hold for M = 1, which is the single antenna scenario. 
Without loss of generality, if we assume that Qi >_ Q2, it can 
be seen that 
C 1 
 d> ,-STBC 	 (43) 
It follows that 
CDSR > mm (Cs ,r1  ) Gri ,d) 	mm (C8 , 1 , Cs,r2, CBC) 
(44) 
The right hand side of this inequality is the capacity of 
each signal for the STBC relaying scheme. Therefore optimal 
selective relaying actually outperforms STBC relaying in this 
example. Specifically, inequality (43) suggests that selection 
diversity can offer a better power gain over cooperative 
diversity if there is a power constraint at the relays. A higher 
capacity can be achieved if we give all the transmission 
power to the single best relay instead of splitting it equally 
among different relays, even if full cooperative diversity can 
be achieved at the relay to destination link. Inequality (44) 
implies that selection diversity might offer more diversity 
gain if the relays are randomly chosen. This is because 
there is only one source to relay link being considered in 
the minimum function for selective routing; but for space-
time coded relaying, all the source to relay links have to be 
considered in the capacity function due to its multi-casting 
nature. This also confirms the previous work for cooperative 
diversity (e.g. [11], [12]), where it is often suggested that the 
relays need to be chosen to be able to correctly decode the 
messages so that the source-to-relay capacity Cs ,rj can be 
removed from the network capacity constraint function. In 
fact, is has been proved in [11] that no diversity gain can be 
obtained if the relays are chosen totally at random, selection 
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diversity is clearly an advance in this sense. Finally, we note 
that these two inequalities (43) and (44) can be generalized to 
the scenarios where direct link is included and the number of 
relays is more than 2 (e.g. the cooperative diversity schemes 
discussed in [12] when random coding is applied). 
VI. SPATIAL MULTIPLEXING VS. SINGLE SIGNAL 
BEAMFORMING 
So far we have mainly concentrated on spatial multi-
plexing systems where the spatial multiplexing gain M is 
fully achieved for MIMO communications. In this section we 
discuss another MIMO configuration which exploits the spatial 
diversity of MIMO channels. We refer to this as single signal 
beamforming [30], [31]. The transmitter uses all of its antennas 
to transmit one signal instead of multiplexing different signals 
simultaneously. The weights for transmitter and receiver are 
chosen as the columns of right and left singular vectors of 
channel corresponding to the largest singular value of the 
MIMO channel matrix. The channel gain at the receiver is the 
square of the largest singular value of channel matrix which 
can achieve full diversity of L x M. It should be noted that 
this scheme requires CSI at the transmitter; thus, it can only 
be applied to coherent channels. Furthermore, the source to 
relay CSI is required at the source when M > 1. 
If we apply single signal beamforming to MIMO relay 
channels, we can also define digital beamforming relaying 
(DBR) and hybrid beamforming relaying (HBR). For DBR, the 
relay decodes the signal, re-encodes it, weights it and forwards 
it to the destination. The capacity of a single relay channel can 
be written as: 
C = 0.5 x 1092  (1 +Mi1 x min (,A)) 	(45) 
where ac and AX  are the largest eigenvalues of HHH  and 
GGH. HG For HBR, after multiplying the received signal vector 
by the corresponding left singular vector of the channel H, 
the relay amplifies, weights and forwards the signal to the 
destination. The capacity for HBR scheme can be expressed 
as: 
max \ 
max 	PA c 	\ C=0.51092 (i + MH 




ax =0.5 1092  (i + MA 1 + + MAX 
)47) 
where p is the amplifying factor at the relay: 
Mij 
1 + MAx 	
(48) 
It should be noted that HBR reduces to MMFR when M = 1. 
We first compare DBR with MDR for spatial multiplexing 
systems with source to relay CSI available at the source. 
For MDR, the source can apply the same beamforming 
operations as at the relay. Thus L4 is replaced by A 
in equation (13). We find that DBR outperforms MDR for 
low output SNR values at the destination receiver. This is 
because 1092  (1 + SNRreceiver) 	SNRreceiver for small 
values of SNRrecejver . The capacity of MDR then becomes 
M 
0.577 x 	mill (.\, .Xb) for low output SNR, and this is 
smaller than 0.5Mi x mm pna )flX) which approximates 
the capacity of DBR expressed in (45) for low output SNR. 
For hybrid relaying schemes, we can also find that HBR 
outperforms MAR in a similar way at low transmit power 
levels. It can be proved that (27) is smaller than (47) for low 











M 	 (50) 
=' 1 + >.I+ iM.\ 
M=1 




Generally, the performance gain of relaying over non-
relaying for either spatial multiplexing or single signal beam-
forming configurations can be expressed as follows: 
;_- 
 0.51092 (1 + kSNRreceiver ) 
1092 (1 + SNRreceiver ) 
(52) 
where SNRreceiver is the receive SNR for the direct link and 
ic denotes the link gain due to relaying (restricted to the worse 
link between the source-relay and the relay-destination links). 
It is easy to see that C 	i.c/2 when SNRrccjr - 0; 
and C zt 0.5 when SNRreceiver - +oo. This means that 
relaying should be used for low SNR scenarios. When the 
receive SNR for direct link transmission is high, the benefit for 
increasing the link reliability by relaying will not compensate 
for its bandwidth loss of 0.5 due to the half duplex nature of 
the relay. Therefore, considering the performance advantage of 
single signal beamforming over spatial multiplexing for low 
receive SNR, it is better to combine single signal beamforming 
with relaying when multiple antennas are applied at each 
node in this sense. However, if we increase the number of 
antenna at the relays, or apply relay selection in the networks, 
the receive SNR in every point-to-point link in the relay 
network (i.e. source to relay link or relay to destination link) 
will be improved. In this scenario, spatial multiplexing will 
outperform the single signal beamforming and can still be the 
preferred choice to be combined with relaying. 
The simulation results confirms this discussion. Figure 7 
gives the simulation results for single relay channels for 
different values of (M, L). It can be seen that at low values 
of 77 single signal transmission schemes outperform spatial 
multiplexing schemes. However, this advantage is weakened 
when a larger number of antennas L are deployed at the relay. 
This is because larger values of L can enhance the output 
SNR at the destination receiver by increasing )4 and .\. 
Increasing the number of relays can also result in a larger 
performance improvement for spatial multiplexing compared 
with single signal transmission. In the multiple relay scenario 
there is more freedom to obtain large values of Ai and A 
by selecting the proper relay. This trend is clearly shown in 
Fig. 8 where PSSR schemes are applied. 
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-.-MAR (2,8) 	 - 
*MDR(28) 
can be preferred choices to be combined with relaying. 
Some interesting topics for future work include: (a) effective 
signalling for digital and hybrid relaying when only partial 
forward CSI is available at the relay for single relay chan-
nels (e.g. semi-coherent relay channels); (b) effective signal 
combining at the destination when the effect of the direct link 
is taken into account; (c) effective signalling for digital and 
hybrid relaying when multi-cast routing is used. 
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By John S Thompson, Peter M Grant and Yijia Fan 
Abstract— Recently there has been significant interest in the use of multihop wireless links for use in mobile 
communications. In such a system, data is forwarded by one or more relays from the source to the destina-
tion, rather than simply via a direct wireless link. This paper gives an overview of the benefits of such methods 
to cellular wireless systems. In particular, the high data rate coverage of a wireless network can be increased 
by using these techniques. However, the use of such techniques does imply an increased signalling overhead, 
in order to set up and maintain multihop routes. This paper will also explain how smart antenna concepts can 
be used to improve further the performance of multihop links. 
Index Terms - Wireless Relaying, Multihop, Antenna Array Processing, Multiple Input Multiple Output 
Introduction 
be use of multiple antennas at both ends of a wireless link, 
ailed multiple-input multiple-output (MIMO) technology, 
romises significant improvements in performance [1]. MEMO 
ystems can be used to perform spatial multiplexing [2],  where 
iultiple data streams are sent in parallel from transmit (TX) 
ntennas to the receiver (RX). However, such a system performs 
est when the channel is subject to significant multipath scatter-
ag, so that the transmit antennas are spatially separable. An 
Iternative scheme is space-time coding [3],  where a single data 
tream is encoded and sent from several TX antennas to provide 
liversity at the receiver. Diversity means that several independ-
nt replicas of the TX signal are available at the RX, which 
educes variability in the channel due to multipath fading [4]. 
Recently, the introduction of MIMO techniques into ad hoc 
etwork or multihop cellular networks [5] has been studied [61-
111. In multihop networks, information sent by a source termi-
tal is relayed via intermediate terminals to the destination. The 
ise of relay links typically reduces the channel attenuation on 
ach link, when compared to that for the source-destination path. 
rhis means that in a cellular network, the coverage of high data 
ate services can be extended or the transmission power reduced. 
Fwo main processing techniques for the relays have been stud-
ed. These are analogue relaying, where the relays amplify and 
tend the received signals, and digital relaying where the relays 
lecode, re-encode, and re-transmit the signals [6]. 
One of the first papers to study MIMO relays was [7] which 
.ised space-time coding concepts to permit several relays to 
iansmit simultaneously to the destination. In one configuration, 
:he space-time block codes proposed in [12] can be used to 
msure that each relay's transmission of the data can be separated 
ftom all others to provide diversity gain against fading or shad-
awing. However, [13] suggests that selecting the single best 
relay is a better option to maximize capacity - this will be dis-
cussed further in Section 4. Reference [8] investigates different 
protocols for when the source and relay can transmit. Their 
analysis suggests that permitting interference between the source 
and relay transmissions can offer better performance than by 
allocating different channels to the source and relay. 
Several authors have considered the combination of spatial 
multiplexing MIMO systems and multihop links. In [9], bounds 
on the Shannon capacity of a MIMO link with a single relay are 
considered. A lower bound on capacity is derived by using either 
the relay link or the source-destination link separately and an 
upper bound is derived by summing the SNRs of the source-
destination and the relay links. However, this paper makes the 
rather unrealistic assumption that a relay can receive and trans-
mit on the same frequency at the same time. In [10], a MIMO 
system is considered in an environment where there is no multi-
path scattering, so that spatial multiplexing cannot normally be 
used. It is suggested in that paper that a large number of relays 
be used as artificial "scatterers", so that spatial multiplexing can  
then be performed. Finally in [11], another spatial multiplexing 
configuration using relaying is proposed. In that scheme, a num-
ber of co-located transmitters wish to communicate over a large 
distance to a number of closely spaced receivers. This time, the 
receivers can collectively act as a MIMO receiver, if they can 
communicate with each other over a separate short range wire-
less link to exchange channel and received signal information. 
In this paper we will discuss our research on MIMO relaying 
configurations. We investigate an alternative to analogue and 
digital relaying called hybrid relaying. In this approach, the 
relays only decode the training sequence from the source or use 
feedback from the destination to obtain channel state information 
(CSI) for the appropriate channel. Then the relay can apply 
spatial filtering to the received signals, based on the CSI, without 
decoding them and retransmit the filtered signals to the destina-
tion. We also discuss different algorithms for hybrid relaying for 
single MIMO relay channels. We then extend the discussion to 
the multiple relay case, taking account of large scale pathloss 
and shadowing effects. We compare two different strategies for 
selecting the best relay for a given source and destination. 
2. 	MIMO System Model 
We consider the two hop model shown in Fig. 1 with one source, 
one destination and K relays located randomly and uniformly 
within the middle region between source and destination. We 
normalize the range between the source and destination and 
ignore the direct link between source and destination. We also 
assume that the total transmit power for both the source and the 
relays are the same. In the latter case, the transmit power is 
assumed to be equally distributed among the relays. Each relay 
processes the received signals independently, without coopera-
tion or exchange of channel state information. We assume in the 
paper that the source and destination have the same number of 
transmit and receive antennas M, while each relay has L E M 
antennas. 
Distance 0.5 1 Distance 0.5 
Source Relays Destination 
Hk Gk 
H 1 
Fig. 1: System model for a two hop MIMO network. 
We restrict our discussion to the case where the channels are 
slow, frequency-flat Rayleigh fading with a block fading model. 




two hops. In the first transmission time slot, the source broad-
casts its data signals to all the relay terminals. Each relay proc-
esses its received signals and then retransmits them to the desti-
nation in the second time slot. The MXL channel matrix Hk de-
notes the MIMO channel from the source to the kth relay. Simi-
larly, the LxM channel matrix Gk denotes the MIMO channel 
from the kth relay to the destination. 
We assume that source does not know the channel state infor-
mation, but the destination knows all the channel information. 
Based on the different channel information available at relays, 
we separate MIMO relay channels into two categories [10]. The 
first is non-coherent relay channels, where each relay only 
knows the backward channel matrix Hk . The second is coher-
ent relay channels, where each relay has knowledge of both the 
backward channel matrix Hk and the forward channel ma-
trixGk. 
3. 	Performance of Single Relay Systems 
In this section, we will discuss algorithms for performing relay-
ing in the case where there is a single relay available. We begin 
by discussing the non-coherent relay channel case, and then 
move on to discuss the coherent relay scenario. Finally simula-
tion results are presented to compare the different algorithms that 
are proposed. 
signals at each antenna, which makes it more difficult for the 
destination to separate the signals compared with AR. 
3.2. Coherent Relay Channels 
Compared with the non-coherent scenario, the relay has the 
freedom to explore and coordinate both backward and forward 
MIMO channels in a coherent scenario. For example, in digital 
relaying, the relay can use all the L antennas to retransmit signals 
to exploit beamforming gain on the relay to destination channels. 
In this way, the relay to destination MIMO channels become M 
orthogonal spatial channels and each antenna branch can per-
form detection independently. The relay can match the highest 
backward channel gain with the highest forward channel gain to 
optimize the sum capacity of the complete relay link. We refer to 
this digital scheme as modified digital relaying (MDR). 
In [13], we study different hybrid relaying configurations and 
derive an optimal hybrid relaying (OHR) scheme, based on the 
backward and forward channel knowledge at the relay. By 
choosing the optimal filtering matrix W at the relay, the 
MIMO relay channel can be decomposed into M orthogonal 
spatial channels, according to the eigenvalues and vectors of the 
channel matrices. The decomposition that is used in coherent 
channels for hybrid relaying is illustrated in Fig. 2. 
HG 
3.1. Non-coherent Relay Channels 
For digital relaying (DR), the relay uses L antennas to jointly 
decode the signals received from the source using the VBLAST 
algorithm [14]. The relay will then re-encode the M source data 
streams and use an arbitrary choice of M antennas to forward the 
encoded signals to the destination. The destination will also 
apply the VBLAST algorithm to detect the signals. 
For analogue relaying (AR), the relay amplifies its received 
signal vector (of size L) to meet the transmit power constraint 
and forwards it to the destination. There, the receiver again 
applies VBLAST detection to the received signals. Compared 
with digital relaying, one obvious defect for analogue relaying is 
that while the relays amplify the signals, they also amplify the 
receiver noise. However, this scheme has the advantage of not 
requiring decoding at the relay. This means there is no decoding 
delay at the relay and hence it requires less processing complex-
ity at the relay compared with digital relaying. As discussed 
below, AR can be regarded as the simplest hybrid relaying 
scheme considered in this paper. 
Compared with digital relaying and analogue relaying, hybrid 
relaying (HR) makes a tradeoff between performance and com-
plexity of the AR and DR methods. It is rather similar to AR, 
except that an LxL spatial filtering matrix V is applied to the 
received signal, based on knowledge of the channel matrix H 
However, it does not fully decode and encode the signal, as is 
required in the DR scheme. After multiplying the signal vector 
by the filtering weight matrix W, the relay then amplifies and 
forwards the filtered signals to the destination. 
The key advantage of HR compared to AR is that the filtering 
matrix 'V can enhance the signal quality of the retransmitted 
signal. One way to choose W is to enhance the average signal 
to noise ratio (SNR) at the relay. This can be done by applying a 
spatial matched filter at the relay. This relaying scheme is re-
ferred to as matched filter based relaying (MFR) [13]. In the 
case where the number of relay antennas L > M, the source and 
destination array size, HR can be used to reduce the dimension 
of the retransmitted signal waveform. It can be seen that the 
SNR at the relay for MFR is (L +M)/M times that for AR. This 
implies that as L increases the MFR method should provide 
better SNR performance than the AR method. However, it 
KA 
	should also be noted that MFR has the defect of correlating the 
Fig. 2: The hybrid relaying transformation for coherent relay channels. 
Each spatial channel has gain A1 a , where AG is the source 
to relay channel beamforming gain (namely the ith eigenvalue of 
the 	source-to-relay channel matrix Hk ). Further, the 
scalar can be regarded as the relay to destination channel gain 
for the ith channel, which is optimized by the weight matrix V 
under a transmit power constraint at the relay. 
Since the calculation for the optimal choice of 'V in the 
OHR scheme is complicated for the case when the number of 
source antennas M>2, we also propose two suboptimal hybrid 
relaying schemes. The first scheme is a modification of analogue 
relaying. We refer to it as modified analogue relaying (MAR). 
The matrix W is set as the product of the left singular vector 
of H5 with a diagonal matrix of scaling factors O. and the 
right singular vector ofGk *  The scaling factors are chosen to be 
(1) 
Where AG  is the relay to destination beamforming gain (ith 
eigenvalue ofG5 ) and p is the amplifying factor at the relay. 
This choice again decomposes the MIMO relay channels into 
orthogonal channels as shown in Fig. 2. The MAR scheme 
means that relay is able to decompose the channels and coordi-
nate the backward channels with the forward channels to try to 
maximize the throughput for M parallel data streams. 
The second scheme is a modification of matched filter based 
relaying, which we refer to as modified matched filter based 
relaying (MMFR). After multiplying the received signal vector 
by a matched filter matrix, the relay further filters the signals to 
excite the channel gain for either backward or forward channels. 
The filtering matrix is constructed in the same way as for the 
MAR scheme, but the scaling coefficients 	for this scheme 
become 
(2) 
Compared with the MAR scheme, this approach has the ad-
vantage of enhancing the SNR at the relay. This is achieved by 
including the eigenvalue A. in the equation for the scaling 
factor U.. For the simple case when M = 1, MMFR becomes 
the optimal hybrid relaying scheme. However, for M 1 2, the 
signals become more correlated with each other due to the 
matched filter factor in the weight matrix %V, which impairs the 
throughput of this scheme. 
3.3. Algorithm Simulation Results 
In this section, we will present results for the relaying techniques 
described above using the single relay model of section 2. Fig. 
3(a) shows performance results for different relaying schemes 
for non-coherent relay channels and part (b) is for coherent relay 
channels. We calculate and plot the average Shannon capacity 
(in bits per channel use) for 1000 channel realizations. The x-
axis P in Fig. 3 is defined as total transmit power at the source 
(and hence also at the relay). When L=M=2, it can be seen that 
digital schemes perform best. For the non-coherent channel 
results in part (a), AR outperforms MFR especially for higher 
SNR. This indicates that reducing the noise at the relay cannot 
compensate for the disadvantage of correlating the signals for the 
case where L = M. Comparing parts (a) and (b) shows that the 
relaying schemes designed for coherent relay channels give only 
a small performance advantage over those for non-coherent relay 
channels. In particular, it can be observed that the performance 
of MDR is about the same as DR. OHR performs almost as well 
as MDR and can be a good suboptimal scheme for the tradeoff 
between performance and complexity. 
(a) 
which is 1.5 bits better than the result for DR. Another difference 
from the L=M=2 case in Fig. 3(a) is that MFR outperforms AR 
and achieves performance closer to DR. Since correlating the 
signals becomes less important as the ratio JIM increases, the 
SNR at the relay for MFR increases over that for AR. The MDR 
scheme in Fig 3(b) still performs best overall, though its per-
formance gain over OHR is smaller than for L=M=2. 
Fig. 4 shows the performance results for different hybrid re-
laying schemes for coherent relay channels for M=2 and L=2 or 
6. It can be seen that OHR outperforms MAR for L=2 and 
MMFR provides the poorest performance. This is due to the 
signal correlation effect of matched filtering at relay, described 
in Section 3.2. When the relay has L=6 antennas, the perform-
ance of all three techniques is very similar, but again OHR 
slightly outperforms MAR in this case. 
--MAR)2,2) 
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Fig. 3: Average capacity (in bits/channel use) of single relay schemes for (a) 
non-coherent and (b) coherent relay channels. The number of 
source/destination antennas M=2 and the number of relay antennas 1=2 or 6. 
When the number of relay antennas L is increased compared 
to the number of source/destination antennas M, relaying 
schemes for coherent channels (Fig 3(b)) perform significantly 
better than schemes for non-coherent channels (Fig 3(a)). This is 
because coherent schemes can exploit channel gain on the relay 
to destination channels when L>M. This difference between 
non-coherent and coherent schemes can be clearly seen by com-
paring Figs. 3(a) and 3(b). For example, when L=6 and P=20 
dB, MDR achieves an average capacity of 11 bits/channel use, 
Fig. 4: Average capacity (in bits/channel use) for coherent single MIMO relay 
channels when hybrid relaying schemes are applied. 
4. 	Multiple Relay Channels 
Our work has also investigated the performance of multiple relay 
channels. The source has two options for routing information to 
the destination. Firstly, selective routing is where a single relay 
is chosen to forward the source signals to the destination, in a 
similar manner to the single relay channels discussed above. 
Secondly, inulticast routing is where multiple relays can forward 
the source signals simultaneously to the destination. 
For multiple relay channels where selective routing is applied, 
we will now discuss and compare the capacity performance of 
two selective routing schemes. In pat hloss and shadowing based 
selective routing (PSSR), the best relay is selected based on the 
pathloss and shadowing coefficients of the relay channels only. 
This means that the effect of fast Rayleigh fading is neglected in 
the route selection process. Since the calculation is based on the 
shadowing coefficients, which will change much more slowly 
than the fading channel realizations, much slower routing up-
dates are required. This approach is suboptimal compared to the 
optimal selective routing (OSR) case where Rayleigh fading is 
incorporated in the route selection process [13]. Typical simula-
tion results comparing PSSR and OSR are shown in Fig. 5, 
where the DR method is used in all cases with transmit power 
P=OdB. Fig. 5 shows some degradation for PSSR, for the single 
antenna case M=L=l. This is because the Rayleigh fading on 
each link has a significant impact on capacity. However as M 
and L are increased to 2 or 4, the capacity of each link becomes 
much more stable and fading has less effect. In this case, the 
performance loss of PSSR becomes negligible compared to 
OSR. It should be noted that the OSR scheme requires a much 
higher signalling overhead than PSSR and may give rise to 
routes that change rapidly with time. 
Fig. 6 shows the performance of multicast routing (MR) and 
selective routing based on the PSSR scheme for the noncoherent 
relay channel scenario. The average capacity of the relay link is 
plotted against the number of relays that are available. Tech- 










number of antennas at all terminals, including relays, is set to 
L=M=2. The transmit power is set to P=OdB. 
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state information at the relay can further improve the network 
capacity. 
For multiple MIMO relay channels, a simple relay selection 
scheme based on only shadowing/pathloss was found to perform 
almost as well as using fading effects. If we apply the selective 
routing schemes discussed in the paper to exploit spatial diver-
sity in the network, multiple relay channels can be simplified to 
single relay channels. In this case, the conclusions for single 
relay channels in this paper can also be applied to multiple relay 
channels. 
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The results in Fig. 6 show that the best scheme is DR combined 
with PSSR route selection, while the worst scheme is DR with 
MR. The reason that the MR-DR combination performs so 
poorly is that all relays must be able to decode the source signal, 
which means that the poorest relay channel limits performance. 
This is clearly not a problem when DR is combined with PSSR 
based selective routing. The hybrid MFR scheme performs the 
best amongst the multicast routing schemes, but these are gener-
ally inferior in performance to the relay selection schemes, 
where AR outperforms the MFR scheme. These results show it is 
much better to use all the transmit power on the best relay chan-
nel, than to split it among several relay channels. Our simulation 
studies of the coherent relay channel case are similar to those in 
Fig. 6, where MDR with selective routing performs the best. 
Our studies of these two options described in [15] have shown 
that, in general, selective routing performs better than multicast 
routing. This result is valid for our system model where each 
relay experiences shadowing coefficients that are uncorrelated 
with all other relays. In this case, the effect of shadowing is 
typically that one relay will experience significantly better chan-
nel conditions than other candidate relays. Therefore, significant 
performance gains are obtained by only using the best relay to 









10 	15 	20 	25 	30 
Number of Relays 
Fig. 6. Average capacity (in bits/channel use) for noncoherent MIMO relay 
channels using selective routing (PSSR) and multicast routing (MR). The 
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5. Conclusions 
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On the Diversity-Multiplexing Tradeoff for 
Multi-antenna Multi-relay Channels 
Yijia Fan, Abdulkareem Adinoyi, John S Thompson, Halim Yanikomerogilu 
Abstract 
In this letter we analyze the performance of multiple relay channels when multiple antennas are 
deployed only at relays. Specifically, we investigate the simple repetition-coded decode-and-forward 
protocol and apply two antenna combining techniques at relays, namely maximum ratio combining 
(MRC) on receive and transmit beamforming (TB). We assume that the total number of antennas at 
all relays is fixed to N. With a reasonable power constraint at the relays, we show that the antenna 
combining techniques can exploit the full spatial diversity of the relay channels and can achieve the 
same diversity multiplexing tradeoff as achieved by more complex distributed space-time random coding 
techniques proposed earlier. 
I. INTRODUCTION 
Cooperative diversity schemes, which exploit the spatial diversity of the relay channels, have 
been an active research area in the last few years. The performance limits of distributed space-
time codes, which can exploit cooperative diversity, are discussed in [1]—[3] for single-antenna 
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relay networks. However, the design and implementation of practical codes that approach these 
limits are a challenging open research area. For example, [2] and [3] use new independent 
random codebooks at the relays to achieve spatial diversity. Though those approaches have 
theoretical values, they face stiff implementation challenges. It is suggested in [2] that the existing 
space-time codes for the point-to-point multiple-input multiple-output (MIMO) link might be 
implemented into relay networks. However, the system becomes more complicated as antennas 
in relay networks are distributed rather than centralized. For example, each relay may need to 
know all of the uncoded data, before sending only one part of the codeword to the destination. 
This might cause additional time delay and processing complexity. An easier way to obtain full 
diversity for a multiple relay network is to implement repetition coding [2], where the relays 
decode and re-encode the information using the same codebook as applied at the source. In this 
scenario, instead of using ideal random coding, any capacity achieving AWGN channel codes 
(e.g, turbo codes or LDPC codes) alone are sufficient to offer excellent performance. However, 
this scheme requires the relays to transmit in orthogonal time slots. This will result in a significant 
multiplexing loss compared with the ideal space-time coding approach. 
In this letter we exploit the spatial diversity of the relay channels in a different way from the 
space-time codes-based approach. We concentrate on the repetition-coding decode-and-forward 
technique while applying two kinds of antenna combining techniques at the relay, namely 
maximum ratio combining (MRC) [4] for reception and transmit beamforming (TB) [5] for 
transmission. Those techniques are often used in point-to-point single-input multiple-output 
(SIMO) or multiple-input single-output (M]ISO) wireless links, where either the transmitter or 
receiver is equipped with multiple antennas. It has been shown that MRC (TB) is able to achieve 
the optimal diversity multiplexing tradeoff of SIMO (MISO) systems [6]. In a relay context, we 
move the multiple antennas to the relays, while the source and the destination are only equipped 
with a single antenna. It appears that this network consists of a SIMO and MISO channel, for 
which MRC and TB are the best schemes to use. However, unlike the point-to-point link, the 
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antennas might be deployed in a distributed fashion. Studying the tradeoff between the number 
of relays and the number of antennas at each relay is a important topic and the main concern 
of the letter. We analyze the performance of this system based on a slow fading scenario. More 
specifically, we examine the outage probability and the diversity multiplexing tradeoff of the 
network. 
Note that unlike [2],  we allow multiple antennas to be deployed at the relays. However, it 
will be shown later that the diversity gain that can be achieved by our approach is the same as 
that of the space-time coded approach proposed by Laneman and Wornell in [2]. This holds as 
long as the total number of antennas at all relays is fixed, regardless of the number of antennas 
at each relay and the number of relays. Thus, the same diversity gain can be achieved even 
when each relay is deployed with a single antenna. Therefore, the application of our scheme is 
quite general. Furthermore, we note that some recent work on single antenna network has also 
considered beamforrning approach, although they mainly focused on the energy efficiency or 
capacity scaling behavior (e.g. [9],  [101). 
II. SYSTEM DESCRIPTION 
We consider a two hop network model with one source, one destination and K relays. For 
simplicity we ignore the direct link between source and destination. The extension of all the 
results to include the direct link is straightforward. We assume that the source and destination 
are deployed with single antenna, while relay k is deployed with Mk  antennas; the total number 
of antennas at all relays is fixed to N. This can be expressed as 
K 
mk = N. 
	 (1) 
k=1 
We restrict the discussions to the case where the channels are slow and frequency-fiat fading. 
We assume a coherent relay channel configuration context where the kth relay can obtain full 
knowledge of both the backward channel vector hk and the forward channel vector g,. Note 
that the forward channel knowledge can be obtained easily if the relay-destination link operates 
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in a Time-Division-Duplex (TDD) mode. One example where the relays obtain the required 
channel information can be found in [10]. Otherwise, obtaining forward channel knowledge 
might require additional signalling overhead. In slow fading channel, which is the focus of this 
letter, this overhead is negligible. For fair comparison, we also assume that for each channel 
realization, all the backward and forward channel coefficients for all N antennas remain the 
same regardless of the number of relays K. Fig. 1 shows the system model. 
The data transmission is over two time slots using two hops. In the first transmission time 
slot, the source broadcasts the signal to all the relay terminals. The input/output relation for the 
source to the kth relay is given by 
rk = /hks + nk, 
	 (2) 
where Fk is the Trik x 1 receive signal vector, and ij denotes the transmit power at the source. The 
scalar s is the unit mean power transmit signal and nk is the mk x 1 complex circular additive 
white Gaussian noise vector at relay k with identity covariance matrix 	The entries of the 
channel vector hk are identically and independently distributed (i.i.d) complex Gaussian random 
variables with zero mean and unit variance. We assume that each relay performs MRC of the 
received signals, by multiplying the received signal vector by the vector h'/hkHF . The signal 
at the output of the relay receiver is given by 
Mk Y- Z* I 	 L. itj ki,k 
fk 	71Ihi,k 1 
2 




where h,k denotes the channel coefficient from the source to the ith antenna at relay k, and ni,k 
denotes the noise factor for ith receiver input branch. The SNR at the output of the receiver can 





After the relays decode the signals, each relay re-encodes the signal using the same codebook 
as used at the source, then performs TB of the decoded waveform. If we denote the transmitted 
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where the vector 9k  is the 1 x Mk  channel vector from the kth relay to the destination, of which 
each entry is an i.i.d. complex Gaussian random variable with unit variance. The vector dk in 
(5) is designed to meet the total transmit power constraint: 
E [lldk] - - Th 
	 (6) 
where 	denotes the Frobenius norm. Here we assume that the total power at all relays is 
fixed to be ?7, i.e. the same as at the source. However, all the conclusions in the paper also hold 
when the total power at all relays is fixed to an arbitrary constant. We note that this power 
assumption has a meaningful practical implications: in reality the users with larger number of 
antennas can often transmit with a higher power (in proportional to the number of transmit 
antennas in this paper). 
The destination receiver simply detects the combined signals from all K relays. If the signals 
are correctly decoded at all the relays (i.e. tk = s), the output signal at the destination can be 
written as: 
K 	r/rflk Tnk 
	
\- 	2 
+fld, 	 (7) 
k=1 N 
where the scalar nd is the complex additive white Gaussian noise at the destination with unit 
variance. The output SNR at the destination receiver can therefore be written as: 
Pd 	
H? 2 
\k=1 N i=1 
	
) 
When all the relays are deployed with a single antenna, there is no maximum ratio combining 
gain at the relays and the destination. However, the destination still observes a set of equal 
gain combined [7]  amplitude signals from all relays.' Since we assume that the backward and 
(8) 
'Unlike [7], the equal gain combining for relay channels is applied at the transmitter instead of the receiver. 
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forward channel coefficients for each antenna are kept the same for different values of K and 
/ Km 
m, the output SNR at the destination can be rewritten as 	= 	( f >12 > 	) when all the 
\k=li=1 / 
antennas are deployed in one relay (i.e. K = 1 and in1 = N), full diversity gain is achieved 
among all the N antennas at the relay and also at the destination. The SNR for this case can be 
Km2  
rewritten as pdN 	77 >12>12 9i,k 2 • 
k=1 i=1 
III. OUTAGE ANALYSIS 
In a slow fading environment, the outage probability can be defined as 
P0t 	P [C < R], 
	 (9) 
where C denotes the capacity for the particular channel realization and R denotes the transmission 
rate. The diversity-multiplexing tradeoff can be defined as [8]: 
Definition 1: (Diversity-Multiplexing Tradeoff) Consider a family of codes C17  operating at 
SNR 77 and having rates R bits per channel use. The multiplexing gain and diversity order are 
defined as' 
R1og2 P0 (R) 
r = urn 	, d = - u
.
rn 	 . 	 (10) 
ri—oc 10927 	 '7 — °° logr/ 
We first study a simple protocol, in which all the relays participate in the decoding and forwarding 
process. We refer to this protocol as multi-cast decoding. An outage occurs whenever any relay 
or the destination fails to decode the signals. We firstly introduce a lemma on the bounds of the 
value of pf',  i.e. the output SNR at the destination given that the signal is correctly decoded at 
all relays. This lemma has been shown in our earlier work [11]: 
Lemma 1: For any Mk, p < p2k p. 
We omit the proof due to limited space, the interested reader can refer to [11] for details. 
This lemma implies that the increased "equal gain combining" gain at the destination can not 
compensate for the loss of maximum ratio combining gain at the relay and the destination when 
2 w assume that the block length of the code is large enough, so that the detection error is arbitrarily small and the main 
error event is due to outage. 
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the number of relays K is increased and the numbers of antennas at each relay are reduced. 
Based on Lemma 1, we now begin our outage analysis with the following lemma: 
Lemma 2: Conditioned on all the relays correctly decoding the messages, the outage proba-






(11) ~ OUt_ 
Proof: See Appendix A. 
Lemma 2 indicates that the full diversity of N can be achieved regardless of the number of 
relays K, provided that the signals are correctly decoded at the relays. However, the diversity 
of the network might decrease if certain outage occurs at the relays. This is especially true for 
the multi-cast decoding protocol, for which we have the following theorem: 
Theorem 1: For large ij, the outage probability for the multi-cast decoding is bounded by: 
2 2R - 1" > PO.t > 2 (2 2R 
— I)N 
N( (12) 
with equality to the right-hand side if K = 1, to the left-hand side if K = N. 
Proof: See Appendix B. 
This theorem implies that for multi-cast decoding, having more relays and less antennas per 
relay actually loses diversity. Since requiring all the relays to fully decode the source information 
limits the performance of the decode and forward to that of the poorest source to relay link. 
Specifically, it can be seen that for K = N no diversity gain is offered by relaying i.e. the SNR 
exponent is —1, as no diversity gain can be obtained from the source to relay links in this case. 
We note that similar observations regarding this point have been made in [1], [2]. However, for 
K = 1 the full diversity of N can be achieved, as the diversity gain for the source to relay 
link is also N. This observation implies that diversity gain can still be obtained for multi-cast 
decoding, if multiple antennas are deployed at the relays. In terms of the diversity multiplexing 
tradeoff, we have the following theorem. 
Theorem 2: The diversity-multiplexing tradeoff curve for the multi-cast decoding scheme is 




1-2r<d<N(1-2r),O<r<O.5 	 (13) 
with equality to right-hand side if K = 1, to left-hand side if K = N. 
Proof: For large ij, replace R with r 1092'q  in (12), the proof is straightforward. 
It can be seen from Theorem 3 that when K = N, the diversity-multiplexing tradeoff for multi-
cast decoding is strictly worse than that for direct transmission, which is d = 1 - r [8].  When 
K = 1, however, the diversity-multiplexing tradeoff is the same as the space-time distributed 
coding schemes proposed in [2]. In fact, we can combine the antenna diversity schemes with 
a protocol similar to the one proposed by [2],  which exploit further the diversity of source to 
relay channels by selecting the qualified relays that meet the transmission rate R, to improve the 
network performance when K > 1. Specifically, the protocol for the antenna diversity schemes 
is proposed as follows: 
Protocol]: (Selection Decoding) Select K relays with a total number of antennas N, denoted 
as R (N, K), that could successfully decode the source message at a transmission rate R, to 
decode and forward the messages. 
We can obtain outage probability for the selection decoding by the following theorem: 
Theorem 3: For large i, the outage probability for the selection decoding scheme is bounded 
by: 
(22R-')I 
( 	 ( 22R_ ) 
	I 	- 	 (14) 
NN\ ____ l\NN(N 1 
pr) 	 / J) N! (N - 
while the upper bound is met when the selected N antennas are all within one relay. 
Proof: See Appendix C. 
It can be seen from Theorem 3 that for selection decoding full diversity can always be achieved 
regardless of the number of relays K and selected relays K. This is clearly an advantage over 
the multi-cast decoding scheme. Replacing R with r 1092 77 in (14), we can directly obtain the 
diversity-multiplexing tradeoff for selection decoding: 
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Theorem 4: The diversity-multiplexing tradeoff curve for selection decoding is 
d=N(1-2r),O<r<O.5, 	 (15) 
which is the same as that for the space-time distributed coding protocol proposed in [2]. 
Fig. 2 shows the diversity multiplexing tradeoff for different protocols discussed in the paper, 
when N=5. 
IV. CONCLUSIONS 
Three conclusions can be drawn: (a) provided the messages are successfully decoded at the 
relays, having less relays will offer better performance due to increased combining (power) gain 
at the destination, although the full diversity order N of the network can always be achieved 
regardless of the number of antennas; (b) if all the relays participate in the decoding and 
forwarding process, the network performance will degrade as the number of relays increases, as 
the performance is always restricted to the worst source to relay link. In this sense, deploying 
all the antennas at single relay is the optimal choice; (c) however, full diversity can be achieved 
if we apply the relay selection schemes to choose the potential relays. More specifically, the 
diversity-multiplexing tradeoff achieved by the antenna combining techniques is the same as that 
achieved by more complicated distributed space-time coding schemes such as [2]. In this scenario, 
deploying more antennas at fewer relays is still a better choice due to improved combining 
(power) gain. 
APPENDIX 
A. Proof of Lemma 1 
Based on Lemma 1, it is clear that 
P01. t ~ P _> P, 	 (16) 
3Note that d = (N + 1) (1 - 2r) if direct link is included. 
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where P denotes the outage probability for N relay case and P"f for 1 relay case, given that 
the signals are correctly decoded at all the relays. Note that 
K mi 	 N 
p







inequality (16) can be extended and modified as: 
PL
rK mi 	 N(22R_1)1 
~ P~P
K mi 	 22R_l 2 	 l 
. 	(18) 
k=1 i=1  
 
Lk=1 i=1 	 77 ] 
Km 








EN 	 (19) 
k=1 i=1 
Put (19) to (18) finishes the proof of Lemma 2. 
B. Proof of Theorem 1 
If we denote c1'°' = 0.5 log2 (1 + p) as the Shannon capacity from source to relay k 
channel for each channel realization. The outage probability is given by: 
Pout = p [mm (cmk) <R] + P [mm 	 out () > R] pmk 	 (20) 
2 _________  
=1—fJ(1—Ph,kI< 	+Pfl 1_P 	h,k 2 < 
K / 	 rmi 	 22R_l]) 	K 
( 	
rrn 
k=1 	 k=1 Li=1 	 1) 
K 
k=1 \ 	mk! ( ) ) + 
 Mk 
	mk 	 (21) out 
where P0T is bounded by (11). For large i), retaining only the term containing the lowest 
exponent of 1/ in the first term, (21) can be further modified as 
K1 (22R_— 1) Mk 	
(22) + o Pout 	 utS 
k=lmk 	77 
Observing that 
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where P is omitted due to its higher exponent. P0 is minimized when Mk = N,K = 1 and 
pmk - VN




and thus complete the proof. 
C. Proof of Theorem 3 
Since R (i, k) is a random set, we utilize the total probability law and write 




mkIR N,K 	 - 
where P0 denotes the outage probability conditioned on R (N, K) is chosen, and can 
be bounded by (11) by replacing N with N. The probability for any relay to be chosen can be 
expressed as: 
~i=l 
mk 	 22R -
rmk 	 22R 
-11P r E 	, 	= P 	 I = 1—P 	 (26) - 	 77 	 L=i 	 77 	j 





[,k)]= H 1_P ,kI2 	
1]) 
i=1 	 'Ti rER(N,K) 
rn 	 22R 1 
X 	fl P - . 	 (27) 
rE(N—N,K—K) i=1 
77 
Based on (19), at high SNR, P [r (N, k)] can be approximated as 
P [ 	(, k)] 	
(22R 
- 	 - 	 , 	 (28) 
77 	 rE?(N—N,K—K) 





(N_lci)! 77 j 	 \ T/ 
Note that the bounds are independent of K. Putting (29) and (11) into (25), we obtain the bounds 
(14) and thus complete the proof. 
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Fig. 1. System model for a two hop network: Source and destination are each deployed with 1 antenna. Totally N antennas are 
deployed at K relays. For each channel realization, either backward or forward channel coefficients for all N antennas remains 
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Recovering Multiplexing Loss through 
Successive Relaying Using Simple Repetition 
Coding Method 
Yijia Fan, Chao Wang, John Thompson 
Abstract 
In this paper, we study a transmission protocol for a two relay wireless network where simple repeti-
tion coding is applied at the relays. We give information-theoretic achievable rates for this transmission 
scheme, and develop a space-time V-BLAST signalling and detection method which can approach 
them. We show through the diversity multiplexing tradeoff analysis that our transmission scheme can 
recover the multiplexing loss of the half-duplex relay network, while retaining some diversity gain. 
We also compare it with conventional transmission protocols which only exploit the diversity of the 
network at the cost of a multiplexing loss. We show that our new transmission protocol offers significant 
performance advantages over conventional protocols, especially when the interference between the two 
relays is sufficiently strong. 
I. INTRODUCTION 
A. Background 
In the past few years, cooperative diversity protocols [1]—[4], [7]—[12] have been studied 
intensively to improve the diversity of relay networks. In most of the prior work, a time-division-
multiple-access (TDMA) half-duplex transmission is assumed and the most popular transmission 
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protocol (e.g. [2]) can be described in two steps: In the first step, the source broadcasts the 
information to all the relays. The relays process the information and forward it to the destination 
(in either the same or different time slot) in the second step, while the source remains silent. 
The destination performs decoding based on the message it received in both steps. We refer to 
this protocol as the classic protocol throughout the paper. 
For digital relaying, where the relay decodes, re-encodes and forwards the message, the 
simplest coding method is repetition coding [2], [3], where the source and all the relays use the 
same codebook. This scheme can achieve full diversity and is also practically implementable. Any 
capacity achieving AWUN channel codes can be used to approach the performance limit of such 
schemes. The disadvantage of this scheme is that it requires the relays to transmit in orthogonal 
time slots in the second step in order for the destination to combine effectively the relays' signals. 
This will result in a significant multiplexing loss compared with direct transmission. Space-time 
codes, which were originally applied in multiple-input multiple-output (MIMO) systems, have 
been suggested to be used in relay networks (e.g. [3],  [24]). Here all the relays can transmit 
the signals simultaneously to the destination in the second step and the multiplexing factor is 
recovered to 0.5. However, this still causes spectral inefficiency for the high signal to noise 
ratio (SNR) region. In fact, the network capacity in this scenario will become only half of the 
non-relay network capacity for high SNR, even if assuming the message is always correctly 
decoded at the relays. 
To fully recover the multiplexing loss, much more complicated protocols and coding strategies 
have been proposed [9],  where new independent random codebooks are used at the relays to 
transmit the same information as they received from the source, while the relays can adjust their 
listening time dynamically in the first step. Those approaches, which are based on Shannon's 
random coding theory, are currently theoretical and extremely difficult to realize in reality. 
Practical coding design for relay networks often follows a quite different approach from these 
theoretical investigations (see [25]—[28] for example). 
Instead of using complicated coding schemes, a protocol using repetition coded relaying was 
proposed in [4](see also [29]) to avoid multiplexing loss for single relay channels. In this protocol, 
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denoted as protocol I in [4], the source transmits a different message in the second time slot, 
so that the destination sees a collision of messages from both the relay and the source in the 
second time slot. Although multiplexing loss is recovered due to the continuous transmission of 
the source, diversity gain is lost due to the fact that the source transmission in time slot two is 
not relayed to the destination. 
B. Contribution of the paper 
In this paper, we study a transmission protocol based on protocol I in [4] for digital relaying. 
By adding an additional relay in the network and making the two relays transmit in turn, we 
show that multiplexing loss can be effectively recovered while diversity/combining gain can 
still be obtained. Specifically, L codewords can be transmitted in (L + 1) time slots with joint 
decoding at the destination. We make the following observations in this paper for the proposed 
protocol: 
We derive the achievable rates for this protocol when repetition coding is assumed to be 
used at the relays. We show that in certain scenarios, the capacity for the network becomes 
that for a MJMO system with L inputs and L + 1 outputs and has a multiplexing gain of 
L/(L+1). Assuming that the relays correctly decoding the signal, we show that the proposed 
protocol offers significant capacity performance advantages over the classic protocol due to 
its improved multiplexing gain. 
We also discuss the source-relay channel conditions and the interference that arises between 
the relays. We derive the required channel constraints for the optimal performance of such 
protocol as a function of SNR, as well as the achievable rates for different channel condi-
tions. We believe these analysis offer strong insights for adaptive protocol design, where 
relaying and direct transmission can be combined together. Based on our network models 
we show that the proposed protocol, combined with the direct transmission protocol, can 
also give a significant capacity performance advantage over the classic protocol, especially 
when the two relays are located close to each other. 
We propose a practical low-rate feedback V-BLAST decoding algorithm which approaches 
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the theoretical achievable rates for a slow fading environment. 
We analyze the diversity multiplexing tradeoff for such a network when L is large, condi-
tioned on the signals being correctly decoded at the relays. We show that in this scenario 
the network mimics a multiple-input single-output (MISO) system with two transmit and 
one receive antennas. This means it can offer a maximal diversity gain of two with almost 
no multiplexing loss. 
C. Relations to previous and concurrent work 
The idea for successive relaying firstly appeared in [30]. It was focused on amplify-and-forward 
relaying and did not offer insight on the achievable rates and diversity multiplexing tradeoff for 
such relaying methods. The scheme has been further analyzed for amplify-and-forward relaying 
in [6], [31], [32]. In [6] capacity analysis was made while direct link is ignored. Hence no 
diversity can be obtained. At about the same time as we submitted this manuscript, references 
[31], [32] were published. These papers included the direct link and offered diversity multiplexing 
tradeoff analysis under the assumption that the two relays were isolated. Here we note that in 
our work we assume both interference and direct link exists. 
Just before submitting this manuscript, we found [5] which also analyzes the capacity for such 
schemes when digital relaying is used. One major difference between [5] and our work is that 
direct link is ignored in [5] while it is considered in this paper. Therefore the analysis becomes 
different for the following reasons. Firstly, the scheme in [5] does not offer any cooperative 
diversity gain, which is a very important benefit that the relay could offer. We will show in this 
paper a diversity gain of 2 can be obtained by considering the direct link. Secondly, this difference 
also results in very different characteristics in terms of achievable rates and signalling methods 
due to the additional interference and diversity that the direct link introduces. In this paper we 
specifically analyse the network capacity under different channel and interference constraints, 
which were not given in [5]. Also the use of the V-BLAST decoder is unique to our paper. 
Finally, we note that the capacity analysis discussed in our paper in fact contains the scenario in 
[5] as a special case, i.e. the same capacity values as in [5] might be obtained if assuming the 
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channel coefficient for direct link is zero in our model. Therefore our analysis is more general, 
and the adaptive protocols introduced by us fit better in the context of previous work on this 
topic [2]. 
II. PROTOCOL DESIGN 
We assume a four-node network model, where one source, one destination and two relays 
exist in the network. For simplicity, we denote the source as 5, the destination as D, and the 
two relays as Ri and R2. We split the source transmission into different frames, each containing 
L codewords denoted as sl . These L codewords are transmitted continuously by the source, and 
are decoded and forwarded by two relays successively in turn. Before decoding L codewords, the 
destination waits for L + 1 transmission time slots until all L codewords are received, from both 
direct link and the relay links. It then performs joint decoding of all L codewords. The specific 
steps for each transmission (reception) time slot for every frame are described as follows: 
Time slot 1: 5 transmits sl . Ri listens to s1 from S. R2 remains silent. D receives 81. 
Time slot 2: S transmits S2.  Ri decodes, re-encodes and forwards s1. R2 listens to s2 from 
S while being interfered with by s1 from Ri. D receives s1 from Ri and s2 from S. 
Time slot 3: S transmits 83. R2 decodes, re-encodes and forwards s2. Ri listens to 83 from S 
while being interfered with by 82 from R2. D receives 82 from R2 and 8 3 from S. The progress 
repeats till Time slot L. 
Time slot L+]: Ri (or R2) decodes, re-encodes and forwards .sL. D performs a joint decoding 
algorithm to decode all L codewords received from the L + 1 transmission time slots. 
The transmission schedule for the first three time slots for each frame is shown in Fig. 1. 
Compared with direct transmission, the multiplexing ratio for this protocol is clearly L/(L + 1), 
which approaches 1 for large frame lengths L. Unlike protocol III in [4], the destination always 
receives two copies of each codewords, from both the direct and relay link (a delayed version). 
This implies that diversity gain can still be realized by this protocol. 
The major issue for this protocol to be effectively implemented is to tackle the co-channel 
interference at the relays and the destination. As described above, except for the first and last 
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time slot, the relays and the destination always observe collisions from different transmitters (i.e. 
the source or the relays). How to suppress the interference thus becomes a major problem. We 
will discuss this problem further in the next two sections. 
III. ACHIEVABLE RATES 
We assume a slow, flat, block fading environment, where the channel remains static for each 
message frame transmission (i.e. L + 1 time slots). Note that while this assumption is made for 
presentation simplicity, the capacity analysis can also be applied to a more relaxed flat block 
fading scenario, e.g. fast fading where each channel coefficient changes for each time slot. We 
also assume that each transmitter transmits with equal power (i.e. no power allocation or saving 
among the source and relays). We denote ha ,b as the channel coefficient between node a and 
b, which may contain path-loss, Rayleigh fading, and lognormal shadowing. For simplicity, we 
denote C (x) as the capacity function 1092 (1 + x), where SNR denotes the ratio of signal power 
to the noise variance at the receiver. 
Source-Relay Link 
In order for the relays to decode the signals correctly, the source transmission rate should be 
below the Shannon capacity of the source-relay channels. We express this constraint as 
(1) 
where ri is the ith element in the L dimensional relay index vector 
r= [Ri R2 Ri R2 R1••], 	 (2) 
and Ri denotes the achievable rate for Si. 
B. Interference Cancellation Between Relays 
One major defect of the protocol is the interference generated among the relays when one relay 
is listening to the message from the source, while the other relay is transmitting the message to 
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the destination. This Situation mimics a two user Gaussian interference channel [13], where two 
transmitters (the source and one of the relays) are transmitting messages each intended for one 
of the two receivers (the other relay and the destination). The optimal solution for this problem 
is still open. We only concern ourselves with suppressing the interference at the relays at this 
stage (interference suppression at the destination will be left until all L signals are transmitted). 
We give a very simple decoding criterion for the relays: if the interference between relays is 
stronger than the desired signal, we decode the interference and subtract it from the received 
signals before decoding the desired signal. Otherwise, we decode the signal directly while treating 
the interference as Gaussian noise. 
The achievable rate is therefore based on different channel conditions between the source to 
relay and the relay to destination links. For example, when Ri transmits s1 while R2 is receiving 
2, if IhRl,R21 >- IhS,R21,  R2 firstly decodes s1, subtracts it (as the interference), then decodes S2 
(as the desired signal). Therefore, besides the rate constraint proposed in the previous subsection, 
there will be an additional rate constraint for si  to be correctly decoded at R2, which can be 
expressed as follows: 
R1 
 < C(_hRl,R22SNR 
- 1+hs,R22SNR 
Otherwise if 52 is decoded directly, treating 5 as noise, the achievable rate for 82 is further 









Note that this decoding criterion applies from the second time slot to the Lth time slot when 
transmitting each frame. In slot i, equation (1) can be adapted to a constraint on R_ 1 and 
equation (4) can be adapted to a constraint on R2. 
C. Space-Time Processing at the Destination 
If the transmission rate is below the Shannon capacity proposed by the previous two subsec-
tions, the relays can successfully decode and retransmit the signals for all the L + 1 time slots. 
(3) 
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The input output channel relation for the relay network is equivalent to a multiple access MIMO 
channel, which can be expressed as: 
IhS,D 0 0 0 0 I 
	
h 1 ,D hs,D 0 	0 	0 
____ 	0 hr2 ,D hs,D 	0 	0 
y=v"SNR I s+n, 	 (5) 
0 	0 	. 	. 	ol 
I 0 	0 	0 hr L _ l ,D hs,D I 
[ 0 	0 0 	
0 hr L,DJ 
H 
where y is the (L + 1) x 1 receive signal vector, s is the L x 1 transmit signal vector and n is 
the (L + 1) x 1 complex circular additive white Gaussian noise vector at the destination. Unlike 
conventional multiple access MIMO channels, the dimensions of y, s and n are expanded in the 
time domain rather than the space domain. However, the capacity region should be the same, 
which can be expressed as follows [14]: 
Rk < 1092 (det (I + hkh'SNR)), 	 (6) 
Rk, + Rk2 < 1092 (det (I + SNR (hk1h1 + hk2 h))), 	 (7) 
Rk < 1092 (det (I + HHHSNR)) , 	 (8) 
where hk denotes the kth column of H. As it is extremely complicated to give an exact description 
for the rate region of each signal when L > 2, we will only concentrate on inequalities (6) and 
(8) to give a sum capacity upper bound for the network in the next subsection. However, as will 
be shown later in the paper, this bound is extremely tight and achievable when a space-time 
V-BLAST algorithm is applied at the destination to decode the signals in a slow fading scenario. 
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D. Network Achievable Rates 
Combining the transmission rate constraints proposed by the previous three subsections, we 
provide a way of calculating the network capacity upper bound for the proposed protocol. 
First, we impose a rate constraint Ri for each transmitted codeword s. In the first time slot 
(initialization), we write: 
Rg rj < C (h8,ri I' SNR) 
	
(9) 
For (i + 1)th time slot (for 1 < i < L - 1), we calculate the rate constraints based on the 
decoding criterion at the relays. The calculation can be written as a logical if statement as 
follows: 
f hR1,R2 > h,rj+i , 
12  SNR \ 
R <mill (c ( IhRl,R2   + h8,rj+i 2 SNR) Rs,, C (hs,D 2 SNR + hriD 12 SNR)) 
R8,r j+i 	C (Ihs,,,+, 2SNR); 	(10) 
else 





1HhRl,R2 2  SNR )' 	
(11) 
end. 
Note that the term C (hs,D 2 SNR + I hrj ,D 2 SNR) represents the constraint expressed by 
(6). The purpose of the if statement is to select the decoding order at the relay and to decide 
whether equation (3) or (4) is the correct constraint to apply. 
In the (L + 1)th time slot, we have: 
RL < IIfl (RS,rL , C (hs,D 2 SNR + hrL,D 2  SNR)). 	 (12) 
Combining these constraints with the sum capacity constraint expressed by (8), a achievable 
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rate per time slot can then be written as 
1 	 1} log2 (det (I + HHHSNR))) . 	(13) 
L + 1 (R1...RL 
I i=1 
Gach = 	 mm max 1: I~- 
The first term in the mill function comes from the calculation described above, the second one 
comes from equation (8). 
E. Interference Free Transmission 
From the above discussion on the proposed protocol, it is clear that the interference between 
relays is one major and obvious factor that can significantly degrade the network capacity 
performance. However, it has been shown that for a Gaussian interference network, if the 
interference is sufficiently strong, the network can perform the same as an interference free 
network [15]. Specifically, for the scenario discussed in our model, if the interference between 
relays (i.e. the value of hRl,R21) is so large that the following inequality holds 
hR1,R2 
1 2 SNR 
? mm (h,rJ 2 SNR, (hs,D 2 + hrj ,D 2) SNR) , = 1 . L 	(14) 
1 + h8,rji 
2 
SNR 
the relay can always correctly decode the the interference and subtract it before decoding the 
desired message, without affecting the whole network capacity. In this situation, the capacity 
analysis for ith (1 <i < L) transmitted signal as expressed by (10)-(12) can be simplified to 
Ri < mill (C (h r j 2 SNR) , C ((hs,D 2 +I hrj,D ) SNR)). 	 (15) 
It is obvious that the rate bounds provided by (15) is significantly larger than that provided by 
(1O)-(12). 
From the above capacity analysis, it can also be seen that the quality of the source to relay 
link (i.e. hs,) is also an important factor that may constrain the network capacity. This has also 
been justified and discussed in many papers (e.g. [2], [3], [71, [9], [12]). Similar to this previous 
work, we suggest that hs should be compared with hs,D or hrj ,D before deciding to relay or 
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not. For the interference free scenario discussed here, the constraint becomes: 
h8,rJ 2  > hs,D 2 + hri,D 
2 , 1 < i < L. 	 (16) 
The capacity expressed by (13) can be simplified to 
Cach L 1 mill ( 
	
C ((hs,D 2 + hrj,D ) SNR), 1092  (det (I + HHHSNR))) .  (17) 
By Jensen's inequality [15] it is clear that 
C ((hs, 	+hT ,D 2) SNR) log (det (I + HH'SNR)). 	(18) 
Therefore the rate is equal to the MIMO channel capacity equation with a multiplexing scaling 
factor: 
1 
Cach L + 1 1092 
(det (I + HHHSNR)). (19) 
This result shows that the proposed protocol can offer the best capacity performance conditioned 
on (14) and (16), which guarantees that the relays will correctly decode the message without 
affecting the network capacity. 
It should be noted that this high interference scenario (i.e. condition (14)) is not uncommon 
in reality. A practical example is when the two relays (e.g. mobiles) are located close to each 
other. If the routing techniques are develop to choose these relays, the capacity performance 
can be significantly improved by applying the proposed protocol. To satisfy condition (16), an 
adaptive protocol can be developed from the proposed protocol to guarantee that the relays are 
only used when (16) holds, otherwise direct transmission is assumed. However, for a large dense 
network of relays, it is even not difficult to find two relays satisfying both (14) and (16). A simple 
example is a fixed relay network scenario [16], where the source to relay links are often assumed 
to be significantly better than the corresponding relay to destination links and the direct link. 
Therefore both (14) and (16) can be met by choosing the two nearby fixed relays. Furthermore, 
studies have shown that for a large relay network where many relays exist, choosing the best 
one or few relays will be preferable to utilizing all the relays in many situations (e.g. [10], 
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[17], [18], [201). Therefore it is possible that the proposed relay protocol can be combined with 
relay selection techniques to achieve a even higher capacity gain over the classic multi-cast relay 
protocol, especially for high SNR conditions. 
F The V-BLAST Algorithm 
In this section we apply the low-rate feedback V-BLAST minimum mean squared error 
(MMSE) algorithm for detecting the signals at the destination. The V-BLAST algorithm was 
initially designed for spatial multiplexing MIIMO Systems [21]. For a system with M transmit and 
N receive antennas, the message at the transmitter is multiplexed into M different signal streams, 
each independently encoded and transmitted to the receiver. The receiver uses N antennas to 
detect and decode each signal stream by a V-BLAST MMSE detector [22]. The V-BLAST 
MMSE detection consists of M iterations, each aimed at decoding one signal stream. For each 
iteration, the receiver applies the MMSE algorithm to detect and decode the strongest signal 
while treating the other signals as interference, then subtracts it from the received signal vector. 
The detection continues until all M signal streams are decoded. The Shannon capacity of this 
system can be achieved if we assume that each signal is correctly decoded [23]: 
C = 1092 det (I + HHHSNR) = 
	
1092 (1 + SIN), 	 (20) 
where SINRj is the output signal to interference plus noise ratio (SINR) for signal 8i in the 
V-BLAST detector. In order for each signal to be correctly decoded, a low-rate feedback channel 
is suggested to feed the value of SINR, back to the transmitter. Adaptive modulation and coding 
should be applied to make the transmission rate for s, lower than 1092  (1 + SINR). 
Unlike traditional MIMO systems, when we apply this V-BLAST MMSE detector at the 
destination for the proposed protocol, each signal stream is independently encoded along the 
time dimension rather than the space dimension. When considering the rate bound R, the same 
analysis should be made as in Section III. The initialization step is the same as (9). For the 
(i + 1)th time slot (for 1 <i < L - 1), based on the same interference cancellation criterion as 
in Section III, the rate calculation can be performed as: 
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if hR1,R2 >- 
Ri <mm (c (_hRl,R22SNR ) I Rsrilo2(1+sINRr)) 1 + h8,ri+i 2 SNR 
C (hs,rj1 
1 2 
SNR); 	 (21) 
else 
mm 	1092(1+ SINRrj )) , R,rj <C (_ h8,r,+i 
2 
SNR 
— 	1 + hRi,R2 2 SNR)' 	
(22) 
end. 
In the (L + 1)th time slot, we have: 
RL < mill (RS',rL, 1092 (1 + SINRrL )). 	 (23) 
The SINRT denotes the SINR for s, which is decoded, encoded and forwarded by relay r. 
The network capacity is therefore 
IL 	\ 




L + 1 Rl••RL 
i=i 	 








1 2 SNR '\ 
~ 
1+ 	
mill (C (h,J 2 SNR) ,log2 (1 + SINRr j). 	(25) 
The rate for the ith (1 < i < L) signal under this condition can be expressed as: 
min (C(hs,J2SNR) 11092 (1+SINRr)). 	 (26) 
Similar to the discussion in section Ill-B, we can further apply adaptive protocols or make relay 
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selections in the network to enhance the source to relay links: 
C (h,r J 2SNR) >— 1092 (1 + SINR), 	 (27) 
it is clear from (20) that (24) equals (19) under conditions (27) and (25). This implies that the 
V-BLAST algorithm can achieve rate (19) for the protocol if the interference channel between 
relays and source to relay channels are sufficiently strong. 
It can be seen that the conditions in (25) and (27) have a higher probability of being fulfilled 
than those in (14) and (16) due to the following observation: 
SINR, 	+ hrj,D12) SNR. 	 (28) 
This further implies that the conditions in (25) and (27) are better suited to assist the VBLAST 
algorithm to achieve the rate in (19), than those in (14) and (16). However, these conditions 
also imply an increased signalling overhead between the source, relays and destination in order 
to obtain the required SINR information. Furthermore, we note that V-BLAST might only be 
applied to a slow fading scenario where the channel remains unchanged at least in every L + 1 
transmission time slots. This is due to the fact that SINR has to be fed back to the transmitters 
before the source starts transmitting at the beginning of the L+1 time slots. 
G. Comparison with Classic Protocols 
1) Classic Protocol I: The first classic protocol was presented by Laneman and Wornell [3], 
where each message transmission is divided into three time slots. In the first time slot, the source 
broadcasts the message to the two relays and the destination. In the next two time slots, each 
relay retransmits the message to the destination in turn after decoding and re-encoding it by 
repetition coding. The destination combines the signals it receives in the three time slots. The 
network capacity for this protocol can be written as: 
C = 	x min( C (hs,R1 2SNR) , C (hS,R2 2SNR), 
C ((h5, 	+I hR1,D 2 + hR2,D 2) sNR)), 	 (29) 
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where the term 1  denotes the multiplexing loss compared with direct transmission. 
Classic Protocol II: A simple improvement of Classic protocol I is to apply distributed 
Alamouti codes at the relays [8]. The system uses four time slots to transmit two signals. In 
the first two time slots the source broadcasts si  and 82  to both the relays and the destination. 
In the next two time slots Ri transmits [si , —s] and R2 transmits [52,  si]. The destination uses 
maximum ratio combining to combine the signals received from all the four time slots in order 
to detect and decode them. The capacity achieved by this protocol can be written as: 
C = 	x min( 	C (hs,Rl 2SNR) ,C (hS, R2 2SNR), 
c((hs +flR1,DI2 +hR2,D 2)SNR)) , 	(30) 
it is clear that (30) outperforms (29) as it has the same diversity gain but reduced multiplexing 
loss compared with direct transmission. 
In practice, both protocols can be combined with relay selection or adaptive relaying protocols 
to make sure that: 
mill (C (hs,R1 2SNR) , C (hs,R2 2SNR)) > C ((hs, 	+ hR1,D 2 + hR2,D 2) SNR) (31) 
when relaying is used. The network under this condition can achieve the best capacity perfor-
mance (i.e. the third term in (29) and (30)). This result clearly mimics the performance of a 
3 x 1 single-input multiple-output (SIMO) or multiple-input single-output (MISO) system. 
Performance Comparison: It can be seen that if the two relays are close to each other 
so that (14) holds, condition (16) is more likely to hold than (31). This implies that the best 
capacity (19) for the proposed protocol can be achieved with a higher probability than that for the 
classic protocols. We now simply compare the best capacities can be achieved by both proposed 
protocol and classic procotol II: 
E [log2 (det (I + HHHSNR))] 
0.5 x E [C ((hs,D 2 + IhRI,D 2 + hR2,D 2) SNR)]' 
(32) 
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where E [.] denotes the expectation and we assume each ha,b is an identically, independent 
distributed (i.i.d), complex, zero mean Gaussian random variable with unit variance. C is plotted 
as a function of SNR in Fig. 2 for different values of L. It is clear that the capacity gain 
increases as the value of SNR increases. Larger values of L lead to reduced multiplexing loss 
and offer higher capacity gains. 
IV. DIVERSITY MULTIPLEXING TRADEOFF 
In this section we study further the diversity multiplexing tradeoff [33] for such protocol. For 
simplicity our analysis is based on the assumption that the signals are correctly decoded at the 
relays. We note that this analysis can provide insights on the best possible performance this 
scheme can offer. We summarize the results as follows: 
Theorem 1: Define the diversity gain d and multiplexing gain r as those in [33]. Conditioned 
on the relays correctly decoding the signals (i.e, (14) and (16)), the diversity multiplexing tradeoff 
for the successive relaying scheme in a slow fading scenario, where the channel coefficients 
remain the same for L + 1 time slots, can be expressed as: 
d(r) = 2(1 - L+ 
	
(33) 
Proof: See Appendix. 
As predicted in the previous section, we can see from this theorem that a maximal diversity 
gain of 2 can be obtained, while the multiplexing gain can be recovered to nearly 1 for large 
L. This will offer a significant advantage in terms of spectral efficiency, which will be shown 
through simulations in the next section. Table I compares the maximal diversity and multiplexing 
gains between the successive relaying protocol and the classic protocols in a slow fading scenario. 
Note that for a faster fading scenario where the channel coefficient changes in every transmission 
time slot, the same theorem still holds if the signal transmitted in each time slot is independently 
encoded. However, a higher diversity gain up to 2L might be achievable by coding across L + 1 
time slots in this scenario. 
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V. SIMULATION RESULTS 
In this section we make further comparison of the protocols for different network geometries 
in terms of achievable rates. We only compare classic protocol II with the proposed protocol. As 
mentioned previously, to achieve a better capacity performance in practice, the classic protocols 
should be combined with adaptive protocols so that relaying is applied only if the source to 
relay channels are good. There are a number of ways to develop adaptive protocols, we provide 
three examples here, which might be the easiest to occur to in terms of link capacity: (a) 
mill (hs,R1 I , hs,iD >— I hS,D 1, i.e. the source to relay link is better than the direct link; (b) 
condition (16) holds or (c) condition (31) holds. Although (b) and (c) fits better to the analysis 
in this paper, condition (a) appears the simplest since it does not require knowledge of the relays 
to destination links. In the following we will only adopt (a) in the simulations. If condition (a) is 
not met, the system will use direct transmission. Similar results would be obtained if condition 
(b) or (c) were to be adopted instead. 
Our simulations are based on three network geometries case I, II and III, which are shown in 
Fig.3. We assume that each ha,b contains Rayleigh fading, pathloss and independent lognormal 
shadowing terms. It can be written as ha,b = VXa,b1O' °, where v is an i.i.d complex Gaussian 
random variable with unit variance, Xa,b is the distance between the nodes a and b. The scalar 
'y denotes the path loss exponent (in this paper it is always set to 4). The lognormal shadowing 
term (k  is a random variable drawn from a normal distribution with a mean of 0 dB and a 
standard deviation 6 = 8 (dB). We assume that the distance between the source and destination 
is normalized to unit distance. In case I, the distances between the source to relays and relays to 
destination are all normalized, so the distance between the two relays is therefore 	In case IT, 
the distance between relays is normalized, while the distance between the source to relays and 
relays to destinations is 1/\/. In case III, the relays are located in the middle region between 
the source and destination, so that the distance between the source and relays is 1/2 while the 
distance between the relays can be negligible compared with the source to relays links (i.e. near 
0). For the proposed protocol, these three cases represent a meaningful tradeoff between the 
strength of source to relay channels and the interference channel between the two relays. 
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We assume L = 7 in the simulation, and the performance for the proposed protocol will 
certainly increase as L increases. Fig.4 shows the achievable rates for the proposed protocols 
(ach rate), the capacity achieved by V-BLAST MIN'ISE detection (VBLAST), the classic protocols 
(classic) and direct transmission (direct), all averaged over 10000 channel realizations. It can be 
clearly seen from all three figures that the V-BLAST algorithm approaches the capacity bounds 
introduced for the proposed protocol in the paper. 
Both Fig.4(a) and Fig. 4(b) imply that it is generally not helpful to implement relaying 
protocols when the source to relay link is about the same quality as the source to destination 
(direct) link, as the link gain due to relaying is small in this case. However, the proposed protocol 
still offers a performance gain over direct transmission for both the high and low SNR regions 
in these cases. Compared with case I and II, in case III the source to relay links are much 
stronger, and the relays become close to each other so that the interference is sufficiently strong 
to allow interference free transmission, as discussed in Sections III and IV. It can be clearly 
seen in Fig. 4(c) that the proposed protocol gives a significant performance advantage over 
direct transmission for both low and high SNR regions due to its combining gain and negligible 
multiplexing loss. The classic protocol still performs worse than direct transmission due to its 
significant multiplexing loss compared with direct transmission, although its performance gain 
over direct transmission for the low SNR region is improved. 
VI. CONCLUSIONS 
Our analysis for the successive relaying protocol shows that it can maintain combining/diversity 
gain while recovering the multiplexing loss associated with the classic protocol. We use a low 
complexity V-BLAST detection algorithm to help implement this protocol effectively. From the 
simulation study based on different geometries in the paper, we can draw two main conclusions: 
(a) For both the proposed and classic protocols, the network capacity gets higher when the 
source-relay link becomes stronger; (b) in this scenario, while the classic protocol still loses its 
performance advantage for high SNR region, the proposed protocol scheme can give significant 
performance advantages for both the low and high SNR region. 
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Note that one very important factor that impairs the capacity performance of the proposed 
protocol is the interference between the two relays. Our capacity analysis does not offer the opti-
mal capacity results for this protocol because the optimal method of suppressing the interference 
between the relays is not known in general. For the adaptive protocol discussed in the paper, 
it is also worthwhile to develop alterative forms of the protocol that explicitly account for the 
impact of interference between relays on the network capacity. Also it should be interesting to 
extend the analysis into a more than two relay scenario. These topics will remain as interesting 
future work. 
APPENDIX 
PROOF OF Theorem 1 
As mentioned in Section Ill.E, conditioned on relays correctly decoding the message, the suc-
cessive relaying protocol mimics a multiple access MIMO channel (5) with a capacity constraints 
(6) - (8). For each constraint there is a probability of not meeting it. The probability of outage 
is the highest among all these probabilities. Therefore there are (2's - 1) diversity-multiplexing 
tradeoffs for all those conditions and the lowest curve within the range of multiplexing gain is 
the optimal tradeoff curve for the system [35]. To characterize the diversity-multiplexing tradeoff 
achieved by each constraint, we consider a (m + 1) x m MIMO channel matrix Hm in the same 
form as in (5). Define v0 as the exponential orders [9] of 1/hs,D 2 and Vk as the exponential 
orders of 1/hrk , D 2. Furthermore, Let Mm+i = I + 	where ES and >, denote the 
covariance matrices of the observed signal and noise components at the receiver, respectively. 
We assume each source message si is chosen from a Gaussian random codebook of codeword 
length 1. When rn = 1, the upper bound on the ML conditional pair-wise error probability (PEP) 
can be calculated by 
PPEJv0,vi < det (i+ 2s1m) 
= 	(i + p I  hs,D 2 + p h,l,D 
12 
p_l(maX{l_vol_v1})+ 	 (34) 
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where denotes the exponential equality [33] and SNR is replaced by p for notation simplicity. 
We assume each si is transmitted with data rate R (bits per transmission time slot). Since the 
successive relaying protocol uses (L + 1) time slots to transmit L different signal symbols, the 
average transmission rate isR = LR. We assume the average transmission rate changes as 
R = r log p with respect to p, then it is easy to see R = 1 -r log p. Therefore, we have a total 
of p'+1Tl codewords. Thus, the error probability can be bounded by 
PEIv0,v1 	
(35) 
Next, we want to find the set in which the outage event always dominates the error probability 
performance. The analysis regarding this is similar to that in [9] and is thus omitted here. The 
set should be defined as 




Then, for any error event belongs to non-outage set, we can choose I to make the probability for 
it sufficiently small to ensure that the error performance is dominated by the outage probability, 
which can be expressed as _d0(T) for d0(r) = 	inf (vo + vi). Now using (36), d0(r) can be 
(V0 ,v) EO+ 
calculated as 
d0(r) = 2(1 - L± 
	
(37) 
which represents the diversity-multiplexing tradeoff in the case m 1. When m > 2, the analysis 
of the determinant of Mm+i can be conducted in a similar way to that in [32] and we omitted 
the specific calculation due to limited space. Define Dk := det(M(k )), where M(k) denotes a 
k x k sub-matrix formed by the first k rows and k columns from the upper left-most corner of 
M. The coefficients of Dm+i can be calculated recursively as 
Dm+l(phS,D2) = (phs,DI2 m  + ft (1 + ph
rj,D 2) + P(phs,D2) 
j=1  
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where P(phs,D 2) is a polynomial of phs,D 2 and is always nonnegative. Thus, we can have 
m 
Dm+i > (ph5,D2)m + fi (1 + 	). 	 (38) 
k=1 
Since we assume a slow fading environment, v1 = V3 = ... and v2 = v4 = .... Let v = 
max{ vi , v2 }, it can be seen 
det(I + > Sm 	l)pmax{rn(1-vo)+m(1_v)+} 	 (39) 
If we define det(I + Sm E. 1)pfv1V2) and 
P 	 =P
,v2) 	 (40) 
we have 
	
f(vo , VI, v2)g(vo,vi,v2 ), 	V(v0,v1,v2 ) E R3+ 	 (41) 
Similarly to the analysis for ri-i = 1, O should be defined as 
L+1 
O 	{(vo,vi,v2) e R'+ If 	< rnr} 	 (42) 
- L 
where ri-i denotes that m symbols are transmitted and the equivalent data rate R = -1rrir log p. 
We define 
L+1 
= {(vo,vi,v2) E R3 g(vo,vi,v2) < L mr} 	 (43) 
Because of (41), it can be seen that O C O. Therefore 
inf 	(vo + v1 + v2 ) > 	inf 	(vo + v1 + v2 ) 
(v0,v1,v2)E0 (vo ,vl ,v2)EO+ 9 
which means the diversity gain calculated from 	is always larger than that from O. 
From (40) and (43), it is not difficult to show that 
inf 	(vo + v1 + v2) = 2(1 - 
L+1 
	 (44) 
(vQ,v1,v2)EO 	 L 
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Comparing (37) and (44), we can see the diversity gain achieved by a multiple access MIMO 
channel with channel matrix Hm (m > 1)is always larger than that in H1 . 




 are related to all other rate constraints from (6) - (8). Using (39), it is easy to get 
n 
fi det(I + 	-l) pmax{(i rn)(1-vo),( 	m)(1-v)} 
i=1 
n 
Define 	 JJ det(I + > Sm. 	1) and p9n(V0V1V2) =p1 {(>i__ rn)(1-vo)t(t 1 
m)(1-v)} 
i= 1 
It can be seen 
fl, (vo, v1, v2)g(vo, v1)  v2 ), 	V(vo, v1, v2) C R3+ 	 (45) 
Similarly, applying O = {(vo, v1 , v2 ) C R3 g(vo, v1 , v2) <
n 
I  m)r}, we can have 
97" 
inf 	(v0 + v1 + v2) > 2(1 - L+1L r) 
VO ,V1 ,V2 EOfn 
The determinant of matrix (I + can always be decomposed to the product of the 
determinants of several submatrices (I + 	I 1). Therefore the error exponent is always 
larger than or equal to 2(1 - 	and the proof is completed. 
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(b) Time slot 2. 
Fig. 1. Transmission schedule for the proposed protocol. 
Schemes/Maximum Gain Multiplexing Diversity 
Direct transmission 1 1 
Classic I 1/3 3 
Classic II 1/2 3 
Proposed scheme I 	L/(L + 1) 2 
TABLE I 
COMPARISON OF THE DIFFERENT TRANSMISSION SCHEMES FOR THE TWO RELAY CASE 
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Fig. 3. Network models for different geometries. 
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Abstract—In this paper we study the performance of threshold 
based digital relaying. We derive the end-to-end bit error rate 
minimizing threshold for a two-hop relaying network. In symmet-
ric networks (or balanced networks) the average signal-to-noise 
ratio (SNRs) of all the relay links are assumed to be equal. Hence, 
previous literature on this topic tied the threshold selection to the 
average SNR of the source-relay channel in digital relaying. This 
paper reveals that in realistic relay network scenarios where, 
in general, the channel statistics are not identical, the optimal 
threshold is not a function of the source-relay average SNR. 
Instead, the optimal threshold depends only on average SNR of 
the relay-destination and source-destination channels. In addition 
to these findings, we perform end-to-end system simulations 
which collaborate the analytical developments in the paper. 
I. INTRODUCTION 
There are two types of processing in the relay terminals. 
In analog relaying, relay does not make a hard detection 
about the data symbols or blocks. Instead, it amplifies the 
signal possibly along with some phase rotation. In digital 
relaying, symbols or blocks received from the source are 
detected and then regenerated possibly after decoding. If the 
relay detection is correct, the destination receives the signal 
through two branches and obtains diversity. However, if the 
relay has detection error, the effective SNR at the destination 
after combining is reduced enormously. This phenomenon is 
called error propagation. 
The error propagation limits the performance of digital fixed 
protocol relaying. One way of reducing error propagation is 
by using embedded error detection codes such that once any 
errors are detected at the relay, the relay remains silent. While 
this idea is very effective in minimizing error propagation, it 
requires the relay to perform channel estimation, demodulation 
and then error detection for each data block before making a 
forwarding decision. These operations cause additional delay 
of the data even if the relay eventually decides not to transmit. 
Moreover, the relay node must be in either transmit or receive 
mode continuously during the data transfer. In wireless termi-
nals, the amount of power consumed for receiving is negligible 
This work was supported by Wireless Tech. Labs, Nortel Networks. 
in comparison to the transmit power. However, this amount is 
significant in very low power devices such as sensor nodes. 
A simpler way of reducing error propagation is to make 
forwarding decisions based on the received SNR at the relay. 
If the received SNR is large, the data is less likely to have 
errors. Then, a relay node can go to "sleep mode" for durations 
in the scale of the coherence time of the channels between the 
relay and its neighbors. 
The choice of the threshold has considerable impact on the 
end-to-end performance of the cooperative diversity schemes. 
For instance, consider a relay detection threshold value of zero. 
This is akin to fixed protocol digital relaying. It is known that 
the error propagation limits the diversity gains and the diversity 
order of such a single cooperation relay network is limited to 
one [1]. On the other hand, for a very high value of threshold 
setting, the system degenerates to one path channel, which is 
the source to destination channel and the dual diversity is not 
realized. The threshold detection strategy prevents relay from 
forwarding erroneous signal to the destination, ensuring that 
when the relay forwards, reliable and independent signal is 
obtained at the destination thereby providing dual diversity 
in a single cooperation relay networks. It is apparent that 
the threshold has to be chosen carefully to balance between 
creating the required diversity branches to the destination and 
at the same time minimizing the risk of error propagation. 
In [2],  the authors use a SNR threshold to determine if 
the source-relay channel is reliable and propose a heuristic 
formula to calculate the value of this threshold. The work in 
[3] studies the performance of threshold relaying in a multi-
antenna multi-relay architecture and shows the importance of 
the threshold especially when the relay has a small number 
of antennas. Recently, the problem of deciding whether using 
a particular relay is advantageous over direct transmission 
has been studied in the context of coded cooperation [4]. In 
contrast to the work in [4],  we consider a setup where the 
relay is not aware of the channel coding and performs only 
symbol-by-symbol detection. 
Most previous work consider symmetric networks where 
the average SNR of all the relay links are assumed to be 
equal. This assumption, though convenient for analysis, is not 
realistic in some cases, especially in multi-relay networks. 
In such symmetric networks SNR of all source-relay, relay-
destination and source-destination are identically distributed. 
Hence, the threshold is usually presented as if it is determined 
by the source-relay average SNR. Our study indicates that, 
in contrast to what is commonly assumed in the literature, 
for arbitrary network configurations, the optimal threshold 
value is not determined by the source-relay channel rather, 
it is a function of the relay-destination and source-destination 
channels. Although the importance of threshold based relaying 
has been acknowledged in the literature, the issue of how 
to choose the optimal threshold has not been investigated 
comprehensively. Hence, the treatment presented in this paper 
fill an important gap by deriving a closed-form expression for 
the optimal threshold value to minimize average end-to-end 
performance. 
II. SYSTEM MODEL 
In this paper, we consider a source 5, a destination D 
and a relay R, assisting S-D communication. We assume a 
block fading channel model, where each channel stays the 
same during each block and the channel states at different 
blocks are i.i.d. Rayleigh distributed. Ysd, Ysr and 7rd denote 
the instantaneous SNRs of S-D, S-R and R-D links. Due to 
Rayleigh fading, -Y,d, 7sr and -frd are exponential r.v.s with 
expected values crSd , ° and Ord respectively. 
To facilitate the explanation, we assume a protocol with 
two time slots. In the first time slot the source transmits 
while the relay and the destination listens. In the second time 
slot, according to its decision, the relay either transmits or 
remains silent causing an idle time slot. As we mentioned 
earlier in Section I, our protocols make forwarding decisions 
based on the channel state information CSI (exact and/or 
Statistics). Hence, relying on the assumption that the channel 
states remain the same for some time, one can skip the second 
time slot when the relay decides not to transmit. 
We assume that exact CSI is available at the receiver side 
for all S-D, S-R and R-D channels. Besides, the relay has 
average CSI of S-D and R-D channels (i.e. a. and Od). 
For simplicity, we assume a BPSK modulation for all the 
transmissions. However, the derivations can be extended to 
M-PSK modulation with modest effort. 
III. STATIC RELAYING 
In this protocol the decision of whether to use the relay 
or not is made based on the long-term channel statistics, 
which can include path loss and shadow fading. This protocol 
represents the case where the relaying decisions are made at a 
higher layer for a time-scale much larger than the time scale 
of Rayleigh fading. In other words, the relay is either on or 
off as long as there are no major changes in the environment. 
If the relay always retransmits, we call this protocol as fixed 
relaying. The end-to-end BER of fixed relaying is given by: 
BER 	= BERPprop + (1 - BERSr) BERCOOP (1) 
The BER" and BERS_d are the bit error rates of S-R and 
S-D links and given by: 
BER' = BERp2p (O 3r ), BER" = BERp2p(od) (2) 
where BER 2 (cr2) denotes the bit error rate of point-to-point 
link using BPSK modulation under Rayleigh channel with an 
average SNRof o.2, which is equal to [5]: 
o.2 '\ 
___ BER2(a 2 
= ( 
- 1 +a2) 	
(3) 
The BERCOOP denotes the probability of error at the destination 
after the maximal ratio combining (MRC) of the signals 
received from S and R, given the relay has correct detection. 
This is the well-known 2 branch diversity BER performance 
for Rayleigh fading [5]: 
BERcOop(od, °,d) 
1 (1 _ ~~ 
2 	 + V~J +~, 
- 
2'2 	
(dV/d - Jsd\/d )] 
, 0. W. 
The Pprop denotes the error propagation probability, which 
the probability of bit error at the destination after MRC given 
that the relay has bit error. We use the following approximate 








The derivation of (5) is given in the Appendix. Throughout 
this paper, this approximation is used for all analytical devel-
opments. 
Let I represent the action chosen by the relay. If the relay 
transmits I = 1 and 0, otherwise. Let BER e(a r , asd Urd I) 
denote end-to-end bit error rate of static relaying protocol for 
given channel statistics and forwarding decision I. 
BER e (O r, 0 sd' 0rd' I) 
= IBER 	 ' + (1 -e2e 	I)BER 	 (6) 
from which we can see that the minimum end-to-end error 
probability achieved by static relaying is: 
BERe2e8t(r, ,,2 U 2 ard) — Min min{BERd, 
flERsr pprop + (1 BER'
—r) BERCOOP } 	(7) 
and the optimal strategy is to choose relaying if relaying results 
in a BER lower than the direct transmission. 
IV. DYNAMIC RELAYING 
Since the relay knows the exact SNR realization of S-R 
channel, for each data block it can choose to retransmit or 
not, based on this information. We denote the action taken by 
the relay as I and I('ysr) represents relaying policy, which 
can be a function of instantaneous S-R SNR. Our objective 
is to minimize average end-to-end bit error rate of dynamic 
relaying, which is denoted by BER. We denote the end-to-
end bit error rate of a given -y5 realization and policy I(ysr ) as 
BER'1(7sr ). Then the average end-to-end BER of a given 
policy I(.) is: 
BERT" f p ('y r)BERe2e" (73r)d7sr 	(8) 
where p(.) represents the pdf of 'y5. The minimum error 
achieved by all possible policies is: 




= I min BER "(7sr )dt 	(9) I 	 e2e (S) 
From (9), we conclude that minimizing average end-to-end bit 
error performance is equivalent to minimizing the end-to-end 
bit error performance for each realization of 'Ysr 
BERT" 
I(78r )Pr{e2e bit error ysr,I(Ysr) = 1} 
+(1 - I(-y3 ))Pr{e2e bit error 	= 01 
Then, the optimal strategy for the relay is: 
11, 	Pr{e2e bit error 'ysr,I(Ysr) 	i} 
I*(78r ) = 	 < Pr{e2e bit error I(7) 
1._U, 	O.W. 
(10) 
If the relay does not transmit, the end-to-end bit error 
probability for the block depends only on the direct channel: 
Pr{bit error I('Ysr) = U} = BERSd = BERp2p(0r d) 
(l 1) 
If the relay transmits, 
Pr{e2e bit error Isr,I(7sr) = 11 = 
Pr{bit error at S-R Iinklysr }Pprop 
+Pr{no bit error at S-R link -Y} X BER 00 	(12) 
The probability of error of BPSK modulation given the signal 
to noise ratio is [5]: 
Pr{bit error at S-R link-y5 } = 
By substituting (11) and (12) in (10), we obtain: 
~0' 
1, 	sr >I*(ysr)





=(erlT'(l - 26(0rd, ard))) 	 (14) 
and Q' denotes the inverse Q function, erF1 denotes the 




BERcoop (U2 2 c 2 	2 	 p2pt sd) - 	 rd aSd UlTsd, ad) 
- 13 	( 2 2 - fl1D 	(0-2 	2 prop°rd asd) 	COOp 0 rd 0 sd 
From (13) and (14), it clear that the optimal relaying 
strategy is a simple threshold rule. The optimal threshold is 
a function of only two parameters: average SNR of S-D and 
R-D channels. We note that for any Usd, ard > 0 
BERcoop(od, Qrd) < BERp2p(od) < prop 
(0-2 
°rd) 
Hence, 6(o,ad) < 1 and Q'(8(o d ,cY d )) d 	 is defined for 
any positive asd and d• Moreover, for positive °d and crT d 
values (14) always gives positive threshold values. 
1) End-to-end Bit Error Rate (BER) Calculation: For any 
threshold value we can compute the average end-to-end bit 
error probability. 
BER 62=Pr{7$r <y}BER3 
+P?{" ~! 70 (BERt Pprop 
(1 - BER)BER 00 ) 	(15) 
where BERt is the bit error rate in S-R link given that 
7sr > 'yt. From the formulation of [2]: 
y, °r)=Q(\/)_____ BERj(  
(/2(1 + - Sr ST Q 
1+cT2 	 01sr ,. 
(16) 
By combining (2)-(5) and (14)-(16), one can analytically 
compute the average error performance of threshold based 
digital relaying. 
V. LOWER BOUND FOR THE BER OF DIGITAL RELAYING 
PROTOCOLS 
In this section, we study a hypothetical system where the 
relay can detect all the bit errors and transmits each symbol 
only if it is detected correctly. We call this protocol as the 
genie-aided relaying protocol. The end-to-end BER of the 
genie-aided relaying protocol is: 
BERgen 	+ (1 - BER8flBER / 	 coop, 
where BER" and BER' — d are as given in (2). 
VI. NUMERICAL RESULTS 
In Fig. 1, we plot the optimal threshold values given by 
(14) in closed form and threshold values obtained through 
the numerical minimization of (15). We observe that the 
closed form results derived in this paper fully agree with the 
numerical results. It is also seen that the optimal threshold 
value is independent of the average SNR of the S-R link. Fig. 2 
shows end-to-end bit error rates obtained from (15) using (20). 
We note that although the optimal threshold is independent of 
or 2 the performance achieved by this threshold is a function sr 
of UT• 
In order to understand the effect of relative channel qualities 
in the performance of static and dynamic relaying, we plot 
BER of these protocols as a function of the average SNR of 
S-R and R-D links. For this study, we keep the S-D link SNR 
constant at 10 dB. Fig. 3 shows the performance of various 
protocols including fixed relaying and no relaying (i.e. only S-
D transmission) as a function of OT for a weak and a strong R-
D link. We observe that if R-D link is relatively poor (Ud = 0 
dB), the performance is mainly constrained by this link and all 
relaying protocols approach to the fixed relaying performance. 
However, when R-D link is strong (Od = 20 dB) performance 
is determined by S-R link. Dynamic relaying is more efficient 
than static relaying since it can benefit from S-R link when it 
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In Fig. 4, we study the effect of ad  when the S-R channel Fig. 4. End-to-end BER comparison of all protocols for fixed od = 10 dB 
is relatively weak (0 dB) and strong (20 dB). If S-R link is at two different cxr  values (0 and 20 dB) as a function of o. 
poor, both static and dynamic relaying protocols keep the relay 
silent most of the time. Hence, the performance is independent 
of R-D link and close to the performance of no relay case. An increasing the threshold as R-D link becomes stronger, which 
interesting observation from Fig. 4 is that the performance of provides a performance advantage over static relaying. 
fixed relaying gets worse as R-D link becomes stronger due 
to linear increase in Pp,,,. In the second case, where S-R link 	 VII. REMARKS AND CONCLUSIONS 
is strong, error events must be rare at the relay. However, as In this paper, we studied dynamic digital relaying for a 
R-D link gets stronger, they are dominant at the destination, source-destination node pair and a relay helping their corn-
Dynamic relaying can further decrease error propagation by munication. Relaying decisions are made based on the state 
of the wireless links among the three nodes. We assumed that 
the exact channel state information is available only at the 
receiver side for all three links while the relay has channel 
statistics of all the links. 
Given that the relay has two possible actions, to retransmit 
the data or to remain silent, we showed that the optimal policy 
is a threshold rule on the received SNR at the relay. We derived 
the optimal threshold value in closed-form for i.i.d. Rayleigh 
channels. In contrast to the tendency in the literature to tie 
the threshold selection to the average SNR of the source-relay 
channel, we showed that the optimal threshold is a function 
of the average SNR of source-destination and relay-destination 
links. 
We evaluated the BER performance of dynamic digital 
relaying and compared it to a static relaying protocol and 
a general performance upper bound for all digital relaying 
protocols. We showed that dynamic relaying using the optimal 
threshold value can take advantage of the source-relay channel 
adaptively providing significant performance advantage over 
static relaying. 
APPENDIX 
APPROXIMATION FOR Pprop 
Since we assume BPSK modulation, without loss of gener-
ality, we assume that the source sends +1 symbol, the relay 
sends —1 symbol and an error occurs if the destination decides 
that —1 is send. The received signals from the source and the 
relay are denoted by Yl and Y2, respectively. 
Y1sd X + fli 
Y2=rd X + fl2 
where ca.d and ard are the fading coefficients and ni and fl2 
are i.i.d. Gaussian r.v.'s with zero mean and N0 /2 variance. 
After MRC, the decision variable is 
Y=;d I/i + cord Y2 
=(co3d2 - lard 12) X + a ni +aJn2 
=(co8dI 2 - lard I 2 )x + fl 
where ñ is the total noise whose power is equal to E[ñ 2] = 
(NO /2)( d I 2 + krd 2 ) 
Since the destination assumes that both S and R send the 
same symbol, the optimal decision rule at the destination is: 
	
X1, 	y>O; x—_l 
Y<O. 
The probability of error given the fading coefficients is 
( 	- Icordi
2 
Pr{ bit erroasd,ard}=Q 
2)asd I 2 + ar d 2 )) 
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Fig. 5. Comparison of Pprop values obtained from the approximation in 
(20) and from simulation as a function of od for different °d values. 
where we substituted yd 	1a.,d j11No and -Yd = kErd 2 /N0 
Then, Pp,op is given by 
Pprop If 
[Q
(-Yd + 7rd)/2) 
7sdYrd 
XPd (.,d)] d7rdd8d 	 (18) 
Due to the complexity of the exact expression given in (18), 
we use a high SNR approximation for Pprop• 
If we assume fsd >> 1 and 7rd >> 1 and 'yrd/'ysd = k 




7sdYrd 	 _____ 
1, k>1; 	(19) 
k<1 





Substituting (19) in (18), we obtain 
P Prop Pr{k> 1} = Pr{'y3d <Yrd} 
00f Y,d 1
=L 	-- exp( — y$d/crd) Usd 
 
X -- exp( — yrd/cod)d7sd d7rd 
cord 
rd 	 (20) 
cr sd + ard 
To check the accuracy of this approximation at different 
013 and cord values, in Fig. 5 we plot probability of error 
propagation obtained both from simulations and from (20). 
We observe that the analytical approximation is for the ad 
and a range used, which cover most scenarios in practice. 
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Abstract— In this paper we analyze the performance of mul-
tiple relay channels when multiple antennas are deployed only 
at relays. Specifically, we investigate the simple repetition-coded 
decode-and-forward protocol and apply two antenna combining 
techniques at relays, namely maximum ratio combining (MRC) 
on receive and transmit beamforming (TB). We assume that the 
total number of antennas at all relays is fixed to N. With a rea-
sonable power constraint at the relays, we show that the antenna 
combining techniques can exploit the full spatial diversity of the 
relay channels and can achieve the same diversity multiplexing 
tradeoff as achieved by more complex space-time distributed 
coding techniques, such as those proposed by Laneman and 
Wornell (2003). 
I. INTRODUCTION 
It is widely believed that ad hoc networking [1] or multi-
hop cellular networks [2] are important new concepts for 
future generation wireless systems, where either mobile or 
fixed nodes (often referred to as relays) are used to help 
forward the information to the desired user. One advantage 
of these structures is that it is possible to unite multiple 
relays in the network as a "virtual antenna array" to forward 
the information cooperatively, while appropriate combining at 
the destination realizes diversity gain. The diversity achieved 
in this way is often named as user cooperation diversity 
or cooperative diversity [4],  as it mimics the performance 
advantages of multiple-input multiple-output (MIMO) systems 
[3] by exploiting the spatial diversity of the relay channels. 
The performance limits of distributed space-time codes, which 
can exploit cooperative diversity, are discussed in [4]-[7] 
for single-antenna relay networks. However, the design and 
implementation of practical codes that approach these limits 
is difficult and a challenging open area of research. 
In this paper we exploit the spatial diversity of the relay 
channels in a way different from the space-time codes-based 
approach. We apply two kinds of antenna combining tech-
niques at the relay, namely maximum ratio combining (MRC) 
[8] for reception and transmit beamforming (TB) [9] for trans-
mission. Those techniques were often used in point-to-point 
single-input multiple-output (SIMO) or multiple-input single-
output (MISO) wireless links, where either the transmitter or 
receiver is equipped with multiple antennas. It has been shown 
that MIRC (TB) is able to achieve the information theoretic up- 
per bound and optimal diversity multiplexing tradeoff of SIMO 
(MISO) systems [10]. In a relay context, we move the multiple 
antennas to the relays, while the source and the destination are 
only equipped with a single antenna. Our investigation is based 
on the repetition-coded decode-and-forward transmission [4], 
where each relay simply fully decodes the source message, re-
encodes it with the same codebook as the source and forwards 
it to the destination. This method avoids any form of space-
time coding or network coding and is easy to implement in 
practice. We analyze the performance of this system based 
on a slow fading scenario. More specifically, we exam the 
outage probability and the diversity multiplexing tradeoff of 
the network. 
Note that one different assumption between our approach 
and the space-time coded approach is that we allow multiple 
antennas to be deployed at the relays. However, it will be 
shown later that the diversity gain that can be achieved by our 
approach is the same as that of the space-time coded approach 
proposed by Laneman and Wornell in [5],  as long as the total 
number of antennas at all relays is fixed, regardless of the 
number of antennas at each relay and the number of relays. 
Thus, the same diversity gain can be achieved even when 
each relay is deployed with a single antenna. Therefore the 
application of our scheme is quite general. 
The rest of this paper is organized as follows. In Section 
II, the basic system model and assumptions are introduced. 
Section III introduces the antenna combining techniques. The 
outage analysis is presented in section IV. Finally, conclusions 
are drawn in Section V. 
H. SYSTEM MODEL 
We consider a two hop network model with one source, 
one destination and K relays. For simplicity we ignore the 
direct link between source and destination. The extension of 
all the results to include the direct link is straightforward. 
We assume that the source and destination are deployed with 
single antennas, while relay k is deployed with mj antennas; 
the total number of antennas at all relays is fixed to N. This 
can be expressed as 
mk=N. 	 (1) 
We restrict our discussion to the case where the channels are 
slow, frequency-flat fading. The data transmission is over two 
time slots using two hops. In the first transmission time slot, 
the source broadcasts the signal to all the relay terminals. The 
input/output relation for the source to the kth relay is given 
by 
	
rk = v hk s + nk, 	 (2) 
where rk is the Mk  x 1 receive signal vector, and ij denotes 
the transmit power at the source. The scalar .s is the unit 
mean power transmit signal and nk is the Mk  x 1 complex 
circular additive white Gaussian noise vector at relay k with 
identity covariance matrix 'mk I The vector hk is the rflk X 1 
channel transfer matrix from source to the kth relay. The 
entries of hk are identically independent distributed (i.i.d) 
complex Gaussian random variables with zero mean and unit 
variance. In the second hop, each relay processes its received 
signals and re-transmits them to the destination. The signal 
received at the destination can be written as: 
y = 	gkdk +fld, 	 (3) 
where the vector gk is the channel matrix from kth relay to the 
destination, of which each entry is an i.i.d. complex Gaussian 
random variable with unit variance. The scalar rij is the 
complex additive white Gaussian noise at the destination with 
unit variance. The vector dk is the transmit signal vector at 
relay k, which should meet the total transmit power constraint: 
EIdk] <7]flk 
[ 	- --k  -, 	 (4) 
where M•MF  denotes the Frobenius norm. This power con-
straint means that the power is allocated at each relay in 
proportion to its number of antennas. For presentation sim-
plicity we assume here that the total power at all relays is 
fixed to be ij, i.e. the same as at the source. However, all the 
conclusions in the paper also hold when the total power at all 
relays is fixed to an arbitrary constant. We assume a coherent 
relay channel configuration context where the kth relay can 
obtain full knowledge of both the backward channel vector 
hk and the forward channel vector g. Note that the forward 
channel knowledge can be obtained if the relay-destination 
link operates in a Time-Division-Duplex (TDD) mode. For fair 
comparison, we also assume that for each channel realization, 
all the backward and forward channel coefficients for all N 
antennas remain the same regardless of the number of relays 
K. Fig. 1 shows the system model. 
III. ANTENNA DIVERSITY TECHNIQUES IN RELAY 
CHANNELS 
In this section we apply MRC and TB techniques to the 
system model described in section II. We assume that each 
Relay I 
,77 
Source 	 \,,! 	 Destination 
N 
Fig. 1. System model for a two hop network: Source and destination are 
each deployed with I antenna. Totally N antennas are deployed at K relays, 
For each channel realization, either backward or forward channel coefficients 
for all N antennas remains the same regardless of the number of relays K. 
relay performs MRC of the received signals, by multiplying 
the received signal vector by the vector h /MhgIIF . The 
signal at the output of the relay receiver is given by 
m 
I m5 	 hn 
Tk 	 8+ 	 (5) 
/ > 	h kI 
V 
where h,k denotes the ith antenna at relay k, and ni,k  denotes 
the noise factor for ith receiver input branch. The SNR at the 




 - 1 Ih,gI . 	 (6) 
i=1 
After the relays decode the signals, each relay then performs 
TB of the decoded waveform. If we denote the transmitted 
signals as tk with unit variance, the transmitted signal vector 




 tk. 	 (7) 
HgkHF 
The destination receiver simply detects the combined signals 
from all K relays. If the signals are correctly decoded at all 
the relays (i.e. tk = s), the output signal at the destination can 
be written as: 
Ink 
 Y = s 	
l_ 	
+fld = S>gk +fld (8) 1 
It can be seen from (8) that by applying antenna diversity 
schemes at the relays, the networks can be decomposed to K 
diversity channels, each with channel gain gg. The output SNR 





. 	 (9) 
k=1  
When all the relays are deployed with a single antenna, there 
is no traditional maximum ratio combining gain at the relays 
and the destination. However, the destination still observes 
a set of equal gain combined [12] amplitude signals from 
all relays.' Since we assume that the backward and forward 
channel coefficients for each antenna are kept the same for 
different values of K and m, the output SNR at the destination 
can be rewritten as 
7K m, 
	
p= 	 (10) 
k=1 i=1 
when all the antennas are deployed in one relay (i.e. K = 1 
and 7n1 = N), full diversity gain is achieved among all the 
N antennas at the relay and also at the destination. The SNR 
for this case can be rewritten as 
K m 
p=7]>IIgi,k. 	 (11) 
k=1 i=1 
IV. OUTAGE ANALYSIS 
When the channel fading is slow, i.e. codewords span less 
than one channel block, the Shannon capacity for the Rayleigh 
fading channels is zero. Therefore a certain outage probability 
must be allowed for communicating at any finite data rate. The 
outage probability can be defined as 
P0t P[C<R]. 	 (12) 
This further allow us to exploit and investigate the diversity-
multiplexing tradeoff of the systems, which is defined as 
follows [13]: 
Definition 1: (Diversity-Multiplexing Tradeoff) Consider 
a family of codes C operating at SNR ij and having rates 
R bits per channel use. The multiplexing gain and diversity 
order are defined as  
R 	 log2 P0 (R) 
r = lim 	, d= - tim 	 . 	 (13) 
i-'m 1092 ij 	77-'00 1092 
We first study a simple protocol, in which all the relays partic-
ipate in the decoding and forwarding process. We refer to this 
protocol as multi-cast decoding. An outage occurs whenever 
any relay or the destination fails to decode the signals. Before 
starting the outage analysis, we firstly introduce a lemma on 
the bounds of the value of p, i.e. the output SNR at the 
destination given that the signal is correctly decoded at all 
relays. This lemma has been shown in our earlier work [14]: 
Lemma 1: For any Mk, p < p 
mk 
<p. 
We omit the proof, which can be found in Appendix of [14]. 
This Lemma is important throughout the analysis in the paper, 
tUnlike [12], the equal gain combining for relay channels is applied at the 
transmitter instead of the receiver. 
2 we assume that the block length of the code is large enough, so that the 
detection error is arbitrarily small and the main error event is due to outage 
as it implies that the increased "equal gain combining" gain at 
the destination can not compensate for the loss of maximum 
ratio combining gain at the relay and the destination when the 
number of relays K is increased and the numbers of antennas 
at each relay are reduced. Based on Lemma 1, we now begin 
our outage analysis with the following lemma: 
Lemma 2: Conditioned on all the relays correctly decoding 
the messages, the outage probability for the relay channels is 
bounded by: 
1 /N(22R_l)N 	1 22R_1  N 
) ( 	) 	(14) 77 
Proof. See Appendix I. 	 U 
Lemma 2 indicates that the full diversity of N can be achieved 
regardless of the number of relays K, provided that the signals 
are correctly decoded at the relays. However, the diversity of 
the network might decrease if certain detection error happens 
at the relays. This is especially true for the multi-cast decoding 
protocol, for which we have the following theorem: 
Theorem 1: For large i, the outage probability for the 
multi-cast decoding is bounded by: 
N 




with equality to the right-hand side if K = 1, to the left-hand 
side if K = N. 
Proof. See Appendix II. 	 U 
This theorem implies that for multi-cast decoding, having 
more relays and less antennas per relay actually loses diversity. 
Since requiring all the relays to fully decode the source 
information limits the performance of the decode and forward 
to that of the poorest source to relay link. Specifically, it can 
be seen that for K = N no diversity gain is offered by 
relaying i.e. the SNR exponent is —1, as no diversity gain 
can be obtained from the source to relay links in this case. 
However, for K = 1 the full diversity of N can be achieved, 
as the diversity gain for the source to relay link is also N. In 
terms of the diversity multiplexing multiplexing tradeoff, we 
have the following theorem. 
Theorem 2: The diversity-multiplexing tradeoff curve for 
the multi-cast decoding scheme is bounded by 
1-2r<d<N(1-2r),0r0.5 	(16) 
with equality to right-hand side if K = 1, to left-hand side if 
K = N. 
Proof. For large i, replace R with r 1092 77 in (15), the 
proof is straightforward. 	 I 
It can be seen from Theorem 3 that when K = N, 
the diversity-multiplexing tradeoff for multi-cast decoding is 
strictly worse than that for direct transmission, which is 
ci = 1 - r [13]. When K = 1, however, the diversity-
multiplexing tradeoff is the same as the space-time distributed 
coding schemes proposed in [5]. In fact, we can combine 
the antenna diversity schemes with a protocol similar to the 
one proposed by [5], which exploit further the diversity of 
source to relay channels by selecting the qualified relays 
that meet the transmission rate R, to improve the network 
performance when K > 1. Specifically, the protocol for the 
antenna diversity schemes is proposed as follows: 
Protocol 1. (Selection Decoding) Select K relays with a 
total number of antennas N, denoted as IJ (N, .k), that could 
successfully decode the source message at a transmission rate 
R, to decode and forward the messages. 
We can obtain the outage probability for the selection 
decoding by the following theorem: 
Theorem 3: For large 77, the outage probability for the 
selection decoding scheme is bounded by: 












\ 	1]  
while the upper bound is met when the selected N antennas 
are all within one relay. 
Proof. See appendix III. 	 U 
It can be seen from Theorem 4 that for selection decoding 
full diversity can always be achieved regardless the number 
of relays K. This is clearly an advantage over the multi-cast 
decoding scheme. Replacing R with r 1092 77 in (17), we can 
directly obtain the diversity-multiplexing tradeoff for selection 
decoding: 
Theorem 4: The diversity-multiplexing tradeoff curve for 
selection decoding is 
d=N(1-2r),O<r<O.5, 	 (18) 
which is the same as that for the space-time distributed coding 
protocol proposed in [5]. 
We claim that compared with distributed space-time coding, 
the messages for antenna combining techniques are simply 
repetition coded. Therefore it is much easier to implement 
than space-time coding in practice, provided that each relay 
antenna can obtain its forward (relay to destination) CSI. 
Fig. 2 shows the diversity multiplexing tradeoff for different 
protocols discussed in the paper, when N = 5. 
V. CONCLUSIONS 
From the above analysis, we can draw several conclusions 
regarding the antenna combining techniques introduced in the 
paper: (a) provided the messages are successfully decoded at 
the relays, having less relays will offer better performance due 
to increased combining (power) gain at the destination, though 
the full diversity N of the network can be achieved regardless 
the number of antennas; (b) if all the relays participate in the 
decoding and forwarding process, the network performance 
will degrade as the number of relays increases, as the perfor-
mance is always restricted to the worst source to relay link. 
In this sense, deploying all the antennas at single relay is the 
optimal choice; (c) however, full diversity can be achieved if 
we apply the relay selection schemes to choose the potential 
relays. More specifically, the diversity-multiplexing tradeoff 
Selection 
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Fig. 2. 	The diversity multiplexing tradeoff for different protocols, when 
N = 5. 
achieved by the antenna combining techniques is the same 
as that achieved by more complicated space-time distributed 
coding schemes. In this scenario, deploying more antennas at 
fewer relays is still a better choice due to improved combining 
(power) gain. 
The analysis in the paper also implies that given a certain 
amount of available antennas in the network, the wired cooper-
ation (i.e. all the antennas belong to one terminal) outperforms 
the wireless cooperation (i.e. each antenna belongs to different 
terminals). We further note that the recently proposed fixed 
relay concept [2] in mesh networks allows the possibility to 
deploy large number of antennas at the relay. This provide 
a good application for the antenna combining techniques 
discussed in the paper. 
APPENDIX I 
PROOF OF Lemma 2 
Based on Lemma 1, it is clear that 
ES' > m nk > sN 	 (19) out - ' out - out ; 
where .Po'ut denotes the outage probability for N relay case 
and pN t for 1 relay case, given that the signals are correctly 
decoded at all the relays. Note that 
K mi 	 N 
p~
97 
E 	 19i,kI = 
Pd 
	
-, 	 (20) 
inequality (19) can be extended as: 
P[log
2(1+ Pd 	 k 




1092 (1 + p) <R21) 
After some modification, (21) can be rewritten as: 
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Since 	Igi,k12 is chi-square distributed with dimension 
k=1 i=1 
2N, for small 6 it is easy to show that 
/K ni 
6) 	6N 	 (23) 
k=1 i=1 
Put (23) to (22) finishes the proof of Lemma 2. 
APPENDIX II 
PROOF OF THEOREM 1 
APPENDIX III 
PROOF OF THEOREM 2 
Since g (iv', .i) is a random set, we utilize the total 
probability law and write 
mkI 8 (N,K) 
= 	 .i 
[ 
('i)]' 	 , 	(28) 
(i,k) 
wherell.t 	 denotes the outage probability conditioned 
on f (i, k) is chosen, and can be bounded by (14) by 
replacing N with N. The probability for any relay to be chosen 
can be expressed as: 
P 	ER (,k)]=P [ IhI2> 
22R_ 
rn 	 22R 1 ' 





If we denote Ck,lk = 0.5 1092 (1 + lk p) as the Shannon 
capacity from source to relay k channel for each channel 
realization. The outage probability is given by: 
Pout 	P [mm (C. mk) <R] + P [mm 
(mk) > R] P 
K 	 m 	 22R 1 
= 1_i-I (1_P[hik2< 	]) 
K 	 22R 1 
+P,Tk fl(1_P[hi,k I 2 < 
l 	 77 1) 




where P0 j is bounded by (14). For large 'rj, retaining only the 
term containing the lowest exponent of 1/i in the first term. 
(24) can be further modified as 
K 
1 22R 1 ' 
) 	PM" t 	(25) 7 	77 
Observing that Il a < 	when a > b, Pout is maximized 
when Mk = 1,K = N. Therefore for large 17 
(22R 
- 1\ 
Pout <N( 	 (26) 
\1! 
where P 	is omitted due to its higher exponent. 	is 
minimized when Mk = N,K = 1 and P0 = Pftt . We 
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and thus complete the proof. 
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(31) 
which can be bounded by: 










<( . (32) 
TI \  
Note that the bounds are independent of K. Putting (32) and 
(14) into (28), we obtain the bounds (17) and thus complete 
the proof. 
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Abstract—In this paper, we develop a novel transmission 
protocol for a two relay wireless network to improve one of the 
fundamental tradeoffs in half-duplex relay networks, between 
multi-path diversity gain and multiplexing loss. We give an 
information-theoretic upper bound for this transmission scheme, 
and develop a space-time V-BLAST signalling and detection 
method which can approach this capacity upper bound. We show 
that our transmission scheme can recover the multiplexing loss 
of the half-duplex relay network, while retaining some diversity 
gain. We also compare it with conventional transmission protocols 
which only exploit the diversity of the network at the cost of a 
multiplexing loss. We show that our new transmission protocol 
offers significant performance advantages over conventional pro-
tocols, especially when the interference between the two relays 
is sufficiently strong. 
I. INTRODUCTION 
In the past few years, cooperative diversity protocols [1]—
[3] have been studied intensively to improve the diversity 
of relay networks, where nodes help each other by relaying 
transmissions. In most of the prior work, a time-division-
multiple-access (TDMA) half-duplex transmission is assumed 
and relaying transmission protocols often use two TDMA time 
slots. The most popular transmission protocol (e.g. [11) can 
be described as follows: for the first time slot, the source 
broadcasts the message to both the relays and the destination, 
the relays then forward the signals to the destination in the 
second time slot. Finally, the destination combines the message 
received from both time slots and performs decoding. We refer 
to this protocol as the classic protocol throughout the paper. 
For digital relaying, where the relay decodes, re-encodes 
and forwards the message, repetition coding is often applied 
and discussed due to its low complexity compared with other 
coding methods. Diversity gain can be obtained to enhance 
the link reliability if the classic protocol is applied. However, 
when compared with direct transmission, repetition coded re-
laying will lose spectral efficiency for the high signal to noise 
ratio (SNR) region due to its bandwidth inefficiency. We can 
write the capacity for direct transmission as 1092 (1 + SNR) 
(bits per channel use), where SNR denotes the receive SNR 
at the destination for direct transmission. Then, the capacity 
for repetition coded relaying based on classic protocols can be 
expressed as 0.5 x 1092 (1 + icSNR), where tc denotes the link 
gain achieved due to relaying and 0.5 denotes the multiplexing  
loss due to the use of two time slots in the classic protocol. 
The capacity ratio of relaying to direct transmission can be 
expressed as: 
0.51092 (1 + icSNR) 	
(1) 
1092 (1 + SNR) 
It is obvious to see that C 	tc/2 when SNR — 0; and 
C 	0.5 when SNR —* +oo. This means that the classic 
protocol can improve link capacity only for the low SNR 
region (with a gain of ic/2). When the receive SNR for direct 
link transmission is high, the benefit for increasing the link 
reliability by relaying will not compensate for its multiplexing 
loss of 0.5. 
In this paper, we propose a novel transmission protocol 
for digital relaying. By adding an additional relay in the 
network and making the two relays transmit in turn, we 
show that multiplexing loss can be effectively recovered while 
diversity/array gain can still be obtained. Specifically, for L 
symbols transmitted in (L + 1) time slots with joint decoding 
at the destination, the system can be modeled as a Multiple-
Input Multiple-Output (MIMO) system with L inputs and 
L + 1 outputs if the signals are successfully decoded at the 
relays. It can offer multiplexing gain of at most L/(L + 1) 
and a diversity/array gain at most 2 compared with direct 
transmission. Thus it can make relaying more beneficial for 
the high SNR region while retaining diversity gain. We give a 
mutual information upper bound for this protocol, and also 
propose a practical low-rate feedback V-BLAST detection 
algorithm which approaches this upper bound. Based on our 
practical network models we show that the proposed protocol 
can give a significant performance advantage over the classic 
protocol, especially when the two relays are located close to 
each other. 
Two recent conference papers [4] [5] present a similar relay-
ing strategy to the one proposed in this paper. We would like to 
point out four major differences between our work and theirs: 
They ignore the direct (source to destination) link. In our 
paper we consider the impact of both the relay and direct links. 
In our model signal collision happens not only at the relay, 
but also at the destination. c) In our work we specifically study 
strong interference relay links and give specific conditions for 
an interference-free transmission scenario. d) By considering 
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(a) Time slot I. 	(b) Time slot 2. 	(c) Time slot 3. 
Fig. 1. Transmission schedule for the proposed protocol. 
the effect of direct link, our protocol can be modified to 
become an adaptive protocol which can select between direct 
transmission and relay transmission strategies, depending on 
the current channel conditions. 
The rest of the paper is organized as follows. In Section 
II, we propose the new transmission protocol. We analyze the 
capacity upper bound of this protocol in section III, and design 
a V-BLAST signalling and detection method to approach this 
upper bound in section IV. In section IV, we also introduce the 
classic protocol and compare it with the proposed protocol in 
some representative cases. More comprehensive comparisons 
based on different network geometries can be found in section 
V. Finally, we provide conclusions to the paper in section VI. 
II. PROTOCOL DESIGN 
We assume a four-node network model, where one source, 
one destination and two relays exist in the network. For 
simplicity, we denote the source as 5, the destination as 
D, and the two relays as RI and R2. We split the source 
transmission into different frames (packages), each containing 
L symbols denoted as sl. These L symbols are transmitted 
continuously by the source, and decoded and forwarded by 
two relays successively in turn. Before decoding L symbols, 
the destination waits for L + 1 transmission time slots until 
all L symbols are received, from both the direct link and the 
relay links. It then performs joint decoding of all L symbols. 
The specific steps for each transmission (reception) time slot 
for every frame are described as follows: 
Time slot 1: S transmits symbol si. Ri listens to s, from 
S. R2 remains silent. D receives s1 . 
Time slot 2: S transmits symbol s2. RI decodes, re-encodes 
and forwards s l . R2 listens to S2 from S while being interfered 
with by .s from RI. D receives s1 from Ri and 82  from S. 
Time slot 3: S transmits symbol S3. R2 decodes, re-encodes 
and forwards S2.  Ri listens to 83 from S while being interfered 
with by 82 from R2. D receives s2 from R2 and 83 from S. 
The process repeats till Time slot L. 
Time slot L+]: RI (or R2) decodes, re-encodes and for-
wards SL.  D performs a joint decoding algorithm to decode 
all L symbols received from the L + 1 transmission time slots. 
The transmission schedule for the first three time slots for 
each frame is shown in Fig. 1. 
III. CAPACITY UPPER BOUND 
We assume a slow, fiat, block fading environment, where the 
channel remains static for each message frame transmission  
(i.e. L + 1 time slots). We also assume that each transmitter 
transmits with equal power (i.e. no power allocation or saving 
among the source and relays). We denote h0 ,b as the channel 
coefficient between node a and b. For simplicity, we denote 
C (p) the capacity function 1092 (1 + pSNR), where SNR 
denotes the ratio of signal power to the noise variance at the 
receiver. 
Source-Relay Link 
It is clear that in order for the relays to decode the signals 
correctly, the source transmission rate should be below the 
Shannon capacity of the source-relay channels. We express 
this constraint as 
R 	C (hS,ri I 2) ' 1<i< L 	 (2) 
where ri is the ith element in the L dimensional relay index 
vector 
r = [RI R2 Ri R2 Ri . ..] 	(3) 
and Ri denotes the achievable rate for s. 
Interference Cancellation Between Relays 
One major defect of the protocol is the interference gen-
erated among the relays when one relay is listening to the 
message from the source, while the other relay is transmitting 
the message to the destination. This situation mimics a two 
user Gaussian interference channel [7],  where two transmitters 
(the source and one of the relays) are transmitting messages 
each intended for one of the two receivers (the other relay and 
the destination). The optimal solution for this problem is still 
open. We only concern ourselves with suppressing the inter-
ference at the relays at this stage (interference suppression at 
the destination will be left until all L signals are transmitted). 
We give a very simple decoding criterion for the relays: if 
the interference between relays is stronger than the desired 
signal, we decode the interference and subtract it from the 
received signals before decoding the desired signal. Otherwise, 
we decode the signal directly while treating the interference 
as Gaussian noise. 
For example, when Ri transmits s while R2 is receiving 
82, if I1Ri,R2I >- IhS,R21, R2 firstly decodes .s, subtracts it 
(as the interference), then decodes S2 (as the desired signal). 
Therefore, besides the rate constraint proposed in the previous 
subsection, there will be additional rate constraint for Si to be 




R1<C1 21 	 (4) 
Otherwise if S2  is decoded directly, treating s1 as noise, 




1S,R2 2 I 	\ R2<C 	
liRi,R2 
2J 	 (5) 
(' 
/ 
Note that this decoding criterion applies from the second time 
slot to the Lth time slot when transmitting each frame. In 
slot i, equation (2) can be adapted to a constraint on R_ 1, 
equation (5) can be adapted to a constraint on R. 
Space-Time Processing at the Destination 
If the transmission rate is below the Shannon capacity 
proposed by the previous two subsections, the relays can 
successfully decode and retransmit the signals for all the L + 1 
time slots. The input output channel relation for the relay 
network is equivalent to a multiple access MIMO channel, 
which can be expressed as: 
	
hS,D 0 0 0 	0 
hri ,DhS,D 0 	0 0 
o hr2,DhS,D 0 	0 I 
(6) y= 	
o• 	•.. 
0 	0 0 h,,-,,D hS,D 
0 0 0 0 hri.,DJ 
H 
where y is the (L+1)x 1 receive signal vector, s is the Lx 1 
transmit signal vector and n is the (L+1) x  complex circular 
additive white Gaussian noise vector at the destination. Unlike 
conventional multiple access MIMO channels, the dimension 
of y, s and n is expanded in the time domain rather than 
the space domain. However, the capacity region should be the 
same, which can be expressed as follows [8]: 
Rk1092 (det (I + hkh'SNR)), 	 (7) 
Rk1 + Rk2 <1092 (det (I + SNR (hk, h+ hk2h)))(8) 
L 
Rk 1092 (det (I+HH"SNR)) 	 (9) 
k=1 
where hk denotes the kth column of H. As it is extremely 
complicated to give an exact description for the rate region 
of each signal when L > 2, we will only concentrate on 
inequalities (7) and (9) to give a sum capacity upper bound 
for the network in the next subsection. However, as will be 
shown later in the paper, this bound is extremely tight and 
achievable when a space-time V-BLAST algorithm is applied 
at the destination to decode the signals. 
Network Capacity Upper Bound 
Combining the transmission rate constraints proposed by the 
previous three subsections, we provide a way of calculating 
the network capacity upper bound for the proposed protocol. 
The specific steps are described as follows: 
First, we impose a rate constraint Ri for each transmitted 
symbol Si. 
In the first time slot (initialization), we write: 
R8,ri < c (hS,r j 2) 	 (10) 
For the (i + 1)th time slot (for 1 < i < L - 1), we calculate 
the rate constraints based on the decoding criterion at the 
relays. The calculation can be written as a logical if statement 
as follows:  
if hR1,R2 >- 
\ 
R < min (C (_ 	
2 I 
1 + IhSr +iI ) 
C (hs,D I 2  + Ih,i ,DI 2)) 	(11) 




(RS,riC (I hS,D 2 + hr,D I 2)), 	(13) 
2 
R5,r+i 





Note that the term C (I!is,Dt2  + Ihri,D 1 2) represents the 
constraint expressed by (7). The purpose of the if statement is 
to select the decoding order at the relay and to decide whether 
equation (4) or (5) is the correct constraint to apply. 
In the (L + 1)th time slot, we have: 
RL <mill (RSrLC ( hS,D  2 + IhrL,D 2)) 	(15) 
Combining these constraints with the sum capacity con-
straint expressed by (9), a network capacity upper bound for 
L + 1 time slots can then be written as 
Cupper = mm ( max 1 R j , CMIMO) 	(16) \Rl.°RL 
=1 J 
where CMIMO = 1092 (det (I+HHHSNR)). The first 
term in the mill function comes from the calculation described 
above, the second one comes from equation (9). If the signal is 
correctly decoded and transmitted by the relays, the first term 
in (16) is omitted and the system mimics a MIMO system with 
L transmit antennas and L + 1 receive antennas, for which 
the maximum multiplexing order is L. Compared with direct 
transmission over L + 1 time slots which has multiplexing 
order of L + 1, the multiplexing gain of relaying over direct 
transmission is L/(L+l), which approaches 1 for large L. We 
also expect the diversity/array gain achieved by this protocol to 
be 2, since each signal transmission involves two independent 
fading channels (the direct link and a relay link). 
Interference Free Transmission 
It has been shown that for a Gaussian interference network, 
if the interference is sufficiently strong, the network can 
perform the same as an interference free network [7]. We 
mentioned in the previous subsection that the interference 
channel between the relays mimics a Gaussian interference 
channel, so the same conclusion can be made if we use the 
interference cancellation criterion developed in the previous 
subsection. Specifically, if the interference between relays (or 
the value of I hR1,R2) is so large that the following inequality 	 IV. THE V-BLAST-MMSE ALGORITHM 
holds 
The V-BLAST-MMSE algorithm was initially designed for 
IhRl,R21 2  




, = 1 ... L 
spatial multiplexing MIMO systems [10]. For a system with M 
1 + transmit antennas, the message at the transmitter is multiplexed 
(17) into A/I different signal streams, each independently encoded 
the relay can always correctly decode the the interference and transmitted to the receiver. The receiver uses L antennas to 
and subtract it before decoding the desired message, without detect and decode each signal stream by a V-BLAST MMSE 
affecting the whole network capacity. In this situation, the detector. The detection consists of M iterations, each aimed 
capacity analysis for ith (1 < i < L) transmitted signal as at decoding one signal stream. The Shannon capacity of this 
expressed by (11)-(15) can be simplified to 	 system can be achieved if we assume that each signal is 
correctly decoded: 
mm 	(c (hs,rJ2) 	( jhS,D 
12
+ I hr,DI2)). (18) 
It is obvious that the rate bounds provided by (18) is signifi-
cantly larger than that provided by (11)-(15). 
It can also be seen that the quality of the source to relay link 
(i.e. hs,r) is also an important factor that may constrain the 
network capacity. This has also been justified and discussed 
in many papers (e.g. [1], [21). Similar to this previous work, 
we suggest that h,,, should be compared with h.9,D or hT D 
before deciding to use relaying or not. For the interference 
free scenario discussed here, the constraint becomes: 
h8,rJ 2 ~ hS,D 2 + lhri,D 1 2 , 1< i < L. 	(19) 
The capacity upper bound expressed by (16) can be simplified 
to 
Cupper mm ( 	C ( I hS,D 1 2  +I hr j ,D, CMIMO) 
(20) 
By Jensen's inequality it is clear that 
L 
C (Ihs,I +I hr.a,D12) ~! CMIMO. 	(21) 
i= 1 
Therefore the upper bound is equal to the MIMO channel 
capacity equation: 
Cupper <CMIMO. 	 (22) 
This result shows that the proposed protocol can offer the 
best capacity performance conditioned on (17) and (19), which 
guarantees that the relays will correctly decode the message 
without affecting the network capacity. 
It should be noted that this large interference scenario 
(i.e. condition (17)) is not uncommon in reality. When the 
two relays (e.g. mobiles) are located close to each other, if 
the routing techniques are develop to choose these relays, 
the capacity performance can be significantly improved by 
applying the proposed protocol. In a fixed relay network 
scenario [9], the source to relay links are often assumed to be 
significantly better than the corresponding relay to destination 
links and the direct link. Both (17) and (19) can be met by 
choosing the two nearby fixed relays. 
C=1092 det (i + HHHSNR) 
1092 (1 + SINR), 	 (23) 
where SINRi is the output signal to interference plus noise 
ratio (SINR) for signal si in the V-BLAST-MMSE detector. 
In order for each signal to be correctly decoded, a low-rate 
feedback channel is suggested to feed the value of SINR 
back to the transmitter [10]. Adaptive modulation and coding 
should be applied to make the transmission rate for si lower 
than 1092 (1 + SINR). 
Unlike traditional MIMO systems, when we apply this V-
BLAST MMSE detector at the destination for the proposed 
protocol, each signal stream is independently encoded along 
the time dimension rather than the space dimension. When 
considering the rate bound R, the same analysis should be 
made as in Section III. We summarize the capacity calculation 
process as follows: 
The initialization step is the same as (10). 
For (i + 1)th time slot (for 1 < i < L - 1), the rate 
calculation can be performed as: 
If 4R1,R2 > 
2 \ 
hR1,R2 R 	min(C I 	2 
\1+fiS,ri+j I 
1092 (1 + SINRri ) , 	 (24) 




R :5 min (Rs,ri 	(1 + SINRr j), 	(26) 
R5,r j+i < C _h8,rj2 2); 	 (27) G + hR1,R2 
end. 
In the (L + 1)th time slot, we have: 
RL < min (Rs,,log2 (1 + SINRrL )). 	(28) 
The SINRri denotes the SINR for s, which is decoded, 
encoded and forwarded by relay r. The network capacity is 




R}. 	 (29) 
The condition for interference free transmission discussed 





C 	 2- 
1092 (1 + SINRri )) (30) 
The rate for the ith (1 < i < L) signal under this condition 
can be expressed as: 
Ri <mill (c (IhS,ril2) ,1092 (1 + SINRr.)). 	(31) 
Similar to the discussion in section III-E, we can further apply 
adaptive protocols or make relay selections in the network to 
enhance the source to relay links: 
	
C (1i,ri 2) ~! 1092 (1 + SINRrj ), 	(32) 
it is clear from (23) that (29) equals (22) under conditions 
(32) and (30). This implies that the V-BLAST algorithm can 
achieve the network capacity upper bound (22) for the protocol 
if the interference channel between relays and source to relay 
channels are sufficiently strong. 
V. COMPARISON WITH CLASSIC PROTOCOLS 
Classic Protocol I 
The first classic protocol was presented by Laneman and 
Wornell [2], where each message transmission is divided into 
three time slots. In the first time slot, the source broadcasts 
the message to the two relays and the destination. In the 
next two time slots, each relay retransmits the message to 
the destination in turn after decoding and re-encoding it by 
repetition coding. The destination combines the signals it 
receives in the three time slots. The network capacity for this 
protocol can be written as: 
1 





C (hs,DI2 + IhR1,D 2 + IhR2,D 2)) (33) 
where the term 1 denotes the multiplexing loss compared with 
direct transmission. 
Classic Protocol Ii 
An simple improvement of Classic protocol I is to apply 
distributed Alamouti codes at the relays [6]. The system uses 
four time slots to transmit two signals. In the first two time 
slots the source broadcasts Si and 82 to both the relays and the 
destination. In the next two time slots RI transmits Is,, —s] 
and R2 transmits [s2, si]. The destination uses maximum ratio 
combining to combine the signals received from all the four 
Schemes/Maximum Gain Multiplexing DiversityJ 
Direct transmission I 
Classic 1 1/3 3 
Classic II 1/2 3 
Proposed scheme —+1) L/(L 2 
TABLE I 
COMPARISON OF THE DIFFERENT TRANSMISSION SCHEMES FOR THE TWO 
RELAY CASE 
time slots in order to detect and decode them. The capacity 
achieved by this protocol can be written as: 
C = 	x min (C (I1is,R112) 	(,i) 
C (Ihs,D12 + IhRl,D12 + IhR2,D12 )))(34) 
it is clear that (34) outperforms (33) as it has less multiplexing 
loss compared with direct transmission. 
In practice, both protocols can be combined with relay 
selection or adaptive relaying protocols to make sure that: 
min (C(hS,Rl l 2),C(hs,R: 2)) 
>c (hS,D 12 + IhR1,D 
1 2 + IhR2,DI 2 35) 
when relaying is used. The network under this condition can 
achieve the best capacity performance (i.e. the third term in 
(33) and (34)). This result clearly mimics the performance of 
a 3 x 1 single-input multiple-output (SIMO) or multiple-input 
single-output (MISO) system, which obtains a diversity/array 
gain of 3 compared with direct transmission. The maximum 
diversity and multiplexing gains can be achieved by the two 
classic relaying schemes are compared with these of the 
proposed transmission scheme and direct transmission in Table 
I for the two relay case. 
VI. SIMULATION RESULTS AND COMPARISON 
We compare classic protocol II with the proposed protocol. 
As mentioned previously, to achieve a better capacity perfor-
mance in practice, the classic protocols should be combined 
with adaptive protocols so that relaying is applied only if the 
source to relay channels are good. There are a number of ways 
to develop adaptive protocols, we provide three examples here. 
They are ordered by increasing implementation complexity: (a) 
mill (hs,R1 , hs,iD ~: I hs,n, i.e. the source to relay link 
is better than the direct link; (b) condition (19) holds or (c) 
condition (35) holds. Although (b) and (c) fits better to the 
analysis in this paper, condition (a) appears the simplest since 
it doesn't require knowledge of the relay to destination links. 
In the following we will only adopt (a) in the simulations. 
However, similar curve behaviors can be found if condition 
(b) or (c) is adopted. 
Our simulations are based on two network geometries, 
which are shown in Fig.2. We assume that each channel coef- 
ficient ha,i contains Rayleigh fading (i.i.d complex Gaussian 
random variable with unit variance), pathloss (with exponent 
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dB and a standard deviation 8 dB). In case I, the distance 
between the source to relays and relays to destination are all 
normalized, the distance between the two relays is therefore 
\/. In case II, the relays are located in the middle region be-
tween the source and destination, so that the distance between 
the source and relays is 0.5 while the distance between the 
relays can be negligible compared with the source to relays 
links (i.e. near 0). For the proposed protocol, these two cases 
represent a tradeoff between the strength of source to relay 
channels and the interference channel between the two relays. 
We assume L = 7 in the simulation, and the performance for 
the proposed protocol will certainly increase as L increases. 
Fig.3 shows the capacity bounds for the proposed protocols 
(cap region), the capacity achieved by V-BLAST MMSE 
detection (VBLAST), the classic protocols (classic) and direct 
transmission (direct), all averaged over 1000 channel realiza-
tions. It can be clearly seen from all three figures that the V-
BLAST algorithm approaches the capacity bounds introduced 
for the proposed protocol in the paper. 
Fig.3(a) implies that it is not helpful to implement relaying 
protocols when the source to relay link is about the same 
quality as the source to destination link, as the link gain due to 
relaying is small in this case. However, the proposed protocol 
still offers a performance gain over the direct transmission for 
both high and low SNR region in this case. 
Compared with case I, in case II the source to relay links 
are much stronger, and the relays become very close to 
each other so that the interference is sufficiently strong to 
allow interference free transmission, which has been discussed 
previously in section III and IV. It can be clearly seen 
in Fig. 3(b) that the proposed protocol gives a significant 
performance advantage over direct transmission for both low 
and high SNR regions due to its array gain and negligible 
multiplexing loss. The classic protocol performs poorly at high 
SNR due to its significant multiplexing loss compared with 
direct transmission, although it achieves some performance 
gain over direct transmission for the low SNR region. 
VII, CONCLUSIONS 
From the simulation study based on different geometries in 
the paper, we can draw two main conclusions: (a) For both 
the proposed and classic protocols, selecting the relays in the 
middle region between the source and destination seems a 
good choice to improve the average network capacity; (b) 
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Fig. 3. Average capacity of the network for different network geometries. 
in this scenario, while the classic protocol still loses its 
performance advantage for high SNR region, the proposed 
protocol scheme can give significant performance advantages 
for both the low and high SNR region. 
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Abstract—In this paper we discuss and compare different 
signalling and relaying methods for multiple-input multiple-
output (MIMO) relay networks in terms of network capacity, 
where every terminal is equipped with multiple antennas. We 
propose a new relaying mode called hybrid relaying, by which 
the MIMO relay channels can be decomposed into several point-
to-point parallel channels without decoding the desired signals at 
the relay. We show that the proposed hybrid relaying algorithms 
outperform the conventional analogue relaying scheme. They 
can be good suboptimal choices compared with digital relying 
schemes, providing an attractive tradeoff between performance 
and complexity, especially when larger numbers of antennas are 
deployed at the relay than at the source and destination. 
I. INTRODUCTION 
The use of multiple antennas at both ends of a wireless 
link, called multiple-input multiple-output (MIMO) technol-
ogy, promises significant improvements in terms of spectral 
efficiency and link reliability. A large number of research 
projects has been conducted in the last decade on the point-
to-point MIMO link (see [1] and references therein). 
More recently, applying MIMO techniques into more ad-
vanced networks has also come under consideration. It is 
widely believed that the ad hoc networking [2] or multi-
hop cellular networks [3] are important new concepts for 
future generation wireless systems. Either mobile or fixed 
nodes (often referred to as relays) are used to help forward 
the information to the desired user. One advantage of these 
structures is that it is possible to unite multiple relays in the 
network as a "virtual antenna array" to forward the information 
cooperatively, while appropriate signal combining at the des-
tination realizes diversity gain. The diversity achieved in this 
way is often called user cooperation diversity or cooperative 
diversity [4], as it mimics the performance advantages of 
MIMO systems in exploiting the spatial diversity of the relay 
channels. The performance limits of space-time codes, which 
can exploit cooperative diversity, are discussed in [5] —[7 ] for 
single-antenna relay networks. For multiple-antenna or MIMO 
relay channels where every terminal in the network can be 
deployed with multiple antennas, studies are mainly concen- 
trated on spatial multiplexing systems. Capacity bounds for 
single relay MIMO channels are presented in [8]. Quantitative 
capacity results for a multiple MIMO relay network has been 
reported in [9], where diversity is achieved again through 
cooperation among all the relays available in the network. The 
discussion is extended to multiple source-destination scenarios 
in [10], where the energy efficiency of the MIMO multiple 
relay network considering multiple source-destination pairs are 
further discussed. 
Generally there are three kinds of relaying modes, the 
first two kinds are well known: analogue relaying, where the 
relays simply amplify the signals, and digital relaying where 
the relays decode, re-encode, and re-transmit the signals. We 
propose a new one for MIMO relay channels, which is called 
hybrid relaying (or modified analogue relaying), where the 
relays only decode the training sequence from the source or 
the feedback from the destination to obtain full channel state 
information (CSI) for either the source to relay (backward) 
or the relay to destination (forward) channels. Then the relay 
applies a special filter to the received signals based on the 
CSI without decoding them and retransmits the filter outputs. 
In this paper we propose an effective algorithm for hybrid 
relaying for single MIMO relay channels, We focus on MIMO 
spatial multiplexing systems where streams of independent 
data are transmitted over different antennas. We also assume 
that the relay can obtain the full CSI of both backward and 
forward channels. 
The rest of this paper is organized as follows. In Section 
II, the basic system model and assumptions for MIMO relay 
channels is introduced. Section III introduces conventional sig-
nalling processing schemes (i.e. analogue and digital relaying) 
on single MIMO relay channels. The hybrid relaying schemes 
are discussed in section IV. Simulation results and performance 
comparisons can be found in section V. Concluding remarks 
will be found in Section VI. 
A note on notation: We use boldface to denote matrices 
and vectors and E (•) for expectation regarding to x. det (X) 
denotes the determinant and x denotes the pseudo-inverse of 
a matrix X. XH denotes the conjugate transpose and tr (X) 
denotes the trace. I denotes the identity matrix and IF 
denotes the Frobenius-norm. 
II. SYSTEM MODEL 
We consider a two hop network model with one source, 
one destination and one relay located in the middle region 
between source and destination. Note that the results in the 
paper are not necessarily restricted to this assumption. We 
ignore the direct link between source and destination due to 
large distance. We also assume that total transmit power for 
the source and relay are the same; for notational simplicity, 
we assume in the paper that the source and destination have 
the same number of transmit and receive antennas M, while 
the relay has L > M antennas. The results can be somewhat 
extended to a more general case where different numbers of 
antennas are deployed at each transmitter or receiver. 
We restrict our discussion to the case where the channels 
are slow, frequency-flat fading with a block fading model. The 
data transmission uses two hops over two equal duration time 
slots during which the channels all remain constant. In the 
first transmission time slot, the source transmits the signals to 
the relay. The input/output relation for source to relay link is 
given by 
r=/Hs+n, 	 (1) 
where r is L x 1 receive signal vector. 77 denotes the power 
per transmit antenna at the source. The vector s is the M x 1 
transmit signal vector with covariance matrix I and n, is the 
L x 1 complex circular additive white Gaussian noise vector 
at the relay with identity covariance matrix I. The matrix H 
is the L >< M channel transfer matrix from the source to the 
relay, which can be further expressed as 
(2) 
where each entry of H is an identically independent distributed 
(i.i.d) complex Gaussian random variable with zero mean 
and unit variance. The factor a contains the pathloss and 
independent lognormal shadowing terms. It can be written as: 
a = x10 10, 	 (3) 
where x is the distance between the source and relay. The 
scalar denotes the path loss exponent (in this paper, always 
set to 4). The lognormal shadowing term, , is a random 
variable with a normal distribution, mean of 0 dB and standard 
deviation 8 dB. A value typical of shadowing deviations in 
urban cellular environments, 8 = 8 dB, is used for simulation 
studies. We normalized the range between the source and 
destination so that x is 0.5. Each relay processes their received 
signals and retransmits them to the destination. The signals 
received at the destination can be written as: 
Distance 0.5 	1 	Distance 0.5 
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Fig. I. Basic system model of a MIMO two hop network 
d is the transmit signal vector at the relay, which should meet 
the transmit power constraint: 
E [MdI] ~ i jM. 	 (6) 
Unless specifically stated, we assume that source does not 
know the channel information, but the destination knows all 
the channel information. Both knowledge of H and G are 
available at the relay. 
III. CONVENTIONAL RELAYING SCHEMES 
Digital Relaying (DR) 
This scheme is also called decode and forward relaying, 
where the relay first uses L antennas to jointly decode the 
signals; it then demuxes and remixes the decoded message to 
L streams, and uses all L antennas to re-encode and retransmit 
them to the destination. The network capacity can therefore be 
expressed as: 
0.5 mm (log (i + ?HHH) ,log (i + 
4GEGH)? 
where >1 = Diag {-y1,. . . , .yM } denotes the digonal matrix 
generated from the iterative waterfilling algorithm conducted 
at the relay before retransmission [8]. 
L= ( - MAi) , 	= M. 
Analogue Relaying (AR) 
In this scheme, the relay amplifies its received signal vector 
by: 
Mx -77 
MHI + L 	
(8) 
to meet the power constraint described by (6) and forward it 
to the destination. The input-output relation from the source 
to destination can be expressed as 
- 	 Y(\/GH)S+(G/flr +fld). 	(9) 
G = 	G 
(5) Thus we can treat the whole system as a point-to-point MIMO 
where each entry of G is an i.i.d. complex Gaussian random 
variable with zero mean and unit variance. 0 contains the 
same pathloss as a and independent lognormal shadowing 
terms with the same mean and standard deviation as for a. 
The vector nd is the M x 1 complex, circular additive white 
Gaussian noise at the destination with unit variance. The vector 
y=Gd+nd, 	 (4) 
where the matrix G is the channel matrix from the relay to 
the destination, which might also be written as: 
link. The network capacity can be written as: 




Practically this capacity can be achieved by using the 
VBLAST-MMSE algorithm at the destination to decode the 
signals 14]. Compared with digital relaying, one obvious 
defect for AR is that while the relays amplify the signals, they 
also amplify the receiver noise. 
IV. HYBRID RELAYING 
In the HR schemes, the relays only decode the training 
sequence from source to obtain the full CSI, then filter the 
received signals based on knowledge of the CSI without 
decoding them. After multiplying the signal vector by the fil-
tering weight matrix W, the relay then amplifies and forwards 
the filtered signals to the destination. The amplifying factor 





= \/WHM + IWII • 
Noted that for AR, W = I. The input/output relation from the 
source to destination by HR can be expressed as: 
y = SJ( \/GWH) s + (G/5Wni + nd), (12) 
where n1  is the white Gaussian noise vector at the relay. 
Thus we can treat the whole system as a point-to-point MIMO 
link. In the next subsections we propose some hybrid relaying 
schemes for MIMO relay channels. 
A. Optimal Hybrid Relaying (OHR) 
We now give a information-theoretic study on the optimal 
configuration for hybrid relaying based on the knowledge of 
both G and H at the relay. 
The network capacity of hybrid relaying can be written as 
(13) shown on the top of next page. 
We firstly replace GW with M in (13). we use singular 
value decomposition M = UDVH and H = UHDHV. 
Recall the identity 
det(I+AB) =det(I+BA). 	(15) 
After some modification, the capacity can then be simplified 
to (14) shown on the top of next page, where A = DDH = 
diag{Xl,.\2, 	,)N}, contains the eigenvalues of MMH 
and AH = diag {),.. . , )} contains the eigenvalues of 
HHH.  Using Hadamard's inequality, the capacity is maxi-
mized when 
UH=V. 	 (16) 




C=0.5 	1092 (1+A 	
p; 
HPAj + l)  




minimizing J. By replacing W with W = GtM, it follows 
that 
J=tr (WHHHWH + WWH) 
=tr (GtUD  (I7AH + I) DHUH (Gt)H) 
=tr (UH  (uGAu) u (D (IJAH + I) DH)) ,  (19) 
while the identity tr (AB) = tr (BA) is used. To minimize 
(19), for a unitary matrix U, N x N Hermitian matrix S and 
diagonal matrix E, we have the following identity [15]: 
N 
tr (UHSU) 	abv_+i, 	 (20) 
i=1 
where al < 	av are eigenvalues of S and b1  < ... < bzr 
are the diagonal entries of E. So it is not hard to see that the 
minimum J should be in the form: 
M 
J = 	(ii% + 1) )6tA, 	
(21) 
i=1 
which can be obtained by choosing 
U=UG, 	 (22) 
where ) and A t are the M non-zero eigenvalues of HH 
and (GGH) f .  Note that ordering the values of ) 	would 
give the opposite order to ), which are the eigenvalues of 
GG. 
To obtain the maximum C in (18), We should follow three 
steps: 
Step 1: We calculate J in equation (21) as a function 
of Aj for every ordering of Ah and )i t 1 Thus totally M! 
expressons for J are obtained. 
Step 2: For every expression for J, we evaluate (18). Then 
the capacity becomes a function of .N. We then calculate 
the maximum value of this function. Totally there are 
maximum values. We denote each one of them as C a.. 
Step 3. The final optimal C0 t is obtained as 
max (C ax . 
A closed form solution for each value of C ax  might 
be extremely complicated, as we shall first obtain the opti-
mum relation between each Ai by solving the M differential 
equations 3C/,9X = 0. Instead we might calculate C ax 
numerically (e.g. by fminbnd function in Matlab ). The 
calculation complexity for J is M!, which is also extremely 
high for M > 2. However, this method gives us the theoretical 
upper bound for MIMO coherent relay channels when using 
hybrid relaying schemes. 
Another point is that in order to optimize C the matrix 
GW should be in the form of UGDU. The MIMO relay 
channel can thus be decomposed to several parallel channels 
each with gain )h w, where )i is the source to relay channel 
gain and wi  = pA/(i + p)i) can be regarded as the relay to 
where J 	ij \VH 	+ 	is the signal energy received 	'We conjecture from simulation results that ordering both .X and .Xb by 
at the relay. For every fixed ), maximizing C results from decreasing size might result in the optimal value of C 
C=0.5 1092 det (77p (GWH)" (i + pGW (GW)H) GWH + i) 	 (13) 
=0.51092 det (TiPVHD 
HUH VDHUH (I + pUAUH) UDVHUHDHV +1H 
=0.51092 det (77VHDUV (1 +pA) VHUHDHV +i) 
pA 
=0.51092 det (77A1/2UHV ( H H 	1 +pA) VHUHA 2 +i) 	 (14) 
destination channel gain. The value wi is optimized by the 
weight matrix W under a power constraint at the relay. In the 
following we now propose two practical suboptimal hybrid 
relaying schemes. 
B. Suboptimal Hybrid Relaying Schemes 
Modified Analogue Relaying (MAR): One simple way to 
make GW have the form of UGDU is to make 
W = VGU11 
	
. 	 (23) 
Then GW = UGDGU and GWH = UGDGDHV. 
The capacity can be expressed as: 
All 
c=o.s 1092(i + 7]j PA~
-G) 
(24) 
0.5 	1092 1 + 01" 	
r1M 	 (25) 
Al 
M=1 
Compared with (17), MAR simply replace At with A. To 
maximize C, the columns of UH can be ordered to make 
Al <A 	<...< ), with the same ordering used for 
the columns of VG. The amplifying factor of p can be written 
as: 
Mr1 	 - Mi7 
2 2 	 2 
77 VGUH F + VGUH F 77 IHHF + L 
by the identity that 
IUAM F = 	 (27) 
for any unitary matrix U. This is the same value for p 
as in AR. We thus name this scheme as modified analogue 
relaying. Compared with AR, it can be seen from (24) that the 
relay is able to decompose the channels and coordinate the 
backward channels with the forward channels to optimize the 
sum capacity for M parallel data streams. 
Modified Matched Filter Relaying (MMFR): We have 
developed an algorithm called matched filtered relaying (MFR) 
[16] which uses W = H" when G is not known at the relay. 
Here we present a modified version of MFR, i.e. we design a 
new W based on the matched filter weight matrix H". If we 
make W = WHH and write the following: 
GW = UGDGVWVHDU. 	(28)  
we can see that to make M have the form UGDUH, we can 
make 
W = 
VG,MV, 	 (29) 
and D becomes Diag (d' A' . . . , dX ... dM.\T'i , where H' ' G Hi 
db are the singular values of G. The capacity can be written 
as 
M 
pA HI A 	'\ C =0.51og2 (i 	i 	
+i) 	
(30) pAIAIi= 1 
Also compared with (17), MMFR simply replaces Ai with 
To maximize C, the columns of VH can be ordered 
to make ) < ... <A < ... <), with the same ordering 
used for the columns of VG,All. Compared with MAR, this 
scheme has the advantage of enhancing the SNR at the relay. 
It should be noted that when Al' reduce to 1, equation (30) 
can be rewritten as: 
1 C = 0.5 x log,, (1 + r1H i7A + i7 	+ ). 	
(31) 
It is not hard to see that (31) equals (18) if we replace J 
in (18) with the expression in (21) for M = 1. This means 
that MMFR becomes the optimal hybrid relaying scheme for 
M = 1. However, for M > 2, the signals becomes more 
correlated to each other due to the matched filter factor H' 
in the weight matrix W, which impairs the sum capacity. 
C. Waterfilling with Cs! at the Source 
For suboptimal hybrid relaying schemes, it is not difficult to 
see that waterfilling can be applied at the source if the source 
can obtain the CSI of H and G. Here we give an analysis 
for MAR with waterfilling at the source. The capacity can be 
expressed as: 




M 	 (33) 
I7MAb+i) 
M=1 
Cs! Filtering Non-linear detection demux/remux 
AR No No No No 
HR Yes Yes No No 
DR Yes Yes Yes Yes 
TABLE I 
COMPLEXITY COMPARISON AT THE RELAY FOR DIFFERENT RELAYING 
METHODS 
V. COMPLEXITY COMPARISON 
We have shown that compared with digital relaying, ana-
logue relaying and hybrid relaying does not require any 
form of decoding of the desired messages at the relay. In 
practice this can significantly reduce the complexity of the 
relay system, especially for multiple antenna relay networks. 
Specifically, for digital relaying, to achieve the network ca-
pacity (7), the relay has to obtain full CSI and perform non-
linear detection to detect and decode the messages, such as 
V-BLAST-MMSE detector. It also needs to apply a filter at 
each stage of the non-linear detection process. The processing 
complexity is very high when the multiplexing gain (i.e. the 
number of multiplexing streams) of the system is large, and 
will result in additional power and time latency at the relay. 
After decoding the multiple streams, the relay has to de-
multiplex and re-multiplex the data stream for re-transmission, 
which might require breaking and reconstructing the data 
packets into a different layout. In practical data communica-
tions, this not only increases the complexity but also raises 
certain implementation issues (e.g. how to apply Automatic 
Repeat reQuest (ARQ) protocols to reconstructed packets). On 
the contrary, hybrid or analogue relaying does not require this 
process and is much simple to implement. 
Compared with analogue relaying, hybrid relaying has to 
decode some training sequence (or feedback) to obtain the 
CSI, and needs a filter at the relay to refine the messages. 
However, it can be seen that by filtering the signals at the 
relays, the MIMO relay channel can be decomposed to several 
independent parallel channels. This will significantly reduce 
the detection complexity at the destination compared with 
analogue relaying, as each stream can be detected separately 
in parallel and no non-linear detector is required. A brief 
comparison of the complexity at the relay for different relaying 
methods is shown in Table 1. 
VI. SIMULATION RESULTS AND COMPARISON 
We calculate the average Shannon capacity (in bits per 
channel use) for 1000 channel realizations and define the 
total transmit power P = M77 at the source. Fig. 2(a) shows 
the performance results for different relaying schemes as a 
function of P when L = M. It can be seen that digital relaying 
performs best, while MAR outperforms MMFR specially for 
higher SNR. This might tell us that weakening the noise at 
relays can not compensate for the disadvantage of correlating 
the signals by MMFR. The hybrid relaying schemes give 
only small performance advantage over AR. In particular, the 
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Fig. 2. Average capacity of single MIMO relay channels as a function of 
transmit power P. (a) L = M = 2. (b) M = 2, L = 8 
SNR values due to signal correlation at the relay. It can also be 
seen that with the channel knowledge at the source, MAR with 
waterfilling (MARWF) can offer quite similar performance to 
digital relaying for low SNR values, because the waterfilling 
method accounts for both the H and G channels. 
Fig. 2(b) shows the simulation results when L> M. It can 
be seen that as the value of L increases, digital and hybrid 
relaying schemes provide significant capacity advantages over 
AR by exploiting the eigenvalues )d.. on the relay to destination 
channels. Digital relaying still performs best. However, the its 
advantage over hybrid relying schemes is much smaller than 
for L = M = 2. The performance advantage of MARWF is 
not obvious compared with Fig. 2(a). This is mainly because 
the receive SNR at the destination increases as the value of 
L increases, so the benefit of waterfilling algorithm becomes 
negligible [17]. 
VII. CONCLUSIONS 
In this paper we study MIMO spatial multiplexing configu-
rations for relay channels when both source to relay and relay 
to destination CSI are available at the relay. We show that the 
proposed hybrid relaying schemes outperform the conventional 
analogue relaying scheme, and can be good suboptimal choices 
compared with digital relaying schemes. They avoid non-linear 
detection, decoding and re-encoding of the desired message at 
the relay and thus providing an attractive tradeoff between 
performance and complexity. This is particularly true when 
larger numbers of antennas are deployed at the relay than at 
the source and destination. 
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Abstract—In this paper we analyze the performance of 
multiple relay channels when multiple antennas are deployed 
only at relays. We apply two antenna diversity techniques at 
relays, namely maximum ratio combining (MRC) on receive and 
transmit beamforming (TB). We show that with K relays the 
network can be decomposed into K diversity channels each with 
a different channel gain, and that the signals can be effectively 
combined at the destination. We assume that the total number of 
antennas at all relays is fixed at N. If the total transmit power for 
all relays are the same as for the source and equally distributed 
among all the relays, the network capacity will be lower bounded 
by that of N relay channels each with single antenna, and upper 
bounded by that of single relay channels with N antennas. 
I. INTRODUCTION 
It is widely believed that ad hoc networking [1] or multi-
hop cellular networks [21 are important new concepts for 
future generation wireless systems [3], where either mobile 
or fixed nodes (often referred to as relays) are used to help 
forward the information to the desired user. One advantage 
of these structures are that it is possible to unite multiple 
relays in the network as a "virtual antenna array" to forward 
the information cooperatively, while appropriate combining at 
the destination realizes diversity gain. The diversity achieved 
in this way is often named as user cooperation diversity 
or cooperative diversity [4], as it mimics the performance 
advantages of multiple-input multiple-output (MIMO) systems 
[5] in exploiting the spatial diversity of the relay channels. The 
performance limits of space-time codes, which can exploit 
cooperative diversity, are discussed in [6]—[8] for single-
antenna relay networks. For multiple-antenna relay channels 
where every terminal in the network can be deployed with 
multiple antennas, studies are mainly concentrated on spatial 
multiplexing systems [91—[11]. 
In this paper we exploit the spatial diversity of the relay 
channels in a different way from space-time codes based 
approach. We apply two kinds of antenna combining tech-
niques at the relay, namely maximum ratio combining (MRC) 
[12] for reception and transmit beamforming (TB) [13] for 
transmission. Those techniques were often used in point-to-
point wireless links to enhance signal-to-noise ratio (SNR) 
at the output of the receiver by deploying multiple antennas 
at either transmitter or receiver. In a relay context, we move 
the multiple antennas to the relays, while the source and 
the destination are only deployed with a single antenna. Our 
investigation is based on digital relaying, where the relays 
decode, re-encode and re-transmit the signals. We show that 
the network with K relays can be decomposed into K diversity 
channels each with different channel gain, and the signals from 
all K branch can be effectively combined at the destination. 
We derive the capacity bounds for this signal combining 
techniques. Our analysis results can be applied to both ergodic 
capacity and outage capacity [14] performance. 
The rest of this paper is organized as follows. In Section 
II, the basic system model and assumptions are introduced. 
Section III introduces the signal combining techniques. The 
capacity performance analysis are made in section IV. Sec-
tion V presents and discusses simulation results and finally, 
conclusions are drawn in Section VI. 
II. SYSTEM MODEL 
We consider a two hop network model with one source, one 
destination and K relays. We ignore the direct link between 
source and destination. We also assume that total transmit 
power of the source and relays are the same and that it is 
equally distributed among the relays. Each relay processes the 
received signals independently. We assume that the source and 
destination are deployed with single antennas, while relay k is 
deployed with mk antennas. We assume that the total number 
of antennas at all relays is fixed to N. This can be expressed 
as 
>mk=N. 	 (1) 
We restrict our discussion to the case where the channels are 
slow, frequency-flat fading. The data transmission is over two 
times slots using two hops. In the first transmission time slot, 
the source broadcasts the signal to all the relay terminals. The 
input/output relation for the source to the kth relay is given 
by 
rk=/hks+nk, 	 (2) 
where rk is Mk x 1 receive signal vector. q denotes the 
transmit power at the source. The s is the transmit signal 
with covariance 1 and nk is the Mk  x 1 complex circular 
additive white Gaussian noise vector at relay k with identity 
covariance matrix 'mk The vector hk is the Mk  x 1 channel 
transfer matrix from source to the kth relay and can be further 
expressed as 
hk = 	 (3) 
where each entry of hk are identically independent distributed 
(i.i.d) complex Gaussian random variables with unit variance. 
Each factor 0ek contains the pathloss and can be written as 
ctk = x, where xk is the distance between the source and 
relay k. The scalar -y denotes the path loss exponent. In the 
second hop, each relay processes its received signals and re-
transmits them to the destination. The signal received at the 
destination can be written as: 
y=gkdk+n, 	 (4) 
where the vector g, is the channel matrix from kth relay to 
the destination, which might also be written as: 
gk = 	 (5) 
where each entry of 9k is an i.i.d. complex Gaussian random 
variables with unit variance. The scalar /3k also contains the 
pathloss from the kth relay to the destination. The scalar nd is 
the complex additive white Gaussian noise at the destination 
with unit variance. The vector dk is the transmit signal 





where II•IF denotes the Frobenius norm. We assume a co-
herent relay channel configuration context where the kth relay 
can obtain full knowledge of both backward channel vector 
hk and forward channel vector gj. For fair comparison, we 
also assume that for each channel realization, either backward 
or forward channel coefficients for all N antennas remains 
the same regardless of the number of relays K. It will not be 
difficult to see that the conclusions on either Ergodic capacity 
or outage capacity in this paper also hold if we extend the 
discuss to a more general case where each antenna is fixed in 
the network. Fig. 1 gives a description for the system model. 
III. ANTENNA DIVERSITY TECHNIQUES IN RELAY 
CHANNELS 
In this section we apply MRC and TB techniques to the 
system model described in section II. We assume each relay 
performs MRC of the received signals, by multiplying the 
received signal vectors by the vector h'/IJhkIlF . The signals 
at output of the relay receiver is given by 
m5, 











Source 	 Destnation 
ReJ 
Fig. 1. System model for a two hop network: Source and destination are 
each deployed with I antenna. Totally N antennas are deployed at K relays. 
For each channel realization, either backward or forward channel coefficients 
for all N antennas remains the same regardless of the number of relays K. 
where h,k denotes the ith antenna at relay k, and ni,k denotes 
the noise factor for ith receiver input branch. The SNR at the 
output of the receiver can be written as: 
Mk 
Pk 
k  =7)jhjkI 2. 	 (8) 
After the relays decode the signals, each relay then performs 
TB of the transmitted signals. If we denote the transmitted 
signals as dk with unit variance, the transmitted signal vector 




= dk V77fMk 
 
IIgkMF 
The destination receiver simply detects the combined signals 
from all K relays. If we adjust the transmission data rate so 
that the signals are correctly decoded at all the relays (i.e. 





k=1 	i=1 	 k=1 
It can be seen from (10) that by applying antenna diversity 
schemes at relays, the networks can be decomposed to K 
diversity channels each with channel gain 9k  The output SNIR 





2 .  
 
k=1 N 	i=1 / 
When all the relays are deployed with a single antenna, there is 
no traditional maximum ratio combining gain at the relays and 
the destination. However, the destination still observes a set of 
equal gain combined [15] amplitude signals from all relays) 
'Different from [15], the equal gain combining for relay channels is applied 
at the transmitter instead of the receiver. 
Since we assume that the backward and forward channel 
coefficients for each antennas are kept same for different 
number of K and m. The output SNR at the destination can 
be rewritten as 
2 / K 
1 	77 ; 	 (12) 
\k=1 i=1 
when all the antenna are deployed in one relay (i.e. K = 1 
and m1 = N), full diversity gain is achieved among all the 
N antennas at the relay and also at the destination. The SNR 
can be rewritten as 
K rn 
N V'V 2 
Pd =r)2Ig,kI 	 (13) 
k=1 i=1 




(a) 10% outage capacity 
In this section we derive the capacity bounds for the scheme 
proposed in previous section. The network capacity for digital 
relaying can be written as 
C" = mm (C l,-, , C2,rfl2 ... 	C[) 	(14) r 	r 	 ' r 	 dl 
where 	= 0.5 log2 (1 + pk) 	denoting 	the 
Shannon capacity from source to relay k channel, and 
CIk = 0.51092 (1 + p) denoting the Shannon capacity 
from relays to destination channels. The factor 0.5 denotes 
the half bandwidth compared with non-relay channels. 
We firstly analyze channel capacity from the relays to 
destination link by bounding the p,i.e. the output SNR at 
the destination. 
Lemma 1. For any Mk, p < pk <p1. 
Proof See Appendix. 	 U 
From Lemma 1, we can see that 
	
C<Ci1kCci I , 	 (15) 
where C denotes the capacity for relays to destination chan-
nels when K = N, and C/J" denotes the capacity for relay 
to destination channels when K = 1. Now also considering 
the capacity from the source to relays link and extending the 
analysis to the whole network scenario, we have the following 
theorem: 
Theorem 1: If we denote the network capacity for K = N 
as C and for K = 1 as C, for any Mk,  C <C <Cs. 
Proof: Considering the SNR pr" for the source to the 
kth relay link, if we denote it as pl for K = N and p" for 
K = 1, it can be shown that 
\ 
mill (ph) 	min ,p
mJ) 
	Pc'. 	(16) 
Therefore, we have the following: 
min (C'1,. . ,C") <mm 
(17) 
Combining (17) and (15), we thus complete the proof. 	U 
From the above analysis we have shown that for the signal 
combining techniques discussed in the paper, the network 
capacity will be lower bounded by that of N relay channels 
each with single antenna, and upper bounded by that of a 
15 	-+- KK 3,m=2 
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(b) Ergodic capacity 
Fig. 2. Capacity of single MIMO relay channels for different number of 
relays K, while each relay is deployed with in antennas. (a) 10% outage 
capacity. (b) Ergodic capacity. 
single relay channel with N antennas. This means that even 
there are more relays, the increased "equal gain combining" 
gain at the destination can not compensate for the loss of 
maximum ratio combining gain at the relay and the destination 
when numbers of antennas at each relay are reduced. 
V. SIMULATION RESULTS 
We calculate the both ergodic capacity and 10% outage 
capacity (in bits per channel use) for 1000 channel realizations 
regarding different values of i, denoted as P in the figures. In 
this simulation example we assume that the distance between 
source and destination is normalized. The relays are uniformly 
and randomly located in the middle region between the source 
and relays. Therefore xk is set to 0.5. We assume the total 
number of antennas at relays (N) is 6 and we also assume 
that all K relays have the same number of antennas rn. 
Fig. 2 shows the capacity performance. We can see that for 
different (K, m), the capacity is always upper bounded by 
(1, 6) and lower bounded by (6, 1). These results verify the 
analysis made in this paper. Furthermore, we can see through 
the simulation that larger m and small K might give larger 
benefit, since larger rn allows more freedom of cooperation Next we prove that p' > pi 	For simplicity, we denote 
among the antennas at each relay. Therefore when rn reaches 
N (K reduces to 1), full cooperation are made among all the 
m 
ak 	:i: 9i,k12 	 (23) antennas to give rise to the best performance. 
i=1 
VI. CONCLUSIONS in equation (11) and (13). Then p 	- p 	can be written as 
In this paper we analyze the performance of multiple / K 	 K 
relay channels when multiple antennas are deployed only - 7) 	 ___________ p—p 	- 	
( 	
(N - Ink) ak 
- 	 i V'mimiaiai) at relays. We apply antenna diversity techniques at relays \k1 	 i,j=1i14j 
which are known as maximum ratio combining and transmit (24) 
beamforming. We show that with K relays the network can be Note the constraint by (1) in section II, we have the following: 
decomposed into K diversity channels each with a different 
channel gain, while the signals can be effectively combined at 
K 
(N - Ink) = 	 m1. 	 (25) the destination. If we assume that the total number of antennas 
at all relays are fixed to N and total transmit power at all relays 
i=1,ik 
are normalized, the network capacity will be lower bounded by Putting (25) into (24), we have the following: 
that of N relay channels each with single antenna, and upper / K 	K 	 K 
bounded by that of single relay channels with N antennas. 
	
N 	rn j _ 71 
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APPENDIX 
k=1 i=1,i5k 	 i,j=1;ij 
PROOF OF Lemma ' 
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Note the following: 
We firstly prove that p1 	p. We write the following K 	K 	 K 
ma = 	 (ma) 
K(F k 	
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Abstract—In this paper we discuss the outage capacity of 
multihop networks employing terminals with multiple antennas. 
We discuss the performance of several novel relaying config-
urations and signalling algorithms for either limited feedback 
or non-feedback channels. Three relaying types are considered, 
namely analogue relaying, digital relaying and hybrid relaying. We 
find that digital selective relaying outperforms all other relaying 
configurations considered here while requiring the highest sig-
nalling overhead. The matched filter based hybrid relaying scheme 
appears to be a good suboptimum choice for its good performance 
and low signalling overhead in the multiple relay scenario. We 
also find that for hybrid relaying schemes, the MMSE algorithm, 
which is usually applied in conventional MIMO systems, might 
not give effective performance improvement when it is applied 
at relays. 
I. INTRODUCTION 
The use of multiple antennas at both ends of a wireless 
link, called multiple-input multiple-output (MIMO) technol-
ogy, promises significant improvements in terms of spectral 
efficiency and link reliability through spatial multiplexing [1] 
and space-time coding [2], respectively. A lot of research 
has been conducted on point-to-point MIMO links in the last 
decade [3]. Recently, capacity limits of MIMO channels in 
a multi-user or network context has also been theoretically 
studied. Some important results on MIMO broadcast and 
multiple-access channels can be found in [4] [51 [6]. In the 
mean time, deploying MIMO techniques into ad hoc [7] 
or multihop cellular networks (MCNs) [8] has also come 
under consideration. In [9],[10], the impact of so-called virtual 
antenna arrays or cooperative diversity schemes, which mimic 
the performance advantages of MIMO systems by exploiting 
the spatial diversity of the wireless channel, have been studied. 
More recently, the first quantitative capacity results for a 
Time-Division-Multiple-Access (TDMA) based MIMO relay 
network has been reported in [11], where every terminal in 
the network model is equipped with multiple antennas. 
So far the work on the capacity of MIMO multi-user 
or relay channels is mainly done based on an information-
theoretic point of view. However, in wireless networks, a 
desirable goal is to develop suboptimal, but more practical, 
approaches for routing and signal processing. In this paper 
we discuss the practical capacity performance of MIMO relay 
channels using different routing and relaying schemes. We 
focus on MIMO spatial multiplexing systems where streams 
of independent data are transmitted over different antennas. 
We develop and compare different algorithms based on either 
limited feedback or non-feedback of channel state information 
(CSI). Three relay types are considered in the paper. The first 
two kinds are the well known: analogue relaying, where the 
relays simply amplify the signals, and digital relaying where 
the relays decode, re-encode, and re-transmit the signals. We 
also propose a relaying type called hybrid relaying, in which 
the information from the source is filtered at each relay 
before retransmission. We will discuss the performance of 
several novel relaying and signalling algorithms based on these 
different channel conditions and relaying types. 
The reminder of the report is organized as follows. In 
Section II, the basic system model is introduced. Section 
III discusses the impact of different relay configurations on 
MIMO multihop channels where limited feedback exists. The 
non-feedback case is also briefly discussed in section IV. 
Section V analyzes the simulation results of all the algorithms 
developed in this paper. Concluding remarks and future topics 
will be found in Section VI. 
II. BASIC SYSTEM MODEL 
We develop a system model based on [11]. We consider a 
multihop network model with one source, one destination and 
K relays located randomly and independently in the middle 
region between source and destination. We ignore the direct 
link between the source and destination due to the large range. 
The data transmission is over two time slots using two hops. 
In the first time slot the relays communicate with the source. 
After processing the received signals, the relays then transmit 
the processed data to the destination during the second time 
slot while the source is silent. We also assume that total 
transmit power for source and relays are the same; it is equally 
distributed among the relays. 
We assume that each node in the network is equipped with 
M antennas. We restrict our discussion to the case where the 
channels are slow, frequency-flat fading with a block fading 
model. In the first transmission time slot, the source broadcasts 
the signals to all the relay terminals. The input/output relation 
for the source to the lcth relay is given by 
rj =\/Hks+nk = 11kS+flk 	 (1) 
where rk is M x 1 receive signal vector, Hk is the M x M 
channel transfer matrix from source to the kth relay, with each 
entry set to identically independent distributed (i.i.d) complex 
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Fig. 1. Basic system model of a MIMO two hop network 
Gaussian random variables with unit variance. The vector s is 
the M x 1 transmit signal vector with covariance matrix IM 
and flk is the M x 1 complex circular additive white Gaussian 
noise vector at relay k with covariance matrix or 
21M,  where 
'M is the M x M identity matrix. 
The factor ak is the average energy received at one antenna 
for the kth relay terminal over one symbol period. It may be 
written as: 
ak - PTx101° 	 (2) 
where PT denotes the transmit signal energy per transmit 
antenna from the source and x is the distance between the 
source and relay k. The scalar 'y denotes the path loss exponent 
(in this paper, always set to 4). The lognormal shadowing term, 
is a random variable with a normal distribution, mean 
of 0 dB and standard deviation 6 (dB). A value typical of 
shadowing deviations in urban cellular environments, 6 = 8 
dB is used. We assume that the relay terminals are located 
randomly and uniformly within the middle region between 
the source and destination so that Ok will be i.i.d.. If we 
normalized the range between the source and destination, x 
will be 0.5. 
All the relays process their received vector signal rk. As 
will be seen later in the paper, each relay k might send the 
post-processed signals to the destination using Nk out of M 
antennas (0 < Nk < M). In the situation where limited 
feedback exists between the source and relays, the source 
might choose the best P relays {R1 , 1R2,• . , lRp} out of all K 
relays to transmit (0 < P < K) while switching off the others. 
For all the above cases, the signal received at the destination 
terminal can be written as: 
P 	 P 
(3) 
i=1 	 i=1 
where 0Rj  is the average signal energy over one symbol period 
from relay Ri to the destination, which is given by 
oRi = PT (1 - xr, 10 10. 	 (4) 
The matrix Gy 1  is the corresponding M x Nn1  channel 
matrix with each entry set to i.i.d. complex Gaussian with unit 
variance, while Nn1  is the number of antennas transmitting 
during the second time slot from relay IR j. The transmit signal 
so that the total transmit power for the relays is the same as 
for the source. The expression E [x] represents the expectation 
operator and IxH denotes the Frobenius-norm of x. The vector 
z is the M x 1 complex circular additive white Gaussian 
noise at the destination with covariance matrix cr2I j1,j . This 
constraint implies that the more relays are used, the less 
transmit power will be allocated to each relay. If we set the 
bandwidth to 1 in a single hop network (e.g. a network without 
relay), then each hop has bandwidth 0.5 for a two hop network. 
Fig 1 summarizes the basic system model described above. 
III. MIMO MIJLTIHOP NETWORKS WITH LIMITED 
FEEDBACK 
In this section we discuss the relaying configurations in the 
multihop network when limited feedback is allowed from the 
receivers to the transmitters. We assume that the receivers 
obtain the CSI through the training sequence, and can feed 
the output signal to interference plus noise ratio (SINR) of 
the signals back to the transmitters periodically. We develop 
relaying algorithms based on analogue relaying, digital relay-
ing and hybrid relaying. 
A. Analogue Full Relaying (APR) 
In this simple analogue relaying scheme. the kth relay scales 
its received signal by: 
M 




to meet the constraint described by (5), then all K relays for-
ward the amplified signals to the destination. The input/output 
relation from the source to destination will be 





Thus we can treat the whole system as a point-to-point MIMO 
spatial multiplexing system with equivalent channel matrix V 
and noise vector ñ. We then apply the VBLAST-MMSE [1] 
algorithm to decode the signals at the destination. The MMSE 
weight matrix can be written as: 
WMMSE 	
H (E (nnH) 
 + H)1 
= 	
" ( ( 
	+ IM) + H) (8) 
We assume that the source can encode each signal to be sent 
at a rate equal to the Shannon capacity for the corresponding 
SINR fed back from the destination through the relays. So for 
each channel realization, the capacity (in bits per channel use) 
of the M x M MIMO link with the VBLAST-MMSE detector 
is now given by: 
Al 	 M 
CBLAST = Ci = 0.5 x 	1092 (1 + SINR). 	(9) 
Where Ci  denotes the Shannon capacity for each transmitted 
signal, SINRj  denotes the post-processing SINR obtained by 
the VBLAST-MMSE algorithm and the factor 0.5 denotes the 
bandwidth compared with that of single hop network. A more 
generalized form [12] based on the input/output relation can 
be written as: 
C = 0.5 x 1092 TM +
( P
2kGkG + IM) 
'J (1) 
where 11 denotes the matrix determinant. 
It can be seen from (10) that while the relays amplify the 
signals, they also amplify the receiver noise. The elements 
of the equivalent channel matrix might give rise to a low 
channel capacity when only a small number of relays are used 
because of the keyhole effect [13]. However, as the number of 
relays increase, this issue is likely to be overcome. It can be 
observed from equation (10) that for larger number of relays, 
the contribution of the equivalent MIMO channel V to the 
capacity becomes that of the average over all single K relay 
channels, where either "good" or "bad" relay channels are 
used. So we speculate that the capacity under this scheme 
will become constant for large number of relays. 
B. Digital Relaying (DR) 
In the following we develop three digital relaying schemes 
which exploit additional feedback information. 
1) Digital Selective Relaying (DSR): In the DSR scheme, 
the source selects the single best relay for which the highest 
throughput can be achieved. The capacity for each transmitted 
signal Sm through relay route k can be written as: 
Cm ,k = mm (Cmsrk , Cm,rk d) 	 (11) 
where Cm,rk is the capacity for Sm from source to the relay 
k and Cm,rk d from relay k to the destination. So the capacity 
of the M x M MIMO spatial multiplexing relay link through 
relay k might be written as: 
Ck = E Cm  k 	 (12) 
M=1 
The network capacity for DSR scheme is given by 
C= max (Cl,...,CK) 	 (13) 
This scheme exploits the spatial diversity of the MIMO 
relay network by selecting the optimum relay for transmission. 
However, it should be noted that in order to use this algorithm, 
the source must know not only the output SINRs at each 
relay, but also the output SINRs at the destination through 
each single relay route. So the signalling overhead for this 
configuration is very high as the number of relays increases. 
It might only be practical for a very slow fading environment. 
2) Digital MMSE Selective Relaying (DMSR): Unlike DSR, 
where relaying is restricted to a single relay, DMSR might 
use different relays to decode different signals sent by the 
source (i.e. the signals are decoded distributively among the 
relays). In DMSR, each relay first calculates the output SINR 
of each transmitted signal after performing the Linear-MMSE 
algorithm [14]. Then each relay feeds the SINRs of all the 
signals they received back to the source. For signal s, the 
source chooses relay lQj to decode and retransmit it using 
an arbitrary transmit antenna. Ri  is chosen by the following 
criterion. 
= 	max (m,) () 
where SINRm jj j is the SINR for signal s,, at relay lI. The 
destination then performs the VBLAST-MMSE algorithm to 
decode each signal. 
The complexity of this scheme is much lower than DSR 
because the source does not require knowledge of the output 
SINRs at the destination through each single relay route. The 
destination only has to feed the output SINRs back to the re-
lays to perform the VBLAST-MMSE algorithm. Although the 
linear-MMSE detector does not perform as well as VBLAST 
detector, the cooperative diversity of source to relay links is 
further exploited in DMSR comparing with DSR. However, the 
drawback of DMSR is that the spatial diversity from the relay 
to destination link is not exploited. It can be seen from (11) 
that the capacity of DMSR will always be upper bounded by 
the M x M point-to-point MIMO link formed by the relays and 
the destination. Considering this factor, we develop another 
digital relaying scheme using the transmit antenna selection 
technique at the relays to exploit the spatial diversity of the 
relay to destination channels. 
3) DMSR with Antenna Selection (DMSR-AS): We modify 
the DMSR technique so that the relays use the transmit 
antenna selection algorithm developed in [14]. For each relay 
chosen by DMSR algorithm, we select NR, of the total M 
transmit antennas that maximize the minimum column norm 
of the selected channel G,., to retransmit the signals, while 
N 	M. This means that we feed back to the relays the 
selected antennas and their corresponding SINRs. 
We can see that the advantage of this scheme is mainly 
decided by the number of antennas M at each relay. So 
for a small M, DMSR-AS might only result in a limited 
performance gain over DMSR schemes even when the number 
of relays is large. 
C. Hybrid Relaying (HR) 
In the hybrid relaying schemes, the relays only decode the 
training sequence from the source to obtain the full CSI, then 
filter the received signals based on the CSI without decoding 
them. After multiplying the signal vector by the filtering 
weight matrix, each relay then amplifies and forwards the 
filtered signals to the destination. The amplifying factor Pk 
for relay k is 




+ IIWTkII 	2  
where Wk is the weight matrix used for the kth relay. The 
system model and capacity for this scheme can be described 
by (7) and (10) replacing Gk by GkWk. In the following 
we propose two hybrid relaying configurations, named MMSE 
relaying and matched filter based relaying. 
MMSE Relaying (HR-MR): In this scheme, each relay 
performs MMSE filtering. The MMSE weight for the kth relay 
might be written as: 
Wk = 	(ükñ' + 2I M ) ' 	(16) 
The same approach as described in subsection Ill-A is used 
at the destination to detect the signals. This scheme offers 
the possibility of reconstructing the signals at the relays by 
making a tradeoff between noise amplification and interference 
suppression. 
Matched Filter Based Relaying (HR-MFR): In this 
scheme, each relay performs matched filtering. The weight 
matrix is given by: 
Wk = ftH 	 (17) 
Comparing with the MR-HR scheme, the transmit signals at 
the relays might be less separated. However, this scheme has 
the advantage of reducing the noise at the relays. 
IV. MIMO MULTIHOP NETWORK WITH No FEEDBACK 
All the analogue relaying and hybrid relaying schemes 
discussed in section III can be applied to non-feedback relay 
channels. However, the network capacity should be calculated 
differently for the VBLAST detector. As discussed in [14], 
when the CSI is not known at the transmitter, the Shannon 
capacity of the MIMO link for each symbol period is restricted 
by the worst stream during VBLAST detection. So the maxi-
mum achievable throughput for the multihop network is given 
by: 
CBLAST = 0.5 x M x 1092 (1 + SINRmin ) 	(18) 
while SINRmin  is the minimum post-processing SINR ob-
tained by the VBLAST-MMSE algorithm at the destination. 
In fact, the linear-MMSE detector might be a better choice 
than VBLAST detector considering the outage capacity for 
the low or medium SNR level [14]. However, we believe that 
for each relay scheme, the behavior of outage capacity for 
non-feedback channels considering different SNR or number 
of active relays will be almost identical to that for limited 
feedback channels. So the non-feedback case will not be 
discussed further in this paper. 
Fig. 2. Outage capacity of the MIMO two hop network with limited feedback, 
while every terminal is deployed with 4 antennas, the number of relays is I 
Fig. 3. Outage capacity of the MIMO two hop network with limited feedback, 
while every terminal is deployed with 4 antennas, the number of relays is 10 
V. SIMULATION RESULTS AND PERFORMANCE 
COMPARISON 
We consider a system model where the source, the relays 
and the destination each employ 4 antennas. We assume a 
slow fading environment where each channel realization lasts 
for a number of symbol periods so that the transmission and 
processing time for periodic training sequences and feedback 
can be ignored. We simulate and compare the 10% outage 
capacity of the MIMO multihop network. The SNR is defined 
as EP . Due to limited space we only give the simulation results 
for the limited feedback MIMO relay channels. 
It has been shown in [10] that relaying in single-input 
single-output (SISO) multihop networks will only bring ben-
efits given a low or medium level SNR. For a high SNR 
level, direct transmission will always be preferred due to 
the advantage of doubled bandwith comparing with relaying. 
The same conclusion can be made for the MIMO relay 
networks. Fig 2 shows the performance of different relay 
configurations for limited feedback relay channels with a 
single relay available. The NR scheme represents the no relay 
case, while at the destination the VBLAST-MMSE detector 
is used to decode the signal directly from the source. We 




Number 01 relays 
Fig. 4. Outage capacity of the MIMO two hop network with limited feedback, 
while every terminal is deployed with 4 antennas, the SNR is set to 0dB 
any capacity benefit for the MIMO network, When comparing 
the performance of different relaying configurations, we can 
see that digital relaying (dashed curve) outperforms all hybrid 
and analogue relaying schemes at the cost of the highest 
signalling overhead. Furthermore, it is interesting to see that 
hybrid relaying schemes do not give a desirable performance 
advantage over analogue relaying. For matched filter based 
relaying, it outperforms analogue relaying only for low SNR 
levels due to its capability of reducing the noise at the relay. 
However, when the SNR increases, its defect in correlating 
the signals becomes a dominant factor that limits the capacity 
performance. So it is not as good as analogue relaying. For 
MMSE relaying, although it can separate the signals at the 
relay, the signals undergo another MIMO channel from the 
relay to the destination, which make the signal suppression 
at the relay less effective than in a non-relay scenario. It 
performs the worst due to its noise amplification at the relay. 
At low SNR levels, the MMSE filter approximates the matched 
filter, so the two hybrid relaying schemes give the similar 
performance. 
Fig 3 shows the simulation results for 10 relay case. It can 
be seen that the relaying schemes outperforms non-relaying 
for a larger SNR region. Unlike the single relay case, the 
matched filter based relaying outperforms analogue relaying. 
This is because each relay might be considered as a scatterer 
in the network, as the number of relays increases the quality of 
effective point to point MIMO channels are improved, so the 
signals become less correlated at the destination. The advan-
tage of noise reduction dominates the capacity performance. 
MMSE relaying still performs worst. Thus, we conjecture that 
separating the co-channel interference might be not as effective 
as reducing the noise at the relays to increase the MIMO 
multihop network capacity. 
Fig 4 shows the capacity performance as the number of 
relays increase. We set the SNR to 0dB. It can be seen that 
except for DSR, all other relaying schemes give consistent 
capacity performance for large number of relays. Matched 
filter based relaying gives comparable performance to the 
two digital relaying schemes (DMSR and DMSR-AS) while  
requiring less signalling overhead. 
VI. CONCLUSIONS 
This paper has investigated different relay configurations 
for multihop networks where all terminals are equipped with 
multiple antennas. We find that no matter whether limited 
feedback exists or not, digital selective relaying performs the 
best. Matched filter based hybrid relaying can be a good 
suboptimal choice achieving similar performance to two other 
digital relaying schemes. For hybrid relaying schemes, re-
ducing noise at the relays appears to be more effective than 
spatially separating the signals in order to improve the whole 
network capacity. 
In this work, we assume only partial CSI at each transmitter. 
In the future, relaying configurations with full CSI at the 
transmitter will be considered. More specifically we plan 
to study further hybrid relaying and dirty paper coding [6] 
schemes to exploit the spatial nature of the relay channels. 
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