This paper presents a robust and rotation invariant local surface descriptor by encoding the position angles of neighboring points with a stable and unique local reference frame (LRF) into a 1D histogram. The whole procedure includes two stages: the first stage is to construct a unique LRF by performing eigenvalue decomposition on the covariance matrix formed using all the neighboring points on the local surface. On the second stage, the sphere support field of a key point was divided along the radius into several sphere shells which is similar with the Signature of Histograms OrienTations (SHOT). In each sphere shell, we calculate the cosine of the angles between the neighboring points and the x-axis, z-axis respectively to form two 1D histograms. Finally, all the 1D histograms were stitched together followed by a normalization to generate the local surface descriptor. Experiment results show that our proposed local feature descriptor is robust to noise and varying mesh-resolutions. Moreover, our local feature descriptor based 3D object recognition algorithm achieved a high average recognition rate of 98.9% on the whole UWA dataset.
INTRODUCTION
Three-dimensional object recognition is a fundamental problem in machine vision. Numerous applications have been developed depending on this technique, including bin picking 1 , service robot 2 and automation production 3 . The aim is to recognize the objects in a scene correctly and recover their poses. It is still a challenging task, owing to the following difficulties: noise, varying mesh decimation, occlusion and clutter of a target scene.
In the past two decades, many researchers focus on this problem and propose a number of algorithms for 3D object recognition. These algorithms can simply be classified into two categories: global feature based and local feature based methods. The former usually constructs a set of features by encoding the geometric properties of the entire 3D object, for example, the geometric 3D moments 4 , shape distribution 5 and spherical harmonics 6 . The global feature based algorithms achieved a good performance in shape retrieval applications. However, these algorithms need complete 3D models so that they cannot work well to deal with occlusion and clutter 7 . In contrast, the local feature based methods generate a set of features by encoding the properties of the local patch of key points which make them more robust to occlusion and clutter.
In local feature based algorithms, local feature descriptors play a crucial role in feature matching 8 . A good local feature descriptor usually should be highly descriptive and robust. To ensure accurate and efficient feature matching, the feature descriptors should also be computationally efficient and compact. For a local feature descriptor, an indispensable requirement is its invariance to rotation and translation 9 . Because objects in a scene may appear with arbitrary pose and can also be scanned from different orientations. In order to overcome this problem, some papers define a local reference axis (LRA) to make the local feature descriptor invariant to rotation and translation. For 13 descriptors use a more repeatable and robust LRF which was constructed using all the points on the local surface. However, the generation of RoPS descriptor is not computational efficient and the TriSI requires an additional Principle Component Analysis (PCA) compression to make the descriptor compact.
Motivated by these limitations, we propose a highly descriptive and robust local surface descriptor called Signature of Position Angles Histograms (SPAH). The SPAH is an improvement of SHOT descriptor. It employs a same LRF with RoPS and divides the sphere support of the feature point into several sphere shells. In each sphere shell, we calculate the cosine of the angles between neighboring points and the x-axis, z-axis respectively to form two 1D histograms. Finally, The SPAH descriptor is generated by stitching all the 1D histogram together followed by a normalization. The performance of our SPAH descriptor was rigorously tested and compared with a number of existing local surface descriptors and the results show that SPAH is more robust to noise and mesh resolution variations compared to others. The SPAH descriptor was further used for 3D rigid object recognition and was tested on the UWA Dataset 14 The rest of the paper is organized as follows: Section 2 describes the generation of the SPAH surface descriptor. Section 3 presents the performance of feature matching. Section 4 demonstrates the performance of 3D rigid object recognition. Section 5 concludes this paper.
SPAH SURFACE DESCRIPTOR

LRF Construction
Given a set of extracted 3D feature points 
The overall scatter matrix M of the local patch is then calculated as:
where the weights 1 i  and 2 i  are respectively defined as:
.
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Eigenvalue decomposition is then performed on the scatter matrix M to get three orthogonal eigenvectors 1 2 3 { , , } v v v . These three eigenvectors form the basis for the LRF. However, this LRF faces with a sign ambiguity issue. In order to eliminate the sign ambiguity, each eigenvector should point to the major direction of the scatter vectors (Eq. 2). Therefore, the sign of each eigenvector is defined from the sign of the inner product of the eigenvector and the scatter vectors. More details can be obtained in Ref. 7.
SPAH Generation
Given a feature point p and its associated LRF, we transform its entire sphere neighboring points into the LRF to achieve pose invariance. We use 12 ( ) { , , ..., } n S  pto present the transformed neighboring point set. The generation of the SPAH descriptor is as follows.
The sphere support field of feature point p is firstly divided along the radius into several shells. We use nbinR to present the number of shells. In each sphere shell, we find the neighboring points which belong to this shell and then calculate the angles between vector pq and x-axis, z-axis respectively.  presents the angle with z-axis and  is the angle with x-axis, which is shown in Fig. 1(a) . In order to accelerate the computation, we calculate the cosine of the angle which results an inner product of two normalized vectors. Using a similar strategy of SHOT to encode the cosine of normal angle, two 1D histograms are created by cosine  and cosine  , as shown in Fig. 1(b) . We do not consider yaxis because it is generated by cross product of x-axis and z-axis. We use nbinXZ to donate the length of each 1D histogram. Finally, we concatenate all the 1D histograms and divide the total number of the neighboring points to form our proposed SPAH descriptor of feature point p . Consequently, the length of our proposed SPAH descriptor is 2 nbinR nbinXZ 
PERFORMANCE OF THE SPAH DESCRIPTOR
The performance of our proposed SPAH feature descriptor was evaluated on the Bologna Dataset 12 with respect to different levels of noise, varying mesh resolutions. In these experiments, the SPAH descriptor was compared to several state-of-the-art feature descriptors. 
Dataset and Parameter Setting
The Bologna Dataset used in this paper includes 6 models and 45 scenes from the Stanford 3D Scanning Repository 12 . All models and a scene are shown in Fig. 2 . Each scene was synthetically built by randomly rotating and translating three to five models to create clutter and pose variances. In consequence, the ground truth rotations and translations between each model and its instances in the scene were known as a priori during the process of construction 7 .
The frequently used 1-Recall vs. Precision (RP) Curve 17 was adopted to evaluate the performance of each feature descriptor in this paper. Our SPAH feature descriptor was compared with three state-of-the-art feature descriptors, including Spin Image (SI), SHOT and RoPS.
We randomly selected 1000 feature points from each model to eliminate the effect of key point extraction. As for the scenes, we extracted 1000 n  corresponding feature points per scene ( n being the number of models present in the scene) using the ground truth transformations. Then, we extracted the different feature descriptors according to the above four mentioned methods respectively. The scene feature descriptors were finally matched against all model features to produce a RP Curve. We tuned the parameters for all the four feature description methods by a Tuning Dataset which contains the six models and their transformed versions (obtained by resampling to 1/4 of their original mesh resolution and adding 0.3mr Gaussian Noise). Note that, 'mr' denotes the average mesh resolution of the six models, which is used as the unit for metric parameters. The tuned parameter settings for all feature descriptors are shown in Table 1 . 
Robustness to Noise
In order to assess the robustness of our proposed SPAH descriptor with respect to noise, we added a Gaussian noise with increasing standard deviation of 0.1, 0.3, 0.5 and 0.7 mr to the scene data. The resulting RP Curves under different levels of noise data are presented in Fig. 3 .
It can be observed that the Spin Image descriptor achieved the best performance when noise is free. However, the performance of the Spin Image descriptor decreased sharply as the level of noise increased from 0.1mr to 0.7mr. The SHOT descriptor achieved a good performance with a low level of noise while performed bad with high level of noise (with a deviation of 0.5 and 0.7 mr). This is because Spin Image and SHOT descriptor use point normal which is sensitive to noise. The RoPS descriptor achieved a second best performance with different levels of noise. In contrast, our proposed SPAH descriptor is superior to the RoPS. Notably, the SPAH descriptor still obtained a high recall of about 0.7 together with a high precision of about 0.7 even with a high level noise (with a deviation of 0.7mr), which is shown in Fig. 3(e) . It indicates that our proposed SPAH descriptor is more robust and consistent in the presence of noise.
Robustness to Varying Mesh Resolution
In order to further evaluate the performance of the SPAH feature descriptor with respect to varying mesh resolutions, the noise free scene meshes were resampled down to 1/2, 1/4 and 1/8 of their original mesh resolution. The RP Curves under different levels of mesh resolution are given in Fig. 4 .
It was found that our SPAH feature descriptor outperformed all the other descriptors respect to varying mesh decimations. The SPAH descriptor achieved a high recall of about 0.96 under 1/2 mesh decimation which is shown in Fig. 4(a) . Specifically, SPAH obtained a precision more than 0.7 and a recall about 0.75 with 1/8 of original mesh resolution, whereas Spin Image obtained a precision around 0.4 and a recall around 0.4 with 1/8 of original mesh resolution, as shown in Fig. 4(c) . The RoPS descriptor also achieved the second best performance of the varying mesh decimations. Moreover, the length of our proposed SPAH descriptor is only 132 which is the shortest in all the four descriptors. This demonstrates that our SPAH feature descriptor is more compact and robust than the other three feature descriptors.
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PERFORMANCE OF 3D OBJECT RECOGNITION
In order to evaluate the performance of our SPAH descriptor further, we tested our SPAH based 3D object recognition algorithm on the UWA Dataset 14 . This dataset contains 5 models and 50 scenes.
Our 3D object recognition algorithm includes two stages: offline model features extraction and online recognition. During offline stage, we extract a set of keypoints using the ISS 11 methods from all models and compute the SPAH descriptors based on these points. All the model feature descriptors are indexed by a k-d tree structure to speed up feature matching. On the online recognition stage, we also use the similar method to extract keypoints and feature descriptors from a scene data. Then, the scene feature descriptors match against all the model feature descriptors using the k-d tree. We use a voting strategy to generate candidate models and transformation hypothesis according to the feature matching results. All the candidate models are then verified in turn by aligning them with the scene using a transformation hypothesis. An ICP 18 algorithm is performed to get a more accurate aligning following. If the mean square error (MSE) of the ICP aligning is less than a threshold, the candidate model and its associated transformation hypothesis will be accepted. Otherwise, the transformation hypothesis will be rejected and the next one is verified in turn. Subsequently, the scene points corresponding to an accepted model are recognized and segmented.
We used the same data and experimental setup as in Ref. 15 and 16 to achieve a rigorous comparison to other five famous feature descriptors. The recognition rates of our SPAH base method are shown in Fig. 5 It can be observed that our method outperformed the other five descriptors. The average recognition rate of our SPAH based algorithm was 98.9%. That is, only two out of the 188 objects in the 50 scenes were not correctly recognized. The second best results were produced by TriSI based method with an average recognition rate of 98.4%. They are followed by EM, Tensor, VD-LSD and Spin Image based methods. It indicates that our SPAH descriptor is also robust to occlusion. 
CONCLUSION
In this paper, we proposed a compact and distinctive SPAH local descriptor. We evaluated the descriptiveness and robustness of our SPAH descriptor on the Bologna dataset with different levels of noise and mesh decimation. We compared our SPAH descriptor with several existing superior local feature descriptors. The experimental results show that our SPAH is more robust to noise and varying mesh decimations than the other descriptors. Moreover, we tested our SPAH descriptor on 3D rigid object recognition and it outperformed the state-of-the-art feature descriptors based algorithms on the UWA dataset. Overall, our SPAH based method is robust to noise, occlusion and varying mesh resolutions.
