Abstract. We apply the method of [7] to compute the Stokes matrices of the unramified non-resonant confluent hypergeometric differential equation in terms of its coefficients. We obtain a different presentation than the one in Duval-Mitschi's work. We discuss the ambiguity of the presentation of the Stokes matrices regarding different choices and show that both results are equivalent.
Introduction
The classical subject of hypergeometric functions and their differential equations on the Riemann sphere provides a rich and fascinating history, starting with Carl Friedrich Gauß' hypergeometric function 2 F 1 , Leonard Euler's recognition of the latter as a solution of a meromorphic differential equation on the complex plane, its generalizations q F p and Bernhard Riemann's approach to these kind of functions by studying their monodromy properties (in the words of Felix Klein in his lecture notes [14] based on his course in Göttingen, 1893/94, (p.118): "Riemann untersucht die Funktionen immer, indem er ihre definierenden Eigenschaften an die Spitze stellt und alles weitere, insbesondere die Formeln, welche für diese Funktionen gelten, aus diesen Eigenschaften ableitet." 1 Klein explicitly expresses the understanding of Riemann's treatise as one of the aims of his lectures, in his own words an intricate task 1 "Riemann studies the functions by putting the highest priority to their properties and deducing everything else, in particular formulae which hold for these functions, from these properties." ). More recently, the hypergeometric equations have been studied as explicit examples of meromorphic differential equations with possibly irregular singularities (in the confluent case) providing analogies to wild ramification phenomena in the theory ofadic sheaves. In the notation of Katz, the hypergeometric equation for the parameters α ∈ C n , β ∈ C m and ρ ∈ C × is defined as
where z is the complex coordinate. Nicholas Katz presented with [13] a vast investigation of these equations from the point of view of D-module theory -one of his main goals being the understanding of the associated differential Galois group, its analogies to the -adic world and applications to exponential sums over finite fields. In a generic situation (regarding the parameters), these equations are irreducible and even rigid (see [3] ).
Lately, there has been interest in the hypergeometric equation (0.1) regarding Hodge theoretic properties. If n = m, the equation (0.1) has regular singularities at {0, ρ, ∞}. If n > m, the singularities are {0, ∞} and z = ∞ is an irregular singularity. In the regular singular case, there are results by R. Fedorov [10] on the Hodge numbers of a natural variation of Hodge structures it underlies. In the irregular case, assuming the parameters are real, there is an underlying irregular Hodge structure in the sense of C. Sabbah [17] . The corresponding irregular Hodge numbers are determined by C. Sabbah and D-J. Yu [16] -special cases had been obtained before by A. Castaño Domínguez, Th. Reichelt and Ch. Sevenheck ( [4] , [5] ).
In this article, we want to investigate on the Stokes phenomenon of the confluent hypergeometric equation for n > m at infinity. Since z = ∞ is an irregular singular point of (0.1), the local isomorphism class of the equation there is determined by its Stokes structure in the sense of P. Deligne and B. Malgrange (see [15] ). It is wellknown ( [13] ), that the slopes at infinity are 0 and 1/d with d := n − m. Hence, the pull-back with respect to the ramification map y → y d = z has slopes 0 and 1. The general theory ( [15] , [1] ) yields that the Stokes structure of the latter can be encoded in two complex matrices S + , S − (the Stokes matrices defined as the transition matrices of asymptotic solutions in two sectors of width π + ε centered at z = ∞), one of them upper, the other lower triangular. The explicit presentation of these matrices involves several choices. The Stokes matrices of the original equation can be deduced from the one of the pull-back by studying the effect of multiplication with a d th root of unity.
These Stokes matrices for Hyp −1 (α ; β) have already been computed directly according to their definition (and therefore by producing the asymptotic solutions of (0.1) explicitly) by A. Duval and C. Mitschi in [9] . Their result includes the values of the Gamma-function on certain combinations of the parameters. The authors do not address the question of ambiguity of the Stokes matrices but they fix the choices made in the procedure -the given basis of formal solutions and their asymptotic lifts produced by standard methods.
We propose a different way to obtain the Stokes matrices of (0.1) in the generic case. For sake of brevity, we concentrate on the unramified case n = m − 1. Our method is based on the the result of A. D'Agnolo, G. Morando, C. Sabbah and the author in [7] in combination with a Theorem by N. Katz. The latter represents the confluent case as the Fourier transform of a non-confluent one. The result of [7] gives the Stokes matrices of the Fourier transform of a regular singular D-module on the affine line, once the associated perverse sheaf of solutions is sufficiently known. More precisely, this perverse sheaf can be described by its quiver (an object of linear algebra) and [7] directly gives a formula for the Stokes matrices in terms of the quiver.
Usually, a major difficulty in determining the quiver of the perverse sheaf of solutions of a regular singular D-module lies in the fact that the information on the global monodromy of the local system of solutions away from the singularities is needed. The latter can be computed by solving the equation locally and studying its analytic continuation along paths -a difficult task. In the case of the (regular singular) hypergeomteric equation, under a non-resonance condition (Assumption 1.5 below), there is a beautiful observation due to Levelt (about which we learnt from its application in the work of F. Beukers and G. Heckman on the monodromy of the hypergeometric equation). We know that the local system is rigid, hence its global monodromy as a representation of the fundamental group is determined (up to conjugation) by the (conjugacy classes of) the individual local monodromies. A priori, this knowledge alone does not allow to determine the global monodromies explicitly from the local ones. Levelt's Lemma (Lemma 3.7 below), which is an easy exercise in linear algebra, however produces such an explicit representation in the case of the regular singular hypergeometric equation. Since the non-resonance condition involves that the equation is irreducible, we know that the perverse sheaf is the middle extension of the local system and therefore, we can determine its quiver.
Our main result is the computation of the Stokes matrices for Hyp ρ (α ; β) in Theorem 4.2 for generic α, β (see Assumption 1.5) and any ρ ∈ C × . Writing
the result reads as follows:
The entries of the matrices are products and quotients of differences of eigenvalues of the local monodromies. In our representation, no Gamma-function appears. In particular, we see that the Stokes matrices can be represented by S + , S − with entries in the field Q(e 2πiα , e 2πiβ ). We discuss the question of ambiguity in the presentation of the Stokes matrices in section 2.2. In the final section, we apply these considerations and prove that our result is equivalent with the one by Duval-Mitschi in the common cases.
Umramified confluent hypergeometric systems
Let z denote the coordinate in A 1 and D := C[z] ∂ z the Weil algebra. Let α = (α 1 , . . . , α n ) ∈ C n and β = (β 1 , . . . , β m ) ∈ C m be fixed parameters. Furthermore, let σ ∈ C × . We want to study hypergeometric differential operator
We denote by H ρ (α ; β) := D/DHyp ρ (α ; β) the corresponding module over the Weil algebra. It defines an algebraic D-module on the multiplicative group G m which we denote with the same symbol. If ρ = 1, we omit the subscript.
The following are well-known facts (e.g. [13] ):
(1) For n = m, the singularities of H ρ (α ; β) are {0, ρ, ∞}, and the module is regular singular at each of them. (2) For n = m -the confluent case -the singularities are {0, ∞}. If n > m, the module is regular singular at 0 and irregular singular at ∞. For n < m, the opposite is true. (3) Let us consider the confluent case with n > m. Then, the irregular singularity at ∞ is ramified of order d. We will restrict our attention to the case n > m and later to the unramified case n = m + 1. We will make use of the following Theorem due to N. Katz describing the confluent case in terms of the Fourier transform of a non-confluent hypergeometric system. Let us introduce some notation first. We denote by j : G m − → A 1 the inclusion. Recall that j ! * denotes the middle extension functor for D-modules (cp. [13, 2.9] ). Let A 1 be the 'dual' affine line which we endow with the coordinate t. The Fourier transform of a 
Note, that the hypergeometric module on the right hand side is of type (n, n), hence regular singular at 0, σ : In this article, we will consider the unramified case for generic parameters such that Katz's Theorem holds. Assumption 1.5. We assume that m = n − 1, (α ; β) are non-resonant, α i ∈ Z for all i = 1, . . . , n and β j ∈ Z for all j = 1, . . . , n − 1. Futhermore, β j − β k ∈ Z for all j = k. We will call the parameters satisfying this assumption to be generic.
Note that α = (α 1 , . . . , α n ) and β = (β 1 , . . . , β n−1 ). Katz's Theorem then tells us that
We will use (1.1) for our computation of the Stokes matrices at infinity of the left hand side.
Remark 1.6. By the stationary phase result of Bloch-Esnault [3] and Garcia-Lopez [11] , we deduce from (1.1) that the exponential factors in the formal decomposition (Levelt-Turrittin decomposition) of H ρ (α ; β) at z = ∞ are 1 = e 0z and e ρ −1 z determined by the singularities of its regular singular inverse Fourier transform.
Stokes matrices
The local isomorphism class of H ρ (α ; β) at infinity can be described by Stokes matrices (sometimes called Stokes multipliers). We shortly recall their definition and the approach used in [7] based on D'Agnolo-Kashiwara's Riemann-Hilbert correspondence.
2.1. Definition of the Stokes matrices. Usually the local classification proceeds as follows. After formal completion (and ramification of the coordinate), the connection is isomorphic to a direct sum of elementary exponential connections twisted by regular singular connections. In the case of M = H ρ (α ; β), we get (see Remark 1.6)
where E σz is the rank one connection ∇ = d − d(σz) (with solution e σz ) and R j is regular singular. We will write σ := ρ −1 . Choosing a nearby point x = ∞, each R j is uniquely determined (up to isomorphism) by the stalk Ψ j := Sol(R j ) x of its solutions sheaf at x and the monodromy T j . The linear isomorphism T 0 ⊕ T σ ∈ Aut(R 0 ⊕ R σ ) consisting of the diagonal blocks is the formal monodromy of M .
As a second step, one considers formal solutions of M using (2.1) and looks for asymptotic lifts (following the work of Hukuhara, Malgrange and Sibuya). Asymptotic lifts exist on sectors of width π + ε (Balser, Jurkhat, Lutz). The Stokes matrices are then by definition the transition matrices of the asymptotic solutions on the intersection of the sectors -see for example Definition 3.4 of [9] .
Remark 2.1. The definition of the Stokes matrices (as e.g. in [9] , [6] ) hinted on above requires several choices. Usually, the question of ambiguity is not addressed. The reason is that in the situations under consideration, there are standard constructions for the formal solutions and standard procedures to produce asymptotic lifts (Borel (multi-)summation method). Additionally, the formal monodromy usually is separated from the Stokes matrices and the latter are then required to have the identities along the block diagonal. We will come back to this in subsection 5.1.
In [8] , A. D'Agnolo and M. Kashiwara introduce the category of enhanced indsheaves and prove a Riemann-Hilbert correspondence for holonomic D-modules in any dimension. In [8, 9.6] , they describe how the Stokes matrices are encoded in the enhanced ind-solution sheaf. The Stokes matrices then are defined to be the transition matrices of the associated enhanced solutions sheaves on the sectors.
The result of [7] on which our computations will rely takes up this point of view. Let π :
is the enhanced solutions ind-sheaf of M (see [8] ), the formal decomposition and the asymptotic lifting property induce isomorphisms
, where this lifts exist. Here E σz := Sol E (E σz ) is the enhanced solutions sheaf of the exponential connection and the same holds for E 0 (which is equal to C E A 1 in the notation of [8] ). The choice of the sectors and orientation is encoded in [7] by a fixed pair α, β ∈ C × such that
Convention 2.2. We fix α := i · σ and β := σ −1 .
According to [7] , we consider the (closed) sectors
If we write h ±β := ±R >0 β for the half-lines with direction ±β, we have
We have both isomorphisms over the intersections and hence we can define the transition isomorphisms as
According to [8, 9.8 ] (see also [7, Lemma 5.2] ) for any c, d ∈ C and vector spaces Ψ c and Ψ d , we have
(similarly for −β instead of β) and
is the subspace of block diagonal matrices. In particular, the isomorphisms (2.3) are unique up to base-change by block-diagonal matrices in t. Let V := Ψ 0 ⊕ Ψ σ and let us denote by End ± (V) the subspace of upper/lower block triangular matrices. We have the isomorphisms
Definition 2.3. The Stokes matrices of H ρ (α ; β) at z = ∞ are the linear maps
Choosing basis for V = Ψ 0 ⊕ Ψ σ yields matrices S ± ∈ C n×n with S + being upper and S − lower block triangular. Again σ := ρ −1 .
Remark 2.4. In (2.4), both Stokes matrices are defined as the transition from the solutions over H α to H −α -see Figure 3 . The topological monodromy is the product
Ambiguity of Stokes matrices.
Definition 2.5. We fix the formal model attached to H ρ (α ; β):
with σ = ρ −1 and where the regular singular connetions are determined by the formal monodromy (which we give explicitly below) R 0
denotes the set of local isomorphism classes of germs of meromorphic
gives rise to its pair of Stokes matrices S ± . We choose basis for Ψ j and read them as matrices in GL n (C). Let r 0 := dim(Ψ 0 ) and r σ := dim(Ψ σ ) -later we will see that r 0 = n − 1 and r σ = 1. Accordingly, we read the matrices in GL n (C) as composed into blocks:
For S ∈ GL n (C), we denote by
be the invertible block diagonal matrices,
denote the block upper/lower triangular matrices. Definition 2.6. We define the following equivalence relation on U 0,σ × L 0,σ to be
Let St 0,σ denote the set of equivalence classes
and let us write [S + , S − ] ∈ St 0,σ for the class represented by (S + , S − ).
Clearly, the equivalence relation corresponds to the ambiguity in the choice of trivializations on the sectors as in (2.3) (due to (2.5)) and in the choice of a basis for Ψ 0 and Ψ σ . The local classification thus can be stated as follows.
Proposition 2.7. In the situation above (including fixing (α, β)), the map
is a bijection.
3. Quiver associated to the perverse sheaf of the regular singular system 3.1. The quiver of the solution sheaf. Let α = (α 1 , . . . , α n ) and β = (β 1 , . . . , β m ) be generic with d = n − m = 1. Let Σ := {0, σ} ⊂ A 1 . Due to Katz's Theorem 1.3, we are lead to consider the regular singular hypergeometric system H σ (γ ; η) with The solutions of H σ (γ ; η) are a perverse sheaf on G m and we define
a perverse sheaf on A 1 with singularities in Σ. We quickly recall the description of such perverse sheaves in terms of quivers as in [7, §4] . The description depends on a fixed pair α, β ∈ C × above (2.2). It induces the ordering c < β c ⇐⇒ Re(cβ) < Re(c β). For each c ∈ Σ, we define c := c + R ≥0 α and As in [7] , consider the strips 
Note that these definitions do not depend on β, but the following construction of the canonical and variation maps does. If L := F | U denotes the associated local system on U := G m {1}, it is easily seen that
. Let us fix an isomorphism between the local and the global nearby cycles. To this end consider the short exact sequences (using the notation
c produce no cohomology with compact support for any F ∈ Perv Σ -in the notion of [7] , they are Σ-negligible. Therefore, we obtain the isomorphisms
Now, the local version of the canonical morphism
is induced by the canonical inclusion. It defines the global canonical map
The exact squences
give rise to the morphism and isomorphism (since (A
As with the map u c , there is a local variant
For any F ∈ Perv Σ (A 1 ), the quiver of F is defined to be A subobject of the quiver Q(F ) of F supported on Σ is of the form 
with surjective f c (Lemma 3.3 (2)). In particular, for any x ∈ Ψ(F ), we know that
Therefore, if u c is surjective, we deduce from the surjectivity of f c that V c = 0.
On the other hand side, if one of the u c is not surjective, we can choose V c := Φ c (F )/ im(u c ) and get a non-trivial quotient object. Therefore, Q(F ) does not admit any non-trivial quotient supported on Σ if and only if u 0 and u σ are surjective.
If we now assume, that v c are injective and u c surjective, we have the isomorphism of quivers Due to the irreducibility, we know that the perverse sheaf of solutions is its own middle extension at σ. We deduce the following result Proposition 3.6. Let γ = (γ 1 , . . . , γ n ) and η = (η 1 , . . . , η n ) be non-resonant. The quiver of the perverse sheaf
where T c is the monodromy of the local system of solutions around c and ι c are the inclusions.
3.2.
Monodromy of the regular singular hypergeometric system. We now recall the results of Beukers-Heckman on the (global) monodoromy of an irreducible regular singular hypergeometric system. We pick up the notation from the last section. In particular, we denote by H the perverse sheaf on A 1 given by the solutions of j ! * H σ (γ ; η) for some non-resonant parameters γ, η ∈ C n . Let us take a closer look at the (global) monodromy operators
recalling results from [7, 4.2] . To this end, let us fix a base-point b c in 
For a perverse sheaf F , we have i
L bc and the isomorphism this isomorphism intertwines the local topological monodromy T top cc and T cc = 1 − v cc • u cc , see Lemma 4.10 in [7] . In summary, we get
for c ∈ Σ = {0, σ}. Let us define
Up to conjugation, this operator corresponds to the local monodromy around ∞.
The fundamental group π 1 (P 1 {0, 1, ∞}, b) is generated by the homotopy classes g σ of simple loops (counter-clockwise) around the singularities c = 0, σ, ∞ starting at a base-point b as in the Figure 2 . We choose the loops such that
If we denote by h c the monodromy induced by analytic continuation along g cwhich is of course conjugate to T c above , the representation map
is an anti-homomorphism if we write the composition in the fundamental group in the "standard" way (g 0 g σ meaning g 0 first, g σ second) -note that Beukers-Heckmann use Figure 2 . The generators of the fundamental group).
the opposite group multiplication in order to have a group homomorphism instead of an anti-homomorphism. In the standard notation, we have the homotopy relation g 0 g σ g ∞ 1, which leads to the monodromy relation The last line is of particular interest, since it reflects the fact that there are (n − 1) linear independent holomorphic solutions of Hyp σ (γ ; η) around c = σ. This is usually referred to as a Theorem of Pochhammer.
In particular, T σ is a pseudo-reflection, i.e. rank(1 − T σ ) = 1, for generic γ, η. Now, there is the following beautiful observation due to Levelt (cp. [2, Theorem 3.5]). To facilitate its statement, let us introduce some notations first. For a given a ∈ C n , let
denote the coefficients of the polynomials with the given roots. We will use the notation
for the corresponding companion matrix. Comp(a 1 , . . . , a n ) ∈ GL n (C) and
Proof. For readability reasons, we repeat the proof from [2] . Note first, that due to the assumptions, Comp(a)•Comp(b) −1 is a pseudo-reflection since
Now, consider the (n − 1)-dimensional subspace W := ker(A − B). Define is a pseudo-reflection.
Corollary 3.8. Let γ, η be non-resonant and H be the perverse sheaf
Then there is an isomorphism ϕ :
Let us introduce the following notation for a given γ:
If we denote by
the coefficients of the polynomials, we get
. . .
Explicit presentation of the quiver. Summing up the results of the pervious subsections, we obtain the following.
Proposition 3.9. For non-resonant (γ, η), the perverse sheaf of solutions of H σ (γ ; η) is (up to isomorphism of quivers) given by
We want to give two explicit representatives of the isomorphism class of this quiver, which we call the companion representative and the diagonalized representative respectively.
Assumption 3.10. We assume that 1 is an eigenvalue of C(γ), and we let γ n = 1. For the coefficients of the characterisitc polynomial, this yields
Additionally, we assume that γ i − γ j ∈ Z for i = j.
In the following, we will make this assumption (which holds for (3.1) and generic α, β) and we will write γ = (γ , 1) with γ := (γ 1 , . . . , γ n−1 ) .
3.3.1.
The companion representative. Since
we obtain under Assumption 3.10 that im(1 − C(γ)) = {x ∈ C n | n i=1 x i = 0}. We choose the basis (e 1 − e 2 , e 2 − e 3 , . . . , e n−1 − e n ) (with e i the standard basis vector of C n ) and denote by
the corresponding isomorphisms sending the standard basis to the latter. For the vanishing cycles at 1, we see that
and we fix the isomorphism
Elementary computations give the following.
Proposition 3.11. Under Assumption 3.10, we have the following isomorphism of quivers -the first line being the quiver of (3.7):
Remark 3.12.
(1) Due to Assumption 3.10, we have
(2) In order to better understand the entries of U 0 , let us observe that under Assumption 3.10, we have
hence the second factor equals n−1 j=1 (X − exp(2πiγ j )). We deduce the following formula which will be useful in the next section:
where we recall that γ = (γ , 1).
3.3.2.
The diagonalized representative. Due to Remark 3.12 (2), we know that, γ being generic, the map 1 − U 0 V 0 ∈ GL n−1 (C) is diagonalizable with eigenvalues exp(2πiγ 1 ), . . . , exp(2πiγ n−1 ). Since usually in the literature, the Stokes matrices are given with diagonal blocks in the diagonal, we want to give another representative of the isomorphism class of the quiver (3.7) leading to such a form of Stokes matrices in the following section. We still assume 3.10 and write γ = (γ , 1). Let H ∈ GL n (C) be a base change such that
There is some ambiguity for H and we want to make an explicit choice in the following. By (3.10), we see that (recall that we assume generic parameters) (1) the j th column of H −1 is an eigenvectors for the multiplication by C(γ) from the left, (2) the j th row of H is an eigenvectors for the multiplication by C(γ) from the right, in both cases for the eigenvalue exp(2πiγ j ) =: λ j .
Recall that χ C (X) = X n + C 1 X n−1 + . . . + C n−1 X + C n is the characteristic polynomial of C(γ). Now, the vector
is an eigenvector as in (1) . Hence,
is a possible choice for (3.10). Considering the eigenvector problem for the multiplication by C(γ) from the right, we see that
is an eigenvector for the eigenvalue λ j = exp(2πiγ j ). We get another solution for (3.10), namely the van-der-Monde matrix (3.11)
We will choose this isomorphism in the following. Due to our genericity assumption, the eigenspaces considered are one-dimensional. Hence, we know a priori, that
is the value of the derivative of χ C (X) at λ j . We deduce (3.12)
In particular, if we denote by (h 1 , . . . , h n ) the last row of H −1 , we get
We use H as defined above in order to get the following representation of the quiver. Note, that the restriction of H to im(1 − C(γ)) induces an isomorphism
We let ϕ 1 be as in (3.9). We then obtain the following.
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Proposition 3.13. Under Assumption 3.10, we have the following isomorphism of quivers:
Proof. The statements on U 0 and V 0 are obvious by (3.10). Let us write D := diag(e 2πiγ ). We have
. . , e −2πiγn h n with (h 1 , . . . , h n ) being the last row of H −1 as in (3.13) and the claim on U σ follows. Additionally, due to the shape of H as in (3.11) we see that the i th row of the vector H · t (E n , . . . , E 1 ) reads
Similarily, since e 2πiγi are the roots of χ C (X), we get
Consequently, we ave
completing the proof.
The Stokes matrices
In this section, we want to compute the Stokes matrices for the (unramified) confluent hypergeometric system H ρ (α ; β) with α = (α 1 , . . . , α n ) and β = (β 1 , . . . , β n−1 ) under the genericity Assumption 1.5. Due to Katz's result (1.1) j * H ρ (α ; β) F j ! * H ρ −1 (1, −β ; −α) , we are led to apply the previous results to the regular singular hypergeometric system H σ (γ ; η) with (4.1) γ := (−β, 1) , η := −α and σ := ρ −1 .
Note that Assumption 3.10 is satisfied. Let F be the perverse sheaf of solutions of H σ (γ ; η). After fixing (α:=iσ, β :=σ −1 ), we associate to it the quiver
be the Fourier transform of R. Due to [7] , the local isomorphism class of M at ∞ is represented by the Stokes matrices
both of them being understood as linear maps
Choosing basis for the vector spaces involved gives actual matrices with complex coefficients. The choice of the basis does not change the equivalence class of the pair and we can slightly abuse notation and write
for this class. We apply this to the quiver (3.7) of Proposition 3.9. To obtain explicit matrices, we consider the isomorphic quivers given in Proposition 3.11 and Proposition 3.13 respectively.
4.1. The companion representation. We get the following result Theorem 4.1. Let α := (α 1 , . . . , α n ) and β := (β 1 , . . . , β n−1 ) be generic and consider the polynomials
With the choice of α = iσ and β = σ −1 as base direction and orientation, the equivalence class of Stokes matrices for the hypergeometric system H ρ (α ; β) at infinity is represented by the pair
Proof. We use the companion representation of the quiver given in Proposition 3.11 for γ, η as in (4.1). The statement then is an easy computation.
The diagonal representation.
The following is the main result of this article.
Theorem 4.2. Let α := (α 1 , . . . , α n ) and β := (β 1 , . . . , β n−1 ) be generic and consider the polynomials
where x = t (x 1 , . . . , x n−1 ), y = (y 1 , . . . , y n−1 ) with
Remark 4.3. Before giving the proof, let us complement the statement by recalling that the Levelt-Turrittin decomposition of H ρ (α ; β) at z = ∞ reads
with regular singular modules of rank rank(R 0 ) = n − 1 and rank(R 1 ) = 1, both determined by the formal monodromy. These data together with S ± determine the local isomorphism class of the connection at z = ∞ completely.
Proof. We consider the diagonal representation of the quiver as in Proposition 3.13 for γ, η as in (4.1) in order to compute
The claim about 1 − U 0 V 0 , x = U 0 V 1 and y = −U 1 V 0 are obvious from (3.15) . It remains to compute 1 − U 1 V 1 . The easiest way is to use the direct definition of the maps as in the quiver (3.15), where we return to the notation
We obtain
. .
Due to (4.1), we have
Remark 4.4. Though very elementary, let us write down the explicit formulae
Let us emphasis that the representation in Theorem 4.2 contains only products and quotients of differences of the eigenvalues e −2πiαj and e 2πiβj of the local monodromies or their inverses. In comparison to Duval-Mitschi's result, no Gamma-function appears. As a consequence, we obtain the Corollary 4.5. In the non-resonant unramified case (Assumtion 1.5), there is a presentation of the Stokes matrices for H ρ (α ; β) such that S + , S − are defined over Q(e 2πiα1 , . . . , e 2πiαn , e 2πiβ1 , . . . , e 2πiβn−1 ). In particular, if α j ∈ Q for j = 1, . . . , n and β j ∈ Q for j = 1, . . . , n − 1 and Assumption 1.5 is satisfied, then there is a presentation of the Stokes matrices such that S + , S − are defined over a cyclotomic field of finite degree over Q.
Comparison with Duval-Mitschi's Result
In [9] , the authors compute the Stokes matrices for confluent hypergeometric systems (even in the ramified and reducible case).
Remark 5.1. In order to compare our result with theirs, let us take a closer look at the situation and choices considered by Duval-Mitschi. Figure 3 . The sectors and "dircetions" of the Stokes matrices in Duval-Mitschi's (S Our result gives the following equivalence class, for which we produce representatives in (pre-)normal form.
Note that the first factor of S + is the formal monodromy:
. . , e 2πiβn−1 , e −2πiλ ).
In analogy to the presentation of Duval-Mitschi, we have to (1) separate the formal monodromy from the Stokes matrices and (2) consider the Stokes matrices in the same orientation (see Figure 3) as DuvalMitschi. Therefore, we come to the following describe the Stokes structure of Hyp −1 (α ; β) with respect to the same representation. They both have the identity matrices in the diagonal blocks.
Of course, we have to change the equivalence relation on the pair (S + , S − ) according to (5.1). In Definition 2.6, we gave the equivalence relation of pairs (S + , S − ). Note, that the diagonal blocks determine the formal monodromy (up to conjugation):
Obviously, each equivalence class has a representatvie (S + , S − ) such that the diagonal blocks are of the standard form we obtained above:
and S − = 1 n−1 0 * 1 .
If we now define S 0 :=(S − ) −1 and S 1 :=M −1 ∞ ·S + , we a pair of matrices with identities in the diagonal blocks.
Let us denote in analogy to (2.6):
0,σ := {S ∈ GL n (C) | S 0,σ = 0, S 0,0 = 1, S σ,σ = 1} denote the block upper/lower triangular matrices with identities in the diagonal. The equivalence relation on pairs after (5.1) and restricting to representatives with identities in the diagonal obviously reads as follows. 
for some A, B ∈ ∆ 0,σ .
Let us denote the equivalence classes by [S 0 , S 1 ] (1) .
Note, that the requirement that both pairs in the Definition above have identities in the diagonals induces a condition on the possible base-change isomorphisms A, B.
0,σ yields that B = A −1 . Then the relation on S 1 yields that M ∞ A = AM ∞ . Due to the shape of M ∞ and the genericity assumption on α, β, we deduce that A has to be a diagonal matrix. Thus, we get the following for some diagonal matrix A = diag(a 1 , . . . , a n ) ∈ GL n (C).
Let us sum up the discussion above. 
0,σ with the additional assumption that x j = 0 for all j = 1, . . . , n − 1, we have (S 0 , S 1 ) ∼ (1) (S 0 , S 1 ) ⇔ x j · y j = x j · y j for all j = 1, . . . , n − 1. is well-defined. The effect of the base-change matrix A = diag(a 1 , . . . , a n ) on x and y is x → t (a 1 a −1 n x 1 , a 2 a −1 n x 2 , . . . , a n−1 a −1 n x n−1 ) (5.3) y → (a −1 1 a n y 1 , a −1 2 a n y 2 , . . . , a −1 n−1 a n y n−1 ). Now, if x j = 0 for all j = 1, . . . , n − 1, we can choose a j = x −1 j for j = 1, . . . , n − 1 and a n = 1. Hence, we can restrict ourselves to pairs with x = t (1, . . . , 1). But then (5.3) shows that y is rigid. (1 − α j ) = −λ + 2 − n to our convention. 
