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Abstract
Shear flows have a significant impact on the dynamics in various astrophysical ob-
jects, including accretion discs and stellar interiors. Due to observational limita-
tions the complex dynamics in stellar interiors that result in turbulent motions,
mixing processes, and magnetic field generation, are not entirely understood. It is
therefore necessary to investigate the inevitable small-scale dynamics via numeri-
cal calculations. In particular a thin region with strong shear at the base of the
convection zone in the Sun, the tachocline, is believed to play an important role in
the Sun’s interior dynamics and magnetic field generation. Velocity measurements
suggest a stable tachocline. However, helioseismology can only provide large-scale
time-averaged measurements, so small-scale turbulent motions can still be present.
Therefore, studying the stability of shear flows and their non-linear evolution in a
fully compressible polytropic atmosphere provides a fundamental understanding of
potential motion in stellar interiors and is the main focus of this thesis.
To commence the investigations a linear stability analysis of a stratified system
in a two-dimensional Cartesian geometry is performed to study the effect of com-
pressibility and thermal diffusivity on the stability threshold. In addition, this first
investigation provides a reference for subsequent non-linear calculations. Focusing
on a local model of unstable shear flows, direct numerical calculations are used to
first compare numerical forcing methods to sustain a shear flow against viscous dissi-
pation; and then to study the effect of key parameters on the saturated quasi-steady
regime. Finally, magnetic fields are included and the full set of MHD equations is
solved to study a potential kinematic dynamo in shear-driven turbulence.
xv
1. Introduction
The aspiration of mankind to understand nature has given rise to many scientific
areas. One of them, astrophysics, is the study of celestial objects, such as planets,
stars, and galaxies. A specific characteristic of astrophysics research is the method
by which we obtain information on the object of interest: Since astrophysical objects
are distant, the only way to measure their properties is to observe and investigate
all types of radiation they emit. Therefore, detailed observations are difficult, even
for our Sun (see Hansen and Kawaler, 1999a, and references therein). To enhance
our understanding of these objects it is imperative to use analytical and numer-
ical techniques in addition to observations. Using mathematical models requires
appropriate assumptions to simplify the system in order to shed light on particular
aspects. Therefore, numerical results have to be compared with available observa-
tions in order to be verified and to improve the current models. Before moving on
to discuss numerical modelling in detail, it is crucial to gain a general picture of
astrophysical objects.
Stars
Due to their fascinating appearance in the night sky, stars have been in the spotlight
of research throughout history. When observing stars by the unaided eye, the first
discovery is their different brightness levels. There are several reasons why some stars
are brighter than others: The obvious reason is the distance between a particular
star and the observer, as the flux density of the emitted radiation decreases with the
inverse of the distance squared (Karttunen et al., 2007). However, a bright star far
away might appear as bright as a dim star that is closer to the observer. Therefore,
the absolute brightness of stars, called the absolute magnitude, is defined as the
apparent magnitude at a distance of 10 parsecs (Karttunen et al., 2007) from the
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star. Another quantity is the luminosity of a star, which is the total flux emitted.
The luminosity remains constant with distance per definition, and so it is an intrinsic
quantity of a star (Karttunen et al., 2007).
Taking a closer look reveals that stars have different colours, where one possible
system of classification is made by distinguishing three colours. Here filters are used
to obtain the magnitude of a star in the colours ranging from ultraviolet (U) to
blue (B) and to visual (V). Depending on the difference of magnitude between U to
B and B to V, stars are categorised into different spectral types (Karttunen et al.,
2007). The spectral types range from very hot stars of type O over B, A, F, G and
K to the coolest stars of type M. For example, yellow and red stars belong to the
spectral types G-K-M. Our Sun is a G type star with the full classification, G2 V
(Karttunen et al., 2007).
In the early 19th century a study of the relationship between the absolute magnitude
of a star and its spectral type led to the well known Hertzsprung-Russell diagram
(see Fig. 1.1).
Figure 1.1.: The Hertzsprung-Russell diagram. Courtesy of NASA/CXC/SAO
(2015).
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Despite a potential uniform distribution in such a diagram, the investigations re-
vealed that most stars are located on a diagonal curve, the so called main sequence
(Karttunen et al., 2007). However, there are several other branches, as for example
the horizontal branch, the red giants, the super-giants and the white dwarfs. The
different branches correspond to different stages of stellar evolution, where not every
star follows through the same stages (Karttunen et al., 2007). Dense regions rep-
resent evolution phases in which stars remain a long time. Since stars in the main
sequence have similar interior structure and dynamics, our Sun, which is roughly at
the middle of the main sequence, is a representative example of such stars.
Structure of the Sun
Our Sun has been a prominent object of investigations since 2000 B.C. (Priest,
2014). Nowadays, it is known that the Sun is a giant gas sphere with a complex
underlying structure, which is divided into different layers, as illustrated in Fig. 1.2.
The outer regions of the Sun are the corona, the chromosphere, and the photosphere.
Figure 1.2.: Sun’s structure. Illustration of stellar layers and phenomena occurring
in the upper atmosphere. Taken from Kelvinsong (2012).
These regions are optically-thin layers (Sturrock, 1985), which means that radiation
emitted in these regions can propagate into space, and so phenomena that occur
there are observable on Earth. Therefore, many phenomena taking place in the solar
atmosphere have been observed hundreds of years ago, for example, observations of
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temporally appearing dark spots date back to approximately 350 B.C. (Priest, 2012).
Such dark spots are regions of lower temperature than their surroundings and are
called sunspots. The systematic investigations of sunspots started in 1610. At that
time, Galileo and others began to use telescopes to record the number of sunspots
(Hathaway, 2010), which eventually revealed a periodic behaviour of the sunspot
activity. Much later, the emergence of sunspots was linked to underlying magnetic
field evolution (Solanki, 2003), which demonstrates the complex interaction of solar
processes. More comprehensive investigations started in the 19th century, where
even the fine structure, called granulation (see Fig. 1.3), of the photosphere could
be resolved by Langley (Priest, 2012). Such observations led to the discovery of
abruptly occurring bright flashes, the so called solar flares. Solar flares, shown in
Fig. 1.3, are often followed by bright, mostly loop shaped, gas patterns propagating
outwards into the solar corona (Fletcher et al., 2011). These eruptions are solar
prominences and are usually accompanied by coronal mass ejections (Schmieder
et al., 2008). Nowadays, in order to investigate the composition of elements, densities
and temperature in outer solar regions, various measurements using spectroscopic
techniques are conducted (Appenzeller, 2012).
Figure 1.3.: On the left side: Solar granulation. Courtesy of JAXA/NASA/PPARC
(2010). On the right side: Solar flare. Courtesy of NASA/SDO (2016).
Many solar phenomena have been studied intensively for centuries, and so our under-
standing of the Sun’s structure and features has increased. This has been greatly as-
sisted by high-resolution observation and satellite programmes over the last decades.
However, there are still questions to be answered, especially regarding the inner re-
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gions of the Sun, which are difficult to observe and are not entirely understood.
The inner part of the Sun can be divided into the convection zone, the radiative
zone, and the core. These regions obtained their names due to their energy trans-
port properties: The convection zone is dominated by convective transport. The
leading transport in the radiative zone is radiation and the core provides the energy
source (D. H. Hathaway, 2015). Unlike the Sun’s atmosphere, the convection zone,
the radiative zone and the Sun’s core are optically thick (Lopes, 2002). Therefore,
electro-magnetic waves cannot escape this region, and optical observations are im-
possible. In order to obtain information of the structure and dynamics in these
regions, measurements of acoustic wave propagation need to be used (Gough et al.,
1996). This technique is called helioseismology. So far helioseismology can only pro-
vide time averaged measurements with rather low resolution (Christensen-Dalsgaard
and Thompson, 2007).
However, these observations together with preceding theoretical conclusions allow
one to draw the following picture: Beneath the solar surface the convection zone
is located, where convectional flows as well as turbulent motions are predominant.
These dynamics reach down to the recently discovered tachocline (Kosovichev et al.,
1997; Tobias, 2004), which separates the convection zone from the very distinct
radiative zone. The radiative zone, which is stably stratified, rotates as a solid
body, but above this region, in the convection zone, differential rotation is present.
A region with strong differential rotation, the so-called tachocline, is needed to
match the rotational dynamics of these two regions (Spiegel and Zahn, 1992; Goode
et al., 1991). Global properties of the tachocline like the thickness and approximate
location between 0.67 R, where R is the solar radius, and 0.72 R were determined
by helioseismic observations (see for example Kosovichev, 1996; Charbonneau et al.,
1999; Arlt, 2009). However, approximations on the radial extent of the tachocline
range from 0.019 R (Charbonneau et al., 1999) to 0.039 R (Elliott and Gough,
1999), which demonstrates the insufficient accuracy of measurements.
Magnetic Fields and Gas Dynamics
Due to the lack of detailed observations it remains difficult to obtain an extended
picture of many processes in the Sun’s interior. Therefore, understanding the in-
5
terior dynamics is one of the major problems in current solar research and one
of high-priority, since the inner gas dynamics also play a crucial role in magnetic
field generation (Hughes et al., 2007). In general, magnetic fields are generated as
soon as there are electrically charged particles present and not at rest, which was
established by the Ampe`re’s Law in 1825 (Jackson, 1975). As electrons have a mag-
netic dipole moment due to their spin, magnetic fields are present everywhere on
sub-atomic scales (Dirac, 1958). However, such magnetic fields are randomly dis-
tributed. Therefore, to obtain magnetic fields that are structured on scales larger
than sub-atomic scales, additional mechanisms are needed (Davidson, 2001). De-
spite the complex dynamics required to generate and sustain structured magnetic
fields, they have been observed in most astrophysical objects, such as galaxies, stars
and some planets on scales comparable to the size of the object (Kardashev, 1992).
Solar magnetic fields were discovered in 1908 by Hale (Solanki, 2003). One of the
successful ideas to explain these observations was by Sir Joseph Larmor (Ruzmaikin
et al., 1988). His main statement, that magnetic fields are a general feature in large
rotating astrophysical objects due to a dynamo process, initiated an extensive study
of the interior dynamics in galaxies, stars and planets.
In this context, the strong shear flow in the tachocline region is believed to play
a curial role in the process of generating magnetic fields (see Parker, 1993; Silvers,
2008, and references therein). However, a consistent model is still absent, due to a
lack of understanding of the small-scale and large-scale dynamics. Because of the
absence of detailed observations in such regions, analytic and numerical techniques
are required to shed light on the motions present. Therefore, the focus of this thesis
is to exploit numerical calculations to study shear flows in stellar objects.
Shear flows
Shear flows, such as the one found in the solar interior, are present in various en-
vironments and so there have been a number of previous numerical investigations
that examine shear flows in different contexts (Balbus and Hawley, 1991; Branden-
burg et al., 1995; Hawley et al., 1999; Kitchatinov and Ru¨diger, 2009). These have
helped inform our approach to understanding the complex dynamics in stellar in-
teriors. However, the earlier studies have not examined shear flows in appropriate
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settings for us to understand the evolution of the shear flows inside the Sun. There-
fore, we must start from a pure hydrodynamical system in our modelling to build
up a comprehensive understanding, before including magnetic fields.
Previous studies of shear flows have shown that such flows can undergo what is
known as the Kelvin-Helmholtz (KH) instability, which develops due to the con-
version of the available kinetic energy of the shear flow into kinetic energy of the
disturbances (see Drazin and Reid, 2004, Chap. 6). In addition to the KH instability,
other instabilities, such as baroclinic instability (see Charney, 1947) or the Holmboe
instability (Holmboe, 1962), can appear when flows are either rotating or stratified.
For the study in this thesis the latter one is of greater interest for following reason:
While the KH instability is suppressed by stratification, the more slowly growing
Holmboe modes become dominant with increasing stratification (Peltier and Smyth,
1989).
To study any kind of instability, it is convenient to start by investigating the stability
threshold of the system. For the extensively studied KH instability, the necessary cri-
terion for stability requires the Richardson number to be greater than 1/4 everywhere
in the domain (Miles, 1961). This criterion was derived for a system with simplifying
assumptions, where the fluid is incompressible, inviscid, and non-diffusive. However,
dropping these simplifications may alter the stability criterion, such that in a system
where thermal diffusion becomes important and acts on a smaller time-scale than
buoyancy, the stability criterion requires a significant modification. Dudis (1974)
and Zahn (1974) have shown that in such systems the product of the Richardson
number with the Pe´clet number is the quantity that indicates stability. The effect
of thermal diffusion on shear instabilities was only studied in the Boussinesq ap-
proximation by Jones (1977), Dudis (1974), and more recently by Lignie`res et al.
(1999), such that it is not directly applicable to regions in stellar interiors, in which
large pressure gradients have to be considered. In the solar tachocline neither large
pressure gradients nor large Mach numbers have to be considered. However, no in-
formation on the properties of similar transition regions in other stars is available.
Therefore, a more general approach is taken here. In the first part of the thesis
a linear stability analysis is conducted to examine both the effect of high thermal
diffusion and the effect of compressibility on the onset of shear flow instabilities in a
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stably stratified polytropic atmosphere. While the main focus is on KH instabilities,
the appearance and consequences of a Holmboe-like instability is investigated.
A linear stability analysis is not sufficient to understand the dynamics of shear flows
such that three dimensional direct numerical calculations are required to investigate
non-linear evolution. In the existing literature most numerical studies of the turbu-
lence transition in shear flows take the approach of an unforced flow (Caulfield and
Peltier, 2000; Smyth and Moum, 2000; Smyth and Winters, 2003), which results in a
finite lifetime of an unstable mean state. However, the tachocline is not a transient
feature such that physical mechanisms are present by which the flow is sustained.
The resulting force acting on the flow is not known in detail. Thus investigations of
astrophysical shear flows utilise different methods to reach a sustained flow.
In the context of stellar dynamics, global-scale calculations of stellar interior dy-
namics investigate the mechanism to maintain differential rotation by body forces
resulting from viscous stresses, Reynold stresses and meridional circulation (Brun
and Toomre, 2002; Miesch et al., 2008). Because in this work the investigations
aim to model a local region of differential rotation in stellar interior, it is of twofold
interest to choose a suitable method to maintain a target shear profile. First, the
effect of different forcing methods on the evolution of turbulence can be investigated;
and second, a comparison with results obtained by global-scale calculations can be
drawn. Therefore, a comparative analysis of different forcing methods is the second
part of this thesis. Finally, the last two parts of this thesis focus on the question
of how modelling shear flows can help us to understand the complex dynamics and
interaction of matter and magnetic fields in stellar interiors.
Outline
The thesis is structured as follows. In Chapter 2 the governing equations to model a
localised region in stellar interior are derived. The first new research concerning the
linear stability of fully compressible hydrodynamical systems is presented in Chapter
3. Moving on to non-linear calculations in Chapter 4 and Chapter 5, where different
forcing methods are compared. The non-linear evolution of shear driven turbulence
is studied in Chapter 6. Finally, the possibility of a kinematic dynamo driven by
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shear induced turbulence is investigated in Chapter 7. A conclusion on possible
shear flow instabilities in stellar interiors, their non-linear evolution, and their effect
on the magnetic field evolution is drawn in Chapter 8.
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2. Model
In search of a better understanding of dynamical processes in a particular system, it
is necessary to formulate an appropriate model. In this chapter we start by reviewing
some basic properties of solar-like stars in Section 2.1 in order to verify the choice of
the basic state, the boundary conditions and geometry of the numerical domain. In
Section 2.2 the set of governing equations for a pure hydrodynamical problem and
its non-dimensional form is derived. For the magnetohydrodynamical problem, the
principal assumptions of the induction equation and the complete set of differential
equations are shown in Section 2.3. Finally, the numerical methods used to solve
the set of differential equations are described in Section 2.4.
2.1. Stellar Properties
To numerically model stellar interior dynamics it is crucial to first examine stellar
properties. In order to approximate the inner structure in real stars, static stellar
models were considered, which obey the spherical symmetry of the system (Cox and
Giuli, 1968). For this, two fundamental assumptions were made to model a stable
homogeneous star. The first assumption is that mass changes with radius according
to
dM(r)
dr
= 4pir2ρ(r), (2.1)
where M(r) is the mass within the radius r, ρ(r) the density. The second assumption
is due to the requirement that the star is stable and so it needs to be in a hydrostatic
equilibrium
dp(r)
dr
= −GM(r)
r2
ρ(r) = −g(r)ρ(r), (2.2)
where p is the pressure, G the gravitational constant and g the gravitational acceler-
ation. To complete the set of differential equations a relation between the pressure
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and the density needs to be considered. For most stars it is convenient to assume
that the pressure depends only on the density such that a polytropic relation
P = Kρ1+1/m, (2.3)
where m ∈ R+ is the polytropic index and K is an arbitrary constant, can be
assumed (Cox and Giuli, 1968). These equations form the earliest stellar models,
where it is assumed that a star is a polytopic gas sphere with self gravity (Collins,
2003). After introducing dimensionless variables
ρ = ρcθ
m, P = Pcθ
m+1, r = αξ, α =
√
m+ 1
4piG
Kρ
1/(m−1)
c , (2.4)
where θ is the polytropic temperature, and combining Equations (2.1) - (2.3) the
Lane-Emden equation can be derived,
1
ξ2
d
dξ
(
ξ2
dθ
dξ
)
= −θm. (2.5)
The order of the solutions for the Lane-Emden equation is determined by the poly-
tropic index m, such that it can be distinguished between several cases. For m = 0,
the solution corresponds to an incompressible sphere, where the density remains
constant with the radius. In the range 1 ≤ m ≤ 1.5 the solutions obtained represent
a superadiabatic atmosphere that is unstable to convective motions, which is the
case for the convection zone or fully convective stars (Cohen, 2009). For m > 1.5
the stratification is subadiabatic such that the atmosphere is stable against convec-
tion. A special case is m = 3, which corresponds to the Eddington approximation
and for m > 5 the solutions cannot be used to model a star, because the radius of
such a star becomes infinite.
The approach discussed above can be used to model white dwarfs, completely con-
vective, or completely radiative stars, as well as massive stars and stellar envelopes.
In solar like main-sequence stars the polytropic index will depend on the depth, such
that additional differential equations are needed. However, here only a small portion
of the stellar interior is considered, to understand the small-scale dynamics, and so
a constant polytropic atmosphere is applicable. Understanding the inner structure,
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and which layer of a star is modelled, is crucial in order to decide which type of
basic state is required.
The substantial part of main-sequence stars is formed by the stellar core and the ra-
diative zone, which exhibit the energy source of a star and where energy transport is
due to radiative processes (Pradhan and Nahar, 2011). Above the radiative zone the
stratification becomes super-adiabatic such that energy transport is predominately
by convective motions. These two layers, the radiative zone and the convection
zone, are separated by a thin region, the tachocline. This intermediate region is of
particular interest, because it has a significant impact on magnetic field generation.
Therefore, it is important to explore the known properties of this region.
Although, for other stars the location and properties of the tachocline are unknown,
some information is available for the Sun, as helioseismology keeps constantly en-
hancing the measurement’s accuracy. However, it is difficult to make assumptions
about the precise shape of the shear flow, because the available measurements for the
solar tachocline are not sufficient to resolve the velocity profile on small scales, such
that only time averaged large-scale measurements can be provided (Christensen-
Dalsgaard and Thompson, 2007). In the Sun, the tachocline overlaps with the base
of the convection zone especially in regions of higher latitudes (Basu and Antia,
2001; Forga´cs-Dajka and Petrovay, 2002). The radiative envelope, located just be-
neath the tachocline, has an angular velocity Ω0 = 2pi × 463 nHz (Gough, 2007),
i.e. assuming the top of the radiative envelope at 0.67R this results in a velocity
of 1.36 kms−1. The change of velocity across the tachocline was approximated to be
∆u ≈ 50ms−1 (Soward et al., 2005), such that taking the speed of sound at 0.7 R
into account, the Mach number for the mean flow in the tachocline is about 0.005.
In order to understand the stability of the tachocline the Richardson number can
be approximated from temperature and density profiles. The stratification changes
from sub-adiabatic in the radiative envelope to super-adiabatic in the convection
zone. Using Table 1.1 in Gough (2007) and considering a polytropic atmosphere, it
is possible to calculate the polytropic index at 0.7R to be roughly 2.0, which corre-
sponds to a strong stratification. Taking the buoyancy frequency and the change of
the velocity over a height of 0.02 R, the Richardson number is of order 102 at the
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upper part of the tachocline, which suggests a stable shear flow. Furthermore, by
taking the thermal diffusivity κ the Pe´clet number can be estimated to be of order
106 to 107.
The transport coefficients are known to a greater accuracy throughout the solar
interior. However, numerical calculations are incapable of reaching the correct order
of magnitude of transport coefficients due to the numerical cost of performing at
such low viscosity and thermal diffusivity. Therefore, it is necessary to verify the
applicability of numerical calculations performed at different transport coefficients,
respecting certain ratios. A more detailed discussion can be found in Chapter 6,
where possible effects on the resulting dynamics are studied.
Setting up the model
Global-scale numerical calculations of stellar interior dynamics is one approach to in-
vestigate the mechanisms maintaining differential rotation (Brun and Toomre, 2002;
Miesch et al., 2008). However, by using a global approach, such models cannot re-
solve a large range of length-scales in its entirety and have to rely on artificially large
transport coefficients or subgrid-scale models. Therefore, numerical investigations
using a local approach, where only a small fraction of the object is simulated, can
help to provide a more detailed description of the region of interest. In this thesis,
I focus on local dynamics in a Cartesian box. To model a small portion of stellar
interiors it is necessary to assume a polytropic atmosphere as a basic state, where
for the region of interest a stable stratification requires the polytropic index to be
greater than 1.5. Although, in the Sun the tachocline can overlap with the overshoot
region, the assumptions I make correspond to a shear region where the overshoot
region is not included in the upper layers. Therefore, I consider boundaries that are
impermeable and stress-free, because the exchange of matter can be neglected in
the lower parts of the tachocline. In addition, such boundary conditions minimise
effects that can affect the inner dynamics. The exact assumptions will be given in
Subsection 2.2.2.
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2.2. Hydrodynamics
A hydrodynamical description of the system involves the continuum hypothesis,
which assumes a continuous medium (Wesseling, 2009), and is valid for stellar in-
teriors. Furthermore, for the Navier-Stokes equations, which form a macroscopic
hydrodynamic description, the hydrodynamical approximation has to be applica-
ble. This is provided, if for any given time the system remains in a thermodynamic
equilibrium, such that the relaxation time towards an equilibrium is less than the
smallest time increment. If this condition is satisfied, hydrodynamical characteris-
tics such as temperature and density can be defined. In the region of interest the
gas constituents behave as if they are in a thermodynamic equilibrium (Hansen and
Kawaler, 1999b), such that the following macroscopic description is valid.
The set of differential equations can be obtained by considering conservation laws.
The first conservation law concerns the mass conservation. It states that the change
of density within a certain volume dV is equal to the outflow through the surface,
dS, for a closed system, i.e.
∂
∂t
(∫
V
ρdV
)
= −
∮
S
ρu·nˆdS, (2.6)
where ρ is the density, u the velocity field and nˆ is the normal vector to the surface.
The minus sign is convention due to the normal vector pointing outwards. Then
using the divergence theorem the continuity equation takes the form
∂ρ
∂t
= −∇·(ρu). (2.7)
The Navier-Stokes equation arises from the momentum conservation for a fluid par-
cel. The momentum change of a fluid parcel is equal to the sum of all forces acting
on it. Then, the general form is given by
ρ
Du
Dt
= ∇ · o + f , (2.8)
where D
Dt
is the total time derivative, o is a symmetric tensor representing all surface
stresses and f takes into account body forces.
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Making use of the continuity equation and rewriting the total derivative as the
Lagrangian frame derivative leads to
∂ρu
∂t
+∇· (ρuu) = ∇ · o + f . (2.9)
The stress tensor can be decomposed into the surface pressure and the viscous
stresses, and the only body force considered is gravity, such that the Navier-Stokes
equation becomes
∂ρu
∂t
+∇· (ρuu) = −∇P + gρ+ µ∇·τ, (2.10)
where P is the pressure, g the gravity and τ the strain rate tensor. The dynamical
viscosity is denoted by µ.
Finally, from energy conservation the heat equation (or temperature evolution equa-
tion) is derived, which is obtained by equating the total change of temperature, T ,
with all sinks and sources,
ρ
∂T
∂t
+ ρu·∇T = γκ∇2T︸ ︷︷ ︸
thermal diffusion
+
µ(γ − 1)
2
|τ |2︸ ︷︷ ︸
viscous heating
− ρ(γ − 1)T∇·u︸ ︷︷ ︸
work by compression
, (2.11)
where κ is the thermal conductivity and γ = cp/cv denotes the adiabatic index,
which is the ratio of the heat capacities cp at constant pressure, and cv at constant
volume. The thermal diffusion term was obtained by assuming a constant thermal
conductivity throughout the domain. In this thesis the fluid is assumed to be an
ideal gas, such that the equation of state is
P = RspecρT, (2.12)
where Rspec is the specific gas constant.
2.2.1. Non-dimensional Governing Equations
Throughout the research in this thesis a compressible fluid in a Cartesian domain
with coordinates (x, y, z) of extent (Lx, Ly, d) is considered. The boundaries at z = 0
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and z = d are impermeable. The horizontal directions, x and y, are periodic (see
Figure 2.1 for an illustration of the domain). The fluid is assumed to be an ideal gas
Figure 2.1.: Illustration of the local domain used for the model in correlation to the
solar region that is subject to investigations.
with constant dynamic viscosity µ, constant thermal conductivity κ, constant heat
capacities cp at constant pressure, and cv at constant volume. In order to obtain
non-dimensional equations for the system under consideration, the fundamental unit
of length is the domain depth d. Furthermore, fundamental units of temperature
and density are set to be Tt and ρt, which correspond to the temperature and density
at the top boundary, and results in the fundamental pressure Pt = (cp−cv)ρtTt. The
time is normalised by the sound crossing time, which is t˜ = d/[(cp− cv)Tt]1/2 for the
chosen fundamental units. Then the equations, in non-dimensional form, are
∂ρ
∂t
= −∇· (ρu) , (2.13)
∂ρu
∂t
= −∇P −∇· (ρuu) + σCk
(
∇2u + 1
3
∇(∇·u)
)
− ρθ(m+ 1)zˆ, (2.14)
∂T
∂t
=
Ckσ(γ − 1)
2ρ
|τ |2 + γCk
ρ
∇2T −∇· (Tu) − (γ − 2)T∇·u, (2.15)
where θ denotes the temperature gradient and m is the polytropic index. Due to the
fundamental units the following non-dimensional numbers are used. The dimension-
less Prandtl number, σ = µcp/κ, is the ratio of viscosity to thermal conductivity and
the thermal dissipation parameter is defined as Ck = κt˜/(ρ0cpd
2), where the product
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of both results in the non dimensional dynamical viscosity. Because a Newtonian
fluid is considered, the strain rate tensor has the form
τij =
∂uj
∂xi
+
∂ui
∂xj
− δij 2
3
∂uk
∂xk
. (2.16)
2.2.2. Boundary Conditions and Background State
As discussed in Section 2.1 a polytropic relation between pressure and density has
to be assumed, where the pressure is a function of density only i.e.
P (ρ) ∝ ρ(1+ 1m), (2.17)
where m is the polytropic index. Due to the Schwarzschild criterion the fluid is
stable against convection if the inequality m > 1/(γ− 1) holds, where the adiabatic
index, γ, is equal to 5/3. Then, the system is convectively stable for a polytropic
index of m > 1.5. Only stable stratified atmospheres will be considered throughout
this thesis.
Boundary conditions, at the top and bottom of the of the domain, are impermeable
and stress-free velocity i.e.
uz =
∂ux
∂z
=
∂uy
∂z
= 0 at z = 0 and z = 1 (2.18)
and fixed temperature, which means:
T = 1 at z = 0 and T = 1 + θ at z = 1. (2.19)
To include thermal effects it is necessary to choose the background temperature in
such a way, that it is a stationary solution of the heat equation or remains quasi-
stationary on time-scales larger than the thermal diffusion time-scale. This results
in a temperature and density profile of the form:
T (z) = Tt (1 + θz) (2.20)
ρ(z) = ρt (1 + θz)
m . (2.21)
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Some background profiles for temperature and density are shown in Fig. 2.2.
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Figure 2.2.: Example background density and temperature profiles. a) Temperature
profiles for different θ, that were used. b) Density profiles for θ = 2 but
three different polytropic indices m. For these indices m the atmosphere
is stably stratified.
2.2.3. Important Approximations
Many investigations use approximations of the governing Equations (2.13) - (2.15),
because solving the fully compressible equations is computationally expensive due
to the small time-stepping, which is required to resolve the sound waves. Especially,
when dealing with velocities much smaller than the speed of sound, the so-called
Boussinesq approximation can be used (Boussinesq, 1903). For the Boussinesq ap-
proximation to be applicable in a system, any scale height has to be much greater
than the vertical extent of the system (Spiegel and Veronis, 1960). Then, the ap-
proximated equations describe a system in which the density fluctuations result from
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thermal effects rather than from pressure and in the momentum equations density
fluctuations are neglected except their coupling to the gravitational term.
The Boussinesq approximation, which can be applied if the temperature variation
and therefore the density variation is small over the region under consideration, is
not valid for strongly stratified regions like those present in stellar interiors. Since
the Boussinesq approximation will fail to describe many stratified environments
there exist different alternative approaches. For example there are several anelastic
models, which aim to filter out sound waves and predict a realistic behaviour of
compressible fluids. Since sound waves are also important for energy transfer, it is
not straight forward to find an approximation that filters sound waves, but remains
energy conservative. Thus some anelastic models are not valid for any region and
some of them do not respect the energy conservation (Brown et al., 2012). Some
recent investigations focus on a methodical derivation of sound filtering models,
which will a priori conserve all physical symmetries. However, in this work the fully
compressible equations are considered in order to be able to model even systems
with larger pressure gradients.
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2.3. Magnetohydrodynamics
Stellar interiors consist of plasma. Therefore, the equations of magnetohydrody-
namics (MHD) are required in order to fully model the dynamics. The set of MHD
equations is similar to the set of differential equations derived for the pure hydro-
dynamical case in Section 2.2. However, additional terms that result from magnetic
field coupling to matter need to be considered in the Navier-Stokes equation and
temperature evolution equation. Furthermore, to describe the magnetic field evo-
lution due to velocity fields and magnetic diffusion, the induction equation is needed.
To begin to obtain the full MHD equations, the induction equation is derived from
the Maxwell equations, which are the fundamental equations of classical electrody-
namics:
∇ · E = 4pi%e, (2.22)
∇ ·B = 0, (2.23)
∇× E = −1
c
∂tB, (2.24)
∇×B = 1
c
(4piJ + ∂tE) , (2.25)
where E is the electric field and B is the magnetic field. The electrical charge
density is denoted by %e, c is the speed of light and J is the electrical current
density. In addition to these equations, Ohm’s Law has to be considered. It states
that in a frame of reference that is at rest J = σ0E holds, where σ0 is the electrical
conductivity. As here the frame of reference is moving with the fluid with a speed
u, it is necessary to perform a coordinate transformation under which the resulting
electrical current remains unchanged. This description leads to the additional term
u×B, because the electric field transforms as E = Er − u×B, when the frame of
reference is changed. Then Ohm’s Law becomes
J = σ0
(
E +
1
c
u×B
)
. (2.26)
In order to derive the induction equation, from the above equations, several assump-
tions are made. In general in plasmas the displacement current is neglected, because
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the electric conductivity in a plasma is very high, such that no electrical potential
is present on scales larger than the Debye length. This also follows from applying
the magnetohydrodynamical approximation. Following the discussion in Kippen-
hahn and Mo¨llenhoff (1975) to obtain the magnetohydrodynamical approximation
a parameter α is introduced and only terms up to linear order in α are kept. Higher
order terms are neglected. For that, the first assumption is that only non-relativistic
velocities are considered. So if setting L as a typical length-scale and t0 as the typi-
cal time-scale, the typical velocity U0 = L/t0 has to be much less than the speed of
light c. This leads to the above mentioned parameter α,
U0
c
=
L/t0
c
= α 1.
Then, assuming that electric and magnetic fields do not change significantly on a
typical time-scale and typical length-scale, the spatial and time derivatives can be
approximated as follows
∂E
∂t
≈ E
to
∂E
∂x
≈ E
L
,
∂B
∂t
≈ B
to
∂B
∂x
≈ B
L
.
With the above assumption, the third Maxwell Equation (2.24) requires that∣∣∣∣EB
∣∣∣∣ = ∣∣∣∣L/t0c
∣∣∣∣ = α 1.
This is used to rewrite the fourth Maxwell Equation (2.25) as follows
B/L =
1
c
4piJ +
1
c
E/t0. (2.27)
This equation is rearranged as follows,
B =
L
c
4piJ +
L
c
αB
t0
⇒ B = L
c
4piJ + α2B, (2.28)
in order to obtain an expression for the magnetic field. The last term on the right-
hand side is negligible, as it is of second order in α. It can be seen that all terms in
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Equation (2.26) are of the same order and therefore both terms on the right-hand
side remain. At this point it is straight forward to rewrite the third and fourth
Maxwell equations together with the Ohm’s Law to obtain
∂tB = ∇× (u×B)−∇×
(
c2
4piσ0
∇×B
)
, (2.29)
where the pre-factor c2/(4piσ0) = η, which is the magnetic diffusivity. In this par-
ticular case, the magnetic diffusivity is assumed to remain constant throughout the
domain, such that using the vector identity ∇ × (∇ × B) = ∇(∇ · B) − ∇2B the
induction equation becomes
∂tB = ∇× (u×B) + η∇2B. (2.30)
The first term on the right-hand side corresponds to the response of the magnetic
field to plasma motion and the second term describes the diffusion of the magnetic
field.
Having the MHD approximation and the Maxwell equations in mind, it is possible
to write down the Navier-Stokes equation that become of the form
∂ρu
∂t
+∇· (ρuu) = −∇P + µ∇·τ + gρ+ 1
µ0
(∇×B)×B
where µ0 is the vacuum permeability and the last term comes from the Lorentz force
FLorentz = %e (E + u×B). Here the first term in the Lorentz force is negligible due
to the MHD approximation and the second term was rewritten by using the fourth
Maxwell Equation (2.25).
For the temperature evolution equation, an energy loss has to be considered due to
ohmic dissipation, which is represented as an additional term
ρ
∂T
∂t
+ ρu·∇T = γκ∇2T + µ(γ − 1)
2
|τ |2 − ρ(γ − 1)T∇·u + (γ − 1)η|J|2︸ ︷︷ ︸
ohmic dissipation
, (2.31)
all other terms are as denoted in Equation (2.11).
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2.3.1. Non-dimensional MHD Equations
Using the same fundamental units as used for a pure hydrodynamical system in the
previous section the non-dimensional MHD equations are obtained. The resulting
equations are (Matthews et al., 1995):
∂ρ
∂t
= −∇ · (ρu) (2.32)
∂ρu
∂t
= −∇P ∗ −∇ · (ρuu− fBB)− ρg + σCk
(
∇2u + 1
3
∇(∇ · u)
)
(2.33)
∂T
∂t
=
γCk
ρ
∇2T −∇ · (Tu)− (γ − 2)T∇ · u (2.34)
+
Ck(γ − 1)
ρ
(σ
2
|τ |2 + fξ|J|2
)
,
∂B
∂t
= ∇ · (Bu− uB) + ξCk∇2B (2.35)
∇ ·B = 0, (2.36)
where the total pressure P ∗ = ρT + f |B|2/2 includes the magnetic pressure. Here,
f = |B|2/µ0Pt gives the ratio of the magnetic pressure to the fundamental unit
pressure. Note, that only for calculations with f 6= 0 the magnetic field is normalised
by the magnitude of the background magnetic field. Like in the previous section,
Ck = κt˜/(ρ0cpd
2) is the thermal dissipation parameter, σ = ν/Ck is the Prandtl
number and one additional non-dimensional parameter is introduced, the inverse
Roberts number ξ = ηcpρt/κ. The inverse Roberts number represents the ratio of
the Prandtl number to the magnetic Prandtl number σM = ρ0µ/η. Like in the pure
hydrodynamic case, the strain rate tensor has the form as in Equation (2.16). In
addition the magnetic field has to remain divergence free due to the non-existence
of magnetic monopoles and therefore Equation (2.36) has to hold.
2.3.2. Boundary Conditions and Background State
The boundary conditions and resulting background profiles for the density and tem-
perature are the same as defined previously in Subsection 2.2.2, where the back-
ground temperature and density profiles are given in Equation (2.20) and Equa-
tion (2.21) respectively.
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For the magnetic field there exist two possible boundary conditions: One possibil-
ity, the so called pseudo-vacuum (Favier and Proctor, 2013; Jackson et al., 2014),
assumes the magnetic field to be normal to the boundary. Here the boundary con-
ditions read
Bx = By = ∂zBz = 0 at z = 0 and z = 1. (2.37)
For the second possibility the magnetic field is tangential to the boundary, such that
Bz = ∂zBx = ∂zBy = 0 at z = 0 and z = 1. (2.38)
This is also called a perfect electrical conductor (Favier and Proctor, 2013).
2.4. Numerical Methods
One major issue solving Navier-Stokes or MHD equations numerically is due to
the demand of resolution of a rapidly increasing instantaneous range of scales with
greater Reynolds numbers. The existing methods to solve the set of equations
numerically can be classified into three categories; direct numerical simulations
(DNS), large eddy simulations (LES) or Reynolds-averaged Navier-Stokes simula-
tions (RANS) (Miki, 2008). DNS provide the most accurate approach due to their
theoretical ability to resolve all spatial and temporal scales. In practice, DNS solves
a reasonable subset of scales that ensure accuracy but to keep the computational
cost low. The latter two methods come with approximations: The RANS solve for
a statistical evolution of the quantities, where each quantity is decomposed into a
mean value and a fluctuating part (Durbin and Reif, 2010). The LES employ filter
functions to model a certain range of small-scales, but directly solves large-scales
(Garnier et al., 2009). Therefore, DNS are suitable for addressing fundamental
research questions that require high accuracy, as for example needed in turbulent
flows.
2.4.1. Non-linear DNS Calculations
To solve the set of differential equations derived in Section 2.2 and Section 2.3
numerically a direct numerical method (DNS) will be used. For that a finite-
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difference/pseudo-spectral code is exploited, where a description can be found in
Matthews et al. (1995). This code was further developed, optimised and used over
the last two decades (see for example Matthews et al., 1995; Silvers et al., 2009a;
Favier and Bushby, 2012, 2013, and references therein).
Since the computational domain that I will consider is a Cartesian box with imper-
meable walls at the top and bottom and periodic boundary conditions in x- and y-
directions, the following numerical methods to calculate spatial and time derivatives
are used.
Vertical Derivatives
The derivatives in the vertical direction are obtained by using an explicit fourth-
order finite-difference scheme. The finite difference method (FDM) is the oldest
method and dates back to 1768, when it was applied by Euler (Hirsch, 2007a). For
such a method the conservative form of the differential form of the equations is used.
The basic idea behind this method is to use the definition of the derivative
∂f(x)
∂x
= lim
∆x→0
f(x+ ∆x)− f(x)
∆x
(2.39)
together with the Taylor expansion
f(x+ ∆x) = f(x) + ∆x
∂f(x)
∂x
+
∆x2
2
∂2f(x)
∂x2
+
∆x3
3!
∂3f(x)
∂x3
+ ... (2.40)
+
∆xn−1
(n− 1)!
∂n−1f(x)
∂xn−1
+O(∆xn),
which is expanded around f(x).
Assuming an uniformly discretised grid and rewriting Equation (2.40) the first
derivative at the point i is
f
(1)
i =
(
∂f
∂x
)
i
=
fi+1 − fi
∆x
− ∆x
2
f
(2)
i −O(∆x2)︸ ︷︷ ︸
truncation error
, (2.41)
where (m) denotes the mth derivative with respect to x and the subscript i+1 that it
is at the point i + 1 on the mesh. As can be seen the formula includes the point
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itself and one neighbouring point to its right. Furthermore, the highest order in the
truncation error is of order one. Since the accuracy order depends on the power of
the truncation error, Equation (2.41) is the first order forward difference formula.
It is also possible to derive the backward difference scheme and a centred formula.
As an example calculation, the centred formula can be obtained by taking fi+1 and
fi−1 and subtracting them from each other:
fi+1 − fi−1 = 2∆xf (1) + 2∆x
3
3!
f (3) +
2∆x5
5!
f (5) + ...+
2∆x2n+1
(2n+ 1)!
f (2n+1) + ..., (2.42)
Rearranging this equation, the general centred finite difference approximation be-
comes
fi+1 − fi−1
2∆x
= f (1) +
∆x2
3!
f (3) +
∆x4
5!
f (5) + ...+
∆x2n
(2n+ 1)!
f (2n+1) + ... (2.43)
For example, to get the second order centred scheme, Equation (2.43) is truncated
after the first term on the right-hand side. For the fourth order it is necessary to
incorporate two more points. This is achieved by deriving the formula for fi+2 and
fi−2, then getting rid of the second order error term one obtains:
8 (fi+1 − fi−1)− (fi+2 − fi−2)
12∆x
= f
(1)
i −O(∆x4). (2.44)
For the non-linear calculations in this thesis this scheme is used for the interior
points, whereas for the points at the boundaries forward or backward schemes are
applied. Alternatively, it is also possible to introduce so-called ghost points that
extend the grid size when calculating derivatives at the boundaries of the domain
and keep the centred scheme.
The method of finite differences is not the only numerical method that can be used.
There exist several methods to obtain solutions for partial differential equations,
which can be divided into three classes. However, other methods, the finite volume
method (FVM) and the finite element method (FEM) are applied to the integral
form of the conservation law (Hirsch, 2007b). Due to the more general approach
of these two methods, they can be more beneficial if either the problem poses Neu-
mann boundary conditions, or discontinuous sources are present, or if the problem
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involves complex geometries, which is not the case here. The advantage of these two
methods is that they are more easily applicable to arbitrary meshes, e.g. structured
and unstructured, but the numerical implementations are more complex. For uni-
form grids in a Cartesian geometry as used for the problem at hand, the FDM and
FVM lead to the same difference equations (Hirsch, 2007b). Therefore, it is more
convenient to exploit FDM to calculate the derivatives in the vertical direction.
Horizontal Derivatives
Taking advantage of periodicity of the domain in both horizontal directions, a pseu-
dospectral method using fast Fourier transforms can be employed to calculate the
spatial derivatives. Using spectral methods it is possible to obtain more accurate
solutions than by using finite-difference methods with the same resolution (Canuto
et al., 1988). The name pseudospectral was given by Orszag (1971) and indicates
that the spectral method approximates the function not by the true spectral Galerkin
method (Canuto et al., 2006), and the fact that the functions are discretised on a
grid (Shizgal, 2015).
To demonstrate the general approach of spectral differentiation following the online
lecture notes (Yu, 2015), the first formula for the first derivative of a periodic function
f(x) with period L is derived. Having discretised the function f(x) into N samples
fn = f(nL/N), which are defined on n = 0, 1, .., N − 1. Rewriting fn in the form
fn =
N−1∑
k=0
Yke
i2pikn/N ,
where the coefficients Yk can be found by using the discrete Fourier transform (DFT)
Yk =
1
N
N−1∑
n=0
fne
−i2pikn/N . (2.45)
Then, a derivative operator d/dx in x direction is just a multiplication operation in
the k space. Using a fast Fourier transform algorithm enables one to perform for-
ward and backwards Fourier transformations in operations of order N logN . There-
fore, this method provides a convenient way of computing derivatives. However,
its resulting solutions are ambiguous due to the fact that the terms Yke
i2pikn/N and
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Yke
i2pi(k+mN)n/N will give the same result on a discretised grid with N samples. Here
the alternative solutions have m times more oscillations between the sample points
and therefore lead to significantly different derivatives (Yu, 2015; Canuto et al.,
2006). This phenomena is called aliasing (see for example Hou and Li, 2007). In
order to find a way around this ambiguity it needs additional criteria to find de-
aliased solutions. There are several possibilities to do so. One solution is to restrict
the possible frequencies to |k + mkN | ≤ N/2 or equivalently to minimise the first
derivative.
When minimising the mean-square slope (detailed derivation can be found in Yu,
2015), minima are found for mk = 0 if 0 ≤ k < N/2 and for mk = −1 if
N/2 < k < N . However, for k = N/2, which is also called the Nyquist frequency,
and for even N non-unique solutions exist. Following the procedure in Yu (2015),
the ‘unique trigonometric interpolation’ that minimises the oscillations between the
sample points has the form:
f(x) = F0 +
∑
0<k<N/2
(
Fke
i2pikx/L + FN−ke−i2pikx/L
)
+ FN/2 cos (piNx/L). (2.46)
Note, calculating derivatives in the frequency space corresponds to a multiplication,
where caution is required due to different solutions for the third term in (2.46) for
even and odd N . The first derivative can be obtained by applying the derivative
operator ∂/∂x to Equation (2.46). However, the second derivative must not be
obtained by performing the derivation twice onto Equation (2.46), but by multiplying
the Fk term by −(2pik/L)2, the FN−k term by the corresponding −(2pi(k−N)/L)2,
and the FN/2 by −(piN/L)2. Then any odd derivative is obtained in a similar way as
the first derivative and any even derivative in a similar way as the second derivative.
It becomes evident that the last term, also called the ‘Nyquist term’, only contributes
to even derivatives. In the numerical approach taken in this work, the de-aliasing
is obtained by introducing a more restricting cut off at one third of the possible
frequencies (N/2)/3 to ensure more accurate calculations. Finally, there exist other
methods of de-aliasing, where a discussion can be found in Canuto et al. (2006).
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Time-Stepping
After calculating all spatial derivatives a third-order Adams-Bashforth scheme, an
explicit method, is used to evolve the equations in time. The choice of time-step
length is restricted by stability constraints relating to the diffusion time and the
wave travel time over a mesh interval. These two limits were found to be similar in
magnitude (Matthews et al., 1995).
There exist several methods to evolve a system in time, which can be divided into
explicit and implicit time-stepping methods. Explicit methods use the past state and
the current state of the function to find the future state. Therefore, explicit methods
are easy to implement, but require small time-steps for certain problems (Kuzmin,
2015). On the contrary, implicit methods incorporate an approximation of the later
state to find the later state by solving an additional equation. So implicit methods
require additional calculations that are difficult to implement, and are insufficiently
accurate for transient problems (Kuzmin, 2015).
Apart from the classification of explicit and implicit methods there exist several
numerical approaches for time-stepping, for example the Runge-Kutta method,
Leapfrog method, and Adams methods. Runge-Kutta methods refer to the single-
step methods (Butcher, 2008), but have multiple stages per step. The Leapfrog and
Adams method are multi-step methods, where the past solutions are considered to
evaluate the future solution. Although Runge-Kutta methods are the most popular
methods, multi-step methods are more suitable for the code used here. All methods
are generalisations of the Euler method, which was formulated as follows (Butcher,
2008). Consider the initial value problem:
s(t0, x) = s0(x),
∂s(t, x)
∂t
|t=t0 = s(1)0 (x). (2.47)
Using the Euler method in order to find an approximation function f(t, x) for the
function s(t, x) at a later time t0 + h, the formula is given by
s(t0 + h, x) ≈ f(t0 + h, x) = f(t0, x) + hf (1)0 (x). (2.48)
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In the numerical approach taken here, the time-step size depends on the diffusive
times involved in the problem, such that time-steps are evaluated and adopted during
run-time. Therefore, it is more convenient to use a multi-step method like the third-
order Adams-Bashforth (AB) scheme. This method includes the time derivatives
of the two previous time points. This means that fn+1 is evaluated in terms of
fn, f
(1)
n , f
(1)
n−1 and f
(1)
n−2, where the subscript n denotes the time point. Note, that
when the numerical calculation is started no previous time points exist, so the first
iteration uses the first-order AB method, the second uses the second order, and
finally the third-order AB method is used for all following iterations. The lack of
accuracy in the first time-steps in not important, because the problem considered
does not crucially depend on the initial conditions. This has been checked using two-
dimensional calculations that were started from different random perturbations. The
resulting global and statistical quantities remained the same for different runs.
To illustrate how the Euler method has to be generalised to obtain higher order
AB schemes, the second-order formula is derived: Consider the same initial value
problem as in Equation (2.47), then expand Equation (2.48) up to terms including
f
(1)
n−1:
fn+1 = fn + α0f
(1)
n + α1f
(1)
n−1. (2.49)
To find the Adams weights, α0 and α1, the fundamental idea is to integrate f
(1)
from tn to tn+1 and approximate the derivative f
(1) by a polynomial of degree m
(Duraiswami, 2010). The coefficients of the polynomial can be found from the m+ 1
previously calculated points. Therefore, for the second-order AB formula, it is nec-
essary to consider a polynomial of degree one, i.e. P (t) = At + B. Using the two
points at n and n− 1, the following set of equations is obtained
Atn +B = f
(1)
n , Atn−1 +B = f
(1)
n−1. (2.50)
Solving for the coefficients A and B, one gets
A =
(
f (1)n − f (1)n−1
)
/h1, B =
(
tnf
(1)
n−1 − tn−1f (1)n
)
/h1, (2.51)
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where h1 = tn − tn−1. Note, the time-steps are not equidistant in the calculations
used in this thesis. Then, integration of the polynomial gives
fn+1 − fn = 1
2
A
(
t2n+1 − t2n
)
+B (tn+1 − tn)
= f (1)n
((
t2n+1 − t2n
)
2h1
− h0tn−1
h1
)
− f (1)n−1
((
t2n+1 − t2n
)
2h1
− h0tn
h1
)
,
(2.52)
where h0 = tn+1 − tn. After rearranging one gets
fn+1 = fn + f
(1)
n
(
h0 +
h20
h1
)
− h
2
0
h1
f
(1)
n−1. (2.53)
Then, the coefficients for the second-order AB formula, see Equation (2.49), are
α0 = h0
(
1 +
h0
2h1
)
, α1 = − h
2
0
2h1
. (2.54)
In a similar way the coefficients for the third-order AB formula with non-uniform
time-steps can be obtained
fn+1 = fn + α0f
(1)
n + α1f
(1)
n−1 + α2f
(1)
n−2 (2.55)
with
α0 = h0 +
h20(h1 + h2)
2h1h2
+
h0
3h1h2
,
α1 =
h20h2
2h1(h1 − h2) +
h30
3h1(h1 − h2) ,
α2 = − h
2
0h1
2h2(h1 − h2) −
h30
3h2(h1 − h2) ,
(2.56)
where the additional time-interval h2 = tn − tn−2 was introduced.
Possible Numerical Inaccuracies
When using direct numerical calculations to solve the system numerically over con-
siderable iterations, an issue concerning the momentum conversation might appear,
which is specific to the choice of stress-free boundary conditions (see discussion in
Jones et al., 2011). The equations for conservation of mass, momentum and mag-
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netic field in this model are in conservative form. This is required to conserve the
mass, momentum, and the divergence of the magnetic field up to machine preci-
sion. Despite the fact that Equation (2.14) together with the boundary conditions
in Equation (2.18) conserves the momentum, a cumulative effect of truncation errors
at each time-step might lead to a non-physical change in momentum when integrat-
ing over a vast number of time-steps. Both momentum and mass have been checked
and are indeed conserved for all the calculations presented in this thesis.
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Instabilities
At the base of the solar convection zone there is a thin region of radial shear called
the tachocline (Kosovichev et al., 1997; Tobias, 2004), which is believed to play
a crucial role in the solar dynamo (see Silvers, 2008, and references therein). Ve-
locity measurements suggest that the tachocline region is hydrodynamically stable
against vertical shear flow (Miesch, 2007). However, helioseismology is restricted
to large-scale time averaged measurements (Christensen-Dalsgaard and Thompson,
2007) and so turbulent motions can be still present on small length-scales and time-
scales. Thus it is very plausible for the tachocline to appear as stable, using current
helioseismology techniques, but actually be hydrodynamically or magnetohydrody-
namically unstable.
Schatzman et al. (2000) have shown that shear turbulence can appear in a narrow
part of the tachocline, although it is widely assumed that the tachocline is stable
(see Tobias, 2004). An unstable tachocline would be significantly different in their
dynamical interactions from a stable region. Therefore, in order to understand the
role of this region, for example in the solar dynamo, it is essential to understand
unstable shear flows in a polytropic atmosphere.
Before considering the full magnetohydrodynamical problem, a pure hydrodynamical
system is investigated. This first study provides a reference system, which can help
to understand systems when magnetic fields are involved. First, a brief overview of
known results on shear flow instabilities will be given in Section 3.1. Then, I move on
to introduce the linear stability analysis of the fully compressible stratified system
in Section 3.2, which is a new approach to investigate the stability of shear flows
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in polytropic atmospheres. The results of the stability analysis will be presented in
Section 3.3, followed by a discussion in Section 3.4.
3.1. Shear Flow Instabilities
Shear flows occur in a wide variety of natural settings as for example in oceanic flows,
planetary atmospheres, stars and galactic discs (see for example Sundberg et al.,
2010; Itsweire et al., 1993; Hawley et al., 1999; Kitchatinov and Ru¨diger, 2009).
Therefore, there have been a number of previous investigations that examine shear
flows in different contexts that can help inform the approach to the examination of
shear flows in stars (Balbus and Hawley, 1991; Brandenburg et al., 1995; Hawley
et al., 1999; Kitchatinov and Ru¨diger, 2009). While studying flows in general there
exist many mechanisms of instability. Generally instability may occur whenever the
equilibrium of forces acting on the fluid is disturbed (Paterson, 1983; Drazin and
Reid, 2004). Before discussing shear flow instabilities in more detail in Section 3.2, it
is convenient to introduce the concept of stability and some well established results.
3.1.1. Concept of Stability
To give a general understanding of the concept of stability the equilibrium state is
considered to be the base state of the system, which is defined as follows (Drazin
and Reid, 2004; Chen and Huang, 2015).
Definition 1. A state xe is called equilibrium state or equilibrium point of the system
if the system remains in this point, xe, for all future times, t.
Perturbing the base state by small disturbances may lead to either a decay of the
disturbances, a growth of the disturbances or the initial disturbances will persist.
A system in which small perturbations will decay away is called a stable system,
whereas in an unstable system the initial perturbations will grow. Mathematically
the concept of stability was formulated by Liapounov. A definition in the sense of
Liapounov can be found in Chapter I in Drazin and Reid (2004) as follows:
Definition 2. The equilibrium state xe is stable, if for any  > 0 ∃ δ > 0 such
that if ||x(t = 0)− xe(t = 0)|| < δ then ||x(t)− xe(t)|| <  ∀ t ≥ 0.
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Having this definition in mind, it is possible to study the linear stability of a given
system. This is achieved by decomposing all quantities into their background part
and a small perturbation, i.e. f(x, t) = fe(x) + δf(x, t), where fe is the equilibrium
solution for the governing equations. Using this decomposition a set of equations that
does not include higher order perturbation terms can be derived (for the problem
at hand I will derive these equations below in Subsection 3.2.2). By solving the
linearised equations it can be concluded if a system is stable, i.e. the solution for
the perturbations is a decaying function with time, or unstable, i.e. the solution is
a growing function.
Dimensionless Numbers
In general to check for linear stability of a particular system, the set of linearised
equations needs to be derived, a basic state found and then the solutions for the
perturbations calculated. Since it is tedious to go through this procedure every
time when a certain parameter of the system is changed, it is convenient to seek
for dimensionless parameters that provide a good estimate of the stability of the
system. This means stability criteria that separates stable from unstable systems.
To give a reasonable definition in terms of parameters for such a critical point it is
necessary to understand what physical mechanism cause the instability. Generally, a
system becomes unstable if the equilibrium between external forces, inertia and vis-
cous stresses acting on the fluid is absent (Paterson, 1983; Drazin and Reid, 2004).
Therefore, dimensionless numbers which can give a measure of the ratio between
a stabilising and a destabilising mechanism are usually introduced to characterize
systems. An illustrative example is the Rayleigh number Ra, which is used to char-
acterize systems where the fluid is at rest and the bottom has a higher temperature
than the top, i.e. a steep temperature gradient exists. In such a system the buoy-
ancy force acts destabilising and diffusive forces counteract, therefore Ra is a ratio
of these forces (Chandrasekhar, 1961).
For parallel shear flows in systems with a density change, the Richardson number,
Ri, is such a characterizing number. It gives the ratio of the stabilising effect of
gravitational force to the destabilisation caused by the shear profile (Chandrasekhar,
35
3.1. SHEAR FLOW INSTABILITIES
1961; Drazin and Reid, 2004). A derivation of the Richardson number criterion is
shown further below.
3.1.2. Important Theorem’s
Inflexion Point Theorem
In the past it was not always possible to use numerical approximations to solve
the set of equations describing a hydrodynamical problem. Therefore, simplifying
assumptions were made to reduce the complexity of the system to find analytical
solutions. So many different configurations of shear flows have been investigated in
the past, where the fluid was assumed to be non-diffusive and with constant density
(Paterson, 1983). For such systems different continuous velocity profiles, as shown
in Fig. 3.1, were studied in detail by Helmholtz (1868), Kelvin (1871) and Rayleigh
(1880) (Drazin and Reid, 2004). These investigations revealed a crucial result on
the role of an inflexion point in the velocity profile:
Theorem 3.1.1. (Rayleigh’s Theorem) A necessary condition for instability is that
the basic velocity profile should have an inflexion point.
According to the Rayleigh’s Theorem an inviscid flow with a velocity profile as shown
in Fig. 3.1 (a) would be stable, but a shear profile of the form as Fig. 3.1 (b) would
be unstable.
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Figure 3.1.: The velocity profiles considered by Reynolds (1883). (a) Velocity profile
without an inflection point. (b) Velocity profile with an inflection point.
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A detailed derivation of this result can be found in Drazin and Reid (2004). Note,
this is not a necessary criterion for a system with an interface of different densities
as will be discussed in more detail further below.
Squire’s Theorem
Another useful theorem is the Squire’s Theorem (Squire, 1933; Drazin and Reid,
2004), which states that the set of linearised equations can be simplified to a two-
dimensional problem without losing any information on the stability of the three-
dimensional system if a Squire’s transformation can be applied.
Theorem 3.1.2. Squire’s Theorem on inviscid fluid (Squire, 1933): To each unstable
three-dimensional disturbance there corresponds a more unstable two-dimensional
one.
In order to prove the validity of this theorem, generally it is sufficient to find a coor-
dinate transformation, such that given the solution for three dimensional problem,
the solution for the two-dimensional problem will have a greater temporal growth
rate.
In order to show an example the following three-dimensional simplified linearised
set of equations is considered (Drazin and Reid, 2004):
ikx (U0 − ζ) uˆ+ dU0
dz
wˆ = −ikxPˆ , (3.1)
ikx (U0 − ζ) vˆ = −ikyPˆ , (3.2)
ikx (U0 − ζ) wˆ = −idPˆ
dz
, (3.3)
i (kxuˆ+ kyvˆ) +
dwˆ
dz
= 0, (3.4)
which was derived from the Euler equation together with the incompressible condi-
tion by assuming that the velocity u and the pressure P can be decomposed into
a background part and small perturbations. The perturbations are assumed to be
proportional to Pˆ (x, t) = Pˆ (z) exp i(kxx+ kyy − kxζt). Inserting this into the Eu-
ler equation and considering only terms that are first order in perturbations, the
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Equations (3.2) - (3.4) are obtained. For the Squire’s transformation, the following
coordinate transformation can be used:
k˜ =
√
k2x + k
2
y, k˜u˜ = kxuˆ+ kyvˆ,
P˜
k˜x
=
Pˆ
kx
, w˜ = wˆ, ζ˜ = ζ. (3.5)
This coordinate transformation reduces the three dimensional set of equations to a
two dimensional one:
ik˜
(
U0 − ζ˜
)
u˜+
dU0
dz
w˜ = −ik˜P˜
ik˜
(
U0 − ζ˜
)
w˜ = −idP˜
dz
ik˜uˆ+
dw˜
dz
= 0,
(3.6)
which becomes obvious, if setting both ky and vˆ to zero in the Equations (3.2) - (3.4).
In order to prove Squire’s Theorem consider one solution to the three-dimension
equations to be ζ = f(kx), where ky = 0 and vˆ = 0. Then, the solution of the
two-dimensional problem formulated in (3.6) is ζ˜ = f(k˜). Using the Squire’s trans-
formation one gets the corresponding solution for the three-dimensional set of equa-
tions as ζ = f(
√
k2x + k
2
y). Therefore, to each disturbance in three dimensions with
a growth rate kxζi there exist a two-dimensional disturbance that has the growth
rate k˜ζi. The growth rate of the two-dimensional disturbance is greater, because
k˜ > kx if ky 6= 0.
3.1.3. Shear Flow Instabilities in Stratified Systems
The Kelvin-Helmholtz Instability
For a fluid that is heterogeneous (or stratified) and where the layers are in a relative
motion to each other, the Kelvin-Helmholtz (KH) instability is a typical instability
to occur (Miles, 1961). The simplest configuration where a KH instability appears
is if one considers a horizontal superposition of two fluid layers with steady parallel
flows of different velocities and densities as shown in Fig. 3.2 (a). For a continuously
varying velocity profile as for example shown in Fig. 3.2 (b), a dimensionless number,
the Richardson number, can be defined that provides information on the stability of
the system (a detailed discussion can be found in Chandrasekhar, 1961).
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Figure 3.2.: Simple systems for a KH instability. (a) An interface with different den-
sity and velocity at the top layer and bottom layer is shown. (b) A three
layered system, where the middle layer has a continuously changing ve-
locity and density ρ1. The top layer has a constant velocity U1 with a
lower density and the bottom layer has a constant velocity U2.
The mechanism by which an instability in such a simple system can occur is due
to the conversion of the kinetic energy of the global shear flow into kinetic energy
of disturbances. If the kinetic energy of the disturbances is sufficient to overcome
the potential energy required for the corresponding fluid parcel to rise, the sys-
tem becomes unstable. Therefore, a simple criterion for stability can be derived as
follows: Consider two fluid parcels of the same extent at two different heights z0
and z0 + δz, where it is assumed that the difference in heights δz is infinitesimally
small. Furthermore, parcel one at z0 has a density ρ0 and parcel two has a density
ρ0+δρ. The initial velocities for parcel one and parcel two are U0 and U0+δU , where
δU = (dU/dz)δz, respectively. By interchanging these two parcels the work, W , per
unit volume W = −gδρ¯δz, where δρ¯ = (dρ¯/dz)δz, has to be done. The kinetic
energy, Ekin, per unit volume that is gained can be calculated as the difference of
the kinetic energy of the fluid parcels at their initial positions and velocities and the
kinetic energy of the fluid parcels at their final positions and velocities. Assuming
that the horizontal change in position is infinitesimally small and the momentum
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conserved, parcel one (initially at z0) will change its velocity to U0 + sδU and parcel
two will have the velocity U0 + (1− s)δU . Therefore, the kinetic energy difference is
δEkin = s(1− s)ρ¯(δU)2 + sU0δUδρ¯ (3.7)
An instability can only occur if the work done by the kinetic energy due to the
relative motion of the layers cannot be balanced by the gravitational acceleration.
Therefore, by requiring W ≤ δEkin a necessary condition for instability is derived:
− gdρ¯
dz
≤ s(1− s)ρ¯(dU0
dz
)2 + sU0
dU0
dz
dρ¯
dz
≤ 1
4
ρ¯(
dU0
dz
)2 + sU0
dU0
dz
dρ¯
dz
, (3.8)
where the second inequality becomes an equality for s = 1/2. Since this is an upper
bound on a necessary criterion, it is possible to decrease the right-hand side further
by considering only the first term. This leads to
− g dρ¯/dz
ρ¯ (dU0/dz)
2 ≤
1
4
, (3.9)
where the left-hand side is a non-dimensional expression, called Richardson number,
Ri, after Richardson who applied this argument to turbulence. Therefore, a neces-
sary criterion for stability requires the Richardson number to be greater than 1/4
everywhere in the domain (Miles, 1961). However, this criterion is valid for inviscid
fluids and under the assumption that the inertial effects of density variation can be
neglected.
Since in this work stratified systems are considered and the Boussinesq approxi-
mation does not apply the general definition of the Brunt-Va¨isa¨la¨ frequency given
by
N2(z) =
g
T˜
∂T˜
∂z
, (3.10)
where T˜ = TP 1/γ−1, the potential temperature, needs to be used. Then, by using
the polytropic relation and the initial temperature profile given in Equation (2.20)
the Brunt-Va¨isa¨la¨ frequency becomes
N2(z) = g
(
T−1/γ
∂T 1/γ
∂z
+ ρ1−1/γ
∂ρ1/γ−1
∂z
)
= g
(
1
γT
∂T
∂z
+
(
1
γ
− 1
)
1
ρ
∂ρ
∂z
)
.
(3.11)
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Inserting the background temperature profile and density profile, as can be found in
Equations (2.20) - (2.21), the initial Brunt-Va¨isa¨la¨ frequency becomes
N2(z) =
gθ
1 + zθ
(
1 +m
γ
−m
)
(3.12)
and the minimal local Richardson number for stratified systems is defined as
Rimin = min
0≤z≤1
(
N(z)2
/(
∂u0(z)
∂z
)2)
. (3.13)
Holmboe Instability
Another more exotic instability was found in stratified systems with symmetric back-
ground profiles, i.e. the velocity profile and stratification are line symmetric along
a horizontal interface. This instability was first investigated by Holmboe and so it
is called the Holmboe instability (Holmboe, 1962). The Holmboe instability results
from interacting waves, that propagate in opposite directions (Baines and Mitsud-
era, 1994). The Holmboe instability differs from the KH instability in several ways
(see the review article by Peltier and Caulfield, 2003). First, the KH instability is
stationary in a frame of reference, but the Holmboe instability has counter propa-
gating unstable modes, which both have the same growth rate. One mode occupies
the upper plane and the other the lower plane, such that a superposition of both
solutions form a standing wave solution. Second, the Holmboe instability is favoured
in stable stratified atmospheres and can dominate the Kelvin-Helmholtz instability
when the stratification is increased, such that a KH instability disappears due to
the Richardson criterion (Peltier and Smyth, 1989).
3.2. Considering Complex Shear Flows
General investigations of shear flows in the past considered simplified systems, i.e.
non-diffusive fluids or incompressible fluids by using the Boussinesq approximation.
However, viscous and thermal dissipation affect both the linear stability and the
non-linear evolution of a shear flow. Dropping those simplifications may alter the
stability criterion such that in a system where thermal diffusion becomes important
and acts on a smaller time-scale than buoyancy the stability criterion requires a
41
3.2. CONSIDERING COMPLEX SHEAR FLOWS
significant modification. Dudis (1974) and Zahn (1974) have shown that in such
systems the product of the Richardson number with the Pe´clet number is the quan-
tity that indicates stability. The effect of thermal diffusion on shear instabilities
was only studied in the Boussinesq approximation by Jones (1977), Dudis (1974)
and more recently by Lignie`res et al. (1999), such that it is not directly applicable
for stellar interiors regions in which large pressure gradients have to be considered.
While Miczek (2013) considers a fully compressible fluid in an adiabatic atmosphere,
the effect of varying all, especially thermal, transport coefficients was not studied.
Therefore, this study does not capture all relevant effects present in all regions of
stellar interiors.
Although, considerable work has been undertaken to examine shear flows in a va-
riety of different contexts, no work to examine fully compressible shear flows in a
polytropic atmosphere has been carried out and thus I will conduct this research.
In the following subsections I will discuss the choice for the background shear flow
profile, I will derive the set of linearised equations for our particular system, and
discuss how they are solved. Then, in the Section 3.3 results for differently stratified
systems will be presented.
3.2.1. Shear Flow Profile
Since one is interested in investigating a shear flow, it is necessary to consider an
initial background velocity, which satisfies the purpose and the boundary conditions.
Previous studies of astrophysical flows looked at an assortment of different veloc-
ity profiles, depending on the problem and choice of boundary conditions. In the
case of Keplerian motion, which is investigated in the context of accretion discs,
usually a linear velocity profile is assumed (e.g. Brandenburg et al., 1995; Haw-
ley et al., 1999; Dubrulle et al., 2005; Silvers, 2008). This type of shear profile
does not require an external force to balance viscous dissipation and instead the
velocity is incorporated via a shearing-box approach (Goldreich and Lynden-Bell,
1965; Narayan et al., 1987), where the velocity is instantaneously present. In con-
trast, some investigations of stellar shear flows have used polynomial functions, as
for example in Tobias and Hughes (2004) and Cline et al. (2003a), while other in-
vestigations have utilized trigonometric functions to model the velocity field (see,
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for example, Hughes and Proctor, 2013; Cline et al., 2003b). Such velocity profiles
have a non-vanishing gradient at the boundaries. In order to minimise the effect
of the boundaries on the shear layer a hyperbolic tangent profile can be used (see
for example Bru¨ggen and Hillebrandt, 2001; Hughes and Tobias, 2001; Vasil and
Brummell, 2008). In addition, hyperbolic tangent profiles are commonly used in
classical studies of Kelvin-Helmholtz instability and turbulence. Therefore, here the
background velocity profile takes the form
u(z) = U0 tanh
(
z − 0.5
Lu
)
(3.14)
with a shear amplitude U0 and a scaling factor 1/Lu that controls the width of the
shear profile, see Fig. 3.3 for example profiles. The boundary conditions introduced
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Figure 3.3.: Example background shear flow profiles for three different Lu. Shear
flow profiles with very small and very large characteristic length Lu for
comparison.
in Equation (2.18) and Equation (2.19) restrict our shear profile to values of Lu,
which will result in a small enough value of the z-derivative at the boundaries.
For the initial static state the temperature and density profiles are taken as in
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Equation (2.20) and Equation (2.21), respectively. Then, the equilibrium state is
characterized by u0(z) = (u(z), 0, 0)
T , T0(z), P0(z) and ρ0(z). The local Richardson
number, defined in Equation (3.13), for such systems becomes
Rimin = min
0≤z≤1
 θ2L2u(m+ 1)
(
m+1
γ
−m
)
(1 + θz) (U0 − u0(z)2/U0)2
 , (3.15)
where the derivative of the background velocity profile, defined in Equation (3.14),
with respect to z corresponds to a local turnover rate of the shear. For most cases
the minimum Ri value is at z = 0.5, but for some parameter choices with large
temperature gradient, θ, and broad shear width the minimum is shifted towards
greater z.
3.2.2. Linear Stability Analysis
The best starting point to study a system is to start by investigating its linear sta-
bility. This is achieved by linearising the governing equations (see Section 2.2.1,
Equations (2.13) - (2.15)), finding the initial basic state and studying the linear
perturbation evolution in time. For systems, where any diffusive processes are con-
sidered a static initial state can not be defined. Therefore, it is necessary to consider
a basic state for which the typical diffusive time-scales are much greater than the
time that is required to develop the linear instability. Performing a stability analysis
with such quasi-static initial states requires an a posteriori verification.
In a diffusive system there are a number of different time-scales for the system
including the time-scale associated with the shear dynamics tS = Lu/(U0), the
time-scale for buoyancy tB = 1/N(z), where N(z)
2 is the Brunt-Va¨isa¨la¨ frequency
defined in Equation (3.10), and the time-scale for thermal diffusion tk = L
2
u/Ck. In
this thesis, the focus is on the regime where the viscous time-scale, tµ = L
2
u/µ, is
much larger than any other time-scales. This allows us to neglect viscous heating,
which corresponds to the first term on the right-hand side in Equation (2.15). In
addition, the shear flow given by Equation (3.14) is in equilibrium only if tµ is
much larger than the instability time-scale, which is verified a posteriori. When tµ
44
3.2. CONSIDERING COMPLEX SHEAR FLOWS
becomes comparable with other relevant time-scales, the background shear flow is
not in equilibrium and the analysis would be inappropriate for this case.
Formulation of the Eigenvalue Problem
In order to derive the linearised equations each quantity that appears in the govern-
ing Equations (2.13) - (2.15) is perturbed such that f = f0 + δf and
δf(x, y, z, t) = f˜(z) exp (ikx+ ily + ζt), (3.16)
where k ∈ R and l ∈ R are the horizontal wave numbers, and ζ = ζr+iζi ∈ C, where
ζr gives the growth rate of the linear instability. Then, for the stability analysis of
a shear follow in x-direction, where the basic state depends only on the vertical
direction the equilibrium state is characterized by u0(z), T0(z), P0(z) and ρ0(z), the
linear perturbations can be expanded around that equilibrium state as follow
u = u0 + δu, T = T0 + δT, ρ = ρ0 + δρ, P = P0 + δP. (3.17)
In order to keep the notation simple, the velocity perturbations are denoted by
δu = (u, v, w)T and the initial velocity u0 = (U0(z), 0, 0), where it was assumed that
only a horizontal component is present. Inserting this decomposition back into the
governing Equations (2.13) - (2.15) and keeping only terms that are of linear order
in perturbations lead to a set of linearised coupled set of equations. The continuity
equation becomes
ζδρ = −(iku+ ilv)ρ0 − ∂
∂z
(wρ0)− ikδρU0. (3.18)
The three components of the Navier-Stokes equation in linearised form are
ζρ0u =− ik (ρ0δT + T0δρ)− ρ0w∂U0
∂z
− ikρ0U0u
+ σCk
(
−4
3
k2u− l2u+ ∂
2u
∂z2
− kl1
3
v + ik
1
3
∂w
∂z
)
,
(3.19)
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ζρ0v =− il (ρ0δT + T0δρ)− ikρ0U0v
+ σCk
(
−k2v − 4
3
l2v +
∂2v
∂z2
− kl1
3
u+
1
3
il
∂w
∂z
)
,
(3.20)
ζρ0w =− ∂
∂z
(ρ0δT + T0δρ)− ikρ0U0w + δρθ(m+ 1)
+ σCk
(
−k2w − l2w + 4
3
∂2w
∂z2
+ ik
1
3
∂u
∂z
+ il
1
3
∂v
∂z
)
,
(3.21)
and the linear heat equation is
ζδT =
Ckγ
ρ0
(
∂2δT
∂z2
− k2δT − l2δT
)
− (γ − 1)T0
(
iku+ ilv +
∂w
∂z
)
− ikU0δT − w∂T0
∂z
.
(3.22)
A more general and detailed derivation, where the basic flow can have components
in both horizontal direction can be found in Appendix A.2.
Note, the equations for the perturbed quantities that are obtained do not inherit the
same symmetry properties as the well known Taylor-Goldstein equation (e.g. Miles,
1961), where taking the complex conjugate of the eigenfunction and eigenvalue leads
to the same equation. This symmetry is broken in this set of equations, because
there are still terms linear in k and l. Therefore, for this eigenvalue problem there
do not necessarily exist two complex conjugated solutions where one is decaying and
one is a growing solution.
In order to simplify the computation it is convenient to use the Squire’s theorem
(see Theorem 3.1.2), which was formulated for an inviscid fluid, but can be used for
a viscous fluid as well, if the corresponding Squire transformation exist. Then, to
simplify the three-dimensional problem to a corresponding two-dimensional one, I
found a Squire transformation for the initial set of equations. The transformation
can be written as:
k˜2 = k2 + l2 k˜δu˜ = kδu+ lδv δw˜ = δw
U˜0 = U0 c˜ = c θ˜ (m˜+ 1) =
k˜2
k2
θ (m+ 1)
δT˜ =
k˜
k
δT T˜0 =
k˜2
k2
T0
ρ˜0 =
k
k˜
C˜k
Ck
ρ0 δρ˜ =
k
k˜
ρ˜0
ρ0
δρ (3.23)
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In the linearised equations ζ = kc, such that ζ˜ = k˜ζ/k. Note, I have also checked
numerically that indeed for a certain wave number k the growth rate ζr decreases
with increasing l, one could have set l = 0 and v = 0 without loss of generality
for the following calculations. To show how the three-dimensional set of equations
transforms under the Squire’s transformation, a detailed calculations is presented in
the following. Inserting the transformation into the continuity equation leads to
k
k˜
ζ˜
k˜ρ0
kρ˜0
δρ˜ =− i(k˜u˜) k˜Ck
kC˜k
ρ˜0 − k˜Ck
kC˜k
∂
∂z
(w˜ρ˜0)− ik k˜ρ0
kρ˜0
δρ˜U˜0
ρ0
ρ˜0
ζ˜δρ˜ =− i(k˜u˜) k˜Ck
kC˜k︸︷︷︸
=ρ0/ρ˜0
ρ˜0 − k˜Ck
kC˜k︸︷︷︸
=ρ0/ρ˜0
∂
∂z
(w˜ρ˜0)− ik˜ ρ0
ρ˜0
δρ˜U˜0
ζ˜δρ˜ =− i(k˜u˜)ρ˜0 − ∂
∂z
(w˜ρ˜0)− ik˜δρ˜U˜0
(3.24)
For the next equation it is necessary to multiply Equation (3.19) by k and Equa-
tion (3.20) by l and add them up to get
kζρ0u+ lζρ0v =− i(k2 + l2) (ρ0δT + T0δρ)− kρ0w∂U0
∂z
− ikρ0U0 (ku+ lv)
+ σCk
(
−4
3
k3u− kl2u+ k∂
2u
∂z2
− k2l1
3
v + ik2
1
3
∂w
∂z
)
+ σCk
(
−lk2v − 4
3
l3v + l
∂2v
∂z2
− kl2 1
3
u+
1
3
il2
∂w
∂z
)
k
k˜
ζ˜
k˜Ck
kC˜k
ρ˜0k˜u˜ =− ik˜
(
k˜Ck
kC˜k
ρ˜0
k
k˜
δT˜ +
k2
k˜2
T˜0
k˜ρ0
kρ˜0
δρ˜
)
− k k˜Ck
kC˜k
ρ˜0w˜
∂U˜0
∂z
− ik k˜Ck
kC˜k
ρ˜0U˜0k˜u˜
+ σCk
(
−4
3
(
k3u+ kl2u+ k2lu+ l3v
)
+ k˜
∂u˜
∂z
+ ik˜2
1
3
∂w˜
∂z
)
k˜Ck
C˜k
ζ˜ ρ˜0u˜ =− i k˜Ck
C˜k
(
ρ˜0δT˜ + T˜0δρ˜
)
− k˜Ck
C˜k
ρ˜0w˜
∂U˜0
∂z
− i k˜Ck
C˜k
ρ˜0U˜0k˜u˜
+ σCkk˜
(
−4
3
k˜2u˜+
∂u˜
∂z
+ ik˜
1
3
∂w˜
∂z
)
ζ˜ ρ˜0u˜ =− i
(
ρ˜0δT˜ + T˜0δρ˜
)
− ρ˜0w˜∂U˜0
∂z
− ik˜ρ˜0U˜0u˜
+ σC˜k
(
−4
3
k˜2u˜+
∂u˜
∂z
+ ik˜
1
3
∂w˜
∂z
)
(3.25)
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Then the third Navier-Stokes equation using the transformation in Equation (3.23)
becomes:
k
k˜
ζ˜
k˜Ck
kC˜k
ρ˜0w˜ =− ∂
∂z
(
k˜Ck
kC˜k
ρ˜0
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Finally, the temperature evolution equation becomes
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For simplicity, I will drop the tilde for all quantities and summarise the linearised
equations.
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Having applied the Squire’s transformation formulated in Equation (3.23), the two-
dimensional linearised coupled set of equations reads:
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The boundary conditions are the same as for the non-linear set of equations, defined
in Equations (2.18) - (2.19) but for two-dimensions. A similar set of equations
was derived for a MHD problem by Tobias and Hughes (2004). The system is
characterized by six parameters m, θ, σ, Ck, M and Lu.
Eigenvalue Problem Solver
Equations (3.29) - (3.31) are numerically solved on a one dimensional grid in z-
direction that is discretised uniformly, this method is adapted from the method
used by Favier et al. (2012). Recasting the set of differential equations into the form
ζf = Af , (3.32)
where the matrix A contains the finite difference coefficients applied to the discre-
tised eigenfunctions f = (δρ, u, v, w, δT )T , reduces the problem to a matrix equation.
For the computation of the relevant coefficients in A, a central fourth-order finite
differences scheme was used. To find the eigenvalues and vectors the Schur fac-
torization is used (Anderson et al., 1999). Having solved the eigenvalue problem
numerically leads to several solutions. Therefore, I seek for solutions that satisfy
the following two conditions: The eigenvector w needs to vanish at the boundaries,
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and real part of the eigenvalue ζ has to be the largest eigenvalue. Because the ul-
timate aim is to undertake non-linear simulations with a pseudo-spectral code and
viscosity will be mandatory in that case, most calculations will consider a viscous
fluid.
3.3. Results
In this section I will focus on a number of key areas of interest. First, the change
of the stability threshold while the Mach number is varied will be presented, which
correspond to a continuous transition between an incompressible to a compressible
fluid. The effect of compressibility is separately investigated in a weakly thermally
stratified and a strongly thermally stratified atmosphere in Section 3.3.1. Later in
Section 3.3.2, the growth rates of the linear shear instability together with the critical
Ri for different Pe´clet numbers are compared and the effect on the stability against
buoyancy is discussed. In Section 3.3.3 the effect of different polytropic indices
on the instability is addressed and the possibility of a Holmboe like instability is
investigated in Section 3.3.4.
3.3.1. The Effect of Varying the Mach Number on the
Instability Threshold
As the Richardson criterion is based on simple energetic arguments and does not
take compressibility into account, clarification is needed to determine whether com-
pressibility affects the stability of a shear flow. Therefore, in this section I focus on
the stability threshold for different Mach numbers in a stably stratified fluid with
m = 1.6, where the Mach number, M , will be given as
M =
U0√
(1 + 0.5θ)
. (3.33)
This form of M arises because of the particular non-dimensionalisation used in
Section 2.2. Velocity is given in units of the speed of sound that is computed at
the top of the domain. However, the temperature changes across the domain and so
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does the speed of sound. As the inflexion point of the shear flow is at z = 0.5 it is
necessary to compute the actual Mach number at z = 0.5.
According to Schochet (1994) and Guillard and Murrone (2004) the solutions of the
compressible Euler equations reduce to the solutions of the incompressible Euler
equations in the low Mach number limit. Thus, varying of the Mach number allows
to investigate the validity of the Richardson criterion for low to moderate Mach
numbers (0.02 < M < 0.15).
To find the critical Richardson number, Ri, the eigenvalue problem formulated in
Equation (3.32) for a small Ri is solved, while varying the wave numbers, k, between
0 and 1/Lu to find the most unstable mode kmax. For large, but finite, Reynolds
numbers the system is assumed to be stable if the growth rate, ζ, is less or equal to
zero for all wave numbers or the time-scale for the instability, tζ = 1/ζ, compared
to the viscous time-scale, tµ, is of the same order.
I perform a detailed survey for θ = 2, a weakly stratified atmosphere, and for
θ = 10, a strongly stratified atmosphere. In this investigation the Prandtl number is
σ = 1.0 and the thermal diffusivity is Ck = 10
−6. In Fig. 3.4 the critical Richardson
numbers found in this study for different Mach numbers are shown. It reveals
that the critical Richardson number decreases for Mach numbers greater than 0.08.
Whereas for very small Mach numbers the critical Richardson number does not
significantly deviate from the well known 1/4 threshold for stability. In the case of a
weakly stratified atmosphere the critical Richardson number decreases rapidly below
Ri = 0.1 for M ≈ 0.14. In a strongly stratified fluid a qualitatively same behaviour
as for the weakly stratified case is found, but the critical Richardson number does
not drop below Ri = 0.2 for M ≈ 0.14. The shift of the stability threshold, for both
cases, towards smaller Richardson number for moderate Mach number indicates a
stabilising effect of compressibility on the KH instability.
The stabilising effect for Mach numbers greater than 0.08, found in this investiga-
tion, can be explained as follows. The Richardson criterion uses simple energetic
arguments, where two neighbouring fluid parcels are exchanged. The density of these
parcels remains constant for an incompressible fluid such that only the change in ve-
locity at different height changes the kinetic energy, ∆Ekin, and the potential energy,
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Figure 3.4.: Critical Richardson number in a viscous fluid with µ = 10−6 for different
Mach numbers, M. The corresponding wave numbers kmax of the most
unstable mode at the onset of instability are plotted, and the wave
number is normalised by the inverse of the characteristic length 1/Lu.
The horizontal line in both plots corresponds to Ri = 0.25. (a) Weakly
stratified atmosphere with θ = 2. (b) Strongly stratified atmosphere,
θ = 10.
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∆Epot, of the fluid parcel. While for a compressible fluid the density will decrease
to a certain amount when a fluid parcel is moved up, such that a part of the kinetic
energy is converted by the process of expansion. Then, the generated sound waves
are an efficient way to transport energy away from the disturbances. Such that the
disturbances lose more energy by sound waves rather than just diffusion. Therefore,
to reach the instability threshold more kinetic energy is needed. Thus in the limit
of an ideally compressible fluid, where a fluid parcel responds instantaneously to its
surrounding conditions, the system would be always stable. Note, it was shown by
Blumen (1970) that for a parallel shear flow in an inviscid fully compressible fluid
without gravity the growth rate becomes zero in the limit of M → 1.
Comparing the slopes found for the critical Richardson numbers with different Mach
numbers in Fig. 3.4 (a) and Fig. 3.4 (b) a significant difference is present. The critical
Richardson number drops faster for a weaker stratified system with θ = 2 than for
a very strong stratified system. In order to understand the origin of the complex
effect of stratification, the eigenfunctions are investigated. In Fig. 3.5 eigenfunctions
for two different θ are displayed. It reveals that the eigenfunctions found for a fixed
M and Lu are asymmetric and the asymmetry changes with stratification. It can be
seen that the eigenfunction for the temperature perturbation for θ = 10, in Fig. 3.5
(b), is not symmetric around z = 0.5 and reaches greater absolute values in the
middle of the domain while for θ = 2 in Fig. 3.5 (e), it is almost symmetric. As
changing θ from 2 to 10 leads to significantly greater Ri, I find that the eigenfunction
for the vertical velocity w develops a local maximum for decreasing Ri number. The
asymmetry becomes present closer to the boundaries for the eigenfunction of w.
This asymmetry can be explained by the background profiles. For example, differ-
ent temperature gradients have a non-trivial effect on the effective Mach number
throughout the domain. For weak thermal stratification M remains almost constant
whereas in a strongly stratified atmosphere it changes according to
M(z) =
u(z)√
1 + θz
.
This asymmetry has impact on the observed deviation between the change of the
critical Richardson number for θ = 2 and θ = 10. In fact, in a stratified atmosphere
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Figure 3.5.: Eigenfunctions for a fixed M = 0.1 and a fixed characteristic length-
scale Lu = 0.05 are found for two different θ, where θ = 10 for top plots
a, b, c and θ = 2 for the plots d, e, f. In both cases the eigenfunctions
for δw, δT and δρ for the most unstable mode are shown.
exchanged fluid parcels, where one is shifted downwards form the middle plane
z = 0.5 and the other upwards, move at the same speed in opposite directions,
but have different Mach numbers. With an increasing temperature gradient the
effective Mach number in the lower half of the domain has a steeper drop such that
the stabilising effect of compressibility vanishes. Therefore, the stabilising effect of
larger Mach number in a strongly stratified atmosphere is weaker.
54
3.3. RESULTS
3.3.2. Small Pe´clet Number Regime
So far the effect of thermal diffusion on the stability of a shear flow has been inves-
tigated in the Boussinesq approximation (Jones, 1977; Dudis, 1974; Lignie`res et al.,
1999). In order to understand how compressibility and stratification affect previous
results, in the following the impact of thermal diffusion in a stably stratified fluid
is investigated. For this purpose a non-dimensional number can be introduced, the
Pe´clet number. The Pe´clet number is given as
Pe =
U0Lu
Ck
, (3.34)
where Lu is the characteristic length of the shear width and U0 corresponds to the
Mach number at the top of the domain as the velocity is normalised with respect
to the speed of sound. The Pe´clet number is associated with the ratio of advective
transport to thermal diffusion. Note, that due to the definition of U0 and Lu in
Equation (3.14) a factor of 4 is formally needed to be consistent with the mostly
used definitions. As often the Pe´clet number is defined as Pe = ∆Ul/Ck, where ∆U
is the velocity change across a certain layer and l is a typical length. However, since
the Pe´clet number is not exactly defined and only the order of this non-dimensional
number gives a meaningful characterisation of the system, the pre-factor of four is
dropped in this thesis.
Varying the Pe´clet number in a compressible fluid stresses the results found by
Lignie`res et al. (1999), where a higher thermal diffusion destabilises the system as it
effectively weakens the stable stratification, i.e. the system becomes more unstable
against buoyancy. Therefore, thermal diffusion becomes important in a system where
tk < tB, such that buoyancy is much slower than thermal diffusion. As tB has to be
smaller than the system’s dynamic time-scale tS, the Pe´clet number has to become
smaller than unity, to satisfy this requirement.
In Fig. 3.6 the growth rates for different Pe´clet numbers in a compressible and a
weakly compressible fluid are illustrated. Comparing instability growth rates for
a setup with Pe < 1 and Pe > 1 shows that ζ increases with decreasing Pe,
where a significant jump can be observed when Pe becomes smaller than unity. It
is found that the overall growth rate is smaller for a shear flow with M = 0.09,
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Figure 3.6.: Both plots show the growth rates ζ in a weakly thermally stratified
atmosphere with θ = 0.5 for a Richardson number of Ri = 0.22. (a) the
fluid is compressible with M = 0.09. (b) M = 0.009, which corresponds
to a incompressible fluid. The Pe´clet number is varied among three
orders of magnitude.
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this demonstrates a stabilising effect of moderate Mach numbers as discussed in
Section 3.3.1. However, an increase in the instability growth rate does not necessary
indicates a shift of the stability threshold to greater Richardson numbers.
Focusing on the stability threshold it is necessary to seek for the critical Richardson
numbers in different Pe´clet number regimes. Previous studies assumed an inviscid
fluid to simplify the problem and to avoid the issue of the initial state being actually
not an equilibrium state. Here, it is more convenient to include viscosity as it is
numerically easier to obtain results for the limit of small viscosity than for an inviscid
fluid. For a shear flow the onset of instability does not change for small enough k,
if large enough Reynolds numbers are considered. However, including viscosity may
have non-trivial effects on the stability if the fluid has large thermal diffusivity (see
Jones, 1977). Jones (1977) derived a criterion for instability at long wave length of
the form kPeRi < 0.086 in an inviscid fluid. For a viscous fluid it can be rewritten
as kσReRi < 0.086 such that for reasonably small wave numbers, the system can be
still unstable if the Reynolds number is not sufficiently large. It can be seen when
investigating Equation (3.29) and Equation (3.30), where the part of the viscous
term that is not proportional to the wave number starts to dominate in the limit
of small wave numbers. For Equation (3.29) it is the term proportional to ∂2u/∂z2
and for Equation (3.30) it is the term proportional to ∂2w/∂z2. These additional
terms lead to a destabilisation of the system for small wave numbers. Therefore,
for small wave numbers the viscous term becomes relatively more important for the
dynamic of the system. To make sure that the results obtained correspond to a
regime where viscosity does not affect the stability threshold, several computations
were repeated with a smaller viscosity and a greater viscosity than used in the actual
computations.
In Fig. 3.7 curves of marginal stability for four different Pe´clet numbers in a poly-
tropic atmosphere are displayed for θ = 0.5 and θ = 2.0. As expected the domain
for an unstable shear flow increases as the Pe´clet number is decreased. It shows
that not only the growth rate of the instability is altered but indeed the stability
threshold changes for small Pe´clet numbers. The critical Richardson numbers for
Pe ≤ 1 reveal a destabilisation for small k. Lignie`res et al. (1999) explained this
behaviour by the effect of the anisotropy of the buoyancy force. The stabilising effect
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of stratification becomes inefficient for predominant horizontal motion compared to
the thermal diffusion. Indeed, by computing the ratio of the vertical to horizontal
kinetic energy of the unstable mode for a certain k i.e.
Ew
Eu
=
∫ 1
0
wk(z)
2dz∫ 1
0
uk(z)2dz
, (3.35)
where wk(z) and uk(z) are the eigenfunctions for the vertical and horizontal velocity
disturbances at a certain k respectively, it is possible to investigate the nature of the
instability. Comparing this ratio for a mode with k = 0.1 and k = 0.7 for Pe = 0.1,
it turns out that the ratio for the larger k-mode is of one to two orders of magnitude
greater than for the small k-mode. For a representative case with Pe = 0.1 and
Ri = 0.2, the energy in the vertical motion is Ew = 4.4 × 10−9 for k = 0.1 and
Ew = 4.0 × 10−14 for k = 0.75, whereas for the horizontal motion Eu = 7.7 × 10−5
for k = 0.1 and Eu = 6.2×10−11 for k = 0.75. Thus the horizontal motion associated
with larger wave lengths in horizontal direction is predominant at very small k.
The results carried out for a greater temperature gradient, θ = 2 shown in
Fig. 3.7 (b), reveal a qualitatively different behaviour for small Pe´clet numbers than
it is the case for θ = 0.5 shown in Fig. 3.7 (a). The θ = 0.5 case has overall greater
critical Richardson numbers, but has a gradual increase towards a smaller critical
Richardson number in the small k limit. This indicates a more efficient destabili-
sation for most of the wave number and a less efficient destabilisation for small k.
Looking again at the ratio of kinetic energy in vertical and horizontal motions reveals
that for lower θ the ratio of vertical motions to horizontal motions remains signifi-
cantly smaller than for the higher stratification θ = 2, which indicates that buoyancy
force is more efficient in a strongly stratified atmosphere against the destabilising ef-
fect of thermal diffusion. A weakly stratified atmosphere can be destabilised quicker
by thermal diffusion.
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Figure 3.7.: Plots of critical Richardson numbers for all k in a viscous fluid with a
Mach number, M = 0.009, a) θ = 0.5 and b) θ = 2.0 and viscosity
ν = 1× 10−7. The Pe´clet number is varied from 10 to 0.01.
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3.3.3. Effect of the Distance to the Onset of Convection on the
Instability
The destabilising mechanism of thermal diffusion can be traced back to the fact that
thermal diffusion weakens the stable stratification against buoyancy. To investigate
if, and how, this effect changes if the system is further away from the onset of
convection the polytropic index is varied between 1.6, which is close to the threshold,
and 2.07 which is far from the onset of convection. In Fig. 3.8 (a) the growth rate,
ζ, is plotted for different polytropic indices while the Richardson number was fixed
to the value Ri = 0.22 and the Pe´clet number is unity.
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Figure 3.8.: Growth rate of the instability for a viscous fluid with θ = 2.0 and a Mach
number of order 10−2. In (a) and (c) the Pe´clet number is Pe = 1. In
(b) and (d) Pe = 0.1. Ri is varied in (a) and (b), but Ri = 0.22 for the
top plots (c) and (d).
The growth rate is given in units of inverse sound crossing time, t˜, such that a
rescaling is necessary while the Mach number is adjusted to fix Ri. The same is
done for a Pe´clet number of 0.1 in Fig. 3.8 (b) where the same tendency of an
increasing growth rate with increasing polytropic index is observed. To exclude
that this behaviour is due to the effect of thermal diffusion the growth rate for two
different m is computed for a fixed Ri smaller than 1/4 for much greater Pe than
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unity, where the same tendency is found. However, the critical Ri for increasing m
increases. Therefore, a system with larger polytropic index, m, is less stable such
that for the same Ri the system with a larger m is further away from the stability
threshold and has a larger growth rate. Non-linear direct numerical computations of
two cases approved the results obtained with the linear EV solver. For this purpose
Equations (2.13) - (2.15) were solved by using a hybrid finite-difference/pseudo-
spectral code (see for example Matthews et al., 1995; Silvers et al., 2009a,b, and
references therein).
While increasing the polytropic index requires a greater shear flow amplitude to
obtain the same value for the Richardson number, the kinetic energy of the shear
flow is increased as it is proportional to both parameters. Consequently, as soon as
the system can overcome the stabilising effect of density stratification the instability
has more available kinetic energy from which it can grow more rapidly.
In the two plots at the bottom of Fig. 3.8 the growth rate for different polytropic in-
dices is shown while all other parameter are fixed. The solid lines in Fig. 3.8 (c) and
Fig. 3.8 (d) correspond to the solid lines in Fig. 3.8 (a) and Fig. 3.8 (b) respectively.
As expected the instability growth rate decreases with increasing density stratifica-
tion and greater Ri. While for a Pe´clet number of unity the instability shuts down
rapidly, which is displayed in Fig. 3.8 (c), for Pe < 1 the same behaviour is observed
but the instability for greater m is still present for small wave numbers. As discussed
in Section 3.3.2 this is explained by the anisotropy of the buoyancy force.
3.3.4. Subdominant Shear Instability
For certain configurations, where the shear width is sufficiently small, the velocity
profile is similar to two counter flows. Investigating the growth rate for different
wave numbers, a typical case is shown in Fig. 3.9 (a), reveals that there are two
arches present. In order to study the nature of these two instabilities I look at the
eigenfunctions present in the two arches. For unstable modes with k corresponding to
the smaller arch, one eigenfunction of the vertical velocity is displayed in Fig. 3.9 (b).
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Figure 3.9.: Characteristics of instabilities for a viscous fluid with θ = 1.0, Pe´clet
number of order 103 and Ri = 0.3. (a) Growth rates. (b) Eigenfunction
found for the vertical velocity w in the small arch. (c) Eigenfunction for
the vertical velocity w in the large arch.
It shows an eigenfunction that is propagating in the lower half plane, the corre-
sponding mode with the opposite phase velocity shows the oscillations in the upper
half plane. Such eigenfunctions exhibit all properties of the Holmboe instability,
where two counter propagating modes, one in the upper and one in the lower half
plane, are present. Therefore, I conclude that for a stable stratification and Pe´clet
numbers much greater than unity a Holmboe like instability can occur.
The second arch has greater growth rates and appears at greater k. The correspond-
ing eigenfunction for the vertical velocity of these modes is shown in Fig. 3.9 (c). It
reveals that the instability is localised at the center of the shear flow, which corre-
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sponds to the KH instability, where only one unstable mode is present for a certain
wave number and its phase velocity corresponds to the mean flow velocity. Inves-
tigating all possible eigenfunctions at the overlap region between the two arches,
reveals that Holmboe modes are present but have a smaller growth rate as the KH
instability or vice versa.
The observed Holmboe like instability only appears for large Pe´clet numbers while
for small Pe the range for the KH instability is enlarged to smaller wave numbers,
such that even in the presence of the Holmboe like instability the KH instability for
the same wave numbers dominates. This can be seen in Fig. 3.8 (a) and Fig. 3.8 (b),
where the small arch present in (a) for Pe = 1 is dominated by the KH instability
in (b) for Pe = 0.1.
To make sure that those modes are physical and not a numerical artifact I checked
that they remain for a system where an inviscid non-diffusive incompressible fluid is
assumed. In a second check, the discretisation step sizes in z direction are changed
from a uniform to a weighted distribution, which has the consequence that the matrix
changes. With both approaches a second instability, with the same properties, was
found at slightly smaller wave numbers than the KH instability. Using non-linear
calculations both instabilities are found during the linear growth regime with similar
growth rates and eigenfunctions as predicted by the EV-solver.
3.4. Conclusions
Shear flow instabilities, which may lead to turbulent motions, are important for the
understanding of the dynamics in stellar interiors. Using linear stability analysis
the onset of shear flow instabilities in a compressible polytropic atmosphere was
investigated, where a detailed analysis of the effect of moderate Mach numbers,
small Pe´clet numbers and different polytropic indices was carried out separately.
For a flow of moderate Mach numbers a stabilising effect that results in a smaller
critical Richardson number was found, such that for some small Richardson num-
bers the shear flow remains stable. This effect becomes significant for Mach number
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greater than 0.1. However, the stabilising is weaker for strongly stratified atmo-
spheres.
For fluids with high thermal diffusivity, where the Pe´clet number drops below unity,
a destabilisation of the system can be shown. These results are in agreement with
Lignie`res et al. (1999), where the regime of small Pe´clet numbers were examined
in a Boussinesq fluid. A significantly greater growth rate was found for highly
diffusive fluids as well as greater critical Richardson numbers for Pe < 1 compared
to systems with large Pe´clet numbers. Steeper temperature gradients lead to an
overall stabilisation for small Pe´clet numbers.
An interesting result is that of the possibility of Holmboe like instabilities present in
polytropic atmopheres. This instability is dominated by the KH instability for small
Pe´clet numbers, but is clearly present for large Pe´clet numbers. While no setup was
found where the Holmboe like instability dominates the KH instability it may be
found in future investigations.
Studying more complex systems, which include key properties of stars, by means
of a linear stability analysis provides a powerful tool to investigate their linear be-
haviour. However, the vertical length-scale for which these shear flows can become
unstable is far below the resolution of helioseismological techniques and as the per-
turbation’s amplitude can be finite in the tachocline (see Michaud and Zahn, 1998)
the assumption of infinitesimal perturbations made in the stability analysis might
lead to different results. To clarify the second issue it is necessary to investigate the
stability properties of such flows by means of direct numerical computations, where
the initial state is perturbed by perturbations with a finite amplitude. In addition
to finite amplitude effects, the non-linear behaviour of unstable shear flows after a
saturation is crucially important for the understanding of mixing in stellar interiors
regardless of the nature of the initial instability.
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4. Non-linear Calculations:
Forcing Methods Part I
Most local numerical studies of the turbulence transition in shear flows take the
approach of an unforced flow (Caulfield and Peltier, 2000; Smyth and Moum, 2000;
Smyth and Winters, 2003), which results in a finite lifetime of an initially unstable
background state due to its inevitable viscous decay. However, astrophysical shear
flows can be either transient features or be sustained over very long time-scales
(Mahajan and Rogava, 1999; Rogava et al., 2000), where the physical mechanism
maintaining the shear flow is usually unknown (Leprovost and Kim, 2008; Paterno`,
2010). Incorporating a forcing into the numerical model has therefore two roles first
to sustain the initial state, for which a linear stability analysis can be carried out, and
second to model the unknown physical processes responsible for the resulting flow
in an astrophysical system. A variety of classical studies of shear driven turbulence
exploit a method where a decoupled background shear flow is present (for example
used by Holt et al., 1992; Jacobitz et al., 1997; Barker et al., 2012). This method
requires a change of variables to incorporate a mean shear profile and does not allow
for a back-reaction of the actual flow on the forcing.
Investigations of astrophysical shear flows have commonly exploited different meth-
ods to provide a sustained flow. For example in Miesch (2003), Vasil and Brummell
(2008), and Silvers et al. (2009b) a method to balance viscous dissipation by in-
troducing an external force proportional to the viscous term is utilized. Another
option that has been selected is the relaxation method (e.g. Prat and Lignie`res,
2013), which incorporates an external force proportional to the difference between
the actual velocity profile and the target shear profile.
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The aim in the following two chapters is to compare different forcing methods to
find an appropriate method for our purpose. For simplicity the investigations are
divided into two parts, where first the linear growth phase of a shear instability for
different forcing methods will be compared in this chapter. Subsequently in the next
chapter, the non-linear regime will be investigated in full detail.
For the first part of the study it is sufficient to use two-dimensional calculations as
in that case the linear growth of the KH instability should not significantly differ
from a three-dimensional evolution. After the secondary instability starts to develop,
which happens when the KH instability saturates, it becomes necessary to consider
a three-dimensional setup, which is done in Chapter 5.
In Section 4.1 the different forcing methods are introduced in detail. I compare the
linear growth of a KH instability for all forcing methods in Section 4.2, where the
focus is on the growth rate, the wave number of the most unstable mode and form
of the eigenfunctions. In addition, the results are compared to results obtained by
linear stability analysis, which was used previously to investigate the behaviour of
the KH instability for different parameter regimes (see Chapter 3).
4.1. Forcing methods
Four different methods to sustain an initial shear flow are compared, I will distinguish
between methods that are static, i.e. the force term does not change throughout
the calculation, and dynamic forcing methods that might vary depending on the
current flow. Furthermore, methods with a force applied to a localised region have
a local force, whereas the force term applies on the whole domain for global forcing
methods. Our main goal is to find a forcing method that does not significantly
alter the characteristics of the linear phase of the evolution, but allows to reach a
quasi-steady non-linear state.
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Viscous Method
In order to balance the viscous dissipation associated with the initial shear flow
profile given by Equation (3.14) the force
F = −σCk∇2U0 (4.1)
is added to the RHS of Equation (2.14). By applying this viscous forcing the initial
state given by Equation (2.20), Equation (2.21) and Equation (3.14) is in equilibrium
provided that viscous heating is neglected. This method has been broadly applied in
forced shear flows to model the dynamics of the solar tachocline (e.g. Miesch, 2003;
Silvers et al., 2009b). Note that this method only balances for the viscous diffusion
of momentum associated with the target profile and does not depend on the actual
non-linear solution. In that sense, the forcing can be considered to be local and
static.
Perturbation Method
The second method, the perturbation method, was previously used by Holt et al.
(1992); Jacobitz et al. (1997); Barker et al. (2012). For this method a slightly
different set of differential equations is solved. A decomposition of the velocity,
u = U0+u˜ into a background shear flow, U0, and the deviation from the background
profile u˜ enables the maintenance of a shear flow that is independent of the unstable
perturbations. Note, the background velocity profile U0 has to be time independent
and divergence free. Thus, inserting the above decomposition into the momentum
Equation (2.14) the following is obtained
ρ
∂
∂t
(u˜ + U0) = −∇p + θ(m+ 1)ρ zˆ− ρ (u˜ + U0) ·∇ (u˜ + U0)
+σCk
[
∇2 (u˜ + U0) + 1
3
∇∇· (u˜ + U0)
]
, (4.2)
since it is assumed that the background profile does not vary with time and in the
flow direction, the time derivative of U0 and the term U0·∇U0 vanish. In order to
67
4.1. FORCING METHODS
ensure that the background velocity is not dissipated by viscosity the viscous term
associated with it is dropped. The equation takes the form
ρ
∂u˜
∂t
= −∇p + θ(m+ 1)ρ zˆ− ρu˜·∇U0 − ρU0·∇u˜
+σCk
(
∇2u˜ + 1
3
∇(∇·u˜)
)
, (4.3)
such that effectively the differential equation for the velocity perturbations only is
solved. Here, the velocity perturbations, u˜, are initially zero, but the background
velocity is incorporated through the two advective terms involving U0. By the same
procedure the Equation (2.13) and Equation (2.15) become:
∂ρ
∂t
= −∇· (ρu˜)−U0·∇ρ (4.4)
∂T
∂t
=
Ckσ(γ − 1)
2ρ
|τ |2 + Ckσ(γ − 1)
2ρ
∂2U0
∂z2
+
γCk
ρ
∇2T
−∇· (T u˜) − (γ − 2)T∇· u˜−U0·∇T, (4.5)
where the effect of the background velocity, U0, on the density and temperature is
taken into account. Mathematically, the equations for U0 + u˜ are the same as for
u in the viscous method. Therefore, both methods should give the same solutions,
even if the approach and numerical implementation are significantly different.
Average Relaxation Method
In this relaxation method, an external force ensures that the flow relaxes towards
the initial profile on an arbitrary time-scale τ0. Any quantity f¯ is defined as
f¯(z) =
1
NxNy
Nx∑
i=1
Ny∑
j=1
f(i, j, z), (4.6)
where the overbar denotes that the quantity f is horizontally averaged, and Nx
and Ny are the resolutions in x -direction and in y-direction respectively. The force
for the relaxation method in the momentum equation depends on the horizontally
averaged velocity u¯x(z) and is given by
F =
ρ
τ0
(U0 − u¯x(z) eˆx) , (4.7)
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where eˆx is the unit vector in x-direction. The forcing is applied continuously with
time rather than at particular time-steps. Therefore, the relaxation time controls the
strength of the forcing term. For this method it is crucial to ensure that the forcing
is aligned with the flow direction and does not depend on the velocity variation
along this horizontal direction, which would otherwise correspond to a local small-
scale force as described further below. The relaxation method was used by Prat and
Lignie`res (2013) to model shear driven turbulence and provides the advantage of an
adjustable back-reaction on the actual mean flow. It is a global forcing (due to the
averaged operator) and a dynamical forcing, because it depends on the actual flow.
Local Relaxation Method
For the local relaxation method a local force
F = ρ (U0 − u) /τ0 (4.8)
operates to push the flow towards a target profile U0 where the relaxation time, τ0,
indicates how fast the response to a velocity change is. The force strength varies
with the direction of forcing and depends on the actual velocity profile. Therefore, it
corresponds to a dynamical small-scale force. This method was applied, for example,
to study the interaction between penetrative convection and shear flows (Guerrero
and Ka¨pyla¨, 2011). Although this method provides a forcing that depends on the
evolution of the velocity field it suppresses any deviation from the target flow.
4.2. Exponential Growth Regime
I begin by comparing the forcing methods introduced in Section 4.1 during the ex-
ponential growth regime of a shear flow instability. Since the initial linear phase of
shear flow instabilities is purely two-dimensional, which is justified by the Squire’s
theorem (Squire, 1933), the focus here is on calculations in a two-dimensional do-
main, which has a spatial resolution of Nx = 512 and Nz = 480. In order to obtain
a two-dimensional setup the three-dimensional differential Equations (2.13) - (2.15)
are used, but I neglect the spatial variations in the horizontal y-direction. Fur-
thermore the velocity component along the y-direction is assumed to be zero. All
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non-linear calculations in this thesis are initialized by adding a small random tem-
perature perturbation to the equilibrium state defined in Equations (2.20) - (2.21)
including the additional shear flow given by Equation (3.14).
The stability of a shear flow in a stratified atmosphere is characterized by the non-
dimensional Richardson number, Ri defined in Equation (3.15). Therefore, in order
to investigate the exponential growth of shear instabilities in this chapter only shear
flows with a Richardson number less than 1/4 at a point in the domain are consid-
ered. Shear instabilities triggered by thermal diffusion for which larger values of Ri
can be used (Dudis, 1974; Zahn, 1974; Lignie`res et al., 1999) are not considered in
this chapter. Because the 1/4 criterion is a necessary, but not sufficient, require-
ment for instability I also solve the corresponding linear stability problem without
additional forcing terms based on the approach used in Chapter 3 in addition to
conducting the non-linear calculations. For simplicity, the Prandtl number is fixed
to be unity whereas the dimensionless thermal diffusivity Ck is varied from 10
−4 to
10−5. Taking the previous linear study in Chapter 3 into account, the parameters
satisfy the following requirements: To ensure a stable stratification the polytropic
index is set to be m = 1.6, the amplitude U0 of the shear flow is chosen such that
the Mach number in the middle of the domain remains less than 0.08, which avoids
additional stabilisation by compressible effects. Furthermore, the initial Pe´clet num-
ber, which was defined in Equation (3.34), is taken to be much greater than unity
to avoid a destabilising effect caused by thermal diffusion.
Here, I compare two linearly unstable cases with distinct behaviour when no external
forcing is included. An unforced case will decay if the instability grows on a larger
time-scale than the viscous dissipation time-scale. Therefore, two different cases
corresponding to two different minimum Ri values are considered. In case I, a very
small value of Ri = 8×10−4 is chosen, such that the system is unstable even without
external forcing. Case II has a greater Ri = 0.1 and greater Ck so that the system
is unstable only if an an external forcing is introduced. Without forcing, the initial
shear flow diffuses quickly such that the Richardson number increases rapidly above
1/4 and no shear instability can be sustained. By considering these two different
cases, I investigate how the forcing method used affects the development of a shear
instability during the exponential growth phase. Unforced calculations provide a
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reference for the system’s evolution without any external forces. All parameters for
case I and case II, the resulting linear growth rates, and the wave number for the
most unstable mode for each method are summarised in Table 4.1 using both an
eigenvalue solver and direct numerical calculations of unforced and forced cases.
Table 4.1.: Comparing the linear eigenvalue-solver results with those from non-linear
calculations during the linear phase. For case I the shear amplitude is
U0 = 0.08 and 1/Lu = 118 such that Ri = 8×10−4. Taking Ck = 8×10−5
results in a Pe ≈ 8. For case II U0 = 0.041, 1/Lu = 20 and Ck = 1×10−4
such that Ri = 0.1 and Pe ≈ 20.
Method: ζr kmax 2/Leff
Case I:
EV-solver (119± 0.5)× 10−2 42.5± 1 118
unforced (30± 1)× 10−2 14.1± 1.6 51± 2
viscous method (110± 5)× 10−2 33.0± 1.6 105± 5
perturbation method (110± 5)× 10−2 33.0± 1.6 106± 6
averaged relaxation, τ0 = 10 (45± 3)× 10−2 14.1± 1.6 37± 2
averaged relaxation, τ0 = 1.0 (80± 3)× 10−2 31.4± 1.6 73± 3
averaged relaxation, τ0 = 0.1 (105± 5)× 10−2 33.0± 1.6 105± 5
averaged relaxation, τ0 = 0.01 (110± 5)× 10−2 33.0± 1.6 104± 3
local relaxation, τ0 = 10 (34± 2)× 10−2 14.1± 1.6 36± 3
local relaxation, τ0 = 2.5 (27± 1)× 10−2 22.0± 1.6 57± 2
local relaxation, τ0 = 1.0 (30± 3)× 10−3 15.7± 1.6 74± 2
local relaxation, τ0 = 0.1 (8± 1)× 10−3 7.9± 1.6 105± 4
Case II:
EV-solver (53± 0.5)× 10−3 10.6± 0.1 20
unforced −0.01 not applicable not applicable
viscous method (47± 8)× 10−3 9.4± 1.6 19± 1
perturbation method (47± 8)× 10−3 9.4± 1.6 19± 1
averaged relaxation, τ0 = 0.01 (48± 8)× 10−3 9.4± 1.6 19.8± 0.3
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4.3. Results
In order to analyse the exponential growth regime of the shear flow instabilities
the growth rate, ζr, the wave number of the most unstable mode, kmax, and the
effective shear width just at the beginning of the exponential growth is calculated.
The growth rates for the non-linear calculations are obtained by calculating
ζr =
d ln 〈w〉
dt
=
1
〈w〉
d〈w〉
dt
, (4.9)
where the angle brackets denotes that any quantity f is volume averaged as follows
〈f〉 = 1
NxNz
Nx∑
i=1
Nz∑
j=1
√
f(i, j)2. (4.10)
In order to find the most unstable wave number, which corresponds to the wave
number with the most energy, the kinetic energy spectrum is calculated as
E(kx) =
1
4
kmax∑
kx=1
Nz∑
z=1
uˆ(kx, z)ρˆu
∗(kx, z) + ρˆu(kx, z)uˆ∗(kx, z), (4.11)
where kmax = (Nx/3 + 1), the hat symbol denotes the Fourier transform of the
corresponding quantity and the star symbol denotes the complex conjugate. In
addition, to estimate the shear width during the exponential regime an effective
shear width, Leff , is needed. For that the horizontally averaged velocity in x-
direction is calculated as
u¯x(z) =
1
Nx
Nx∑
i=1
ux(i, z), (4.12)
where the overbar denotes that the quantity ux is horizontally averaged, and Nx is
the resolutions in x -direction. Taking the horizontally averaged velocity profile an
effective shear width Leff can be obtained, by fitting to the function
f(z) = Ueff tanh
(
2
Leff
(z − 0.5)
)
. (4.13)
To compare the shear profile that triggers the shear flow instability with the ini-
tial shear profile, the effective scaling factor 2/Leff is calculated shortly after the
instability starts to grow. The obtained values for different forcing methods are
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summarised in Table 4.1. Note, that a pre-factor of two in Equation (4.13) is in-
troduced for later calculations in Section 6.2, where not only the scaling factor is
compared, but the actual effective shear width Leff .
Growth rates and most unstable modes
The growth rates, ζr, and the wave number for the most unstable mode, kmax, are
summarised in Table 4.1. For the viscous forcing, the perturbation method and
the averaged relaxation method with τ0 = 0.01 the growth rate ζr = 1.1 remains
identical for case I. For case II the growth rate for these forcing methods is almost
identical ζr = 4.7×10−2, where a small difference occurs for the averaged relaxation
method ζr = 4.8 × 10−2. The growth rates achieved by these methods in case II
correspond to the growth rate calculated by using the EV-solver with a 12% relative
error when taking the growth rate from the EV-solver, which is ζr = 5.3× 10−2, as
reference. For case I, where the growth rate from the linear analysis is ζr = 1.19, this
error is 8%. On the contrary the local relaxation method in case I shows growth rates
at least on order of magnitude smaller than predicted by the EV-solver. Moreover,
an opposite trend, where the growth rate decreases with decreasing relaxation time,
τ0, is present.
The most unstable mode obtained in non-linear calculations is the same for the
viscous- and the perturbation method, where for case I it is kmax = 33 and for case
II it is kmax = 9.4. The most unstable wave number obtained by DNS is always
slightly smaller than the one obtained from the EV-solver, and more so for case
I, where it is kmax = 42.5, than for case II, where it is kmax = 10.6. This is due
to a thinner shear width in case I, which is more affected by viscous dissipation,
such that the instability is triggered when the shear profile is significantly broader.
Therefore, kmax deviates for case I more than for case II, where the initial shear width
is broader. For the local relaxation method kmax shows the opposite behaviour and
differs significantly from the predicted kmax by the linear stability analysis. For
case II no results were obtained by using the local relaxation method, because for
τ0 ≤ 1 as well as for τ0 > 1 the system remained stable and the initial perturbations
decay. Therefore, a more detailed investigation of the effect of this forcing method
is discussed further below.
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Volume averaged vertical velocity and visualisation
For both relaxation methods the relaxation time, τ0, is varied in order to investigate
the effect of differently quick responses to a change of the velocity field. For a
qualitative study of the shear instability present the vertical velocity is displayed
in Fig. 4.1 for selected forcing methods: For the average relaxation method the
instability appears always in the middle of the domain and is visually similar to the
instability observed by using either the viscous method or the perturbations method.
Note, that only the viscous method is displayed, because the visualisation for the
perturbation method shows exactly the same pattern. Comparing Fig. 4.1 (b) and
Fig. 4.1 (c) shows a decrease of the length of the KH billows when the relaxation
time for the averaged relaxation method is decreased. The obtained length of the
KH billows in the case with the shorter relaxation time is similar to the length
obtained by using the viscous method in Fig. 4.1 (a).
Now the attention is drawn onto the effect of varying the relaxation time-scale τ0
in the averaged relaxation method. The instability develops always in the middle
of the domain and is visually similar to the instability observed by using either the
viscous- or the perturbation method, as can be seen in Fig. 4.1 (b) and Fig. 4.1 (c).
The evolution of 〈w〉, for different τ0 parameters, for case I and case II is shown
in Fig. 4.2 and the growth rates of these runs are summarised in Table 4.1. For
all cases the onset of the instability is insensitive to the chosen relaxation time-
scale τ0, but the growth rate decreases with increasing τ0. This is expected since
a smaller τ0 implies a larger restoring force as soon as the averaged velocity profile
differs from the target Equation (3.14). Therefore, for increasing relaxation times the
viscous dissipation might be unbalanced such that the initial state changes before an
instability is triggered. The relaxation method leads either to the same instability or
sustains an instability triggered by a smoother velocity profile, when the relaxation
time τ0 is increased. To put τ0 in relation with typical dynamical times the initial
turnover time of the shear flow, ts = Lu/U0, is calculated, which is ts ≈ 0.1 for case I
and ts ≈ 1.2 for case II. Furthermore, the initial viscous time-scale, tµ = L2u/µ, that
accounts for the time on which the initially shear width is dissipated, gives another
reference time.
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Figure 4.1.: Vertical velocity perturbations for different forcing methods just at the
end of the exponential growth regime. (a) The viscous method. (b) The
averaged relaxation method with τ0 = 10. (c) The averaged relaxation
method with τ0 = 0.1. (d) The local relaxation method with τ0 = 10
and in (e) with τ0 = 0.1.
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Figure 4.2.: The time evolution of the volume averaged vertical velocity, as defined
in Equation (4.10), for the two-dimensional calculations for case I in
(a) and for case II in (b). Different τ0 parameters for the relaxation
method are used and compared to the viscous method and unforced
calculations. The vertical velocity is displayed in logarithmic scale and
t is given sound-crossing time.
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For case I the viscous time-scale is tµ = 0.9 and for case II it is tµ = 25. Note, that
both time-scales represent initial time-scales given by the initial configuration and
will change with time as the system evolves, especially in the saturated regime these
times might be significantly different from the initial values. So that a relaxation
time greater than both the viscous and dynamical time-scale corresponds to a very
weak back-reaction of the forcing to the change of the averaged velocity. Note
that τ0 < 1 means that the response is quicker than a sound crossing time which
is unlikely to occur in physical system. By varying the relaxation time, τ0, it is
investigated how to chose an appropriate τ0 with respect to the initial time-scales in
order to recover the linear instability dictated by the initial state and at the same
time a saturated regime that evolves towards a quasi-static state.
For the local relaxation method a significantly different instability is triggered for
cases with τ0 ≤ 1 as displayed in Fig. 4.1 (e). The instability manifests in the
upper half plane of the box and has a regular pattern. However, for τ0 > 1 the KH
instability is recovered. This can be explained by the form of the force. Since the
local relaxation method suppresses any deviation from the initial shear flow profile,
the system remains stable for fast forcing, i.e. τ0 ≤ 1. Then, at very large time, an
non-physical instability is triggered. This is also reflected in the observed dynamics
for the local relaxation method displayed in Fig. 4.3. The time evolution of 〈w〉
significantly differs to the one using the averaged relaxation method in Fig. 4.2.
Fig. 4.3 shows that for τ0 = 1.0 and τ0 = 0.1 an instability starts at different times,
where for τ0 = 0.1 the starting-time is much later. The difference is of three order of
magnitude compared to all other forcing methods. In cases with greater relaxation
times, the forcing is insufficient and therefore the KH instability overcomes the
forcing. Therefore, the growth rate increases for increasing relaxation times, as can
be seen in Table 4.1. Since in case I the flow is unstable even without forcing, the
expected KH instability can occur if τ0 much greater than unity when using the local
method. Therefore, for the second case the KH instability will be suppressed even
for large τ0 and so no results for case II were obtained as mentioned above.
77
4.3. RESULTS
0 500 1000 1500 2000 2500 3000 3500
10−9
10−8
10−7
10−6
10−5a)
t
<
w
>
 
 
0 20 40 60 80 100
10−8
10−7
10−6
10−5
10−4b)
t
 
 
<
w
>
τ0 = 2.5
τ0 = 10
τ0 = 0.1
τ0 = 1.0
Figure 4.3.: The time evolution of the volume averaged vertical velocity for case I
with the local relaxation method. (a) Cases with τ0 ≤ 1. (b) Cases with
τ0 > 1. The vertical velocity is displayed in logarithmic scale and t is
given sound-crossing time.
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4.4. Conclusion
Some of the difficulties of modelling shear flows in stellar interiors are due to the fact
that the underlying physical mechanisms that generate and sustain the shear flow
are not known (Gough and McIntyre, 1998; Vasil and Brummell, 2009). Therefore, it
is not understood what form the force that needs to be applied has. In this chapter I
investigated the effect of different forcing methods, which have been widely used, to
clarify which method is most suitable when investigating shear flows like the one in
the tachocline. Having compared the evolution of the exponential growth phase of a
shear instability for different forcing methods by using non-linear calculations I con-
clude the following. Viscous forcing prevents the shear profile from being smoothed
out by the viscosity and so a KH instability is obtained. This method only affects
the flow on a viscous time-scale, which is not relevant to the turbulent regime that is
considered further below. The forcing is static, i.e. the form of the force does neither
depend on the actual velocity of the system nor on the time. Furthermore, this forc-
ing drives the system close to the middle plane, but very little force is applied to the
outer part of the domain. As expected the numerical calculations using the viscous
method and perturbation method lead to exactly the same results, because both
methods are mathematically equivalent. Note however that the computational cost
is slightly greater when using the perturbation method. Therefore, the perturbation
method will be discarded in the following comparison in Chapter 5.
The average relaxation method results in a similar evolution as obtained by the
viscous forcing with the additional possibility to adjust the time-scale on which the
force responds to changes in the actual flow. The forcing acts on large global-scales
and has a uniform strength along the forcing direction. Depending on the relaxation
time, τ0, either the instability dictated by the initial state is triggered or a slightly
different shear flow instability is triggered. The later one occurs due to the smoother
velocity profile than initial set. Finally, the local relaxation forcing suppresses any
instability and can lead to non-physical behaviour. Therefore, this forcing should
be avoided and it does not suit to sustain a shear flow.
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Forcing Methods Part II
Having analysed the linear phase during which the KH instability exponentially
growths in two dimensions, the next question to address is what occurs after the
instability starts to saturate. A shear instability can lead to a turbulent regime
after initiating a secondary instability that develops in the third dimension (see
for example Peltier and Caulfield, 2003). These secondary instabilities lead to a
turbulent collapse of horizontal vortices that are suppressed in a two-dimensional
setup as discussed by Scinocca (1995). And so a three-dimensional domain is crucial
to study the non-linear evolution of a stratified shear flow (Thorpe, 1987). Therefore,
to capture the effect of different forcing methods on the entire dynamics I use fully
three-dimensional calculations in this chapter.
As discussed in Chapter 4, the viscous method and the perturbation method are
equivalent. After checking that the calculations are indeed the same when using the
perturbation method, in the following, only results obtained by using the viscous
method are shown in this chapter for brevity. So in this chapter I will compare
the non-linear dynamics obtained by using the viscous method and the relaxation
method. Furthermore, the effect of varying τ0 in the relaxation method, and how
does it compare with the viscous method will be discussed.
In order to analyse the non-linear dynamics quantitatively, several global quantities
will be calculated. For this purpose different energy budgets, which are introduced
in Section 5.1, are tracked separately during the non-linear calculations. Then,
the results of the different methods are presented in Section 5.2, where I start the
qualitative analysis by comparing vorticity and vertical velocity snap-shots during
the steady state in Subsection 5.2.1. In Section 5.2 I will then move to look at the
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quantitative comparison using horizontally averaged profiles of the characteristic
quantities and energy budgets. Finally, in Section 5.3 the differences of the forcing
methods will be discussed and a conclusion will be given.
5.1. Theoretical Framework for Energy Budgets
To get a comprehensive insight on the processes involved when a linear shear flow
instability saturates, it is useful to track the evolution of the standard forms of energy
during the transition phase and beyond. Following the same procedure, as used in
Landau and Lifshitz (1987) and Griffies (2004), the total energy is decomposed into
the kinetic energy, Ekin, internal energy, I, and gravitational potential energy, Epot.
For our specific non-dimensionalisation these three energies are given as
Ekin =
1
2
∫
V
ρu2dV, (5.1)
I = cv
∫
V
TρdV, (5.2)
Epot = −θ(m+ 1)
∫
V
ρzdV, (5.3)
where the volume integral is taken over the whole domain and the internal energy
for an ideal gas is considered. However, following the energy forms separately does
not allow a detailed analysis of the flow evolution, because several physical mech-
anisms are responsible for a change in the kinetic, potential and internal energy
budgets. Therefore, it is useful to calculate the changes in the kinetic energy, the
total gravitational potential energy and the internal energy throughout the flow evo-
lution. Furthermore, it is possible to separate the changes in the energies according
to different physical processes that lead to the change. This enables a more detailed
insight into the energy budgets.
To derive the time evolution of the energy budgets the Equations (2.13) - (2.15) are
used. The time derivative of the kinetic energy becomes
∂Ekin
∂t
=
∂
∂t
(
1
2
∫
V
u · u ρ dV
)
. (5.4)
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Using the momentum Equation (2.14), the right-hand side of this equation can be
divided into different contributions:
1
2
∂
∂t
∫
V
u · u ρ dV = σCk
∮
S
τ · u·nˆ dS︸ ︷︷ ︸
=0
−σCk
∫
V
τij
∂ui
∂xj
dV︸ ︷︷ ︸
ε
−
∫
V
u·∇pdV︸ ︷︷ ︸
Hp
(5.5)
− 1
2
∮
S
|u|2ρu · nˆdS︸ ︷︷ ︸
Ha
+
∫
V
θ(m+ 1)ρw dV︸ ︷︷ ︸
Hρ
+
∫
V
u · FdV︸ ︷︷ ︸
W
= −ε−Hp −Ha +Hρ +W,
where S denotes the volume surface, ε is the positive viscous dissipation rate, Ha
is the change rate due to advection, Hp is the rate of work done by expansion and
contraction, Hρ denotes the exchange rate with the potential energy due to density
flux and W is the work done by external forcing. For a more detailed derivation of
the separate contributions see Appendix C.
For the rate of change of the internal energy one gets
∂
∂t
I =
∂
∂t
(
cv
∫
V
TρdV
)
. (5.6)
Using the temperature evolution Equation (2.15) the RHS can be rewritten as
cv
∂
∂t
∫
V
TρdV = cv
∮
S
γCk∇TdS︸ ︷︷ ︸
Φtemp
+cv(γ − 1)
∫
V
u·∇pdV︸ ︷︷ ︸
Hp
+ cv
∫
V
ρqdV︸ ︷︷ ︸
ε
(5.7)
= Φtemp +Hp + ε,
where q = Ckσ(γ−1)|τ |2/2ρ such that ε is due to viscous heating, and has the same
form as the viscous dissipation rate in Equation (5.5), but with an opposite sign.
Φtemp corresponds to heat loss or gain at the surface, S.
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In the standard form, the changes in the gravitational potential energy are only due
to the exchange of density flux as can be seen by taking the time derivative
∂
∂t
Epot =
∂
∂t
(
−
∫
V
θ(m+ 1)ρzdV
)
(5.8)
= θ(m+ 1)
∮
S
zρu·nˆdS︸ ︷︷ ︸
=0
− θ(m+ 1)
∫
V
ρwdV︸ ︷︷ ︸
Hρ
= −Hρ.
Summing Equations (5.5) - (5.8) yields the total energy change of the system
∂
∂t
(Ekin + Epot + I) = W + Φtemp −Ha, (5.9)
which is only due to external forces, heat loss or gain at the surfaces, and advection.
Note, that Ha is negligible in the case considered here because the system is closed
and mass is conserved. It can be seen that viscous dissipation, ε, density flux, Hρ,
and work done by expansion and contraction, Hp are exchanged between the kinetic
energy and the potential energies.
Using the standard decomposition of energies it remains impossible to distinguish
between reversible and irreversible energy exchange between these three energy bud-
gets (see for example Peltier and Caulfield, 2003). In order to resolve this issue
Winters et al. (1995) introduced a method to analyse the mixing behaviour of a
turbulent flow, which can be used to track reversible and irreversible changes of
different potential energies. This framework was further extended to compressible
fluids by Tailleux (2013). For this method the gravitational potential energy of the
system, defined in Equation (5.3), is decomposed into two parts. One part is the
so-called background potential energy defined as
Eback = −θ(m+ 1)
∫
V
ρ?zdV, (5.10)
where the ρ? is the adiabatically redistributed density. This definition can be used
for a compressible fluid. Another part is the available potential energy
Eavail = −θ(m+ 1)
∫
V
(ρ− ρ?) zdV, (5.11)
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which corresponds to the difference between the actual potential energy Epot and
Eback. The available potential energy can be transformed into other types of energies,
whereas the background energy can not be accessed and transformed in other types
of energies. Therefore, the background potential energy can be interpreted as the
part of the total gravitational potential energy that corresponds to the lowest energy
level that can be reached if the system is adiabatically redistributed. While a system
is evolving the background potential energy can be only changed by irreversible pro-
cesses. In numerical calculations that I will discuss in this chapter, the background
potential energy is obtained by taking the actual density distribution and sorting it
in an ascending order, such that the highest density is at the bottom of the domain.
A more detailed discussion of the numerical parallel sorting procedure is provided
in Appendix D. In a similar procedure the internal energy can be decomposed into
a background internal energy budget and an available internal energy budget, for
a more detailed discussion see Tailleux (2013). However, for the purpose here it is
sufficient to analyse only the budgets for the gravitational potential energy in order
to understand the mixing behaviour of the system.
5.2. Results for the Non-linear Phase
In order to avoid confinement effects associated with the upper and lower boundaries,
I consider a temperature gradient θ = 5. In this case the instability is more likely
to remain confined in a narrow central region as to minimize the importance of the
particular choice of boundaries. The polytropic index, m = 1.6, is kept the same as
in Chapter 4 to ensure a stable stratification. A parameter search was conducted
to find combinations of the other parameters that lead to a finite spread of the
unstable region. The dynamical viscosity is taken of order 10−4 and the Prandtl
number, σ = 0.1, because low Prandtl number flows are more relevant for stellar
interiors. The shear flow amplitude is set to U0 = 0.2 and the shear width is taken
as 1/Lu = 80 such that Rimin = 0.003. Then, the initial Pe = 0.5 and the initial
Reynolds number, Re(z) = ρ(z)U0Lu/µ, at the top is Re(0) = 5 , whereas at the
bottom of the domain Re(1) ≈ 88. To ensure that all scales remain well resolved
(which I checked by investigating the energy spectrum), the spatial resolution of the
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numerical domain is Nx = 256, Ny = 256 and Nz = 360. In Fig. 5.1 the volume
averaged vertical velocity 〈w〉 with time for the three-dimensional calculations is
shown to illustrate the different stages of the shear flow evolution. For example,
for the case where the viscous method is used, the system starts to saturate after
roughly five sound crossing times and reaches a statistically steady state after about
25 sound crossing times.
0 10 20 30 40 50 60
t
10-9
10-8
10-7
10-6
10-5
10-4
<
w
>
viscous
τ0 = 0.1
τ0 = 1.0
τ0 = 10
Figure 5.1.: The time evolution of the volume averaged vertical velocity, similar to
the definition in Equation (4.10) but for three-dimensional calculations.
Different τ0 parameters for the relaxation method are used and com-
pared to the viscous method. The vertical velocity is displayed in loga-
rithmic scale and t is given sound-crossing time.
5.2.1. Visualisation
In order to compare the flow evolution a visualisation of the vorticity at two different
stages, which can be identified from the 〈w〉 evolution shown in Fig. 5.1, during the
non-linear saturation is shown in Fig. 5.2. The first stage is the exponential growth
phase, during which all forcing methods show a similar evolution, where the layer
with non-zero vorticity spreads vertically. For the viscous forcing and the relaxation
method with τ0  1, this layer remains significantly smaller than for calculations
where the relaxation method with τ0 close to unity is used. Note, the initial viscous
time-scale in this system is tµ ≈ 1.5.
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Figure 5.2.: The vorticity component perpendicular to the x-z-plane for different
forcing methods at two different stages during the time evolution. The
plots at the top (a) and (b) show snapshots of two different times for the
viscous method, where (a) is at t˜ = 7.2 and (b) at t˜ = 40. The middle
row (c) and (d) show the relaxation method with τ0 = 10 at t˜ = 6.8 and
t˜ = 40, respectively. In (e) and (f) the relaxation method with τ0 = 0.1
was used, where t˜ = 12.3 in (e) and t˜ = 38 in (f).
The second stage I define to be at a point when the instability starts to saturate
and the fluid parcels overturn, and the third stage I take to be sufficiently long
after the system saturated. In Fig. 5.2 the vorticity component perpendicular to the
x-z-plane for the viscous forcing, the relaxation method with τ0 = 0.1 and τ0 = 10
for the second and third stage are plotted in the x-z-plane at y=0.8. In Fig. 5.2 (a),
Fig. 5.2 (c) and Fig. 5.2 (e) it can be seen that the dynamics for the second stage
differ between the different forcing methods. In Fig. 5.2 (a) small patches of strong
positive vorticity are merging together into each other along a thin horizontal layer
and a few small negative vorticity patches are present. In comparison, when using
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the relaxation method with τ0 = 10, see Fig. 5.2 (c), large billows of smaller positive
vorticity occupy a horizontal layer, which is more extended in the vertical direction.
This can be explained by the smoother shear width, which is a consequence of the
slow back-reaction of the forcing. Analysing the differences in Fig. 5.2 (a) and
Fig. 5.2 (e) the vorticity amplitude drastically changes, as can be seen by comparing
the different colour scales. Using a smaller τ0 leads to a greater vorticity amplitude
than achieved by the viscous method, while the spread of the instability remains
similar.
The third stage for the different methods is several sound crossing times after satura-
tion, where the flow is evolving towards a quasi-steady state. Comparing Fig. 5.2 (b),
where the viscous method is used, with Fig. 5.2 (d), and Fig. 5.2 (e), where the re-
laxation method with τ0 = 10 and τ0 = 0.1 are used, the main differences are the
vertical extent of the overturning region and the amplitude of the vorticity. When
comparing Fig. 5.2 (b) and Fig. 5.2 (d) it becomes evident that using a larger τ0 = 10
leads to a similar situation as for the viscous method. In Fig. 5.2 (b) the layer is
thin and shows elongated regions of strong positive vorticity, whereas in Fig. 5.2 (d)
the region is significantly extended with small patches of strong positive and nega-
tive vorticity. A few larger regions are present further away from the middle of the
domain. For the relaxation method with τ0 = 0.1 a drastically different behaviour is
observed, see Fig. 5.2 (f), where the vorticity amplitude is much greater and the re-
gion where overturning is present is taking up almost the entire domain. In addition,
much more small-scale turbulence occurs around z = 0.5. This can be explained by
the form of the forcing used: The viscous method acts with a force, that is confined
in a narrow region around the middle of the domain such that outside of this region
no additional forcing affects the dynamics. Therefore, the instability can develop
freely further away from z = 0.5. On the contrary, the relaxation method drives the
fluid towards the target profile at every height in the domain, such that the turbu-
lent dynamics are affected by the forcing everywhere in the domain. This supports
additional spread of the shear instability and triggers more turbulent motions. It is
worth mentioning that for the relaxation method with τ0 = 0.1 convective motion
is present in the upper half of the domain due to strong viscous heating. This is
checked by calculating the Brunt-Va¨isa¨la¨ frequency (Lord Rayleigh, 1883; Va¨isa¨la¨,
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1925; Brunt, 1927) as defined in Equation (3.10), but by using horizontally averaged
density and temperature profiles for different times. After the system has saturated
the Brunt-Va¨isa¨la¨ frequency becomes negative in the upper layers. This dynamics
will not be further discussed, as it is the result of the artificially low value of τ0 used
in that case. Furthermore, it is expected that this unrealistic instability will disap-
pear at lower Prandtl numbers, but it has not been shown here due to numerical
limitations.
Fig. 5.3 shows contour plots of the vertical velocity in three dimensions at approxi-
mately 40 sound-crossing times, which is well after the non-linear saturation. For the
viscous method the patches of downwards and upwards motion form an alternating
pattern along the x-direction, where regions of the same velocity are arranged in
small tubes that are extended along the y-direction, see Fig. 5.3 (a). Such a pattern
is not present in Fig. 5.3 (b), where the relaxation method with τ0 = 10 is used.
Here, the regions of the same velocity form larger patches that are extended along
the x-direction and changes sign along the y-direction. Such behaviour indicates
that a secondary instability, which forms overturning billows along the y-direction,
is more dominating when the relaxation method with larger values of τ0 is used. For
the relaxation method with τ0 = 0.1, displayed in Fig. 5.3 (c), the artificially strong
forcing leads to an intense forward energy cascade and associated small-scale turbu-
lent motions in the middle of the layer, which is identified in the energy spectrum.
The large-scale structures observed in the upper part of the domain are convective
cells resulting from the large central viscous heating.
When looking at the time evolution for the viscous method and the relaxation
method with τ0 = 0.1, where snapshots for both cases are displayed in Fig. 5.2,
a significant difference in the amplitude of the vorticity can be noticed. For the vis-
cous method the amplitude increases towards a peak during the saturation, shown in
Fig. 5.2 (a), and starts to decrease afterwards. On the other hand, for the relaxation
method the amplitude of the vorticity constantly increases and reaches a maximum
after saturation, see Fig. 5.2 (b) and Fig. 5.2 (f). This might be explained by the
form of the forcing as follows: Because the relaxation method adjusts the magnitude
of the force according to the mean flow, the strength of the force increases constantly
and lead to more overturning with time. Whereas when using the viscous method,
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the force remains constant, such that the overturning settles down after saturation.
However, in order to check if this is indeed the case a more detailed analysis on the
work done by the force and the total viscous dissipation is required, which is carried
out in Subsection 5.2.3.
Figure 5.3.: The vertical velocity component, w, for different forcing methods after
saturation. (a) Viscous method at t˜ ≈ 40. (b) Averaged relaxation
method with τ0 = 10 at t˜ ≈ 40. (c) Averaged relaxation method with
τ0 = 0.1 at t˜ ≈ 38.
Having compared the non-linear evolution for different forcing methods qualitatively
the following can be concluded. The viscous method and the relaxation method with
τ0 of the same order as the viscous time-scale tµ or larger result in similar, but still
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distinct, evolutions. Using a relaxation time τ0  tµ, but still greater than the
dynamic time-scale ts ≈ 0.06, leads to a very different non-linear dynamics with
much mixing and possible non-physical behaviour leading to convection. Therefore,
for the saturated regime, the initial viscous time-scale, here tµ ≈ 1.5, gives a reference
time for the choice of τ0. Therefore, the case with τ0 = 0.1 will be excluded from
further analysis.
5.2.2. Horizontally averaged profiles
Since the system under consideration is stratified, most quantities will change with
depth, z, throughout the domain. Therefore, investigating horizontally averaged
profiles with depth provides insight in the system dynamics during the saturated
regime.
First, a local turbulent Reynolds number is defined as follows
Ret(z) =
ρ¯(z)lt(z)urms(z)
σCk
, (5.12)
where ρ¯(z) denotes that the density is horizontally averaged as defined in Equa-
tion (4.6). Here urms(z) is the root-mean-square of the fluctuating velocity averaged
over the horizontal layers calculated as follows
urms(z) =
1
NxNy
Nx∑
x=1
Ny∑
y=1
√
(u(x, y, z)−U0(z))2, (5.13)
where U0(z) is the target velocity profile as defined in Equation (3.14). The turbu-
lent length-scale is taken as
lt(z) = 2pi
∑kmax
k=1 xmaxk
−1E(k, z)∑kmax
k=1 E(k, z)
, (5.14)
where k2 = k2x + k
2
y is the horizontal wave number, kmax = (Nx/3 + 1) and xmax is
the length of the domain in x-direction.
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The energy spectrum E(k, z) is averaged over horizontal layers such that it takes
the form
E(k, z) =
1
4
kmax∑
k=1
uˆ(kx, ky, z)ρˆu
∗(kx, ky, z) + ρˆu(kx, ky, z)uˆ∗(kx, ky, z). (5.15)
The resulting Reynolds numbers with depth for the viscous method, the relaxation
method with τ0 = 1 and with τ0 = 10 after 60 sound-crossing times, which is during
the saturated regime, are shown in Fig. 5.4 (a).
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Figure 5.4.: Turbulent Reynolds number and length-scales for three different forcing
methods. (a) Ret, as defined in Equation (5.12). (b) Turbulent length-
scales, lt. The red line indicates the horizontal extent of the domain.
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It becomes evident that the flow for all three cases is very different at the late stage
of the calculation. The viscous method is characterised by two regions above and
below the middle of the domain, where the flow has high Reynolds numbers about
850 and 1300 respectively. The asymmetry is due to significantly denser fluid at
the bottom of the domain. For the relaxation method with τ0 = 10, these two
regions are narrower and the maximal Reynold numbers are approximately 800 and
900. For τ0 = 1.0 the region of high Ret is spread with two peaks very close to
z = 0.5. For all cases a moderate turbulent flow remains confined in the middle of
the domain. Fig. 5.4 (b) reveals that for the three methods used the corresponding
turbulent length-scales become less than 0.5 around z = 0.5 and increase towards
the boundaries. For this particular case, using the viscous method leads to smaller
turbulent length-scales than using relaxation methods.
I now consider the horizontally averaged velocity profile u¯x(z) shown in Fig. 5.5 at
a time, t˜, where the system evolves towards a quasi-steady state.
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Figure 5.5.: The horizontally averaged ux profiles at t ≈ 60 are shown for different
forcing methods.
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For all methods the shear profile is smoothed out. For the relaxation method u¯x(z)
remains a hyperbolic tangent profile, but for the viscous method a steep transition
occurs around z = 0.5, which merges into a smoother region at the boundaries. This
is caused by the different type of forcing: The force applied in the viscous method is
solely defined by the shape of the target profile. Since the initial target profile has
a thin width, the second derivative is large in this region, which causes a stronger
forcing, compared to the outer parts of the domain. In contrast the relaxation
method applies a force that depends on the deviation of the actual mean profile
from the target profile, such a back reaction ensures the preservation of a hyperbolic
tangent profile.
5.2.3. Energy Budgets from Numerical Calculations
The Kelvin-Helmholtz instability converts kinetic energy that is available to the base
horizontal shear flow into vertical fluctuations that need to overcome the stably-
stratified atmosphere. The gravitational potential energy of the system is changed
during this process. In addition, after saturation the fluid starts to overturn, and is
mixed, where irreversible processes change the potential energy. Here I will inves-
tigated how the forcing contributes to the different forms of energy in the system.
Using separate components responsible for the change in different energy budgets
presented in Section 5.1 and tracking the changes of the kinetic energy, internal
energy and different gravitational potential energy budgets, I will discuss how the
system behaves for different forcings. In the discussion below I will distinguish
between four stages of the system’s evolution that are summarised in Table 5.1.
Table 5.1.: Time intervals of the different dynamical stages.
Viscous Relaxation Method
Stage: Method with τ0 = 1 with τ0 = 10
before instability 0 < t < 2.5 0 < t < 3.5 0 < t < 4.5
exponential growth 2.5 < t < 4.5 3.5 < t < 6.5 4.5 < t < 10
saturation 4.5 < t < 23 6.5 < t < 30 10 < t < 30
quasi-steady state t > 23 t > 30 t > 30
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These stages are the time interval before the exponential growth of an instability,
the exponential growth phase, the onset of saturation, and a fully saturated quasi-
steady state. These stages are at different times for the three calculations that are
discussed.
Significant differences between the forcing methods become evident when following
different energy budgets normalized by the initial value of the system’s total energy
with time as shown in Fig. 5.6. Note, three-dimensional calculations were performed
only once due to computational limitations. Although, random temperature pertur-
bations were included in the beginning of each calculation, it is not expected that
other random initial perturbations will significantly affect the results.
In general the sum of the three energies is increasing due to the external work done
by the forcing. First I will focus on the viscous forcing method where the kinetic
energy remains almost constant until the instability starts to grow at t˜ ≈ 3. As the
kinetic energy remains almost constant in the beginning, it can be concluded that
the amount of energy dissipated is fed back into the system due to external work,
W . Then, at t˜ ≈ 3 the kinetic energy, Ekin, begins to decrease. The decrease in
the kinetic energy of the system during the exponential growth of the instability
is a direct consequence of the Kelvin-Helmholtz instability extracting energy from
the large-scale shear flow in order to overcome the potential energy associated with
the stably-stratified atmosphere. This amount of energy is partly converted into
vertical motion, which contributes to the kinetic energy, and partly exchanged into
gravitational potential energy. The term in the energy change rate associated with
this exchange is Hρ, which leads to a slight increase in Epot. Because the conversion
of the mean-flow kinetic energy to vertical motion retains the energy in the kinetic
energy budget, the decrease is small. During the saturation phase the negative rate
of change in the kinetic energy grows, but start to evolve towards a constant value
after saturation.
Moving on to the other energy budgets, the internal energy increases at an almost
constant rate from the beginning of the calculation, which is due to viscous heating
that extracts kinetic energy via ε in Equation (5.5). However, a plateau is reached
just after the exponential growth phase and followed by a steeper increase during the
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Figure 5.6.: The total kinetic energy, internal energy and the gravitational potential
energy evolution for the viscous forcing and relaxation method by using
two different τ0. All energies are normalised by the initial total amount
of the system’s energy Etot(t = 0) = 195.81. (a) Ekin(t)/Etot(t = 0)
with time. (b) I(t)/Etot(t = 0). (c) Epot/Etot(t = 0).
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end of the saturation phase. The gravitational potential energy starts to increase
faster from the beginning of the saturation phase, but converges towards a constant
value during the long-time evolution. Comparing the gravitational potential energy
and the internal energy evolution shows that the changes of the internal energy are
similar to the changes in the potential energy but with a time shift and a greater
amplitude. The time delay can be explained as follows: In a first step, kinetic energy
is transformed reversibly and irreversibly into gravitational potential energy due to
the term Hρ. This leads to an increase in the gravitational potential energy. Then,
in a second step irreversible processes during the feedback of gravitational potential
energy into kinetic energy lead to in increase in the internal energy. Eventually a
quasi-steady state is reached, where the kinetic energy will decrease very little, but
the potential energies will constantly increase due to viscous heating and irreversible
mixing processes. Both processes extract kinetic energy due to ε andHρ respectively,
but only a part of ε is added to the system by the external force. Therefore, the
system will always evolve very slowly, but remain statistically similar for a very long
time.
Having looked at the energy evolution for the viscous forcing method I now focus on
the calculations where the relaxation method was used. The time evolution of Ekin
for the relaxation method with τ0 = 10 is similar to the viscous forcing. However, the
early evolution is different because Ekin decreases even before the instability starts
to develop. This is expected since the kinetic energy initially contained in the initial
shear flow is dissipated by viscosity over a short time-scale, and the forcing method
is not sufficiently fast to balance for that. Therefore, the exponential growth regime
is shifted to later times, where a similar drop in Ekin as in the viscous forcing case
was found. In both cases, this reduction in kinetic energy corresponds to an increase
in the potential energy in the system as shown in Fig. 5.6 (c). Similar to the viscous
forcing, for the relaxation method with τ0 = 10 the background potential energy
and internal energy increase slowly until the system starts to saturate. During the
saturation phase a steeper increase is present. Then, after several sound crossing
times, both potential energies start to converge towards a constant small growth
after the system saturated. This behaviour reveals that the energy induced by the
forcing principally transfers into internal energy due to dissipation, but does not
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contribute to an increase in either kinetic energy or available potential energy for
late time evolution. Moreover, in the non-linear regime the system also tends towards
a statistically steady state.
Moving on to the calculation with a shorter relaxation time, τ0 = 1.0, a different
behaviour is present compared to the case with τ0 = 10. The kinetic energy, Ekin,
increases with the onset of instability. This growth is due to the very intense external
forcing present as soon as the averaged velocity profile deviates from the target
profile, which is the case when the instability starts growing. For τ0 = 1.0 this
corresponds to a growth in the total kinetic energy over approximately 30 sound
crossing times whereby Ekin slowly oscillates around a fixed value. In addition, the
case with τ0 = 1.0 shows a constantly large increase of the potential energy even
for the saturated stage. Looking back at Fig. 5.6 (a) the kinetic energy converges
towards a constant value at large times. This indicates again that the kinetic energy
pumped into the system by external forcing, W , is used to balance viscous dissipation
and partly converted into gravitational potential and internal energy. Here the
amount of externally added energy is significantly greater than for the other two
calculations.
In contrast for the calculation with τ0 = 0.1, which is not displayed here, the kinetic
energy grows during the whole duration of the calculation. As discussed earlier,
this growth in the kinetic energy of the system in that particular case is associated
with a transition between a stably stratified atmosphere (the polytropic index is
initially m = 1.6) and a convectively unstable atmosphere where large convective
cells appear in the upper part of the domain as shown in Fig. 5.3 (c). This transition
is driven by the large viscous heating in the central shear region modifying the
temperature profile and changing the sign of the Brunt-Va¨isa¨la¨ frequency. While
the interaction between a large-scale shear flow and thermal convection is of interest
(see, for example, Guerrero and Ka¨pyla¨, 2011; Silvers et al., 2009a), this is beyond
the scope of the current study.
In Fig. 5.7 the evolution of the available gravitational potential energy is plotted
for the three-dimensional calculations. This part of energy is due to the reversible
part of Hρ in the energy equations. When looking at the available potential energy
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Figure 5.7.: The available gravitational potential energy Eavail(t)/Etot(t = 0) evolu-
tion for both the viscous forcing and relaxation methods by using two
different τ0.
in Fig. 5.7, no available potential energy is present before the saturation of the
shear instability for all cases. Such that the system is in a state of lowest possible
potential energy. The Eavail for the viscous method and relaxation method with
τ0 = 10 increases similarly, although the arch of Eavail is shifted towards later times
in the calculation with τ0 = 10. Looking at Fig. 5.6 (b) and Fig. 5.6 (c) it becomes
evident that Epot and Eavail increase significantly during saturation, which indicates
reversible and irreversible mixing processes. Therefore, I conclude that the fluid is
mixed mostly during this stage, where the background density is modified due to
the onset of overturning.
After the system saturated, Eavail converges towards zero for the viscous method at
late times, whereas in the calculation using the relaxation method with τ0 = 10 the
available potential energy oscillates around a small value. Since available potential
energy is directly related to mixing (Peltier and Caulfield, 2003), the system evolves
towards a state with little mixing. This means that, after a certain modification of
the density profile, the overturning settles down and persists at a low level over a
long period of time.
98
5.2. RESULTS FOR THE NON-LINEAR PHASE
In agreement with kinetic energy evolution for the relaxation method with τ0 = 1.0,
the available potential energy starts to grow more rapidly and the system seems to
reach a type of quasi-steady state at very late times. However, for both cases where
the relaxation method is used with τ0 = 1.0 and with τ0 = 10 it remains unclear
if the available potential energy is saturated or will eventually decay at some later
time, due to current limitation on numerical resources. In order to clarify this, the
calculations need to be evolved further. However, for the purposes of comparing the
forcing methods in this chapter it is immaterial. By using the relaxation method a
long-lived state can be reached and different mixing behaviours exist depending on
the relaxation time τ0, which persist sufficiently long to study long-time evolution
of the generated turbulence.
5.2.4. Comparing Total Viscous Dissipation and External Work
Finally, I will investigate how much of the energy induced into the system by forcing
balances the viscous dissipation, which part remains as kinetic energy and what
converts into potential energy. To do so, it is useful to study the work done by
the forcing, given by W as well as the total viscous dissipation rate, ε, with time.
These quantities can be found for all three forcing methods in Fig. 5.8. At the start
of the calculation the viscous forcing will always almost exactly balance the viscous
dissipation, because the velocity profile does not deviate from the target velocity such
that the viscous force cancel the viscous dissipation exactly, as becomes evident from
Equation (4.1). This is true until approximately t˜ ≈ 5 when the instability starts
to saturate. After saturation the work done by the viscous forcing is not sufficient
to balance the additional dissipation associated with small-scale fluctuations in the
system in that case. This is associated with a decrease in the total kinetic energy
as already discussed previously. At late times the amount of ε converges towards
the work done, as can be seen in Fig. 5.8 (a), and so the system evolves towards a
quasi-steady state, where a sustained turbulent flow is present.
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Figure 5.8.: Time evolution of the viscous dissipation rate of momentum, ε, and
the work done by the forcing, W . (a) Viscous forcing. (b) Relaxation
method with τ0 = 10. (c) Relaxation method with τ0 = 1.0.
At the beginning of each calculation, using the relaxation method the work, W , done
by the forcing defined in Equation (4.7), is initially zero since the velocity profile
exactly matches the target profile. Therefore, depending on τ0, viscous dissipation
is initially not balanced, as can be seen in Fig. 5.8 (b) and Fig. 5.8 (c). As the
initial shear flow diffuses, the associated dissipation decreases until it becomes equal
to the external forcing leading to a quasi-steady state. For the case with τ0 = 1.0
the force increases shortly after the start of the calculation, such that a phase is
present, where the viscous dissipation is balanced, before the shear flow instability
starts to saturate. After saturation the work done by the forcing is greater than ε,
which explains the increase in kinetic energy noticed previously.
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Due to the long relaxation time, the case with τ0 = 10 reveals a distinct behaviour,
where W remains less than ε throughout the exponential growth phase. After the
exponential growth W matches with ε for a few sound-crossing times as shown in
Fig. 5.8 (b). When the total viscous dissipation reaches a peak the work done
remains insufficient to balance for the viscous dissipation. At large times when the
system is evolving towards a quasi-steady state the total viscous dissipation remains
less than the energy input such that turbulence can be sustained.
5.3. Discussion and Conclusion
Turbulent motions driven by a shear flow instability are subject to occur in a wide
range of physical systems, where numerical calculations can provide a comprehensive
insight to the physical processes. However, the physical mechanism for the genera-
tion and maintenance of the differential rotation in stellar interior and especially the
tachocline is not well understood (Gough and McIntyre, 1998; Vasil and Brummell,
2009). It is widely believed that external processes such as Reynold stresses, which
originated in the convection zone, drives the shear flow in the tachocline (Miesch
et al., 2008). However, it is unknown what form the resulting force has that drives
the shear flow in the tachocline. Therefore, there are several different forcing meth-
ods that have been used to study astrophysical shear flows. Since viscosity is very
low in astrophysical objects the aim is to eliminate its effect on the global scale
dynamics in numerical calculations. Miesch (2003), Vasil and Brummell (2008), and
Silvers et al. (2009b) used a method to balance viscous dissipation by introduc-
ing an external force proportional to the viscous term. The other commonly used
method is the relaxation method (e.g. Prat and Lignie`res, 2013), where an exter-
nal force proportional to the difference between the actual velocity profile and the
target shear profile is used. Here direct numerical calculations in three-dimensional
Cartesian domains were used to analyse these different forcing methods to maintain
a background shear flow.
This research has revealed several characteristics of the different forcing methods:
The viscous method provides a well defined localised force, but without control on
the resulting velocity profile of the saturated flow. The shear instability can freely
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develop further away from the middle of the domain, but no turbulent motions are
sustained there. Therefore, modification of the background profiles are solely due to
non-linear dynamics of the instability. This results in less control on the resulting
averaged velocity profile further away from the middle layer. From energetic con-
siderations it can be concluded that the additional energy, which is added to the
system during the late time evolution by external forcing, approaches a constant
value. This initially kinetic energy is mostly converted into potential energy via
dissipation. Only a small part contributes to the turbulent dynamics by mixing
processes.
On the contrary to the viscous method using the relaxation method provides control
on the resulting velocity profile, because the force is proportional to the deviation
of the horizontally averaged velocity. For the relaxation method an additional pa-
rameter, the relaxation time τ0, provides control on the strength of the forcing. Due
to the form of the relaxation method the target profile is controlled even far away
from z = 0.5. This corresponds to a global forcing, which can suppresses changes
of the background velocity throughout the domain such that modifications of the
background profile due to the shear instability are suppressed. However, this also
can induce more mixing, which is not initially caused by the instability of the lo-
calised shear layer and therefore leads to non-physical behaviour further away from
the middle plane.
Significant differences in the system dynamics are revealed when using the relaxation
method with different τ0. For the choice of τ0 two typical time-scales are of interest,
the turnover time ts = Lu/U0 and the viscous time-scale tµ = L
2
u/µ. For τ0 < ts an
instability with almost the same properties as obtained by the EV-solver is triggered
(see Section 4.2). However, the energy evolution of the saturated flow reveals that
only a τ0 greater than or of the same order as the viscous time-scale leads to a
system that can reach a quasi-steady state. Moreover, choosing τ0 greater than
the viscous time-scale a non-linear evolution like for the viscous forcing method is
achieved. Energy induced into the system by the force balances the loss by viscous
dissipation, but little additional kinetic and potential energy is obtained. On the
contrary a relaxation time τ0 less than tµ leads to a system that is constantly forced
and develops a turbulent region, which has a greater vertical extent. Such cases
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do not tend to evolve towards a quasi-static state, which becomes evident due to
their energy evolution. Moreover, the energy induced into the system is significant
greater than the loss by dissipation such that the energy overrun is converted into
kinetic energy of the disturbances and available potential energy of the system.
Analysing the turbulent Reynolds numbers for late times shows that with decreasing
τ0 the horizontal layer of turbulent flow reaches a larger vertical extent and higher
Re numbers. However, for the relaxation method with greater τ0 and the viscous
method, the system develops a small region confined around the middle of the do-
main with moderate Re numbers. Thus the strength of the forcing has a strong
impact on the spread of the resulting turbulent region. Interestingly, the mean flow
resulting from viscous forcing develops a peculiar form around the middle plane,
where a steep slope is present, while the relaxation method leads to a horizontally
averaged velocity profile that generally preserves a hyperbolic tangent profile.
Having compared the non-linear evolution for the viscous forcing and the relaxation
method, I conclude that both methods can be used depending on the properties
of the dynamics that need to be modelled. For investigations with focus on the
resulting velocity profile during the saturated regime the relaxation method is more
appropriate, where a careful choice of the relaxation time has to provide that no
significant effects from the forcing can induce non-physical behaviour. This should
be provided if τ0 is of the same order as tµ or greater. On the other hand, if
the non-linear evolution of a shear unstable flow is of interest, where the mixing
behaviour induced by the shear instability is the main focus, the viscous method
provides a more appropriate forcing. Since the viscous method does not significantly
affect the turbulent dynamics further away from the shear region, the turbulence
induced by the instability can evolve freely. However, since the physical mechanisms
driving shear flows in different objects are not known in detail, future global-scale
investigations might reveal which of these two forcing methods is more relevant when
modelling the tachocline.
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Saturated Phase
In order to develop a complete model of stellar dynamics a comprehensive under-
standing of the micro- and macrophysical processes present in all stellar regions
is required. Main-sequence stars have common dynamical elements, such as large-
scale shear flows resulting from differential rotation. However, these shear flows
can occur in different regions with different characteristics, i.e. different transport
coefficients, thermal stratification, et cetera. As, for example, in the Sun there ex-
ist the tachocline, which has a strong shear flow. Recently, considerable effort has
been directed towards extending our understanding of the tachocline and its role in
the solar dynamo (see Silvers, 2008, and references therein). However, there exist
other shear regions in the Sun, such as the near-surface shear layer. This region
is located at the upper boundary of the convection zone and is just as important
as the tachocline, but has significantly different transport coefficients (Thompson
et al., 1996; Miesch and Hindman, 2011; Barekat et al., 2014). In previous chapters
of this thesis the main focus was on the stability of shear flows and on differences
in numerical models to sustain shear flows. In this chapter I will investigate the
properties of the saturated regime to shed light on several questions.
Observations of shear flows, such as the tachocline for example, only provide spatial
and time averaged measurements (see for example Kosovichev, 1996; Charbonneau
et al., 1999). Therefore, investigations in Section 6.1 shed light on the question of
how likely it is that an initially unstable shear flow will result in global flow pro-
files that suggest a stable system. Second, when focusing on small-scale dynamics
such as present in shear-induced turbulence, one would like to understand whether
there is a relation between the transport coefficients and the resulting characteristic
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length-scales, and velocities of the turbulent saturated state. Moreover, understand-
ing what controls the global properties of the resulting mean flow after saturation,
can help to draw a connection between observations of shear flows in astrophysi-
cal objects and numerical calculations. In Section 6.2 I will examine how unstable
shear flows saturate and evolve into quasi-steady states when transport coefficients
are changed. Third, in Section 6.3 the non-linear regime of a diffusive instability is
investigated, and compared to a low Pe´clet number turbulence induced by a classical
low Richardson number instability. Finally, a conclusion is drawn in Section 6.4.
6.1. Investigating the Effective Richardson Number
Velocity measurements obtained by helioseismology suggest a hydrodynamically sta-
ble tachocline (Miesch, 2007), i.e. the approximated Richardson number is sig-
nificantly greater than the theoretical stability threshold of 1/4 (Miles, 1961).
However, helioseismology is restricted to large-scale time-averaged measurements
(Christensen-Dalsgaard and Thompson, 2007), such that turbulent motions can still
be present on small length- and time-scales. Such a scenario, where a hydrodynam-
ically unstable system appears stable on large scales, was suggested by Spiegel and
Zahn (1992) and Vasil and Brummell (2009). In order to investigate such a possi-
bility I will focus on shear flows close to the stability threshold and how they evolve
into the saturated phase. Then, the saturated regime of two differently stratified
systems is analysed in terms of their horizontally averaged profiles and the result-
ing effective Richardson number. For this purpose, the relaxation method, which is
suitable for modelling a target flow in the saturated phase, is used. This method
allows the adjustment of the time-scale on which the system is driven towards the
initial shear flow.
6.1.1. Setup
In order to investigate if an initially unstable system can reach a saturated state
where the horizontally averaged profiles, associated with large-scale averaged mea-
surements, suggest a stable system I will consider two differently stratified cases.
Case I, which was investigated in Chapter 5, is strongly stratified but the polytropic
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index is chosen such that it is not far from being unstable to convection. Here, rather
than focusing on the different forcing methods that could be used, the horizontally
averaged profiles during the saturated regime are examined in order to understand
if they suggest a stable or unstable system. Case II is weakly stratified but has a
large polytropic index to ensure that the system is far from the onset of convection.
The Prandtl number is taken σ = 0.1 for both cases, as σ < 1 is more relevant for
stellar interiors. All relevant parameters are summarised in Table 6.1. Using the
relaxation method different relaxation times τ0 are considered in order to investi-
gate how horizontally averaged profiles are affected. Then, the system is evolved
sufficiently long after saturation to reach a statistically steady state.
Table 6.1.: Parameters for the investigated cases, where the resolution of the domain
is given by Nx, Ny and Nz. The dynamical viscosity is Ckσ, where Ck
is the thermal diffusivity and σ the Prandtl number. The temperature
gradient is denoted as θ and the polytropic index is m. For the initial
shear flow the shear amplitude is U0 and the shear width is controlled by
Lu.
Case Ckσ θ m U0 1/Lu Nx Ny Nz Ri
Case I 10−4 5 1.6 0.2 80 256 256 360 0.003
Case II 10−5 0.25 4 0.05 40 256 64 384 0.07
6.1.2. Results
A saturated shear flow instability leads to modified averaged density, temperature
and velocity profiles such that at late times the effective minimal Ri number of
the system changes. In order to understand if the effective Richardson number is
significantly affected by modification of the stratification I will first investigate the
changes in the density profile.
The density deviations, δρ, from the initial density profile is displayed in Fig. 6.1.
Although, the absolute time at which the averaged density profiles are taken dif-
fers between the two cases, both are taken sufficiently long after the system had
saturated. Therefore, both systems are in the same regime when the density de-
viations are calculated. It is evident that the density profile is not significantly
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Figure 6.1.: Density deviation from the initial background density profile, δρ.
(a) The profiles at t˜ ≈ 60 for case I and different relaxation times.
(b) Case II is displayed at t˜ ≈ 250.
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modified. Although even small departures in density can result in a large effect, it is
not the case here. The density deviations in a strongly stratified system, displayed
in Fig. 6.1 (a), are at least two order of magnitude smaller than the background
density. Whereas in a weakly stratified systems, shown in Fig. 6.1 (b), the density
deviations are significantly smaller. It reveals that forcing methods with a shorter
relaxation time lead to stronger density changes. However, for all cases the positive
deviations at the upper half of the domain peak further away from the middle plane,
than the negative deviation in the lower and initially denser region. I compared the
change in the Brunt-Va¨isa¨la¨ frequency to the changes in the overturning rate and
found that for both cases the change in the Brunt-Va¨isa¨la¨ frequency, due to changes
in the averaged density and temperature profiles, remains small compared with the
contribution from the velocity profile.
Then, I move on to the minimal effective Richardson number during the evolution
of the system, which is based on the averaged profiles. This quantity is calculated
directly from the horizontally averaged profiles as follows:
minRieff = min
−θ (m+ 1)(
∂u¯(z)
∂z
)2 (γ − 1ρ¯(z) ∂ρ¯(z)∂z + γT¯ (z) ∂T¯ (z)∂z
) , (6.1)
where the overbar denotes a horizontally averaged quantity. This quantity is com-
pared to the initial minimal Ri in order to understand the change to the system.
Investigating Rieff , for the cases displayed in Fig. 6.2 (a), I find that a maximum is
reached when the instability saturates. Afterwards Rieff oscillates around a lower
value, which increases with increasing τ0. The late time values are Rieff ≈ 0.09 for
the relaxation method with τ0 = 10 and Rieff ≈ 0.01 for τ0 = 1.0. For both runs of
case I an effective Ri number that is one order of magnitude greater than the initial
Ri = 0.003 number is obtained in the statistically steady state.
For case II, see Fig. 6.2 (b), the system is initially closer to the stability threshold.
Varying the relaxation time gave rise to a similar trend as in case I, where with in-
creasing τ0, the effective Richardson number obtained during the quasi-static regime
increases. When using τ0 = 50 the minimal Rieff becomes greater than 0.25 shortly
after the system starts to saturate. However, it drops down to around 0.2 when
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laxation times τ0. The red line indicates the 1/4 stability threshold.
109
6.2. INVESTIGATIONS OF THE SATURATED REGIME
the system evolves. This shows that for a few special cases the Kelvin-Helmholtz
instability saturates by restoring linear marginal stability (Zahn, 1992; Prat and Lig-
nie`res, 2014), but no evidence was found for an effective Richardson number larger
than the linear stability threshold value during a statistical steady state.
6.2. Investigations of the Saturated Regime
The Pe´clet number, which is the ratio of advection to temperature diffusion, plays
an important role in the linear and non-linear stability of shear flows. In stellar
interiors, and depending on the region of interest, the Pe´clet number can be either
small such as in massive stars or very large such as in the tachocline region (Garaud
and Kulenthirarajah, 2016).
Recent investigations focus on the conditions under which low Pe´clet number flows
become linearly or non-linearly unstable (see Prat and Lignie`res, 2013; Garaud et al.,
2015) and mixing occur. However, the relevant parameters that determine whether
thermal diffusivity has significant impact on the non-linear dynamics of the system
are dictated by the typical length and typical velocities in the turbulent regime
and so they are not known a priori, but can only be determined from fully non-
linear hydrodynamical calculations. In stellar interiors these parameters evolve due
to complex mechanisms, which are not entirely understood (Miesch, 2003; Garaud
and Kulenthirarajah, 2016). Thus, in order to draw a connection between observa-
tions and numerical calculations it is crucial to investigate what affects the evolution
of these scales.
Previous numerical studies, which exploit the Boussinesq approximation, use a pe-
riodic domain in the vertical direction (Garaud and Kulenthirarajah, 2016) or a
linear shear profile (Prat and Lignie`res, 2014). Both approaches correspond to mod-
elling a very localised part of the tachocline region. While they have extended our
understanding, it remains unclear if the findings of these approaches persist when ex-
tending the domain in order to investigate localised shear transition regions together
with their surrounding regions.
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The principal focus here will be on classical shear instabilities with different Pe´clet
numbers in order to investigate the resulting saturated regime and what affects the
extent of the turbulent region. In addition, the objective is to shed light on whether
the properties of the turbulent regime depend on the type of shear considered. This
investigation aims to address the following questions: Does viscosity have impact
on the spread of a shear flow instability and how are the turbulent length-scales
affected? To what extent is the spread of the shear instability controlled by the
Richardson number? What effect has thermal dissipation on the resulting turbulent
region and characteristics present there?
6.2.1. Results: The Effect of Key Parameters on the Non-Linear
Evolution
In order to understand the effect of viscosity and thermal diffusivity on shear induced
turbulence, two sets of investigations in a two-dimensional domain with spatial res-
olution 480× 512 are performed. This forms a first study summarised in Table 6.2.
Here, a highly supercritical system has been chosen, where Ri = 0.006 and the Mach
number remains less than 0.1 throughout the domain, which is achieved by taking
U0 = 0.095, 1/Lu = 60 and considering a temperature difference of θ = 1.9. In
this investigations and for the following sections of this chapter, the viscous forcing
method is used to sustain the shear flow. This choice is made to minimize the ef-
fect of the forcing on the non-linear dynamics further away from the middle of the
domain.
First, I have varied the viscosity by several orders of magnitude while the thermal
diffusivity is fixed in such a way that the Pe´clet number is greater than unity, which
corresponds to changing Re but holding all other parameters fixed (cases A to C
in Table 6.2). Second, I have investigated a turbulent system with different Pe´clet
numbers but at a fixed viscosity (cases D to H in Table 6.2). A comparison of five
cases with different Ck and σ have been conducted, where Ck is chosen in such a
way that the initial Pe´clet number is varied by one order of magnitude from one
case to the other.
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For the second study summarised in Table 6.3 the product of Ri and Pe numbers
is varied by increasing Pe, but keeping Ri fixed and vice versa. The shear width,
Lu = 0.033, is fixed for all cases. For cases I to K, the shear amplitude is U0/2 = 0.15,
but the thermal stratification is varied to increase Ri. To increase the Pe´clet number
the shear amplitude, U0, is increased. Accordingly, the thermal stratification needs
adjustment to keep Ri = 0.006. For all cases in Table 6.2 and Table 6.3 a stable
stratification is obtained by setting m = 1.6.
Table 6.3.: For all cases Lu = 0.016 and σCk = 1.0× 10−4. For cases I to K the
temperature gradient is varied from θ = 0.85 to θ = 6.5. For cases L to
N the Pe´clet number is varied, but Ri = 0.006. The effective shear width
Leff is calculated as described in Section 4.3. All turbulent quantities
are averaged in time and over the turbulent region indicated by Leff .
Case: RiPe Leff P¯ et minPet ¯urms l¯w
Varying Richardson number via changing thermal stratification θ
I 1× 10−3 0.87± 0.09 52 9.3 0.09 1.18
J 1× 10−2 0.45± 0.01 25 3.4 0.076 0.68
K 2× 10−2 0.23± 0.01 22 3.7 0.086 0.42
Varying Pe´clet number via changing shear amplitude U0
L 2.5× 10−3 0.27± 0.02 8.1 3.4 0.024 0.48
M 5× 10−3 0.43± 0.02 15 3.3 0.049 0.59
N 1× 10−2 0.45± 0.01 25 3.4 0.076 0.68
In general before the system reaches a quasi-steady state, the shear flow instability
grows exponentially and evolves throughout a saturation phase. After the system
has saturated, it enters a regime where statistical quantities fluctuate around a
mean value. These regimes can be identified from the time evolution of the volume
averaged vertical velocity in two dimensions 〈w〉, where the brackets were defined in
Equation (4.10). Since the general trend of the volume averaged vertical velocity is
similar in all unstable systems, the time evolution of 〈w〉 for cases A to C is shown in
Figure 6.3. These three cases are chosen as examples, because they have significantly
different viscosities and illustrate its effect on the saturation. In Fig. 6.3 (a) the
exponential growth of the instability is displayed, which is almost identical for the
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three cases because only the viscosity, which does not affect the instability growth
rate, varies.
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Figure 6.3.: Volume averaged vertical velocity evolution for cases A to C. (a) The
exponential growth regime. (b) The long-time evolution.
After approximately nine sound crossing times the system starts to saturate. In
Fig. 6.3 (b) it can be seen that this phase persists longer for lower viscosities. Finally,
when the volume averaged vertical velocity fluctuates around a mean value the
system reaches a statistically steady state. Case A enters the statistically steady
state after 150 sound crossing times, but for case C the statistically steady state is
approximately after 450 sound crossing times. All statistics presented in this chapter
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are time-averaged during the resulting statistical steady state. In order to ensure
that the system is evolved for a sufficiently long time the largest diffusive time-scale
tµ,0 = d
2/µ is considered. The calculations are evolved for at least a significant
fraction of this time-scale, which is long enough to give meaningful statistics. The
largest diffusive time is for case C, where tµ,0 = 2×105 whereas for most other cases
tµ,0 = 10
4. All time averages calculated in this chapter are obtained over a long time
interval during the saturated quasi-steady regime.
Visualisations and Horizontally Averaged Profiles
A qualitative observation of the flow is obtained, by looking at the total vorticity
component perpendicular to the x-z -plane after the exponential growth regime, when
the billows start to overturn, and during the statistical steady state (see Fig. 6.4).
It can be seen from Fig. 6.4 (a), Fig. 6.4 (c) and Fig. 6.4 (e) that the dynamics
significantly alter with decreasing viscosity. In order to exclude that this change
in dynamics is a result of a different instability, I compare the characteristic of the
linear instability triggered. Note that the wave number kmax, summarised in Table
6.2, for the most unstable mode is the same for almost all cases, such that I conclude
that the same instability is triggered in all cases (see Table 6.2).
In Fig. 6.4 snapshots for cases A to C are displayed: As the viscosity decreases,
total vorticity structures are generated on much smaller spatial scales, as expected.
However, it also becomes evident that the height of the horizontal layer in which
mixing occurs changes only slightly with decreasing viscosity. In order to estimate
the extent of the turbulent region the horizontally averaged velocity, u¯x(z), in x -
direction is calculated as in Equation (4.12). Then, the effective shear width Leff is
obtained, as in Section 4.3, by fitting the function in Equation (4.13) to the resulting
time averaged u¯x(z). Investigating this quantity for cases A to C, the effective Leff
slightly drops from Leff ≈ 0.6 to Leff ≈ 0.5 while viscosity decreases over two orders
of magnitude (see Table 6.2). This implies that viscosity has only little effect on the
spread of the instability.
Understanding the relevant parameters affecting the vertical extent of the turbulent
region generated by a shear instability, as well as the turbulent characteristics, can
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Figure 6.4.: Total vorticity in the x-z -plane for case A to C (see Table 6.2). The left
column show cases A to C during saturation at approximately t˜ ≈ 93.
(a) Case A. (c) Case B. (e) Case C. The right column show the same
cases during the quasi-steady state at different times (for reference see
Fig. 6.3). The dotted lines indicate the extent of the turbulent region
of the saturated state as obtained from Equation (4.13).
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provide a comprehensive picture of the possible dynamics in stellar interiors. There-
fore, the characteristic properties of the turbulent regime, the root-mean-square
velocity of the perturbations and the typical turbulent length-scales, are calculated.
The system considered is stratified such that most quantities will change with depth,
z, throughout the domain. Therefore, investigating horizontally-averaged profiles
varying with depth, before averaging over the depth, provides further insight in the
dynamics during the saturated regime.
Averaged velocity profiles, as calculated in Equation (4.12), are displayed in Fig. 6.5,
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Figure 6.5.: The horizontally averaged and time averaged u¯x profiles are shown for
cases A to H and O to U. In (a) the u¯x(z) is displayed for cases A to C
in (b) the u¯x(z) for cases D to H are shown.
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where asymmetries can occur due to the fact that the system is stratified and only
one component of the velocity is considered. For all cases the confinement of the
turbulent region is due to the dynamics, where the boundaries have only a negligible
effect on the form of the horizontally averaged profiles. In Fig. 6.5 (a), u¯x is shown
for cases A to C. It shows that all cases are very similar to each other despite the
difference of three orders of magnitude in viscosity. The effective shear width Leff for
these cases, summarised in Table 6.2, confirms this observation. Since the effective
width decreases only slightly, as viscosity is changed over two orders of magnitude,
it indicates that viscosity variation does not have a significant effect on the vertical
extent of the turbulent region.
One possible explanation for the lack of effect of varying the viscosity on the extent of
the region comes from energetic considerations, where the only controlling parameter
is the initial Ri number. The Richardson number is proportional to the ratio of the
potential energy that is needed to overcome the stabilising stratification and the
available kinetic energy of the background flow. Since a perturbation loses its initial
energy when moving vertically, in the ideal case it will continue to spread as long
as it has more energy than needed to overcome the stratification. Therefore, the
vertical extent of the turbulent region should increase with decreasing Richardson
numbers. To investigate this, I check the effective width obtained for three different
Ri numbers, where the viscosity, thermal diffusivity and Pe´clet number are fixed
(cases I, J and K in Table 6.3). Here I changed the Richardson number by two orders
of magnitude by only varying the thermal stratification from θ = 0.85 to θ = 6.5. As
a result the effective shear width drastically decreases with the Richardson number
(see the evolution of Leff in Table 6.3).
In such a complex problem, the Richardson number is unlikely to be the only param-
eter controlling the global form of the velocity profile. In order to investigate what
other factors control the spread of the turbulence, I move on to the second study
where only the Pe´clet number is varied. For cases D to H, the Pe´clet number is
varied by varying the thermal diffusivity Ck, see Table 6.2. In order to examine how
the non-linear dynamics change a qualitative comparison of several Pe´clet numbers
is conducted. A visualisation of the total vorticity after the system has saturated
is shown in Fig. 6.6. For case D with a Pe´clet number of order 10−2, displayed
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in Fig. 6.6 (a), very strong positive total vorticity in a narrow region around the
middle plane is present. Here, patches are stretched along the x-axis with a few
small interruptions of negative total vorticity. Positive total vorticity regions are
stretched outwards from the middle plane at z = 0.5 and are overturning. A signif-
icantly different pattern is present in Fig. 6.6 (c), case H, where the Pe´clet number
is of order 102. Here the total vorticity amplitude is notably less than in case D
and a vertically extended turbulent region is present, with positive and negative
circular regions. Furthermore, smaller scale vortices are present in case H compared
to case D and F. Therefore, I conclude that greater thermal diffusivity leads to a
different turbulent state, where larger fluid parcels than for cases with lower ther-
mal diffusivity are present. This indicates a complex effect of thermal diffusivity
on the length-scales present in the turbulent regime. One possible explanation is
that thermal diffusivity weakens the stabilising effect of stratification depending on
the typical length of perturbation (Zahn, 1974), and so when Ck is decreased the
length-scales for which the Pe´clet number becomes less than unity become shorter.
Since the thermal diffusivity is varied significantly in cases D to H, another quantity,
the temperature fluctuations around the initial background temperature, δT , is of
interest. A visualisation of δT for cases D, F and H is shown in Fig. 6.7. The absence
of small-scale fluctuations in Fig. 6.7 (a) can be explained by the greater thermal
dissipation, where smaller scale fluctuations are dissipated faster.
Note, when decreasing the thermal diffusion Ck in the five cases from D to H, the
extent of the turbulent layer after saturation decreases gradually from case D to
case F, but increases from case F to case H. This is confirmed by the effective
shear width, Leff in Table 6.2. Since the dynamical viscosity is fixed, these effects
result solely from different Ck. Generally, thermal diffusion becomes important in
the system where the thermal time-scale is shorter than the buoyancy time-scale.
For that to be satisfied, the Pe´clet number has to become smaller than unity. In
such a system thermal diffusion effectively weakens the stable stratification, i.e. due
to the high thermal diffusivity the moving fluid parcel adjusts its temperature to
the surrounding quicker than the counteracting thermal stratification acts to restore
the system. Therefore, the system becomes less constrained by buoyancy such that
119
6.2. INVESTIGATIONS OF THE SATURATED REGIME
vertical transport is enhanced. Therefore, one has to distinguish between the two
limits: Low Pe´clet numbers and large Pe´clet numbers.
Figure 6.6.: The total vorticity component perpendicular to the x-z -plane shortly
after saturation. Dotted lines indicate Leff . (a) case D. (b) case F. (c)
case H where the red lines indicate the lower bound of the error for Leff .
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Figure 6.7.: The temperature fluctuations around the initial temperature profile
shortly after saturation. (a) Case D. (b) Case F. (c) Case H. Note,
the scale in (c) is of one order of magnitude greater, such that small
scale disturbances at the middle are not visible.
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It becomes evident that in the limit of large Pe´clet numbers the effective spread
increases with increasing Pe´clet numbers as observed from the effective shear width,
Leff in the cases F to H. This shows that thermal diffusivity significantly damps the
spread of perturbations. For higher thermal diffusivity the temperature of a fluid
blob will adjust to the surrounding temperature faster. Therefore, a part of the
kinetic energy is converted into potential energy quicker and so further propagation
of the fluid parcels is hindered. However, in the limit of small Pe´clet numbers the
opposite trend is observed, which can be explained as follows: Since the stratification
is effectively weakened one might expect that the ‘effective’ Richardson number
decreases with decreasing Pe´clet number, which should result in a larger extent of
the turbulent region.
Since the Pe´clet number is the ratio of the product of velocity and length-scales to
the thermal diffusivity, varying the shear flow amplitude is another option to change
Pe. This option is investigated separately in case L to case N. Since increasing U0
affects the Richardson number, it is necessary to fix it, so the thermal stratification is
adjusted accordingly. For cases L to N U0 is increased from 0.05 to 0.15 in two steps
(see Table 6.3). As a result, the turbulent region extends vertically with increasing
Pe´clet number.
Therefore, I conclude that there are two parameters controlling the extent of the
turbulent region generated by an unstable shear flow in a stratified system, the
Richardson number, and the Pe´clet number. Whereas, varying Re by changing the
viscosity has a negligible effect on the spread of the turbulent region.
Statistical Properties
In the following I investigate how the characteristic length-scales and root-mean-
square velocities are changed by viscosity, thermal diffusivity and the Richardson
number. The overall turbulent length-scale in two-dimensions can be defined in a
similar way to Equation (5.14):
lt(z) = 2pi
∑kmax
kx=1
xmaxk
−1
x E(kx, z)∑kmax
kx=1
E(kx, z)
, (6.2)
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where kx is the horizontal wave number and kmax = (Nx/3 + 1). The corresponding
energy spectrum E(kx, z) is averaged over horizontal layers such that it takes the
form
E(kx, z) =
1
4
kmax∑
kx=1
uˆ(kx, z) · ρˆu∗(kx, z) + ρˆu(kx, z) · uˆ∗(kx, z), (6.3)
where ˆ denotes the Fourier transform and the ∗ is used to indicate the complex
conjugate. In previous studies the vertical scale of the vertical motion is calcu-
lated (Garaud and Kulenthirarajah, 2016). Due to the inherently inhomogeneous
nature of the system considered, it is impossible to calculate exactly the same quan-
tity. However, to obtain a comparable quantity the typical horizontal scale of the
vertical motion is calculated by taking only the vertical velocity into account in
Equation (6.3), such that the energy spectrum
Ew(kx, z) =
1
4
kmax∑
kx=1
wˆ(kx, z) · ρˆw∗(kx, z) + ρˆw(kx, z) · wˆ∗(kx, z), (6.4)
is obtained. The corresponding turbulent length-scale is then given by
lw(z) = 2pi
∑kmax
kx=1
xmaxk
−1
x Ew(kx, z)∑kmax
kx=1
Ew(kx, z)
. (6.5)
However, resulting typical length-scales, lw, are always slightly smaller than the over-
all turbulent length-scale, lt, which is due to the fact that the horizontal velocities
are excluded. I calculated the same statistical quantities by using lt and verified that
the behaviour that is observed by varying the key parameters remains qualitatively
the same. The root-mean-square of the fluctuating velocity urms(z) is calculate as
urms(z) =
1
Nx
Nx∑
x=1
√
|u(x, z)−U0(z)|2, (6.6)
where U0(z) is the target velocity profile as defined in Equation (3.14). Here, I
averaged over the horizontal layers after the root-mean-square velocity was obtained
at each position. In addition, I calculate a local turbulent Reynolds number
Ret(z) = ρ¯(z)lt(z)urms(z)/(σCk), (6.7)
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where ρ¯(z) is the horizontally averaged density and lt(z) is the typical length in a
two-dimensional domain. It can be seen in Table 6.2 that horizontally and time
averaged R¯et increases with decreasing σ, as expected. However, the minimum lw
decreases from case A to case B, but increases slightly for case C. This indicates
that if viscosity is further decreased the smallest typical length-scales present at the
middle of the domain might converge towards a certain value. The urms summarised
in Table 6.2 increases slightly with increasing viscosity and the minimal urms at the
middle of the domain as well. Therefore, varying viscosity by changing the Prandtl
number does not lead to significant changes of the global characteristic, but only
affects the typical length-scales of the turbulence as expected.
Since the turbulent scales achieved in the non-linear regime can be drastically dif-
ferent to the initial length-scale defined in the initial state, the turbulent Pe´clet
number will differ from the initial Pe´clet number. The initial Pe´clet number, as
defined in Equation (3.34), depends on the initial shear width. For the saturated
regime a turbulent Pe´clet number is required, for which there are various options
what typical length-scale and velocity should be taken into account. In order to
make the results comparable to previous investigations as for example by Garaud
and Kulenthirarajah (2016), a turbulent Pe´clet number, Pet = urmslw/Ck in anal-
ogy to Equation (3.34), is calculated by taking the turbulent length-scale lw and
root-mean-square velocity, urms. Choosing lt as defined in Equation (6.2) instead of
lw leads to slightly greater turbulent Pe´clet numbers, but of the same order of mag-
nitude. The resulting turbulent Pe´clet numbers averaged over the effective vertical
extent Leff are summarised in Table 6.2. It becomes evident that the turbulent P¯ et
number averaged over the turbulent region exceeds the initial Pe number by at least
one order of magnitude for all cases of the classical shear flow instabilities (cases A
to J).
In recent studies either a sinusoidal velocity profile and periodicity in the vertical
direction or a linear profile with appropriate boundary conditions (Garaud and Ku-
lenthirarajah, 2016; Prat et al., 2016) were considered. In such investigations the
domain develops a homogeneous turbulence in vertical direction. Such a system
models a very localised region in stellar interiors where homogeneity can be justi-
fied. Since the system considered here is inherently inhomogeneous and anisotropic,
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the narrow region around the shear interface has significantly different dynamics
and characteristics from the outer parts of the turbulent region. In order to obtain
results that can be compared to previous investigations, described above, a very nar-
row region around the middle of the domain is investigated. Here, the dynamics are
similar to a homogeneous turbulent region. The obtained minimum Pe´clet number
in this very localised region is listed for all cases in the corresponding Table. For
most cases the minimum turbulent Pe´clet number at the middle of the domain is
close to the initial Pe´clet number or even smaller. On the contrary the previous
study with a sinusoidal velocity profile revealed that the turbulent Pe´clet number
is always smaller than the initial Pe´clet number (see Garaud and Kulenthirarajah
(2016)). In this investigation a sufficiently low viscosity result in minimum Pe´clet
numbers lower than the initial Pe´clet numbers (see cases A to C in Table 6.2). One
explanation for the discrepancy between previous studies and this case is due to the
difference in velocity profiles and smaller Reynolds numbers used here.
Moving on to a quantitative comparison for different initial Pe´clet numbers (cases
D to H in Table 6.2). These cases reveal that thermal diffusion significantly affects
the typical turbulent length-scale lw. Similar to the effective spread discussed above,
it shows that different trends are present in the two limits of low and large Pe´clet
number cases. Furthermore, the minimum root-mean-square of the velocity pertur-
bations (see Table 6.2) is slightly reduced with increasing thermal diffusion in the
limit of large Pe´clet numbers. This trend is consistent with the recent Boussinesq
investigations of the low Pe´clet number regime (Garaud and Kulenthirarajah, 2016),
where the Richardson number was varied. However, in this setup the pressure scale
height always exceeds the turbulent length-scale observed, such that the Boussinesq
approximation is not valid for the system considered here.
In previous studies the product of the Richardson number and the Pe´clet number,
RiPe, has been considered to characterise the system (Garaud and Kulenthirarajah,
2016; Prat and Lignie`res, 2014). When looking at the RiPe number in the two sets
of data in Table 6.3 it becomes evident that they show opposite trends. Whereas in
cases I, J and K, the vertical spread Leff , the turbulent length-scale l¯w, and the u¯rms
decrease with increasing RiPe, in the other cases L to N all quantities increase. This
shows that increasing the number RiPe by changing the Richardson number has the
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opposite effect on the non-linear dynamics than increasing RiPe by changing the
Pe´clet number.
Comparing the results obtained here to those results obtained in Garaud and Ku-
lenthirarajah (2016), it becomes evident that the decrease of the typical length-scale
with increasing RiPe, can be recovered in the study where the Ri was varied by
changing the thermal stratification (cases I, J and K). This result suggests that the
controlling factors are the Richardson number and the relationship between shear
flow amplitude and thermal stratification. Viscosity and thermal diffusivity do not
significantly affect the turbulent length-scale, if viscosity is sufficiently low, as shown
above for cases A to C. Furthermore, the increase of the u¯rms with increasing RiPe
observed by Garaud and Kulenthirarajah (2016), can be confirmed only for cases,
where the Pe´clet number was increased by the shear amplitude only (cases L to M).
However, cases I to K, where the Richardson number only was increased reveal an
opposite trend to what was observed for cases L to M. For these cases the u¯rms is
significantly affected by the thermal stratification, even when the Richardson num-
ber is fixed. Therefore, it is concluded that in stratified systems the product of Ri
and Pe can not be used to characterise the saturated dynamics of the system. It is
necessary to consider each dimensionless number separately.
6.2.2. Three-Dimensional Long Time Evolution
In previous subsections two-dimensional calculations were conducted to understand
the effect of the Prandtl number and thermal diffusivity on the global properties of a
saturated regime and characteristic dynamics. So far a two-dimensional model was
utilised to considerably reduce the computational cost. As in two dimensions vortex
stretching is suppressed, it is important to consider whether the conclusions would
be altered if fully three-dimensional calculations are performed. Therefore, while
the three-dimensional calculations are extremely numerically demanding and take
considerable amount of running time, a few representative calculations are performed
and will be discussed in this subsection.
Both small and large Pe´clet number regimes can occur in stellar interiors depending
on the region considered and the type of the star. Here, the aim is to compare the
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characteristics of the three-dimensional calculations to the previous two-dimensional
calculations. Furthermore, a direct comparison of the non-linear evolution and sta-
tistical behaviour of the small and large Pe´clet number regime calculations will be
given to understand the spread of the instability in three dimensions. Therefore,
two different Pe´clet number regimes are considered. Case 3D-I represents the low
Pe´celt number regime with Pe < 1 and case 3D-II the large Pe´clet number regime
were Pe ≥ 1. The calculations are evolved over at least one thermal diffusion time,
tthermal = l
2
t /Ck. The spatial resolution for these calculations is Nx = 256, Ny = 256
and Nz = 320. For the exact parameter choice see Table 6.2.
Visually the three-dimensional calculations, for which the total vorticity is displayed
in Fig. 6.8, show very similar dynamics when comparing them to each other.
Figure 6.8.: The total vorticity component perpendicular to the x-z-plane. (a) case
3D-II at roughly t˜ ≈ 200. (b) case 3D-I at roughly t˜ ≈ 120.
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The region of turbulent flow has approximately the same vertical extent. However,
the regions of the same total vorticity orientation are more elongated in the x-
direction for case 3D-I, where the Pe´clet number is lower than unity. In the middle
horizontal layer positive total vorticity is predominant and only a few patches with
weak negative total vorticity are present. This was also observed in two-dimensional
calculations, see Fig. 6.6 (a) and Fig. 6.6 (b). When comparing the three-dimensional
cases to the corresponding two-dimensional cases the effective shear width Leff is
significantly reduced (by approximately 17 %) for the large Pe´clet number case
3D-II. However, in the low Pe´clet number regime the effective shear width increases
as observed in the two-dimensional cases, but remains slightly less than obtained
in the two-dimensional cases D and E. The stronger confinement in both three-
dimensional cases might be caused by the different non-linear dynamics present in
three dimensions, where a secondary instability can evolve perpendicular to the
x-direction.
When focusing on the characteristic of the turbulent regime, different results were
obtained in both three-dimensional calculations compared to the two-dimensional
cases. However the trend of smaller typical length-scales in the low Pe´clet number
regime is confirmed. Therefore it can be concluded that some differences in three-
dimensional calculations are present. As expected, the region of turbulent motions
is more confined compared to two-dimensional calculations. In addition, the val-
ues for the typical length-scales and root-mean-square velocity are slightly altered.
However, the overall trends of these quantities when varying viscosity and thermal
diffusivity remain the same as in two-dimensions.
6.3. Diffusive Instability
For a classical shear flow in an ideal fluid the Richardson number, which corresponds
to the ratio of the Brunt-Va¨isa¨la¨ frequency and the turnover rate of the shear, gives
the measure for stability. A low Richardson number, Ri < 1/4, is required for the
system to become unstable. In previous sections the focus was only on classical shear
flow instabilities that can be present within the stellar interiors where Richardson
numbers become small. However, in diffusive systems, where the Pe´clet number is
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low, a possible ‘secular’ shear instability can be present. This type of shear flow
instability develops even for high Richardson numbers (Dudis, 1974; Zahn, 1974;
Garaud et al., 2015), but only if the thermal diffusivity is large enough to weaken
the stable stratification (Zahn, 1974; Lignie`res et al., 1999; Garaud et al., 2015;
Witzke et al., 2015). So far studies of low Pe´clet number shear flows make use of
the Boussinesq approximation (Prat et al., 2016), which does not permit the study
of a system with large pressure gradients as present in stellar interiors.
Low Pe´clet numbers are most likely to be present in upper regions of massive stars,
where differential rotation is present and ‘secular’ shear instabilities can develop. In
recent studies, linear stability analysis of such diffusive systems confirmed the pres-
ence of ‘secular’ instabilities (Lignie`res et al., 1999; Witzke et al., 2015). In order to
investigate the evolution during the saturated phase, non-linear studies are required.
However, it is extremely difficult to consider small Pe´clet number regimes using the
full set of equations as the time-stepping is restricted by numerical stability con-
straints related to the diffusion time. Therefore, it has previously been impossible
to numerically investigate small Pe´clet number shear flows without using approxi-
mations (as in Prat and Lignie`res, 2013). However, here it is shown that it is possible
to calculate low Pe´clet and large Richardson number cases in a two-dimensional do-
main. Here, some calculations are presented with a spatial resolution of 480 × 512
to investigate the differences between the classical and ‘secular’ instabilities during
the saturated phase.
To ensure that the classical KH instability is not triggered, I set Ri = 0.4, which is
achieved by taking θ = 2, m = 3.0, U0 = 0.05 and 1/Lu = 70. Taking Ck = 0.05
leads to an initial Pe´clet number of order 10−2, such that a ‘secular’ instability can
develop due to the destabilising effect of low Pe´clet numbers. For cases O, P and
Q the Prandtl number is varied in order to investigate its effect on the turbulent
length-scale and the resulting turbulent Pe´clet number. In order to study how
different Ri numbers affect the dynamics of a ‘secular’ instability, the Richardson
number for case U is increased to Ri = 1.0. This is achieved by changing U0 = 0.035
and 1/Lu = 60, and the dynamical viscosity is fixed to be 10
−5. All cases are
summarised in Table 6.4. The growth rates and most unstable modes predicted by
means of a linear stability analysis as used in Chapter 3 is compared to that obtained
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in non-linear calculations for all cases of the ‘secular’ instability. Furthermore, I
have checked that the instability is a consequence of the destabilising mechanism at
low Pe´clet numbers, by conducting test cases with the same dynamical viscosity as
used in cases O to U but Ck = 0.0002. This results in an initial Pe ≈ 12. For these
test cases, I find that for both Ri numbers the system remains stable and the initial
perturbations decay.
When the instability starts to saturate in any of the cases O to U only very little
overturning is observed, which is unlikely to develop into a turbulent regime at
least for the Reynolds numbers considered here. Focusing on the vertical spread the
horizontally averaged velocity profiles, displayed in Fig. 6.9, reveals that the vertical
extent of the instability is significantly smaller than observed in the previous cases
in Section 6.2.
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Figure 6.9.: The u¯x(z) for the diffusive instability cases.
The resulting effective shear width is given in Table 6.4. This observation can
be explained by the very large Richardson numbers, where the available kinetic
energy for the perturbations is lower. For all cases here, the vertical spread of
the temperature perturbations is slightly greater than it is for the vertical velocity
during the saturation phase. A similar trend appears for a classical shear instability
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in the low Pe´clet number regime as was shown in Fig 6.6. Looking at Fig. 6.10 (b) it
becomes evident that regions of upward and downward motion are stretched along
the horizontal direction. A similar pattern of the negative and positive temperature
fluctuations is present in Fig. 6.10 (c), where layers are formed.
Figure 6.10.: The vorticity component perpendicular to the x-z -plane, the vertical
velocity w, and temperature fluctuations around the initial tempera-
ture profile for case Q long after saturation. (a) Vorticity. (b) Vertical
velocity. (c) Temperature fluctuations.
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While there is some similarity in the trend in terms of the spread, there is a marked
difference in the patterns observed in the saturated state between the ‘secular’ in-
stabilities and the classical instabilities. Comparing what is seen in Fig. 6.10 (c)
to the temperature fluctuations present in Fig. 6.7 (a) for case D, where the Pe´clet
number is of the same order, it shows that for the classical instability no layering
occurs.
Turning to the characteristic length-scales during the saturated regime it is observed,
from the data in Table 6.4, that decreasing the viscosity results in greater typical
turbulent length-scales. The opposite trend was observed in the previous study
of a classically unstable system at large Pe´clet number. The trend for the ‘secular’
instability cases can be explained by the peculiar pattern observed for the vertical ve-
locity and temperature fluctuations as shown in Fig. 6.10. Since the fluctuations are
sheared out the typical length-scale between the up and down motions is increased.
When the viscosity is decreased it becomes easier for the horizontal movement of
the background flow to elongate the fluctuation pattern even more, such that the
typical length-scale increases. However, the considered cases do not develop turbu-
lence. Therefore, it is concluded that such layering can develop in systems that are
not very far from the stability threshold. Such a behaviour is not only a feature of
the diffusive instability, but might be present in a system with Richardson number
close to the stability threshold. Finally, for the ‘secular’ instability cases, it is found
that the smallest turbulent Pe´clet number at the middle of the domain drops below
its initial value only for larger viscosities.
To summarize, the ‘secular’ shear flow instability in a fully compressible, stratified
fluid shows the expected trend for the spread of the instability, which is a very small
extent of the instability since the system is close to the stability threshold. Although
the cases studied do not become turbulent, a turbulent regime will be eventually
reached when considering larger Reynolds numbers. A differences in the trend is
observed for typical length-scales during the saturated regime, when compared to
classical shear unstable cases. Moreover, peculiar pattern for the temperature fluc-
tuations and vertical velocity fluctuations are present.
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6.4. Discussion
In order to obtain a comprehensive understanding of stars in their entirety, it is
crucial to understand the complex dynamics in stellar interiors by investigating
shear driven turbulence. Shear driven turbulence is a promising candidate in order
to explain the missing mixing problem and is important for magnetic field generation.
The first study aims to shed light on the question if a saturated state that suggest
a stable system can be achieved. Horizontally averaged profiles reveal a significant
increase in the minimal Ri during saturation. It becomes evident that the relaxation
time used in the forcing method has a significant effect on the resulting minimalRieff
during the steady state. Starting with an initially unstable configuration close to
the stability threshold can lead to a transient phase where the effective Ri number
becomes greater than 1/4. However, the minimal Rieff decreases notably below the
stability threshold during the long time evolution. So for a pure hydrodynamical
system that is initially unstable, but with a connectively stable stratification it is
difficult to achieve a turbulent flow that looks stable. Focusing on the tachocline,
which is located between a convectively stable and a convectively unstable region,
the system is more complex than considered in this model.
Numerical calculations are used to obtain a comprehensive insight to the detailed
small-scale dynamics of shear regions. However, due to computational limitations, all
calculations to date use modelling parameters that are far from the actual values in
stellar interiors. Therefore, it is important to investigate how varying key properties
affects our understanding of complex stellar regions. In the second study I focused
on understanding the effect of different viscosities and thermal diffusivities on the
saturated phase of a shear-driven turbulent flow in a fully compressible polytropic
atmosphere. Examining the global properties of the saturated flow of an unstable
system revealed that the vertical extent of the mixing region is primarily controlled
by the Richardson number, but the thermal diffusivity also plays a key role through
the Pe´clet number. It is found that for greater Richardson numbers the vertical
spread of the mixing decreases, which also occurs as thermal diffusivity is increased
in the large Pe´clet number limit. An opposite trend is observed for the small Pe´clet
number limit, where the vertical spread increases with larger thermal diffusivity due
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to the effectively weaker stratification. Here, I found that viscosity does not play
an important role in the formation of the global shape of the mean flow during the
saturated regime.
Turbulent flows can be characterised by the typical length-scale and the root-mean-
square velocity of the perturbations. It is shown that viscosity only becomes impor-
tant if it is sufficiently large to affect the minimal turbulent length-scales present.
However, the typical turbulent length-scales were shown to depend on the Richard-
son number as well as on relationship between velocity amplitude and thermal strat-
ification. An increase in the Richardson number by increasing thermal stratification
leads to smaller typical length-scales, whereas larger values of the thermal stratifica-
tion or velocity amplitude results in a opposite trend for a fixed Richardson number.
Therefore, it can be concluded that the product of the input Pe´clet number and
the Richardson number can not be used in strongly stratified systems to extract
any information on the charateristics of the turbulence. A similar trend to what is
seen for the typical length-scales is found for the root-mean-square velocity, but it is
also found that thermal diffusivity has a significant effect. In summation the turbu-
lent regime of a shear flow instability depends on several parameters and these can
counteract each other. The properties of the saturated regime can only be broadly
predicted from the input parameters.
The research presented in the last section focus on the low Pe´clet number regime.
While for large Pe´clet numbers the initial flow requires low Ri numbers to become
unstable, for low Pe´clet numbers it is possible to destabilise a high Richardson num-
ber shear flow (Lignie`res et al., 1999; Witzke et al., 2015). Therefore, cases were
examined that are unstable against ‘secular’ shear instabilities. A different depen-
dency is found, where the typical length-scale increases with decreasing viscosity,
which is not the case in large Pe´clet number regimes. In addition, the turbulent
Pe´clet number either remains less, or approximately the same as the initial Pe´clet
number.
Having established a better understanding of what parameters significantly affect the
global properties of saturated shear flow instabilities, future studies of the mixing
behaviour and momentum transport of shear-driven turbulence can now be con-
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ducted. In order to gain a more comprehensive picture of the complex dynamics in
stellar interiors, it is crucial to include magnetic field interactions. Investigations
with magnetic fields will help to inform how magnetic fields affect the turbulent
regime. Moreover, the results obtained can be used to seek for a shear induced
turbulence that is capable of driving a magnetic dynamo, which will be discussed in
Chapter 7.
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7. Shear-Driven Kinematic Dynamo
It is widely established that solar activity can be explained by the evolution of mag-
netic fields, where both the poloidal and toroidal components of the magnetic field
are regenerated by a magnetohydrodynamic dynamo (for example Moffatt, 1978;
Parker, 1979; Ruzmaikin and Feynman, 2001; Mason et al., 2002; Cameron et al.,
2016). Current models of a solar dynamo require two components: The generation of
toroidal fields can be obtained from poloidal magnetic fields by differential rotation,
which is called the ω-effect (see for example Jones, 2011a; Hughes and Proctor, 2013,
and references therein). In order to regenerate poloidal fields another process has to
close the loop, otherwise no dynamo can operate (Cattaneo and Hughes, 2001; Ma-
son et al., 2002). A possible mechanism for which helical flows are essential (Mason
et al., 2002; Hughes and Proctor, 2013) is the so-called α-effect. This mechanism was
first proposed by Parker (1955). Moreover, several investigations have shown, that
an α-effect can also produce toroidal fields (see Ra¨dler and Bra¨uer, 1987; Schubert
and Zhang, 2000; Schrinner et al., 2011, and references therein). So different types
of dynamo action are possible depending on which effect dominates the generation
of toroidal magnetic fields (Jones, 2011b). A more detailed discussion on possible,
large-scale, dynamos will be presented in Section 7.1.
Large-scale dynamos generate magnetic fields on larger length-scales compared to
typical length-scales of the dynamics (Favier and Bushby, 2012; Brandenburg et al.,
2012). In contrast, small-scale dynamos operate on scales smaller or comparable
to the typical length-scale of the turbulent eddies (Brandenburg et al., 2012; Weiss
and Proctor, 2014; Bhat et al., 2016). Small-scale dynamos can be achieved in fully
isotropic turbulence if the conductivity is sufficiently high (Brandenburg et al., 2012;
Borrero et al., 2015). Therefore, small-scale dynamos are important for many as-
trophysical objects, such as galaxy-clusters (Subramanian et al., 2006; Vazza et al.,
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2014) and stellar surfaces (Petrovay and Szakaly, 1993; Pietarila Graham et al.,
2010). So there has been a recent drive towards understanding small-scale dynamos
in general and their contribution towards large-scale magnetic field generation (Os-
sendrijver, 2003; Schekochihin et al., 2004; Pietarila Graham et al., 2010).
In the previous chapters properties of shear-driven turbulence were investigated in
order to obtained an extensive description of detailed small-scale dynamics in stellar
interiors. However, stellar interiors possess magnetic fields. This fact leads us to the
question how magnetic fields interact with turbulent motions and whether such com-
plex dynamics can generate and sustain large-scale magnetic fields. Building upon
the results so far, in this chapter I will start to include background magnetic fields in
order to study the possibility of a kinematic dynamo. In these investigations I aim to
shed light on the question whether magnetic field amplification and generation can
occur in shear-driven turbulence without convection and on what scales magnetic
fields are sustained. Since, different types of magnetohydrodynamic dynamos exist,
a brief review on current results on magnetic dynamo action in different setups will
be given in Section 7.1. Then, the setup will be introduced in Section 7.2, where
I aim to investigate under what conditions a small-scale dynamo can operate in a
shear-driven turbulent regime. The results are presented in Section 7.3 and Section
7.4. Finally a discussion will be given in Section 7.5.
7.1. Magnetic Field Generation
Magnetic fields are ubiquitous in astrophysical objects including planetary and stel-
lar interiors, galaxies, and galaxies clusters (see for example Silvers, 2008; Tobias
et al., 2011a; Beck and Wielebinski, 2013). The essential concept of the magneto-
hydrodynamic dynamo, proposed by Larmor (1919), provides an established theory
that explains the time variation and the persistence of magnetic fields in astrophysi-
cal objects (Childress and Gilbert, 1995). Although, the observed temporal changes
of the magnetic fields in most planets and stars imply dynamo action (Moffatt, 1978;
Parker, 1993; Zeldovich et al., 1983), detailed observations of the fluid dynamics are
not available, and so the exact dynamo processes is not understood. Therefore, ex-
tensive effort towards understanding magnetic fields in galaxies, stars and planets
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over several decades led to a comprehensive theory of magnetic field generation in
such objects. This section provides a brief review on the basic ideas of the mag-
netohydrodynamic dynamo in Subsection 7.1.1, where the mean-field approach and
different types of dynamos are introduced. Furthermore, different possible dynamo
scenarios for the Sun are discussed in Subsection 7.1.2 and differences to other stars
are pointed out in Subsection 7.1.3.
7.1.1. Magnetohydrodynamic Dynamos
In an electrically conducting fluid, such as a plasma, magnetic fields interact with the
fluid. Due to electrical resistivity, magnetic fields are dissipated. Generally, investi-
gations concerning the process of sustaining a magnetic field against dissipation in
an electrically conducting fluid are referred to as the magnetohydrodynamic dynamo
problem (Childress and Gilbert, 1995). In the MHD approximation the evolution
of the magnetic fields is governed by the induction equation, see Equation (2.30),
which was derived in Section 2.3. The simplest form of a dynamo problem is testing
if a magnetic field is amplified and sustained by a prescribed velocity field when em-
ploying the induction equation. This is called the kinematic dynamo problem, as no
back-reaction of the magnetic field on the fluid motion is taken into account (Mof-
fatt, 1978; Parker, 1975). On the contrary the non-linear dynamo theory comprise
the coupled problem, where the back-reaction of the magnetic field due to Lorentz
force on the flow is considered. In such a system the magnetic fields need to be
maintained in a self-consistent manner (Moffatt, 1978; Parker, 1975).
For a kinematic dynamo, there exist two important types, depending on whether the
growth rate is related to magnetic diffusivity in the limit of vanishing magnetic dif-
fusivity or not. These two types of dynamo solutions were introduced by Va˘ınshte˘ın
and Zel’dovich (1972). For the so-called slow dynamo, the growth rate becomes zero
or negative in the limit of a perfectly conducting fluid (Fitzpatrick, 2014). Whereas,
if the growth rate is independent of the magnetic diffusivity and remains positive for
vanishing magnetic diffusivity, the dynamo is called ‘fast dynamo’ and the growth
rate is comparable with the turnover time (Childress and Gilbert, 1995). Fast dy-
namos lead to several questions, concerning the properties of the required motion
for their existence as well as the properties of generated magnetic fields. A more de-
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tailed discussion on slow and fast dynamos is given in Childress and Gilbert (1995).
Focusing on potential dynamos in astrophysical objects, Parker (1955) proposed that
convective motion in the solar interior together with the Sun’s rotation would result
in helical motion. These small-scale fluid motion twist toroidal magnetic fields to
form small-scale poloidal fields, which then give rise to a large-scale poloidal field
(Priest, 2014). Parker’s idea triggered the formulation of the mean-field dynamo
(MFD), which was derived by the Potsdam group (Steenbeck et al., 1966; Krause
and Ra¨dler, 1980), in order to explain the generation of large-scale fields due to
small-scale motion in a more systematic mathematical description (Priest, 2014).
In the mean-field approach the evolution of large-scale fields is studied. For that
the magnetic field B = B + b′ and the velocity field u = u + u′ are decomposed
in a mean-field denoted by the overbar and small fluctuations denoted by ′. The
mean-field is either time averaged or averaged over a particular scale that separates
small-scales and large-scales (Ra¨dler, 2007). With this expansion the homogeneous,
isotropic, mean-field induction equation becomes
∂B
∂t
= ∇× (U×B)+∇× αB + (η + β)∇2B, (7.1)
where the α-term in this equation corresponds to the α-effect anticipated by Parker
(1955) and is only possible for turbulence that is not reflectionally symmetric, and
hence helicity is present (Ra¨dler, 2007; Hughes and Proctor, 2013). The β-term
corresponds to a turbulent diffusivity. The mean-field equation is used to study
large-scale dynamo models. The concept of decomposing fields into a mean-field
and fluctuations can be used to analyse the magnetic field evolution in numerical
calculation of the full set of equations. While in general the α and β terms can
be always computed, the interpretation using the mean-field approach is not always
applicable (Cattaneo and Hughes, 2009). For a historical review, derivation and
discussion of the mean-field dynamo formalism see Ra¨dler (2007).
While the mean-field approach introduced above focuses on the evolution of large-
scale magnetic fields, random motions even of an isotropic turbulence can produce
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small-scale magnetic fields. By small-scales we mean length-scales much smaller
than the scale of the energy carrying eddies (Parker, 1979; Zeldovich et al., 1983;
Blackman, 2003). Such ‘fluctuation’ dynamos were explained by Kazantsev (1968)
and Kraichnan (1968) independently, but they were predicted earlier (Batchelor,
1950; Biermann and Schlu¨ter, 1951; Elsasser, 1956). Small-scale dynamos can am-
plify random magnetic fields at a fast growth rate, which is of the order of the eddy
turnover time-scale (Blackman, 2003; Brandenburg et al., 2012). When investigat-
ing the conditions for magnetohydrodynamic dynamos, a non-dimensional number,
the magnetic Reynolds number ReM = Utlt/η, is introduced, where Ut is the typical
turbulent velocity and lt a typical turbulent length-scale. The magnetic Reynolds
number gives a measure of the ratio of the induction to the dissipation of magnetic
fields (Charbonneau, 2014). It was shown that for large enough magnetic Reynolds
numbers small-scale magnetic fields can be generated regardless of the properties of
the turbulence (see Charbonneau, 2014, and reference therein).
In numerical calculations it is not straight forward to distinguish between large-scale
dynamo action and small-scale dynamo action. Especially in the early stage both
dynamos produce a similar magnetic energy spectrum regardless if the turbulence is
helical or non-helical (Brandenburg et al., 2012). However, in the saturated regime,
for helical turbulence the magnetic energy will develop a peak at large scales due
to an inverse cascade of magnetic energy, which indicates that a large-scale dy-
namo is present (Frisch et al., 1975). Whereas, a small-scale dynamo will produce
magnetic fields at scales smaller than the energy injection scale even during the
saturated regime. The absence of large-scale magnetic field generation during the
linear regime indicates that the responsible process is non-linear in nature (Herault
et al., 2011; Brandenburg et al., 2012). However, the role of small-scale dynamos
in the generation of large-scale magnetic fields is not entirely understood (Tobias
et al., 2011b). Especially, in the context of solar dynamo action there is increased
interested in investigating small-scale dynamo contributions (e.g. Cattaneo, 1999;
Stein and Nordlund, 2006; Vo¨gler and Schu¨ssler, 2007; Borrero et al., 2015).
141
7.1. MAGNETIC FIELD GENERATION
7.1.2. Solar Dynamo Models
Focusing on the Sun, the ingredients necessary for a MHD dynamo to operate are
present. First, there is differential rotation, which can convert poloidal into toroidal
magnetic fields by the ω-effect. Second, turbulent motions in the interior due to
convection are not reflectionally symmetric and inhomogeneous, because of rotation
and stratification respectively (Charbonneau, 2014). Therefore, in principal, an α-
effect can regenerate poloidal fields from toroidal. However, processes involved in
the magnetic field evolution in the Sun are not entirely understood and the models
developed over the last decades do not match some observed properties (Ossendri-
jver, 2003; Choudhuri, 2015). Hence, the challenge is to model detailed features of
the solar cycle (Priest, 2014).
In the early stage of solar dynamo research, investigations mostly focused on im-
proving kinematic α-ω dynamos, where the induction equation only was taken into
account (Cowling, 1981; Priest, 2014). Simple kinematic dynamo models eventu-
ally cleared the way for more complex models. For example models including the
equation of motion or models where a significant portion of the magnetic fields is
generated at the base of the convection zone were developed (Priest, 2014). It is
widely accepted that generation of toroidal fields due to differential rotation occurs
at the base of the convection zone. However, the generation of poloidal fields remains
controversial (Weiss, 2010; Chatterjee et al., 2011; Charbonneau, 2014). Although,
there exist several dynamo models, they are divided into two classes: Interface dy-
namos, where all magnetic field generation is located near the tachocline (Parker,
1993; Tobias, 1996; MacGregor and Charbonneau, 1997), and flux-transport dy-
namos in which meridional circulation is necessary in order to transport poloidal
fields that are created near the surface (Charbonneau and Dikpati, 2000; Weiss,
2010; Choudhuri, 2015).
Tachocline Dynamos
In the past, it was assumed that the ω-effect as well as the α-effect operate in the
convection zone. However, Parker (1975) showed that magnetic fields cannot be
amplified sufficiently fast in the convection zone before they rise due to convection
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and magnetic buoyancy. This led to the overshoot dynamo model (Spiegel and
Weiss, 1980) and later on to the interface dynamo model (Parker, 1993), where in
both models the magnetic fields are generated at the base of the convection zone.
This is required in order to store magnetic fields in the stably stratified region until
they are sufficiently strong (Soward et al., 2005). Later on, after the tachocline was
discovered such type of dynamos got support, because the tachocline is believed to
be a good candidate for the ω-effect to occur (Priest, 2014). Moreover, in order to
obtain the sign for the magnetic field orientation, the α-effect caused by cyclonic
convection needs to be located deep in the convection zone (Mason et al., 2002).
For the interface dynamo model the α-effect can operate either due to cyclonic
convection or due to a dynamical α-effect from instabilities affected by rotation (see
Mason et al., 2002, and references therein).
Fig. 7.1 illustrates all key ingredients for a potential interface dynamo. At stage
(0) magnetic flux has to be present, which then has to be regenerated by some
small-scale mechanism in (1) (Priest, 2014).
Figure 7.1.: A sketch of the scenario for potential tachocline dynamos, where the
stages are explained in the text. Taken from Priest (2014).
In the next step (2) magnetic fields are transported downwards into the tachocline,
where Parker suggested turbulent diffusion, but other processes such as magnetic
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pumping can be also responsible for a downward transport (Tobias et al., 2001).
Subsequently, strong shear in the tachocline (3) generates toroidal fields, which
make their way up to the convection zone by either buoyancy or turbulent diffusion
(4). However, at this stage it is crucial that there is a reduced upwards transport
of the magnetic fields, such that they can be sufficiently amplified (Soward et al.,
2005). In the convection zone (5), poloidal fields can be generated by the α-effect
and some magnetic fields enter back into the cycle (6). However, some part of the
toroidal field rises up to the solar surface and triggers active regions (7).
From Babcock-Leighton to Flux-transport Dynamos
An alternative to tachocline models are flux-transport dynamos, where meridional
flows form an essential part of the model. The idea for such dynamos was de-
veloped from the Babcock-Leighton model (Babcock, 1961; Leighton, 1969). This
model was motivated by the observed migration of the surface flux (Priest, 2014).
The poloidal flux generated at the equator is transported towards the poles and
reverses the pre-existing poloidal fields (Weiss, 2010). In such a model both dy-
namo components operate near the solar surface, where the so-called near-to surface
shear layer (NSSL) has a strong radial shear. Due to observations of the NSSL, the
logarithmic radial gradient of the rotation rate there was recently corrected to be
d ln Ω/d ln r = −1 (Barekat et al., 2014). Such a gradient is of the same order as
for the steepest gradient measured in the tachocline (see Fig. 8 in Charbonneau
et al., 1999). The role of the NSSL for the solar dynamo was studied for example
by Dikpati et al. (2002), where it was found that the effect of NSSL radial shear
on the flux transport dynamo is sub-dominant. In the work of Mason et al. (2002)
the competitive production of poloidal fields at the base and at the surface of the
convection zone was studied. The aim of their work was to compare the effective-
ness of the Babcock-Leighton model against the interface model by using mean-field
models. It was found that the tachocline is more efficient to provide the α-effect to
reproduce poloidal fields at the base of the convection zone. However, an additional
α-effect at the surface can have minor effects on the magnetic field evolution.
A modified version of the flux-transport dynamo assumes that the poloidal fields are
generated at the surface, but the ω-effect is located at the base of the convection
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zone (Wang et al., 1991; Dikpati and Choudhuri, 1994; Durney, 1995). In such a
model, a transport mechanism to and from the base of the convection zone is nec-
essary. Therefore, it was assumed that the meridional flow can transport poloidal
fields downwards and toroidal fields upwards (Charbonneau and Dikpati, 2000; Ma-
son et al., 2002). Since flux-transport dynamo models depend significantly on the
form and strength of the meridional circulation (Jouve, L. and Brun, A. S., 2007;
Dikpati and Gilman, 2009; Hazra et al., 2014), current numerical and observational
investigations aim to shed light on the properties of meridional circulation (Ku¨ker
et al., 2011; Miesch et al., 2012). Current observational investigations found ev-
idence of an equatorward meridional flow located at shallow depths (Hathaway,
2012; Zhao et al., 2013). Whereas (Schad et al., 2013) found that the return flow
reaches down to the base of the convection zone, but has a complex multi-cell struc-
ture. Although, flux-transport dynamos have several advantages, such as potential
to reproduce many observational features of the solar cycle, they do not determined
the flow consistently. The velocity field is imposed through a term that is obtained
from observations.
7.1.3. Different Stars
Stellar magnetic fields were accurately detected for the first time by Robinson Jr.
(1980), where an advanced measuring method based on emission line broadening due
to the Zeeman effect was introduced. Currently, due to more detailed observations
of different stars, which differ in mass, rotation, and convection from the Sun, it
became evident that a plethora of stars have magnetic fields and stellar activity
(Priest, 2014). Although, magnetic activity was found in all types of stars, it is more
common in low mass stars than in massive or intermediate-mass stars (Grunhut and
Neiner, 2015; Stello et al., 2016). Moreover, young stars with high rotation rates
appear to be very active (Barnes, 2003; Brown et al., 2010), but a cyclic activity,
similar to our Sun, has been found in stars with slow rotation (Weiss and Tobias,
2000).
Differential rotation and the convective motions are key ingredients for magnetic
activity in various stars (Dobler, 2005; Brown, 2011). Main-sequence stars of all
masses possess convection zones, but the location of one or even two convection
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zones differs for the different types of stars (Augustson et al., 2012). Fig. 7.2 shows
a schematic sketch of possible locations of a convection zone in different stars.
Figure 7.2.: Schematic illustration of the structure in different main-sequence stars.
(a) Fully convective, low mass stars. (b) Solar-like stars with a deep
convection zone. (c) Stars with two convection zones. (d) Massive stars
with inner convection zones.
Besides the location of the convection zone, the existence and location of a tachocline
or a NSSL is of interest, because the role of a strong shear region in stellar magne-
tohydrodynamic dynamos is not understood (Browning et al., 2006; Guerrero et al.,
2016). For example, for low mass stars with a fully convective interior a different
process is required to explain magnetic field generation (Donati et al., 2006; Priest,
2014). Therefore, investigations of low mass stars focus on the question of how dy-
namo action can be achieved without a tachocline (see for example Browning, 2008).
Whereas for solar-like and massive stars the role of shear regions requires compre-
hensive investigations (Augustson et al., 2013; Kosovichev et al., 2015; Guerrero
et al., 2016).
The model considered in this chapter assumes a stable stratified systems with a
strong unstable shear flow, which is applicable to solar-like and more massive stars
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(Augustson et al., 2013; Guerrero et al., 2016). Moreover, different Pe´clet number
regimes will be studied, which can occur in different stars. Low Pe´clet numbers are
more likely to be present in massive stars, and large Pe´clet numbers are present
in solar-like stars and intermediate mass stars (Meynet and Maeder, 2000; Garaud
and Kulenthirarajah, 2016). However, since low mass stars have either a tachocline
that is significantly deeper within the interior, or no tachacoline at all (Wright and
Drake, 2016), the setup considered here is not applicable to such stars.
7.2. Setting up a Kinematic Dynamo
In the following sections I will shed light on the question if shear-driven turbulence
in a stably stratified system can generate and sustain a magnetic dynamo. Starting
with the simplest scenario, I will neglect back-reaction of the magnetic field on the
flow, which corresponds to a kinematic dynamo setup. For the initial seed magnetic
field a configuration with zero net flux across the domain is chosen. A flux free
field ensures that no imposed magnetic field is present and the obtained setup is a
kinematic dynamo problem (as seen in for example Favier and Bushby, 2013; Hughes
and Proctor, 2009). This seed magnetic field is then introduced at a time when the
initially unstable shear flow has reached a saturated phase.
There exist two possible boundary conditions for the magnetic field, as discussed
in Subsection 2.3.2. The first option is given in Equation (2.37) and it is called
pseudo-vacuum, where the magnetic field is normal to the boundary. In the second
Equation (2.38) the magnetic field is tangent to the boundary. It was shown that
in the asymptotic regime the growth rate of a kinematic dynamo will be the same
for either of the two boundary conditions (Favier and Proctor, 2013). However, in
general there is no obvious advantage to chose one set of boundary conditions over
the other. So I chose the boundary conditions as formulated in Equation (2.37) for
the problem at hand. In this case I take Bx = 0, By = 0 due to boundary conditions
and set
Bz(x, y, z) = Am cos
(
Fm
2pix
xmax
)
, (7.2)
where Am is the magnetic field amplitude and it will be set to unity, Fm gives the
number of oscillations within the domain along the x -direction with x ∈ [0 : xmax].
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Since magnetic fields on smaller scales will decay more quickly than magnetic fields
on larger scales, an initial magnetic field with more oscillations in the domain will
lead to a faster onset of the exponential regime. Therefore, in all investigations Fm
is set to 5 in order to ensure a quicker response. It remains to be checked that the
magnetic flux, ΦB, which is define as
ΦB =
∮
S
B·nˆdS, (7.3)
where S is the surface of the domain, is indeed zero. Inserting the magnetic field in
Equation (7.2) the magnetic flux becomes
ΦB =
∫
x
∫
y
Am cos
(
Fm2pi
x
xmax
)
dxdy (7.4)
=
∫
x
ymaxAm cos
(
Fm2pi
x
xmax
)
dx (7.5)
= ymaxAmFm
xmax
2pi
sin
(
Fm2pi
x
xmax
)∣∣∣∣xmax
0
= 0. (7.6)
No magnetic field back-reaction on the velocity implies that f = |B|2/µ0Pt has to
be set to zero and the magnetic field amplitude can be unity, which is satisfied
by the assumption Am = 1. Another possibility is to investigate a system where
the back-reaction is negligible. This can be achieved by setting f = 1, but taking a
magnetic field amplitude of at least six orders of magnitude smaller than the velocity
amplitude (Am ∼ 10−6U0). Here, the first option is considered.
For dynamo action to occur the magnetic Reynolds number, Rem = Reσm, has
to be large (Brandenburg et al., 2012). There exist a critical Rem,crit such that
below this value no small-scale dynamo can operate, for large-scale dynamos this
critical value is significantly lower. Since σm = µ/η = σ/ζ, it is necessary to vary
ζ in order to investigate small and large magnetic Prandtl number regimes. For a
low magnetic Prandtl number regime σm ≤ 1, where in astrophysical objects the
magnetic Prandtl number is ∼ 10−4 (Brandenburg et al., 2012). Whereas for the
large Prandtl number regime, σm > 1, a small-scale magnetic dynamo is more likely
to operate. In Table 7.1 all cases that are considered in the following are summarised.
I will distinguish between four different series with low to moderate Pe´clet numbers,
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for which I will study different magnetic Prandtl numbers and check if a magnetic
dynamo exist.
7.3. Seeking Dynamo Action: Preliminary Results
In order to obtain a better understanding about if dynamo action is possible in shear-
driven turbulence, I start by including a seed magnetic field defined in Equation (7.2)
into three-dimensional calculations previously obtained in Chapter 5 and Chapter 6.
Testing several low magnetic Prandtl numbers that are summarized in the first
part of Table 7.1, I observe whether the magnetic fields decay away exponentially or
grow. For that, the magnetic energy evolution is studied, where the volume averaged
magnetic energy density is calculated as follows
Emag = 〈B2〉 = xmaxymax
NzNxNy
Nx∑
x=1
Ny∑
y=1
Nz∑
z=1
B2, (7.7)
where Nx, Ny and Nz are the resolution in x, y and z direction respectively and
xmax and ymax are the extent of the domain in x and y direction. For most all of
the cases in the first and second part of Table 7.1 a decay of the magnetic energy
is observed, where some examples are shown in Fig. 7.3. In Fig. 7.3 (b) it can be
seen that for some cases the magnetic energy increases slightly just after the seed
magnetic field is induced, before it enters the exponential decay.
This increase is due to the quick amplification by the background shear. Therefore,
in order to obtain an accurate decay rate, the magnetic energy evolution slightly
after the onset is fitted to an exponential function
f(t) = aeζrt, (7.8)
where ζr is the growth or decay rate. The obtained decay rates are listed in Table 7.1
and show that even for a magnetic Prandtl number of order unity, as in case 1b, the
decay rate remains large.
Although, the viscous method provides a more suitable method to study the free evo-
lution of shear-driven turbulence, and therefore it will be used in this investigation,
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Table 7.1.: The values of various parameters for all cases considered together with
the decay rates for each. For all cases the polytropic index is set to
m = 1.6 and the dynamic viscosity µ = 5× 10−4. In part 1 calculations
that were used in Chapter 5 with different forcing methods are studied.
Part 2 shows low and moderate Pe´clet number cases used in Chapter 6.
In part 3 a new case is set up.
Case forcing σ Ck θ U0 Lu Pe ξ Prm ζr
Part I
1a viscous 0.1 0.005 5 0.2 0.0125 0.5 0.2 0.5 -1.07
1b viscous 0.1 0.005 5 0.2 0.0125 0.5 0.1 1 -0.65
1c relaxation, τ0 = 10 0.1 0.005 5 0.2 0.0125 0.5 0.15 0.67 -0.79
1d relaxation, τ0 = 1 0.1 0.005 5 0.2 0.0125 0.5 0.15 0.67 -0.72
Part II
2a viscous 0.316 0.00158 1.9 0.095 0.0166 1 0.632 0.5 -0.95
2b viscous 0.316 0.00158 1.9 0.095 0.0166 1 0.316 1 -0.495
2c viscous 0.316 0.00158 1.9 0.095 0.0166 1 0.15 2.1 -0.256
2d viscous 0.316 0.00158 1.9 0.095 0.0166 1 0.0316 10 -0.077
3a viscous 0.0158 0.0316 1.9 0.095 0.0166 0.05 0.0158 1 -0.166
3b viscous 0.0158 0.0316 1.9 0.095 0.0166 0.05 0.0032 5 -0.04
3c viscous 0.0158 0.0316 1.9 0.095 0.0166 0.05 0.0008 20 growth
Part III
4a viscous 0.5 0.001 1 0.095 0.0166 1.5 2.5 0.2 -1.3
4b viscous 0.5 0.001 1 0.095 0.0166 1.5 0.5 1 -0.28
4c viscous 0.5 0.001 1 0.095 0.0166 1.5 0.1 5 -0.085
4d viscous 0.5 0.001 1 0.095 0.0166 1.5 0.05 10 growth
4e viscous 0.5 0.001 1 0.095 0.0166 1.5 0.0333 15 0.016
4f viscous 0.5 0.001 1 0.095 0.0166 1.5 0.025 20 0.018
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Figure 7.3.: Magnetic energy with time together with and exponential curve fit. a)
Case 2a and case 2b, which have low Prandtl numbers. b) The two large
Prandtl number cases 2c and 2d.
a couple of test calculations using the relaxation method and including a magnetic
field were performed. These tests aim to answer if a different forcing method can
potentially provide a saturated non-linear regime, where magnetic field generation
is obtained more easily. The two runs listed in Table 7.1 for the relaxation method
with τ0 = 10 and with τ0 = 1 show very similar decay rates, such that I conclude
that the forcing has potentially little effect on the magnetic field generation.
Moderate and Low Pe´clet numbers
Here, I focus on low and moderate Pe´clet number regimes. A seed magnetic field
is induced after the unstable flow has saturated. Four different magnetic Prandtl
numbers for case 2, which has a Pe´clet number of unity, are investigated. In Fig. 7.3
the magnetic energy density evolution together with the corresponding exponential
fit to the data is shown. Even for a large magnetic Prandtl number, σm = 10, the
seed magnetic field decays away, as shown in Fig. 7.3 (b). However, comparing the
decay rates for the run with σm = 0.5 and σm = 1 for case 1 and case 2, it seems
that for case 1 it is potentially more difficult to generate magnetic fields.
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In order to understand what might affect the magnetic field generation the char-
acteristics of the non-linear dynamics in these two cases are compared. For that,
the turbulent Reynolds number and the typical length-scale with depth as defined
in Equation (5.12) and Equation (5.14) respectively are calculated and displayed in
Fig. 7.4. Both quantities are time-averaged during the saturated phase. It becomes
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Figure 7.4.: Turbulent Reynolds numbers and typical length-scales with depth. The
vales are horizontally and time averaged during the saturated regime for
all three cases and different forcing methods. (a) Ret(z). (b) lt(z).
evident that the magnetic Reynolds numbers for case 1 are significantly greater
than for case 2 and case 3. This seems to contradict previous investigations, where
one would expect that larger magnetic Reynolds numbers are important for small-
scale dynamo action. However, for case 1 the density around the middle of the
domain is significantly higher. It is more plausible that the typical length-scales of
the turbulence and the root-mean square velocity affect magnetic field generation.
Therefore, comparing lt in Fig. 7.4 (b) indicates that for cases, where more energy
is stored in larger length-scales the seed magnetic field does not decay as fast as for
cases with smaller typical length-scales. Moreover, the extent of the turbulent region
might have an impact on potential dynamo action, as it determines the region in
which small-scale dynamo action can take place. However, comparing the effective
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spread of the turbulence in the two cases, where Leff = 0.35 for case 1 when using
the viscous method and Leff = 0.30 in Case 2, suggests that Leff does not play an
important role.
Turning to case 3, which has a low Pe´clet number and was used in Chapter 6, three
different magnetic Prandtl numbers are investigated. Here I only focus on cases with
σm ≥ 1, since from previous cases it became evident that for σm < 1 dynamo action
is unlikely. The magnetic field evolution for case 3b and case 3c is displayed in
Fig. 7.5. It becomes evident that for σm = 5 the system might be marginally stable,
but for σm = 20 a magnetic dynamo is present. Unfortunately, such a low Pe´clet
number regime results in very small time steps due to the high thermal diffusion,
and so it is numerically not feasible in order to investigate the long-time evolution of
the magnetic field. Comparing the characteristics of the turbulence and the spread,
the typical length-scales are greater than in case 1 and case 2, the extent of the
turbulent region, Leff = 0.36 is also larger than for case 1 and case 2. Therefore,
I conclude that a new case needs to be set up that is numerically easier to run,
but has potentially greater typical length-scale in the saturated regime and a more
extended turbulent region.
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Figure 7.5.: Magnetic energy evolution for case 3b and case 3c.
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7.4. Small-scale Dynamo Action
As found in the previous section, low Pe´clet number regime calculations are numer-
ically not feasible, therefore I focus on greater Pe´clet numbers in the large Pe´clet
number regime. A slightly greater initial Pe is achieved by decreasing Ck. In ad-
dition, I decrease the initial Richardson number to Ri = 0.002, because it was
found that smaller Ri will result in a greater spread of the turbulent region. Then,
the new case 4 is summarised in the third part of Table 7.1, where cases with
σm = 0.2, 1, 5, 10, 15, 20 are studied and their decay rate is obtained for the first
three cases.
Before I move on to analyse the magnetic field evolution it is useful to investigate
an additional property of the saturated turbulent regime. Since mean-field theory
requires the flow to be helical in order to generate large-scale magnetic fields, a mean
relative kinetic helicity is defined (Favier and Bushby, 2012) as
H (z) =
〈u · ∇ × u〉z
〈u2〉1/2z 〈(∇× u)2〉1/2z
. (7.9)
In Fig. 7.6 the time averaged relative helicity, H , for all cases is shown.
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Figure 7.6.: Time averaged relative helicity, H (z), as defined in Equation (7.9) for
all cases. a) Helicity obtained for case 1 and for all three different forcing
methods is shown. b) Helicity for case 2 to case 4 is displayed.
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The horizontally averaged quantity is averaged over approximately 10 sound-crossing
times after the seed magnetic field was introduced. Comparing the relative helicity
with depth for each case, no systematic pattern can be established. Moreover, the
sign changes several times along the z-direction. Although, the horizontally averaged
profile of the relative helicity differs for each case, the maximum deviation from zero
is of the same order in all cases. The helicity for case 1 tends to be positive at the
upper half and negative at the lower half. A different behaviour is observed for the
other three cases where overall more positive helicity is present. While in all cases
the turbulent flow posses helicity it remains unclear if a large-scale dynamo can be
obtained and if a relationship between helicity and magnetic field generation in these
cases can be established.
I start the analysis of magnetic fields by looking at the magnetic energy evolution for
the three cases with σm ≥ 10, where dynamo action is present, displayed in Fig. 7.7.
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Figure 7.7.: Magnetic energy density evolution with time for large magnetic Prandtl
numbers of case 4. a) Case 4d with σm = 10. b) Case 4e. c) Case 4f.
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No clear exponential growth in the total magnetic energy density, Emag, can be
identified for case 4d. For the other two cases the growth rate, ζr, is obtained by
fitting a linear function f(t) = ζr ln(〈B2〉)+c to the logarithm of the magnetic energy
density. The obtained values are summarised in Table 7.1. It becomes evident that
for σm = 10, the system is close to stability and for a long time, 150 < t < 350, the
total magnetic energy increases with a small growth rate. After t ≈ 350 a greater
growth in magnetic energy is observed. Some jumps in the growth rate are present
for the case with σm = 15 and the case with σm = 20. However, a mean growth rate
can be found. In order to find a critical magnetic Reynolds number, which can be
obtained by interpolation, more calculations are needed. However, the nature of the
magnetic field generation can be partly studied at this stage. As mentioned above, it
is crucial to distinguish between small-scale dynamos and large-scale dynamos: For
large-scale dynamos the typical length-scales of the generated magnetic fields are
larger than the typical length of the energy carrying eddies (see for example Weiss
and Proctor, 2014) and vice versa.
To analyse if only a small-scale dynamo operates or also large-scale magnetic fields
are produced in case 4d and case 4e, it is possible to study if a significant amount
of mean-magnetic field is generated. For that the time evolution of the mean-field,
Bmean =
√〈B〉2, shown in Fig. 7.8 for the cases with σm = 10 and σm = 15, is
studied.
It becomes evident that the mean-magnetic field increases. In contrast to the total
magnetic field energy density evolution displayed in Fig. 7.7, there is no sharp tran-
sition to greater growth rates at t ≈ 350. This indicates a continuous generation of
some mean-magnetic field. Comparing the averaged Bx and By components of the
magnetic field in the two cases (case 4d and case 4e) reveals a very similar evolution
among the two cases as can be seen in Fig. 7.9. The Bx component in both cases
follows almost the same curve with a slight difference. The same is observed for the
By component, where a greater difference is present at t > 300. The Bz component,
not shown here, oscillates around zero, where the deviation from zero is greater for
the case with σm = 15. Taking into account that both the magnetic field energy
and the mean-field are significantly greater for the case with σm = 15, it can be con-
cluded that for this case the magnetic field amplitude is greater, but the magnetic
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Figure 7.8.: Time evolution of Bmean for the cases 4d and 4e with time.
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〈By〉 for the cases 4d and 4e with time.
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field structure similar. Therefore, I conclude that for future investigations it will be
sufficient to focus only on one case in the long-time evolution.
Moving on to the question if significant large-scale magnetic fields are produced, a
quantity that gives the ratio of the energy in the mean-field to the total magnetic
field energy is defined (see for example Cattaneo and Hughes, 2006; Favier and
Bushby, 2012):
Γ(z) =
〈B〉2z
〈B2〉z . (7.10)
In Fig. 7.10 this quantity is displayed for case 4e for each depth over a range of times.
Γ(z) becomes at most about 0.1, which indicates that some large-scale magnetic
fields are generated, but it is not a significant amount. It can be seen that regions
with higher Γ are formed at some distance in both directions from the middle of
the domain. After approximately t ≈ 200 these regions become more extended and
migrate further away from the middle of the domain with time. At the current stage,
at t ≈ 440, the small-scale dynamo dominates the magnetic field generation, where
only some large-scale magnetic field is formed.
Figure 7.10.: Γ(z) as a function of depth and time for case 4e.
7.5. Summary and Future Work.
To study potential dynamo action in the tachocline in order to gain a more detailed
understanding of magnetic field evolutions in stars, in this chapter I have started to
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include seed magnetic fields in our previously investigated hydrodynamical systems.
Several preliminary results of potential kinematic dynamo action in shear-driven
turbulence were presented in this chapter. Examining several cases at small and
large magnetic Prandtl numbers revealed that only for σm > 1 dynamo action can
be established. In the large magnetic Prandtl number regime a small-scale dynamo
is more likely to operate. However, the constant but slow increase in the mean
magnetic field indicates that some large-scale magnetic fields are produced. A few
more calculations are needed to find a critical magnetic Reynolds number. This is
part of ongoing and future investigations due to the lengthy computational times
involved. Moreover, a non-linear magnetic setup incorporating the back-reaction
of the magnetic field on the turbulence dynamics is planned in order to obtain a
comprehensive analysis of potential magnetic field generation.
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8. Discussions and Conclusions
Current stellar evolution models as well as stellar dynamo models are challenged by
some discrepancies between theory and observations. Observed surface abundances
of lithium and carbon indicate more mixing in stars than can be explained by current
stellar models. In this context it is crucial to obtain a detailed understanding of all
micro- and macro-physical processes that contribute to mixing in stellar interiors.
It is also the case that magnetic dynamo models still cannot explain magnetic field
generation and temporal evolution in a self-consistent way. While more sophisticated
dynamo models include many important dynamical features of stars, stellar interior
dynamics in general are still not entirely understood.
The aim of my research has been to provide a more detailed understanding of po-
tential small-scale dynamics in astrophysical shear regions, especially in stars. This
is important in the context of understanding mixing behaviour in stars as well as
magnetic field generation. Measurements obtained by using helioseismic techniques
are not sufficiently accurate to resolve the gas dynamics at the base of the solar
convection zone, in the tachocline. Therefore, use of analytical and numerical cal-
culations helps to develop a better understanding of a potentially unstable shear
flow. In this volume I have completed comprehensive investigations of linear and
non-linear evolution of shear flows, where the primary focus was on pure hydrody-
namical systems.
In order to achieve a better understanding of small-scale dynamics in stellar inte-
riors, it was necessary to undertake several investigations: Starting with a linear
stability analysis of a fully compressible fluid in a stratified polytropic atmosphere,
in Chapter 3 the stability of shear flows in stellar interiors was investigated. In
this study the effect of compressibility and high thermal diffusivity in weakly and
strongly stratified systems was examined. This is particularly relevant in order to
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understand if compressibility has a significant effect on the stability threshold. It
was shown that the stability of shear flows is only affected for moderate to high
Mach number flows, where it has a stabilising effect. This is potentially important
in upper regions in stars. As in stellar interiors the flow has low Mach numbers, the
effect of compressibility is negligible there. Furthermore, the destabilising effect of
high thermal diffusivity, which has been studied in the Boussinesq approximation
so far, was confirmed for fully compressible fluids. This is especially relevant for
massive stars, as thermal diffusivity can become very high in such stars and affect
the linear and non-linear stability of shear flows. In addition, I demonstrated that
this effect is weaker in more strongly stratified systems.
Having established a better insight of linear stability of shear flows in stellar inte-
riors, I moved on to the non-linear evolution of unstable shear flows. Focusing on
the long-time evolution of saturated shear-driven turbulence, unforced shear flows
would result in a finite life time of a quasi-static regime. Therefore, in the first step a
detailed comparison of possible numerical methods to sustain non-linear shear flows
against viscous dissipation was performed in Chapter 4 and Chapter 5. In these
investigations two types of forcing methods were distinguished: For static forcing
methods no back-reaction of the actual state of the system is incorporated, whereas
in the case of dynamic forcing methods the forcing adapts according to the flow.
In the latter, an additional parameter, the relaxation time, provides a mechanism
regulating how quickly the forcing responds to a changed velocity profile. For an
extensive analysis of four forcing methods I used diverse analysing techniques. In
addition, different energy budgets with separate contributions from, for example,
buoyancy flux, viscous dissipation and work done by the forcing were studied. It
was established that the viscous method, or the perturbation method, which both
are static methods, can be used for studies in which the free evolution of a shear
instability is crucial. Although, the flow is strongly forced around regions of large
shear curvature, non-linear evolution away from these narrow regions is not affected
by the forcing. This results in a peculiar horizontally averaged velocity profile, but
ensures that the turbulence evolves freely. On the contrary, for studies where a
particular mean flow during the quasi-static phase is desired, the average relaxation
method is more suitable. Due to a forcing that is proportional to the difference be-
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tween the target velocity profile and the actual horizontally averaged velocity profile,
a global forcing drives the flow towards the desired flow on a adjustable relaxation
time-scale. I investigated how different relaxation time-scales affect the linear and
non-linear evolution of the system. I found that the relaxation time-scale needs to
be of order or greater than the viscous time-scale to achieve a quasi-static state and
avoid non-physical effects due to overly strong forcing. These results contribute to
the understanding of how forcing methods affect shear-driven turbulence and provide
insights into what forcing method is suitable for a particular problem.
Moving on to the question of how shear flows can help us to understand the com-
plex dynamics in stellar interiors, the third project targeted global properties of
shear-driven turbulence and was discussed in Chapter 6. In stellar interiors the
global shear profile and turbulent length-scales evolve freely due to unknown mech-
anisms. Therefore, it is crucial to investigate what affects these scales. Primarily,
the question of how key parameters affect the typical length-scales and velocities in
a saturated regime and the extent of the turbulent region is addressed. It shows
that viscosity has little effect on the spread of the turbulent region, whereas for
increasing thermal diffusivity the turbulent region is either squeezed or enlarged,
depending on the Pe´clet number regime. I show that turbulence characteristics in
stratified systems, obtained in the non-linear calculations, depend on several dimen-
sionless numbers, which indicates that the problem is more complex in stratified
systems than in some previous Boussinesq studies. The results provide a better un-
derstanding of what controls the global properties of the resulting mean flow after
saturation, which helps to draw a connection between observations of shear flows in
astrophysical objects and numerical calculations.
Having conducted detailed investigations of the non-linear evolution of pure hydro-
dynamical systems extended insights into the dynamics and the influence of trans-
port coefficients were gained in Chapter 6. Until this point I have fully considered
pure hydrodynamic systems. However, in stars the presence and temporal variation
of magnetic fields require an understanding of stellar dynamo models. To address
these questions, it is crucial to study how magnetic fields interact with turbulent
motions and whether such complex dynamics can generate and sustain large-scale
magnetic fields. Thus, the possibility of a kinematic dynamo in shear-driven turbu-
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lence is studied in Chapter 7. Magnetic dynamo action was found for large magnetic
Prandlt numbers, which indicates that small-scale magnetic field generation takes
place. However, due to computational time restrictions this research remains on-
going and requires further investigations in order to clarify if large-scale magnetic
field generation is possible. Moreover, back-reaction of magnetic fields on the fluid
dynamics needs to be considered to ensure a more self-consistent model.
Limitations of Current Investigations
In general, it is worth noting that even with the currently available computational
facilities, numerical investigations of stellar interior dynamics cannot be performed
with the actual observed viscosity, thermal diffusivity and Prandtl number. Such
that at least two of these parameters differ several orders of magnitude from the
measured value. Using much higher viscosity and Prandtl number, in order to get
a tractable system, allows to investigate dynamics similar to realistic astrophysical
shear flows. However, the numerically obtained dynamics will necessarily lead to
some differences. Therefore, results obtained by numerical simulations need to be
verified by observations of the relevant objects.
In this study the system only considers a local Cartesian geometry in order to in-
vestigate small-scale dynamics. Such a model is not self-consistent as the initial
dynamics are modelled and external forces are assumed to drive a shear flow. Cur-
rently, global-scale studies aim to understand what processes form and drive the
strong shear flow in the tachocline (Brun and Toomre, 2002; Miesch et al., 2008).
Although, global-scale models are essentially important such models cannot resolve
the range of length-scales in its entirety and have to rely on artificially large trans-
port coefficients or subgrid-scale models. Therefore, in my opinion future work is
needed to close the gap between these two approaches.
Future Investigations
Having conducted the investigations so far, several questions have been partially
answered and require further investigations at a later stage. In Chapter 6 I shed
light on the question of whether an unstable shear flow can possibly lead to a sat-
urated regime that suggests a stable system, when looking at horizontally averaged
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properties. In this study I concluded that this is impossible to achieve in a pure
hydrodynamic system. However, stellar interiors possess strong magnetic fields, es-
pecially at the base of the convection zone. Therefore, starting with an unstable
shear flow and including magnetic fields that interact with the dynamics due to
Lorentz force is a natural extension of the conducted study, where the strength of
the magnetic field has to be varied in order to investigate how the non-linear dynamic
is affected. Furthermore, taking into account previous investigations, only very un-
stable shear flows were considered where the KH instability dominated the saturated
phase (Silvers et al., 2009a). However, shear flows with Richardson numbers signif-
icantly closer to the stability threshold might eventually lead to a quasi-static state
that looks stable when considering averaged profiles and needs to be checked in
future studies.
A second point to note is that in this work several simplifications were made in order
to study the effect of key parameters on the linear and non-linear evolution of shear
flows. I assumed a stably stratified fluid without rotation. However, stellar shear
regions are not necessary stably stratified, in particular the tachocline overlaps with
the base of the convection zone. Therefore, in a local approach, in order to make
progress, the interface of the tachocline and the convection zone has to be taken
into account. In such a setup the lower part of the domain is stably stratified and
the upper part becomes unstable against convection. Similar systems have been
investigated in the context of magnetic buoyancy and magnetic dynamo action (see
for example Tobias et al., 2008; Silvers et al., 2009a; Brummell et al., 2010). However,
previous investigations focused on the question of what conditions are necessary to
obtain magnetic buoyancy when the horizontal magnetic field is generated by the
shear flow (Vasil and Brummell, 2008), where it was shown that magnetic buoyancy
was only present for very strong, initially unstable shear flows. Therefore in future,
a setup can be considered where an upper layer is unstable to convection but the
lower layers are stably stratified. Staring with a shear flow that is unstable but
results in mean profiles that suggest stability when magnetic fields are included, I
would suggested to test if magnetic buoyancy can be achieved when varying the
distance of the shear from the unstable upper layer. As the overlap of the tachocline
with the base of the convection zone changes with latitude (Basu and Antia, 2001;
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Forga´cs-Dajka and Petrovay, 2002), a more extended overshoot region can favour
magnetic buoyancy at higher latitudes, whereas the amplification and storage of
toroidal magnetic fields takes place at lower latitudes. Future investigations are
needed to clarify if such a complex system possibly explains helioseismic observations
of a stable tachocline and some key ingredients of an interface dynamo.
Finally, it was assumed that rotation will have negligible effect on the local dynam-
ics, which is a valid assumption for a slow rotator like the Sun. However, even in a
slow rotating star, Coriolis forces will affect the non-linear evolution and need to be
considered in order to obtain a full picture of the complex interior dynamics. In a ro-
tating system other instabilities such as the baroclinic instability might be triggered
(see Gilman and Dikpati, 2014, and reference therein). Particularly in faster rotat-
ing stars rotation is potentially important. Therefore, future investigations need to
include rotation and study potential instabilities and the effect on dynamo action.
The suggested future research directions help to develop a complete model of stellar
interior dynamics and magnetic field generation. This is particularly important in
order to obtain a model that cannot only explain the observed stellar phenomena,
but ultimately predict the stellar evolution self-consistently.
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A. Derivation of Linearised
Equations
A.1. Zero order equations
In order to derive zero order and first order MHD equations, all quantities are
decomposed in the following manner f = f0 + δf , where zero denotes the zero order
or basic state and δ the first order deviation from that. The continuity equation in
zero order has the form
∂tρ0 = −∂x (ρ0u0) + ∂y (ρ0v0)− ∂z (ρ0w0) . (A.1)
The zero order Navier-Stokes equation takes the form
∂t (u0ρ0) =− ∂x
(
p0 +
α
2
|B0|2
)
− ρ0 (u0∂x + v0∂y + w0∂z)u0
+ α (Bx,0∂x +By,0∂y +Bz,0∂z)Bx,0
+ σCk
(
∇2u0 + 1
3
∂x (∂xu0 + ∂yv0 + ∂zw0)
)
∂t (v0ρ0) =− ∂y
(
p0 +
α
2
|B0|2
)
− ρ0 (u0∂x + v0∂y + w0∂z) v0
+ α (Bx,0∂x +By,0∂y +Bz,0∂z)By,0
+ σCk
(
∇2v0 + 1
3
∂y (∂xu0 + ∂yv0 + ∂zw0)
)
∂t (w0ρ0) =− ∂z
(
p0 +
α
2
|B0|2
)
− ρ0 (u0∂x + v0∂y + w0∂z)w0
+ θ (m+ 1) ρ0
+ α (Bx,0∂x +By,0∂y +Bz,0∂z)Bz,0
+ σCk
(
∇2w0 + 1
3
∂z (∂xu0 + ∂yv0 + ∂zw0)
)
.
(A.2)
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The temperature evolution equation in zero order becomes
∂tT0 =− (u0∂x + v0∂y + w0∂z)T0 − T0 (γ − 1) (∂xu0 + ∂yv0 + ∂zw0)
+
γCk
ρ0
∇2T0 + Ck (γ − 1)
ρ0
(σ
2
||τ ||2 + αξ∇×B0
)
,
(A.3)
where ||τ ||2 is
||τ ||2 =4 [(∂xu0)2 + (∂yv0)2 + (∂zw0)2]− 4/3(∂xu0 + ∂yv0 + ∂zw0)2
+ 2
[
(∂xv0 + ∂yu0)
2 + (∂xw0 + ∂zu0)
2 + (∂yw0 + ∂zv0)
2
]
.
(A.4)
The induction equation in zero order takes the form
∂tBx,0 =ξCk∇2Bx,0 + ∂y (u0By,0 − v0Bx,0)− ∂z (w0Bx,0 − u0Bz,0)
∂tBy,0 =ξCk∇2By,0 + ∂z (v0Bz,0 − w0By,0)− ∂x (u0By,0 − v0Bx,0)
∂tBz,0 =ξCk∇2Bz,0 + ∂x (w0Bx,0 − u0Bz,0)− ∂y (v0Bz,0 − w0By,0) .
(A.5)
Now, assuming that the basic state only varies along the z direction, the above
derived equations can be reduced. The continuity equations is
∂tρ0 + ∂z (ρ0w0) = 0. (A.6)
The Navier-Stokes equation becomes
∂t (u0ρ0) + ρ0w0∂z (u0) =σCk
(
∂2zu0
)
+ αBz,0∂zBx,0
∂t (v0ρ0) + ρ0w0∂z (v0) =σCk
(
∂2zv0
)
+ αBz,0∂zBy,0
∂t (w0ρ0) + ρ0w0∂z (w0) =
4σCk
3
∂2zw0 − ∂z
(
p0 +
α
2
|B0|2
)
+ θ (m+ 1) ρ0 + αBz,0∂zBz,0.
The temperature equation takes the form
∂tT0 =− w0∂zT0 − T0 (γ − 1) ∂zw0 + γCk
ρ0
∂2zT0
+
Ck (γ − 1)
ρ0
(σ
2
||τ ||2 + αξ ((−∂zBy,0)2 + (∂zBx,0)2)) , (A.7)
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where ||τ ||2 is
||τ ||2 = 2 [4/3(∂zw0)2 + (∂zu0)2 + (∂zv0)2] . (A.8)
Finally the induction equation is
∂tBx,0 =ξCk∂
2
zBx,0 − ∂z (w0Bx,0 − u0Bz,0)
∂tBy,0 =ξCk∂
2
zBy,0 + ∂z (v0Bz,0 − w0By,0)
∂tBz,0 =ξCk∂
2
zBz,0.
(A.9)
For the equilibrium state we seek for a system that has only velocity in horizontal di-
rections. Furthermore, we restrict ourself to a velocity profile just in the x−direction.
This assumption (there are several reason to set the vertical velocity initially to zero)
reduces the equations such that it follows that the density is stationary ∂tρ0 = 0
and the Navier-Stokes equations are
∂t (u0ρ0) =σCk
(
∂2zu0
)
+ αBz,0∂zBx,0
∂t (v0ρ0) =σCk
(
∂2zv0
)
+ αBz,0∂zBy,0
0 =− ∂z
(
p0 + α/2(B
2
x,0 +B
2
y,0 +B
2
z,0)
)
+ θ (m+ 1) ρ0 + αBz,0∂zBz,0
(A.10)
The temperature equation takes the form
∂tT0 =
γCk
ρ0
∂2zT0+
Ck (γ − 1)
ρ0
(
σ
[
(∂zu0)
2 + (∂zv0)
2
]
+ αξ
(
(−∂zBy,0)2 + (∂zBx,0)2
))
.
(A.11)
The induction equation becomes
∂tBx,0 =ξCk∂
2
zBx,0 + ∂z (u0Bz,0)
∂tBy,0 =ξCk∂
2
zBy,0 + ∂z (v0Bz,0)
∂tBz,0 =ξCk∂
2
zBz,0.
(A.12)
A.2. First Order Equations
In this section the first order equations are derived. Here we assume that the basic
state does not depend on x, y, or time. Furthermore, the initial velocity u0 has
only horizontal components. Assuming the initial equilibrium magnetic field of the
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form B0 = (Bx(z), By(z), Bz(z)) and denoting δu = (u, v, w) leads to the following
linearised equations.
The continuity equation in first order is
∂tδρ = −(U0∂x + V0∂y)δρ− ρ0(∂xu+ ∂yv + ∂zw)− w∂zρ0. (A.13)
The first order in perturbations Navier-Stokes equations are:
ρ0∂tu =− α (By,0∂xby +Bz,0∂xbz)− ∂xp− ρ0w∂zU0 − ρ0 (U0∂x + V0∂y)u
+ α (By,0∂ybx +Bz,0∂zbx + bz∂zBx,0)
+ σCk
(
4
3
∂2xu+ ∂
2
yu+ ∂
2
zu+
1
3
∂x∂yv +
1
3
∂x∂zw
)
ρ0∂tv =− α (Bx,0∂ybx +Bz,0∂ybz)− ∂yp− ρ0w∂zV0 − ρ0 (U0∂x + V0∂y) v
+ α (Bx,0∂xby +Bz,0∂zby + bz∂zBy,0)
+ σCk
(
∂2xv +
4
3
∂2yv + ∂
2
zv +
1
3
∂y∂xu+
1
3
∂y∂zw
)
ρ0∂tw =− α∂z (Bx,0bx +By,0by)− ∂zp− ρ0 (U0∂x + V0∂y)w
+ α (Bx,0∂xbz +By,0∂ybz) + ρθ(m+ 1)
+ σCk
(
∂2xw + ∂
2
yw +
4
3
∂2zw +
1
3
∂z∂xu+
1
3
∂z∂yv
)
The heat equation becomes
∂tδT =
γCk
ρ0
(
∂2x + ∂
2
y + ∂
2
z
)
δT − (γ − 1)T0(∂xu+ ∂yv + ∂zw)
+
Ck(γ − 1)
ρ
σ (∂zV0(∂yw + ∂zv) + ∂zU0(∂xw + ∂zu))
Ck(γ − 1)αξ
ρ
(∂zBx,0(∂zbx − ∂xbz)− ∂zBy,0(∂ybz − ∂zby)) .
169
A.2. FIRST ORDER EQUATIONS
And the induction equation takes the form
∂tbx =(Bx,0∂xu+By,0∂yu+Bz,0∂zu) + bz∂zU0 −Bx,0(∂xu+ ∂yv + ∂zw)
− U0∂xbx − V0∂ybx − w∂zBx,0 + ξCk
(
∂2x + ∂
2
y + ∂
2
z
)
bx
∂tby =(Bx,0∂xv +By,0∂yv +Bz,0∂zv) + bz∂zV0 −By,0(∂xu+ ∂yv + ∂zw)
− U0∂xby − V0∂yby − w∂zBy,0 + ξCk
(
∂2x + ∂
2
y + ∂
2
z
)
by
∂tbz =(Bx,0∂xw +By,0∂yw +Bz,0∂zw)−Bz,0(∂xu+ ∂yv + ∂zw)
− U0∂xbz − V0∂ybz − w∂zBz,0 + ξCk
(
∂2x + ∂
2
y + ∂
2
z
)
bz.
Assuming that (u, v, w), δρ and δT can be written in form of Fourier modes, i.e.
any δf ∝ exp (ikx+ ily + ζt), then the continuity equation can be rewritten as:
ζδρ = −(ikU0 + ilV0)δρ− ρ0(iku+ ilv + ∂zw)− w∂zρ0 (A.14)
The Navier-Stokes equations become
ζρ0u =− α (ikBy,0by + ikBz,0bz)− ikp− ρ0w∂zU0 − ρ0 (ikU0 + ilV0)u
α (ilBy,0bx +Bz,0∂zbx + bz∂zBx,0)
+ σCk
(
−4
3
k2u− l2u+ ∂zu− 1
3
klv +
1
3
ik∂zw
)
ζρ0v =− α (ilBx,0bx + ilBz,0bz)− ilp− ρ0w∂zV0 − ρ0 (U0ikv + V0ilv)
+ α (ikBx,0by +Bz,0∂zby + bz∂zBy,0)
+ σCk
(
−k2v − 4
3
l2v + ∂2zv −
1
3
klu+
1
3
il∂zw
)
ζρ0w =− α∂z (Bx,0bx +By,0by)− ∂zp− ρ0 (U0ikw + V0ilw)
+ α (ikBx,0bz + ilBy,0bz) + ρθ(m+ 1)
+ σCk
(
−k2w +−l2w + 4
3
∂2zw +
1
3
∂ziku+
1
3
∂zilv
)
.
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The heat equation becomes
ζδT =
γCk
ρ0
(−k2 − l2 + ∂2z) δT − (γ − 1)T0(iku+ ilv + ∂zw)
+
Ck(γ − 1)
ρ
σ (∂zV0(ilw + ∂zv) + ∂zU0(ikw + ∂zu))
Ck(γ − 1)αξ
ρ
(∂zBx,0(∂zbx − ikbz)− ∂zBy,0(ilbz − ∂zby)) .
Making use of form of Fourier mode representation, the induction equation becomes
ζbx =(ikBx,0u+ ilBy,0u+Bz,0∂zu) + bz∂zU0 −Bx,0(iku+ ilv + ∂zw)
− ikU0bx − ilV0bx − w∂zBx,0 + ξCk
(−k2 − l2 + ∂2z) bx
ζby =(ikBx,0v + ilBy,0v +Bz,0∂zv) + bz∂zV0 −By,0(iku+ ilv + ∂zw)
− ikU0by − ilV0by − w∂zBy,0 + ξCk
(−k2 − l2 + ∂2z) by
ζbz =(ikBx,0w + ilBy,0w +Bz,0∂zw)−Bz,0(iku+ ilv + ∂zw)
− ikU0bz − ilV0bz − w∂zBz,0 + ξCk
(−k2 − l2 + ∂2z) bz.
The divergence free requirement of the magnetic field, which has the linearised form
0 = ∂xbx + ∂yby + ∂zbz = ikbx + ilby + ∂zbz, (A.15)
can be rearranged such that bx = −(l/k)by + (i/k)∂zbz.
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Substituting this expression for bx into the Navier-Stokes equations, the heat equa-
tion and the induction equation lead to the following set of coupled linear differential
equations:
ζδρ =− (ikU0 + ilV0)δρ− ρ0(iku+ ilv + ∂zw)− w∂zρ0
ζρ0u =− α (ikBy,0by + ikBz,0bz)− ikp− ρ0w∂zU0 − ρ0 (U0∂x + V0∂y)u
+ α
(
Bz,0∂z(
i
k
∂zbz − l
k
by)−By,0( l
k
∂zbz +
il2
k
by) + bz∂zBx,0
)
+ σCk
(
4
3
∂2xu+ ∂
2
yu+ ∂
2
zu+
1
3
∂x∂yv +
1
3
∂x∂zw
)
ζρ0v =− α
(
ilBz,0bz −Bx,0( l
k
∂zbz +
il2
k
by)
)
− ilp− ρ0w∂zV0 − ρ0 (U0ikv + V0ilv)
α (ikBx,0by +Bz,0∂zby + bz∂zBy,0)
+ σCk
(
−k2v − 4
3
l2v + ∂2zv −
1
3
klu+
1
3
il∂zw
)
ζρ0w =− α∂z
(
Bx,0(
i
k
∂zbz − l
k
by) +By,0by
)
− ∂zp− ρ0 (U0ikw + V0ilw)
+ α (ikBx,0bz + ilBy,0bz) + ρθ(m+ 1)
+ σCk
(
−k2w +−l2w + 4
3
∂2zw +
1
3
∂ziku+
1
3
∂zilv
)
ζδT =
γCk
ρ0
(−k2 − l2 + ∂2z) δT − (γ − 1)T0(iku+ ilv + ∂zw)
+
Ck(γ − 1)
ρ
σ (∂zV0(ilw + ∂zv) + ∂zU0(ikw + ∂zu))
Ck(γ − 1)αξ
ρ
(
∂zBx,0(∂z(
i
k
∂zbz − l
k
by)− ikbz)− ∂zBy,0(ilbz − ∂zby)
)
ζby =(ikBx,0v + ilBy,0v +Bz,0∂zv) + bz∂zV0 −By,0(iku+ ilv + ∂zw)
− ikU0by − ilV0by − w∂zBy,0 + ξCk
(−k2 − l2 + ∂2z) by
ζbz =(ikBx,0w + ilBy,0w +Bz,0∂zw)−Bz,0(iku+ ilv + ∂zw)
− ikU0bz − ilV0bz − w∂zBz,0 + ξCk
(−k2 − l2 + ∂2z) bz.
These equations can be represented by
ζf = Af , (A.16)
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where the matrixA contains the finite difference coefficients applied to the discretised
eigenfunctions f = (δρ, u, v, w, δT, by, bz)
T . These procedure reduces the problem to
a matrix equation, as it was done in Section 3.2 for a simplified set of linearised
equations.
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B. Useful Vector Identities
In the following any tensor of rank two will be denoted by a capital letters, as for
example T, and tensor of rank one by any small letter, such as a.
B.1. Vector Identities I
In order to derive the vector identity
a· (∇ ·T) = ∇· (T · a)− (TT ·∇) ·a, (B.1)
where T denotes that the tensor T is transposed, it is necessary to use the following
known identities:
(∇ ·T)i = ∂jTji (B.2)
(M · a)i = Mijaj, (B.3)
where we use the Einstein summation convention and sum over repeated indices.
Starting with a·(∇ ·T) it can be rewritten as
ai (∇ ·T)i = ai∂jTji = ∂j
(
aiTji
)︸ ︷︷ ︸
=Bj
−Tji∂jai (B.4)
= ∂jBj − Tji∂jai = ∇ ·B−
(
TT ·∇) ·a, (B.5)
where B = T · a.
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B.2. Vector identities II
It can be shown that
1
2
u · ∇|u2| = [(uu) ·∇] ·u (B.6)
by rewriting the left side of the equation
1
2
ui∂
iuju
j =
1
2
2uiuj∂
iuj = uiuj︸︷︷︸
=(uu)ij
∂iuj = [(uu) ·∇] ·u (B.7)
B.3. Vector identities III
The Frobenius (or Hilbert-Schmidt) norm of a second rank tensor A can be calcu-
lated from the trace of matrix product of the tensor A with its transposed AT :
‖A‖2 = tr (ATA) , (B.8)
Another definition of the Frobenius norm is
‖A‖2 = AjiAij. (B.9)
Note, there exist various other matrix norms, which are not used here.
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C. Energy Budgets Detailed
Calculations
In this section a more detailed derivation for the energy change in the kinetic energy,
the gravitational potential energy, and the internal energy will be shown. The change
of the kinetic energy can be expressed, by using the Equations (2.13) - (2.15), where
the external forcing term in the momentum equation is set to zero:
∂tEkin =∂t
(
1
2
∫
V
u · u ρ dV
)
=
∫
V
∂t(ρu)·u dV − 1
2
∫
V
u · u ∂t(ρ)dV
=
∫
V
u·
σCk (∇2u − 13∇(∇·u)
)
︸ ︷︷ ︸
=∇·τ
−∇p − ρθ(m+ 1)zˆ − ∇· (ρuu)
 dV
+
1
2
∫
V
u · u∇ · (ρu)dV
=σCk
∮
S
τ · u·nˆ dS︸ ︷︷ ︸
=0
−σCk
∫
V
′dV︸ ︷︷ ︸
=ε
−
∫
V
u·∇pdV︸ ︷︷ ︸
=Hp
+
∫
V
θ(m+ 1)ρw dV︸ ︷︷ ︸
=Hb
−
∫
V
u·∇· (ρuu) dV + 1
2
∫
V
u · u∇ · (ρu)dV︸ ︷︷ ︸
=Ha
=− ε−Hp +Hρ −Ha,
(C.1)
where ′ = τij ∂ui∂xj , such that it gives the energy dissipation rate per volume due to
viscosity (see Landau and Lifshitz, 1987) and ε represents its volume integral. The
second term represents the advected pressure change within the domain. Hρ denotes
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the reversible exchange of energy through buoyancy flux and appears in the kinetic
energy changes as well as in the gravitational potential energy change, which means
that there is a direct exchange of energy in both directions. The last term Ha can
be rearranged using the identities in Section B.1 and Section B.2:
Ha =
∫
V
1
2
|u|2∇· (ρu)− u · ∇· (ρuu) dV (C.2)
=
1
2
∫
V
∇· (ρ|u|2u)− ρu · ∇|u|2dV (C.3)
−
∫
V
∇· (ρ(uu)·u)− ρ(uu)·∇ · udV (C.4)
where the vector identity derived in Section (B.1) was used. The second and fourth
term cancel each other due to the vector identity shown in Section (B.2). The first
and third term contract, because (uu)·u = |u|2u Then, the advective term becomes
Ha = −1
2
∫
V
∇· (ρ|u|2u) dV = −1
2
∮
S
ρ|u|2u · nˆdS (C.5)
where S is the volume’s surface and nˆ is the normal vector on the surface.
For the numerical implementation all components of the ε term are derived in detail:
ε =σCk
∫
V
′dV
=σCk
∫
V
−2
3
(∇ · u)2 + 1
2
∇2(u · u)− u·(∇2u) +∇·(u · ∇u)− u · ∇(∇ · u) dV
=− 2
3
σCk
∫
V
(∇ · u)2 dV
+ 2σCk
∫
V
(∂xu)
2 + (∂yv)
2 + (∂zw)
2 + ∂xw∂zu+ ∂yw∂zv + ∂xv∂yu dV
+ σCk
∫
V
(∂yu)
2 + (∂zv)
2 + (∂xv)
2 + (∂zv)
2 + (∂xw)
2 + (∂yw)
2 dV
(C.6)
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For the two potential energies, first the time derivative of the gravitational potential
energy is derived by using the continuity equation:
∂tEpot =∂t
(
−
∫
V
θ(m+ 1)ρzdV
)
= + θ(m+ 1)
∫
V
z∇·(ρu)
=θ(m+ 1)
∫
V
∇·(zρu)dV −
∫
V
θ(m+ 1)ρu·∇zdV
= θ(m+ 1)
∮
S
zρu·nˆdS︸ ︷︷ ︸
=0
−
∫
V
θ(m+ 1)ρwdV︸ ︷︷ ︸
=Hρ
(C.7)
where the surface integral corresponds to advective fluxes through the boundary
and Hρ represents the buoyancy flux. As our system is closed and the net mass flux
across the surface vanished, the only term that contributes is the buoyancy flux Hρ.
To account for the total potential energy it is necessary to analyse the change in
the internal energy of the system. For an ideal gas the internal energy is defined as
I = cv
∫
TρdV and changes according to
∂t
(
cv
∫
V
TρdV
)
=cv
∫
V
∂t(T )ρdV + cv
∫
V
T∂t(ρ)dV
=cv
∫
V
ρ
(
γCk
ρ
∇2T − (γ − 2)T∇ · u−∇· (Tu) + q
)
dV
− cv
∫
V
T∇· (ρu) dV
=cv
∫
V
(
γCk∇2T − ρ (γ − 1)T∇ · u− ρu · ∇ (T ) + q
)
dV
− cv
∫
V
T∇· (ρu) dV
=cv
∮
S
γCk∇TdS︸ ︷︷ ︸
=Φtemp
+ cv
∫
V
ρqdV︸ ︷︷ ︸
=ε
−cv
∫
V
T∇· (ρu)dV
− cv
∫
V
(γ − 1)∇·(ρTu)− (γ − 1) u·∇ρT +∇ · (ρTu)− T∇ · (ρu)dV
=cvΦtemp + ε+ cv (γ − 1)
∫
V
u·∇ρTdV︸ ︷︷ ︸
=Hp
=cvΦtemp + ε− cv (γ − 1)Hp,
(C.8)
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where q = Ckσ(γ−1)
2ρ
|τ |2 and τ is the strain rate tensor, such that ε is due to viscous
heating and cause irreversible changes. There is a surface flux, Φtemp, which accounts
for the temperature flux through the boundaries and does not vanish. The advective
term transports the pressure change and it is denoted by Hp. The internal energy
is changed by three types of processes, dissipation, flux through boundaries and
internal local compression and expansion.
Additional Terms for the MHD Equations
For the sake of completeness the additional energy contributions obtained from
magnetic field interaction are derived. For this purpose it is necessary to derive
the energy changes using the set of Equations (2.32) - (2.36). Then, for the internal
energy change, ∂tI, derived in Equation (C.8) only one additional term has to be
considered.
∂t
(
cv
∫
V
TρdV
)
=− ε−Hp +Hρ −Ha + cv
∫
V
Ck (γ − 1) fξ|∇ ×B|2dV
=− ε−Hp +Hρ −Ha +
∫
V
Ckfξ|∇ ×B|2dV︸ ︷︷ ︸
Dohmic
=− ε−Hp +Hρ −Ha +Dohmic
(C.9)
where Dohmic is the internal energy increase induced by ohmic heating.
Then, taking Equation (C.1) into account the kinetic energy change, ∂tEkin, becomes
∂tEkin =− ε−Hp +Hρ −Ha +
∫
V
f∇· (BB) ·u− f
2
∇|B|2·udV
=− ε−Hp +Hρ −Ha +
∫
V
f (B · ∇B) ·udV︸ ︷︷ ︸
Bt
−
∫
V
f
2
∇|B|2·udV︸ ︷︷ ︸
B⊥
=− ε−Hp +Hρ −Ha + Bt − B⊥
(C.10)
where both terms B⊥ and Bt are due to magnetic pressure parallel to the velocity
field. The term B⊥ represents all changes made by the pressure perpendicular to
the magnetic field lines and proportional to the magnetic field strength. The other
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term is due to the magnetic tension force that counteracts bent magnetic field lines
to straighten them out.
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D. Parallel Sorting
In order to calculate the background potential energy, introduced in Section 5.1, in a
parallelised code, it is necessary to sort the density array across several layers. The
straight forward option is to gather all arrays on one core and to use an efficient
sorting algorithm. Afterwards the arrays are distributed to perform subsequent
calculations. However, for high resolutions it becomes impossible to gather the
initially distributed array to one core and perform the sorting there. Therefore,
it was necessary to develop an efficient algorithm to sort the local arrays globally.
In Fig. D.1 a visualisation of the procedure is shown where an array is distributed
across four cores.
Figure D.1.: Illustration of a sorting procedure for an array, which is distributed on
several cores. In this example z indicates the vertical coordinate.
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To commence the procedure on each core the density is copied to a one-dimensional
array, ρ(m), because one is only interested in the distribution with depth. During
the first and second stage shown on the left in Fig. D.1 the density array with m
points is sorted locally on each of the four cores and the two boundary points are
sent to their neighbouring layer (as indicated by the arrows). On each core the
received point is compared to the boundary point and it is determined if and how
many points need to be swapped to the corresponding core. During the third stage,
displayed in the middle of Fig. D.1, the bottom points that need to be swapped are
sent one layer down and stored with the top of the layer. Then, this array is sorted
on each core. To complete the swap in the fourth stage, the top points that need to
be send up are copied from the resorted array at each core and send one core up.
This is shown in the right graphic in Fig. D.1. Then the density array is sorted on
each core again. To make sure that the global array is sorted the boundary point are
compared again, if it needs further sorting the whole procedure is repeated. Below
the pseudo code in Algorithm 1 sketches a general parallelisation for a sorting task
across several layers, where it is assumed that the array has to be sorted in an
ascending order.
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Algorithm 1 Parallel Sorting
1: procedure parallelsort(r)
2: Input: r(m) → r is distributed on n cores each of size m
3: global variable: rank → specifies the core rank
4: declare integer p, q(n,2) → q counts points to swap at top (q(rank,1))
and bottom (q(rank,2)) for each layer
5: declare allocatable stop, sbottom, rtop, rbottom, sortr
6: set p = 0
7: set q = 0
8:
9: while maxval(q) > 0 Or p = 0 do
10: p = 1
11: if q(rank, 1) > 0 Or q(rank + 1, 2) > 0 then
12: allocate stop(q(rank,1)), sbottom(q(rank,2))
13: allocate rtop(q(rank,2)), rbottom(q(rank,1))
14: allocate sortr(2*q(rank,1))
15:
16: if q(rank, 1) > 0 then
17: assign and send stop to the layer above (rank=(n-1))
18: receive rbottom
19: copy rbottom to r(1:q(rank,1))
20: end if
21:
22: if q(rank, 2) > 0 then
23: receive rtop layer from core with rank=n+1
24: copy r((m-q(rank,2)):m) to sortr and rtop to sortr
25: sort sortr by using quicksort routine
26: copy sortr(1:q(rank,2)) to r((m-q(rank,2)): m)
27: copy sortr(q(rank,2) + 1:2*q(rank,2)) to sbottom
28: send sbottom to the next layer with rank = (n+1)
29: end if
30: end if
31: sort r on each core
32: send last top and bottom point receive last bottom and top point
33: if top > r(1) Or bottom < r(m) then
34: count how many points need to be exchanged
35: assign q(rank,1) and q(rank,2)
36: else
37: q(rank,*) = 0
38: end if
39: get all q entries from all ranks
40: end while
41: return sorted r
42: end procedure
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