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Summary
The following doctoral dissertation demonstrates the feasibility of employing
tailored optical potentials to manipulate clouds of ultra-cold atomic gases
with sufficient precision for utilising them as practical quantum devices. The
emerging field of atomtronics is an analogue of quantum electronics, em-
ploying superfluid atomic currents in lieu of the electrons, and depends on
generating and manipulating the laser light in time and space. Here, the math-
ematical background for computing smooth and repeatable optical potentials,
as well as challenges encountered during their experimental implementation
are described in detail. Interactions between light and atoms are studied
and modelled with real laboratory parameters to arrive at a comprehensive
theoretical framework. This is then used for design of cooling and trapping
apparatus that is later realised experimentally and described here. The fo-
cus of this dissertation is on realisation of a periodic optical potential for a
superfluid atomtronic device that will be used as a well-defined flux qubit.
Effects of introducing weak links into such device are presented. Advantages
and drawbacks of utilising liquid crystal spatial light modulators for this task
are compared against other light shaping technologies. Additionally, the ex-
perimental work performed in cooling dilute gases of 87Rb is demonstrated
and methods for loading clouds of quantum degenerate gases into the optical
potentials are analysed, including the feasibility of employing optimal control
theory framework for minimising the atom loss during such transfer.
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In the search for robust, practical devices, the field of quantum technologies
is expanding into new domains of research. One such recent development
is the area of atomtronics. It proposes to use atoms instead of electrons to
create functional circuits with embedded quantum properties, which will be
able to simulate other quantum systems including, amongst others, solid state
physics, materials science, high-energy physics, and astrophysics. Momentous
advancements made over the last two decades in experimental atomic physics,
since the experimental realisation of a Bose-Einstein condensate in 1995, have
created a plethora of accessible techniques for cooling, trapping and precisely
manipulating atomic clouds. This, together with novel ideas for light shaping
methods, has lead the way for conceiving and realisation of some flavours of
atomtronic systems. The following dissertation reviews recent research within
the new field and describes the experimental realisation of a functional atom-
tronic device. Our geometry of choice for this proof-of-principle endeavour
is a ring-shaped optical lattice interrupted by a weak link, which acts as an
analogue of a quantum Josephson junction with atomic superfluid instead
of an electronic supercurrent. Taking the analogy further, we call our system
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an atomtronic quantum interference device (AQUID), after the well-known
superconducting quantum interference device (SQUID). Alkali atoms cooled
down to quantum degeneracy of a Bose-Einstein condensate (BEC) exhibit the
necessary property of superfluidity that can be used to achieve the required
frictionless flow of atoms – an atomic supercurrent. Such persistent currents
can be induced in specifically tailored optical potentials, with geometries de-
signed to achieve precise control over the quantum gas. The necessary optical
potentials can be generated employing the recent advancements in light mod-
ulation technology, especially with spatial light modulators (SLMs) and digital
micromirror devices (DMDs). Precision offered by these techniques allows us
to produce potentials that can act as a backbone for well-defined, two-level
flux qubit systems. In addition, using the same principles, one can envisage
realising arrays of flux qubits that can be manipulated in both space and time
to create superpositions of any number of atomic rings. In the dissertation
below, we propose a full experimental framework for generation of AQUID
devices, which is broken down into chapters, as follows.
Chapter 2 broadly defines the concept of atomtronics as a research topic
and introduces possible devices as analogues of the existing ones. Specifically,
AQUID is described in detail after an introduction of the fundamental workings
of Josephson junctions and the SQUID. It introduces the necessary building
blocks for realisation of an AQUID – atoms in the state of superfluidity, tailored
optical potentials and means to induce the persistent currents of superfluid
atoms within these potentials. It also tackles the issues of modifying the AQUID
with additional weak links to create a well-defined two level system that could
act as a flux qubit, as well as issues of scaling of the devices suggested.
Chapter 3 studies the interactions between atoms and light to build a
theoretical framework upon which the experiments can be designed and veri-
2
fied. Initially, 87Rb atoms, that are used in our experiments, are theoretically
described in the context of laser cooling techniques. Later, laser trapping
methods are reviewed and simulations, based on the real experimental pa-
rameters, of the anticipated behaviour of atoms in these traps are presented.
Finally, an issue of transfer of atoms between different types of traps, as well
as between different geometries is investigated, with optimal control theory
suggested as a method for minimising the atom loss during such transfers.
As atomtronic devices use dilute gases of alkali atoms cooled down to quan-
tum degeneracy, the module essential for their realisation is an experimental
setup capable of reliably producing clouds of Bose-Einstein condensate (BEC)
at temperatures in the nanokelvin regime. Steps necessary for the achievement
of BEC are outlined in Chapter 4 together with our progress in cooling the
atoms towards quantum degeneracy. The experimental details are accounted
for, together with descriptions of engineering solutions designed specifically
for the needs of our setup, including the environmental conditions, specific to
Singapore.
Chapter 5 deals with shaping of the laser light. It starts by introducing
the technology of liquid crystal based SLMs and their physical properties. As
SLMs are addressed with holograms to effectively produce tailored kinoforms,
algorithmic techniques are developed for creation of such computer gener-
ated holograms (CGHs). These algorithms are based on numerical techniques,
which we have improved to include external input from the experiment to
compensate for the real-world imperfections of the setup and therefore to gen-
erate optical potentials that closely resemble the target intensity distributions.
Resultant holograms are then applied to the SLM, laser beam with Gaussian
intensity cross-section is shone on it, and real optical potentials are measured
in the atomic trapping plane. Experimental images, along with their analysis
3
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and improvements are presented. SLM technology is compared against other
ways of shaping the light and use of hybrid modulating systems is suggested
to take the advantage of their specific strengths. In particular, the use of an
intensity modulating DMD in some parts of our experiment is shown.
Chapter 6 serves as a summary of the work presented, outlines immediate
plans for the existing experiment and attempts to define path to reach the goal




Atomtronics is an analogue of quantum electronics where the flux of neutral
atoms is employed in lieu of charge supercurrent to embed the properties
of atomic physics into higher-level practical devices [1, 2]. These can be
used to perform accurate measurements in gravimetry, magnetometry and
rotational sensing [3, 4]. Subsequently, more exotic technologies such as
quantum simulators and quantum computing devices can be realised using
the atomtronic components [5, 6, 7].
The concept of employing cold atomic gases for simulating many-body
physics, extensively reviewed by Bloch et al. [8], offers a promising framework
for realisation of practical atomtronic quantum simulators. Such universal
quantum systems would have at their core coherent matter wave of the Bose-
Einstein condensate (BEC) confined in a tailored optical potential, within
which the atoms would be free to move in a superfluid state. This first chapter
serves as a review of past experiments that led to the creation of individual
building blocks relevant to an atomtronic system. It also includes the descrip-




As the charge supercurrent resembles superfluidity of neutral atoms, it is
instructive to first review the work carried out in the area of superconductivity,
including the solid state based quantum devices investigated, before moving
on to the review of atomic analogues.
2.1 Supercurrent
Superconductivity, discovered in 1911 by Kamerlingh-Onnes, is the ability of
charge carriers to move without resistance within the conductor. Such state
can be achieved when a material is cooled below its specific critical temper-
ature Tc, where phonon-electron interactions cause the electrons to form
weakly bound states called Cooper pairs [9]. Since such pairs are Bosonic parti-
cles, they will collectively occupy a single ground state with higher probability
than any other state. It is therefore less favourable for flowing electron pairs to
loose momentum by breaking out of the collective state (due to scattering off
lattice ions or phonons), which leads to lack of resistance to the current. Criti-
cal supercurrent Ic is the maximum current that can flow in a superconductor,
above which the material will stop exhibiting superconductivity.
If a piece of superconducting material is made in the form of a ring and
a persistent supercurrent is induced to flow around that ring, at a certain
azimuthal position along the ring we can describe the current with a wavefunc-
tionΨ(0). Then, in order to retain the continuity of current, this wavefunction
has to phase-match after exactly one revolution, Ψ(0) =Ψ(2π). This leads
to the quantisation of magnetic flux in a superconducting ring, with a single
flux quantum given by the Equation 2.1. Such currents can be made to flow
as a clockwise and counter-clockwise superposition by tuning the physical






Josephson junction [10] occurs when two pieces of such superconducting
material are separated by a thin insulating layer (a weak link), with thickness
on the order of tens of Å, depending on the material used. The electron Cooper
pairs tunnel through the weak link without breaking up, thus the supercurrent
can flow through the junction whether or not a potential difference is applied
across it.
Quantum mechanical phase difference across the junction is φ=ΦL−ΦR,
whereΦ is the phase of electron wavefunction on the left and right hand side
of the junction, respectively. Then, the equations describing the voltage and
current across the Josephson junction are




I (t )= Ic sinφ(t )
(2.2)
where Ic is the critical supercurrent across the junction, constant for spe-
cific materials and geometry used. As the current exceeds Ic, a voltage drop
will develop across the junction that will oscillate in time (AC). Measuring the
frequency of this oscillation lies at the foundation of many of the applications
of Josephson junctions – such as definition of the Volt standard, implemented
by NIST [11]. It is based on an array of Josephson junctions in series, biased at
radio frequency, to determine frequency-voltage dependence. A single Joseph-
son junction of the voltage standard outlined in [11], driven at 10 GHz will
produce a voltage of 5 mV. Such reference could lead to inaccuracies when
calibrating voltage standards of 1 V or 10 V and therefore, exploiting the fact
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that voltages across all the junctions are quantised, arrays of thousands of
Josephson junctions are used [12].
2.1.1 SQUID
The superconducting quantum interference device (SQUID) is a supercon-
ducting loop interrupted symmetrically by two Josephson junctions (a and b).
Because of this symmetry, the critical current for a SQUID is twice that for an
individual junction, i.e. 2Ic. Due to the weak link interruption, a persistent
current flowing around the ring interferes between the two junctions because
of the difference in phase between the two arms. This phase difference φb−φa





Thus, the measured interference of currents makes it possible to deduce





The phase difference φ across the Josephson junction is a quantised variable
(must be 2π around a closed loop), which in the case of circular geometries of
superconductor can be controlled by the magnetic fluxΦB applied. Essentially,
this means that a macroscopic, classical variable (ΦB) can exert control over
the quantum variable (φ), which makes it possible to initialise and measure
the quantum state of a SQUID system, thereby giving it essential character-
istics of a qubit. This idea was first used by Mooij et al. in 1999 to design
a superconducting flux qubit with three to four Josephson junctions for ad-
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ditional control [15]. The design with three junctions was then successfully
implemented experimentally by Chiorescu et al. in 2003 to read out coherence
in time evolution of the superconducting quantum states [16].
The biggest issue in the implementation of practical qubits is the effect of
dephasing on the coherence of system. Such decoherence can occur due to
background fluctuations of magnetic flux [17], low-frequency charge noise
in the superconductor [18] or noise in its critical current [19], all with the
power spectrum on the order of 1/ f , where f is the noise frequency. Origin
of the low-frequency noise is attributed to the two-level fluctuators [20, 21]
– two-level systems that switch randomly between their states. Such fluctua-
tors, present generally in thin films, occur on the substrates upon which the
superconducting devices are deposited and are thus not possible to decouple
efficiently from the system.
Recent advancements in the coherence times, Tc, of superconducting
qubits include implementation of the 3D circuit QED architecture [22], with
Tc ∼ 10µs, which is a marked improvement over the first realised supercon-
ducting qubit [23] with Tc ∼ 1ns. These improvements, compounded with
short gate times (∼ns), have induced the use of superconducting flux qubits as
building blocks for commercial quantum machines, as exemplified by the long
standing efforts of D-Wave Systems [24] and, more recently, IBM [25], Google,
Microsoft, Intel, and others. However, the coherence times stated above are
many orders of magnitude below the ones offered by optically trapped neutral
atoms (lifetime in optical trap ∼ 100s) and ions (Tc up to 10 min) [26]. For
this reason, it is desirable to investigate the possibility of applying the design
principles of superconducting flux qubits to superfluid atomic currents to
realise more robust quantum devices.
9
Atomtronics
In the following sections, the idea that we have proposed [27, 28], of em-
ploying neutral atoms trapped in optical potentials as improved flux qubits, is
explored in detail.
2.2 Atomtronic devices
Ultra-cold atomic clouds have been first trapped in a far-detuned optical po-
tential with negligible atomic excitation by Miller et al. in 1993 [29]. Since then,
a number of trap geometries have been devised including one-dimensional,
classic standing wave traps with a period of λ/2 [8], obtained by interfer-
ing two counter-propagating laser beams, and large period standing wave
traps [30, 31], obtained by interfering the beams at an angle. Two- and three-
dimensional trapping potentials are created by overlapping standing waves
orthogonally (crucial to suppress the time phase difference between the stand-
ing waves).
In order to create a functional atomtronic device, superfluid dilute gas
of alkali atoms has to be trapped in a tailored optical potential of a closed
geometry and a persistent current has to be induced within that potential. The
following sections elaborate on these parameters, starting with the definition
of superfluidity, as applied to atomic gases.
2.2.1 Superfluidity
Superfluidity is the state where a liquid moves without viscosity and is able to
sustain persistent flow. Immediate comparison to superconductivity can be
drawn and London suggested in 1938 [32] that a quantum degenerate Bose-
Einstein condensate (BEC) can be used to model both of the phenomena and
used it to interpret superfluidity of liquid helium, first obtained by Kamerlingh-
10
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Onnes in 1908. 3He and 4He were the only available superfluids until the
experimental realisation of the first BEC in 1995 [33], with first superfluid
quantum vortices observed in 1999 [34]. Additionally, in 2005 Ketterle et al.
has experimentally shown superfluidity in a degenerate Fermi gas [35] by
magnetically inducing a vortex lattice in cooled 6Li. Parameters of the BEC,
like the density, interaction strength of the atoms and their kinetic energy can
be controlled by tuning the trapping parameters, thereby making investigation
and exploitation of superfluidity experimentally possible.
Standing wave traps suffer from high rates of decoherence mainly due
to particle loss, and in more complex 3D structures single-site addressing
becomes a challenge. In order to exploit the superfluidity of dilute atomic gas,
one must be able to induce persistent currents of neutral atoms, which requires
going beyond the open boundaries of the trapping geometries described above
and into the regime of periodic ring structure potentials. Methods for creation
of such tailored optical potentials are outlined in the following section.
2.2.2 Tailored potentials
Custom-shaped optical potentials for atom trapping require modulation of
a laser beam locally in phase or intensity using diffraction and interference.
These flexible trapping geometries can be generated with a number of tech-
niques. The most basic one makes the use of physical mask to transmit the
desired parts of the beam, trading control of the beam parameters for the ease
of application. Micro-optical elements, such as digital micro-mirror devices
(DMDs), employ an array of individually controlled pixels that collectively act
as a binary amplitude mask. Holography techniques allow for phase mod-
ulation of the incoming beam and fall into two main categories: fixed and
computer generated. Fixed holograms are defined on glass substrates by etch-
11
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ing or electron beam lithography. Computer generated holograms (CGHs)
are implemented using spatial light modulators (SLMs) that employ pixelated
arrays of liquid crystals on silicon (LCoS) substrates to modulate phase of the
beam locally and thereby achieve intensity modulation in the trapping plane.
Liquid crystal SLM is employed in our experiment to generate the trapping
potentials and details of its operation are described in Chapter 5.
Similarly to the standing wave lattices, SLMs allow to generate geometries
with individual sites addressable with the laser beam, which can lead to the
realisation of, for example, spatially resolvable Rydberg excitations in 87Rb
BEC. Here, the advantage of the SLM lies in the ability of arbitrary spatial
distribution of the trapping sites and, potentially, ability to evolve the geometry
in time.
Limitations of the SLMs lie in the relatively slow refresh rate of the liquid
crystal display with default factory values set to industry standard of 60 Hz.
Most of the computer graphics cards that are used to address the SLM and
available on the market today are configured to send signal at this frequency as
well. This corresponds to time between subsequent frames of ∼ 17ms, which
is too slow for efficient atom manipulation. Some engineering techniques have
allowed us to increase the refresh rate in our experiment to acceptable values.
Additionally, the inherent lag in relaxation of liquid crystal in the absence
of signal means that the phase value evolves in time, rather than disappears
between frames. This works to our advantage when mitigating the effects of
low refresh rate. All of these issues are addressed in more detail in Chapter 5.
Another compelling suggestion of implementing tailored geometries is the
use of time-averaged, "painted" potentials [36, 37, 3]. Here, the laser beam is
passed through two acousto-optic modulators (AOMs) that scan it rapidly in
the x-y directions of the trapping plane at rates above the trapping frequency
12
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of atoms to create a time-averaged dipole potential. By synchronising the
frequencies of the two AOMs and modulating the input waveforms with a
PID in the loop (in order to provide intensity stabilisation [3]), an arbitrary
2D geometry can be created. This technique allows for creation of dynamic
potentials.
Given a tailored optical potential of desired, closed geometry, a persistent
current can be induced within it, utilising the techniques described below.
2.2.3 Persistent currents
In order to induce a persistent current of atoms a closed optical potential is
required. Charge neutrality of the 87Rb atoms that we use in our experiments
imposes a fundamental difficulty in generating such currents but a number
of techniques for mimicking the Lorentz force in neutral atoms have been
described in literature [38]. One such technique is based on direct stirring of
the condensate with a repulsive blue-detuned laser beam that is not interfering
with a red-detuned optical lattice potential [34, 39] or by rotating the weak
link within the optical lattice itself [40, 41]. Another method employs a pair
of co-propagating Laguerre-Gaussian and Gaussian beams, coincident with
the circular trap, to impose an orbital angular momentum of ℏ per photon
on the trapped atoms in a two-photon Raman process [42, 43, 44]. Here,
an atom absorbs a photon from the Laguerre-Gaussian beam and re-emits
a photon stimulated by Gaussian beam. Difference in the orbital angular
momentum between the two beams is absorbed by the atom and, over many




Another mechanical method to induce a persistent current has been suggested
by Bruce et al. [45]. Here, the ring potential is enhanced with two symmetric
wells that are rotated as spaced snapshots in a sequence that is sent to the
SLM device. This imposes angular momentum on the superfluid conden-
sate trapped in the ring and required supercurrent is established. Change in
position of the wells between the subsequent frames has to be sufficiently
small to retain continuity of potential from the perspective of atoms. Once
the superflow is achieved, the wells are successively ramped down over a few
frames and what remains is a ring potential with persistent current of atoms




Fig. 2.1 BEC stirrer optical potential. a, Outcome prediction of the hologram-
generating algorithm. Ring with two symmetrically spaced, bright wells is the
region of interest. Artefacts visible around the ROI are the noise regions, intro-
duced for quicker convergence of the algorithm (for details, see Chapter 5). b,
3D plot of the measured optical potential (intensity data points gathered from
the CCD camera). High-intensity central region is the zero-order diffraction
mode, which can be eliminated in the experiment by physical blocking.
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2.2.5 Measuring the atomic currents
Once the atomic current is obtained within a ring, its magnitude and direction
can be measured using an interferometric method [46]. This technique utilises
two trapped BECs that are subsequently released from the trap and allowed to
interfere during expansion. One BEC is trapped in a disk potential surrounded
by another trapped in a ring (Figure 2.2a). Practically, atoms in a disk can be
trapped in the zero-order diffraction mode of the SLM (see Figure 2.1b). Inter-
action between the disk and the ring can be described by probability density
of the system, |Ψ|2 = |ψD|2+ |ψR|2+ψ∗DψR+ψDψ∗R, where the subscripts D
and R refer to disk and ring, respectively. Here, the last two terms produce
an interference pattern that can be analysed to deduce the magnitude and
direction of atomic current in a ring. Depending on the relative phase between
the two condensates, interference pattern will show discretely varying winding
of the fringes – relating to the quantised nature of atomic flux around a closed
path. Thus, stationary atoms will have no azimuthal dependence and produce
a pattern of concentric circles, as seen in Figure 2.2b. As the supercurrent is
induced in the ring, spiral pattern will emerge, with absolute winding num-
ber increasing with the velocity of the flow and sign of the winding number
depending on the direction of the flow (Figure 2.2c and d).
2.3 AQUID
Ability to generate persistent atomic currents in periodic optical potentials
allows us to simulate an analogue of a SQUID. We shall refer to such system as
atomtronic quantum interference device (AQUID). The last part required for




as the winding number. Transitions between these quan-
tized states can occur when a weak link stirs the superfluid
at a critical rotation rate [19,21]. In previous experiments
with ring-shaped condensates, the detection method used
could measure only the magnitude of the resulting winding
number l. Here, we use an interference technique to
measure the phase and therefore the current flow around
a ring-shaped BEC. We demonstrate that when the rotating
weak link is present, there is already a current around the
ring even if l ¼ 0. This implies that while the winding
number is quantized, neither the average current nor the
total angular momentum of the BEC is quantized.
To measure the phase around the ring, we use two BECs
of 23Na atoms held in an optical dipole trap, as shown in
Fig. 1(a). One is shaped like a disk and serves as a phase
reference. The other is a concentric ring, which can sustain
a persistent current. To detect the phase of the wave
function and thus the current in the condensate, we interfere
the two separate condensates, which can be accomplished
after time-of-flight (TOF) expansion. In fact, such inter-
ference experiments provided the first conclusive proof that
a BEC is a single, phase-coherent object [23]. Later
experiments used similar interference techniques to detect
quantized vortices [24], to investigate the coherence prop-
erties of a superfluid Fermi gas [25], and to study the
physics of both two-dimensional [26] and one-dimensional
Bose gases [27]. A method similar to that presented here
has been independently developed to investigate the super-
current generated by a rapid quench through the BEC
transition [28].
Measuring the interference of our BECs after TOF
expansion yields a measurement of ψ�DψD þ ψ�DψR þ
ψ�RψD þ ψ�RψR, where ψD is the wave function of the disk
and ψR is the wave function of the ring. The first term
PD ¼ ψ�DψD produces no fringes as the disk expands. The
terms that are of most interest here contain the ring and the
disk, PRD ¼ ψ�DψR þ ψ�RψD, and they interfere once ψR
and ψD expand such that they overlap. The last term,
PR ¼ ψ�RψR, can also produce an interference pattern once
the ring has expanded further, such that its characteristic
width jσðtÞj becomes comparable to R. At this point, the
opposite sides of the ring can interfere with each other.
For simplicity, we first consider the interference pattern
when there is no weak link present and both BECs are
at rest before being released from the trap [Fig. 1(b)].
Without flow, the phase is independent of the angle in
both the disk and the ring. The interference term PRD
results in concentric circles. The radial position of these
azimuthal interference fringes depends on the relative
phases between the two condensates; the radial separation
between fringes corresponds to a phase difference of 2π.
The interference term PR ¼ ψ�RψR produces similar con-
centric circles, but with a contrast that is below our
detection threshold [20,29].
If there is no weak link present but there is a nonzero
winding number in the ring, the resulting interference
patterns are modified. In this case, the phase of the ring
wave function is given by ϕ ¼ lθ, assuming the ring is
sufficiently smooth that both n1D and v are independent of
the azimuthal angle θ. Such a phase profile represents a
quantized persistent current: the current takes on discrete
values lI0, where I0 ¼ n1DΩ0R and Ω0 ¼ ℏ=mR2. As
shown in Refs. [20,29], the interference PR is modified in
this case: a hole with quantized size appears at long times.
Previous experiments [19,21,30] demonstrated quantized
persistent currents in a ring by releasing the BEC from a
ring-shaped trap (without another BEC present) and
observing the size of the resulting hole. While this method
determines the magnitude of the current, it does not
determine the direction.
In addition to modifying the PR term, a persistent current
also modifies the interference term PRD, turning the l ¼ 0
concentric circles into spirals when l ≠ 0 [Fig. 1(c)]. (The
circular structures observed at the center of the clouds for
large winding numbers are associated with the emergence
of the quantized hole described by PR.) The combination of
the initial azimuthal velocity of the ring atoms and the
expansion of the clouds creates spirals in the interference
pattern. One can use such spirals to measure the accumu-
lated phase around the ring α by tracking a maximum (or a
minimum) of an interference fringe from θ ¼ 0 to θ ¼ 2π.
The net radial fringe displacement divided by the spacing
between fringes yields α=2π. Because α ¼ 2πl in the
present case, this procedure is equivalent to counting the
number of spiral arms, which determines the magnitude of
l, and noting their chirality, which determines its sign.
Adding the weak link modifies the interference pattern
beyond the spirals described above. The weak link, as
FIG. 1. (a) In situ image of the ring and disk BECs with
dimensions shown. (b) Example interferogram after 15 ms TOF
(left) when there is no current in the ring, including traces of the
azimuthal interference fringes to guide the eye (right). (c) Inter-
ferograms for various winding numbers, where the arrow
indicates the direction of flow. (d) Traces of the interference
fringes to guide the eye and count the number of spiral arms. The
extracted winding number is shown below the traces.
ECKEL et al. PHYS. REV. X 4, 031052 (2014)
031052-2
Fig. 2.2 Interference method for the measurement of persistent atomic cur-
rent in a ring trap. a, Geometry required for the interferometry – atoms are
trapped in a stationary disk and surrounded by superfluid ring. In order to
perform the me surement atoms are released from th traps and allowed to
interfere as they expand. b, For stationary toms in a ring, th azimuthal
dependence of relative phase between the condensates disappears, producing
a pattern of concentric circles. c, Spiral interference patterns with winding
number l depending on the velocity and direction of flow of atoms. d, Tracing
of the spiral patterns to aid in analysis and counting of the arms (l number
values shown below the respective patterns). Figure from [46].
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The Josephson junction effect can be observed in superfluid neutral atoms
separated by a weak link. Simplest realisation of this phenomenon is a BEC
trapped in a double-well potential [47]. If the system is initialised with a popu-
lation difference between the two wells, and is allowed to evolve, Josephson
oscillation is observed. This result allows us to implement a Josephson junc-
tion as a weak link, which atoms are able to tunnel across, in a more robust
circular geometry that permits propagation of a persistent current (Figure
2.3a).
(a) (b)
Fig. 2.3 Examples of an AQUID toroidal dipole trap interrupted with a weak
link. The weak link plays the role of a Josephson junction. Both images are
predictions of the algorithm used in our experiment to generate holograms. a,
Smooth potential with a delta barrier. b, Periodic lattice superimposed over
the smooth potential for increased control over the superfluidity of atoms in
the ring.
Continuous ring gives little control over the energy spectrum of the sys-
tem and therefore makes it difficult to enter into the qubit regime. In order
to enforce one-dimensionality of the system and increase control over the
persistent current of atoms, additional lattice confinement is introduced along
the rim of the toroidal potential (Figure 2.3b). Such lattice provides control
over the energy spectrum via parameters such as number of the lattice sites,
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their depth and filling factor. Depth of the lattice potential wells is chosen so
as to determine the rate of tunneling of atoms across the potential barriers,
thereby allowing to control the flow of atoms around the ring. First such 1D pe-
riodic lattice geometry for use as an atomic trap was suggested theoretically by
Amico et al. in 2005 [48]. Here, the lattice was simulated using co-propagating
Laguerre-Gaussian (LG) beams with appropriately chosen azimuthal (L) and
radial (p) indices (Figure 2.4). For the purpose of creating an AQUID we have
realised a toroidal lattice with a weak link experimentally (Figure 2.5) with the
use of an SLM. Details of this work are elaborated on in Chapter 5.
(a) (b)
Fig. 2.4 Theoretical simulations of the ring lattice potential. a, 3D plot of the
interference of LG beams with L = 14 and p = 0. Figure taken from [48]. b,
L = 5 and p = −3. Own simulation based on the model put forward in the
paper.
2.3.1 Atomtronic flux qubit
A two-level flux qubit can be realised using persistent atomic flux around the
ring, exploiting the superposition of clockwise (CW) and counter-clockwise
(CCW) currents, with energy levels of the qubit being the symmetric and
anti-symmetric superpositions of these currents. Energy separation between
two levels can be controlled using the lattice parameters such as number of
potential wells, their depth and periodicity. Introducing a weak link Josephson
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Fig. 2.5 3D image of the ring lattice with a weak link. Plot of experimental
data for intensity of the optical trap with a strong-intensity zeroth order diffrac-
tion artefact seen in the middle of the trap. Red arrow indicated the weak link.
Figure has been previously published in our paper [27].
junction counterpart causes back-scattering of condensate at the barrier and
results in an interference pattern with forward propagating current which is
equivalent to operation of an rf-SQUID.
Weakly interacting Bose gases distributed amongst the optical lattice sites
are best described theoretically by the Bose-Hubbard model that penalises
double or multiple occupancy of any given site. Loading 87Rb BEC into the
ring lattice (i =N sites) with a weak link located at the site N −1 and imposing
atomic angular momentum,Φ, we obtain a system, whose Hamiltonian can













where the ti parameters describe tunneling between the sites, and ai and




Fig. 2.6 Suggested experimental setup for controllable qubit-qubit interac-
tion between two ring lattices. Separation D of the two Gaussian beams
(G1 and G2) is controlled by a movable mirror M1. Wave-plates control the
polarisation of the beams and determine the power ratio at the polarising
beam-splitters (PBS). Beams then interfere creating vertical confinement of
the rings with variable lattice spacing along the z-axis. Ring structure in the
trapping plane can be created by any means. Here, two counter-propagating
Laguerre-Gaussian beams (LG1 and LG2) method is shown. Figure has been
previously published in our paper [27].
2.3.2 Multiple AQUIDs
One of the requirements for creation of functional quantum devices is the
ability to engineer and control qubit-qubit interactions. For example, the
ability to implement a quantum gate requires controllable tunneling between
neighbouring qubits. In our system such interactions can be achieved by
stacking the rings concentrically on top of each other (Figure 2.6) with the
spacing between them controlled by periodicity of the interference pattern of
two laser beams.
Number of rings that can be stacked together depends on how quickly
does the toroidal optical potential defocus – i.e. on the Rayleigh range zR of
the dipole trapping beam. Experimentally measured variation in axial quality
of the rings as the trapping beam is defocused is shown in Figure 2.7.
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Fig. 2.7 Axial quality of the ring lattice. A series of images around the focus
(z = 0) of the trapping beam shows degradation of quality in the lattice with
the distance z from the focus. We observe little variation of the ring radius
up to 5.6×R where R = 87.5µm is the radius of the ring. Specifically, ∆R/R =
0.0097× z. Profile of a Gaussian beam with the Rayleigh range zR is shown for
comparison – degradation of the trapping geometry would be much quicker
if the beam was purely Gaussian as the beam waist w(z) scales according to√




Individual qubits can also be realised by tunnel coupling two homogenous
rings. Assuming that the system can be described by Equation 2.4, the gap be-
tween two energy levels of such qubit will scale proportionately to the number
of atoms trapped. There is a distance trade-off between substantial tunneling
rates between the rings, necessary for fast gate operation, and resolvability of
the individual sites, necessary for addressing.
2.4 Conclusion
This chapter has laid out an overview of the atomtronics field and the rationale
for creating atom-based analogues of the superconducting devices. It has
also introduced a variety of techniques necessary for controlling and measur-
ing such devices. In the following chapters we will focus on the work done
in our experiment, starting with the theoretical framework upon which the




Laser light interacting with atoms causes shifts in the energy levels that allow
precise control over the force exerted on them [49]. This phenomenon forms a
basis for the development of framework for accurate manipulating, cooling
and trapping of neutral atoms. Fundamentally, forces exerted can be of either
dissipative or conservative kind.
Dissipative forces are related to the incoherent scattering of photons by
the atom. When a resonant photon is absorbed, an atom gains momentum in
the direction of travel of the photon. However, when that atom decays back to
its unexcited state, the momentum is dissipated in a random direction with
zero net average - an event called spontaneous emission.
Conservative forces due to coherent photon scattering of the light-induced
dipole moment are the basis for trapping atoms. The dipole created by an os-
cillating light field light, if it is sufficiently close to the atomic transition, causes
shift in ground and excited energy levels of that transition – a phenomenon
referred to as AC Stark effect, described in detail in the later part of the chapter.
Strength of the AC Stark shift increases with proximity to resonance, however,
so does the probability of absorption/emission events, which lead to scattering
23
Light-atom interactions
of photons by the atom. In order to mitigate this effect we utilise strong laser
fields to increase the shift but detune them far from the resonance to reduce
the scattering. Such created dipole potentials are useful in our experiments
for evaporative cooling and spatial manipulation of the cloud. Dipole traps
created with the use of spatial light modulator (SLM) can take on arbitrary
shapes in the trapping plane and can be either static or dynamic.
3.1 Atoms in the light field
In order to introduce the description of what happens to an atom when it
is subjected to an influence of laser light field, a simple two level system is
considered and a semi-classical approach is taken, whereby the light is treated
according to the classical rules and atoms are quantum mechanical entities.
Let us consider light field coupling of two energy levels |1〉 and |2〉 with
energies E1 < E2, respectively. The atomic wavefunction of such system can
be written as [50]
|Ψ〉 = c1|1〉e−iω1t + c2|2〉e−iω2t (3.1)
where ω1(2) = E1(2)/ℏ, with time-dependent probability coefficients obey-
ing the normalisation |c1|2+|c2|2 = 1 and the whole system evolution described






where H0 is the unperturbed Hamiltonian and HI(t) = er · E0 cos(ωt ) is
the time-dependent perturbation of the electron (−er) due to the oscillating
electric field E0 cos(ωt ) of the laser radiation. Substituting the atomic state |Ψ〉
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into TDSE with detuning of laser light from transition resonance δ=ω−ω0,
where ω0 is the resonance frequency and ω is the radiation frequency, gives
the following coefficients
i dc1dt = c2eiδt
Ω
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Thus, Ω determines the extent to which the electric field interacts with
an atom. The special case of no interaction (Ω= 0) is called bare state of the
atom and the eigenvalues for this state are λ=±δ2/2. For very large detunings













Equation 3.7 describes the perturbation of atom energy levels by ±Ω2/4δ,
also called an AC Stark shift (described in detail in later part of this chapter),








The eigenenergy shifts, represented by second terms in equations 3.8, are
illustrated in Figure 3.1, showing the dependence of shift direction on the



















Fig. 3.1 Eigenenergies of the dressed atomic states. a, Energy shift (AC Stark
shift) for negative detuning δ < 0, function of the square of Rabi frequency
Ω. Electric field decreases the energy of the dressed state with magnitude of
the shift determined by the field intensity. b, Positive detuning, δ> 0. Dashed
lines represent the detuning. Figure adapted from [50].
3.2 Laser cooling
Atoms subjected to the laser light field of resonant frequency under care-
fully designed geometry can be cooled to temperatures approaching absolute
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zero [51]. This phenomenon is fundamentally based on the fact that the
momentum of the atom changes during the absorption and emission of pho-
tons. Imbalance of the momentum of the thermal atom and the incident
photon requires that the cooling action is distributed over many thousands of
absorption-emission cycles.
In our experiment we use 87Rb atoms (described in Section 3.2.1), which
are pre-cooled using dissipative forces of resonant radiation absorption/emission
events (Section 3.2.2) before being cooled to quantum degeneracy using con-
servative forces of detuned dipole traps (Section 3.3).
3.2.1 Rubidium 87
D-2 line of 87Rb is especially attractive as the transition is centred around
780 nm which is the standard wavelength for the operation of CD players,



























































τ = 26.5 ns
λ = 780.24 nm
Fig. 3.2 Hyperfine structure of 87Rb D-2 line. Optical pumping, represented
in the Figure by the purple line is used to pump the atoms to the correct mF
state for magnetic trapping.
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Cooling transition from ground to the first excited state of the 87Rb D-2 line
(Figure 3.2) used in the experiments is 5S1/2(F = 2)→ 5P3/2(F = 3). This exci-
tation will decay spontaneously back to the upper ground state 5S1/2(F = 2),
however, the cooling light gives rise to an occasional, off-resonant transi-
tion 5S1/2(F = 2)→ 5P3/2(F = 2), which can decay to the lower ground state
5S1/2(F = 1). Due to the much larger split of 6.835 GHz between the two
ground states, the atoms that have decayed to the lower ground state can
no longer be addressed by the cooling beam, with the total probability of
such event on the order of 5× 10−5 [49]. Even though this value is small,
it becomes significant when averaged over the large number of absorption-
emission cycles. To reduce the loss of atoms, repumper laser is introduced,
which re-excites the atoms back into the cooling cycle by addressing the
5S1/2(F = 1) → 5P3/2(F = 2) transition. Atoms can then decay back to the
cooling cycle upper ground state 5S1/2(F = 2). In order to achieve significant
population of atoms in the Zeeman state 5S1/2(F = 2,mF = 2) necessary for
magnetic trapping, optical pump beam with σ+ polarisation is applied [49].
3.2.2 Doppler cooling
Radiation force exerted by a laser beam of intensity I on a neutral particle,
approximated by F =−σabsI /c, where the absorption cross section, σabs ∼λ2,
is large compared to the size of an atom, pushes atom in the direction opposite
to the propagation direction of the beam [52]. This photon absorption event
is followed by an emission of the same photon in a random direction thereby
exerting a net scattering force on an atom. Magnitude of this force Fsc is
dependent on the scattering rate Rsc = Γρ22 where ρ22 is the population of an







with parameters δ andΩ defined above. This leads to a scattering force for












Due to a Doppler effect, atoms traveling towards a laser beam see a shift
in frequency of the radiation. If the laser light is red-detuned, the atoms will
experience stronger on-resonance interaction the faster they are travelling
against the direction of the beam. If the scattering force due to detuned
radiation below the saturation intensity is directed at the atomic cloud from 6
beams in 3 counter-propagating pairs along the Cartesian coordinates, they
exert a net force that cancels out for stationary atoms and pushes back to the
centre every atom that moves outward from the centre of the cloud - with the
force increasing with the velocity of travel. As a results the atoms are slowed
down by the laser beams and such state is called optical molasses [53] after
the apparent viscosity of the atoms due to the damping forces.
3.2.3 Doppler limit
Limitations of the Doppler cooling technique depend on the finite natural
linewidth of the excited state of cooling transition, especially pronounced for
small detunings of the laser beams. These become important in the last stages
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of cooling, when atoms with low enough velocities to see the small detuning
become a significant proportion of kinetic energy of the system. The linewidth
causes these atoms to see and interact with light traveling in the same direction
as their velocity vector, which in turn increases their momentum and results




where Γ is an excited state linewidth, as above, wich for 87Rb is Γ/2π =
6.1MHz and leads to TD = 146µK . For full derivation of equation 3.12 see
[50]).
3.2.4 Sisyphus cooling
Sub-Doppler cooling technique, developed by Dalibard et al. [54] in 1989,
makes use of two laser beams, counter-propagating to create a standing wave
pattern. If the beams have orthogonal circular polarisations (σ+ and σ−), the
pattern alternates spatially in polarisation – this causes periodic spatial shift
of the ground state energies. Therefore, atom travelling in this light field, along
the direction of the beam, looses it’s kinetic energy going against the polari-
sation gradient. Then, it gets excited at the maximum potential and decays
to an orthogonal polarisation state in a process called optical pumping. With
carefully chosen frequencies of the laser beams, optical pumping will cause
atom to constantly climb against the potential gradient while alternating the
polarisations, with overall loss of the kinetic energy of the atom in the process.





Here, it is instructive to state the lower bound for the temperatures achievable
using laser cooling techniques, which is determined by the emission process
of the atoms. Photon-recoil is the energy Erec given to an atom initially at rest
after a spontaneous emission of a photon in random direction.




where k is the cooling laser wavevector [55]. For 87Rb the theoretical recoil
limit temperature can be calculated using equation 3.13 to be 361 nK.
In order to progress below the limit set by the photon-recoil, evaporation
techniques, described in detail below, must be implemented.
3.3 Dipole trapping
For cooling beyond the photon-recoil limit (Equation 3.13) atoms are trapped
in conservative potentials. Neutral atoms cannot be trapped via strong Coulomb
forces like ions [56, 57] and therefore need to exploit other trapping mecha-
nisms, such as magnetic fields or electric dipole force of a light field. Optical
dipole trapping [58, 59] is of interest for achieving Bose-Einstein condensa-
tion because of low optical excitation due to far-detuned light used and long
coherence times in the 1 s regime, preserving the quantum state [60]. This is
in contrast to high optical excitation producing dissipative force in radiation-
pressure traps used for MOT cooling. Shallow trap depths of the dipole traps,
on the order of mK, require low initial temperature of the atoms (µK regime)
and high phase-space densities, which can be achieved by other techniques
(such as MOT and magnetic trap evaporation).
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Dipole optical potentials were first employed to trap neutral potassium
atoms in far detuned light by Chu in 1986 [61], which made evaporative cooling
experimentally viable and paved the way for the Bose-Einstein condensation
as well as development of the atom optics field [62].
3.3.1 AC Stark shift
After full quantum mechanical treatment of AC Stark shift in Section 3.1 has
been included for completeness, I now discuss this phenomenon classically
in order to arrive at approximate results, that can be directly used for ex-
perimental design. Shift in the energy levels of an atom can be induced by
coherent electric field of the laser light, which, tuned below resonance, will
decrease ground state and raise excited state energies by the same amount –
a phenomenon called AC Stark effect. If such shift is spatially varying, as in
a Gaussian profile of laser beam, it creates a strong, radially-varying poten-
tial well, where maximum laser intensity leads to minimal total energy. In
a focused Gaussian beam, the field is inhomogeneous in the axial direction,
additionally creating a weaker axial confinement (Figure 3.4), which, com-
bined with the radial force, can be used for trapping dilute atomic clouds in
three dimensions by a single laser beam. In addition to small laser intensity
gradient, confinement due to axial force is further diminished by spontaneous
scattering of photons (incident along the optical axis) by the atoms. Since
photons travel only along optical axis, no such scattering is observed in the
radial plane.
Optical potentials resulting from the AC Stark shift of a specific atomic tran-
sition ω0 can be derived classically following the Lorentz model [63], treating
an atom as a charged oscillator interacting with an AC electric field, E (t ), with
the equation of motion in one of the spatial directions (x) given by Equation
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3.14. Such treatment assumes atom to be a classical system and ignores the
fine and hyperfine structure, however, it yields an excellent approximation to






Such atomic oscillator has a frequency-dependent damping rate Γω (with a
driving frequency subscript to differentiate it from the special case of resonant






Integrating Equation 3.14 to obtain polarisability α and then substituting










Given the fundamental relation between induced dipole moment and
applied field, p(t )=αE(t ), dipole potential arising from an atom being driven
by the oscillating field E(t ) with intensity I = 2ϵ0c|E |2 is related to the real part




〈pE〉 =Re(α)E(t )2 =− 1
2ϵ0c
Re(α)I (3.17)








which, per photon ℏω, gives the photon scattering rate Γsc of oscillator,




The relationships for dipole potential (Equation 3.17) and scattering rate
(Equation 3.19), together with the derived polarisability formula (Equation
3.16) allow us to state these expressions [65], for |∆| ≫ Γ(Γω), with position























The remaining, unknown parameter is position-dependent field intensity
I (r), which in our case is the modal shape of trapping laser beam and is derived
explicitly in the following sections. From this, we can deduce that for our
experiment we need large detunings of radiation at high intensities. Detuning
parameter can be defined as ∆=ω0−ω. It can also be deduced from Equation
3.20, that for trapping field tuned below resonance (∆< 0, red detuning) the
energy of dipole potential is negative (attractive potential) whereas for tuning









Fig. 3.3 Effect of the sign of optical field detuning from resonance on the
dipole trap properties. a, Red-detuned potential (below atomic resonance)
causes the trapping potential to be attractive, allowing for single-beam trap-
ping or continuous geometries, such as toroidal traps generated by the spatial
light modulators (SLMs, see later in the thesis). b, Blue-detuned potential
(above atomic resonance) makes the trapping potential repulsive, which calls
for more elaborate trap geometries, such as Laguerre-Gaussian beams or
double light sheet confinement, generated with digital micromirror devices
(DMDs, see later in the thesis). Figure adapted from [65].
3.3.2 Dipole trap implementation
Crossed beam dipole traps are of main interest for the atomtronic experimental
applications and will be reviewed here, starting with the more general case of




Fig. 3.4 Focused-beam dipole trap. Gaussian beam is propagating along the
z-axis, with beam waist of w0 and Rayleigh range zR. Red cloud indicates
trapped atoms. Elongated cloud represents strong radial confinement and
weak axial confinement along the z-axis.
Focused-beam trap
Radius of a Gaussian beam (GB), propagating along the z-axis, measured at a











where zR =πw 20/λ is the Rayleigh range. Intensity profile of such beam at










Substituting these into Equation 3.20, we obtain the focused beam dipole


















Dipole trap laser beams used in our experiment come from the Verdi IR
25 W laser (which leads, after the optics, to power of P =∼7W per beam) at
the wavelength of λ= 1064nm (ω/2π= 281THz) with beam waist w0 = 30µm.
Resonant frequency for 87Rb is λ0 = 780nm (ω0/2π = 384THz) and the on-
resonance damping rate Γ= 36.5rads−1. Under these conditions, trap depth
U0 = |UFB(z = 0,r = 0)| is calculated to be 706µK. See Figure 3.5 for trap depth
dependence on beam power P and waist w0.
Given that the trapped atoms were sufficiently pre-cooled, their energy
kBT will be substantially smaller than the initial trap depth U0. In that special
case a harmonic approximation of the dipole potential, taking into account
possible anisotropies of the trapping beam (waists w0x and w0y in x and y














































Fig. 3.5 Potential depth dependence on optical field parameters in a
focused-beam dipole trap. a, Trap depth dependence on beam waist w0
with power kept constant at P = 7W. b, Trap depth dependence on beam
power P at a constant beam waist of w0 = 30µm.
Similarly to the Equation 3.24, we can obtain an expression for scattering



















this, for our experimental parameters, leads to the maximum scattering
rate of
2.38 photon/s, which allows us to neglect the effect of heating.
It can be seen from the above equations that dipole potential scales pro-
portionately to intensity and inversely to detuning (I /∆), whereas scattering
rate scales inversely to the square of detuning (I /∆2). This is the rationale
behind our choice of dipole trap laser source detuned far from resonance
(λ = 1064nm), to reduce the scattering rate and at high intensity (7 W per
beam), to reach sufficient trap depth.
Oscillation of the atoms in the focused-beam trap can be quantified using
Equations 3.27 and 3.28, where m is the mass of 87Rb, to obtain radial and













These frequencies, for our experimental parameters, are equal to ωr /2π=
2.76kHz and ωz/2π= 22Hz.
Crossed-beam trap
Crossed-beam dipole traps are composed of two Gaussian beams, orthogo-
nally crossed at their waists (Figure 4.21) and were first implemented by [66].
They provide a good balance between tight, radial confinement in all direc-
tions and appropriate trapping volume and are therefore highly suitable for
evaporative cooling down to Bose-Einstein condensation. Orthogonal linear
polarisations of the beams are required [65].
Dipole potential for the crossed-beam trap is obtained by summing the
individual beam contributions U01 and U02. Since both trapping beams in our
experiment are the same, each with depth of U0, the magnitude of resultant
crossed-beam potential is UCB = 2UFB and therefore UCB(0,0)= 2U0. However,
because the atoms can overcome the confinement by escaping along the axis
of one of the beams, depth of the trap that the atoms will effectively see is
only equal to min(U01,U02) =U 0 = 706µK. This, therefore, gives the same
oscillation frequency of ωr /2π = 2.76kHz in CB dipole trap symmetrically,
along all the directions.
In our experimental setup, due to the space constraints (see later part of
the thesis for a description of the full vacuum setup), beams cross in the x-y












Fig. 3.6 Crossed-beam dipole trap – 3D representation of the geometry.
Mesh represents the intensity distribution resultant from crossing two Gaus-
sian beams propagating orthogonally to each other in a single x-y plane.
Image overlay in the x-y plane is a 2D projection of that distribution. x and
y axes represent the dimensions (arbitrary units) and z-axis is the potential
depth U (arbitrary units). Trapping region at the intersection of the beams
is characterised by a strong radial confinement in x and y directions. This is
the type of trap that we use for dipole trapping and evaporative cooling in our
experiment. Own simulation result.
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potential (Equation 3.25 for the focused-beam) has therefore to be modified















where U0(y) indicates spatial dependence of the dipole potential due to
interference, in the case when the linear polarisations of the beams are parallel.
In our case of orthogonal polarisations however, there is no variation of inten-
sity but a spatial change in polarisation (between circular and linear) occurs
with a period of D =λ/(2sinφ)= 760nm. The x and y components of the waist
of CB potential (distinct from the anisotropic radii of the FB trap, w0x and w0y ),
are w 2x = (cos2φ/w 20 + sin2φ/2z2R)−1 and w 2y = (sin2φ/w 20 +cos2φ/2z2R)−1.
3.4 Evaporative cooling
First suggested by H. Hess [67], the idea of evaporative cooling is to adiabati-
cally reduce potential of the trap sufficiently for the most energetic atoms
to escape (Figure 3.7) and then allow the remaining lower-energy atoms
to re-thermalise via elastic collisions (Figure 3.8). This technique allows to
cool atoms well below the photon-recoil limits and the phase space densi-
ties achieved (Section 3.4.2) allowed for creation of the first all-optical Bose-
Einstein condensate in 2001 [68].
Energies of the atoms in a dipole trap follow the Boltzmann distribution
N (E) = N0 exp(−E1/kBT1). Rate of escape of atoms from such trap is deter-
mined by high energy end of the Boltzmann distribution and the height of






Fig. 3.7 Principle of forced evaporative cooling. Reducing the trap depth of
optical trap adiabatically from Uˆ1 to Uˆ2 causes relaxation of trap confinement,
which leads to reduced trap frequency and allows most energetic atoms to
escape. Elastic collisions of the remaining atoms lead to re-thermalisation of







Fig. 3.8 Re-thermalisation of trapped atomic cloud. After the most energetic
atoms escape the trap due to lowering of trap depth (cut-off energy), the re-
maining ones will regain equilibrium at a lower energy E2 by elastic collisions.
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where T is a temperature of the atomic ensemble, allows to characterise re-
duction of dipole potential in time (see below). For efficient evaporation, the
parameter η has to be kept low (taking, in typical experimental conditions,
a value of ∼ 3−6) and so the trap potential has to be continuously reduced
for sustained escape of energetic atoms [66]. A value of η that is too high
would lead to atom loss due to background gas collisions and one that is too
low would not allow sufficient time for atoms to re-thermalise and lower the
temperature of the ensemble. This process is called forced evaporation in
contrast to spontaneous evaporation, where the potential depth of the trap is
kept constant.







that relates temperature decrease to number of particles lost. This forms









which can also be called a temperature efficiency parameter and allows to
characterise evaporation process with a single parameter α.
3.4.1 Rate of evaporation
After reducing the potential barrier, the most energetic atoms escape, leaving
the remaining cloud without high-energy tail of the Boltzmann distribution.
Remaining atoms will spontaneously regain equilibrium via elastic collisions.
Therefore, we need to find an appropriate rate of evaporation in order to allow
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the atoms to re-thermalise before reducing the potential barrier further. The









with η being the truncation parameter defined above and γel = 1/τel the












where l is the scattering length of atoms in the trap and ω¯= (ωxωyωz )1/3 is
averaged dipole trap frequency, as calculated in previous section.
Time constant τev introduced here is the main figure of merit for determin-









This shows that constant reduction of the dipole potential to keep the
truncation parameter low (η < 10) allows for rapid evaporation rate at low
collision rates (decreasing as temperature of the cloud falls - Equation 3.33).
Adequate evaporation rates are required in practical dipole traps because col-
lisions with background gas molecules will eject atoms from the trap at a rate




3.4.2 Efficiency and scaling of evaporation
Ultimate goal of the evaporation is for the largest amount of atoms to reach
quantum degeneracy [72]. This condition can be quantified by introducing
a phase space density ρ parameter, defined [73] as a number of particles per







where N is the number of trapped 87Rb atoms. Phase space density (PSD)
required for Bose-Einstein condensation is ρ = 2.612. This means that suffi-
cient number of atoms needs to remain trapped at a low temperature – making
evaporation efficiency important. Following Ketterle [70], the efficiency can be
determined by a global parameter that indicates what is the increase in PSD




where PSD has been shortened to D .
Energy rate equation for atoms in time-dependent potential due to loss of
atoms by evaporation (dN /dt ) [74] and due to collisions with background gas















Solving this equation with constant truncation parameter η we get a rela-












where subscript i denotes initial (t = 0) values and η′ = η+α with α in the
range 0⩽α⩽ 1 and related to η as [70]
η′ = η+α= η+ η−5
η−4 (3.39)
Using Equation 3.35, we can relate dipole potential depth or atom number















which allows us to calculate the required initial PSD for given trap depth
decrease and desired ρ = 2.612. Finally, it is instructive to include the time




=−2(η−4)exp(−η)γN (t ) (3.41)
3.4.3 Simulation with experimental parameters
Based on the scaling laws derived above, a simulation was performed to deter-
mine the resultant parameters of forced evaporation in a crossed-beam dipole
trap. Initial (pre-evaporation) conditions used as an input to the simulation
are the real parameters from the latest iteration of our experiment. Given
the initial atom number Ni = 2×105 at a temperature Ti = 20µK, trapped in a
spherical volume of V = 1.13×10−13 m3, created by two tightly focused dipole
beams, we have an initial phase space density (Equation 3.35) of ρi = 1.3×10−4.
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In such harmonic potential, an initial elastic collision rate is given by [74],
γi = 4πNiMRbσν3i /(kBTi), where νi = 2.76kHz is the initial oscillation fre-
quency of the CB-trap derived above, and σ = 8πa2 is the scattering cross
section with scattering length a = 97.66a0 for 87Rb [75] (a0 is the Bohr radius).
Evaluating with these parameters we get a collision rate of γi = 18.5×103 s−1.
Based on Equation 3.40, evolution of PSD as the trap depth Udip is lowered
during the evaporation (with constant truncation parameter η= 10) is simu-
lated and shown in Figure 3.9a. Evolution of atom number as the trap depth
is lowered (Equation 3.38) is shown as a graph in Figure 3.9b. Since the time
evolution of the atom number during the evaporation (Equation 3.41) depends
on both the atom number itself at a specific point in time and (implicitly, via
collision rate γ) on time, it requires the use of numerical ODE solver with time
discretisation. The 4th order Runge-Kutta method is used for simulation and
the result is plotted in Figure 3.9c. From the graphs we can read that at the
point of formation of BEC (ρBEC = 2.612) the optical potential depth will be
Udip,BEC = 363nK and the number of atoms in quantum degenerate state will
be NBEC = 4.7×104. The BEC is achieved from initial conditions after evapora-
tion time of 4.8s, which is in agreement with previously reported experimental
values [76].
3.5 Optical potentials
After evaporation to quantum degeneracy in strong crossed-beam dipole trap,
the atoms are transferred to a highly tuneable optical trap generated by the
spatial light modulator (for details on the device operation see Chapter 5). This
trap uses an off-resonance 852 nm laser beam to create ring potentials with
depth of ∼2 mK that contain persistent currents of atoms. Issues of scattering
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Fig. 3.9 Results of the simulation of scaling laws governing forced evapo-
rative cooling in crossed-beam dipole trap with real experimental parame-
ters. Truncation parameter (η = 10) is kept constant in all the simulations.
First two graphs show phase-space density (a – note the log scale of y-axis)
and atom number (b) evolution as the trap depth Udip is reduced. At quantum
degeneracy (ρBEC = 2.612), trap depth is Udip,BEC = 363nK and atom number
NBEC = 4.7×104. Note the direction of time in the graphs. c, Atom number
evolution in time. Evaporation down to BEC from Ti = 20µK takes 4.8 s.
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of atoms due to light that is closer to resonance, and transfer of atoms between
a spherical potential of the crossed-beam trap and a ring trap are addressed
below.
3.5.1 Ring potential scattering rate
Wavelength of the laser field for creating a tailored optical lattice (852 nm) is
sufficiently close to the resonant frequency of rubidium so that the effect of
scattering the atoms by that light field needs to be taken into account when
considering the lifetime of BEC in a ring.
Scattering rate of the atom in laser light field is given by Equation 3.26 with
the frequency of the trap light field ω/2π = 352THz, total power in the trap
P = 100mW and a waist of w0 = 30µm. For simplicity, assuming that all the
power is concentrated in a single beam waist, which results in a larger estimate.
This gives ΓSC = 0.54photon/s, which allowes us to perform experiments with
timescales on the order of ∼s. In order to extend the available lifetime we
would reduce the total power in the trap and include the effect of final ring
geometry in the simulation.
3.5.2 Optimal control
In order to transfer atoms between potentials of different geometries with-
out loss, a ramp has to be applied. Linear ramping means that one potential
evolves into another smoothly in time without regard to instantaneous ge-
ometry. Such approach can, however, introduce unwanted dynamics in the
superfluid condensate and lead to heating and loss of atoms. An idea put for-
ward by Mennemann et al. [77] suggests using optimal control theory, instead
of linear ramps, for evolution of optical potentials. Applying this to our ex-
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periment, we have the final toroidal trap shape, which can be mathematically
described by







with radius R = 8µm and waist along the torus w = 0.7µm. Initially, a
spherically symmetric trap defined with the 852 nm light and identical in
shape to the CB potential (Equation 3.29) is superimposed over the cloud and
the strong 1064 nm light is slowly (∼2 s) ramped down. Now, that the atoms are
fully controllable by the SLM, spherically symmetric trap can be transformed
into a toroidal trap, as defined by Equation 3.42, in a non-linear sequence of
steps. Each of the steps is limited by the SLM device refresh rate of 16.67 ms
and sampling of the optimal control variables should be performed with 50-
200 steps [78]. Effectively, this sets a lower temporal limit for the smooth
evolution of the trap to ∼0.8 s.
3.6 Conclusion
The light-atom interactions described theoretically in this chapter equip us
with a a set of parameters that are expected in a practical realisation of atom-
tronic devices. We have outlined the fundamental behaviour of atomic gases
in light fields, and addressed the dissipative and conservative aspects of such
interactions. Furthermore, we have described in detail behaviour of atoms in
focused dipole beam trap (single and crossed-beam) and derived scaling laws
that govern the process of forced evaporation of a cold atomic gas down to the
BEC. These scaling laws were then used to perform simulations of evaporation
for real parameters from our experiment, to build an understanding of the ex-
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pected cooling process. We are now at the point to implement experimentally
the cooling and trapping techniques put forward above. The following chapter
deals with cooling of 87Rb atoms down to quantum degeneracy, which is a




Ultra-cold dilute gases of alkali atoms are a key component of the atomtronic
devices. Starting with resistively (thermally) evaporated gas of rubidium atoms
at the temperature on the order of 768 K (temperature of the hot Rb filament,
determined from the dispenser data sheet at the operational current of the
device), the cooling process results in temperatures in the nanokelvin range.
In order to achieve this 12 orders of magnitude drop experimentally, a range of
cooling and trapping techniques have to be implemented. Atoms first have to
be trapped and cooled in the magneto-optical trap (MOT) down to the∼300µK
regime, then laser cooled in optical molasses down to the ∼40µK regime. This
is followed by magnetic compression and transport of the pre-cooled cloud for
the final stages of evaporative cooling – first, magnetically in an RF field down
to ∼2µK, and then in optical dipole trap, down to quantum degeneracy of a





Collisions of background gas molecules with trapped atoms lead to energy
transfer, which can either heat up the atomic cloud or eject the atoms from
the trap altogether. Therefore, trapping and cooling of neutral atoms requires
ultra high vacuum (UHV) conditions with pressures in the range of 1×10−9 to
1×10−11 mbar, depending on the desired lifetime of atomic cloud.
Our vacuum setup consists of two distinct sections separated by a 10 cm
differential tube (Figure 4.1), which acts as an aperture and allows to maintain a
large difference in pressures between the two sections. Graphite used as a tube
material is highly absorptive, minimising the probability of atoms reflecting
at its walls and propagating to the other side. Each section is connected to its
own ion pump for differential pumping. Such design allows to maintain high
background pressure of rubidium gas on the MOT cell side for efficient loading
of the MOT and lower absolute pressure of ∼1×10−11 mbar on the science cell
side, where the Bose-Einstein condensation occurs, for increased lifetime of
the cold atomic cloud. Real image of the experimental vacuum chambers with






Fig. 4.1 Two-chamber vacuum system setup. Differential pumping tube sep-
arating the two chambers is made from graphite, for its absorptive properties,
which helps to maintain separate pressures on both sides of the experiment.





Fig. 4.2 Image of the two chambers in vacuum setup. a, Cuboid MOT cell
made of fused borosilicate glass visible in the central part of the image. Cell
is surrounded by laser beam expanders, magnetic field coils, imaging system
and LEDs of the LIAD (light-induced atom desorption, see Section 4.1.2 for
explanation). Main quadrupole magnetic coils are attached to the linear trans-
port stage for moving the atomic cloud over to the science cell side of the setup.
b, Science cell visible between the secondary magnetic coils. Blue PVC tubes
are the cooling system of the magnetic coils (necessary for currents in excess
of 50 A, to avoid heating of the science cell). Microscope objective (red) from
the light shaping setup visible at the top of the cell – it focuses the ring optical
trap down to ∼15µm at the trapping plane within the science cell.
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Both cuboid-shaped cells in the setup are made of borosilicate Pyrex glass
with individual faces connected by direct fusion bonding. Design without the
use of intermediate layers of bonding agent helps to maintain lower pressures
of UHV. Glass cells are smoothly connected to the 316 stainless steel non-
magnetic flange and the rest of the vacuum setup by a glass-to-metal transition
joint with matching coefficient of thermal expansion between the metal and
the glass.
Transfer of atoms between the cells is accomplished with the quadrupole
magnetic transport coils in the anti-Helmholtz configuration attached to the
motorised linear translation stage (Parker BE231DJ-NMSN) with a controller
(GV6-U3E) programmed and triggered via the LabView PC control suite. Speed
and acceleration of the stage can be controlled to optimise the transport
efficiency along the total travel distance of 700 mm. Figure 4.3 shows the
vacuum setup of the experiment in full.
4.1.1 Rubidium dispenser
Pulsed thermal sources of atoms mounted in vacuum and positioned close to
the trapping region are an efficient solution for loading of traps in cold atom
applications [79]. Our source of rubidium atoms used for loading the MOT is a
resistively heated alkali metal dispenser manufactured by Alvatec (Alvasource
AS-3-Rb-50-F) containing 95 mg of rubidium in a natural isotope distribution
of 72:28 (Rb-85:Rb-87) and enclosed in a stainless steel tube 3 mm in diameter.
The dispenser contains a mixture of Bi2Rb3 alloy with a reducing agent. The
dispenser is positioned 150 mm from the centre of the MOT. Terminals of the
dispenser are connected to a programmable power supply (OWON ODP3032)









Fig. 4.3 Image of the main part of the experimental setup. Crucial parts of
the experiment are indicated in the boxes (•). At the far ends we see the two
main chambers of the setup – MOT and science cells, as indicated in Figure 4.1.
The light shaping setup has direct access to the science cell from the top (via a
hole in breadboard, custom-made by Thorlabs) and is described in detail in
Chapter 5. Image only shows the main part of the setup, excluding the laser
light sources and shaping optics, control electronics and relay systems, which




duction reaction is initiated and rubidium vapour is released into the vacuum
cell.
To characterise atom source in situ, absorption images of the MOT cloud
are taken at varying currents (2.8–3.5 A) across the dispenser and analysed
to obtain the trapped atom number. Initially, the dispenser is thermalised at
the threshold current of around 2.5 A. MOT cloud at each current is allowed
to reach maximum trapping volume and 5 images at this steady state are
averaged to produce each point on the graph (Figure 4.4).




















Fig. 4.4 Rubidium dispenser effect on trapped atom number in equilibrium.
Trapped atom number peaks at∼3.4 A and then drops due to the high-velocity
collisions with thermal atoms. Trapped atom number returns to the peak
value after the dispenser has been switched off. In our experiment, the atom
number fluctuates by 10% between the runs and this variation constitutes the
basis for error bars.
4.1.2 Light-induced atom desorption (LIAD)
Significant part of rubidium atoms evaporated from the dispenser adsorbs
on to the inner surfaces of the vacuum setup. Array of near-UV (395 nm) light
emitting diodes is placed around the vacuum chamber at close proximity to
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the MOT cloud to induce desorption, increase the flux of 87Rb atoms and
thereby the loading rate of MOT. Comprehensive treatment of the mechanism
for light-induced desorption from uncoated surfaces is absent from the litera-
ture, however the effect of UV light on the desorption of rubidium atoms from
bare glass and steel surfaces has been investigated quantitatively [80, 81, 82]
and was shown to increase the loading rates of MOT. Reasons for this behaviour
can be explained by similar experiments, which have shown that desorption
of atoms from walls coated with polymeric films (e.g. PDMS) can be induced
by the weak and incoherent light from the LEDs above a frequency threshold,
specific to the particular alkali metal – a process called the photoatomic effect
[83] for the resemblance of its mechanism to the well-understood photoelec-
tric effect. In the experiment, LIAD array is turned on during the MOT loading
stage and can be used to precisely control the vapour pressure of 87Rb in MOT
vacuum chamber.
4.2 780 nm laser system
The 780 nm laser system (Figure 4.5) is used primarily for initial cooling of the
atomic cloud in the magneto-optical trap. It comprises a high power cooling
laser split into the cooling, imaging and optical pumping beams and a low
power repumper laser which is combined with the cooling beam and then
split into six channels to address the atomic cloud along all three mutually-
orthogonal axes with propagation in both positive and negative directions.
Frequency shifts necessary to define the type of beam are achieved with the
use of acousto-optic modulators (AOM) with light coupled into the first or-
der diffracted beam – either positive or negative, depending on the required


























Fig. 4.5 Block diagram of the 780 nm laser setup. High-level overview of
the electro-optical system used for frequency selection and stabilisation of
the main experimental laser system. Frequency shifts in the beams due to
the AOMs are colour-coded to correspond with the 87Rb energy level dia-
gram in Figure 4.6. MOPA is the master-oscillator power amplifier, PI is the
proportional-integral feedback controller and LIA is the lock-in amplifier.
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Fig. 4.6 Energy level diagram of the AOM scheme. Frequency shifts from the
MOPA output presented as colour-coded AOM contributions are shown rela-
tive to the energy levels of the first excited state of 87Rb. Intended application
of the final frequency is indicated by the labels on the right.
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4.2.1 External cavity diode laser (ECDL)
Seed light source used across all of our home-built laser systems is a solid state
diode (5.6 mm package) in an external cavity with an angle-tuneable dielectric
interference filter for wavelength selection, giving the spectral width of ∆λ=
0.2nm. Cooling seed and repumper lasers use diodes rated for 780 nm centre
wavelength and the SLM trap laser uses one with 850 nm. Diodes are then
temperature controlled to compensate for the manufacturing discrepancies
and to bring them close to the desired wavelength.
4.2.2 Laser light amplification
In order to effectively deal with the losses incurred in the optical system,
around 2 W to 3 W of power output from the cooling laser is required. To
achieve this, the diode laser output is amplified with the use of a tapered




Fig. 4.7 Schematic diagram of the tapered amplifier operation. Seed laser
input light is coupled to the parallel waveguide, which connects directly to the
tapered semiconductor. Current is applied across the medium and seed light
causes stimulated emission as it travels through the tapered region, producing
an amplified output.
High injection current (∼2 A) applied to the active medium of TA creates a
population imbalance with large number of carriers in the conduction band.
Input of a photon from the seed laser triggers stimulated emission of an identi-
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cal photon from the amplifier, the beam intensity increasing with the distance
travelled along the TA. Tapered geometry of the amplifying medium allows
for a process called gain-guidance, whereby newly created photons seed the
stimulated emission events in a cascade way without spontaneous emission
occurring early in the propagation. Such design reduces the uncontrollable
multimode operation (amplified spontaneous emission) and allows for longer
paths of the beam through the active medium, directly increasing the resulting
amplification. Additionally, front and rear facets of the TA are coated with
highly anti-reflective medium to suppress self-lasing of the amplifier.
TA used in the experiment (Thorlabs TPA780P20, Figure 4.8) comes in a
14-pin butterfly package that protects the chip from the environment and
therefore damage by contamination. Packaging the chip together with the
thermocouple creates a fully controlled, isolated environment resilient against
the external changes (including air conditioning failures, humidity and high
airborne particulate counts). We have found that the packaged TA lifetime is
greatly extended compared to the previous implementation of bare TA chips
in our laboratories. Input of the seed laser is fibre coupled into the waveg-
uide, which is directly bonded to the semiconductor gain medium inside the
package. Such coupling allows for rapid replacement of the TA chip package
in case of failure. TA is connected to the custom control board and the out-
put beam, after passing through the protective optical isolator that prevents
back-reflections into the gain medium, is coupled into the fibre that goes to
the main laser setup.
High failure rate of the TA chips and occasional failure of the seed diode
lasers, led us to the implementation of a modular design in which the amplified
cooling light is delivered to the rest of the optical system via an optical fibre.











Fig. 4.8 MOPA setup with butterfly TA. a, Photograph of the assembled but-
terfly TA system. b, Optical schematic diagram of the TA system layout. The
seed laser is a 780 nm ECDL system.
tion system without the need to realign the remaining part of the experiment.
However, this comes at the cost of reduced cooling power available, due to the
inherent coupling inefficiency.
4.2.3 MOT beams
After frequency selection, stabilisation and merging with repumper, the cool-
ing beam is sent into the 6-way optical fibre splitter with the resulting powers
shown in Table 4.1 – since the polarisations of beams change only slowly over
time, a non-polarisation maintaining (NPM) beamsplitter is used. This allows
us to reach the atomic cloud as a set of counter-propagating beams along the
three, mutually orthogonal axes.
Each of the resulting cooling beams is passed through a custom-made,
cage-mounded beam expander (Figure 4.9), which additionally sets the correct
circular polarisation of the beams to σ+ or σ−, depending on the direction of
light propagation. See Section 3.2.2 for details on the choice of polarisation.
62








Table 4.1 Measured beam powers after the split. Channel refers to the splitter
output numbering. Total power after losses is 103 mW, which amounts to
roughly 50% optical fibre coupling efficiency. The power value reaching the
mot chamber is on the order of 5% of the initial power of the MOT master
laser due to the power losses at all the optical components in the MOT setup
(mostly AOM coupling) and fibre coupling involved.







Fig. 4.9 Cage mounted cooling beam expander. All of the optical components
are mounded on a 60 mm cage system to ensure alignment. The 200 mm lens
used is a plano-convex achromat with the diameter of 2 in. The final quarter
wave-plate imposes desired circular polarisation on the beam.
Optical pump
Optical pumping beam is used to pump the atoms to a correct mF state for mag-
netic trapping. It is derived from the MOPA output beam with the frequency
shift of 46 MHz and delivered to the setup via a separate beam expander, which
imposes the necessary circular polarisation.
4.2.4 852 nm trapping laser
The 852 nm laser system is used, in conjunction with the SLM (Chapter 5),
to form a dipole trapping field for the BEC. The system is built in-house and
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designed as a stand-alone module whose output is coupled to the polarisation
maintaining (PM) fibre. It comprises a 852 nm ECDL (Section 4.2.1) and a
bare TA chip in the standard MOPA configuration. This means that the seed
laser light is directly coupled in free space to the TA and replacement of the
chip requires coupling and power optimisation of the system. AOM placed
inside the system acts as a fast switch for the dipole trap and allows for the
field intensity feedback loop to be implemented. Details of the trapping laser
design and implementation are covered in Chapter 5.
4.2.5 Air quality management and light containment
All of the laser systems are placed in sealed boxes connected to the source of
filtered and dehumidified air, which flows inside the boxes, creating positive
pressure conditions that prevent airborne particulate matter from entering
the system (Figure 4.10). This is especially important in high power TAs, where
a dust particle falling on the output facet of the chip can get burned-in and
cause failure of the system. Such counter-measures extended the lifetime of
sensitive components and proved to be effective even in the case of extreme
air pollution during the Southeast Asian haze events.
Protective boxes are made from cast, 3 mm black acrylic sheets that are
opaque to the near infrared light. This provides an added benefit of containing
the resonant light that can affect the experiment and significantly decrease
lifetime of atomic clouds in vacuum. Restraining the stray light acts as a safety









Fig. 4.10 Image of the laser systems in the experimental setup. Protective
acrylic boxes are visible around the in-house made laser systems. Commer-
cially manufactured ones (Titanium-sapphire tuneable laser, 1064 nm Verdi-
IR, 532 nm Verdi – all from Coherent) have permanent enclosures around
them.
4.3 Imaging
Fluorescence and absorption imaging are the two prevalent techniques avail-
able for observation of atomic clouds trapped in high vacuum. Light resonant
with the 5S1/2(F = 2) → 5P3/2(F = 3) transition of 87Rb is derived from the
main 780 nm MOPA laser. In order to efficiently gather the imaging light that
has interacted with the atoms, an optical system is designed using achromatic
lenses with focal lengths that match the geometry and optical accessibility
of the vacuum setup. After gathering light on the CCD camera chip, data is
sent to a PC for processing and then to MATLAB software for analysis. Optical
setups for both imaging techniques are the same and one is placed on either
side of the vacuum setup (MOT cell and science cell). For this reason, only a




In absorption imaging, a shadow cast by the atoms illuminated with resonant
light is imaged on the camera chip (Figure 4.11). Optical axis of the imaging
system goes through the centre of quadrupole magnetic coils at z = 245mm.
The CCD camera in use is PixelFly qe model with sensor size of 1392×1024 px,




f1 = 150 mm f2 = 100 mm
Fig. 4.11 MOT absorption imaging system. Two lenses in telescope configura-
tion relay the image of atomic cloud to the CCD chip. Achromatic doublets are
used to minimise the influence of aberrations on the image quality. Magnifica-
tion of the system is M = f2/f1 = 0.75 Imaging system on the science cell side has
the same optical design with f1 = 200mm, f2 = 100mm and resulting M = 0.5.
For the purpose of all imaging analysis, z-axis is pointing along the optical axis
of the imaging system and resulting plots are described in the (x, y) plane.
1951 USAF test chart (Edmund Optics) has been used to determine resolv-
ing power of the imaging system. Negative pattern version has been placed
at the MOT cloud position and imaged (Figure 4.12). The smallest resolvable
details in both horizontal and vertical directions are elements 4 in group 5,
corresponding to the distance between two lines of 11.05µm. Correcting for
the magnification of our system, this indicates that one pixel in the image
corresponds to ∼15µm in the object (MOT cloud) plane.
Saturation intensity for the D-2 line of 87Rb with σ±-polarised resonant
light is 1.67 mWcm−2 [84]. For consistency of the atomic number measure-
ments between the runs of experiment, the maximum intensity of the incident
beam, I0, is kept well below the saturation value. For such beam, the inten-






Fig. 4.12 Resolving power of the MOT cell imaging system. a, 1951 USAF ref-
erence pattern. b, Image from the PixelFly CCD camera. c, Smallest resolvable
feature (group 5, element 4).
I = I0e−OD, where optical density OD=σ
∫
n(x, y, z)dz is the absorption cross
section σ (see Equation 4.1 for the resonant zero detuning case) multiplied by
the optical column density n(x, y, z) of the atomic cloud, integrated along the





During the experiment, two images are captured under identical condi-
tions, each with the acquisition time of 100µs – the signal image Isig(x, y) with
atomic cloud present and a background image Ibg(x, y), with 1 s between the
two to allow for the atoms to dissipate. Logarithmic ratio (Equation 4.3) of the
two images can be plotted to obtain spatially varying optical density of the
atomic cloud.





Combining the above equations [86] to obtain total atom number results
in an integral over the (x, y) space, which in the case of a digital image can be
simplified to a summation over all the pixels as in Equation 4.3, where ∆x∆y







To obtain the atom number, summation is performed along x and y axes
separately to obtain two column vectors. Gaussian function is then fitted to
each, to arrive at the atom number (Nx , Ny ) and cloud radius values, (rx , ry ),
which can then be averaged or used separately, depending on the cloud shape
and accuracy of the fitting.
Temperature of atoms [87] can be measured by capturing images of the
atom cloud at different times of flight (TOF) and then fitting the varying cloud
number into Equation 4.4, where σ1,2 are sizes (standard deviations) of the










Neutral atoms with magnetic moment will be acted upon by inhomogeneous
magnetic field [88]. If the energy of Zeeman sub-levels of the atoms increases
with the magnitude |B| of the magnetic field, they can be trapped at the minima
of this field. Magnitudes of the magnetic fields in axial and radial directions can
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be approximated by taking the highest order terms of the multipole polynomial
expansion for a given trap geometry [89], which for two coaxial coils of radius
R and separated by a distance 2A, with the z axis going through the centre of
both coils, is given by








where I is the current passed through the coils and N their number of
turns. Difference by a factor of 2 between Equations 4.5 and 4.6 leads to the
conclusion that quadrupole field is achieved when R = 2A and is given by
Equation 4.7, which can be simplified to dBz/dz = 1.5× I Gcm−1 A−1. Mini-
mum value of the magnetic field is zero at the centre of the trap, which leads
to the issue of spin-flipping (Majorana loss) around the |B| = 0 region. Away










Quadrupole field trap of such geometry was initially suggested by Paul
[90] and used to successfully trap neutral atoms by Migdall et al. in 1985
[91]. Proposed configuration is employed in our experiment with the exact
geometry shown in Figure 4.13.
4.4.2 Magneto-optical trap (MOT)
Inhomogeneous magnetic field generated with the quadrupole coils acts as a





Fig. 4.13 Quadrupole magnetic field coils. Two identical Anti-Helmholtz (cur-
rent I in opposite directions) coaxial coils spaced by 2 times their radius [72]
allow for equal energy depths for both axial and radial directions of the trap.
112 windings of copper wire used for the coils have a square cross-section
(3 mm side) with a 1 mm diameter hole running their centre, which is used for
active cooling with water to prevent excessive heating during the high-current
parts of the experiment (magnetic trapping and evaporative cooling). Opti-
cal access for the cooling beams (•) is shown, together with an approximate
location of the atomic cloud (•).
a magnetic gradient to the cloud will result in a spatially varying Zeeman shift
in the atomic energy levels (Figure 4.14), configured so that atoms see detuned
light at the centre of the trap (B = 0) and resonant light some distance away
from it. Such configuration renders atoms travelling away from the centre
more likely to get excited by an incoming laser beam and pushed back into
the cloud. Circular polarisations of the laser beams are chosen so as to impart
an angular momentum on the atoms, which corresponds to the direction
of Zeeman shift on particular mF states. Opposing circular polarisations of
the counter propagating beams form a polarisation gradient that creates a
symmetric radiation force confining the atomic cloud from all directions.
Under experimental conditions, this allows us to consistently load ∼ 3×109
















F ' = 3
Fig. 4.14 Zeeman shift in the hyperfine states of cooling transition. B-field
gradient induces spatially varying Zeeman shift in the magnetic sub-levels
of 87Rb atoms along the z-axis of the quadrupole coils. Resonant cooling
transition ω0 (•) between the states 5S1/2(F = 2) → 5P3/2(F = 3) is shown
with the counter propagating beams detuned to ω (•), to address the shifted
mF =±1 states. Figure adapted from [50].
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4.4.3 Compensation coils and sub-Doppler cooling
Two-level atom model analysis of the scattering techniques for laser cooling
of 87Rb [50] predicts the lower limit of the cloud temperature to be on the
order of 140µK. This Doppler limit has been surpassed in the standard optical
molasses experiments with the explanation provided by Sisyphus cooling [54],
which takes energy level degeneracies of neutral alkali atoms into account. In
order to cool the atomic cloud to below the Doppler limit (down to ∼20µK)
special conditions for the optical molasses have to be implemented. The
technique is sensitive to the external magnetic fields that can displace the
cloud. Origin of such fields may vary, with the most common ones being the
Earth’s magnetic field, electrical equipment surrounding the experiment and
magnetised elements of the vacuum setup. Compensation coils are positioned
coaxially along the three orthogonal axes in Helmholtz configuration with 1 A
to 3 A current passed through them, allowing for compensation of the fields
on the order of mG.
Procedure for moving into the Sisyphus cooling regime is an iterative one,
alternating between setting the bias fields and realigning the laser beams. The
MOT cloud is loaded, quadrupole field turned off and and the pre-cooled
atoms remain in detuned cooling light field only. At this stage, any external
magnetic fields higher than 100 mG will cause the atomic cloud to dissipate
[92]. Spatial shift of the cloud is inferred from the absorption image and
compensated with the bias fields until there is no significant shift present. The
cooling laser beams are then realigned to regain the initial atom number and
make the cloud symmetric. In the experiment, resulting MOT atomic clouds
reach temperatures of T = 30µK with atom number Nx = 6×108 on average.
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4.5 Magnetic trap and transport
Quadrupole field used in the MOT stage of experiment is too weak to trap the
atoms by itself and therefore the atoms have to be transferred into a magnetic
trap for transport along the motorised stage. Procedure can be broken down
into three stages: compressing the MOT cloud (CMOT) followed by optical
pumping and loading into the magnetic trap [93]. Zeeman shift increases
with the gradient of the magnetic field applied and this can manifest as an
energy increase for any atoms that offset from the centre of the trap. Therefore,
the compressed MOT step is designed to mode-match the cloud to the shape
of the cloud after release from MOT and thereby minimise heating during
magnetic trapping and transfer.
To achieve the CMOT, cooling laser is detuned further to the red end of
the spectrum by ∼ 50MHz and intensity of the repumper light is reduced to
the µW regime. This minimises photon scattering by the atoms and reduces
population of the upper ground F = 2 state. Magnetic field in the quadrupole
coils is then ramped up to 25 A in the span of 2 ms which traps atoms in the
field minimum.
Further, atomic gas has to be spin polarised by an optical pump field [94]
in order to prepare the atoms in the mF =−1 state for magnetic trapping. To
achieve this, σ+ circularly-polarised light is sent down the beam expander
along the axis perpendicular to the quadrupole coils axis for 200µs. With the
cooling light switched off, this causes atoms to populate the lower ground
state F = 1, which in turn leads to the ∼ 50% efficiency of trapping (contrary to
the intuitive 1/3 arising from the triple magnetic degeneracy of the F = 1 state)
given appropriate polarisations of the initial MOT cooling beams.
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Current in the quadrupole coils is now ramped up to 90 A and the atoms
are tightly confined in the magnetic trap, with the lifetimes depicted in Figure
4.15. Once in the magnetic trap, compressed atomic cloud is ready for trans-
portation to the science cell, performed with run-to-run efficiency of ∼ 60%
(measure of how many atoms are successfully from the MOT to the science
cell).
Dispenser ON, τ = 2.4 s
Dispenser OFF, τ = 5.1 s













Fig. 4.15 Trapped atoms lifetimes in the transport coils magnetic trap. Mea-
surements are taken in the stationary MOT cell (no transport) while trapping
atoms in the quadrupole coils, with 87Rb dispenser in either ON (•) or OFF (•)
state. Lifetimes achieved are τON = 2.4s and τOFF = 5.1s, at cloud temperatures
of TON = 87µK and TOFF = 71µK, respectively. Cloud is held in the magnetic
field and trapped atom number Nx is recorded at various times. Difference in
lifetimes and temperatures between the dispenser states arises from increased
background pressure of 87Rb atoms in the ON state, which ejects atoms from
the trap and increases the temperature of remaining ones in the process. We
can conclude from these data that it is desirable to load the MOT with the
dispenser ON (high rubidium background pressure) and to turn the dispenser
OFF for the duration of transport to the science cell (increased lifetime).
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4.6 Secondary magnetic coils
In order to produce high field gradients necessary for magnetic evaporative
cooling a second set of permanent coils (Figure 4.16) is introduced on the
science side of experiment in the same anti-Helmholtz configuration, in order
to form a quadrupole magnetic trap around the science cell. Close proximity
to the vacuum system, reduced radius and tighter winding of the coils permits
to achieve field gradients of 260 Gcm−1 within the glass cell. Additionally, such
design allows to move the bulky primary transport coils away from the science
cell to facilitate optical access to the experiment.
Fig. 4.16 Secondary quadrupole coils holders. Machined from aluminium,
holders fit 40 windings of 2× 2mm square cross-section copper wire. Two
holes on the side are input and output ports for the water cooling – water is
actively pumped along the bores inside the holders during the experiment to
prevent them from overheating due to high currents.
After transportation, current in the secondary coils is ramped up from
50 A to 70 A while simultaneously reducing current in transport coils in order
to adiabatically convey atomic cloud between the magnetic traps. Vacuum
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conditions in the science cell allow for a lifetime of 55 s (Figure 4.17) during
purely magnetic trapping of the cloud.
τ = 55.2 s
T = 104 μK











Fig. 4.17 Lifetime of atomic cloud in the secondary coils quadrupole mag-
netic trap. Measurements are taken in science cell while trapping atoms
in the secondary quadrupole coils. Cloud is held in the magnetic field and
trapped atom number Nx is recorded at various times. After fitting an expo-
nential decay curve to the data, lifetime value is extracted, τ= 55s at the cloud
temperature of T = 104µK. Five measurements are taken per data point (•)
to compensate for the atom number fluctuations between the experimental
runs and 95% prediction confidence bands (•) are plotted alongside the fitted
model.
4.7 Evaporative cooling
In order to prepare atoms for Bose-Einstein condensation, phase-space density
of the cloud has to be increased beyond the values achievable with laser
cooling. Trap depth defines minimal energy that an atom has to possess to
escape the confinement. Evaporative cooling technique is based on gradual
reduction of the trap depth, thereby allowing the most energetic atoms to
escape, leaving the cloud to re-thermalise at a lower mean temperature. Atoms
with higher energies tend to take trajectories that bring them away into higher
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B-field regions, leaving atoms with lowest energies at the centre of the trap. RF
field is applied uniformly across the trap to induce a spin flip on high energy
atoms, changing their mF state and therefore forcibly removing them from the
effect of magnetic field.
Evaporation of atoms requires tight confinement in a stable trap with op-
tical traps providing tighter confinement but small trapping volumes and
magnetic traps being able to handle large volumes but with compromised sta-
bility around the zero-field region (Majorana losses) [95]. In order to avoid the
weaknesses of either trap, the process is performed twice – first, the cloud is RF
evaporated in secondary coils magnetic trap until Majorana losses become sig-
nificant and later, after reaching sufficiently high phase-space density and low
temperature, the cloud is loaded into a crossed-beam optical dipole trap for
final evaporation to the BEC [76]. During the initial evaporation in quadrupole
field, RF sweep of 25 MHz to 5 MHz is performed at a rate of 3 MHzs−1 (Figure
4.18) to achieve the temperature of 15µK at an atom number of 2×106.
Non-zero magnetic field Ioffe trap configuration has been considered for
experiment and modelled, however could not be implemented due to space
constraints around the science cell.
4.7.1 Crossed-beam dipole trap
As a final cooling step to reach quantum degeneracy, we employ the crossed-
beam dipole trap geometry, described in Chapter 3.
As an input we use a red-detuned, 1064 nm beam from the Verdi-IR laser
providing 25 W of power (see Figure 4.19 for the schematic of the setup and
Figure 4.20 for the real image of the setup), which can be controlled via the half-
wave plate by dumping unnecessary power into the cooling grill – especially















Fig. 4.18 Atom number against final ramp frequency. Comparison of atom
number in the trap for different RF evaporation rates. We can see that the
3 MHzs−1 evaporation rate (•) leaves the least number of atoms but allows the
cloud to get coldest (18µK). In the experiment, final ramp frequency used is
5 MHz. Absolute experimental error of 10% not shown in the graph due to the
high density of data points.
power would cause significant difficulties and pose as risk to the operator.
The two resultant beams cross in the x-y plane inside the science cell at an
angle θ∼80° (see the inset of Figure 4.19) and at the minimum of quadrupole
field generated by the secondary magnetic coils. The most optimal angle for
evaporative cooling would be 90°, however the setup is limited by the close
proximity of secondary magnetic coils to the science cell, which restricts the
angle of incidence.
Atoms are transferred to the all-optical dipole trap by turning on the
1064 nm laser and then slowly (2 s) ramping down the magnetic field in sec-
ondary coils. We have performed experiments with trapping of the atoms in
individual dipole beams (first, one beam is turned on and atoms are trapped
and then the same procedure is performed for the second beam) before co-
inciding them to obtain a crossed dipole trap, with the final trapped atom




























Fig. 4.19 Schematic of the cross-beam dipole trap setup. a, 1064 nm laser
beam from the Verdi-IR laser is split into two arms, whose frequencies
(±80MHz) are separately controlled by the AOMs in order to reduce inter-
ference effects in the trap. b, The two resultant beams are then steered with
the mirrors to cross inside the science cell at the location of atomic cloud. All





Fig. 4.20 Image of the cross-beam dipole trap experimental setup. Paths of
the beams from 1064 nm Verdi-IR (on the left) are drawn (•) over the picture.
The beam path is split two times at the PBSs – firstly with variable proportion
into the beam dump, for power control, and then 50/50 to define two arms of
the cross-beam dipole trap. Arrow represents direction of beams propagation
after the AOMs. Beams in their final part are reflected into the science cell area






Fig. 4.21 Cross-beam dipole trap loaded with atoms. Images taken with a
CCD positioned in plane defined by the two dipole beams (absorption imaging
done along the axis defined by the opening of the secondary magnetic coils).
a, b, Absorption images of the atoms trapped in left and right arms (see inset
of Figure 4.19 for the view) of the trap, respectively. c, Arms of the trap crossed
with high density of atoms visible in the middle.
4.7.2 Forced evaporation to BEC
In order to achieve BEC, the optical trap has to be ramped down in a non-linear
sequence of frequencies. This is accomplished by attaching modulating elec-
tronics to the AOMs (shown in the Figure 4.19). A fraction with small intensity
is separated from the beams after the AOM and coupled to a photodiode and
then the signal is passed to an in-house designed Arduino PID controller. Sig-
nals from both of the dipole laser beams are controlled by the same controller,
programmed to ensure exactly the same frequency output in both beams –
this is to prevent the loss of atoms from asynchronous potential change across
the trap. PID imposes a desired amplitude modulation of the signal, that is
then passed to the voltage controlled oscillator (VCO) of the AOM controller
boxes (design and manufacture in-house). In our setup, the sequence of fre-
quencies can be programmed easily using the Arduino interface. Usually, final
optical evaporation down do the BEC is performed by applying an exponential
ramp from full power (∼5 W) down by three orders of magnitude (∼5 mW) over
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around (5 s) [96, 97]. We anticipate to simplify the process by applying a series
of three linear ramps that approximate the exponential decay.
4.8 Conclusion
This chapter has outlined the full experimental path towards the realisation
of a quantum degenerate gas of 87Rb. The cooling process is performed start-
ing with a resistively evaporated dilute rubidium gas that is first trapped and
cooled in a MOT, then transformed into optical molasses, trapped and com-
pressed in a strong, quadrupole magnetic trap and transported by magnetic
field on a translational stage, across the setup, via a differential pumping tube
to the low pressure science cell, where the experiments can be performed.
The cloud is transferred to secondary magnetic coils with much higher field
gradient and then evaporated in the magnetic trap. After that, a pair of strong,
crossed dipole laser beams is turned on to trap the atoms and force evaporate
them by reducing the optical potential down to the Bose-Einstein condensate.
All of the above steps have been realised in our laboratory and we are
now at the stage of optimising the setup to realise the final stage of forced
evaporation in the optical crossed beam trap to observe our first BEC. Such
prepared atoms can then be trapped in functional optical potentials that can
exploit the quantum degeneracy and superfluidity of the BEC in order to realise
practical atomtronic devices. The next chapter shows experimental generation






Fully tailored dipole optical potentials for trapping atoms, with closely con-
trolled parameters are essential to the realisation of modern atomtronic de-
vices. Light can be spatially shaped using spatial light modulators (SLM) and
digital micromirror devices (DMD) to produce such potentials in both static
and dynamic domains. The optical potentials obtained can be used to trap
the Bose Einstein condensates (BEC) of 87Rb atoms in later stages of the ex-
periment.
The following chapter presents experimental realisation of such optical po-
tentials and analysis of the results is outlined. We will start with a description
of a general setup for the reflective light modulators (Figure 5.1), which in-
cludes the laser light source (Section 5.2), the modulator doubling as a mirror






Fig. 5.1 Shaping the light. Light from the laser source is reflected from the
active area of a light modulator into the imaging system (CCD camera).
5.2 Light source
Light from the seed laser diode (852.042 nm at 104.83 mA) enters the tapered
amplifier chip (TA-0850-1500 from DILAS) in the MOPA configuration (Figure
5.2) to produce effective output power of ∼1.2 W at 3 A. Full power characteris-
tic of the TA setup is plotted in the Figure 5.3. Amplified light is then passed
through the AOM (852 nm at 100 MHz, coupling efficiency ∼75 %) and the
+1 diffracted order is coupled into the polarisation-maintaining (PM) optical
fibre (coupling efficiency ∼55 %) leading to the SLM light shaping board. If
the light is coupled properly into the fibre, orthogonal polarisation modes will
travel independently, with different phase velocities. However, if the coupling
is mismatched, the same wave will travel at different phase velocities with,
in extreme cases, crosstalk between the horizontal and vertical polarisation
modes, which leads to elliptical polarisation. For this reason, the PM fibres
need careful alignment. The 5 m length of our fibre required to reach the
experiment amplifies this effect, resulting in substantial output intensity drifts.
To optimise the alignment, a technique suggested by Hudson lab (UCLA) has
been implemented – a periodic ramp is applied to the laser that is being cou-
pled to the fibre, leading to temporal variation in the phase delay between the
orthogonal polarisations. Output signal is measured at the other end of the
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fibre with a photodiode. For a perfectly aligned fibre, changing phase delay will
cause no change in the polarisation. Polarisation fluctuation is thus converted
into intensity fluctuation at the output with the use of half-wave plate and is
iteratively minimised by changing the input polarisation. For details of the
procedure, see [98]. In addition to the PM properties described above, the
fibre acts as an aperture, cleaning the irregular beam profile from the TA and
leading to a near-Gaussian intensity cross-section of the 852 nm light source













Fig. 5.2 Red detuned trap laser source. Light from the seed laser is amplified
by the TA chip, frequency modulated by the AOM and coupled into the PM
fibre with the polarisation precisely adjusted by the last λ/2 waveplate.
5.3 Spatial light modulator (SLM)
SLM used in the experiment is the reflective type, liquid crystal on silicone
(LCoS) modulator manufactured by Holoeye (PLUTO NIR II) and optimised for
the wavelength range of 700 to 1000 nm. Its active area can be addressed as a


















Fig. 5.3 TA output power as a function of current to the chip. Output power
measured after the Faraday isolator. Peak power ∼1.2 W at 3 A.
(a)
(b)
Fig. 5.4 Active area of the PLUTO SLM. a, Dimensions of the addressable area
are 15.36 mm × 8.64 mm, with 1920×1080 px resolution, 8µm pixel size and
87 % fill factor. The refresh rate of individual pixels is 60 Hz at an 8-bit phase
depth (256 addressable grey levels). b, Exploded-view assembly of the SLM.
Electric field that controls liquid crystals is created between the transparent
electrode and the reflective CMOS. Both images from Holoeye AG [99].
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5.3.1 Phase modulation
Liquid crystals (LC) contain elongated molecules that exhibit uniaxial birefrin-
gence (refractive index is dependent upon the orientation of the molecule).
In a nematic LC the molecules are distributed randomly but they retain a
long-range (thread-like) order [100]. PLUTO SLM is of the parallel aligned ne-
matic (PAN) type which means that the individual LC molecules are arranged
parallel to the cell walls. As the linearly polarised light travels through the cell
parallel to the principal refractive index of the LC molecules, no modulation of
polarisation occurs.
LC cell is inserted between the electrical plates parallel to the axis of the
crystal molecules. Orientation of the molecules is altered when electric field
is applied to them, which changes the cell’s response to the polarised light
– molecules tilt in the direction of the propagation of light, which changes
the effective refractive index that the light is subject to without altering its
polarisation [101]. Because of this, PLUTO SLM is a phase only modulator,
which means that it can only impose a phase shift on the incident waveform
without any intensity modulation.
Tilt of the molecules, and therefore the refractive index of the cell, depends
on the strength of the electric field applied and can therefore be precisely
controlled by applying voltage between the individual pixels on the CMOS
array and the transparent electrode (see Figure 5.4b). The phase shift response
of the SLM is linked directly to the momentary value of the refractive index of
the pixels. Rise time of the LC molecules per cycle depends on the particular
grey level with which the pixel is addressed and decay time is on the order of
milliseconds. Reflective type of the SLM with the CMOS chip behind the LC
cell ensures high fill factor (electronics placed behind the pixels) and lack of
obstruction of the illumination. The SLM is addressed via a green channel of
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the standard DVI interface from an external PC in a double display configura-
tion. Such connection provides an 8-bit addressing capability (i.e. 256 discrete
voltage values), which translates to 256 grey levels on the monochrome SLM
display.
The PLUTO SLM specifically allows for a digital addressing scheme, in
which all the pixels of the display are refreshed at the same time. This fea-
ture enables programmable flexibility of the display driver but introduces a
phase flicker on the order of multiples of addressing frequency (60 Hz) [102].
This flicker is due to the restricted viscosity of LC, which causes only partial
response to any given E-field signal. For our SLM model, this leads to temporal
variation of phase level on the order of 8 to 9 % peak-to-peak value at 850 nm.
5.3.2 Calibration of the SLM
Ideally, the refractive index is linearly proportional to the dynamic range of
the LC (voltage applied). However, due to the imperfections of the system
it follows a power law curve, whose shape depends on the implementation
and the wavelength of light. To ensure linear response, an opposite gamma
correction curve is provided in the form of a look-up table. The gamma curve
is obtained experimentally by means of an in situ interferometry with the
correct laser source (setup in Figure 5.5).
SLM active area is divided in half, with one side kept at the constant grey
level value of 255 and the other addressed with 256 different values in se-
quence (255 to 0). Two laser beams are interfered with a f = 150mm lens after
reflecting from either side of the SLM, and the pattern for each pair of grey
level values is then imaged with a 10×microscope objective lens onto a CCD
camera as shown in Figure 5.6a. Phase difference ∆φ between beams depends
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f = 150 mm
Fig. 5.5 Calibration of the SLM. Light from the laser source is cleaned to pro-
duce a Gaussian profile and split into two beams on an opaque, 3D printed
mask. Beams are then reflected from the two halves of the SLM, each ad-
dressed with a different grey level, and interfered on the surface of a CCD
camera with a f = 150mm lens.
on the shade of grey on the individual SLM halves and leads to the spatial




Phase shift can be visualised by slicing the images and stacking them
together as shown in Figure 5.6b, to form an image stack. To extract greyscale
dependence in the form of a graph, intensity maxima of the fringes are found
and followed as the phase difference between beams changes. Using the
fringe period g with with the Equation 5.1, absolute values of the phase shift
(expressed in the number of π) are mapped to each of the grey levels. In order
to reduce the measurement errors and produce an accurately matching curve
for the look-up table, generated data points are fitted into the polynomial of
the order that satisfies the error criterion (in our case 15th order) and plotted
to obtain a gamma curve (Figure 5.7).
The phase flickering issue described above can be mitigated by driving the
SLM with lower voltages, to achieve a faster response time to a lower E-field.
This results in phase depth reduction by limiting the dynamic range of LC
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Fig. 5.6 Shift of the interference pattern. a, Interference pattern with both
sides of the SLM having 255 grey level value. b, Images for values varying from
0 to 255 are sliced and stacked together to visualise phase shift dependence on
the grey value of SLM. Dashed lines (•) indicate the centre fringe of the first
image and its corresponding position in the first, unshifted image slice in the
stack.
Fitted polynomial
Data from image stack














Fig. 5.7 Gamma curve of the PLUTO SLM. At 852 nm, maximum phase shift
that can be produced is 2.5π. Data points obtained from the image stack (•),
shown in Figure 5.6 b, are fitted into a 15th order polynomial to obtain a gamma
curve (•) for the SLM device calibration.
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cell, effectively using only a section of the gamma curve and a fraction of the
maximum phase shift.
5.4 Computer generated holograms (CGH)
Once calibrated for a particular wavelength, the SLM is ready for shaping
incoming Gaussian beam into optical potential of arbitrary geometry. In order
to achieve that, it needs to be addressed with a pixelated array of grayscale
values, called a computer generated hologram (CGH), which will impose a
discrete phase distribution on the incoming, collimated beam. This distribu-
tion will produce a desired intensity pattern once the beam is propagated to
the trapping plane by the imaging system [103]. Such holograms are not com-
putable analytically for anything but the simplest intensity profiles. Therefore,
finding out a CGH is a numerical problem [104] that involves making an initial
guess of the hologram, virtual propagation of the waveform through an optical
system and comparing the generated output with the desired optical poten-
tial, iteratively minimising discrepancy between the two with small changes
to the hologram at each step. Propagation of a beam through the system is
accomplished with the Fourier transform and therefore this class of solutions
is referred to as iterative Fourier transform algorithms (IFTA).
5.4.1 Iterative Fourier transform algorithm
One example of an IFTA is Gerchberg-Saxton (GS) algorithm proposed in
1972, which is based on the idea that the error between the desired intensity
pattern at the focal plane I0(x ′, y ′) and the one estimated by the algorithm
If(x
′, y ′) must decrease with the number of iterations performed [105]. Once
the error stagnates, a kinoform (in this case a hologram) is extracted in the
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form of rasterised greyscale array. Root mean square error (RMSE) averaged
over the measure region (MR) and used to evaluate progress of the loop is








If(x ′, y ′)− I0(x ′, y ′)
]2
I0(x ′, y ′)2
(5.2)
where NMR is the number of pixels in the measured region [106]. In order to
accelerate the convergence of IFTA, an initial phase guess φ0(x, y) is provided
at the first step of the loop. The phase guess is an inverse propagation of a
particular distribution that has the intensity envelope which is overlapping the
target intensity distribution [107]. At the SLM, this initial phase is imprinted on
an incident Gaussian profile A0(x, y) to produce an input waveform Ein(x, y)=
|A0|exp[iφ0], which is then propagated to the focal plane by means of a Fourier
transform
Ef(x
′, y ′)=F {Ein(x, y)} (5.3)
Resultant intensity distribution If(x
′, y ′) = |Ef|2 is then mixed with the
desired one I0(x ′, y ′) according to the proportionality parameter, m, to obtain
a new field, T = If+mI0, from which the wavefront is extracted and propagated
back to the SLM plane by an inverse Fourier transform [108]. Proportionality
parameter is obtained numerically by looping over all the possible values, and
depends strictly on the specific geometry and the accuracy of the initial phase
guess. In the case of a ring lattice it is taken to be m = 0.42
During subsequent iterations of the algorithm loop (Figure 5.8), error
between the two intensity distributions is calculated after the mixing step at
the SLM plane and if the figure of merit, η, decreases compared to previous
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iteration, the loop continues. Once η stagnates within the error bounds set
for the experiment, the kinoform is extracted after propagating back to the
SLM plane and it is used as a next starting phase guess that is imprinted on

















Focal Plane (FP)SLM Plane
Iterative steps
Fig. 5.8 Iterative Fourier transform algorithm. Initial phase guess corre-
sponds to φ0(x, y), input field is Ein(x, y), output field Ef(x
′, y ′) and RMSE
is equivalent to η. Propagation between the SLM and focal plane is accom-
plished with a Fourier transformF and its inverse, respectively. The iterative
steps of the loop continue until the RMSE reaches pre-defined error bounds.
After stagnation of RMSE, the waveform is propagated back to the SLM plane
and phase information is extracted to generate a kinoform.
5.4.2 Mixed-region amplitude freedom algorithm
Since the cloud of cold atoms is spatially localised, only a small region of
the focal plane needs to be filled with a controlled optical potential. This
leads to the possibility of relaxing the conditions outside the region of interest
and leading to faster and more accurate convergence of the algorithm. This
class of improvement of IFTA is called a Mixed-region amplitude freedom
(MRAF) and was first introduced by Pasienski and DeMarco in 2008 [106].
The region of interest is called the signal region (SR) and is characterised by
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freedom of both amplitude and phase. Rest of the output plane is treated
as a noise region (NR) with freedom of phase only and zero total intensity.
By relaxing the parameters in one of the subsets of the output plane, the
algorithm converges more efficiently in the SR, while being less accurate in
the NR. Mixing parameter, m, is extended in the MRAF algorithm to control
the SR (m) and NR (1−m) ratio.
In order to fully characterise quality of the optical potentials generated
by MRAF, two additional parameters are introduced apart from the error η –











where H is the mean curvature between target and prediction intensity pro-
files. Measure region (MR) in the case of the MRAF algorithm quantification is
taken to be the SR. Roughness allows to quantify the unwanted artefacts be-
tween the desired I0 and predicted If intensities in the MR and gives an insight
into the amount of heating that the supercurrent of degenerate cold atomic
gas will experience from the trap. It has been estimated that to achieve a per-
sistent flow of Bose-Einstein condensate in a toroidal optical trap, roughness
not exceeding 10% RMS error is required [43]. Additionally, [40] has shown
that optical traps with 5% RMS error are generally suitable for cold-atomic
applications. In our experiment, we are able to consistently achieve errors of
4.5% RMS and less, which is in line with the reported required values.
ξ=
∑
(x ′,y ′)∈SR If∑
(x ′,y ′) If
(5.5)
Efficiency (ξ) is the ratio of intensities in the signal region to the whole
output plane and gives an estimate of power loss into the noise region.
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The results of MRAF algorithm [108], as compared to the standard GS
algorithm, based on the three figure of merit parameters with sufficiently large
mixing parameter (m > 0.3) are improved, irrespective of the geometry of the
desired intensity pattern.
5.4.3 MRAF modifications
Giving up control of the noise region in MRAF leads to more accurate con-
vergence of the algorithm but can also cause problems in the experimental
realisation of the trap, such as inefficient loading of atoms or inadvertent load-
ing into unwanted regions [103]. These issues were realised and addressed
by Gaunt in 2012, who came up with an improvement called offset-MRAF
(OMRAF) algorithm. Instead of treating whole region directly outside of the
target intensity pattern as NR, the SR is defined together with the surrounding
background that acts as a canvas upon which the desired geometry is defined.
The issue with extending the zero-intensity region in standard MRAF is cre-
ation of optical vortices – phase winding around a zero intensity point leads
to permanent local minima which are stagnant in further iterations and lead
to inaccurate potentials. OMRAF solves that problem by offsetting the whole
region of zero potential within SR by a uniform small intensity value. That way,
the trapping region can be optimised for particular application and atomic
cloud size without compromising the trap quality.
Further, [103] has suggested an improvement over the erroneous paraxial
approximation, assumed in previous works (including MRAF), that led to dis-
crepancies between experimentally realised potentials and the ones predicted
as an output of the algorithm, due to inherent aberrations of the optical sys-
tem. This is solved by replacing the Fourier propagation of the wavefront with
the full Helmholtz equation for light propagation and results in consistent
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improvements of the RMS error. Such full Helmholtz propagatorP can be
implemented at the SLM plane by multiplying the waveform by a forward








where x and y are coordinates of the SLM plane, with f being the Fourier
transform lens focal length andλ the laser wavelength. Similarly, the backward





1−λ2(x ′2+ y ′2)
]
(5.7)
where the only difference is the coordinate system change (x ′ and y ′ are
the coordinates of the imaging plane).
According to Nyquist-Shannon sampling theorem [109], the input signal
(SLM kinoform) should be periodically sampled at 2× the highest desired
frequency. Since our spot size is limited by a single pixel of the SLM, it sets the
desired frequency and leads to non-physical sampling of 1/2 pixel. In practice,
the Nyquist condition is met by padding the virtual SLM plane with additional
pixels of zero value up to the size of 2X ×2Y where X and Y are the number of
physical SLM pixels in x and y directions respectively. This procedure results
in effective control of maximally 25% of the physical trapping plane.
5.4.4 CGH examples and analysis
MRAF algorithm with all the modifications described above is implemented in
our experiment as a MATLAB code that outputs CGH in the form of a kinoform
that is sent to the SLM active area (Figure 5.9). Target intensity profile is a
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ring of radius r and gaussian cross-section along the rim with the FWHM of
(2
p








Fig. 5.9 Example of a rasterised kinoform. Applied to the 1920×1080 px active
area of an SLM, this greyscale kinoform produces a ring structure, as shown in
Figure 5.12a.
Additionally, predicted intensity distribution image is derived from the
MRAF algorithm after backward propagation to the focal plane and saved as a
bitmap (Figure 5.10b) which can later be compared to the experimental result.
b ca
Fig. 5.10 Comparison of target and predicted intensity distributions. a,
Bitmap visualisation of the target intensity distribution of a ring with Gaus-
sian cross-section along the rim. b, MRAF algorithm prediction of the output
intensity profile in the image plane. Noise region visible as fluctuations of
the intensity in the potential background outside of the ring structure (signal
region). c, 3D model of the MRAF algorithm prediction in the image plane.
Intensity is normalised to the rim of the ring.
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In order to compute RMSE error η between the desired and predicted
intensity distributions for a particular iteration of the algorithm, difference in
intensities in the signal region is first calculated for individual, corresponding
pixels in the signal region (illustrated in the form of a bitmap in Figure 5.11a).
The differences are then summed over all the SR pixels and error η is calculated
according to Equation 5.2 for each data point in Figure 5.11b. Error evolution
derived from the graph provides insight into the number of iterations required
to obtain a potential of a given smoothness. It can be seen that the standard
deviation of the predicted image from the target one in the MR is less than 2 %.
(a)
Avearaged intensity error








Fig. 5.11 Error evolution between the desired and predicted intensity distri-
butions during consecutive iterations of the MRAF algorithm. a, Individual
pixel difference in intensities in the signal region only. b, Intensity error η
averaged over all the pixels in the signal region changing with iterations of
the algorithm. Error values represent a standard deviation of between the
target and predicted intensity distributions. After the initial bump, the error
stabilises around 40th iteration and then stagnates. Performing the algorithm
for additional 50 iterations (up to the total of 100) brought no improvement in
the error.
Applying the kinoform from Figure 5.9 to the active area of SLM and illumi-
nating it with a Gaussian beam in a simple configuration shown in Figure 5.1
yields a ring structure on the CCD camera as shown in Figure 5.12a. High in-
tensity artefact in the centre of the ring is a zero-order mode, resulting from an
imperfect diffraction of an incoming Gaussian beam into higher order modes.
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Its magnitude is dependent on inherent inefficiencies in diffraction of the
LCoS display, due to the filling factor of 87%, and is considered to be a power
loss. In order to prevent atom loading into the artefact it has to be suppressed.
To achieve that, an annular aperture obstruction target (Thorlabs R1DF100) in
the form of an opaque dot of 100µm diameter etched onto a glass substrate
(pinhole diameter – 1 mm) is placed at the focal point of f = 200mm imaging
lens. Roughness of the intensity profile is measured along the rim of the ring
(Figure 5.12b) to give the value of 4.5% RMS. To achieve persistent flow of a
Bose-Einstein condensate in a toroidal trap the roughness of the continuous
ring potential should not exceed ∼ 5% RMS error between prediction and
the actual intensity profile. This is consistent with the previous experimental
results, where persistent currents of BECs on the order of minutes have been
achieved in similar geometries (e.g. [43]).
(a)
(b)
Fig. 5.12 CCD readout of the ring generated by PLUTO SLM. a, High intensity
zero-order mode visible in the centre of the ring. b, Azimuthal intensity rough-
ness measured along the rim of the ring. The arising intensity error (RMS) is
measured to be 4.5%. Arbitrary unit of intensity value is plotted on the x-axis,
dependent on the value individual pixel signal collected at the CCD.
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5.5 Light modulation setup
The setup for implementation of generated CGHs at the surface of SLM is an
elaboration on the basic principle shown in Figure 5.1. The setup consists
of three distinct parts: beam preparation, light modulation at the SLM and
delivery to the experiment (Figure 5.13). Additionally, peripheral optical paths
are included for real-time, shaped beam analysis and in situ imaging of the
trapped atoms. The following subsections refer to the distinct setup parts, as
highlighted by the dashed lines in Figure 5.13.
5.5.1 Beam preparation
Light from the 852 nm laser system is delivered via a PM fibre to the light
shaping setup. Fibre, acting as a pinhole, serves to clean up the beam and
provide at its output a beam of Gaussian intensity profile – assumed at an
input plane of the SLM by MRAF algorithm. Beam intensity is then adjusted
by a half-wave plate in series with a polarising beamsplitter (PBS) depending
on the desired optical trap depth at the trapping plane. Final half-wave plate
in this section allows for rotation of the polarisation to match it to the liquid
crystals of the SLM. An iris allows for control of the filling factor of the SLM.
After preparation, the beam is reflected from the active surface of the SLM with
kinoform applied, and then divided at the 90/10 PBS with the higher power
(90%) path going to the atom coupling section and lower power (10%) retained
for real time analysis of trap geometry.
5.5.2 Output analysis
After modulation at the SLM, beam is imaged with a f = 200mm lens, with an
annular obstruction target at its focus and relayed to the CCD sensor by a 10×
100





























f = 200 mm
f = 200 mm
f = 75 mm
Fig. 5.13 Optical path of the light modulation setup. All of the imaging lenses
are achromatic doublets. Example ring intensity profile in the trapping plane
is a predicted output of the MRAF algorithm, as in Figure 5.10b. Functional
sections of the setup are segregated with dashed lines. Atom coupling section
of the setup folds 90° at the steering mirrors, so that the trapping plane normal





Fig. 5.14 Images of the experimental setup for light modulation. a, Custom
made board that hosts the main part of the light shaping setup. SLM control
box visible on the right. Resultant beam is passed through the hole in the
board visible at the top. b, Head-on view at the atom-coupling part of the
experiment. Light shaping board with the hole visible at the top. Microscope
objective is placed at a close proximity to the science cell to ensure that the
trapping plane (at the working distance of objective) is coincident with the
principal axis of the secondary magnetic coils.
microscope objective. Output is recorded using a monochromatic PointGrey
Flea3 (FL3-GE-13S2M-C) CCD camera with the sensor size of 1288×964 px
and update rate of 31 FPS. Data is sent over an ethernet connection to the PC,
acquired and analysed with a MATLAB script that extends our MRAF algorithm
to produce images as in Figure 5.12a.
5.5.3 Intensity stabilisation
Even a well coupled PM fibre is subject to temperature fluctuations, which
translate to intensity variations in the trapping plane. In order to achieve
temporal stability of the trap depth, 852 nm laser intensity needs to be sta-
bilised. To this end, an additional beam path is separated from the in-situ
imaging section and transferred to a photodiode, which averages the intensity
fluctuation and sends the signal to the 852 nm AOM (Figure 5.2) controller to
superimpose equal and opposite modulation at the laser setup, before fibre
coupling.
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Further methods to optimise the optical potentials real time are described
in the following Section 5.6.
5.5.4 Atom coupling
4 f imaging technique is used for imaging the higher power part of the beam
after SLM modulation. Different focal lengths of the imaging lenses (200 mm
and 75 mm) additionally help to resize the beam to fit the input aperture of
the objective. The beam is transmitted through a narrow-line 801 nm dichroic
beamsplitter (Semrock) which is used to reflect the 780 nm resonant light
from atomic cloud into the CCD camera during imaging stage. Mitutoyo M
Plan Apo NIR 50× series microscope objective is used to focus the optical
potential down to the beam waist of ∼ 60µm at the working distance of 17 mm
(numerical aperture 0.42).
5.5.5 In-situ imaging
In order to image atoms in the optical trap, resonant light is shone from the side
to induce fluorescence of the cloud. Scattered 780 nm light is then collected
by the microscope objective, reflected from a dichroic mirror and gathered at
the CCD chip of the camera (see Atom coupling section of the Figure 5.13).
In order to calibrate the imaging setup, we have placed the resolution target
in the trapping plane (after shifting the setup away from the science cell) and
imaged the toroidal trap superimposed on it (Figure 5.15). As before, 1951
USAF test chart (Edmund Optics) was used. Numerical analysis of the images






Figure 6.9: (a) The experimental setup used to examine the atom potential. A mirror or a reflective calibration
plate was placed at the focal plane of the 50x Objective. The calibration slide (b) with 200 µm center and the
atom potential were imaged using same experimental setup. The magnified image (c) shows the two trapping
potentials formed at the CCD camera due to the finite thickness of the dichroic mirror. This also shows the radius
of the atom potential of about 12 µm.
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(a) (b)
Fig. 5.15 Images of t e ring potential in the science cell trapping plane. a,
False colour image showing the t ap intensity distribution. The ring is visible
as double due to the reflection of the image from back and front facets of
the thin glass plate used instead of the dichroic mirror (since both trapping
potential and imaging are achieved with the same wavelength). Comparing
the ring to the scale bar, we can deduce the diameter to be 12µm. b, Rings
visible on the resolution target background.
5.6 Improvement of the optical potential
Due to the inherent imperfections in optics of the setup and its alignment,
the resultant optical potential differs from the MRAF algorithm prediction,
as exemplified by the intensity roughness plot in Figure 5.12b. In order to
achieve higher control over the final trap smoothness and shape, we need to
incorporate real potential images into the algorithm loop.
5.6.1 Live feedback loop MRAF
We implemented an live feedback loop modification to the MRAF algorithm,
whereby a real CCD image of the potential, instead of Helmholtz propagatorP ,
is used to evaluate progress of the algorithm. The method that we developed is
similar to the one put forward by Bruce et al. [110], but invokes a full-fledged,
modified MRAF at each iteration and is also optimised for the production
of ring lattices. Initially, a phase guess, φ0 is input into the MRAF, a phase
kinoform, φi, is produced and applied to the SLM active area. Discrepancy,
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Di, between the image captured in the trapping plane, Mi, and target intensity
distribution, Ti, embodies all the imperfections of our experimental setup
and allows for their correction. Unlike [110], we take this discrepancy, at an
iteration i to be Di =−(M 2i +T 20 )/2T0. Instead of comparing the whole measure
region, we just compare the minima and maxima of the 1D azimuthal profile
of the ring (see Figure 5.17 for illustration of the result). Then, at each iteration
target target distribution is adjusted by Ti+1 = Ti +αDi where 0 < α ≤ 1 is
feedback gain that is selected depending on the application and accuracy
required. We have applied the live feedback loop MRAF to the three weak links
ring structure and achieved a considerable reduction in error of the optical
potential, going down to 2% difference between target and resultant potentials.
This was attained with the feedback gain ofα= 0.3 and iteration number i= 30
ensuring quick convergence.
5.7 Loading of atoms
In order to trap a BEC in ring lattice potential, the centre of a crossed-beam
dipole trap (described in Chapter 4) has to overlap with the waist of a 852 nm
beam after the atom-coupling microscope objective. Position of the BEC
is determined by the dipole trap, which in turn is fixed to overlap with the
primary axis of the secondary magnetic field coils. For this reason, the only way
to align the atom-coupling is to iteratively adjust the position of microscope
objective, together with the final leg of light modulated by the SLM. To assist in
this alignment, we have trapped cold atoms after evaporation in the secondary
magnetic coils. In order to create the trapping potential a red-detuned 852 nm
laser beam was passed through the light-modulation setup and reflected off












Fig. 5.16 Diagram of the live feedback loop modified MRAF algorithm. Loop
starts (i= 0) with a standard initial phase guess φi, based on the target distri-
bution Ti, which is then applied to the active area of the real SLM – instead
of using a virtual propagatorP within the algorithm. Experimental image
Mi is captured by the CCD placed in the imaging plane and the discrepancy
Di between that image and target intensity distribution is computed. This
discrepancy is used to modify the target to Ti+1 and use it as a new input for
the phase guess. Thus the loop repeats until the RMS error in the measure













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 5.17 Resultant improvement of the ring potential after implementation
of the live feedback loop modified MRAF algorithm. Resultant, improved
image of the optical potential after 5 iterations of the algorithm is shown on
the left. The graph shows the azimuthal profile along the rim of the ring. Solid
line indicates target profile, which can be compared to measured profile after
the 1st iteration (red dotted line) and 5th iteration (blue dotted line).
106
5.8 Conclusion
the objective. Waist (60µm) that can be seen in an absorption image in the
Figure 5.18 is a trapping plane, where the intensity distribution created by
the SLM will be formed. Knowing the position of that trapping plane, we can
now overlap it with the crossed-beam dipole trap and, after reaching a Bose-
Einstein condensation stage in the atom-cooling stage of the experiment, load
a quantum degenerate gas into the ring potential after forced evaporation.
Light from the 
objective
60µm
Fig. 5.18 Absorption image of atoms trapped in the science cell. Cloud of
cold atoms is trapped by a red-detuned 852 nm laser beam from the light mod-
ulation setup. The waist of 60µm is created by tight focusing at the Mitutoyo M
Plan Apo NIR 50× series microscope objective and defines the trapping plane
for atoms within the science cell. This trapping plane has to be overlapped
with the crossed-beam dipole trap to enable efficient loading of a BEC into the
potentials defined by the SLM.
5.8 Conclusion
This chapter has outlined the methods for generation of tailored optical po-
tentials, presented the resultant images of the intensity distributions and their
detailed analysis. It has introduced general principles of light modulation and
specifics of computer generation of the holograms with the use of modified
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MRAF class of iterative algorithms. It then presented the outcome of apply-
ing the holograms to a commercially available liquid crystal SLM, including
generation of an atomtronic ring lattice interrupted with a weak link. Dis-
crepancies between the resultant potentials and target intensity distributions
were analysed and techniques applied to maximise the fidelity of outcome at
the trapping plane in the experimental setup. This included implementation
of an live feedback loop algorithm, which incorporated real-life images of
the potential in every iteration. Such improvement took into account all the
imperfections in the optical setup and trapping laser beam mode, leading to a
more accurate trapping potential.
The immediate step following the results presented above is loading of a
quantum degenerate gas of 87Rb (the cooling of which was described in Chap-
ter 4) into the resultant ring traps and detailed characterisation of physical
parameters of the resultant system. This should equip us with sufficient data




This thesis has outlined a detailed study of the concept of atomtronic devices
and demonstrated definite experimental methods for their realisation. It has
presented an overview of the current state of the art in the novel field and
suggested a contribution in the form of a superfluid quantum interference
device, AQUID, composed of a ring lattice interrupted with a weak link. Theo-
retical framework for the interactions between atoms has been laid out, with
the purpose of designing an implementation of a ring lattice. Modelling of
the experimental parameters has been performed and optimal results demon-
strated.
Second part of the thesis focused on the experimental realisation of ring
lattices. Initially, a detailed description of our apparatus for cooling, trapping
and transport of atoms is outlined. That includes the idea of two-chamber
vacuum setup, atomic source, magnetic transport coils, dipole cooling lasers
and more. As reliable production of cold atomic gases is essential to func-
tioning atomtronic devices, we spent most of our efforts on this part of the
setup. In order to achieve ultimate control over the experimental parameters,
bulk of the equipment as well as supporting electronics were designed and
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manufactured in-house, at our laboratory. As an added benefit, this allowed us
to be independent of the commercial manufacturers in frequent occurrences
of the equipment failure, being able to implement quick fixes almost daily.
This approach has also ensured an in-depth understanding of the complexity
of the apparatus.
Further, a thorough review of the results in light-shaping part of the experi-
ment was presented. We started with an introduction of the current available
technology, focusing on our choice of the liquid crystal SLM. Next, theoret-
ical basis for the numerical approach to computing of the SLM holograms
was outlined and MRAF algorithm, modified at our lab to suit atomtronic
applications, was introduced. This was followed by the description of the
light-shaping experimental setup, including the in-house design of the trap-
ping laser. Computer generated holograms (CGHs) were applied to the active
area of the SLM and resultant optical potentials were analysed. We have im-
plemented an open-loop algorithm improvement to allow for correction of
the inherent setup imperfections and to achieve a closer match between our
resultant optical potential and the target intensity distribution.
The immediate steps that follow the work presented here are finalisation of
the last evaporative cooling step down to Bose-Einstein condensate, loading
the resultant BEC into the existing ring shaped optical potentials and full
characterisation of the system. The parameters thus obtained will allow us to
work with the theoretical collaborators to refine the AQUID that was suggested
and realise it experimentally.
Realisation of a flux qubit has been suggested as a composite system of
two interacting AQUIDs interrupted with multiple weak links. System with
three weak links of varying depth has been studied theoretically. Close control
over the experimental parameters allows us to find an optimal geometry for a
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well-defined two level system that can act as a flux qubit. Realisation of such a
system would be a natural extension of the work presented above.
The cold atom system that we have created is robust against decoherence
on the experimental timescales, which allows for scaling of the system. As the
optical potentials can be manipulated in space, one can envisage a system
where a significant number of components (separate AQUIDs) can be cou-
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