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Ideally, a parametric model for a biological system enables prediction of system behaviour
for conditions where we lack observations. This necessitates first estimating parameters
from some limited data series subject to random error, that is, solving an ‘inverse problem’.
A solution is some parameter vector that optimizes an objective function. For example,
a solution may minimize a sum of squared errors. Multiple (equally valid) solutions may
result in unresolvable uncertainty over which is the actual parameter vector.
This is problematic as predictions for a system’s observable features — and the
unobservable ‘state variables’ influencing these — may vary drastically with the parameter
vector employed. Hence, we cannot confidently use our model to predict system behaviour.
Consequently, the effort and resources expended in collecting data provide no benefit.
We may anticipate this problem prior to data collection. We achieve this by testing
the combination of a model and proposed experimental conditions for the property of
(global a priori) identifiability. Testing occurs in an idealised setting which assumes that
an infinite, error-free data record is available. It determines those parameter vectors for
which model output exactly reproduces such ‘idealised data’.
Commonly, errors do not provide information on the model parameters. In this case,
it is almost certain that the inverse problem’s solution set cannot be smaller than that
found by the identifiability test. That is, if the test returns uncountably infinitely-many
solutions, we are almost guaranteed of an uninformative study. A test returning a unique
solution shows the diametrically opposite outcome; it is at least possible for proposed
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experiments to yield a decisive result.
Our interest in identifiability pertains to the modelling of flow-cell optical biosensor
experiments. These indirectly monitor the formation and dissociation of complexes of
biochemical species. Experimentalists use data with an assumed model for the estimation
of parameters representing rate constants.
Often experiments have multiple stages, delineated by an abrupt change in experi-
mental conditions. Accordingly, in certain situations, experimental data is suitably mod-
elled by a type of linear switching system (LSS). As experiments indirectly measure the
transfer of mass between forms, and this mass is conserved, suitable models are also ‘com-
partmental’. There is a scant literature on testing LSSs for identifiability, in particular for
those which evolve in continuous-time.
Our application leads us to focus on the analysis of continuous-time uncontrolled
compartmental LSS of one switching event (ULSS-1). These may suitably model data
from a common (‘kinetic’) type of biosensor experiment having two phases. We propose
an appropriate definition for the identifiability of ULSS-1 models and proceed to formu-
late approaches to testing these for the property. Through use of the symbolic algebra
capabilities of Maple, the theory we develop is able to classify each of three test cases. The
first two test cases are alternative models for data resulting from the ‘simple bimolecular
interaction’ mechanism. Our results demonstrate the influence of the parameterisation
and experimental conditions used in model formulation on the classification obtained.
The third — and most complex — test case models data obtained under the ‘two-state
conformational change’ mechanism. Our methods result in the first classification of this
model.
The definitive classifications of the test cases demonstrate the viability of our methods
for testing ULSS-1 models for global a priori identifiability. We give brief consideration to
special cases of experiments for which appropriate models are classified more easily. We
note future avenues for extension of our methods, including the consideration of experi-
ments having three or more stages.
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1.1 The big picture
A common approach to gaining insight into a physical system is to construct a mathe-
matical model for the system so as to predict the behaviour of its features that are not
directly observable. The model is a collection of mathematical expressions relating observ-
able quantities and other variables in the system, and possibly constraints on the values
taken by these quantities. The relationships of the model may (or may not) be informed
by knowledge, generally incomplete, of the physical processes occurring in the system. A
model is an imperfect representation of a physical system, however, to use an enduring
quote from the statistician George Box [10] “All models are wrong but some are useful”1.
The main contribution of this thesis is in anticipating when models of a particular class
are not useful, and by complementarity, when models are (at least) potentially useful. Our
motivating application is the study of biomolecular interactions.
The mathematical relationships of a model generally feature terms of unknown value
called parameters, which, most simply, are constants. Such a collection of relationships
may be termed a parametric model. Examples of parameters are:
1This notion has appeared in similar forms in other works from Box, such as [11].
1
2 CHAPTER 1: INTRODUCTION
(E1) the spring constant in a model of the dynamics of a mass on a spring,
(E2) the fixed resistance and capacitance of a resistor and a capacitor respectively in a
model of electrical current for an RC circuit, and
(E3) the rate constant in an expression for the rate of change of the concentration of a
chemical species in a chemical reaction occurring in a closed reaction vessel at a constant
ambient temperature.
For the sake of simplicity, in this section let us confine our attention to the case in
which each parameter represents some constant value. While the use of the term ‘model’
is widespread, it is possibly open to misinterpretation due to the term having a range of
meanings. This thesis will favour an alternative term from the field of systems theory
which is unambiguous. Consider a mathematical representation of a physical system in
which the values of parameters are not specified. We will call this a representative system,
which is one that exemplifies a collection of related mathematical systems termed a model
structure.2 By using a particular value for the parameter vector in the structure, one
obtains a particular mathematical system (or equivalently, model) which belongs to the
structure.
Let us formalise this concept by adapting notation from Walter and Pronzato [88].
Definition 1.1. LetM represent a model structure with a parameter vector taking values in
a feasible parameter set Θ. Then for θ ∈ Θ, M(θ) is the system obtained from structure
M having parameter vector θ.
Remark 1.1. Any descriptors applied to a structure also apply to its constituent systems,
and vice versa. Two or more distinct and feasible parameter vectors substituted into a
structure may be associated with the same system.
2Bellman and Åström [6] used structure to describe a collection of related models in their seminal paper
on structural identifiability. In using the term ‘representative system’ we borrow from set theory where a
‘representative element’ of a set illustrates common features of members of that set. We will shortly see
that the notion of a ‘representative system’ aids the subsequent discussion of properties of a structure.
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In this thesis we have an interest in a particular — and as we will see shortly, very
useful — type of property of a structure.
Definition 1.2 (Walter and Pronzato [88]). A generic property of a structure M with
parameter set Θ is one which holds for almost all θ ∈ Θ.
Remark 1.2. The term “for almost all θ ∈ Θ” in Definition 1.2 allows for subsets of Θ
of zero measure for which the property does not hold. The probability of θ belonging to
such a set is zero, and hence the property holds for the vast majority of feasible parameter
values. Such a property is said to hold ‘almost everywhere’ in the parameter space.
If a structure has a generic property as in Definition 1.2, then the probability is
zero that any individual system in the structure will lack the property. Such a property
is useful as it allows us to make general statements about the systems in the structure.
Shortly we will present generic properties of structures that are of particular relevance to
the estimation of a structure’s parameters from data.
We assess properties of a structure through consideration of its representative system.
To illustrate this, consider structure S1 composed of systems of a particular class, having
parameter set Θ1. Let S1(α1) for unspecified α1 ∈ Θ1 denote the representative system
of S1. The output of S1(α1) has particular, defining characteristics. These are algebraic
relationships in the parameters which are summarised by some vector, say, Φ1(α1). This
vector is used to determine whether, in general, a structure has or lacks certain properties.
Further, obtaining such a summary from alternative structures enables a comparison of
their properties. Figure 1.1.1 schematically illustrates the collection of related systems
that comprise a structure, and the defining features of their output.
Suppose we employ a model structure of constant parameters to represent a particular
physical system. In this case we typically assume that there is one true value for each
parameter. This assumption is informed by the principle of parsimony.
As mathematical systems are the building blocks of structures, let us consider some
4 CHAPTER 1: INTRODUCTION
















Figure 1.1.1: The top rectangle is a ‘relationship space’ containing all of the mathemat-
ical systems of a given class. Colours indicate collections of related models comprising
structures (shown by squares). The lower rectangle is a ‘descriptive space’; a structure is
summarised by its representative system. This has certain defining features which enable
scrutiny of the structure’s properties.
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particularly useful classes of systems. One flexible class is the state-space systems. Struc-
tures of these have found use in modelling a variety of physical systems, including those
drawn from mechanical, electrical, and chemical applications, such as examples (E1), (E2),
and (E3) above. (For further examples, see [46,48].)
A state-space system has two essential features. The first is a system of first-order
ordinary differential equations (ODEs) which describe the rates of change of certain state
variables over time. State variables represent features of the physical system which we may
not be able to measure. Examples include the velocity of the mass in (E1), the current
at a point in the circuit in (E2), and the concentration of a particular chemical species in
(E3).
The second feature is the presence of one or more functions of the state variables,
modelling the observable features of the physical system. Each of these quantities is an
output of the state-space system. To take one example, suppose in (E3) it is not possible
to measure the concentration of a species directly. However, by passing light of a particular
wavelength and known intensity through the reaction vessel and measuring the amount
absorbed, the Beer–Lambert law allows an estimate of the concentration. In this case,
absorbance is modelled by an output that is a function of the species concentration, which
itself is modelled by a state variable.
A controlled state-space system is used to represent a physical system that is subject
to at least one influence (or control) which arises externally to the system. Such an external
control may be termed an input. Examples of inputs are an applied mechanical forcing
term in (E1), or the applied voltage in (E2). In controlled state-space systems, inputs
appear explicitly in some part of the system. Otherwise, such as in (E3) where there are
no inflows of mass once the reaction vessel is sealed, no input is applied. Such a physical
system is appropriately modelled by an uncontrolled state-space system.
To illustrate important features of structures of state-space systems, let us consider
a simple example drawn from the study of the movement of tracers (chemical elements
or radioactive isotopes) in the human body. Batschelet et al. [5] considered experiments
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aiming to quantify the movement of lead in the human body over time. The body absorbs
lead from the biosphere through air, water and dietary intake. Experiments added the
stable lead isotope 204Pb to the diet of human subjects. It is known that tracers are
transported between the skeleton, the blood, and the tissues. The mathematical model
structure used to describe the distribution of 204Pb in an individual treated each of these
regions as a compartment, and together these comprise the system. Anything outside of
the system is termed the environment.
A schematic description of the hypothesized movement of tracers in a subject is
given by Figure 1.1.2. This informed the model structure used to model the rates of
tracer transport between compartments. Each square represents one of the bodily com-
partments known to receive lead. It is assumed that the contents of each compartment
are well-mixed, that is, that the concentration of tracer is the same at all points in the
compartment. Each of the structure’s state variables correspond to the concentration of
tracer in one particular compartment. When a concentration is directly measurable, the
corresponding state variable is also an output of the model structure. Thin arrows show
the direction of tracer transport from one compartment to either another compartment
or to the environment through bodily excretion. Each arrow has an associated parameter
that incorporates features of the transport process, such as a diffusion constant. The up-
take of tracer by the subject from the environment (an input) is shown by the thick arrow
directed into the blood compartment.
The structure associated with Figure 1.1.2 provides an example of when features of
constituent models are subject to constraints. As concentrations and lead uptake are non-
negative quantities, the state variables (and hence outputs) and inputs of any suitable
model structure must also be non-negative. As matter is not created or destroyed in the
experiment, any suitable structure must enforce this through ensuring the movement of
tracer satisfies conservation of mass conditions. These conditions impose constraints on the
structure’s parameters. Under such restrictions on states, outputs, inputs and parameters,
an appropriate model structure for the physical system is composed of systems belonging
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BloodSkeleton Tissue
Figure 1.1.2: A compartmental model for the transport of radioactive tracers in a human
subject. (From Seber and Wild [73], a simplified form of Figure 1 in Batscheler et al. [5].)
to the class of compartmental models. Structures of compartmental state-space models
have found use in modelling a variety of biological systems, including the spread of an
infectious disease through a population (Vynnycky and White [87]) and the change in
membrane voltage over time in neurons (Sterratt et al. [76]).
A detailed classification of state-space systems requires further terminology. For ex-
ample, terms such as ‘linear’ or ‘nonlinear’ indicate how the output of a system depends on
inputs. The term ‘time-invariant’ indicates a system for which relationships between state
variables, inputs and outputs are fixed.3 If the state variables of a system are described
by a difference equation it is a discrete-time system. A system for which state variables
are modelled by a set of differential equations is a continuous-time system. We make
particular use of the class of continuous-time, linear, and time-invariant compartmental
state-space models in this thesis.4
The credible use of a model structure in prediction of system behaviour is contin-
gent on the structure’s ability to adequately approximate the system. Judging this ability
typically requires us to first solve the problem of determining feasible parameter values
3These terms are formally defined in Section 3.4.
4This class of models is presented in Section 3.6.
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for which predictions made by the structure ‘best’ agree with system observations5. This
‘inverse problem’ may be ill-posed, that is, have multiple solutions. This is troublesome
when the alternative parameter vectors lead to substantially different predictions of the be-
haviour of unobservable features of the system. Thus, one cannot use the model structure
to confidently predict the behaviour of the physical system as a whole.
Another consequence of multiple solutions is that one cannot answer “What is the
value of each parameter?” Constraints on parameters suggested by the physical system
may allow either the deduction of each parameter’s true value, or at least restrict the range
of plausible values to an acceptable range. However, if an inverse problem has uncountably
infinitely-many solutions, discrimination between alternatives is impossible. Thus there
is always the possibility that the study of a physical system will be less informative than
hoped, or at worst, an uninformative use of time and resources.
There are various concrete examples of where it is not possible to distinguish between
alternative solutions to an inverse problem. One arises in experimental design relating to a
factorial experiment. Let us consider an experiment where some physical process is subject
to three explanatory variables — say A, B, and C — which influence some observable
quantity Y . If each variable takes either a low value (represented as -1) or a high value
(+1), this is termed a full 23 factorial experiment. The combinations of variable values
are shown in Table 1.1.1.
Suppose that N observations of Y (Yi for i = 1, . . . , N) are recorded under conditions
as given in the rows of Table 1.1.1. Each set of experimental conditions occurs with equal
frequency. A typical first step in modelling the experimental values of Y is to assume a
multiple linear regression model structure relating Y to the experimental variables, say
5A model structure is an imperfect representation of a physical system, and observations of the system
are typically subject to random errors, the nature of which may not be known. As a result, it is very
unlikely that there exists some parameter value for which the output of a deterministic model structure
exactly reproduces real data. The judgement of the ‘best’ parameter value(s) may depend on which
‘objective function’ is chosen to quantify the agreement of observations and the corresponding model-
derived predictions.
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A B C ABC
-1 -1 -1 −
-1 -1 +1 +
-1 +1 -1 +
-1 +1 +1 −
+1 -1 -1 +
+1 -1 +1 −
+1 +1 -1 −
+1 +1 +1 +
Table 1.1.1: The set of possibilities for variables A, B, and C, and the accompanying sign
of ABC, in a full 23 factorial experiment.
the values of A and B, and BC defined as the interaction of B and C. The representative
model has the form:
Yi = β0 + β1Ai + β2Bi + β3(BC)i + εi , i = 1, . . . , N, (1.1.1)
where parameters βj , j = 0, . . . , 3 are to be estimated from the data, and εi represents an
random error term. We assume that these errors are suitably modelled by some random
process.
Assumption 1.1. In the absence of prior information, we make certain assumptions about
errors, some of which depend on the nature of the structure employed. For a ‘linear
regression model’ as in (1.1.1), these are the Gauss–Markov assumptions (see, for example,
Devore [23, Chapter 12]). These include the assumptions that all errors are uncorrelated,
and are drawn from the same probability distribution which has mean zero and some fixed,
finite variance. That is, that the errors do not provide any information on the parameters.
We may also assume these conditions for structures in which outputs are nonlinear
in the parameters, although this context requires variations to some of the other Gauss–
Markov assumptions (see, for example, Greene [31, Chapter 7]).
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Under the assumptions described, we may use the sum of squared errors (SSE) as
our objective function in an inverse problem, where an error is the difference between
an observation and its corresponding model prediction. Those parameter values which
minimize the SSE are our parameter estimates.
When we assume a structure that is linear in the parameters, minimizing the SSE with
errors subject to the Gauss–Markov assumptions is termed a ordinary least squares (OLS)
problem. When an assumed structure is nonlinear in the parameters and assumptions on
the errors such as those of Greene [31] apply, minimizing the SSE is termed a nonlinear
least squares (NLS) problem.
Often it is not feasible to collect data for all possibilities in a full factorial experiment
due to the time or expense required. An alternative is to perform a fractional factorial
experiment which uses only some of the variable combinations. Consider an experiment
which collects only those 23−1 = 4 combinations in Table 1.1.1 where ABC=+1. Hence
we can show
ABC = +1 : A(ABC) = A2BC = A. (1.1.2)
As A2 = 1 for A = ±1, A2BC = A in (1.1.2) suggests that BC = A. This relationship
is seen in Table 1.1.1 by inspection of rows 2, 3, 5 and 8 in which ABC=+1. Hence, the
values of A and BC are not independent.
This result shows that for the planned fractional factorial experiment, it is not pos-
sible to distinguish between the effects of A and BC on Y . This prompts the rewriting of
(1.1.1) as
Yi = β0 + (β1 + β3) Ai + β2Bi + Ei , i = 1, . . . , N, (1.1.3)
for Ei an error term.
Equation (1.1.3) shows that it is possible to estimate (β1 + β3) from the fractional
factorial experiment data, but not β1 and β3 individually. Hence, the use of (1.1.3) in
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an inverse problem would lead to a properly implemented parameter estimation process
returning multiple values of β1 and β3.
The fractional factorial experiment above is a particular example of a general situation
where parameter estimates are not unique. Consider the archetypal matrix equation form
of a linear regression equation such as (1.1.1) for i = 1, . . . , N . It is assumed that the
vector of N observations y, a vector of P parameters β, and the matrix of explanatory
variables X of size N × P are related through
y = Xβ + ε, (1.1.4)
where ε is a vector of errors that are subject to the Gauss–Markov assumptions (recall
Assumption 1.1). In this case, it is appropriate to attempt to obtain parameter estimates
by solving an OLS problem.





β̂ = X>y. (1.1.5)
Equation (1.1.5) provides a unique β̂ only if X is of full rank. Otherwise, there are
either infinitely many solutions for β̂, or none. To illustrate the former case, consider the
earlier factorial experiment where ABC=+1 and each set of conditions is only used once.
Recasting (1.1.1) in terms of (1.1.4) gives
y =

1 -1 -1 -1
1 -1 1 -1
1 1 -1 1









where we note that columns two and four of X are identical. As this X is rank-deficient,
infinitely many β̂ follow as solutions to the OLS problem.
In general, we cannot inspect a model structure and so readily ascertain that esti-
mates of its parameters will be non-unique or otherwise. However, for certain classes of
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structures, we can anticipate the likely result of parameter estimation. This is determined
by testing the model structure6 for the property of global a priori identifiability.
To explain this further, it is necessary to sharpen the description of inverse problems
given earlier. Suppose the observations of some physical system of interest are collected
over time. The inverse problem is defined by these observations — a record of sampled,
noisy data of limited duration – and a model structure which is an imperfect represen-
tation of the physical system. In testing a structure for global a priori identifiability,
rather than solving the inverse problem, one considers a related, idealised problem. In the
simplest case (say, for an uncontrolled structure) one assumes that an infinite, error-free
observation record is available and that the structure is indeed the correct representation
of the physical system. The test of a structure for global a priori identifiability determines
those distinct feasible parameter vectors for which the structure precisely reproduces the
idealised output. The solution set of this idealised inverse problem is determined exactly.
Let us suppose that we can model real data as the sum of predictions from our
structure and some process which generates random errors. In considering a state-space
structure we may generalise Equation (1.1.4) and write the observation as t, yt, as
yt = f(xt,ut,θ) + εt , (1.1.7)
where f(xt,ut,θ) is the structure’s prediction given xt and ut representing the state vector
and input at time t respectively, and θ representing the parameter vector.
Suppose that the errors in (1.1.7) do not give any information on the parameters θ,
as in Assumption 1.1.7 In such a case, the set of solutions to a real inverse problem (say,
those obtained by minimizing a SSE) cannot have fewer elements than the set of solutions
6and, most generally, the experimental design which determines the conditions (such as applied inputs)
under which observations of the system are made.
7We note that from the beginnings of structural identifiability, as in Bellman and Åström [6], condi-
tions on the errors are not made explicit. This indicates an implicit supposition that conditions as in
Assumption 1.1 hold. This is reasonable in the absence of any information on the errors.
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to the associated idealised inverse problem. Under such assumptions on the errors, when
a test anticipates non-uniqueness of parameter estimates, it is unlikely that we will obtain
a unique estimate for each parameter from the real data produced by the intended study.
In order to justify this statement, let us consider some aspects of parameter estimation
using real data. In this thesis we have particular interest in prediction functions such as f
in Equation (1.1.7) that are a sum of exponentials. These arise from certain classes of
structures we will employ later. There is a large literature on the difficulties of obtaining
accurate or unique parameter estimates from sums of exponentials employed in an inverse
problem when data is sampled or subject to error. For example, Berman [7] presented
an overview of numerical issues in the fitting of models to data. These included non-
uniqueness of parameter estimates in ‘ill-conditioned’ inverse problems, including those
which employ sums of exponentials.
Varah [84] further explored the consequences of ill-conditioned inverse problems. Us-
ing simulated data subject to truncation of significant digits, the paper presented diagrams
to show regions of a SSE surface where a wide range of parameter values can produce SSE
values close to its global minimum. Varah [84] also used simulated data subject to error to
demonstrate an ‘uncertainty region’ around a least squares estimate of parameters. Within
such a region, a continuum of parameter values gave the same SSE, which prevented the
inverse problem considered from having an unique solution.8
The impediments to obtaining unique parameter estimates described above demon-
strate a limitation to what we can discover by testing a structure for global a priori
identifiability. As long as the errors conform to Assumption 1.1, it is reasonable to expect
that the test will give a lower bound on the number of solutions to an actual inverse prob-
lem. That is, the test may underestimate the number of solutions of the inverse problem.
Hence, the acceptable result of a test is not sufficient to ensure a satisfactory resolution of
an inverse problem in a given study. However, as this test does not require the collection
8Further consideration of the solutions to an inverse problem using noisy data requires a discussion of
global a posteriori identifiability of a structure, which is beyond the scope of this thesis.
14 CHAPTER 1: INTRODUCTION
of data, we can use the test result to anticipate and reconsider a study likely to be futile.
This allows us to redirect time and resources to a study showing greater promise.
While in certain fields it is standard practice to test a proposed model structure for
global a priori identifiability, this is not the case in others. Consider, for example:
We contend that this [testing a model structure for global a priori identifiabil-
ity] is, as of yet, an under-appreciated issue in biological modelling and more
particularly, cell biology. (Roper et al. [70])
However, there are some particularly instructive papers where non-uniqueness of parame-
ter values estimated from data is emphasized and used to improve or critique a biochem-
ical model. For example, Schmidt et al. [72] fitted a structure representing a biochemical
system to data, and noted those parameters for which there were multiple estimates. Elim-
ination of these parameters produced a structure for which parameters may be uniquely
determined from data. Cox et al. [18] considered a model of cells progressing through
various stages towards becoming tumour cells. Their numerical study simulated counts
of cancer cells for when a subject was exposed to some carcinogen for a period of time.
It was demonstrated that different parameter values fit this simulated data equally well.
However, these alternatives predicted very different cell counts for when the conditions
were changed to expose a subject to a different level of carcinogen. By considering the
non-uniqueness of parameter estimates obtained from a numerical record, the approaches
of Schmidt et al. [72] and Cox et al. [18] are a less general — and less powerful — approach
to evaluating the well-posedness of the inverse problem than testing a model structure for
a priori global identifiability.
The particular inverse problems of interest to this thesis relate to studies of the
interactions of biomolecules. Studies of the formation and breakdown of complexes of
biomolecules can contribute information to the study of biochemical pathways. In molec-
ular biology laboratories, the study of interacting species commonly uses a flow-cell optical
biosensor. These report a response in real time that is influenced by the amount of complex
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present in a monitored reaction volume9. A structure is assumed to represent the rates
of binding and unbinding processes believed to occur in an experiment. The structure
contains parameters such as rate constants that are estimated from experimental data10.
One use of optical biosensors is in providing information for the modelling of complex
biological systems, such as biochemical networks. The associated model structures tend
to have many state variables and parameters. Consider a comment on the difficulties of
defining and using these, made in the context of modelling genetic regulatory networks:
The principal modelling challenges come from incomplete knowledge of the
biochemical reactions underpinning most networks, and the dearth of quanti-
tative data for kinetic parameters required for detailed mathematical models.
(Casey et al. [15, Page 27])
Such a lack of quantitative information could be resolved by scrutinizing individual inter-
actions from the network with optical biosensor experiments, and using the resulting data
to estimate rate constants.
It is common for flow-cell optical biosensor experiments to have two distinct stages or
phases, caused by a change of experimental conditions. In considering these, Whyte [91]
showed that structures of linear switching systems11 are suitable for representing some
proposed interactions of chemical species. Some examples of the time course of response
produced by a biosensor for such experiments are shown in Figure 1.1.3. Experimental
response of this type has informed this thesis. Note the abrupt change in behaviour of the
output curves that is suggestive of switching behaviour. This indicates the change from
one phase of an experiment to the next.
The flexibility of the switching system structure gives them an advantage over other
classes of system:
... some industrial systems, such as those with abrupt changes in their dynam-
9The operation of optical biosensors is explained more fully in Chapter 2.
10Some elementary definitions from chemistry are given shortly in Section 2.2.
11These are defined in Section 3.7.































































































Figure 1.1.3: Response curves for a series of flow-cell optical biosensor experiments where
each colour represents the data obtained for a particular concentration of reactants.
ics, can not be appropriately described by the famous linear time-invariant
state-space representation. Such systems can be adequately described by the
class of stochastic switching systems called piecewise deterministic systems or
jump systems. (Boukas [9])
In describing linear switching systems (within the class of linear hybrid systems)
Vidal et al. [85] claim that “many real processes can be approximated arbitrarily well
by models in this class.” This ability has led to the use of switching systems in fields
such as economics, control of mechanical systems, the automotive industry, and air traffic
control12.
The structures of linear switching systems (LSS) used to model chemical interactions
12For references, see, for example, [27, 78].
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in this thesis are termed “compartmental”. This is because they incorporate the law of
conservation of mass that interactions are subject to. Investigation of the properties of
compartmental LSS requires a different approach from that used for other types of LSS.
Although the term ‘linear switching system’ was not used, structures of such systems
have found use in modelling biological systems, some time before their prominence in
control theory. For example, a well-known text on compartmental analysis published in
1983 considers LSS briefly, referring to them as time-varying systems where
... some (or all) of the rate constants suddenly change from one steady value to
another. This is a particular feature of many pharmacokinetics trials, and the
change may be caused by exercise by a subject previously at rest or the intake
of food by a subject who had previously been fasting. (Godfrey [29, Page 215]).
The structure of compartmental LSS presented in Godfrey [29] was not tested for
global a priori identifiability and no references are given on the matter. This is notable
given that Chapters 5 to 7, and sections in Chapters 8 to 10 of the book consider global
a priori identifiability for a variety of model structures. It appears that applications of
the type described above did not stimulate the development of mathematical theory for
testing LSS structures for global a priori identifiability. This is shown by the state of the
literature; until quite recently the theory considered only structures having fixed algebraic
relationships between outputs, states, and inputs. The lack of exploration of global a
priori identifiability for LSS structures may have been a result of the desired use of the
mathematical models employed. For example, a LSS structure may be of interest (at least
initially) for its ability to reproduce observations, rather than for its ability to predict the
value of unobservable state variables.
The analysis of LSS structures poses challenges that are not faced in the analysis of
linear or nonlinear structures that are time-invariant. We have had the benefit of access to
the symbolic algebra capabilities of MapleTM [50], which we use extensively in derivations
and calculations. The usefulness of such software in the time after Godfrey’s book is made
clear by the comment in Raksanyi et al. [64] that solving the equations central to a priori
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identifiability problems by hand was “... tedious, hazardous, or even impossible”, and
the title of a paper by Zheng [105] entitled “Computer algebra is indispensable in some
problems of mathematical biology”.
Since the time of Godfrey [29], analysis of compartmental structures has entered
the realm of systems theory. Recent research in this area has broadened the range of
model structures tested for global a priori identifiability by considering certain classes of
LSS structures. Discrete-time structures received much of this attention. Some of the
published methods assumed that the time of a switching event was unknown. This is an
unnecessary complication for models of flow-cell optical biosensor experiments where the
switching time is fixed by the experimentalist. At times the structures considered were
subject to conditions which are not justifiable for the structures considered in this thesis.
Further, many of the studies use a definition of ‘identifiability’ which is not equivalent to
that of global a priori identifiability considered here.13
The optical biosensor experiments of primary interest to this thesis are of two phases.
This motivates the development of a theory of global a priori identifiability suitable for
structures of continuous-time, compartmental uncontrolled linear switching systems of one
switching event.
The body of this thesis is organized as follows. Chapter 2 begins with an introduction
to flow-cell optical biosensors and an overview of certain concepts from chemistry. These
assist the discussion of chemical interactions studied through biosensor experiments to
occur later. An inspection of the optical biosensor literature shows that the mathematical
models for chemical interactions and the resultant biosensor response occur in a variety of
forms. Further, the mathematical models may have implicit assumptions. To ensure a clear
understanding of what is included or implicit in interaction models, we give an overview
of one type of flow-cell optical biosensor experiment of two phases and the composition of
the biosensor response.
Chapter 3 provides an introduction to relevant aspects of systems theory from the
13A review of this literature is given in Section 1.4.
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literature. This leads to a review of the property of global a priori identifiability. This
background is used in Chapter 4 to propose a definition of global a priori identifiability
for structures of continuous-time uncontrolled linear switching systems of one switching
event (ULSS-1), and tests of such structures for the property.
Chapter 5 applies the theory outlined in Chapter 4 to test cases drawn from the opti-
cal biosensor literature. This allows us to ascertain the utility of the proposed tests. The
test cases are representations of the ‘simple bimolecular model’ (formalised in Whyte [99])
and the ‘two-state conformational change model’ (Whyte [97]). The proposed approaches
are able to make a judgement on all test cases. This success has led to the first published
classifications of structures representing optical biosensor data. Ultimately, our methods
demonstrate the importance of the parameterisation used in specifying a model structure.
Various models of biomolecular interactions occurring on a flow-cell optical biosensor
are yet to be tested for global a priori identifiability. The methods presented here provide
a foundation for further classifications. With this in mind, closing remarks and notes on
possible future studies in areas related to the subject of this thesis are made in Chapter 6.
Finally, appendices are given showing the MapleTM commands and output. These
show the application of the global a priori identifiability tests to the test cases, and some
simulations investigating properties of model structures. Also given is an appendix on
some terminology from chemistry for completeness.
We progress in the next section to give an illustration of what it means for a structure
to be globally a priori identifiable. Following the introduction to chemical systems in
Chapter 2 and properties of structures in Chapter 3, we will present a more detailed view
of the property in Section 3.6.4.1.
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1.2 An introduction to the property of global a priori identifiability
of a structure
Consider a structure M with feasible parameter set Θ. Suppose we obtain a continuous-
time output from the structure’s representative system M(θ) (θ ∈ Θ), say yθ, that is
error-free and infinite in extent. We refer to output of this type as ‘idealised’. Similarly,
consider system M(θ′) (θ′ ∈ Θ) from which idealised output yθ′ is obtained.
Structure M is termed globally a priori identifiable (see, for example, Audoly et
al. [3]) if for almost all values of θ ∈ Θ (as in Remark 1.2), the condition yθ′ = yθ is
satisfied only if θ′ = θ.
Let us demonstrate this structure classification, and some alternatives, with an illus-
tration. We are assisted in this regard by introducing some elementary notation. We will
present further notation to enable our mathematical arguments in Section 3.1.1.
Note 1.1. The set of natural numbers is denoted by N = {1, 2, . . .}. The field of real
numbers is denoted by R. The subset of R containing only positive values is denoted by
R+. For n ∈ N, the n-dimensional Euclidean space is denoted by Rn. An element of Rn
is an n-tuple of real numbers.
For a ∈ R+, the Heaviside step function Ha : R̄+ → {0, 1} is defined by
Ha(t) =

0, 0 ≤ t < a,
1, t ≥ a.
(1.2.8)
Suppose that M(θ) has θ = (θ1, θ2, θ3)> ∈ R3+. Further suppose that with θ = θ∗
(a particular parameter vector) system M(θ∗) has output yθ∗ . Consider the positive
orthants of R3 shown in the three subfigures of Figure 1.2.4. Each shows a green circle
indicating θ∗, and any other feasible parameter values θ′ such that yθ′ = yθ∗ .
Figure 1.2.4a has only the feasible parameter value θ′ = θ∗. Figure 1.2.4b has some
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separation between the multiple feasible θ′. Figure 1.2.4c, shows a continuum of θ′. If the
first, second, or third outcome occurs for almost all θ∗ ∈ R3+, then M is globally a priori
identifiable, locally a priori identifiable, or a priori unidentifiable, respectively.
If a model structure is the correct representation of a physical system, one may think
of θ∗ as representing the ‘true’ value of a parameter vector. This true value is not known
prior to the collection of data and subsequent solution of an inverse problem. As such,
we cannot anticipate exactly which properties the particular model for the system will
have. However, by considering generic properties of a proposed model structure, one may
at least ascertain which properties are very likely to hold for any model in the structure.
This thesis encounters each of the three structure classifications above. The simplest
case concerns the structure proposed in Whyte et al. [100] for a chemical reaction system
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The structure is shown to be locally a priori identifiable in Section 3.6.4.1.
The other classifications are seen for structures of linear switching systems mod-
elling chemical interactions in flow-cell optical biosensor experiments. These structures
are inspected in Chapter 5.
In order to give some introduction to these structures, we present two here. The struc-
ture representing the three-parameter form of the “simple bimolecular interaction” has


















(c) A continuum of θ′ satisfy yθ′ = yθ∗ .
Figure 1.2.4: The points or surface shown represent alternatives θ′ to the parameter vector
θ∗ (green circle) for which yθ′ = yθ∗ . If, for almost any value of θ
∗, the alternatives to
θ∗ are as in (a), (b), or (c), then the structure is termed a priori globally identifiable, a
priori locally identifiable, or a priori unidentifiable, respectively.
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representative system relating biosensor output y to state variables representing species
concentrations x:
ẋ(t,θ) = Aγ(t)(θγ(t))x(t,θ), x(0,θ) = x0(θ1),
y(t,θ) = Cγ(t)(θγ(t))x(t,θ).
(1.2.9)
The switching function γ(·) is defined by
γ(t) =

1, 0 ≤ t < t1 ,
2, t ≥ t1 .
(1.2.10)
The structure’s representative system has particular features:
θ1 = (ka, kd, β1)> ∈ R3+, θ2 = (kd)> ∈ R1+,


















We show that the structure defined by (1.2.9), (1.2.10) and (1.2.11) is globally a priori
identifiable in Section 5.2.
We observe a less favourable result for a closely-related alternative structure. This
is the four-parameter form of the “simple bimolecular interaction”, from which the three-
parameter form is derived. The four-parameter structure has representative system of the
form given by (1.2.9) and (1.2.10) as before, with specific features given by
θ1 = (ka, kd, B0, ρA)> ∈ R4+, θ2 = (kd)> ∈ R1+,
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In Section 5.3 we will see that this four-parameter structure is a priori unidentifiable.
This result indicates that scrutiny of a proposed model structure can ascertain if it is fit
for its intended purpose. Such scrutiny may also indicate how to reformulate a structure
such that the result has desirable properties lacking in its progenitor.
In the following section we will review the literature on testing structures of linear
switching systems for global a priori identifiability. We will formally meet continuous-time
uncontrolled linear switching systems in Section 3.7.
1.3 Some remarks on various notions of ‘identifiability’
The literature has a variety of usages of ‘identifiability’, some of which do not closely
relate to global a priori identifiability of a structure as we define it.14 At least some
of this variation has resulted from the broad range of disciplines interested in inverse
problems (Jacquez [36]). To avoid possible misunderstanding, we briefly consider the
meaning of some alternative terms here. This section serves as an introduction to the
usages of ‘identifiability’ that arise in the literature on linear switching systems, which we
will discuss in Section 1.4.
A term such as ‘identifiability’ may appear by itself (Jacquez and Grief [37]), or be
preceded by a descriptor such as ‘deterministic’ (Godfrey [29]) or ‘structural’ (Bellman
and Åström [6]) rather than ‘a priori’ (Audoly et al. [3]).
It appears that this diversity of terminology often relates to whether a ‘model’, ‘sys-
tem’ or ‘structure’ is being inspected to ascertain the presence of some property. These
objects are not always equivalent. In order to discuss the literature, it is necessary to
understand the common use of ‘model’ as meaning a particular structure, rather than
an individual element of a structure having a particular parameter vector. The following
explains one perceived misuse of terminology:
14We present the concept formally for an uncontrolled structure in Definition 3.17.
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The identifiability problem is concerned with the theoretical existence of unique
solutions and so is strictly a mathematical and a priori problem. Note that
it refers to specific experiments on a specific model, so it is properly model
identifiability for the given experiments and not system identifiability. Unfor-
tunately, the term system identifiability is used widely in the literature and
really confuses the issue. (Jacquez and Grief [37, Page 201])
The distinction drawn by Jacquez and Grief [37] relates to the hypothetical conditions
under which idealised data is obtained from a controlled model, such as, which set of inputs
is applied to the model to elicit output. A test for ‘system identifiability’ assumes that
output is available for a set of inputs — say the set of piecewise continuous functions —
such that one is able to deduce the invariants of the model (structure), as we introduced
in Figure 1.1.1.15 In ‘model identifiability’ however, one considers the output resulting
from some restricted set of inputs, possibly only one input, and we may not be able to
deduce invariants from this output. Thus, in general, the notions of ‘system identifiability’
and ‘model identifiability’ are not equivalent.16 This distinction is the same as that drawn
between structural and deterministic identifiability, as mentioned briefly in Whyte [91].
15We will formally define invariants in Equation (3.5.16).
16We will see in Chapter 3 that for the uncontrolled structures we consider, global a priori identifiability
in terms of structure output as presented in Definition 3.17 is equivalent to the concept as expressed in
Definition 3.19 in terms of invariants. There is no difference between ‘model identifiability’ and ‘structure
identifiability’ in this setting. This is not necessarily the case for controlled structures. Certain texts
begin an exploration of identifiability by using controlled structures subject to a particular input, and then
proceed to illustrate global a priori identifiability as if all possible inputs were available. (See, for example
Seber & Wild [73, Chapter 8].) We suspect that similar omissions of subtleties has played some role in the
confusion of system and model identifiability.
We can readily extend global a priori identifiability as presented in Definition 3.17 to apply to controlled
structures by including the inputs applied to the structure and collating the corresponding outputs. A
test using Definition 3.17 would then serve as a test of the controlled structure for ‘model identifiability’,
but possibly not ‘system identifiability’. If the list of inputs employed does not allow us to determine the
structure’s invariants, then we have insufficient information to test the structure for system identifiability.
This demonstrates that, in general, Definition 3.17 is not equivalent to Definition 3.19 for all structures.
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In this thesis we consider uncontrolled structures, for which the distinction between
model identifiability and system identifiability dissolves. Thus, the use of ‘a priori iden-
tifiability of an uncontrolled structure’ is unambiguous, with ‘a priori’ emphasising the
application of the testing process to the structure prior to the collection of data.
There is another point on which descriptions of identifiability in an a priori sense
for continuous-time structures may differ. Testing such a structure for global a priori
identifiability is often described as occurring in an idealized framework. Within this, it is
assumed that the structure is the correct representation of the physical system, and that
an infinite record of error-free data is available. At other times, it may be assumed that
such idealized data is available for some time interval [0, τ ] (τ > 0). These alternative
conditions are equivalent for the structures considered in this thesis; having response on
an interval is equivalent to having response for all time in R̄+ by the theory of analytic
continuations.
Certain usages of ‘identifiability’ in the literature relate to properties of structures
that differ substantially from those variants described above. These may consider the
set of solutions of an actual — rather than idealised — inverse problem. The member-
ship of such a set is used to classify a structure in terms of (global or local) a posteriori
identifiability (also known as numerical identifiability, see Jacquez and Greif [37] or God-
frey [29, Chapter 8]). We make this classification in a manner analogous to that used to
classify a structure based on solutions of an idealised inverse problem.17
Certain authors from outside of the disciplines of mathematics or systems theory have
explored a posteriori identifiability of a structure (sometimes without using this term) by
determining the solutions to an inverse problem when ‘data’ is obtained by simulating
outputs from the structure given a particular parameter value. In such a case, the property
is certainly not generic (as in Definition 1.2), and hence is a much less general property
than global a priori identifiability of a structure.
17We will describe this process in Definition 3.17.
1.4. AN OVERVIEW OF THE LITERATURE ON LINEAR SWITCHING SYSTEM
STRUCTURES AND GLOBAL A PRIORI IDENTIFIABILITY 27
1.4 An overview of the literature on linear switching system struc-
tures and global a priori identifiability
To the author’s knowledge, there are very few publications relevant to the study of global
a priori identifiability of structures of linear switching systems (also known as jump linear
systems, and by permutations of these terms) in the literature. This is particularly the
case for continuous-time structures. This section gives a brief review of some recent papers.
These are presented in order by year of publication.
The earliest potentially relevant offering is the 2002 paper by Vidal et al. [85] entitled
“Observability and Identifiability of Jump Linear Systems”. The paper considered discrete-
time uncontrolled LSS. In particular, states x and outputs y were related by
xt+1 = A(λt)xt + vt ,
yt = C(λt)xt + wt
(1.4.13)
with discrete state at time t given by λt and additive noise given by vt and wt. It
was assumed that switching times were unknown, needing to be estimated from the data.
Conditions were given on the time between switching events and on the system parameters
of the subsystems under which it was possible to determine the switching times uniquely.
For the ULSS-1 systems we consider in this thesis there is no need to estimate switching
times; the one switching time is considered known — as it would be in an experiment
generating actual data — and is taken as an arbitrary non-negative real number. The
observability part of [85] was concerned with conditions and a process that would allow
determination of the sequence of discrete and continuous states. This information is not
of particular interest to a test of a ULSS-1 structure for global a priori identifiability in
itself.
Vidal et al. [85] described their notion of identifiability in their introduction: “An-
other important issue is whether the model itself can be inferred from data, i.e., whether
it is identifiable.” ( [85, Page 3614]). The paper considered this in Section 3.2 where it was
assumed that a data vector was available which would allow the calculation of one pair of
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system matrices for each of the subsystems that produce the output, that is, the A(λt)
and C(λt) in (1.4.13) that occurred for all values taken by λ. Conditions were then given
which defined the set of system matrices obtainable from those calculated which generate
the same output as the observation vector.
From this we can see that the authors’ notion of identifiability of a structure is unlike
that of global a priori identifiability used in this thesis.18 First, [85] required data to
perform calculations (hence the test is for a numerical or a posteriori property) whereas
testing a structure for global a priori identifiability does not. Second, the study of [85]
did not assume a particular form for the system matrices of the original system, it used
whichever system matrices that were returned by the identification algorithm applied to
data.
These features make [85] substantially different from a true consideration of identifi-
ability. The effect of testing a structure M for global a priori identifiability is to return
all systems that are both output equivalent to the structure’s representative system M(θ)
and which have system matrices of the same pattern as their corresponding matrix in
M(θ). The omission of this second requirement in Vidal et al. [85] means that the pro-
cess employed is actually finding the set of systems that are indistinguishable19 from the
particular system they originally determined from data.
Overall, the process given in Vidal et al. [85] is not immediately useful for the matter
of this thesis. However, there may be some merit in further considering the section on
realizability. This section provides conditions under which discrete-time structures are
indistinguishable. Suppose that it is possible to adapt the conditions given so that they
are appropriate for continuous-time structures. Restricting the models considered to only
those from the structure of interest will form the basis for a test of a model structure
for global a priori identifiability. Any adaptation of the approach will require the recon-
18We employ a definition consistent with that used by various authors, based on that of Denis-Vidal and
Joly-Blanchard [22]. We present this in Definition 3.17.
19We present generic indistinguishability in Section 3.5.4.1 of this thesis. Vidal et al. [85] consider a
non-generic form of indistinguishability.
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ciliation of the theorem given in Vidal et al. [85] with seemingly inconsistent conditions
used elsewhere in the paper. As a result, we postpone any further evaluation for future
consideration.
Note 1.2. No comment was made on whether the approach proposed was suited to linear
switching systems that were composed of compartmental or positive subsystems.
Whyte [90,91] considered global a priori identifiability as it pertained to continuous-
time ULSS-1 structures.20 The papers were motivated by the study of biomolecular in-
teractions observed with flow-cell optical biosensor experiments considered in this thesis.
They provided the first considerations of structure properties for this application. As
mass is conserved in biomolecular interactions, testing methods proposed were designed
to be appropriate for a ULSS-1 structure of systems composed of compartmental linear
time-invariant subsystems.21
The approach of [90, 91] considered invariants present in the output of the ULSS-1
structure.22 As a LSS is piecewise LTI, techniques from the analysis of LTI structures
provided inspiration.23 Most of the approaches used to test a LTI structure for global a
priori identifiability require the structure to be generically minimal.24 This property is
often said to be a consequence of the generic properties of controllability (or reachability)
and observability25
Whilst such definitions are appropriate for LTI structures, they may not hold for
20These papers informed the definition employed in this thesis.
21We will meet linear time-invariant (LTI) structures in Section 3.6 and the compartmental type of these
in Definition 3.24.
22We will explain some subtleties of this in Definition 3.19.
23We will give an overview of some methods of testing a LTI structure for global a priori identifiability
in Section 3.6.4.
24This property is defined in Section 3.6.3.4.
25These properties are defined in Sections 3.6.3.1–3.6.3.3. We note that there is some variation in the
terminology used to define notions of ‘minimality’; see, for example, Kalman [39] and van den Hof [82].
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compartmental LTI structures.26 However, a method using the Laplace transform does
not require a structure to have the generic properties required by other methods.27 Hence,
we adapted this approach in [90, 91] to propose a test of a ULSS-1 structure for global
a priori identifiability. This test is suited to structures for which it is not necessary to
estimate switching times, as we consider in this thesis. We may apply the test without
modification to a ULSS-1 structure of systems which have states and outputs that take
real values.
Vo Tan, Millérioux and Daafouz contributed a conference paper,“Invertibility, flat-
ness and identifiability of switched linear dynamical systems: an application to secure
communications” [61], to the literature in 2008. This is quite similar to a 2010 journal
follow-up by these authors, “Left invertibility, flatness and identifiability of switched linear
dynamical systems: a framework for cryptographic applications” [62]. As such, we will
discuss the papers together.
The papers [61, 62] considered properties of discrete-time, single-input single-output
(SISO) linear switching systems where states, inputs and outputs take real values. Note 1.2
also applies to these two papers. The cryptographic application considered meant that
any possible switching sequence was permitted, unlike the applications considered in this
thesis where the switching sequence is known. The papers describe ‘identifiability’ for
their systems by “. . . a parameter of a discrete-time dynamical system is identifiable if
it can be rewritten as a unique function of the input, the output and their iterates.”
(See [62, Page 149].)
Note 1.3. The definition of ‘identifiability’ given differs from that we employ (given in
Section 3.5.3) as it implied that the property holds throughout the parameter space, not
allowing for sets of measure zero where the property does not hold.
Note 1.4. The papers appear to describe global identifiability of a parameter, without mak-
26We will explain this in Section 3.5.2.
27This is the ‘Laplace Transfer approach’, which we will meet in Section 3.6.4.
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ing any reference to local identifiability. A structure judged as locally a priori identifiable
may be useful in certain circumstances.
Two parameter estimation methods were employed in testing a LSS for ‘identifiabil-
ity’; one for when the switching sequence was known and a second for when the switching
sequence was not known. Both required that the output of the system was ‘flat’.28 The
first identification method assumed that parameter estimation could occur because “. . . the
usual persistently exciting (PE) conditions . . . ” apply ( [62, Page 148]). These conditions
were also required in the second parameter estimation routine. The PE conditions were
not defined and references were not given to illustrate the conditions. Hence, it is unclear
whether PE conditions apply in general.
Vo Tan et al. [61] considered an example to illustrate their proposed methods. This
example had inconsistencies between the number of discrete states present and the enu-
meration of the total number of switching sequences on a particular interval of time.
Specifically, the LSS considered had four discrete states and yet the total number of
switching sequences over a period of two consecutive time points was given as four, rather
than the 16 expected. These issues were resolved when the example was reconsidered
in [62] for a LSS of only two discrete states. However, there were other inconsistencies
over the interpretation of parameters and their assumed values, although the latter may
be merely typographical errors.
The application of the second parameter identification method to the example was
very brief in both [61] and [62]. In each case the method resulted in conditions that related
some functions of the parameters to constants. We expect that the process of testing a
structure for global a priori identifiability will lead to purely parametric relationships. The
authors’ example showed that given a particular value for each parameter of a LSS, the
authors’ conditions may be used to deduce whether the parameter estimates are unique.
28From [62, Definition 2.4,Page 147], “A flat output of a dynamical system is an output variable yk such
that all system variables can be expressed as a function of yk and a finite number of its forward/backward
iterates.”
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This is not as useful as concluding that a condition holds for almost all feasible values of
the parameters. We conclude that the approach outlined in [61] and [62] is not actually a
test of a LSS for global a priori identifiability as we define it in Section 3.5.3.
Adapting the second approach such that it does test a LSS for global a priori iden-
tifiability will require calculations with symbolic expressions rather than with numerical
values. In such a case, it is reasonable to expect that the computations required in [61,62]
will be more complex and time consuming. Results of these computations may also be
more difficult to interpret than in the straightforward example given in those papers. We
may consider suitable modifications to the techniques of Vo Tan et al. in a later study.
However, it is notable that the method assumed that the time(s) of switching between
subsystems was unknown. This makes the approach unnecessarily complicated for the
linear switching systems we consider in this thesis for which the switching time does not
require estimation as it is taken as arbitrary but fixed.
The authors claimed on Page 149 of [62]; “The unicity of the solution of an iden-
tification procedure is directly related to the notion of parametric identifiability (Nõmm
and Moog 2004; Anstett, Bloch, Milléroux, and Denis-Vidal, 2008).” It is appropriate to
relate this statement to the specific notion of global a priori identifiability of a structure
considered in this thesis. A test of a structure for global a priori identifiability occurs
under idealized conditions. For the purposes of illustration, let us suppose that observa-
tions are represented by the predictions made by some model in our assumed structure
subject to additive random error. Further suppose that we intend to estimate parameters
by minimizing a residual sum of squared errors. We follow the literature in assuming
that knowledge of the errors does not provide any information on the parameters of the
structure.
In such a case, determining that the structure is globally a priori identifiable means
that it is possible for a properly implemented parameter estimation using real data to
return a single value for each parameter, but this is not guaranteed. Thus, one may say
that global a priori identifiability of a structure is necessary — but not sufficient — for a
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properly implemented parameter estimation to return a unique value for each parameter.
The 2010 conference paper of Petreczky et al. [60] “Identifiability of Discrete-Time
Linear Switched Systems” showed that the authors had a notion of ‘identifiability’ that is
similar to some of the papers cited above. As such, this interpretation is not equivalent
to that used in this thesis and elsewhere.
To illustrate this, consider the outline of the concept:
“More precisely, a parametrized system structure is a map from a certain
parameter space to a set of dynamic systems. Such a parametrized model
structure is said to be (structurally) identifiable, if no two different parameter
vectors yield two models whose input-output behaviour is the same. If there
are two parameter vectors such that the corresponding models have the same
input-output behaviour, then no amount of measurements will be enough to de-
termine which of the two parameter vectors is the true one.”29 ( [60, Page 141])
The authors presented a more mathematical definition in Theorem 6 of [60].
The definition of ‘identifiability’ given in [60] is not indistinguishability (as presented
by [85]), but it is not quite structural identifiability (or global a priori identifiability as
preferred in this thesis). The points made in Note 1.3 on the use of the term ‘structural’
apply to this paper, not just for identifiability, but also for the definition of structural
minimality given in Definition 12 on Page 144 of [60]. Further, Note 1.4 also applies to
this paper.
As for [61,62,85], Petreczky et al. [60] confined their study to discrete-time LSS due
to “. . . their simplicity and and their relevance for the system identification community.”
The paper considered LSS for which the states, inputs and outputs take real values, and
the observation of Note 1.2 applies here.
29In this quote, we note the use of ‘model’ to describe both a ‘structure’ and a particular system obtained
from the structure for a particular parameter vector, adding to the diversity of uses of the two terms seen
in the literature, and potential confusion over terminology. We will describe this diversity further in
Section 3.5.3.
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On Pages 141-142 of Petreczky et al. [60], in describing ‘identifiability’ for hybrid
systems, the authors stated “To the best of our knowledge, only [33,28] address the concept
of identifiability.” The papers cited are Vo Tan et al. [61] and Vidal et al. [85] respectively,
which we discussed earlier in this section. Petreczky et al. noted that unlike [61], their
approach to testing a LSS for identifiability did not require the property of flatness, which
was also required by [62].
Page 142 of Petreczky et al. [60] emphasized “Notice here we view the switching signal
as an external input and any switching signal is admissible.” This assumption played a key
role in the approach of the paper. The authors required that any LSS must be structurally
minimal (as they define it) and this was a consequence of the LSS having the properties
of span reachability and observability. To test the LSS for these properties, calculations
assumed that all possible switching sequences of length less than or equal to the number
of state variables were possible.
This assumption is not reasonable in all settings. For example, chemical interactions
occurring in an optical biosensor experiment as we consider in this thesis must have the
association phase occur before the dissociation phase. This experimental setup determines
the subsystem of the LSS which is used to model the experiment at any particular time.
Hence, the LSS models the system with a known switching sequence, and it is not sensible
to suggest that other sequences can apply. From this example, it is possible that the tests
of the LSS for span reachability and observability cannot proceed as [60] intended. This
suggests that the approach of [60] is not appropriate for all applications.
The requirement that a LSS structure must have the property of ‘structural minimal-
ity’ before it can be tested for identifiability was explained on Page 145 of [60] where it
was stated that the LSS “. . . can be completely determined by the minimal component of
the switched system.” The authors continued: “However, let us remark that one can also
think of cases, when finding the minimal subsystems of the parametrization explicitly is
not straightforward.” The approach of Whyte [90,91] may have an advantage in this case
as it does not require an explicit representation of the minimal part of a ULSS-1 in order
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to test it for global a priori identifiability.
Section 3.4 of Petreczky et al. [60] considered some examples of LSS to demonstrate
that the properties of the individual subsystems of the LSS did not necessarily determine
LSS properties. The examples presented did not have dependency between the unknown
elements of the subsystem matrices, unlike compartmental systems. Hence Note 1.2 applies
again.
Section 4 of Petreczky et al. [60] added a new element to the literature by considering
“semi-algebraic parameterizations”. Their approach to testing a structure that was a
semi-algebraic parametrization drew on technical definitions from logic and real algebraic
geometry. The lack of an application of their method to an example obscured how it may
be applied in practice.
In the description of checking a semi-algebraic parametrization of a LSS, the authors’
interest was in generating structures that were indistinguishable from a given structure
(as noted in the discussion of Vidal et al. [85] above) rather than testing a structure for
global a priori identifiability. The authors gave a logical formula for deciding whether a
LSS is identifiable or not identifiable (as they define it).
Presenting this formula requires first reproducing some of the preliminary material
given in Petreczky et al. [60]. Consider a discrete-time LSS Σ represented by
x(t+ 1) = Aq(t)x(t) +Bq(t)u(t) and x(0) = x0 ,
y(t) = Cq(t)x(t),
(1.4.14)
where x(t), u(t), and y(t) represent the continuous state, input, and output at time t ∈ T
respectively. Further, q(t) ∈ Q is the discrete state at time t for Q a finite set of discrete
states. For each q ∈ Q, the matrices of the LSS in (1.4.14) are Aq ∈ Rn×n, Bq ∈ Rn×m,
and Cq ∈ Rp×n. The notation (n,Q, {(Aq, Bq, Cq)| q ∈ Q} , x0) serves as a short-hand
representation of (1.4.14).
Consider system Σ1 of the form of (1.4.14), and a possibly distinct system of the
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Petreczky et al. [60] drew on the preliminaries above to present their semi-algebraic
formula:
Φident = ∀θ1, θ2 ∈ Rd :
(









Let us consider the meaning of the proposition Φident in deciding whether alternative
parameter vectors in the structure Σ can produce the same output. Consider parameter
vectors θ1 and θ2 from some set Θ that are not equal. In (1.4.16), this implies that there
does not exist some real n× n matrix S that can act as a LSS isomorphism as in (1.4.15)
between the systems Σ(θ1) and Σ(θ2). This implication holds for all feasible θ1 and θ2.
That is, if Φident is true, then there does not exist any θ2 6= θ1 for which the output of
Σ(θ2) is the same as that of Σ(θ1).
The truth or falsehood of Φident was used by Petreczky et al. [60] in deciding whether
or not a generically minimal LSS structure Π is identifiable according to a lemma.
Lemma 3, Petreczky et al. [60]. Let Π be a structurally minimal semi-algebraic parametriza-
tion. Then Π is structurally identifiable if and only if Φident is true over R.
30We note that the conditions placed on the matrices of Σ1, Σ2 and S by (1.4.15) extend those which
constitute a similarity transform applied to the matrices of the representative system of a LTI structure.
See, for example, van den Hof [82].
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Equation (1.4.16) is notable as expressing the property through a formula is uncom-
mon in the literature; as far as we are aware, Whyte [90, 91, 94] provided the only other
examples. The advantage of the formula as expressed in [90, 91] (with a refinement made
in Whyte [94]) is that it can also discern when a structure is locally a priori identifiable.
Further, applying the associated test returns any relationships between parameters that
cause a LSS structure to lack the property of globally a priori identifiability. We can use
this information to direct the reparameterisation of an a priori unidentifiable structure
such that we obtain a more useful one.31
Petreczky et al. [60] concluded with a statement “Moreover, identifiability of all the
linear subsystems is obviously a sufficient condition for identifiability of a linear switched
system.” ( [60, Page 149]). The statement is correct, but again expects that the LTI
structures defined by the LSS structure can be considered individually. It is not clear how
one would do this for the continuous-time ULSS-1 structures we consider in this thesis. In
modelling a flow-cell optical biosensor experiment, the first LTI structure represents the
association phase, which runs for some non-zero length of time before the switch to the
dissociation phase. The initial state of the dissociation phase structure depends on the
parameters of the association phase structure and the switching time. In general, there
is no simple expression for the initial state of the dissociation phase structure. Lacking
this detail, the structure is not fully specified. As such, it is not appropriate to test the
dissociation structure for global a priori identifiability with standard methods.
The method of Whyte [94] was designed specifically to apply to continuous-time
ULSS-1 structures representing flow-cell optical biosensor interaction models. The method
sought to overcome a potential impediment to the further use of Whyte [90,91] in classify-
ing these structures. In particular, it was expected that (in general) the previous methods
would become more difficult to apply to a structure as the number of state variables
increased beyond two. Rather than testing a ULSS-1 structure for global a priori identifi-
ability directly, the new approach chose to assemble conditions which might be sufficient
31We will see an example of this in Chapter 5.
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to allow the inference that a structure was globally a priori identifiable. In order to test
the new method, Whyte [94] analysed a more complex test case than that considered pre-
viously. The classification of this “two-state conformational change model” (having three
state variables) as globally a priori identifiable was only the second published classification
of a flow-cell optical biosensor model.32
We may wonder if the literature on testing a time-varying linear structure for global a
priori identifiability can contribute to our problem. One description of a continuous-time,
uncontrolled linear time-varying system is
ẋ(t,θ(t)) = A(t,θ(t))x(t,θ(t)), x(0,θ(t)) = x0(θ(0)),
y(t,θ(t)) = C(t,θ(t))x(t,θ(t)),
(1.4.17)
having state vector x ∈ Rn, output y ∈ Rm, matrices A and C have appropriate dimen-
sions, and θ(·) is a time-varying parameter vector.
A general technique for the testing of time-varying linear structures was proposed in
Audoly et al. [3]. Let us consider the application of this technique to the type of linear
switching system (a ULSS-1) described by (1.2.9) with (1.2.10).
The technique requires us to convert a ULSS-1 structure into an uncontrolled linear
time-varying structure as defined by (1.4.17). Consider the pairs of corresponding system
matrices of the LTI subsystems of the ULSS-1 structure, say A1 and A2. We wish to
use these to form A as in (1.4.17). We note that in a ULSS-1, an element of some
system matrix from the first subsystem can differ from the corresponding element in the
corresponding system matrix of the second subsystem. For example, in the structures we
consider, such as that in (1.2.11), certain non-zero elements of A1 correspond to a zero in
A2. In such a case, to form A as in (1.4.17), we must write a matrix element as a function
of the form ω(·) = K (H0(·)−Ht1(·)), for K constant, t1 the switching time, and H0 and
Ht1 particular instances of the Heaviside step function introduced in (1.2.8).
However, the approach of Audoly et al. [3] required that expressions for time-varying
32The approach employed in Whyte [94] is revised and extended in Section 4.4.
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parameters were differentiable with respect to time. As such, it is not applicable to
parameters with jumps that result from formulating a ULSS-1 as a linear time-varying
system. As Audoly et al. [3] is unsuitable for our purposes, we will not consider it further.
The 2014 article, “Identifiability and identification of switched linear biological mod-
els” by Guo and Tan [32] considered model structures which were at least similar to those
considered in this thesis. The authors considered switched systems for which the system
matrix (A) depended on the intensity of some input. In the simplest case, they considered
a state-space structure subject to a real, scalar ‘pulse excitation’ input u, related to state
variables x through




u0, 0 ≤ t ≤ td,
0, t > td.
(1.4.19)
The input defined by (1.4.19) is reminiscent of the means of modelling the change
of analyte concentration in a structure representing a two-phase biosensor experiment.33
However, unlike those structures, the type of structure defined by (1.4.18) was controlled.
The influence of an input on A as well as its effect on the state through B restricted the
class of linear switching systems under investigation.
The interest of [32] was in the uniqueness of parameter estimates obtained from
data. This made it an inspection of a structure to determine if it was globally a posteriori
identifiable. The method proposed required numerical data values and was not concerned
with whether the property it examined was generic. Hence, there is not an obvious means
of adapting it for our goal of testing ULSS-1 structures for global a priori identifiability.
As such, we obtain no advantage in attempting to reformulate the structures we considered
in this thesis to emulate those in Guo and Tan [32].
33We will see this in the switching function (3.7.43) used in the description of a ULSS-1 structure given
by (3.7.41) in Chapter 3.
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Let us recap and relate the literature reviewed above to the motivating application
of this thesis: the testing of continuous-time ULSS-1 structures for global a priori iden-
tifiability where the constituent LSS are composed of compartmental subsystems. Many
papers reviewed are not designed for this purpose, for example, as they are intended for
structures of discrete-time systems or systems that are not compartmental. Further, these
do not actually test a LSS structure for global a priori identifiability, or they neglect local a
priori identifiability, or they make assumptions that we cannot justify for our application.
Aside from these points, most of the methods reviewed are unnecessarily complicated
for the ULSS-1 structures we consider as for these it is not necessary to determine the
switching time. Some papers intended for time-varying structures are not suited to the
analysis of LSS structures. These features suggest that only the methods given in Whyte
[90, 91] and [94] — which were originally motivated by our application — are useful for
our purposes. We will draw on these papers in developing our approaches to testing a
ULSS-1 structure for global a priori identifiability in Chapter 4.
Remark 1.3. We have reviewed only those aspects of the literature adjacent to our main
problem. However, there are various other threads of research relating to the testing of
structures for particular properties. Some of this activity has resulted from the use of
large structures (having many parameters and states) to describe complex systems in the
field of systems biology. The reader interested in recent developments may wish to consult
works such as DiStefano [24] and the references therein.
Another notable review of (and contribution to) the state of the art is given by
Villaverde et al. [86]. This paper reviewed various software tools for establishing properties
of nonlinear structures. It also introduced a new package — STRIKE-GOLDD (STRuc-
tural Identifiability taKen as Extended-Generalized Observability with Lie Derivatives and
Decomposition) — for testing structures for the property of local a priori identifiability.
The software uses a sophisticated iterative scheme that may establish whether individual
parameters are locally a priori identifiable or a priori unidentifiable. The process may
ultimately lead to the classification of a structure. Application of the software to test
1.5. PRELUDE TO CHAPTER 2 41
cases showed it to be both powerful and flexible.
Methods presented in both DiStefano [24] and Villaverde et al. [86] were intended
for nonlinear structures, but not LSS ones in particular. (For example, Villaverde et
al. [86] precludes the application of STRIKE-GOLDD to a LSS structure as a result of
certain conditions placed on a structure’s output function.) Further, it is not immediately
apparent how one would modify the methods to make them suited to our context.
Through our focus on testing a LSS structure for global a priori identifiability, we
have not made a detailed exploration of tests such as those described in Villaverde et
al. [86]. We may obtain some new insight into our problem by giving greater attention to
such works in future studies.
1.5 Prelude to Chapter 2
This research project resulted from the author’s time in a laboratory with a Biacore brand
flow-cell optical biosensor. These are a popular version of an apparatus that has found
widespread use in the monitoring of biomolecular interactions in real time.34 Experimental
studies using Biacore-like biosensors are also well-represented in the literature.35
Our primary interest is in the properties of structures employed to model biomolecu-
lar interactions studied on such a biosensor. The combination of the type of biomolecular
interaction assumed to occur and experimental conditions used dictate the structure em-
ployed for this purpose. Typically structures are incompletely specified, which impedes
their analysis. As a result, our first concern lies in collecting together information that en-
ables us to produce a completely defined structure for some of the most commonly assumed
biomolecular interactions. This assemblage will also inform the process of specifying other
34For an overview of various biosensor applications, see, for example, Rich and Myszka [69] and references
therein.
35This is readily seen from the prominence of Biacore-like optical biosensors in the later annual reviews
of the biosensor literature compiled by Rich and Myszka, for example, [68, 69].
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structures in future work.
Towards this, Chapter 2 begins with an overview of the experimental apparatus.
Interactions occurring in a flow-cell optical biosensor experiment have some similarity to
those occurring in a reaction vessel. Following this, we present some preliminary concepts
relating to chemical interactions occurring under fixed conditions, and the mathematical
modelling of their rates. Through this we produce a sample structure which bears some
resemblance to those used to model optical biosensor data. This allows us to show an
example of how to test a certain type of structure for global a priori identifiability in
Chapter 3, following the introduction of some mathematical preliminaries in that chapter.
Some features of interactions occurring on a flow-cell optical biosensor are particular
to this context. Appreciating these requires a more detailed discussion of aspects of
the operation of the biosensor and experimental conditions. This enables us to model
interactions and the resulting data with well-defined ULSS-1 structures. Ultimately these
will serve as test cases for our approaches to testing ULSS-1 structures for global a priori
identifiability.
Chapter 2
An introduction to chemical reactions,
flow-cell optical biosensors, and kinetic
experiments
2.1 Overview
The experimental system provided by a flow-cell optical biosensor has certain defining
features. The system has at least one species immobilised at a sensor chip surface (immo-
bilised ligand) and at least one species in solution (analyte) made to flow over the chip.
The biosensor reports a response related to the amount of mass near the chip surface (see,
for example, Stenberg et al. [75]). Binding of analyte to ligand increases this mass. The
sustained increase in response that generally follows1 indicates the formation of complexes
of biomolecular species. This information is obtained without requiring species to have
radioactive labels. This, the easy-to-use nature of commercial biosensors, and the high
signal-to-noise ratio of data obtained, has led to their use in a range of qualitative and
quantitative studies of biomolecular interactions.
1A biosensor may only register a change of mass above a certain threshold.
43
44
CHAPTER 2: AN INTRODUCTION TO CHEMICAL REACTIONS, FLOW-CELL
OPTICAL BIOSENSORS, AND KINETIC EXPERIMENTS
Our interest is in experiments that provide data for the quantification of features
of biochemical interactions, such as rate constants. This requires us to represent the
experimental system with a model structure that has two key features. The first is a set
of expressions for rates of chemical interactions believed to occur. Typically, each of these
is a rate of change of some measure of the amount of a chemical species (such as mass or a
quantity related to this) that is a function of parameters representing rate constants. The
second is a parametric expression relating the quantities modelled by interaction rates to
biosensor response.
Some care is needed when modelling an experimental system. Biosensor response is
composed of various components, attributable to different sources of mass. Yet only the
sum of components related to the forms of analyte-ligand complex indicates the progress
of interactions. Attempting to model all components may lead to a structure for which
it is not possible to estimate parameters from data. This is an instance of a general
problem in which only some function of parameters can be estimated from data, but not
the parameters themselves.
Ideally, we would anticipate such an undesirable feature of a structure prior to data
collection by testing it for the property of globally a priori identifiability. This matter has
received little attention in the optical biosensor literature, which tends to focus on the
generation and use of biosensor data. Further, structures are commonly presented in an
ambiguous manner. That is, the structure may have unstated assumptions, variables that
are not completely explained, or it may not specify those components of response that are
modelled. Such features can make the relationship of a structure to experimental data
unclear. In such a case, scrutiny of structure properties is not necessarily predictive of the
value of planned experiments.
This state of affairs encourages us to produce model structures which have an un-
ambiguous meaning. We can achieve this by considering aspects of the experimental
system and how these are translated into response. Towards this, we begin by introducing
some features of elementary chemical interactions and their mathematical modelling. It
2.2. AN INTRODUCTION TO CHEMICAL REACTIONS AND KINETICS 45
is necessary to adapt aspects of this background to suit the conditions of certain types of
flow-cell optical biosensor experiments. Hence, we give a summary of the essential features
of these biosensors, as seen in Biacore brand models, and others. We proceed to consider
binding experiments, and properties of the reported response. This background provides
guidance on how to assemble a well-defined structure representing a given mechanism for
biomolecular interactions.
2.2 An introduction to chemical reactions and kinetics
This section gives a brief introduction to chemical reactions and mathematical modelling
of reaction rates. The reader requiring further detail may wish to consult a text such as
Chang [16].
2.2.1 Irreversible and reversible reactions
A process in which some number of chemical species2 undergo a chemical change3 is termed
a chemical reaction. Examples of chemical changes are the transformation of species into
another structural form, or the conversion of some species into others. To give an example
of the latter case, consider the burning of molecular hydrogen gas (H2) in oxygen gas (O2)
to give water (H2O). Such a reaction is summarised by a chemical equation, here
2H2 + O2 −→ 2H2O. (2.2.1)
The −→ shows that (2.2.1) is an irreversible reaction, that is, the reactants on the left
of the arrow are converted into the products on the right. Products cannot revert back
into reactants under the conditions (such as temperature and pressure) of the reaction.
In a chemical reaction matter is not created or destroyed. Hence, the number of atoms
of an element present on the left of the arrow must equal the corresponding number on
2either elements or compounds
3That is, a rearrangement of atoms, rather than a change of physical state, as in when ice melts to
become liquid water.
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the right to balance the equation. This is achieved by choosing an appropriate numerical
prefix for each chemical species, as seen in (2.2.1). Typically the smallest possible integer
values are used. A balanced equation such as (2.2.1) summarises the stoichiometry of
the reaction; here, two molecules of diatomic hydrogen gas interact with one molecule of
diatomic oxygen gas to produce two molecules of water.
In certain reactions, reactants are not completely converted into products. Consider
the interconversion of dinitrogen tetroxide (N2O4) and nitrogen dioxide (NO2):
N2O4 
 2NO2 . (2.2.2)
The use of 
 in a chemical equation such as (2.2.2) denotes it as a reversible reaction.
We may think of (2.2.2) as representing two simultaneous reactions whenever both species
are present. The forward reaction, the conversion of N2O4 into NO2, is seen by reading
(2.2.2) from left to right. The backwards reaction, the conversion of NO2 into N2O4, is
seen by reading (2.2.2) from right to left.
In industrial or biological settings, it is often desirable to understand the progress of
a chemical reaction. One way of doing this is to quantify how the amounts of chemical
species change over time. However, it is not always possible to measure these amounts as
often as required to achieve this. In such a case, we may choose to represent the chemical
system with a model structure. The design of such a structure is aided by the introduction
of some terminology and definitions. For completeness, these are given in Appendix A. Of
these, ‘molar concentration’ is useful for the description of chemical interactions occurring
in a liquid phase. For such interactions, it is common to express the time rate of change
of the molar concentration of a species X (say) as a function of the molar concentrations
of all species which contribute to the production or consumption of X.
In this thesis we are mostly concerned with reversible interactions. For these, includ-
ing those studied in certain types of optical biosensor experiments, the long-term behaviour
of the interaction is often of particular interest. Associated with this is the degree to which
reactants are ultimately converted to products. We will consider the description of this
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feature in the next subsection.
2.2.2 Chemical equilibrium
Given a sufficient amount of time, a reversible reaction such as (2.2.2) will reach a state
where the amounts of each of the reactants and products do not change. However, the
forward and reverse reactions are still occurring. Each species has a rate of consumption
that is equal to its rate of production. Such a system is in a state of dynamic equilibrium.
Let us consider reactions occurring in solution at a constant temperature as these
are appropriate for our application. The molar concentrations of reacting species at equi-
librium give a measure of the extent of conversion of reactants into products. To give a
simple illustration, consider the balanced reversible reaction for the conversion of A and
B to C and D occurring in solution:
aA + bB
 cC + dD . (2.2.3)
Let the molar concentrations of A, B, C and D at equilibrium be [Ae], [Be], [Ce] and [De]





which has dimensions that depend on the coefficients in (2.2.3).
The meaning of an equilibrium constant is independent of the reaction it applies to.
If K > 1 (K < 1) then at equilibrium the molar concentrations of the products of the
forward reaction are greater (less) than those of the reaction’s reactants. This disparity
grows as K increases (decreases).
2.2.3 Rate of change of molar concentration
Knowledge of a reaction’s equilibrium concentrations is insufficient for the estimation of
rate constants which characterise the reaction. Such estimation requires both data on the
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progress of a chemical reaction over time and a structure to model this. A typical means of
achieving the latter is to use a system of ordinary differential equations (ODEs) to model
the rates of change of molar concentrations of interacting species.
In order to develop this idea, let cX denote the molar concentration of species X. The
time rate of change of cX at any instant is the difference between the total rate of processes
which increase cX and the total rate of processes which reduce cX at that instant.
The rate of increase of cX is the sum of the rates at which X is formed or arrives in
the system, say, rformation +rarrival. By definition both of these rates are non-negative. The
rate of decrease of cX is the sum of the rates at which X is consumed by a chemical reaction
(or decomposes) or is otherwise removed from the system, say, rconsumption + rremoval. By
definition both of these rates are non-positive. Common units for these rates are moles per
decimetre cubed per second (mol dm−3 s−1, or equivalently, M s−1). Hence, the overall
rate of change of cX at time t is expressed through a first-order ODE
dcX
dt (t) = rformation(t) + rarrival(t)︸ ︷︷ ︸
total rate of increase of cX
+ rconsumption(t) + rremoval(t)︸ ︷︷ ︸
total rate of decrease of cX
, (2.2.5)
which has units of mol dm−3 s−1 as a consequence of its component rates.
Typically, each of the component rates of the right-hand side of (2.2.5) is modelled
by a first-order ODE which depends on the molar concentrations of interacting chem-
ical species. The form of an ODE may be suggested by properties of these species or
experimental knowledge of the reaction system.
To give a simple example, consider an irreversible reaction occurring under constant
experimental conditions (such as temperature and pressure) in solution in a sealed reaction
vessel. In such a case we do not need to consider the transport of chemical species into or
out of the vessel. For a reaction such as
X k−→Y, (2.2.6)
k is a fixed positive value termed the rate constant of the reaction. A rate constant is a
characteristic of a reaction that typically depends on the environmental conditions.
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If the rate of consumption of cX is given by
rcX consumption(t) = −k · cX(t) , (2.2.7)
then (2.2.6) is a first-order reaction. Further, at any point in time the reaction consumes
an amount of X and produces an equal quantity of Y, and hence
rcY production(t) = −rcX consumption(t) = k · cX(t) .
A form of reaction rate related to (2.2.7) is frequently assumed in the flow-cell optical
biosensor literature for certain types of interactions, such as that in which two species bind
to form a complex. (For details, see Whyte [97, 99].) These can be combined to give a
structure for a system of interactions occurring on a biosensor. We illustrate this with an
example of the modelling of multiple interactions in the next subsection. We arrive at a
simple example which allows us to demonstrate how to test a model structure for global
a priori identifiability in Chapter 3.
2.2.4 An example of the modelling of first-order reaction networks
Rates of change of concentrations tend to become more complicated as more chemical
species participate in the reaction system. Further, as the number of species increases,
the totality of interactions is shown more efficiently as a reaction network rather than
by individual reactions. To illustrate this, we draw on Whyte et al. [100], an exercise
in modelling the conversion of epimers4 of hopane during pyrolysis5 of oil-bearing rock.
The aim of the study was to determine which of a set alternative structures for the molar
concentrations of epimers over time best agreed with experimental data. We proposed
one reaction scheme in which reactions converted precursors X and Y into intermediates
R and S respectively. We also assumed interconversion between X and Y and between R
4Two alternative structural forms of a compound which have the same chemical formula but different
structures are termed isomers, of which there are various types. Two epimers are isomers having closely
related structures, but the structure of one is not a reflection of the other, as for enantiomers.
5heating in the presence of oxygen
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and S. Further, we assumed that intermediates R and S decayed to products DR and DS
respectively.
These assumptions define a reaction network:
X k3−→ R k7−→ DR







Each reaction in (2.2.8) shows the conversion of one molecule of some species into one
molecule of another.
Testing the structure representing (2.2.8) for global a priori identifiability is quite
complex, and hence it is not ideal for demonstrating this process. A simplified version —
termed Model 0 in Whyte et al. [100] — is more suitable. Assuming k1 = k2 = k5 = k6 = 0
in (2.2.8) reduced it to two parallel reactions:







We assumed that the rate of decomposition of a species was first-order as in (2.2.7), and
that matter could not enter or leave the system.
To build up the ODEs for rates of change of concentrations of species, let us first
consider the conversion of X into DR via R. Let us use notation such as [X] to represent the
molar concentration of species X, so that a compound and its concentration are distinct.
Then following (2.2.9), the first-order rate of change of [X] is
d[X]
dt = −k3[X].
Following (2.2.9), the rate of change of [R] is the difference between its rate of increase
due to its production from X and its rate of decrease due to conversion into DR. Under
our assumptions and the stoichiometric relationships shown in (2.2.9), this is given by
d[R]
dt = k3[X]− k7[R]. (2.2.10)
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Finally, the negative of the rate of decomposition of [R] determines the rate of production
of [DR], hence
d[DR]
dt = k7[R]. (2.2.11)
The ODEs for molar concentrations of species featuring in the conversion of Y to DS in
(2.2.9) follow analogously.
Whyte et al. [100] assumed that the concentrations of DR and DS did not influence
the other concentrations, and as by-products of the reactions, were not of interest. Let us
represent the vector of concentrations of interest by
x(t) ,
[
[X](t) [Y ](t) [R](t) [S](t)
]>
.




−k3 0 0 0
0 −k4 0 0
k3 0 −k7 0
0 k4 0 −k8

x(t), (2.2.12)
where the unknown initial conditions were modelled in Whyte et al. [100] by
x(0) =
[
X0 Y0 0 0
]>
.
The initial concentrations reflect unknown quantities and assumptions made about
the physical system. Parameters were used to represent the unknown initial concentrations
of X and Y. Initial concentrations of R and S were given as zero as we assumed that X
and Y in the rock sample were not converted to other species prior to the application of
heat in the experiment.
System (2.2.12) is only part of the representative system of a state-space model
structure. Completing this specification requires an expression for the structure’s outputs.
In the experiments that obtained data for Whyte et al. [100] it was only possible to
observe the concentrations of R and S over time. Given this, and defining y(t) as the vector
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of observations associated with (2.2.9) at time t ≥ 0, y depends linearly on x through
y(t) =
0 0 1 0
0 0 0 1
x(t) . (2.2.13)
A first-order linear constant coefficient ODE system such as (2.2.12) accompanied
by a fixed linear function of its variables as in (2.2.13) is termed a linear time-invariant
state-space system. A variant of these structures provides an appropriate framework for
modelling the dynamics of chemical interactions studied on a flow-cell optical biosensor
and the reported response. We will formally present this type of structure in Chapter 3.
The next section introduces important features of optical biosensors in order to inform
the modelling of experimental response to follow.
2.3 Features of Biacore flow-cell optical biosensors
We first introduce some terminology to aid the subsequent description of flow-cell biosensor
experiments.
Definition 2.1 (Chemical species in an experiment). Free immobilised ligand is not bound
to any compound other than the sensor chip surface. Free analyte or free ligand in solution
are not bound to any chemical species. Molecules of any species are functional if they are
able to bind to an interactant. A buffer solution does not contain any interacting species.
The most basic sensor chip consists of a thin gold film on a glass slide. Early sensor
chips had a carboxymethyldextran (dextran) matrix bound to this sensor surface. Dextran
is described in Myszka [53] (and in similar terms in Karlsson et al. [45]) as providing “...
a flexible anchor for ligand immobilisation, allowing interactions to occur as in solution”
(see Löfas and Johnsson [49] for details). Since this time, a variety of sensor surfaces have
been used to facilitate specific applications, see Rich and Myszka [67] for a review.
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Interactions between analyte and immobilised ligand occur in the region defined by
the matrix bound to the chip [44]. According to Karlsson [41] “The binding events occur
in a three-dimensional dextran matrix that extends approximately 100nm out from the
sensor surface.” We term this region the reaction volume.
An integrated fluidics cartridge (IFC) in contact with the sensor chip creates four
parallel flow cells numbered from 1 to 4. Pneumatic valves allow the user to direct solutions
to a set of consecutively-numbered cells called the flow path. Solutions enter the IFC upon
being drawn up through a needle that is able to move between multiple solution vessels as
required by an experiment. A diagram of the IFC and flow cells is given in Figure 2.3.1.
Fl
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Figure 2.3.1: Biacore flow cells are created by contact between the IFC and sensor chip.
(Image from [1]. c©2014 General Electric Company. All Rights Reserved. Reproduced
with permission. All GE monogram and GE Healthcare are trademarks of General Electric
Company.)
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Prior to experiments, at least one cell in the flow path has functional ligand immo-
bilised to its sensor surface via an immobilisation step. This creates a reaction surface and
the corresponding flow cell is a reaction cell. Ligand is immobilised to each sensor surface
individually. A reference cell either has no ligand or non-functional ligand immobilised to
its sensor surface, termed the reference surface.
Immobilisation of ligand, and the kinetics of the analyte-ligand interaction in exper-
iments which follow, are quantified as a result of changes in mass in the reaction volume
near the sensor surface. A summary of the process for a single flow cell based on [75]
follows. For additional information, GE Life Sciences, the parent company of Biacore,
have a range of video presentations on the technology, including an introduction [28].
Light from outside of a flow cell passes through a prism and is incident on the glass-
gold interface of the sensor chip at a range of angles. This causes an evanescent field to
extend from the prism into the gold layer of the sensor chip inside of the flow cell. At
a certain angle of incidence, the field couples to an electromagnetic surface wave at the
gold-fluid interface. This wave is a ‘surface plasmon’, and it occurs at the surface plasmon
resonance (SPR) angle. The SPR angle is dependent on the mean refractive index of the
reaction volume. This is a function of the surface mass concentration. Biacore devices
are unable to directly detect an accumulation of mass below approximately 200 Daltons6
(Myszka [53]).
A detector array measures the intensity of reflected light over an angular range. Light
incident at the SPR angle produces a minimum in the reflected light intensity profile. This
effect is shown schematically in Figure 2.3.2. The position of this minimum is translated
into a signal in response units (RU). Changes in surface mass alter the SPR angle and
hence the response value, which is reported against time in a ‘sensorgram’.
Prior to an experiment, the sensor chip is exposed to a flow of buffer solution. The
RU value averaged over some time window is termed the baseline response of the surface.
6One Dalton (equivalently one unified atomic mass unit) is equal to 1/12 of the mass of the carbon-12
atom in its nuclear and electronic ground state.
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The surface mass increase resulting from ligand immobilisation increases the response.
Subtraction of the baseline from a time average of this response gives a value in RU for
the immobilisation level.
Figure 2.3.2: A schematic of reflected light intensity in a Biacore flow-cell optical biosensor
experiment. Light incident on the sensor surface from the left is influenced by mass near
the sensor surface. The minimum of reflected light intensity due to SPR is shown as the
darker band on the right. Red (green) particles represent analyte (immobilised ligand).
c©2014 General Electric Company. All Rights Reserved. Reproduced with permission.
All GE monogram and GE Healthcare are trademarks of General Electric Company.
2.4 Biacore experiments
An experiment requires the user to specify a flow path consisting of a reference cell and
at least one reaction cell. Beyond this, features of Biacore experiments are dictated by an
intended purpose. This section considers experiments where an analyte is known to bind
to a particular immobilised ligand.
Our particular interest in this thesis is a particular type of experiment known as a
kinetic experiment. These aim to obtain response resulting from the interaction of analyte
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and immobilised ligand for use in determining the value of rate constants.
2.4.1 Conducting a kinetic experiment
A kinetic experiment consists of a sequence of phases: blank injection, association, dis-
sociation, regeneration, and washing. In blank injection, buffer is injected into the flow
path. This ensures that the injection needle, IFC and flow path are cleansed of any other
solutions.
During the association phase, a volume of solution of known analyte concentration
is made to flow through the flow path. It is often assumed that analyte concentration is
constant in this phase.7 The net formation of analyte-ligand complex is observed as an
increase in sensor response.
The dissociation phase begins with a change of the flow solution to buffer. The
concentration of analyte in the flow cell decreases to zero over time. Structures representing
an experiment performed at a high flow rate commonly assume, often implicitly, that
concentration undergoes a step change.8 Generally there is a net breakdown of complex,
leading to freed analyte moving away from the sensor surface and leaving the flow cell.
This effect is shown by a decrease in response.
At the conclusion of the dissociation phase, complex may still be present. This com-
plicates the analysis of binding data when a series of consecutive experiments is planned,
and is considered undesirable. A regeneration step is designed to remedy this. Solutions
of a different pH or ionic strength to that of the running buffer are injected into the
flow path, promoting complex dissociation. The washing phase flushes the solution used
in regeneration from the IFC in preparation for the next experimental cycle. A stylized
sensorgram showing the effect of the experimental phases on sensor response is given in
Figure 2.4.3.
7This assumption is known by terms such as the “rapid mixing model”, as used in Myszka et al. [55].
8For example, this condition was assumed in a structure presented in Morton and Myszka [51] and used
in the simulations presented in Myszka et al. [55].
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Figure 2.4.3: Typical features of response for phases of a flow-cell optical biosensor kinetic
experiment. From Myszka [54], published by John Wiley & Sons Ltd, Baffins Lane Chich-
ester, W Sussex PO19 1UD, England. Reproduced with permission. Copyright c©1999
John Wiley & Sons, Ltd.
Important experimental variables are: immobilisation level, solution flow rate, so-
lution injection volume, analyte concentration, and time allowed for dissociation. The
injected analyte volume and flow rate determine the duration of the association phase.
The type of experiment dictates an appropriate range of flow rates and immobilisation
levels [53]. The response sampling rate can be set to one, five or ten Hz.
For kinetic experiments, Myszka [53] suggested restricting the surface concentration
of immobilised ligand to low values and using flow rates at the upper end of the possible
range. Under such conditions, response is appropriately modelled as the output of an
uncontrolled linear switching system (Whyte [91,94]).
Remark 2.1. Another common quantitative use of a biosensor is for an equilibrium ex-
periment. These share some features with kinetic experiments. However, an equilibrium
experiment only has an association phase, which runs until the response reaches a fixed
value. This shows that the biomolecular interactions studied have reached equilibrium.
The associated response is used for determination of an equilibrium constant (recall Sec-
tion 2.2.2) rather than rate constants. Modelling the response of such experiments does
not require linear switching systems, and hence these are not our main concern in this
thesis.
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In recent times, some kinetic experiments required the association phase to reach
equilibrium before the dissociation phase commenced. We consider this special type of
experiment in Chapter 6.
2.4.2 Types of assay
We confine our attention to those types of assay used in kinetic experiments. Karlsson et
al. [43] defined three such types. The difference between them lies in the nature of the
solution injected in the association phase. A direct binding assay (DBA) features only
one analyte species in the solution (a homogeneous solution). A surface competition assay
(SCA) has an injected solution containing two analyte species (a heterogeneous solution)
that compete for ligand binding sites. An inhibition in solution assay (ISA) features a
heterogeneous analyte solution in which the two analyte species may form a complex. At
least one analyte species is also able to bind ligand when in its free state.
A binding assay typically obtains at least one sensorgram for selected values in a
range of analyte concentrations. At least one immobilisation level is used. In SCA and
ISA, it is common to use a range of concentrations for one analyte while the other takes
a constant concentration throughout an experimental series (see, for example, Karlsson et
al. [43]). A sensorgram is also collected for a ‘blank’ (buffer solution without analyte) run.
Often the assay is controlled by a computer program into which the user inputs the flow
path, experimental variables, and the number of experimental runs (replicates) subject to
each set of experimental conditions. The program may randomize the order of injection
of the solutions having varying analyte concentrations.9
9The use of randomization is a tenet of appropriate experimental design. Different types of experiments
afford differing means of randomizing experimental conditions. The interested reader may consult a text
such as Dean et al. [21, Section 1.1.4] for an introduction to the practical and analytical importance of
randomization. The first paragraph of Dean et al. [21, Section 1.1.4] provides a good summary:
The purpose of randomization is to prevent systematic and personal biases from being in-
troduced into the experiment by the experimenter. A random assignment of subjects or
experimental material to treatments prior to the start of the experimental ensures that the
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Figure 2.4.4 presents simulations of response due to complex formation in a SCA series
with two species of analyte, A1 and A2, of differing molecular mass. The leftmost figure
illustrates the decrease in response that results from increased competition for immobilised
ligand as the concentration of A2 increases. The rightmost figure shows some of the variety
produced in binding curves by varying analyte concentrations.
Remark 2.2. Experimental conditions in a series of kinetic experiments are chosen to facil-
itate “accurate determination of rate constants” [8, Page 5-6] from data. This is discussed
further in Morton and Myszka [51, Pages 276-277] “When setting up binding experiments,
the analyte concentrations should be varied over a wide concentration range. This provides
more information about the reaction mechanism.” One takes advantage of this informa-
tion by fitting one model structure to all data, a process termed ‘global’ fitting or analysis
( [51,58]). This achieves “... a better test of the model and improves the statistical behav-
ior of the parameter estimates” ( [51]) compared to results obtained by fitting the assumed
structure to each curve individually. Software available for global fitting of a structure
to data includes CLAMP c© [57]. Certain features of this programme were incorporated
into an update of the software (starting from BIAevaluation 3.0) accompanying certain
Biacore units.
observations that are favoured or adversely affected by unknown sources of variation are
observations “selected in the luck of the draw” and not systematically selected.
In the context of biosensor experiments, we may introduce systematic error were we to use the same
sequence of injected concentrations across the replicates. That is, the order of injected concentrations
may unduly influence the time courses of responses we observe. However, (mostly) our mathematical
model does not accommodate this feature as it is predicated upon each individual experimental run being
independent of any other. Dependencies between runs may impair the ability of our model to approximate
data. Randomization of the order of injected concentrations should reduce this systematic error. The
literature has commented on this issue. For example, Myszka [54] noted “Randomizing the samples is
essential for removing any bias in the data related to when the experiments were carried out.” Further,
randomisation gives the experimentalist the ability to judge the consistency of biosensor response across
replicates of a given injected concentration. Myszka [53] made comment on the usefulness of such a
comparison: “Replicated and randomized injections showed the high reproducibility of BIAcore R©, even
when the binding capacity was very low.”
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[A1] = 2  µM, [A2] = 0  M
[A1] = 5  µM, [A2] = 50  nM
[A1] = 0.6  µM, [A2] = 15  nM
[A1] = 10  µM, [A2] = 200  nM
Figure 2.4.4: Simulated response curves for a range of concentrations for the two analyte
species A1 and A2 in a SCA series where the molecular mass of A1 is substantially greater
than that of A2. Association and dissociation phases each run for 100 seconds. The
assumed interaction mechanism is shown in (6.5.13). Parameter values are as follows:
(ka1 , kd1 , ka2 , kd2) = (1× 104, 2× 10−3, 4.5× 104, 8.2× 10−4).
We refer the reader interested in the details of global fitting to the consideration of
CLAMP c© given in Morton and Myszka [51]. The paper used a diagram to summarise
the fitting algorithm. Briefly, CLAMP c© uses as inputs the time courses (there may be
replicates) of experimental response for each of the employed combinations of experimental
conditions. It aims to determine the parameter vector (or vectors) which minimizes a chi-
squared (χ2) value calculated from these inputs and the corresponding model predictions.10
In order to calculate model predictions, the algorithm first requires the assignment of an
initial value to each parameter. Following this we may calculate an initial χ2 value. The
algorithm proceeds by iteratively varying parameter values according to a Levenberg–
Marquardt scheme. After each iteration of the algorithm we have a decision point. We
10We note that other approaches may use an alternative goodness-of-fit criterion. For example, Joss et
al. [38] seek to find the parameter vector associated with the best fit of the model to data by minimizing
a nonlinear sum of squared errors.
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retain any new parameter vector which decreases the χ2 value relative to its previous
value. We use this vector as the initial parameter vector in the next iteration. Conversely,
we ignore any new parameter vector which fails to decrease the χ2 value. Consequently,
the current initial vector is reused in the next iteration. The process continues until the
reduction in the χ2 value is smaller than some pre-set threshold. At this point, the last
accepted parameter vector is designated as the estimate of the true parameter vector.
In practice, a search algorithm as described may not find a global minimum of χ2
due to inadequate exploration of the parameter space. For example, the algorithm may
become unable to leave a local minimum that is close to the initial parameter vector. For
this reason, it is typical to restart the algorithm from a number of randomly generated
initial values.
2.5 Remarks on flow-cell biosensor response and interaction models
Typically, a model structure representing an interaction on a flow-cell optical biosensor
is not completely specified. In such a case, evaluation of the structure’s properties is
premature as the results may not have an obvious interpretation. We can overcome this
problem by specifying features of the experiment or response to clarify the interpretation
of a structure. However, often the literature only suggests to the reader aspects such as
the dynamics of the interaction, or which factors contribute to response, or experimental
conditions (see, for example, Myszka et al. [58], Morton and Myszka [51], and Karlsson
and Fält [42]). This is adequate for some situations. For example, often fitting a structure
to Biacore data is done by the accompanying BIAevaluation software. In this, the user
selects the structure to fit to data by choosing from a menu of interaction models (which
includes two interactions considered in Chapter 5). Hence, providing only a standard
chemical equation is sufficient to indicate to another user of the software the interaction
model used. However, such a minimal amount of information is uninformative when less
common structures are used, and is also insufficient for our application.
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Specifying the features of an interaction model is challenging due to the variety of
alternative formalisms and terminologies seen in the optical biosensor literature. To the
best of the author’s knowledge, the literature has not attempted to reconcile these. This
task was undertaken for the simple bimolecular model in Whyte [99] and for the two-state
conformational change model in Whyte [97], and informs the following discussion.
A structure representing an interaction studied by a kinetic experiment on a flow-cell
optical biosensor requires certain key features. First is a specification of the experimental
conditions. This informs a description of the time behaviour of amounts of chemical species
occurring under an assumed interaction. Commonly this is achieved through first-order
ODEs for rates of change of variables such as molar concentrations of species.
The second key feature is a relationship for modelling response. There are various
sources of mass near the surface in a binding experiment, and each of these contribute to
a particular component of the reported response. Only those components due to forms
of complex relate to the progress of chemical interactions. However, in certain situations,
it may not be possible to process the response to remove extraneous components. When
the converse is true, modelling the entire response can lead to a complex model structure
having more parameters than are necessary. Recognizing when processing response is
possible can lead to a simplified model structure that represents only the informative
components. Further, such a simplified structure may be globally a priori identifiable
when the original structure is not. We will see an example of this in Chapter 5.
Whyte [98] catalogued the components of optical biosensor response. This has aided
our interpretation of response representations seen in the literature. Also important for
the modelling of response is a relationship between each component and the amount of the
species that causes it. O’Shannessy and Winzor [59] asserted such a relationship, which
is stated mathematically in the following.
Assumption 2.1 (Response due to a bound chemical species). Suppose X represents either
free immobilised ligand or analyte-immobilised ligand complex. Further suppose that the
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molecular mass of such a species exceeds the detection limit of the biosensor. In this case,
the molar concentration of X, [X] (units M), and the component of response due to X, RX
(in response units, RU) are related by
RX = ρX [X], (2.5.14)
where ρX has units RU · M−1. The term ρX depends on the refractive index increment
of X and its molecular mass.
In Whyte [98] the relationship given by (2.5.14) was compared with other response
relationships in the literature. It is consistent with Joss et al. [38] for the case where
response has components due to free immobilised ligand.11 Equation (2.5.14) also played a
useful role in the derivation of response equations seen in the literature from rate equations
for interactants (see Whyte [97,99]).
Rather than recapitulate the synthesis of Whyte [97–99], an assumption and some
definitions are reproduced here to aid the interpretation of structures given in Chapter 5.
We begin with one useful means of classifying biomolecular interactions occurring on a
flow-cell optical biosensor. The classification informs the construction of rate equations
for species participating in a biochemical interaction.
Definition 2.2. If the rate of formation of analyte-ligand complex is limited by the rate
of diffusion of analyte to the chip surface, it is termed mass transport limited (see, for
example, Myszka [52]). Otherwise, an interaction is reaction limited.
We use the following convention in modelling the basic form of kinetic experiment.
Definition 2.3. A kinetic experiment of two phases consists of an association phase oc-
curring for time t ∈ [0, t1) and a dissociation phase12 occurring for t ∈ [t1, tf ], where
11By first producing a structure which uses (2.5.14) for response components, we can convert it into a
structure for processed response subsequently in some situations.
12We defined the association and dissociation phases in Section 2.4.1.
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0 < t1 < tf .
2.6 Prelude to Chapter 3
This chapter has outlined features of biomolecular interactions, flow-cell optical biosensors
and certain experiments conducted with them. This will aid the interpretation of model
structures representing particular interaction mechanisms that we will see in Chapter 5.
Our main interest is in structures that represent an interaction in a kinetic experiment
(as outlined in Definition 2.3). These are structures of linear switching systems (LSS). We
may think of a LSS as a type of state-space system having piecewise linear time-invariant
(LTI) behaviour. We use this feature to inform our approach to testing LSS structures for
global a priori identifiability, as presented in Chapter 4.
Towards this, Chapter 3 establishes some mathematical preliminaries that are use-
ful in composing our approach. We progress to terminology and definitions applicable to
state-space systems. This allows us to define certain structure properties, with particular
attention paid to those of LTI state-space structures. A class of these, the compartmen-
tal LTI structures, are appropriate for modelling biochemical systems. Particular care
is required with their analysis; certain methods suitable for a general LTI structure are
unsuitable for the compartmental type. As a result, we collect some properties of com-
partmental LTI structures and present an established method for testing them for global




This chapter has two principal aims. The first is to define some types of mathematical
systems suitable for modelling the experimental systems introduced in Chapter 2. The
second is to present some of their features that will ultimately assist us in defining the
property of global a priori identifiability for structures of these systems.
Our primary interest is in uncontrolled linear switching systems (ULSSs) as they
adequately model the data obtained from a flow-cell biosensor experiment under certain
conditions. These systems are piecewise linear time-invariant (LTI). Further, when a
structure of ULSSs is an appropriate description of an experimental system, a structure
of LTI systems describes the dynamics of any association and dissociation phases. These
properties encourage an inspection of LTI systems.
We begin with some preliminaries, such as definitions pertaining to functions. This
enables us to define the Laplace transform, an operator particularly well-known for its use
in solving linear ODE systems. However, the Laplace transform also gives insight into
the parameter information obtainable from the output of the representative system of a
LTI structure. This feature makes the Laplace transform a useful tool in the testing of
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an LTI structure for global a priori identifiability. We will ultimately exploit this in our
consideration of ULSS structures.
We proceed to introduce certain classes of system and their properties, and show how
a structure may differ from other collections of systems referenced in the literature. We
review the key concept of global a priori identifiability for a structure of continuous-time
systems in generality. Following an introduction to LTI systems, we illustrate the concept
of global a priori identifiability through an example of testing a specific LTI structure for
this property. Finally, we formalise the class of linear switching systems.
We begin our preliminaries by establishing notation.
3.1.1 Notation
If two objects A and B are equivalent, this is expressed by A ≡ B.
If A is defined to take the value of B, this is expressed by A , B.
We add some definitions of sets to those employed in Note 1.1. The set of non-negative
integers is denoted by N0 , N∪ {0}. The subset of R containing only non-negative values
is denoted by R̄+.
The term 0 ∈ Rn is the n-tuple consisting of n zero elements. Otherwise, an n-tuple
is represented by a bold lower case letter, for example, x = (x1, x2, . . . , xn) ∈ Rn where
xj ∈ R for j = 1, . . . , n. The expression x > a where x,a ∈ Rn is interpreted as xj > aj ,
j = 1, . . . , n. The expressions x ≥ a, x < a and x ≤ a are understood in an analogous
manner.
Useful subsets of Rn are Rn+ , {x ∈ Rn : x > 0} and R̄n+ , {x ∈ Rn : x ≥ 0}.
Also, for t ∈ Rn+, Rn+(t) , {x ∈ Rn : 0 < x < t}.
For x,y ∈ Rn, the scalar product of x and y is xy = x1y1 + x2y2 + . . . + xnyn. For
x ∈ Rn, ex , (ex1 , ex2 , . . . , exn).
At times we need to process a vector (or list of vectors) to produce a vector having
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distinct components. This operation is implemented in various programming languages,
such as through the “unique” command in R. We can represent this concept mathemati-
cally by employing two operations that are informed by our use of Maple to achieve the
desired result. For some column vector a, we define the function Υ such that Υ(a) is a set
composed of the distinct elements of a. For our purposes, we wish to transform such a set
into a vector so that we can refer to elements individually by some index. To achieve this,
we define function Ψ such that its action on some set b results in Ψ(b), a column vector
with components supplied by b, each component appearing exactly once.
Following the definitions of Υ and Ψ, for some column vectors a1, . . . ,ak (k ≥ 1) we
write







which is a column vector of distinct elements drawn from the components of a1, . . . ,ak.
The Kronecker delta function is defined by
δi,j ,

1, i = j,
0, i 6= j.
(3.1.2)
Given some scalar valued function x : t ∈ T 7→ x(t) ∈ X (vector valued function
x : t ∈ T 7→ x(t) ∈ Xn, 2 ≤ n ∈ N), the first and second derivatives of the function with
respect to its argument t are denoted by ẋ and ẍ (ẋ and ẍ) respectively. More generally,
for k ∈ N0, the kth derivative of x with respect to t is denoted by x(k) (x(k)).
The set of matrices of r rows and c columns (‘r× c matrices’, where r, c ∈ N) having
real elements is denoted by Rr×c. A bold upper case letter is used to represent a matrix.
For example, consider some matrix X ∈ Rr×c (here c > r)
X =

x1,1 x1,2 · · · · · · x1,c
x2,1 x2,2 · · · · · · x2,c
...
... . . . . . .
...
xr,1 xr,2 · · · · · · xr,c

. (3.1.3)
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One may concisely specify a matrix in terms of elements indexed by row and column labels.
For example, (X)i,j = xi,j (i = 1, . . . , r, j = 1, . . . , c) where xi,j is termed the (i, j)-th
element of X.
The transpose of a matrix X ∈ Rr×c is determined by interchanging the rows and
columns of X and is denoted by X>. Here, (X>)i,j = xj,i (i = 1, . . . , c, j = 1, . . . , r) such
that X> ∈ Rc×r.
The square matrices are particularly useful in defining state-space systems. These
are a class of matrices in Rr×c for which r = c. For example, consider A ∈ Rn×n (n ∈ N),
A =

a1,1 a1,2 · · · a1,n
a2,1 a2,2 · · · a2,n
...
... . . .
...
an,1 an,2 · · · an,n

. (3.1.4)
The n× n identity matrix is denoted by In ∈ Rn×n where (In)ij = δi,j (as in (3.1.2))
for i, j = 1, . . . , n.
A diagonal matrix is specified by the elements on its main diagonal, for example,






The determinant of an Rn×n matrix such as A in (3.1.4) is represented by
det A ,
∣∣∣∣∣∣∣∣∣∣∣∣∣
a1,1 a1,2 · · · a1,n
a2,1 a2,2 · · · a2,n
...
... . . .
...
an,1 an,2 · · · an,n
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
While there is more than one expression for det A, all are equivalent. For the purpose




ai,j · Ci,j ,
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where Ci,j is the (i, j)-th element of matrix C, the n× n matrix of cofactors of A.
If it exists, the inverse of some A ∈ Rn×n is denoted by A−1 and it is defined by
A−1 = 1det A adj A ,
where adj A , C> is termed the adjunct of A.
The field of complex numbers is denoted by C. For some z ∈ C
z = x+ iy, i2 = −1,
where Re(z) = x ∈ R and Im(z) = y ∈ R denote the real and imaginary part of z
respectively.
For n ∈ N, the set of all n-tuples of complex numbers z = (z1, z2, . . . , zn), zj ∈ C,
j = 1, . . . , n is denoted by Cn and termed the n-dimensional unitary space.
We proceed with our presentation of preliminaries by giving definitions relating to
functions in the following section.
3.2 Spaces of functions
We begin with an essential definition.
Definition 3.1 (Measurable functions, adapted from [20, Section 2.3]). A function f defined
on a measurable set Ω in Rn is measurable if the inverse image f−1(M) of any measurable
set M in R is itself measurable. As such, any continuous function is measurable.
Let Ω be an open subset of Rn. The linear space of functions that are continuous on
Ω or Rn are denoted by C(Ω) or C(Rn) respectively. The linear space of all measurable
functions f (as in Definition 3.1) defined on Ω for which
∫
Ω |f(x)|pdx (p ∈ R, p ≥ 1) is
finite is denoted by Lp(Ω). The space of measurable functions on Ω for which ess sup
x∈Ω
|f(x)|
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are complete normed spaces, that is, Banach spaces. A shorthand employed by Brychkov
et al. [12] and duplicated here is Lp(Rn) = Lp and ‖f‖Lp = ‖f‖p.
For the discussion of the Laplace transform of a function to follow, it is useful to
consider weighted Lp-spaces. For non-negative ρ ∈ C(Ω), Lp(Ω; ρ) denotes the space of
functions defined and measurable on Ω such that ρ1/pf ∈ Lp(Ω). The space Lp(Ω; ρ) is a












We have now established sufficient fundamental concepts such that we can proceed
to define the Laplace transform and some of its key properties.
3.3 Some properties of the Laplace transform
The Laplace transform acts on original functions, more succinctly called originals. Let
us define the properties of the originals of interest to the applications of this thesis. The
following is closely based on Brychkov et al. [12, Chapter 2].
Definition 3.2. For a ∈ Rn, Ea is the set of functions from Rn into C for which any f ∈ Ea
satisfies f ∈ L1(Rn+; e−at) (see (3.2.6)), and
f(t) = 0, t ∈ Rn \ R̄n+. (3.3.7)
That is, f(t) = 0 if at least one component tj of t is negative.
Further, Ea is equipped with the norm ||f ||Ea = ||f ||L1(Rn+;e−at).
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Definition 3.2 assists us in defining the Laplace transform.
Definition 3.3. The (n-dimensional) Laplace transform L of a function f from R̄n+ into C
is defined by




The domain of definition of F is the set of all points p ∈ Cn such that the integral in
(3.3.8) is convergent.
Next, we note a consequence of the domain of definition of F given a property of f .
Theorem 3.1. Define
Ha = {p : p ∈ Cn,Re(p) > a} and (3.3.9)
H̄a = {p : p ∈ Cn,Re(p) ≥ a}. (3.3.10)
If f ∈ Ea, then the Laplace integral (3.3.8) is absolutely and uniformly convergent on H̄a.
Further, F is an analytic function on Ha.
A consequence of Theorem 3.1 is useful in defining a region on which F is convergent.
Corollary 3.1. Let f ∈ Ea and let the Laplace transform of f denoted by F be convergent
at a point p0 ∈ Ha. Then it also converges at
H̄σ0 , {p : p ∈ Cn,Re(p) ≥ Re(p0) = σ0}.
Remark 3.1. For F representing the Laplace transform of original f as defined by (3.3.8),
in Brychkov et al. [12, Chapter 2] it appears that the phrase “domain of definition of F”
used only in Definition 3.3 is equivalent to “the maximal domain D(F ) of convergence of
the Laplace integral (2.2) [here this integral is given by (3.3.8)] of f” used subsequently.
At other times the term “domain of convergence” is applied to D(F ) or a set such as H̄a,
on which F exists when f ∈ Ea (as seen in Theorem 3.1). These two types of domain are
not necessarily equivalent.
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To avoid possible ambiguity, let us consider ‘the domain of convergence of F ’ to be
the unique, maximal domain. Alternatively ‘a domain of convergence of F ’ is not maximal,
and further, is not unique. For our purposes in this thesis, a domain of convergence of F
as described by Theorem 3.1 is adequate.
The following theorem is useful in determining the Laplace transform of the output
functions that arise from the linear switching systems or linear time-invariant systems we
employ in this thesis.
Theorem 3.2 (Linearity of the Laplace transform). Let f, g ∈ Ea and α, β ∈ C. Then
αf + βg ∈ Ea and
L{αf + βg} = αL{f}+ βL{g}. (3.3.11)
In certain situations we can write (3.3.8) in a form that may simplify its evaluation.









e−p2t2 . . .
∫ ∞
0
e−pntnf(t)dt1dt2 . . . dtn. (3.3.12)
The one-dimensional integrals on the right of (3.3.12) exist, and we may change their
order arbitrarily. In this case, we may consider the n-dimensional Laplace transform as
a product of one-dimensional Laplace transforms, which are well-tabulated. Brychkov et
al. [12, Page 85] provides references for the interested reader.
Suppose the n-dimensional Laplace transform (3.3.8) is such that Fubini’s theorem is
applicable and hence that the factorization (3.3.12) is possible. Brychkov et al. [12] draw
on the uniqueness theorem for the one-dimensional Laplace transform (see, for example,
Doetsch [25]) to give uniqueness theorems for the n-dimensional Laplace transform. One
suitable for the purposes of this thesis is reproduced below.
Theorem 3.3 ( [12, Theorem 2.6]). If L{f} = L{g} on Ha, then f = g (almost everywhere).
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This introduction to the Laplace transform will prove useful in obtaining features of
a LTI structure in Section 3.6.2.4. We will return to this matter after formally defining
some classes of system below. These definitions ensure that descriptions of structures we
will use later are unambiguous.
3.4 System classes and properties
This section provides definitions of certain classes of systems. The definitions apply to
both discrete-time and continuous-time systems, however, our interest is in the latter.
We draw much of the following from Caines [14, Appendix 2], making some minor
changes to the text and casting some useful operators in definitions. We let T denote a
possibly infinite interval contained in R. Further, let
T 2+ ,
{
(t2, t1); t2 ≥ t1, t1, t2 ∈ T
}
. (3.4.13)
Other useful notation is ut to denote the evaluation of a function u at t ∈ T . At times
notation such as [· ]t is used as an alternative to clarify formulae. We begin by presenting
some operators in Definitions 3.4 and 3.5 that are useful subsequently in defining state-
space systems, a general class of systems that contains the LSS and LTI systems.
Definition 3.4. Let α be a function mapping T into some set X with an arbitrarily distin-
guished element x0. (When X is a linear space we set x0 = 0.) We use P to denote the
(nonanticipative) truncation operator defined by
[Ptα]w = [Pt {αs; s ∈ T}]w =

αw, w ≤ t; w, t ∈ T,
x0, w > t; w, t ∈ T.
We use Q to denote the anticipative truncation operator defined via
[Qtα]w = [Qt {αs; s ∈ T}]w =

αw, w ≥ t; w, t ∈ T,
x0, w < t; w, t ∈ T.
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Whenever this notation is employed we implicitly assume that the truncated function
lies in any given ambient set of functions.
We demonstrate the effects of the non-anticipative and anticipative truncation oper-
ators through an example in Figure 3.4.1. This shows that the non-anticipative truncation
operator Pt applied to a function only affects the values of the function that occur after
time t. Conversely, the anticipative truncation operator Qt applied to a function only
affects the values of the function that occur before time t.






= ut−τ ∀t, τ, t− τ ∈ T.
We now define some sets and functions which feature in the definitions of various
classes of systems. Consider a set of input values U , a set of output values Y and a time
set T . Let U denote a set of input functions such that for u ∈ U , u : T → UT : t 7→ ut ∈ U .
That is, U is a set of input functions taking values in the set U . Similarly, let Y denote a
set of functions such that for y ∈ Y, y : T → Y T : t 7→ yt ∈ Y . That is, Y is a set of output
functions taking values in a set Y . Finally, let ζ denote an input-output map from U to
Y. We use these definitions in presenting a general type of system in Definition 3.6. From
this definition we may obtain other types of systems by imposing suitable conditions.
Definition 3.6 (Adapted from [14, Definition 1, Appendix 2]). An input-output system on
time set T is a triple (U ,Y, ζ).
This system is nonanticipative if, for all u1, u2 ∈ U , and all t ∈ T ,
Ptu1 = Ptu2 =⇒ Pty1 ≡ Ptζ(u1) = Ptζ(u2) ≡ Pty2.
To explain this further, suppose that T1 is a subinterval of T for which inf T1 = inf T and
supT1 = t ∈ T . Further suppose that inputs u1 and u2 are identical on T1. Then, the
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] w w = t
Result of anticipative truncation operator applied to α
Figure 3.4.1: A sample function and the results of the application of the non-anticipative
and anticipative truncation operators (as given in Definition 3.4) to this function.
output functions y1 and y2 resulting from the action of the input-output map ζ on u1 and
u2 respectively are identical on T1. (Alternatively, when any differences in u1 and u2 occur
on T only after time t, these do not influence the equivalence of y1 and y2 on T1.) If this
property holds for all t ∈ T then the system is nonanticipative.
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Imposing restrictions on U and Y in Definition 3.6 yields a class of system suited to
the modelling of many types of physical systems.
Definition 3.7 ( [14, Definition 2, Appendix 2]). A (real) linear input-output system is an
input-output system for which the spaces U and Y are vector spaces over R, where U and
Y are taken to be the real vector spaces Rm and Rk, respectively, and ζ is a linear map
from U to Y.
The following definition introduces a general class of systems useful for this thesis,
making use of T 2+ as given in (3.4.13). We will obtain systems having particular properties
most suited to our application by imposing restrictions on this class subsequently.
Definition 3.8 (Adapted from [14, Definition 4, Appendix 2]). A state-space system Σ is a
quintuple (U , X,Y,Φ, η) where
• U is a set of input functions.
• X is a set, called the state-space of Σ, with elements called states.
• Y is a set of output functions.
• Φ(· , · , · , · ) is the state transition function, which maps T 2+ ×X × U into X.
To illustrate this, consider time interval T ⊆ R̄+ with t0 , inf T . Suppose Σ is
subject to input function u ∈ U . Further, suppose that at t = t0 we have that
x0 ∈ X is the initial state of Σ. More generally, for (t, t0) ∈ T 2+, Φ(t, t0, x0, u)
determines the state of Σ as a consequence of time t, initial state x0, and input u.
Under these conditions, we may concisely refer to Φ(t, t0, x0, u) as the state of Σ at
time t.
• η(· , · , · ) is the output map, which maps T ×X × U into Y .
That is, at some time t ∈ T , η determines the output vector that results from three
inputs: t, the state of Σ at that time, and the input u.
Further, the following four properties hold:
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SS1: The Identity Property of Φ
Φ(t, t, x, u) = x, for all t ∈ T, x ∈ X and u ∈ U .
That is, suppose the state of Σ at time t is x. Then, if no time has elapsed from t,
Φ does not move the state away from x.
SS2: The Nonanticipative Property of Φ
For all (t1, t0) ∈ T 2+ ⊂ R2+, all x ∈ X, and all u1, u2 ∈ U we have
Φ(t1, t0, x, u1) = Φ(t1, t0, x, u2),
whenever Pt1Qt0u1 = Pt1Qt0u2.
To explain this, we note that Pt1Qt0u1 = Pt1Qt0u2 requires that the inputs u1 and
u2 are identical on the time interval [t0, t1]. Further, suppose the state of Σ at time
t0 is some x ∈ X. Under these two conditions, the Nonanticipative Property of
Φ means that Σ reaches the same state at time t1 for Φ subject to either u1 or
u2. Equivalently, differences between u1 and u2 for any time greater than t1 do not
influence the evolution of the state of Σ on [t0, t1] under Φ.
SS3: The Semigroup Property of Φ
For all (t1, t0), (t2, t1) ∈ T 2+, x ∈ X, and u ∈ U ,
Φ(t2, t0, x, u) = Φ
(
t2, t1,Φ(t1, t0, x, u), u
)
.
To explain, suppose we have system Σ with initial state x at time t0 and input u.
Suppose Φ acts on time interval [t0, t1] resulting in some particular state (say x1 ,
Φ(t1, t0, x, u)) at t1. Suppose then Φ uses x1 as an initial state for evolving the state
of Σ on [t1, t2], resulting in a particular state (say x2 , Φ
(
t2, t1,Φ(t1, t0, x, u), u
)
) at
t2. Due to the Semigroup Property of Φ, system Σ also reaches state x2 at t2 if Φ is
used to evolve the state on [t0, t2].
SS4: The Instantaneous Output Map η
For all x ∈ X, u ∈ U , (t, t0) ∈ T 2+, the function y : T → Y defined via
y(t) = η
(
t,Φ(t, t0, x, u), ut
)
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is a segment of a function in Y.
That is, we can use η to define the instantaneous output of Σ at current time t
through t, the state of Σ at time t (Φ(t, t0, x, u)) and the value of the input at time t
(ut). This property is useful as y provides a simpler means of illustrating the output
of Σ than η does when we wish to introduce particular types of system.
We will make extensive use of linear time-invariant state-space systems in modelling
individual phases of flow-cell optical biosensor experiments in this thesis. As such, we will
proceed to explain the meaning of the descriptors “time-invariant” and “linear” for the
context of state-space systems in Definitions 3.9 and 3.10 respectively.
Definition 3.9 ( [14, Definition 6, Appendix 2]). A state-space system is called time-
invariant if
1. U and Y are closed under translations with respect to the time parameter.
2. Φ(t1 + τ, t0 + τ, x, Sτu) = Φ(t1, t0, x, u) for all (t1, t0), (t1 + τ, t0 + τ) ∈ T 2+, all x ∈ X
and all u ∈ U .
3. η(· , · , · ) : T ×X ×U → Y is independent of t ∈ T , that is, for all t+ τ, t ∈ T , x ∈ X
and v ∈ U we have
η(t+ τ, x, v) = η(t, x, v).
Definition 3.10 ( [14, Definition 7, Appendix 2]). A state-space system is a (real) (finite-
dimensional) linear state-space system if:
1. U and Y are vector spaces over R, where U and Y are taken to be the real vector
spaces Rm and Rk respectively. Further, X is taken to be Rn.
2. For all (t, t0) ∈ T 2+, Φ is a linear map of X × U into X, that is,
Φ(t, t0, αx+ βx′, αu+ βu′) = αΦ(t, t0, x, u) + βΦ(t, t0, x′, u′)
for all α, β ∈ R, x, x′ ∈ X, u, u′ ∈ U .
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3. For all t ∈ T , η is a linear map of X × U into Y .
In this thesis we are concerned with properties of structures of systems, not merely
those of individual systems. We will now draw on the literature in formalising the notion
of a structure of systems. This allows us to define a property of a structure useful for
a discussion of global a priori identifiability. To avoid confusion between our notion of
a structure and some competing terminology, we show that they are not equivalent. We
then proceed to consider properties of some classes of structure that are useful for the
applications we present in this thesis.
3.5 The notions of structure and structured system
3.5.1 Structures revisited
The term ‘structure’ (sometimes preceded by ‘system’ or ‘model’) is commonly used in the
field of systems theory to mean a set of parametric systems (or models) of the same type
which are related in some specific manner.1 A structure may not be explicitly defined, in
which case it must be inferred from context. Otherwise, the literature defines a structure
in different, not necessarily compatible or general ways. In this thesis our interest is
in structures of continuous-time state-space systems. We define a general class in the
following so that we may later consider structure properties in generality.
Definition 3.11. A continuous-time state-space system structure is a collection of continuous-
time state-space systems as in Definition 3.8 subject to a particular set of relationships
between states, parameters, outputs and (as appropriate) inputs, any constraints on the
values of these, and a feasible parameter set.
1Recall the introduction to system structure given on Page 2, and the descriptors of types of systems
given in Section 3.4.
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We have designed Definition 3.11 to avoid the conflation of a structure with its
representative system seen at times in the literature. For example, Walter and Pronzato
[88, Page 7] discuss structure with reference to a first-order, linear ODE relating output
ym to input u over time by
dym
dt = −p1ym + p2u, ym(0) = 0, (3.5.14)
with parameters p1 and p2 taken as positive. In describing the structure, the authors
state: “One thus defines a class of possible behaviour and a prior feasible set to which the
parameter vector p must belong for the model to be considered acceptable.” In this case,
we write the parameter vector as p , (p1, p2)> ∈ R2+. We consider an expression such
as (3.5.14) to be the representative system of a structure, rather than the structure itself.
Further, (3.5.14) is a less general description of a structure compared to that employed in
Definition 3.11 as it omits state variables as seen in state-space systems.
Vansteenkiste and Spriet [83] employ a more general description than that used by
Walter and Pronzato [88]. The authors considered a general state-space system (which
we will interpret as the structure’s representative system). The vectors of parameters θ,
state variables x, inputs u and outputs y are related by
ẋ(t) = f(x,θ,u, t), x(t0) = x0,
y = g(x,θ,u, t),
0 ≤ h(x,θ,u, t),
(3.5.15)
where h represents a vector of constraints on those functions. The authors assert that
“Model structure is defined as the functional relationships between the different vectors”,
here, x, θ, u and y. They continue with “A model structure is considered here as a class
of models”, which fails to emphasise that those models are related, as, for example, a
collection of LTI systems need not belong to the same structure. However, this usage
of “class” could simply expose another instance of a term having a different meaning
to different groups. Regardless, the inclusion of states and constraints in Vansteenkiste
and Spriet [83] makes their definition more general than others considering input-output
systems, and was valuable in informing Definition 3.11.
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Other definitions of structure take a different approach to describing features of phys-
ical systems. For example, Chestnut [17] considers structure as an aspect of “... the basic
information requirements necessary for description of a system”. In particular, the struc-
ture of a system is defined as “The interrelationships of its parts in one or more respects
such as space, time, relative importance, logic or decision-making properties, as influenced
by the general characteristics of the whole.” Such a definition is much more general than is
required for the description of structures of mathematical systems governed by ODEs, for
example. However, the philosophy behind Chestnut [17] is more applicable to the process
of formulating mathematical models for a physical process.
We will now formalise a feature of the output of structures mentioned in our intro-
duction to global a priori identifiability in Section 1.1. We will see later that this feature
enables the testing of a structure for certain properties.
3.5.1.1 Observational parameters in structures of systems
Consider a structureM of state-space systems defined for time set T with parameter set Θ
as described in Definition 3.8. Consider the structure’s representative system M(θ) for
some unspecified θ ∈ Θ. For various classes of structure2 we can express the response of
M(θ) as
y(t,θ) = g(φ(θ), t), ∀t ∈ T. (3.5.16)
The φ in (3.5.16) are termed observational parameters, sometimes called response invari-
ants, or more succinctly, invariants. It may be that different types of invariant vectors can
satisfy (3.5.16).3
2such as LTI state-space structures which we will see in Definition 3.21
3We will explain this further in Section 3.6.2.2. The concept is similar to a situation we may observe
through representing a suitable function f by more than one type of series expansion. For example, we
may take φ as defined by the coefficients of monomial terms that constitute a Taylor series representation
of f , or alternatively, by the coefficients of sine and cosine functions of a Fourier series representing f .
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Regardless of the nature of the invariant vector employed, it must have certain prop-
erties. Given an infinite record of error-free data and a particular type of invariant vector,
for almost all θ ∈ Θ:
• We can exactly determine each element of φ(θ).
• There is a unique φ(θ) that satisfies (3.5.16).4
We will shortly see in Section 3.5.3 that invariants greatly assist us in testing a structure
for global a priori identifiability.
The modelling we employ in this thesis hasM as some structure of switching systems
(as defined shortly in Section 3.7). We cannot write an expression for the response ofM(θ)
which is as simple as that of (3.5.16) for such a structure. This creates a certain novelty
for our application. We shall return to this matter in Chapter 4.
We will now consider an alternative to the term ‘structure’ that is not suitable for
our purposes. However, some of the associated terminology is useful in defining the rela-
tionships between systems in a structure.
3.5.2 Structured systems
The term ‘structured system’ used in the literature actually defines a structure (as defined
in this thesis) having a particular property. Thus, a structure is not necessarily a structured
system, and so the terms are not equivalent. Terminology to make this distinction clear
will be introduced in due course.5 In order to prevent ambiguity which could occur later,
let us first review usages of ‘linear structured system’.
4This property makes θ unsuitable as an invariant vector. For θ to be an invariant vector, it must relate
to a structure that is globally a priori identifiable, and we do not know this before testing the structure
for the property.
5That is, in Definition 3.22 following a discussion of linear time-invariant state-space structures.
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3.5.2.1 Linear time-invariant structured systems
One opinion on how to define structured systems is given in the following.
Definition 3.12 (Hovelaque et al. [35]). Linear systems have the form
ẋ(t) = Ax(t) + Bu(t) ,
y(t) = Cx(t) ,
(3.5.17)
where x(t) is an n-dimensional state vector, u(t) is anm-dimensional input vector and y(t)
is a p-dimensional output vector. Matrices A, B, and C are real matrices of appropriate
dimensions. These are termed state-space model matrices. System (3.5.17) is a linear
structured system if the entries of the state-space model matrices are either fixed zeros or
free parameters.6
An alternative description of a linear structured system given in Hovelaque et al. [35]
is that it is a system as in (3.5.17) “. . . for which only the existence/absence of a relation
between variables is known . . .”. This definition is not equivalent to Definition 3.12 as it
does not require independence of elements of the model matrices.
Poljak [63] considered discrete-time structured systems of the form xt+1 = Axt+But.
Extrapolation of the concepts presented there to continuous-time models follows logically
as the definitions relate to the nature of the system parameters, not the manner of time
evolution of the state variables. We will provide a useful definition from [63] below,
proceeding to give the associated definition of linear structured systems.
Definition 3.13 (Poljak [63]). A real matrix A is said to be structured if its nonzero entries
are independent variables (or equivalently, algebraically independent reals). This model
is suitable in situations where no numerical dependencies among the nonzero entries are
expected.
6A system described by Definition 3.12 is a particular type of linear state-space system (as in Defini-
tion 3.10) that is time-invariant (as in Definition 3.9) system. We will present structures of such systems
shortly in Definition 3.21 that we will use subsequently.
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Definition 3.14 (Structured time-invariant linear system, Poljak [63]). A discrete time-
invariant system xt+1 = Axt+But is said to be structured if both A and B are structured
matrices (as in Definition 3.13), and moreover the union of the nonzero entries of A and
B is algebraically independent as well.
Definition 3.14 is more restrictive than Definition 3.12, and we use the former in
subsequent discussion. The matter of whether a structured linear system does or does
not have structured matrices is important not merely for classification; it informs how
one proceeds to study the properties of the system. For example, in various uses of
linear systems to model physical systems, elements of matrices are not independent.7
Hence, system matrices are not structured matrices as in Definition 3.14. Yamada and
Luenberger [101] termed systems with this property ‘structured descriptor systems’, and
recognised that use of the theory of generic controllability8 intended for structured systems
was not appropriate. They continued to propose a method of analysis suitable for the
structured descriptor systems.
Remark 3.2. In discussing linear structured systems, Hovelaque et al. [35] claim that
For such systems, one can study generic [or structural] properties, i.e. proper-
ties which are valid for almost all values of the parameters.
The example given by Yamada and Luenberger [101] shows that one can also study a linear
time-invariant structure for which the representative system is not composed of structured
matrices for generic properties, albeit in a different manner than one would test a linear
structured system.
We continue to consider linear time-varying structured systems in order to demon-
strate that the descriptions used are not useful for the linear switching systems of particular
interest to us in this thesis.
7This is the case for the structures we will study in Chapter 5.
8This concept is defined in Section 3.6.3.1.
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3.5.2.2 Linear time-varying structured systems
Poljak [63] provided a notion of a structured system for discrete-time time-varying linear
systems. The systems have the form xt+1 = Atxt + Btut, showing that system matrices
may change from one time point to the next. It was assumed that At ∈ Rn×n and
Bt ∈ Rm×n for t ∈ N0. The system matrices have certain properties, which we present
below.
Definition 3.15 (Poljak [63]). Two matrices A and A′ are said to be structurally equivalent
(or to have the same pattern), if the nonzero entries of A and A′ have the same positions
(but possibly distinct values).
We draw on Definition 3.15 in defining structured linear time-varying systems below.
Definition 3.16 (Structured linear time-varying systems, Poljak [63]). A time-varying sys-
tem xt+1 = Atxt+Btut, is obtained by taking a pair (At,Bt) instead of (A,B) [as occur in
a time-invariant system] at every step t, where At, and Bt, are structurally equivalent to
A and B, respectively, as described in Definition 3.15. We say that a [linear] time-varying
system is structured if the collection of all nonzero entries of the matrices A0, . . . ,An−1,
and B0, . . . ,Bn−1 is algebraically independent.
Remark 3.3. Definition 3.16 requires a structured system to have a pattern in At and
a pattern in Bt that are each fixed for t = 0, . . . , n − 1. This is quite a restrictive
condition which is not generally equivalent to that of an uncontrolled LSS structure,9
and it excludes the LSS structures of interest to us in this thesis. This is as a result of
the motivating physical application, in which a kinetic experiment has at least two phases
for data collection, say, an association phase and a dissociation phase — recall Section
2.4.1. We will see the incompatibility of structured systems with our structures when we
encounter the latter in Chapter 5.
9We will meet these in Section 3.7.
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We will introduce terminology to clarify the difference between structures and struc-
tured systems in Section 3.6.1. This will occur after we have formally defined LTI struc-
tures as this will make the distinction more obvious.
The systems theory we have presented in this chapter allows us to progress from
the introduction to global a priori identifiability of an uncontrolled structure given in
Section 1.2 towards a formal definition of the concept.
3.5.3 The generic property of global a priori identifiability of an uncontrolled
structure
A model structure may have the generic property of global a priori identifiability, local
a priori identifiability, a priori unidentifiability, or none of these. Our interest in this
thesis is in a test capable of assigning to a structure whichever of these classifications
is appropriate. Such a test is known as a test of a model structure for global a priori
identifiability.10
We classify a structure by interpreting the solution set of equations derived from the
response of the structure’s representative system. In this thesis, the process of classifying
an uncontrolled structure draws on definitions of Denis-Vidal and Joly-Blanchard [22],
and the modification of Whyte [91] in giving the solution set a name so that we can refer
to it subsequently.
Definition 3.17. Consider a structure M of uncontrolled state-space systems with param-
eter set Θ an open subset of Rp, p ∈ N, defined for time set T = [0, tf ) ⊆ R̄+ (as tf > 0)
and having state vector x(·,θ) ∈ Rn and output y(·,θ) ∈ Rk. Its representative system
10These tests are distinguished from those tests of a structure for which the best possible classification
is as locally a priori identifiable.
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M(θ), θ ∈ Θ, in state-space form is described by relationships of the form
ẋ(t,θ) = f(x(t,θ),θ), x(0,θ) = x0(θ),
y(t,θ) = h(x(t,θ),θ).
(3.5.18)
Assume that systems in M satisfy conditions:
1. The functions f(·,θ) and h(·,θ) are real and analytic for every θ ∈ Θ on S (a
connected open subset of Rn such that x(t,θ) ∈ S for every θ ∈ Θ and every





6= 0 for every θ ∈ Θ.




′ ∈ Θ : y(t,θ′) = y(t,θ) ∀t ∈ [0, τ ]
}
, (3.5.19)
if, for almost all θ ∈ Θ,
I(M) = {θ}, M is globally a priori identifiable;
the elements of I(M) are denumerable, M is locally a priori identifiable;
the elements of I(M) are not denumerable, M is a priori unidentifiable.
Remark 3.4. Let us consider the implications of Conditions 1 and 2 of Definition 3.17.
Part of Condition 1 requires that f and h are “analytic”. As Condition 1 also requires
that these functions are real, let us replace analytic, a term used for complex functions,
with differentiable, its equivalent for real-valued functions. This differentiability condition
excludes a structure for which any of the state or output functions exhibit jumps.
To appreciate the importance of Condition 2 of Definition 3.17, consider the event
where ẋ(0,θ) = 0 for some θ ∈ Θ. For an uncontrolled deterministic system, the system
state cannot change from the initial state x0(θ). (In this case x0 is an equilibrium state.)
As a result, y — having no explicit dependence on time — is a constant function with
y(t) = h(x0(θ),θ) ∀t ∈ T . Hence, M(θ) behaves as a degenerate type of system which
one would expect provides less parameter information than a typical system where the
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output changes with time. Thus, Condition 2 of Definition 3.17 recognizes this problem
and excludes such a degenerate system from consideration.
A test of a structure, such as the one we described in Definition 3.17, may also give us
information about individual parameters. This may indicate the set of alternative values
of a particular parameter that can reproduce the response due to the true parameter
vector. The result directs us to assign a description to that parameter that is analogous
to the descriptions of a structure we used in Definition 3.17. For example, suppose that,
for almost any feasible parameter vector, the only possible value of a parameter is its
true value. In such a case, certain authors (such as Walter and Pronzato [88]) judge this
parameter to have the property of “parametric identifiability”. In order to make such
parameter classifications explicit, we present a definition that draws on the formalism we
established in Definition 3.17.
Definition 3.18. Suppose in considering structure M we have a particular interest in some
particularly important parameter in θ, say θi. Further suppose that we require any alter-
native values of θi, say θ′i, that satisfy the equations of the global a priori identifiability
test. Let us first calculate (3.5.19). If, for almost all θ ∈ Θ,
I(M) shows θ′i = {θi}, then we say θi has global a priori parametric identifiability;
I(M) shows that θ′i has a denumerable set of values, then θi has local a priori parametric
identifiability;
I(M) shows that θ′i does not have a denumerable set of values, then θi has a priori para-
metric unidentifiability.
Classifying a model structure by application of Definition 3.17 requires solution of
the state evolution equation for x(·,θ) in (3.5.18) to obtain an expression for y(·,θ), and
then finding solutions of functional equations (3.5.19). In some cases it is possible to define
global a priori identifiability in a different manner that facilitates testing a structure for
the property. The representation of a structure’s representative system in terms of its
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response invariants (Equation (3.5.16)) allows a useful variation on Definition 3.17.
Definition 3.19. Suppose a model structureM with parameter set Θ satisfies the conditions
of Definition 3.17. Further suppose that the output of systemM(θ) features observational




′ ∈ Θ : φ(θ′) = φ(θ)
}
≡ I(M). (3.5.20)
It follows that after determining I(M,φ), M is classified according to Definition 3.17.
Remark 3.5. There are two advantages to using Definition 3.19 rather than Definition 3.17
to test a model structure for global a priori identifiability. The first is that the equations
in (3.5.19) are replaced by the algebraic equations of (3.5.20), removing the need to solve
differential equations. The second is that solving the algebraic equations in (3.5.20) is
easier than solving the functional equations in (3.5.19).
We now introduce some other generic properties of a structure that will aid our
testing of certain structures for global a priori identifiability in Chapter 5.
3.5.4 Other useful generic properties of structures
3.5.4.1 Generic indistinguishability of two structures
Consider structure S1 (S2) with parameter set Θ1 (Θ2) and output y1 (y2). Suppose S1
and S2 are each defined for time set T ⊆ R̄+.
Structure S1 is generically indistinguishable from S2 if for almost all θ2 ∈ Θ2 there
exists θ1 ∈ Θ1 such that y1(t,θ1) = y2(t,θ2) ∀t ∈ T .
Structures S1 and S2 are generically indistinguishable if S1 is generically indistin-
guishable from S2 and S2 is generically indistinguishable from S1.
We present an example of two generically indistinguishable structures in Section 3.6.3.4.
This will serve to illustrate a useful property of an LTI structure.
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3.5.4.2 Generic minimality
When testing a structure for global a priori identifiability, the property of generic mini-
mality plays an important — but not necessarily obvious — role. We shall return to this
point when considering LTI structures later in this chapter.
Definition 3.20. A structure M composed of systems with state space X ⊆ Rn and fea-
sible parameter set Θ is generically minimal if for almost all θ ∈ Θ (as in Remark 1.2),
M(θ) cannot be reduced to a system of n1 < n states that is indistinguishable (see Sec-
tion 3.5.4.1) from M(θ).
Recall that Definition 3.11 provided a general notion of system structure. However,
showing a system that is representative of its class aids a discussion of the properties
of that class. Knowledge of these properties is useful when considering how to test a
structure for global a priori identifiability. In the following, we will illustrate some types
of structures of particular interest to us in this thesis, beginning with some classes of LTI
structure.
3.6 Linear time-invariant structures and their properties
3.6.1 Controlled, uncontrolled, and compartmental LTI structures
Definition 3.21 below has its origins in the definition of structured linear time-invariant
state-space systems given in van den Hof [81]. The definition given there did not require
independence of the nonzero elements of the system matrices. Hence, it is incompatible
with the description of a structured linear system given in Definition 3.14. This con-
flict shows that it is necessary to establish an unambiguous terminology for describing
structures. Here we follow the spirit of the definition of van den Hof [81], making some
modifications, to define a linear time-invariant structure. We then propose a variant that
incorporates the requirements of Definition 3.14 to define a subclass of the linear time-
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invariant structures analogous to a linear structured system. The definitions we propose
ensure that the meanings of terms used subsequently are clear.
Definition 3.21. A continuous-time linear time-invariant state-space structure (or, more
briefly, an LTI structure) for given indices n, m and k has a parameter set Θ ⊂ Rp (p ∈ N)
and mappings
A : Θ→ Rn×n, B : Θ→ Rn×m, C : Θ→ Rk×n,
D : Θ→ Rk×m and x0 : Θ→ Rn.
These mappings dictate the system matrices in the relationships between state variables
x, outputs y, and inputs u for some unspecified parameter θ ∈ Θ for all times t ∈ T
(where typically time set T = [0, tf ), tf ∈ R+). In particular, the representative system
of an LTI structure has the form
ẋ(t,θ) = A(θ)x(t,θ) + B(θ)u(t), x(0,θ) = x0(θ),
y(t,θ) = C(θ)x(t,θ) + D(θ)u(t).
(3.6.21)
A representative system has a particular pattern of non-zero elements in its matrices,
which defines the structure. Systems in the structure have state, input, and output space
X = Rn, U = Rm and Y = Rk respectively.
There is no requirement for the matrices to be structured in the sense of Defini-
tion 3.13.
Defining
LΣP (n,m, k) , Rn×n × Rn×m × Rk×n × Rk×m × Rn,
then




∈ LΣP (n,m, k)
∣∣∣θ ∈ Θ}
describes the set of system matrices of systems belonging to the structure. The matrices
of a particular system in this structure are obtained by the parameterisation map f : Θ→
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These matrices and vector, and the indices n, m and k, are the system parameters
of the representative system.
We now define a special class of LTI structures seen in the literature in order to
differentiate them from the LTI structures defined previously.
Definition 3.22 (Linear time-invariant I-structure). A LTI state-space structure as exem-
plified by (3.6.21) is termed a LTI I-structure (where I stands for independent matrix
elements) if A, B, C, D and x0 are structured matrices (as in Definition 3.13), and more-
over, the collection of the non-zero entries of these matrices has only algebraically in-
dependent elements. A LTI I-structure is equivalent to a linear structured system as in
Definition 3.14.
Our primary interest in this thesis is in physical systems that are not subject to
inputs. Let us consider a form of LTI structure that is appropriate for modelling such
systems.
Definition 3.23. An uncontrolled linear time-invariant state-space structure for given in-
dices n and k is effectively a linear time-invariant state-space structure as in Definition 3.21
which does not receive any input. It has a parameter set Θ ⊂ Rp for some p ∈ N, mappings
A : Θ→ Rn×n, C : Θ→ Rk×n, x0 : Θ→ Rn ,
and representative system M(θ) given by
ẋ(t,θ) = A(θ)x(t,θ), x(0,θ) = x0(θ),
y(t,θ) = C(θ)x(t,θ).
(3.6.22)
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Physical systems – such as those we consider in this thesis – often have inputs, state
variables or outputs that are subject to constraints. These may be suitably modelled
by variants of LTI structures. Of particular use to us in this thesis are “LTI positive
structures” and the “LTI compartmental structures” obtained from these by application
of further conditions. We will define these after an overview of their use.
LTI compartmental structures have found widespread use in modelling physiological
systems. Some of these systems were studied by introducing a radioactive tracer to an
experimental subject and measuring the amounts of tracer in samples drawn from the
bloodstream or various tissues (known as compartments) of the subject over time. For
these applications, an input was assigned to a particular compartment and an output was
the measurement of amount of tracer in an individual compartment. In these and other
applications, an uncontrolled LTI structure was appropriate for the first-order chemical
reaction schemes considered.11 System inputs were not required as the system had only
impulsive inputs at time zero that were represented as an initial condition.
In defining a compartmental LTI structure, it is appropriate to give a general defini-
tion (comparable to that of an LTI structure in Definition 3.21) so that it can accommodate
a broader range of applications. The conditions on system matrices in the definition to fol-
low are informed by the definition of compartmental LTI systems given in van den Hof [81].
Definition 3.24. A positive LTI state-space structure is an LTI state-space structure having
representative system of the form given in (3.6.21) subject to the conditions that the states
and outputs of any system in the structure and any inputs to any system are restricted to
non-negative values. That is, the structure has X = R̄n+, U = R̄m+ , and Y = R̄k+.
A compartmental linear time-invariant structure is a positive LTI state-space struc-
ture that has system matrices subject to ‘conservation of mass’ conditions:
• all elements of B, C and D are non-negative, and
11Recall Section 2.2.3
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• for A = (ai,j)i,j=1,...,n,





aji, i ∈ {1, . . . , n} .
(3.6.23)
An uncontrolled compartmental LTI structure is a compartmental LTI structure which
does not feature matrices B and D.
The conditions of (3.6.23) assign A to a particular class of matrices. We will make
the properties of such matrices explicit below. These properties determine aspects of the
behaviour of LTI compartmental systems and will prove useful shortly.
Definition 3.25 ( [73, Section 8.2.1]). A square matrix A is termed compartmental if
1. every off-diagonal element is non-negative,
2. every diagonal element is non-positive, and
3. each column sum is non-positive.
Remark 3.6. Compartmental matrices as in Definition 3.25 are a special case of matrices
known by other terms in fields outside of compartmental analysis. Seneta [74] favours the
term ML-matrices for those matrices which satisfy property 1 of Definition 3.25. Other
terms matching this description include Metzler, as used in mathematical economics,
essentially non-negative, and pseudo-positive.
The properties required of the set of compartmental matrices shows that they are
equivalent to Minkowski matrices as presented in Seneta [74], and are a subset of the ML-
matrices. Should a compartmental matrix have each column sum equal to zero (a special
case of property 3), then it resembles the generator matrix of a Markov chain.
Remark 3.7. Following the notation of Seneta [74], we can relate an ML matrix A to a
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non-negative matrix T through
T , µI + A for µ ≥ 0 sufficiently large . (3.6.24)
When considering Equation (3.6.24), A is an irreducible matrix (see Seneta [74, Sec-
tion 1.2]), if T is irreducible. Such an A may be termed an essentially positive matrix in
the numerical analysis literature.
The properties of irreducible ML matrices are considered in Seneta [74, Section 2.3]
as extensions of Perron–Frobenius theory of non-negative matrices. Further, ML matrices
are considered as a special class of the set of Perron matrices Seneta [74, Definition 2.2,
Pages 48-49], which makes other results available. To the best of the author’s knowledge,
results given for compartmental matrices do not explicitly reference this theory.
Remark 3.8. A compartmental LTI structure may not be an LTI I-structure (see Defini-
tion 3.22). Specifically, the conditions on A given by (3.6.23) can lead to a collection
of system matrix elements which are not independent. (We will observe this property
in the particular compartmental structures we study in Chapter 5.) As a result, cer-
tain tools suited to the analysis of I-structures may be inappropriate for compartmental
LTI structures; recall the distinction drawn in testing structured descriptor systems for
controllability on Page 84.
We note that some popular methods of testing an LTI structure for global a priori
identifiability depend on first establishing other properties of the structure. Given our
remarks above, we may find that such methods are not appropriate for compartmental
LTI structures. As a result, we will consider methods for analysing compartmental LTI
structures that do not rely on tests we know were intended for I-structures.
3.6.1.0.1 The relation of a compartmental LTI structure to a chemical system We will
consider structures representing biochemical reactions (as introduced in Chapter 2) in
Chapter 5. The following remarks aim to illustrate features of a compartmental structure
or compartmental system used to describe a chemical system. Remarks on compartmental
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systems apply whether they belong to an LTI structure or a linear time-varying structure.
We consider this latter case in more detail in Section 3.7.
This discussion will embellish upon the introduction to compartmental systems given
in Section 1.1. Each compartment of a compartmental system represents a chemical species
in a particular location. For example, in considering an experimental subject, glucose in
the bloodstream and glucose in muscle may be treated as two distinct compartments. The
state variable associated with a compartment gives a measure of the amount of the species
in the particular compartment, commonly, some form of concentration (see Appendix A).
Exchange of material between compartments is caused by two types of processes. The
first are chemical reactions which convert one species (or one conformation of a species)
into another. The second type of process is transport, where a species moves from one
region to another distinct region, such as from muscle to the bloodstream in the example
given above. Material may also be lost from the system by a flow from a compartment
to a region outside of the collection of compartments. This is termed an excretion to the
environment.
When choosing to model a physical system with a linear compartmental structure,
we incorporate a priori information or beliefs about the system into the structure as
conditions on the elements of system matrices which define the structure. In modelling a
chemical system, let us consider the matrices in the most general type of representative
system of an LTI structure shown in (3.6.21). For A, ai,j 6= 0 for i 6= j allows a flow
of matter from compartment j to compartment i. For B, bi,j 6= 0 shows that input j is
received by compartment i. For C, ci,j 6= 0 shows compartment j contributes to output i.
For D, di,j 6= 0 shows that input j contributes directly to output i.
The nature of flow-cell optical biosensor experiments directs us to a particular interest
in uncontrolled compartmental LTI structures. Let us consider attributes of representative
systems from such structures. This will aid our analysis of structures in Chapter 5.
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3.6.2 Properties of the state vector and response of uncontrolled LTI systems
3.6.2.1 The solutions for state and response of an uncontrolled LTI system
A system such as (3.6.22) has a form of solution which will prove useful later. The solution
for the state vector of (3.6.22) is
x(t,θ) = eA(θ)tx0(θ), (3.6.25)
from which it follows that the solution for the output vector is
y(t,θ) = C(θ)eA(θ)tx0(θ). (3.6.26)
Writing (3.6.25) in another form makes certain features of the time course of x and y
more apparent. This is achieved by employing the spectral decomposition of A(θ), (see,
for example, [73]), which exists when A(θ) has n linearly independent right eigenvectors.12
In this case, the spectral decomposition of A(θ) gives
A(θ) = S(θ)Λ(θ)S−1(θ), (3.6.27)
where Λ(θ) is a diagonal matrix of the eigenvalues λ1(θ), . . . , λn(θ) (not necessarily dis-
tinct) of A(θ), S(θ) is the matrix of right eigenvectors of A(θ), where the i-th column
(i = 1, . . . , n) of S(θ) is the eigenvector si(θ) which is associated with λi(θ). The matrix
S−1(θ) is the inverse of S(θ) and its rows are the left eigenvectors of A(θ). We define
s(i)′(θ) as row i of S−1(θ).
Using (3.6.27), Am(θ) = SΛm(θ)S−1(θ) for m ∈ N and hence
eA(θ)t = S(θ)eΛ(θ)tS−1(θ), where eΛt = diag(eλ1(θ)t, . . . , eλn(θ)t).
12A more generally applicable matrix decomposition is the Jordan decomposition as this applies to any
square matrix with complex entries. This decomposition applied to matrix A(θ) utilises an expression such
as A(θ) = P−1(θ)J(θ)P(θ) for J(θ) a matrix in Jordan canonical form and P(θ) a matrix having linearly
independent columns that are elements of a Jordan basis for A(θ). Using the Jordan decomposition to
make an argument similar to the following requires more notational complexity than the use of the spectral
decomposition, and this latter decomposition is adequate for our purposes in this thesis.
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For simplicity, let us consider the case where A(θ) ∈ Rn×n has n distinct eigenvalues.
In this case we have an alternative expression for (3.6.25):
x(t,θ) = eA(θ)tx0(θ) =
n∑
i=1






One may inspect the properties of the output of an uncontrolled LTI structure’s
representative system by considering the Laplace transform of that output. The following
remark introduces a topic which we shall return to later in this chapter.
Remark 3.9 (Domain of convergence for L{y(·,θ)}(s) in an uncontrolled LTI structure).
The largest eigenvalue of A, say λ1, effectively determines the domain of convergence of
L{y}. Suppose λ1 has multiplicity µ ≥ 1. The time-varying term corresponding to λ1 in
y is tµeλ1t. For A a n× n matrix of finite elements where n is finite, the eigenvalues of A
are finite. Hence, there exists some constants K and λ such that |y(t,θ)| ≤ Keλt for all
t ∈ R̄+. As a result, L{y(·,θ)}(s) exists for all s ∈ Hλ (recall (3.3.9)).
3.6.2.2 Observational parameters in LTI structures
Recall the notion of observational parameters of the representative system of a structure as
described by Equation (3.5.16). Consider a time-invariant state-space system as described
in Definitions 3.8 and 3.9, defined for time set T . For such a system, we can define the φ
in (3.5.16) in different ways. The formulation below has found use in testing uncontrolled
LTI state-space structures for global a priori identifiability, and controlled LTI state-space
structures for system identifiability, as described on Page 25.13
13These two cases are similar as in each type of test one is able to access the invariants which characterise
the response of the structure’s representative system.
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3.6.2.3 Markov and initial parameters of controlled LTI structures
Consider LTI structure M of n states, k outputs, m inputs, having parameter set Θ and
representative system M(θ) as in (3.6.21) of Definition 3.21.
The Markov parameters of M(θ) are denoted by
M(j,θ) , C(θ)A(θ)jB(θ) ∈ Rk×m, j ∈ N0. (3.6.29)
The initial parameters of M(θ) are
N(0,θ) , 0 ∈ Rk,
N(j,θ) , C(θ)A(θ)j−1x0(θ) ∈ Rk, j ∈ N.
(3.6.30)
The initial parameters are all zero vectors in the case where x0(θ) = 0.
As a consequence of the Cayley–Hamilton Theorem, an LTI system of n state vari-
ables has at most 2n − 1 independent Markov parameters ( [79]). This constraint also
applies to the system’s initial parameters.
Hence, the output of M(θ) is summarised by the vector of observational parameters
φ(θ) ,
(
M(1,θ)>, . . . ,M(2n− 1,θ)>, N(1,θ)>, . . . , N(2n− 1,θ)>
)>
.
We will now consider the notion of observational parameters for uncontrolled LTI
systems.
3.6.2.4 Observational parameters in uncontrolled LTI systems
3.6.2.4.1 Laplace transform coefficients Consider an uncontrolled compartmental LTI
structure as in Definition 3.24 defined for time set T = R̄+ with X = R̄n+ and Y = R̄+.
The Laplace transform of the scalar response y,
L{y(·,θ)}(s) = C(θ)(sIn −A(θ))−1x(0,θ), s ∈ C0, (3.6.31)
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is a rational function in s, and C0 ⊆ C is termed the domain of convergence of L{y(·,θ)}(s).
An expression such as (3.6.31) is henceforth known as the unprocessed Laplace transform
of response. By Remark 3.9, it is certain that L{y(·,θ)}(s) exists on some domain.
Definition 3.26 (The canonical form of L{y} obtained from an uncontrolled LTI structure).
Consider an uncontrolled LTI structure withX = R̄n+ and Y = R̄+, having a representative
system that is a modified form of that shown in Definition 3.24 as it omits terms relating
to an input u. The unprocessed L{y(·,θ)}(s) for this representative system has the form
given in (3.6.31). It is written in a canonical form by
• cancelling any common factors between the numerator and denominator, and
• ensuring that the coefficient of the highest power of s in the denominator is 1.
For a suitable domain of convergence C0, this gives an expression of the form
L{y(·,θ)}(s) = φr+p(θ)s
p + · · ·+ φr(θ)
sr + φr−1(θ)sr−1 + · · ·+ φ0(θ)
, ∀s ∈ C0,
r ∈ {1, . . . , n}, p ∈ {0, . . . , r − 1}.
(3.6.32)
Given the Laplace transform of the output of an uncontrolled LTI system in canonical
form as in Equation (3.6.32), the φi(θ) 6≡ 0, i = 0, . . . , r + p provide a set of response
invariants. These will play a vital role in our formulation of methods for testing an LSS
structure for global a priori identifiability in Chapter 4.
Remark 3.10. Comparison of the factored form of each of the numerator and denominator
of L{y(·,θ)}(s) can show if there are common factors which require cancellation in order
to obtain the canonical form. Following any necessary cancellation, the numerator and
denominator of L{y}(s) are relatively prime for almost all θ ∈ Θ.
3.6.2.4.2 Initial parameters Recall the initial and Markov parameters of a controlled
LTI system M(θ) given in Section 3.5.1.1. The Markov parameters as shown in (3.6.29)
are all null for an uncontrolled LTI system. The initial parameters ofM(θ) are as shown in
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(3.6.30). Hence, the output of uncontrolled LTI systemM(θ) may be expressed a function
of the observational parameters
φ(θ) ,
(
N(1,θ)>, . . . , N(2n− 1,θ)>
)>
.
3.6.2.5 Properties of eigenvalues of compartmental LTI systems
Matrix A as shown in (3.6.21) contributes to defining an LTI structure, and eigenvalues
of A influence the behaviour of systems in that structure. When A is a compartmental
matrix, its eigenvalues have certain properties.
Remark 3.11 (Seber and Wild [73, Section 8.3.3]). For A a compartmental matrix as
described in Definition 3.25, A has no purely imaginary eigenvalues, and the real part of
any eigenvalue is non-positive.
Remark 3.12. Given an irreducible ML matrix B, Theorem 2.6 of Seneta [74] guarantees
the existence of an eigenvalue τ that is real and is greater than the real part of any
other eigenvalue of B. Other conditions are provided such that one can infer either non-
negativity or negativity of τ .
Alternatively, Theorem 2.8 of Seneta [74] indicates that for a Perron matrix (recall
Remark 3.7) A there exists some eigenvalue τ that is real. Corollary 1 that follows gives
an upper and lower bound on τ through the maximum and minimum column sums of A.
If A is also a compartmental matrix for which all column sums are zero, this shows that
τ = 0.
Seber and Wild’s result as presented in Remark 3.11 gives us information about τ
from a compartmental matrix even if the matrix is reducible. We saw one such matrix
in our illustration of the modelling of a chemical reaction system in Equation (2.2.9).14
This shows at least one situation in which Seber and Wild’s results are particularly suited
14We can show that the matrix is reducible as reordering the state variables by simultaneous permutations
of the rows and columns yields a block upper triangular matrix.
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to the analysis of compartmental models. However, we also note that for an irreducible
compartmental matrix A with all column sums equal to zero, Seneta’s results shown above
combine to give τ = 0. That is, Seneta’s results imply the result of Seber and Wild on the
non-positivity of the real part of all other eigenvalues of A.
A further exploration of Perron–Frobenius theory may illustrate other properties of
compartmental matrices that are useful for analysis of the type we undertake in this thesis.
We will consider this in further studies.
We now continue to consider certain properties of LTI structures that inform the test
of such a structure for global a priori identifiability.
3.6.3 Some generic properties of LTI structures
Recall the statement of a generic property of a structure given in Definition 1.2. In this sec-
tion we present some generic properties of LTI structures or LTI I-structures. These prop-
erties may occur in association with a discussion of global a priori identifiability of such a
structure. We consider properties of I-structures including controllability (Section 3.6.3.1);
its generalisation, weak reachability (Section 3.6.3.2); and observability (Section 3.6.3.3).
Given Remark 3.8, we require a method able to test an uncontrolled compartmental LTI
structure for global a priori identifiability that does not depend on those properties. The
discussion to follow ultimately informs our analysis of the structures of interest to our ap-
plication; those composed of uncontrolled linear switching systems which have piecewise
compartmental LTI behaviour.
3.6.3.1 Generic controllability
Lin [47] is often cited for the contribution of generic (structural) controllability to systems
theory. From the assumption of independence of elements in a structure’s representative
system, (see, for example, Zazworsky and Knudsen [103]) the theory relates to LTI state-
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space I-structures. In essence, an I-structure is generically controllable if, for almost any
parameter value, one can drive the state vector of the corresponding system into any
desired state with a suitable choice of input.
This property is formally defined in Definition 3.27 for a continuous-time LTI state-
space I-structure. This definition follows the presentation of Vajda et al. [71], which aimed
to make the statement of the property more explicit than does Lin [47].




B(θ) A(θ)B(θ) · · · A(θ)n−1B(θ)
]
. (3.6.33)
The structure is generically controllable if for almost all θ ∈ Θ
rank Q(θ) = n. (3.6.34)
Remark 3.13. While Definition 3.27 is intended for LTI I-structures, there are various
occurrences in the literature (such as Vajda et al. [71] and Zhang et al. [104]) where the
test for controllability is mentioned in association with compartmental structures. This
seems at variance with the approach outlined for such structures in Remark 3.8.
Further, the state space condition of (3.6.34) seems inappropriate for a positive struc-
ture. To use the example of structures with a state vector of n elements, the maximal
state space of a positive structure is R̄n+ whereas it is Rn for a LTI structure.
Definition 3.27 does not make any reference to the initial state of a system. In
structures of systems where the initial state is unknown, as occurs in biological or chemical
systems, it is appropriate to include the initial state in describing the properties of a
structure. We address this in the generalisation of Definition 3.27 given below.
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3.6.3.2 Generic weak reachability
The notion of generic weak reachability of a LTI structure given in van den Hof [81, 82]
is adapted here so that the definition relates to LTI I-structures, removing one potential
source of misinterpretation.
Definition 3.28. Consider an LTI state-space I-structure with parameter set Θ, as illus-
trated by
ẋ(t,θ) = A(θ)x(t,θ) + B(θ)u(t), x(0,θ) = x0(θ),
y(t,θ) = C(θ)x(t,θ) + D(θ)u(t),
(3.6.35)






Recalling Q from (3.6.33) and defining the matrices
P(θ) =
[








then the structure is generically weakly reachable if for almost all θ ∈ Θ
rank R(θ) = n.






is a generically reachable pair.
Remark 3.14. Definition 3.28 has its origins in van den Hof [81] which considers testing
“structured linear systems” — including structures of positive and compartmental sys-
tems — for global a priori identifiability. Such systems may not have matrices that are
structured (see Definition 3.13). Thus the concerns noted in Remark 3.13 may apply sim-
ilarly to the testing of a compartmental LTI structure for generic weak reachability by
Definition 3.28.
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3.6.3.3 Generic observability
As for generic controllability, the property of generic observability is intended for a struc-
ture of systems having independent matrix elements (Zazworsky and Knudsen [103]), that
is, an I-structure. An I-structure has the property of generic observability if, for systems
in the structure corresponding to almost all feasible parameter values, it is possible to
determine the underlying state of the system from the system output for all time. This
property is more formally specified in Definition 3.29, which draws on the presentation of
Vajda et al. [71].
Definition 3.29. An LTI state-space I-structure of n states and parameter set Θ is generi-













is a generically observable pair.
The usage of Definition 3.29 in the classification of compartmental LTI structures
may be inappropriate for the reasons noted in Remark 3.13.
3.6.3.4 Generic minimality
In considering LTI structures, van den Hof [81] classifies a compartmental structure as
generically (structurally) minimal (recall Definition 3.20) if and only if it is generically
weakly reachable (Definition 3.28) and generically observable (Definition 3.29). Earlier
studies, such as Vajda et al. [71], infer generic minimality of a compartmental structure
from generic observability and generic controllability (Definition 3.27), even though the
initial conditions may be nonzero. Ascribing minimality to a system by virtue of its
observability and controllability is due to Kalman [39].
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As noted in Whyte [90,91] and Remark 3.13, it is not appropriate to apply these defi-
nitions to a structure that is not an I-structure. Hence, the use of certain generic properties
to infer generic minimality of a compartmental structure also seems inappropriate. As a
result, we require an alternative means of testing the compartmental structures we consider
in this thesis for generic minimality.
Gilbert [89] considered the matter of when the impulse response function of a con-
trolled state-space LTI system of n compartments is a sum of fewer than n exponential
terms. This is suggestive of a structure which is not minimal. The paper has some inac-
curacies, some of which may be typographical errors, and some which may have a more
significant impact on the arguments presented. Regardless, there are certain restrictions
on the systems under consideration, most notably the assumption that the initial state is
a zero vector. Also, systems considered are examined in a manner which is not so closely
related to more modern treatments where a structure is tested for the generic presence of
a property in an explicit sense. In particular, the examples presented use A matrices with
purely numerical values, rather than either parameters or zero elements. It is possible that
some of the arguments of Gilbert [89] may be adapted for the LTI state-space structures
we consider in this thesis, in which x0 and C contain parameters.
One approach referenced in Gilbert [89] and elsewhere to judging whether or not
an LTI state-space structure is generically minimal requires inspection of the Laplace
transform of response of a structure’s representative system. This process is applicable
regardless of whether or not the structure is positive. Further, this process is an implicit
part of (at least) one method of testing a structure for global a priori identifiability. Our
examination of this practice leads to its modification for use with the ULSS-1 structures
we consider later.
To illustrate the importance of establishing whether or not a structure has the prop-
erty of generic minimality, let us consider a toy example. We note that this example
is obviously not generically minimal, yet it is useful as it allows us to demonstrate the
concept without the distraction of undue algebraic complexity.
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(b) Diagram for and specification of
a two-compartment uncontrolled struc-
ture.
Figure 3.6.2: A three-compartment model structure S1 (left) is not generically minimal as
it is generically indistinguishable from a two-compartment structure S2 (right). Shaded
compartments indicate those which contribute to a structure’s response function.
Consider the two uncontrolled state-space (compartmental) LTI structures presented
in Figure 3.6.2. Both are defined for time set T = R̄+. Figure 3.6.2a shows a com-
partmental diagram for the representative system of a three-compartment structure S1,
with the joint observation of compartments labelled 2 and 3 providing the output. The
representative system of S1 (say S1(ρ)) is provided beneath the compartmental diagram.
Figure 3.6.2b similarly presents a diagram of the two-compartment structure S2 and its
representative system (say S2(π)). The output of S2 is due to observation of its compart-
ment 2.
Let us consider the Laplace transform of the output of these representative systems.
By Remark 3.9, each Laplace transform exists on some domain.
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Let the Laplace transform of the response of S1(ρ) and S2(π) be L{y1}(s,ρ) as shown
in Figure 3.6.2a, and L{y2}(s,π) as shown in Figure 3.6.2b, respectively. By deriving the
rational function for L{y1}(s,ρ) and factorising its numerator and denominator, we see
that pole-zero cancellation can occur for any feasible ρ. We note that pole-zero cancellation
is not possible in L{y2}(s,π), and hence S2 is generically minimal.
By cancelling the common factor in L{y1}(s,ρ), we see that its canonical form is
equivalent to that of L{y2}(s,π). Hence, we can reduce a system in Figure 3.6.2a to
one in Figure 3.6.2b for any feasible ρ, which shows that S1 is not generically minimal.
Further, regardless of the number of observations made of a system in S1 or the true value
of the parameters, it is not possible to estimate the parameters k2 and k3 from data. As
a result of this structural feature, S1 is a priori unidentifiable by Definition 3.17.
This example demonstrates that a non-canonical form of the Laplace transform of
a representative system’s response may overstate the amount of parameter information
actually present in system response. Using such erroneous information in a test of a struc-
ture for global a priori identifiability may cause us to classify a structure incorrectly. The
possibility of such an undesirable result emphasizes a vital step in the Laplace transform
method — the necessity of completing any possible pole-zero cancellation before proceed-
ing with the test.
We will formalise our comments on defining generic minimality for an uncontrolled
LTI state-space structure in the following definition.
Definition 3.30. For some uncontrolled LTI state-space structure M of n state variables,
let n be the ‘apparent number of state variables’, which is the degree of the denominator
in the unprocessed L{y}(s) of Equation (3.6.31). The canonical form of L{y}(s) presented
in (3.6.32) shows that r is the ‘effective number of state variables’ of M . If r = n then
M is generically minimal. If r < n then M is not generically minimal as M is generically
indistinguishable from a structure of r < n state variables.
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We are now able to employ the definitions of this chapter in describing how to test
an LTI structure (compartmental or otherwise) for global a priori identifiability. We
will illustrate this process with an example. Aspects of this treatment will inform our
consideration of compartmental ULSS structures in Chapter 4.
3.6.4 Testing uncontrolled LTI structures for global a priori identifiability
Bellman and Åström [6] proposed the initial approach to testing a LTI state-space struc-
ture for global a priori identifiability. They considered a compartmental structure which
arose from the modelling of a biological system. Their testing approach used the Laplace
transform of system response. The process determined and utilized the response invari-
ants of a generically minimal structure obtainable from the original, without explicitly
determining this minimal structure. These invariants (φi(θ) 6≡ 0, i = 0, . . . , r + p as in
Equation (3.6.32)) were as required by Definition 3.19. Bellman and Åström’s process was
used in the testing of compartmental LTI structures by other authors, see, for example,
Vajda and Rabitz [80].
There are various other methods of testing a LTI structure for global a priori identifi-
ability, such as the similarity transform approach [30] and the Markov parameter approach.
The tests are distinguished by the manner in which they define the invariants of the struc-
ture — recall Section 3.6.2.4 for examples. Unlike the Laplace transform approach, these
alternative tests are only applicable to a generically minimal structure. As a result, they
require a preliminary step of reducing a structure which is not generically minimal to one
that has this property.15
The ability of the Laplace transform method to test an LTI structure which is not
generically minimal for global a priori identifiability gives it an advantage over other
methods. This feature is particularly useful in our the analysis of subsystems of ULSS
that we present in Chapter 4. As a result, we present the use of the Laplace transform
15Recall the discussion of the importance of generic minimality to the testing of a structure for global a
priori identifiability attending Figure 3.6.2.
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method in detail below.
Remark 3.15. Many of the tests of a structure for global a priori identifiability do not
readily allow us to apply our results to a related structure. That is, we must perform a
separate analysis of the second structure. Yates [102] considered this issue in the context of
a certain type of LTI structures termed “Physiologically Based Pharmacokinetic Models”
(PBKMs). We may think of these structures as extensions of the “mamillary” class of
compartmental structures. (We showed an example of these structures in Figure 1.1.2.
The characteristic feature is a central compartment which exchanges mass with other
(peripheral) compartments. There is not any direct flow of mass between peripheral
compartments.)
Experimentalists may attempt to use PBKMs to ascertain the amount of a drug over
time in living tissue. As in our application, they may intend to estimate parameters such
as rate constants from data. An experimentalist may modify an initial structure to include
more detail on how a drug moves between bodily compartments or is eliminated to the en-
vironment. Most simply, they may achieve this by replacing some peripheral compartment
with a subsystem of two or more compartments. Yates [102] considered an initial PBKM
and structures obtained from it by some modification. The paper demonstrated that some
of the results obtained from testing the original structure for global a priori identifiability
were transferable to the consideration of a modified structure. We will consider whether
we can profitably extend this approach to LSS structures in future work.
3.6.4.1 A simple example
By considering an uncontrolled LTI state-space model structure, we may illustrate the
process of testing a structure for global a priori identifiability without requiring the com-
plex method needed for the LSS structures to come. For a relatively simple example, recall
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the chemical reaction system (2.2.9):







Reformulating the rate equations given for (2.2.9), that is, (2.2.12) and (2.2.13), as a
state-space system in terms of a state vector x, response y, and unspecified parameter θ
gives:
ẋ(t,θ) = A(θ)x(t,θ), x(0,θ) = x0(θ),
y(t,θ) = Cx(t,θ),
(3.6.36)










−k3 0 0 0
0 −k4 0 0
k3 0 −k7 0











0 0 1 0
0 0 0 1
 and θ = (X0, Y0, k3, k4, k7, k8)> ∈ R6+.
(3.6.37)
We use (3.6.36) and (3.6.37) to define the representative system of structure M0, an
uncontrolled (and compartmental) LTI state-space structure.
In order to test M0 for global a priori identifiability as described in Section 3.6.4,
let us employ the Laplace transform method. We present details of the calculations and
some of our subroutines that assist with these in the Maple worksheet of Appendix B.
(Some of these routines also feature in our consideration of ULSS structure test cases in
Chapter 5.) The test requires the moment invariants from the Laplace transform of the
response of (3.6.36) subject to (3.6.37). Adapting the expression given for L{y(·,θ)} in




s2 + (k3 + k7)s+ k3k7
k4Y0
s2 + (k4 + k8)s+ k4k8
 . (3.6.38)
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Each component of (3.6.38) is in the canonical form (Definition 3.26) as factor cancellation
is clearly not possible in either case. Thus, the collection of coefficients of s in (3.6.38)
provides a vector of moment invariants φ(θ). Hence, defining
φ(θ) =
(
k3X0, k3 + k7, k3k7, k4Y0, k4 + k8, k4k8
)
allows us to form the equations φ(θ′) = φ(θ) required by the a priori identifiability test
described by (3.5.20).




{X ′0 = X0, k′3 = k3, k′7= k7, Y ′0 = Y0, k′4 = k4, k′8= k8},
{X ′0 = X0, k′3 = k3, k′7= k7, Y ′0 =
Y0k4
k8








, k′3 = k7, k′7= k3, Y ′0 =
Y0k4
k8
, k′4 = k8, k′8 = k4}

, (3.6.39)
from which we classify structureM0 according to Definition 3.17.
As (3.6.39) shows a finite number of solutions that is greater than one for any θ ∈ R6+,
we classify M0 as locally a priori identifiable. Inspection of (3.6.39) reveals the source
of multiple solutions in I(M0,θ). The first solution, θ′ = θ, is present in any test of a
structure for global a priori identifiability as it is trivially true. The second solution shows
that for the reaction pathway involving Y in (2.2.9), given the response of the system
having the parameter vector θ, the time course of S is unchanged if we interchange the
values of k4 and k8 and scale the initial conditions. The third solution shows that analogous
changes to parameters in the pathway involving X do not change the time course of R. The
fourth solution follows from the previous two and the independence of the two reactions.
Some structures — such as those we will employ to describe flow-cell optical biosensor
experiments — are subject to exogenous variables. It is useful to appreciate the limitations
of what we can discern from testing such a structure for global a priori identifiability.
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This requires us to consider the underpinnings of such a test. We will consider this for
LTI structures, although the reasoning behind our comments applies to other classes of
structures.
3.6.4.2 Global a priori identifiability for an LTI structure subject to experimental vari-
ables
The framework used for testing a structure for global a priori identifiability states cer-
tain assumptions (outlined in Section 1.3), including that the structure is the correct
representation of the physical system. In effect, this is used as a shorthand for another
assumption.
Assumption 3.1. Observations of some physical system are suitably represented by the
output of a model structure having r effective state variables (recall Definition 3.30) where
this output is subject to random noise that is independent of parameter values. That is, the
idealised data obtained from the structure will encapsulate the features of the deterministic
part of experimental data. As such, it is appropriate to use this idealised data in testing
the structure for global a priori identifiability.
Assumption 3.1 may not be reasonable when we consider structures that also depend
on experimental (or otherwise exogenous) variables. (Most simply, these may occur in
a system’s initial conditions or the system matrices of a linear system.) For example,
suppose that Assumption 3.1 is true for some combinations of experimental variables and
parameter values, yet for others, data is appropriately modelled by a structure of n1 < r
state variables. We will refer to such an event as a structure-data mismatch.
An a priori identifiability analysis which does not recognise a structure-data mis-
match may employ an inappropriate idealisation of the intended parameter estimation
problem. As such, the result obtained from the analysis may not accurately judge the
value of the planned experiments. Hence, it is desirable to know of any conditions for
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which Assumption 3.1 is violated prior to testing a structure for global a priori identifiabil-
ity. We may use this information in the planning of experiments to avoid a structure-data
mismatch.
To the best of our knowledge, the analysis of a structure in the literature implicitly
assumes that Assumption 3.1 holds. This may be a consequence of the usual textbook
considerations of a priori identifiability analysis employing linear structures with system
matrices that are not subject to exogenous variables.16 We will explore a particular situ-
ation in which Assumption 3.1 is invalid.
Denis-Vidal and Joly-Blanchard [22] considered the mismatch of experimental and
idealised data in a limited sense. They proposed conditions on a structure which ensured
that idealised data obtained from it would avoid one situation that violated Assump-
tion 3.1. Only a structure that satisfied their conditions would proceed to testing for
global a priori identifiability. We commented on the conditions of Denis-Vidal and Joly-
Blanchard [22] in Remark 3.4.17 We will illustrate their relevance to Assumption 3.1 with
an example.
Example 3.1. Consider an uncontrolled compartmental LTI structure M (as in Defini-
tion 3.24) of n states with scalar output y, defined for T = R̄+. Ordinarily, we would
expect that the idealised response of M ’s representative system allows us to obtain a set
of invariants, as in (3.6.32). These determine the set of parameter values able to pro-
duce the idealised response. However, suppose this representative system has an initial
state x(0) = x∗, which is an equilibrium state. As a result, the system’s initial response,




for s ∈ H0 , (3.6.40)
and this is in the required canonical form (recall Definition 3.26). If y∗ > 0, then (3.6.40)
16Two examples of where this is the case for compartmental models are Godfrey [29, Chapter 6], and
Seber and Wild [73, Chapter 8].
17We will include conditions inspired by [22] in the consideration of ULSS-1 structures we will present
in Definition 4.1.
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gives one invariant. If y∗ = 0, then (3.6.40) does not provide any parameter information.
We see that the idealised data from this example would violate Assumption 3.1 if we
expected r ≥ 1. To appreciate the importance of this, suppose that we use an expression
such as (3.6.40) in classifying M . It is possible that using idealised data which satisfies
Assumption 3.1 to classify M will give a different result. This is because we expect that
an expression such as (3.6.32) will give us a greater number of invariants to use in a test
than the single one obtainable from (3.6.40).
Using (3.6.40) in an a priori identifiability analysis of some structure is only valid if
we expect that the experimental data we collect will be constant for all time. We expect
such data to be less useful for parameter estimation than a time-varying output. As such,
we would seek to choose our conditions to avoid such ‘degenerate’ experiments.
This discussion shows that awareness of whether Assumption 3.1 is valid or not is
useful in judging if the test of an assumed structure for global a priori identifiability is a
meaningful exercise.
We will consider other situations in which Assumption 3.1 is invalid when we consider
the particulars of our test case structures in Chapter 5.
In the next section we define a structure of uncontrolled linear switching systems
(ULSSs). These are suitable for modelling the observations obtained from kinetic exper-
iments of two phases (as described in Section 2.4.2 and Definition 2.3) performed under
certain conditions.
3.7 Structures of uncontrolled linear switching systems (ULSSs)
We are interested in physical systems that are appropriately modelled by a class of uncon-
trolled linear switching system structures. The basic unit of these — a linear switching
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system18 defined for time set T — has two key elements. The first is a collection of LTI
state-space systems. The second is a means of determining which of these systems is in
effect at any given time.
Representations of system classes in the control theory literature may eschew formal
definitions at times, preferring to illustrate key features of the system. This is the case
in Sun and Ge [77], which considers discrete-time nonlinear switching systems and linear
switching systems subject to disturbances. Further, the switching systems may have a
switching device termed the supervisor which sets the switching rule γ. In general, γ
may depend on some combination of the time, previous values of γ, the state, the output
or an external signal. While Sun and Ge [77] is comprehensive, the complexity of the
switched systems and their general switching rules presented there is not necessary for the
applications we consider in this thesis.
Instead, we draw inspiration from Ezzine and Haddad’s presentation of discrete-time
uncontrolled linear switching systems [27]. They assumed a simplified form of switching
function that is suitable for our application. Using Ezzine and Haddad [27] as a start-
ing point, we propose a definition of a structure of continuous-time uncontrolled linear
switching systems (an ULSS structure) that is appropriate for our purposes. Shortly we
will formalise some details of the ULSS structure’s constituent systems. We will also
present a class of ULSS structures that is of particular use to us in this thesis.
Definition 3.31. For some time interval T , define the deterministic switching function γ(·)
by γ : T → Γ : t 7→ γ(t) ∈ Γ, Γ ⊂ N.
Consider Γ = {1, . . . , q} ⊂ N for q > 1. Further, consider unspecified parameter
vectors θi ∈ Θi, i = 1, . . . , q, combined (recall (3.1.1)) to give θ , 〈θ1, . . . ,θq〉. An
uncontrolled linear switching system structure of q component systems defined for time
interval T is a collection of state-space systems for which state variables x and outputs y
18These are also known by terms which include switched, jump, and hybrid systems.
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at time t ∈ T are related as shown in the representative system
ẋ(t,θ) = Aγ(t)(θγ(t))x(t,θ), x(0,θ) = x0(θ1),
y(t,θ) = Cγ(t)(θγ(t))x(t,θ).
(3.7.41)
The value of γ at any time dictates which of the q component uncontrolled LTI state-space




Suppose the state and output spaces are X = Rn and Y = Rk respectively (recall
Definition 3.8). Then for i ∈ Γ, Ai ∈ Rn×n and Ci ∈ Rk×n. The structure’s representative
system (3.7.41) has the property that all matrices have elements that are either zero or
an expression involving the parameters.
An ULSS structure is characterized by the pattern of non-zero elements appearing in
x0 (as in (3.7.41)) and each of the Ai and Ci for i = 1, . . . , q that appear in a representative
system of an LTI structure, as in (3.7.42).
Remark 3.16. A switching system may also be known as a switched autonomous system
or an unforced switching system. A component system of a switching system may also be
known as a subsystem or mode of the switched system.
Our application directs us towards particular interest in a special case of Defini-
tion 3.31. In particular, we consider ULSS structures for which the switching function has
one switching event. Henceforth we will term these ULSS-1 structures.
Definition 3.32. An ULSS-1 structure is a type of uncontrolled linear switching system
structure as in Definition 3.31 which has two component systems (that is, q = 2). Further,
the switching function γ(·) has Γ = {1, 2} and is defined by
γ(t) =

1, 0 ≤ t < t1,
2, t ≥ t1,
(3.7.43)
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where t1 > 0 is the switching time. We assume that x(t1,θ) = x(t−1 ,θ).
An ULSS-1 structure is characterized by the pattern of non-zero elements of x0 (as
it appears in an expression of the form of (3.7.41)) and Ai and Ci for i = 1, 2 that appear
in LTI representative systems (as in (3.7.42)).
Definition 3.33 (Parameters in an ULSS-1 structure). Suppose an ULSS-1 structure has
feasible parameter set Θ, and θ ∈ Θ is an unspecified vector of parameters that serves
to illustrate the structure via a representative system. As a result of this choice, we can
consider the ULSS-1 representative system to be composed of LTI subsystems, each of
which is representative of some LTI structure. Given a particular ULSS-1 representative
system, we can use the LTI system in effect prior to the switching event to define what
we will call the “phase 1” LTI structure. Similarly, the LTI system in effect after the
switching event defines the “phase 2” LTI structure.
There are situations in which some parameters present in the phase 1 structure are
absent from the phase 2 structure, and vice versa. As such, we will find it useful to employ
notation that can distinguish between the parameters that occur in these two phases.
For i = 1, 2, we define θi as the vector of distinct parameters which appear in the
phase i structure’s system matrices (and the initial condition vector for i = 1). For
i = 1, 2 we choose Θi such that θi ∈ Θi. In particular we require Θi that is an appropriate
parameter space given the number of parameters and any a priori information on their
feasible values.
In order to relate ULSS-1 structures to the literature we reviewed earlier, we may
define an ULSS-1 I-structure as a special case of the structured linear time-varying systems
presented in Definition 3.16.
Definition 3.34. An ULSS-1 structure (Definition 3.32) is a ULSS-1 I-structure if
• A2 has the same pattern as A1 and C2 has the same pattern as C1,
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• the collection of all nonzero entries of the matrices A1, A2, C1, C2 and x0 is
algebraically independent.
3.8 Prelude to Chapter 4
In the following chapter, we propose a definition of global a priori identifiability for an
ULSS-1 structure that is based on that of Whyte [90, 91]. Our definition is inspired by
features of the state-space LTI structures discussed in this chapter.
We then turn our attention to the process of testing an ULSS-1 structure for the prop-
erty of global a priori identifiability. We note difficulties with the theory originally pro-
posed for this purpose in [90,91]. We recapitulate a method (first presented in Whyte [94])
aimed at inferring that an ULSS-1 structure is globally a priori identifiable. We do this
because of the method’s success in circumventing certain difficulties in the original test-
ing process. This success led to the classification of a previously unclassified structure
drawn from the flow-cell optical biosensor literature. The method was shown to be a
sufficient means of classifying a particular ULSS-1 structure as globally a priori identi-
fiable. In certain cases, the method may also provide a check on the classification of a
structure obtained by other methods. However, this indirect method does not directly
address the limitations of the original theory. Hence, in the remainder of the chapter we




Global a priori identifiability for
structures of uncontrolled linear
switching systems of one switching
event
4.1 Overview
Recall the review of the literature on testing a structure of linear switching systems for
global a priori identifiability given in Section 1.4. There we found that structures of
continuous-time LSS had received little attention aside from in Whyte [90,91]. These pa-
pers were motivated by structures employed in the modelling of biomolecular interactions
studied via flow-cell biosensor experiments. In particular, they considered the modelling
of experiments in which the “simple bimolecular interaction” was assumed to occur.1 As
a result of the motivating application, the papers analysed a structure of continuous-time
uncontrolled linear switching systems of one switching event (ULSS-1). The ULSS in the
1A ULSS-1 structure to represent this experimental system was presented in Whyte [99].
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structure were compartmental.
In this chapter we refine and extend the theory of global a priori identifiability of
ULSS-1 structures proposed in Whyte [90,91], following on from our outline in Section 3.7.
We begin by presenting methods (or some discussion of them) that draws on material first
presented in the aforementioned papers. As these are the only works of particular relevance
to the problem at hand, we may not reiterate citations in the interests of brevity.
Our discussion of global a priori identifiability for a ULSS-1 structure requires a
consideration of the relevance of the general definition of global a priori identifiability
(Definition 3.17) to such a structure.
To give a précis of the approach we will use to analyse a ULSS-1 structure, recall that
testing a structure for global a priori identifiability occurs in an idealised framework where
we assume that an error-free and infinite output is obtainable from systems comprising
the structure. Consider a ULSS-1 structure M with feasible parameter set Θ where for
an unspecified θ ∈ Θ, M(θ) is representative of systems in M . Suppose M models the
output observed for a flow-cell optical biosensor experiment of two phases under a given
biomolecular interaction. We present a schematic representation of the output of M(θ)
in Figure 4.1.1, which shows the typical shape of a response curve. For simplicity, we
assume that all parameters are introduced in the first subsystem of M(θ). We will relax
this requirement later in this chapter.
We approach the problem of testing some ULSS-1 structure M for global a priori
identifiability by using M to define two uncontrolled LTI structures; M [1] (M [2]) repre-
senting the collection of systems in effect before (after) the switching event. That is, the
first (second) subsystem of the representative system M(θ) defines the collection of un-
controlled LTI systems which constitute structure M [1] (M [2]). We define both M [1] and
M [2] for time set T = R̄+. We transpose the original problem of obtaining parameter
information from the idealised output of M to a consideration of the idealised outputs of
M [1] and M [2]. In Figure 4.1.2 we show the idealised (error-free, infinite output) response








x⋅ (t, θ) = A1(θ)x(t, θ)
y(t, θ) = C1(θ)x(t, θ)
x⋅ (t, θ) = A2(θ)x(t, θ)
y(t, θ) = C2(θ)x(t, θ)
t = t1y(t1, θ) = C1(θ)x(t1, θ)
Time course of response for system M(θ)
Figure 4.1.1: A schematic representation of the idealised response obtained from a scalar
output ULSS-1 showing the subsystem in effect and the output it produces for the time
prior to (after) the switching event in blue (red).
in Figure 4.1.1. In flow-cell optical biosensor experiments, the switching time t1 is set by
the experimentalist. As a result, the LTI subsystem M [2](θ) is constrained such that its
initial state is determined by the state reached by M [1](θ) at time t1.
The appeal of our proposed approach is that there are well-established techniques for
obtaining parameter information from LTI structures, as seen in the literature on testing
them for global a priori identifiability.2 However, as the LTI systems in M [1] and M [2]
are obtained from the ULSS-1 M , a system in M [2] depends on one from M [1] through
2Recall Section 3.6.4.
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y[1](t1, θ) = C1(θ)x[1](t1, θ)





y[2](0, θ) = y[1](t1, θ)
x[2](0, θ) = x[1](t1, θ)
Time course of response for system M[2](θ)
Figure 4.1.2: The idealised scalar output obtained from the LTI systems M [1](θ) (top)
and M [2](θ) (bottom) derived from ULSS-1 M(θ) (response given in Figure 4.1.1).
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the state of M . This presents some sub-problems that we must address in order to obtain
information from the output ofM [2]. We circumvent this difficulty through a method that
is sufficient to infer global a priori identifiability. The method is able to obtain a definite
result for a test case in Chapter 5. We follow this indirect approach with a more direct
and more general method, which we also apply to test cases in Chapter 5.
4.2 A definition of global a priori identifiability for a ULSS-1 struc-
ture
A standard definition of global a priori identifiability for a structure (as we presented
in Definition 3.17) assumes that the equations governing any constituent system do not
change over time. With the exception of some degenerate systems, LSSs do not satisfy
this condition. In general, any system in a ULSS-1 structure (as in Definition 3.32) on
time set T = [0, tf ) (where tf ∈ R+) is governed by a different system on each of the
time domains t ∈ [0, t1) and t ∈ [t1, tf ), where t1 is the switching time of the ULSS-1 and
0 < t1 < tf . It is appropriate to consider whether the conditions on the state evolution
map f and the output map h suggested by Definition 3.17 are directly generalizable to
a ULSS-1 structure, and if not, which other conditions are appropriate. To simplify this
problem, let us utilise the LTI behaviour of a ULSS-1 on the time intervals [0, t1) and
[t1, tf ).
Following (3.6.21), consider the representative system of an uncontrolled LTI state-
space system structure defined for time set T = [0, t1):
ẋ(t) = A(θ)x(t,θ), x(0,θ) = x0(θ),
y(t,θ) = C(θ)x(t,θ),
Θ ⊂ Rp, p ∈ N, A : Θ→ Rn×n, C : Θ→ Rk×n and x0 : Θ→ Rn.
(4.2.1)
Using Definition 3.17, we define System (4.2.1) to have state evolution map f(·,θ) =
A(θ)x(·,θ) and output map h(·,θ) = C(θ)x(·,θ).
126
CHAPTER 4: GLOBAL A PRIORI IDENTIFIABILITY FOR A STRUCTURE OF
UNCONTROLLED LINEAR SWITCHING SYSTEMS OF ONE SWITCHING EVENT
(ULSS-1)
Consider the requirements on f(·,θ) and h(·,θ) imposed by Condition 1 of Defini-
tion 3.17. The behaviour of f depends on that of the state vector x. System (4.2.1)
ensures that typically x(·) is a sum of exponentials with constant coefficients, excepting
the case where A has repeated eigenvalues. If A has all eigenvalues non-positive then x is
bounded.3 For real matrix A and real initial condition vector x0(θ), x(t,θ) is real for all
t ∈ [0, t1) and hence so is f(·,θ). Similarly, as C is a real matrix, h(·,θ) = C(θ)x(·,θ) is
real-valued for all t ∈ [0, t1). The boundedness of x(·) ensures the boundedness of f(·,θ)
and h(·,θ). The nature of x(·) means that it is infinitely differentiable with respect to
t, and hence so are f(·,θ) and h(·,θ). Thus, the mappings f(·,θ) and h(·,θ) associated
with the LTI system (4.2.1) satisfy Condition 1 of Definition 3.17. These observations
are relevant whether one is considering a stand-alone LTI system, or the behaviour of a
ULSS-1 (as we described earlier this section) on the time interval t ∈ [0, t1).
The same arguments and result apply to the LTI subsystem of the ULSS-1 that is in
effect on the time interval t ∈ [t1, tf ). As a result, it is not necessary to include Condition
1 of Definition 3.17 in a discussion of global a priori identifiability of a ULSS-1 structure.
Let us consider how Condition 2 of Definition 3.17 — that application of the state
evolution mapping to the initial state gives a non-zero result — should apply to a ULSS-1
structure. In the interests of generality, let us consider ULSS-1 for which parameters may
be introduced before and after the switching event, as we defined in Section 3.7.
The natural extension of Condition 2 for this setting requires us to consider a ULSS-1
on the time intervals [0, t1) and [t1, tf ), and follows the principle outlined in Remark 3.4.
The condition has two parts. The first requires that for almost all θ1 ∈ Θ1 the state of
the ULSS-1 is not fixed at the initial condition x0(θ1) for all t ∈ (0, t1). That is,
ẋ(0,θ1) = A1(θ1)x0(θ1) 6= 0, for almost all θ1 ∈ Θ1. (4.2.2)
The second part follows similarly by considering the ULSS-1 on the interval t ∈ (t1, tf )
and requiring that for almost all θ ∈ Θ (where θ = 〈θ1,θ2〉, θ1 ∈ Θ1, θ2 ∈ Θ2) the state
3This condition is typical for linear compartmental systems, see Remark 3.11.
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x(t,θ) is not fixed at x(t1,θ) for all t ∈ (t1, tf ), that is,
ẋ(t1,θ) = A2(θ2)x(t1,θ1) 6= 0, for almost all θ ∈ Θ. (4.2.3)
Now that we have adapted the conditions of Definition 3.17 to produce analogs that
are suitable for ULSS-1 structures, we are able to propose a test of such a structure for
global a priori identifiability.
Definition 4.1. Consider an ULSS-1 structure M where the switching event occurs at t1,
as described by Definition 3.32. Suppose the structure has time set T = [0, tf ), tf ∈ R+
and representative system M(θ) of the form shown in Equations (3.7.41) and (3.7.43).
Assume that M(θ) satisfies the conditions
ẋ(0,θ1) = A1(θ1)x0(θ1) 6= 0, for almost all θ1 ∈ Θ1,
ẋ(t1,θ) = A2(θ2)x(t1,θ1) 6= 0, for almost all θ ∈ Θ.
(4.2.4)












, t ∈ [t1, tf ),
(4.2.5)
where φ1 and φ2 are observational parameters of the output on the relevant time interval.






provides a vector of invariants we require for testing M for global a priori identifiability
following Definition 3.19.
The test of a ULSS-1 structure for global a priori identifiability described in Defini-
tion 4.1 hinges on the determination of φ, the set of invariants present in the output y.
The nature of linear switching systems means that obtaining φ2 is not trivial in general.
We discuss this problem in the next section.
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4.3 The mechanics of testing a ULSS-1 structure for global a priori
identifiability
In Section 1.4 we noted the relatively minor coverage of testing continuous-time LSS
structures for global a priori identifiability. We suspect that this explains the literature’s
lack of interest in obtaining the invariants present in the output of a ULSS-1 structure. We
propose an approach in which we treat a ULSS-1 structure as defining two LTI structures.
There is a well-developed theory for obtaining the invariants of these, as described in
Section 3.5.1.1. We will adapt these methods for our context. We achieve this by extracting
the two LTI subsystems of a ULSS-1 representative system from their context and using
them to define LTI structures.
4.3.1 Translating a ULSS-1 structure M into LTI structures M [1] and M [2]
Consider system structure M with parameter set Θ comprised of uncontrolled LSSs of
one switching event as described by (3.7.41) and (3.7.43). For some unspecified θ ∈ Θ,
let M(θ) be the representative system of M . As ultimately we will consider the idealised
output of M (as described on Page 12), we require that systems in M are defined for time
set T = R̄+.
Let us define an uncontrolled LTI structure M [1] with parameter set Θ1 ⊆ Θ defined
for T = [0, t1). Let θ1 ∈ Θ1 be some arbitrary parameter vector. We use the state x
and output y of M(θ) for t ∈ [0, t1) to define the state x[1] and output y[1] of M [1](θ1),
respectively.4 That is, the behaviour of M(θ) for t ∈ [0, t1) is encapsulated by M [1](θ1).
Let us similarly capture the behaviour of M(θ) for t ∈ [t1,∞) in an uncontrolled
LTI system. One may use M(θ) for t ∈ [t1,∞) to define an uncontrolled LTI system
M [2](θ) having T = R̄+ which has state x[2] and output y[2] defined by x and y of M(θ)
4By distinguishing between θ and θ1 we allow for the case where some parameters inM(θ) do not enter
into the response before the switching time. These should not appear in the parameter vector for M [1] as
they certainly cannot be estimated from y[1].
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respectively for t ∈ [t1,∞). We define the initial state of M [2](θ) as
x[2](0,θ1) = x[1](t1,θ1) (4.3.7)
to preserve the dependence of x(t1,θ) (equivalently x[1](t1,θ1)) on the dynamics of M(θ)
for t ∈ (0, t1). This allows us to relate M [2] to M [1], rather than to M directly.
By defining time sets T1 = [0, t1) and T2 = R̄+, we may express the state and output
of each of M [1](θ1) and M [2](θ) as x[i] : Ti → X and y[i] : Ti → Y for i = 1, 2. We show
these explicitly as
x[1](t,θ1) = eA1(θ1)tx0(θ1), y[1](t,θ1) = C1(θ1)x[1](t,θ1), (4.3.8)
and using (4.3.7),
x[2](t,θ) = eA2(θ2)tx[1](t1,θ1), y[2](t,θ) = C2(θ2)x[2](t,θ). (4.3.9)
We note that defining
x̃2(t,θ) =

x[2](t− t1,θ), ∀t ∈ [t1,∞),
0, ∀t ∈ [0, t1),
and
ỹ2(t,θ) = C2(θ2)x̃2(t,θ), ∀t ∈ [0,∞),
allows us to express the output of M(θ) as
y(·,θ) = y[1](·,θ1) (H0 −Ht1) + ỹ2(·,θ). (4.3.10)
This demonstrates that M [1](θ1) and M [2](θ) provide the same output — and hence the
same conditions on the parameters — as M(θ).
Remark 4.1. If an ULSS-1 structure M is piecewise positive (piecewise compartmental)
then each of the LTI subsystems of systems inM are positive (compartmental), and hence,
so are M [1] and M [2].
The ability of M [1] and M [2] to reproduce M ’s response suggests an approach to our
problem of how to obtain a vector of response invariants (say φ) associated with M .
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Proposition 4.1. The problem of obtaining φ (as defined by (4.2.6)) from the output of
ULSS-1 M(θ) is equivalent to the problem of determining the response invariants of the
LTI systems M [1](θ1) and M [2](θ).
Following Proposition 4.1, if we wish to test M for global a priori identifiability
via M(θ), then we are required to determine the invariants φ1(θ1) and φ2(θ) present in
responses y[1](·,θ1) of M [1](θ1) and y[2](·,θ) of M [2](θ), respectively. We consider this
problem in the next subsection.
4.3.2 Obtaining response invariants from M [1] and M [2]
As we noted in Section 3.6.4, response invariants are features of systems from a generically
minimal structure. Hence, it is appropriate to establish that a structure has this property
(or derive from it a structure that does) before proceeding to obtain invariants. Given
Proposition 4.1, we must apply this logic to M [1] and M [2].
Recall the testing of a LTI structure M for generic minimality described in Sec-
tion 3.6.3.4. The method we outlined there proceeds by inspection of the Laplace trans-
form of response ofM(θ). For a compartmental ULSS-1 structure M with representative
system M(θ), a variation on this method seems appropriate. Suppose one applies a logic
similar to that of Section 3.6.3.4 in testing the compartmental LTI structures M [1] and
M [2] for generic minimality. The test requires that each structure is defined for T = R̄+.
This is no greater an idealisation than is often used when defining generic properties such
as global a priori identifiability.5
Following this convention, let us require that M [1] — like M [2] — is defined for
T = R̄+, and test M [1] and M [2] for generic minimality according to Section 3.6.3.4. This
requires an expression for each of L{y[1](·,θ1)}(s) and L{y[2](·,θ)}(s).
5Another justification for the assumption that an infinite output is obtainable is given by the theory of
analytic continuations; as y[1] is analytic and known for all t ∈ [0, t1) (t1 > 0), it is known for all t ∈ R̄+.
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Definition 4.2 (Laplace transform of y[1] and y[2]). Suppose M is an ULSS-1 structure
from which uncontrolled LTI structures M [i] (i = 1, 2) are obtained. Let M [i] have repre-
sentative system M [i](θ(i)). System M [1](θ1) has state x[1] and output y[1] as shown by






, i = 1, 2, (4.3.11)
the Laplace transform of y[i] (i = 1, 2) in its unprocessed form (recall Section 3.6.3.4) is
L{y[1](·,θ1)}(s) = K1(θ1)x0(θ1) , ∀s ∈ Hk1 ,
L{y[2](·,θ)}(s) = K2(θ2)x[1](t1,θ1) , ∀s ∈ Hk2 ,
(4.3.12)
where Hki represents the domain of convergence of L{y[i]}. When M is also piecewise
compartmental, elements of L{y[1](·,θ1)} as in (4.3.12) have the same form as the Laplace
transform of the scalar output of a general compartmental uncontrolled LTI system shown
in (3.6.32). We will see that elements of L{y[2]} deviate from that general form.
Given that we are interested in typical flow-cell optical biosensor experiments in this
thesis, some restrictions are appropriate. Let us start by considering M having scalar





p1 + · · ·+ ϕ[1]r1 (θ1)
sr1 + ϕ[1]r1−1(θ1)sr1−1 + · · ·+ ϕ
[1]
0 (θ1)
, ∀s ∈ Hk1 ,
ϕ
[1]
j (θ1) , ϕ
[1]
j (x0(θ1),θ1) j = r1, . . . , r1 + p1,
r1 ∈ {1, . . . , n}, p1 ∈ {0, . . . , r1 − 1}.
(4.3.13)
In considering L{y[2]} as defined by (4.3.12) for i = 2, the expression depends on the
parameter vector 〈θ1,θ2〉. In a structure representing an experiment of one association
phase and one dissociation phase, all parameters are present in the first subsystem of the
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p2 + · · ·+ ϕ[2]r2 (θ)
sr2 + ϕ[2]r2−1(θ2)sr2−1 + · · ·+ ϕ
[2]
0 (θ2)
, ∀s ∈ Hk2 ,
ϕ
[2]
j (θ) , ϕ
[2]
j (x
[1](t1,θ1),θ2), j = r2, . . . , r2 + p2,
r2 ∈ {1, . . . , n}, p2 ∈ {0, . . . , r2 − 1}.
(4.3.14)
In Equations (4.3.13) and (4.3.14) we mimic the notation used for a general compart-
mental uncontrolled LTI system in Equation (3.6.32) with one important difference. Note
that expressions L{y[1](·,θ1)} and L{y[2](·,θ)} are in an unprocessed form which is not
necessarily the canonical form. For this reason, we use ϕ (rather than φ) in (4.3.13) and
(4.3.14) to show that the coefficients of s are not necessarily invariants.
Remark 4.2. The expression given in (4.3.12) provides a description of the dependence of
L{y[i]} on parameters for arbitrary i ∈ N. As such, it is also applicable to ULSS structures
of more than one switching event.
We have that M [1](θ1) is an uncontrolled compartmental LTI system with initial
conditions that — whilst unknown — are not functions of time. For such a structure,
we have prescribed steps for obtaining the canonical form of L{y[1](·,θ1)}, as given in
Definition 3.26. Towards this, we can employ an approach to detecting factors common to
the numerator and denominator of L{y[1](·,θ1)} as described in Remark 3.10. Having put
L{y[1](·,θ1)}(s) into the canonical form, the collection of coefficients of s gives φ1(θ1).
In consideringM [2](θ), we cannot proceed to obtain the canonical form of L{y[2](·,θ)}
in the same manner as for L{y[1](·,θ1)} in general.6 This is a result of the numerator terms
of L{y[2]}(s) depending on x[1](t1,θ1), which causes numerator factors to have a different
form to the denominator factors. Thus, the approach of Remark 3.10 is unsuitable for
obtaining a numerator and denominator of L{y[2]}(s) that are relatively prime. We note
6From this point onward a notational abuse may be employed to represent a term such as L{y[2](·, θ)}(s)
more simply as L{y[2]} in the interests of brevity.
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that a general method of testing ULSS-1 structures would seem to require a means of
putting L{y[2]}(s) into the canonical form.7
We illuminate the possible effect of x[1] on the canonical form of L{y[2]} through a
schematic for the evolution of the state of a ULSS-1 given in Figure 4.3.3. Suppose the
subsystems of any ULSS-1 in the structure notionally have states in R3+. Let the final state
of the first phase of the ULSS-1 be ξ, which occurs at time t1. This becomes the initial
state of the second phase. Consider the case where, as a result of this initial state, states
reached by the second phase LTI system are restricted to some space of lower dimension
than R3+. In Figure 4.3.3 we show this by restricting the state to a plane following the
switching event. In such a case, the dynamics of the second phase of the ULSS-1 are not
comparable to that of the first phase. A particular example of this effect is when ξ is the
equilibrium state of the second subsystem of the ULSS-1, in which case the state — and
hence response — is fixed for all time after the switching event. If such a property holds for
almost all θ ∈ Θ for a given time, the Laplace transform of y[2](·,θ) will not be a rational
function with cubic denominator in general, as we may expect from the dimensions of
the system matrices. However, t1 itself is not necessarily fixed, and hence ascertaining
the canonical form of L{y[2]} in the a priori identifiability analysis of a ULSS-1 structure
presents a different challenge to that presented by L{y[1]}.
If we cannot determine the canonical form of L{y[2]}(s), we are unable to obtain
φ2 for use in testing some ULSS-1 structure M for global a priori identifiability as per
Definition 4.1. This limitation on the parameter information obtainable from the output
of representative systemM(θ) could conceivably limit the predictive power of the test. To
clarify this, suppose only conditions on θ imposed by φ1 are available. Further suppose
the set I(M,φ1) (defined by analogy to I(M,φ) in (3.5.20) of Definition 3.19) contains
more than one element. Then, the test gives merely an upper bound on the number of
solutions of I(M,φ), rather than the unambiguous classification we expect from I(M,φ).
7 The earlier considerations of a structure for the simple bimolecular interaction produced an unpro-
cessed L{y[2]}(s) which was already of the canonical form. As such, it was not necessary to posit a method
for determining the canonical form of L{y[2]}(s) at that time.
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2nd phase potential trajectory plane
Figure 4.3.3: A schematic of feasible states for a ULSS-1 with the state space for the
second phase dependent on the final state reached by the first phase. While the state of
the first subsystem evolves in R3+, as a consequence of the final state of the first phase ξ,
the states reached by the second subsystem of the ULSS-1 are restricted to a plane.
At this point, it appears that we must devise a method or obtaining φ2 if we wish to
test a ULSS-1 structure for global a priori identifiability. We may consider this a ‘classical
approach’ to the problem. However, this is not the only way to approach the matter. Let
us consider an alternative method which is sufficient for classifying a ULSS-1 structure as
globally a priori identifiable. Its ease of use makes it a reasonable first step in structure
classification. Further, the process will subsequently provide a check on results obtained
by the more sophisticated — and correspondingly more laborious — methods in support
of a classical approach which follow.
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4.4 A method sufficient for inferring global a priori identifiability
of a ULSS-1 structure
This section is based on material first presented in Whyte [92], subsequently refined in
Whyte [94].
Let us consider a test of a ULSS-1 structure M for global a priori identifiability that
does not require the canonical form of L{y[2]}. Instead, the test considers the unpro-
cessed form of L{y[2]} and all rational functions that are obtainable from it if pole-zero
cancellation is assumed to occur. One of these alternative forms is the canonical form of
L{y[2]}.
Suppose one of the alternative forms of L{y[2]} is treated as the canonical form of
L{y[2]}. We use the collection of non-numerical coefficients of this rational function to form
a vector of moment invariants (although these may not be the actual moment invariants
of the structure). We combine these with φ1 obtained from L{y[1]} to form a vector
of invariants φ̂. Using φ̂ we can determine a set I(M, φ̂) that is similar to I(M,φ) in
(3.5.20). From I(M, φ̂) we obtain the result of a hypothetical test of the structure M for
global a priori identifiability.
Let us apply the process described above to all of the alternative forms of L{y[2]}.
Suppose that all of these alternatives lead to the same conclusion when used in the clas-
sification of M . Further suppose that this conclusion is that M is globally or locally a
priori identifiable. Then, this is the classification that would be obtained from using the
canonical (but unknown) form of L{y[2]}. Hence, the process outlined is sufficient to clas-
sify M . Less informative results are also possible. This outline is developed below in the
Structure Classification Under Incomplete Information (SCUII) algorithm.
SCUII Algorithm. Consider a ULSS-1 structure M having representative system M(θ).
Let this determine the construction of systems M [1](θ1) and M [2](θ) that are representa-
tive of uncontrolled LTI structures, as described in Section 4.3.1.
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1. For M [1](θ1), determine the canonical form of L{y[1](·,θ1)}(s). Collect the co-
efficients to form the vector of invariants φ1(θ1). If all parameters of M(θ) are
introduced in M [1](θ1), proceed to step 2. Otherwise, proceed to step 3.
2. Calculate I(M [1],φ1) and classify M [1], (and hence M using incomplete informa-
tion) according to Definition 3.17. If M is classified as globally a priori identifiable
(or as locally a priori identifiable, and this classification is adequate given the in-
tended use of the structure or an anticipated means of restricting the plausible range
parameters), stop. Otherwise, proceed to step 3.
3. For M [2](θ), derive the unprocessed form of L{y[2](·,θ)}(s) and each of the alterna-
tive forms obtainable from it by pole-zero cancellation. Enumerate these candidates
for the canonical form of L{y[2]} from 1 to N . (Note that if there are no alternatives
to the unprocessed form of L{y[2]} then it is unambiguously the canonical form of
L{y[2]}.)
4. For i = 1, . . . , N , obtain coefficients of s in the denominator of form i of L{y[2](·,θ)}(s),
combine these with φ1(θ1) to form φ̂(θ), and for θ ∈ Θ, calculate
Î(M, φ̂)i ,
{
θ′ ∈ Θ : φ̂(θ′) = φ̂(θ)
}
. (4.4.15)
5. Select the Î(M, φ̂)i for i = 1, . . . , N that have the greatest number of elements and
define one of these as Imax. (As it is the number of elements in the set rather than
the membership of the set which is important, the choice of Imax from the candidates
can be made arbitrarily.)
6. If for almost all θ ∈ Θ:
• |Imax| = 1: M is globally a priori identifiable,
• Imax is denumerable: M is at worst locally a priori identifiable,
• Imax is uncountably infinite: no judgement onM is possible with this algorithm.
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Remark 4.3. In effect, the SCUII Algorithm gives the most unfavourable classification of
M possible given the range of possibilities for the canonical form of L{y[2]}.
A graphical impression of the SCUII Algorithm is given in Figure 4.4.4. The SCUII
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Figure 4.4.4: A diagrammatic representation of the SCUII Algorithm.
The SCUII Algorithm was applied to a test case in Whyte [94]. This application
showed that the algorithm was able to circumvent the difficulties encountered by the
previous approaches to classifying a flow-cell optical biosensor interaction model structure.
However, classification of a structure using the SCUII Algorithm may give a pessimistic
result compared to what would be obtained by using the canonical form of L{y[2]}(s)
in a test of a system structure for global a priori identifiability. A general method for
classifying a ULSS-1 structure precisely — rather than conservatively — requires progress
with the problem of how to obtain invariants from L{y[2]}(s).
The following section addresses this problem by considering a method for determining
the canonical form of L{y[2]}(s), and other methods aiming to deduce whether or not
M [2] is generically minimal. Having developed these strategies, we are able to propose a
scheme for testing a continuous-time ULSS-1 structure for global a priori identifiability in
Section 4.6 which is an advance on that previously available.
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4.5 Approaches to determining whether M [2] is generically mini-
mal
The difficulty of directly testing M [2] for generic minimality suggests an alternative ap-
proach of aiming to infer the property by consideration of a less demanding problem. In
this section we propose an approach to the problem of testing M [2] for generic minimality
by addressing a sightly different question.
Question 4.1. Given model structure M of systems of n state variables, having output y
and parameter set Θ, for which parameter values θ ∈ Θ is M(θ) indistinguishable (see
Section 3.5.4.1) from a system of fewer than n state variables?
If the only solutions to Question 4.1 belong to a subset of Θ of measure zero, then
M(θ) is not indistinguishable from a structure of systems of fewer states almost every-
where. Hence, M is generically minimal.
Possibly the most obvious means of addressing Question 4.1 is to consider the condi-
tions under which pole-zero cancellation occurs in L{y[2](·,θ)}(s). This is inspired by the
use of such an approach in LTI structures.
4.5.1 Consideration of pole-zero cancellation in L{y[2]}(s)
Definition 3.30 inspires an alternative form of Question 4.1 which is useful when M is a
LTI structure.
Question 4.2. For M an LTI structure, Question 4.1 is equivalent to asking:
For which parameter values θ ∈ Θ does pole-zero cancellation occur in the unpro-
cessed form of L{y}(s,θ)?
We present an approach to finding solutions to Question 4.2 in Proposition 4.2.
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Proposition 4.2. Consider the unprocessed L{y[2](·,θ)}(s) given by (4.3.14) with its de-









where sk(θ2), k = 1, . . . , p2 are zeros of the denominator of (4.5.16). Pole-zero cancella-
tion occurs in L{y[2]} if for some θ ∈ Θ any sk (k = 1, . . . , p2) is a zero of the numerator
of (4.5.16). Hence Question 4.2 is answered by finding all θ ∈ Θ which satisfy at least





x[1](t1,θ1) = 0, k = 1, . . . , p2 . (4.5.17)
Remark 4.4. Forming the equations of System (4.5.17) requires an explicit expression
for x[1](t1,θ1), requiring algebraic solution of its associated differential equation system.
Further, x[1](t1,θ1) has different forms depending on the multiplicity of eigenvalues of A1,
which is unknown in general. Taken together these points suggest that solving (4.5.17)
may require the generation and solution of multiple sets of conditions, a process that is
likely to become more laborious as the number of compartments (or state variables) in a
structure increases.
The potential difficulty of the application of Proposition 4.2 to Question 4.2 motivates
a less algebraically complex approach to the problem. The enquiry we pose here is: is it
possible to show that pole-zero cancellation in the unprocessed form of L{y[2]} only occurs
for a subset of Θ of measure zero by leaving x[1](t1,θ1) terms as implicit functions of θ1 in
the cancellation conditions of System (4.5.17)? If so, this new approach shows that M [2]
is generically minimal.
Our decision to treat x[1](t1,θ1) as a variable that is not an explicit function of
parameters means that properties of x[1](t1,θ1) are obscured, such as the relationships
between components. To compensate for this, it is appropriate to impose certain con-
straints on x[1](t1,θ1) that were not required in Proposition 4.2. We illustrate this matter
through the framework we present in Proposition 4.3.
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Proposition 4.3. Given an LTI structure M [2] and the cancellation conditions (4.5.17),
replace x[1](t1,θ1) ∈ X ⊆ Rn in these equations by ξ = (ξ1, . . . , ξn)> ∈ X to give a system
of conditions that does not require an explicit expression for the components of x[1](t1,θ1).
Propose a system of conditions which includes the new cancellation conditions and any
constraints on θ and ξ that arise from requiring feasible solutions. For example, these
may be θ ∈ Θ, ξ ∈ X, and any other conditions that arise from requiring solutions that
are physically sensible. For the purpose of illustration, we may cast the problem in the
following general manner.
For p2 the degree of the denominator of L{y[2]}, for each of k = 1, . . . , p2, determine







feasibility: θ ∈ Θ and ξ ∈ X,
physicality: as dictated by the physical system under consideration.
(4.5.18)
The simultaneous consideration of the solution sets of the p2 systems described by
(4.5.18) leads to two instructive possibilities.
(P1) Suppose at least one of the systems associated with a cancellation condition in
(4.5.18) is satisfied for almost all combinations of initial state and system parameters.
Hence, pole-zero cancellation of the factor corresponding to any such cancellation condi-
tion occurs in L{y[2]} for almost all combinations of initial state and system parameters.
As a result, the unprocessed version of L{y[2]} is not the canonical form. Hence, M [2]
is not generically minimal. The test of M for global a priori identifiability according to
Definition 3.19 cannot proceed.
(P2) If (P1) does not hold, the approach has shown that M [2] is generically minimal. As
a result, φ2 is obtainable directly from M [2] for use in the test of M for global a priori
identifiability.
Remark 4.5. Let us consider some specific examples of (4.5.18). For n state LTI structure
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M [2] representing a physical system which does not receive inputs and which relates non-
negative quantities, following the template of System (4.5.18) the problem is:














x0i(θ1), for S ⊆ {1, . . . , n},
(4.5.19)
where S denotes the set of states that explicitly appear in L{y[2]}.
Further conditions in (4.5.19) or refinements may arise from the nature of the model
structure under consideration. For the case of a closed, uncontrolled compartmental sys-
tem of n states, it may be appropriate to replace the physicality condition of (4.5.19) with∑n
i=1 ξi =
∑n
i=1 x0i(θ1). This makes explicit the property that the total amount of mass
in the system at any time point is equal to the total mass present in the system initially.
When considering an LTI compartmental structure, one can require non-positivity of the
eigenvalues of the A matrix of the structure, see Remark 3.11.
If the result of the process given in Proposition 4.3 is as described in (P2), this is a
useful result for the analysis of M [2]. However, if the result is neither (P1) nor (P2), the
attempt to simplify the problem of determining whether cancellation of factors can occur
in L{y[2]} has failed.
In the following section we draw together the developments of this chapter to describe
a process for testing a ULSS-1 structure for global a priori identifiability.
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4.6 A more general scheme for testing a ULSS-1 structure for
global a priori identifiability
Remark 4.6. When we test a structure for global a priori identifiability, we expect to obtain
all of the invariants from a response function. However, this may not be a simple task.
Recall that if we wish to test some ULSS-1 structure M , our method requires M [2](θ).
The response of this LTI system is determined by invariants that depend on x[1](t1,θ1)
(that is, those in the numerator of L{y[2]}). In order to obtain these, we must solve the
differential equation system for the state of M [1], and subsequently manage the issues
noted in Remark 4.4. It may be that we cannot readily use invariants that appear in the
numerator of L{y[2]}).
However, the denominator coefficients of L{y[2]} do not require an explicit expression
for x[1](t1,θ1). In particular, if M [2] is generically minimal then the unprocessed form of
L{y[2]} is the canonical form. In this case, the denominator of L{y[2]} readily supplies
some of the components of φ2.
We choose to investigate if it is possible to judge a ULSS-1 structure as globally a
priori identifiable without requiring the invariants in φ2 which depend on x[1](t1,θ1). We
term this a test of an ULSS-1 structure for global a priori identifiability under incomplete
information.
Drawing on the development in this chapter, we present below a scheme for testing an
ULSS-1 structure for global a priori identifiability in the Structure Classification Requiring
Minimality Information (SCReMI) algorithm. We may use this as an alternative to the
SCUII Algorithm.
SCReMI Algorithm. Given an ULSS-1 structure M :
1. Use M to define uncontrolled LTI structures M [1] and M [2] following Section 4.3.1.
Determine whether it is reasonable to assume that the conditions of Definition 4.1
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hold. If so, proceed to Step 2.
2. Determine φ1 from M [1](θ1) and calculate I(M [1],φ1) (see Definition 3.19). As
we know that I(M,φ) ⊆ I(M [1],φ1), if |I(M [1],φ1)| = 1 then M is globally a
priori identifiable and there is no need to proceed further. If |I(M [1],φ1)| > 1 and
the result of the test is not acceptable, response invariants of M [2](θ) are required.
Proceed to Step 3.
3. Test M [2] for generic minimality. If M [2] is not generically minimal, no further
classification of M is possible with this algorithm. If M [2] is generically minimal,
the unprocessed form of L{y[2]}(s) is the canonical form. The coefficients of s in
the denominator are invariants. Collect these into a vector φs, a subvector of φ2.
Determine φ̀ , 〈φ1,φs〉. Proceed to Step 4.
4. Determine I(M, φ̀). If |I(M, φ̀)| = 1 then M is globally a priori identifiable. Oth-
erwise, as I(M,φ) ⊆ I(M, φ̀), |I(M, φ̀)| may overestimate the number of elements
in I(M,φ).
If the number of elements in I(M, φ̀) is greater than one and at most countably
infinite, then M is at worst locally a priori identifiable.
If the number of elements in I(M, φ̀) is uncountably infinite, then it is not possible
to classify M with this algorithm.
Unless M is globally a priori identifiable, we cannot exactly classify M with this al-
gorithm as we are unable to use those elements of φ2 that appear in the numerator
of L{y[2]}.
4.7 Prelude to Chapter 5
In this chapter we proposed approaches to testing a structure of uncontrolled linear switch-
ing systems of one switching event for global a priori identifiability. These build on ele-
ments of the theory used for LTI structures. This process has highlighted some potential
difficulties in the application of the theory of global a priori identifiability to a ULSS-1
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structure. We have advanced some approaches to these issues. We will demonstrate the
utility of the two algorithms proposed for testing a ULSS-1 structure for global a priori
identifiability by applying them to test cases in Chapter 5.
These test cases are structures representing interaction models seen in the biosensor
literature. In particular, these are the ‘simple bimolecular interaction’ (formalised in
Whyte [99]) and the ‘two-state conformational change model’ (Whyte [97]).
In our exploration of mathematical representations of the simple bimolecular model,
we derived an ‘initial structure’ that had four parameters. From this we derived a ‘revised
structure’ which had three parameters. We may obtain a practical benefit when a revised
structure has fewer parameters than the initial structure. That is, we may expect that a
process for estimating parameters of a structure is completed more quickly for the revised
structure than it is for the initial structure. The advantage of the revised structure is
even greater when it is globally a priori identifiable whilst the initial structure is a priori
unidentifiable. We will observe this result as we scrutinise the four- and three-parameter
forms of the simple bimolecular model shortly.
The two forms of the simple bimolecular model are classified in a reasonably straight-
forward manner. The two-state conformational change model provides a more challenging
test case for the theory we advanced in this chapter.
Chapter 5
Application of the mathematical
theory to test cases
5.1 Overview
In this chapter, we apply methods for testing a ULSS-1 structure for global a priori
identifiability proposed in Chapter 4 to test cases formally specified in Whyte [97, 99].
These are the four-parameter version of the simple bimolecular interaction, the three-
parameter version of the same, and the two-state conformational change model.
For the first two test cases, when each ULSS-1 structure is used to define component
LTI structures, these are clearly generically minimal. As a result, it is not necessary to
apply the SCUII Algorithm. We cannot use the SCReMI Algorithm to classify the four-
parameter form without a supplementary consideration of its response function. We will
see that two parameters only occur as a product, leading to a judgement of the structure
as a priori unidentifiable. However, we can readily use the SCReMI Algorithm to classify
the three-parameter version — a reparameterisation of the four-parameter form — as
globally a priori identifiable. The results indicate that our methods for testing a structure
are able to anticipate when it is unfit for parameter estimation. They also show that an
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unfavourable classification can indicate how to reparameterise the structure to yield an
alternative that is suitable.
The two-state conformational change model provides a more challenging test of the
proposed global a priori identifiability theory. We apply the SCUII Algorithm first, and
we will see that it is able to infer that the ULSS-1 structure representing the interaction
is globally a priori identifiable. Application of the SCReMI Algorithm to this test case is
more laborious due to the need to determine whether or not the structure defined by the
second subsystem of the representative ULSS-1 is generically minimal. Ultimately this is
decided in the affirmative. This leads to the conclusive classification of the structure as
globally a priori identifiable, reproducing the result obtained by the SCUII Algorithm.
This agreement suggests the potential usefulness of the SCUII Algorithm as a relatively
easy-to-apply method of classifying structures representing biomolecular interactions in
kinetic experiments.
We will examine the test cases shortly. First, let us recall the discussion of the
mismatch of data and structure output presented in Section 3.6.4.2. We will draw on this
in the following subsection. There we will consider conditions under which the result of
testing a structure for global a priori identifiability is not an accurate indication of the
likely worth of planned experiments.
5.1.1 Sources of constant response from flow-cell biosensor experiments or as-
sumed structures
Recall that Assumption 3.1 described the expectation that idealised data obtained from
a structure for use in testing that structure for global a priori identifiability is a true
idealisation of experimental data. We noted that if this assumption does not hold, that
is, if there is a structure-data mismatch, this may invalidate the result of the test.
We will consider the issue of structure-data mismatch for data from a kinetic exper-
iment of two phases and idealised data from our assumed ULSS-1 structures. We will
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consider those values of experimental variables or parameters for which idealised data is
constant for the entire duration of at least one experimental phase.
Let us first consider features of the class of model structures we use to model kinetic
experiments. Consider some ULSS-1 structure M . If we wish to test M for global a priori
identifiability using either the SCUII Algorithm or the SCReMI Algorithm, we must derive
uncontrolled LTI structures M [1] and M [2] from M . For the kinetic experiments we con-
sider,M [1] represents the response and dynamics of the association phase. In an analogous
manner, M [2] summarises the dissociation phase. Recall that these structures have state
vectors x[1] and x[2], and responses y[1] and y[2], respectively. Following Example 3.1, if
x[1] or x[2] is constant for all time, so is the response of the structure which generates it.
The test of a ULSS-1 structure for global a priori identifiability given in Definition 4.1
anticipates this case.
However, Assumption 3.1 is also violated for other conditions that cause a kinetic
experiment to produce data that takes a constant value for at least one experimental phase.
This occurs for the experimental conditions summarised in Table 5.1.1. We will label
experiments performed under these conditions as “uninformative experiments”. The table
also shows whether it is possible to anticipate these prior to conducting experiments, and
how conditions should be changed to produce more useful data. We see that knowledge of
the experimental system makes it possible to avoid constant response due to the tabulated
conditions.
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Insights gained from this inspection direct us to analogous causes of a model structure
producing constant response. These are shown in the lower part of Table 5.1.1. From
this we see that one source of a constant state is when values of variables correspond
to the conditions of uninformative experiments shown in the upper portion of the table.
A constant state could also occur if parameters representing rate constants were zero,
indicating that an interaction cannot occur. However, by convention, a rate constant
has a positive value. Restricting parameters to positive values is also a consequence of
knowing from pilot experiments that an interaction does actually occur. Taking this action
allows us to dismiss as infeasible various situations under which a structure could produce
constant response for at least one phase of an experiment.
Let us summarise the discussion of this subsection. We considered situations un-
der which Assumption 3.1 is violated for the type of ULSS-1 structure we employ to
model kinetic experiments. For structures and experiments subject to typical experimen-
tal conditions, Table 5.1.1 indicates that we can disregard many situations which violate
Assumption 3.1 as they are implausible. However, it is necessary to ensure that a ULSS-1
structure satisfies the conditions of Definition 4.1 prior to testing it as we cannot decide
if these are satisfied merely by inspection. Should a structure satisfy these conditions,
testing a ULSS-1 structure is a valid means of judging the value of proposed experiments.
We now proceed to consider the first of our test cases.
5.2 Test case M: the three-parameter simple bimolecular reaction
model
The ‘simple bimolecular model’ considers the interaction between free analyte (A) and
free immobilised ligand (B) in a flow-cell optical biosensor experiment. Formation and
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where ka (kd) is the rate constant of the forward (reverse) reaction. This interaction is
widely assumed in the analysis of flow-cell biosensor data. Whyte [99] reviewed repre-
sentations of this interaction. We proposed structures of uncontrolled parametric linear
switching systems of one switching event for the interaction of species and resultant re-
sponse in Whyte [90,94]. We will use these shortly.
Let us use M to denote the model structure. The representative system of M,
System M(θ), has response y(·,θ) and is of the form of (3.7.41) with state vector x
representing scaled values of [B] (having initial value β1) and [AB], X = R2+, Y = R+,
analyte concentration α1, and
θ1 = (ka, kd, β1)> ∈ R3+, θ2 = (kd)> ∈ R1+,


















System (5.2.2) defines a structure of three parameters. TestingM for global a priori
identifiability following the SCReMI Algorithm requires definition of LTI structuresM[1]
and M[2] as described in Section 4.3.1. We present the Maple worksheet used in the
following analysis ofM in Appendix C.
5.2.1 Consideration of LTI M[1] obtained from M
The first consideration forM[1] (having representative systemM[1](θ) and state function
x[1](·,θ)) is the condition of Definition 4.1 that for almost all θ ∈ Θ, ẋ[1](t,θ) 6= 0 ∀t ∈ R̄+.
Following the discussion of Section 5.1, we require the amount of functional immo-
bilised ligand and concentration of injected analyte to have positive values. That is, β1 > 0
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and α1 > 0 in (5.2.2). Further, Definition 4.1 requires thatM[1](θ) has
ẋ[1](0,θ) = A1(θ)x0(θ) =
−kaα1β1
kaα1β1
 6= 0. (5.2.3)
As α1 and β1 are positive, and ka is also positive (by convention, recall Table 5.1.1), (5.2.3)
is satisfied for all feasible parameters and experimental conditions.




s2 + ϕ[1]1 (θ)s+ ϕ
[1]
0 (θ)
, ∀s ∈ H0,
ϕ
[1]
0 ≡ 0, ϕ
[1]
1 (θ) = kaα1 + kd, ϕ
[1]
2 (θ) = kaα1β1.
(5.2.4)
As the numerator of L{y[1](·,θ)}(s) in (5.2.4) is constant, there are no factors common to
the numerator and denominator and henceM[1] is generically minimal. As the denomina-
tor of L{y[1](·,θ)}(s) is also monic, (5.2.4) is in the canonical form (recall Definition 3.26)
and hence φ[1]i ≡ ϕ
[1]
i for i = 0, 1, 2.
In considering output ofM[1](θ), θ ∈ R3+ and α1 > 0, hence φ
[1]
1 (θ1) and φ
[1]
2 (θ1) are
strictly non-zero ∀θ ∈ Θ. As such, we can determine them from y[1], as is expected from
the discussion of Section 5.1.
Denote the vector of (non-identically zero) moment invariants obtainable from the








, where the components are shown in
(5.2.4). Step 2 of the SCReMI Algorithm requires determination of I(M,φ1). This is a
set of solutions of two equations
kaα1 + kd = k′aα1 + k′d ,
kaα1β1 = k′aα1β′1 ,
in three unknowns (as we assume that α1 is known). Hence, the elements of I(M,φ1)
are non-denumerable. As a result, we can make no useful judgement onM using only the
information obtained by observing the system before the switching event. Hence, the test
ofM for global a priori identifiability requires consideration ofM[2].
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5.2.2 Consideration of LTI M[2] obtained from M
The condition imposed by Definition 4.1 on M[2] (having representative system M[2](θ)
and state function x[2](·,θ)) requires that for almost all θ ∈ Θ, ẋ[2](t,θ) 6= 0 ∀t ∈ R̄+.
We summarise this condition by
ẋ[2](0,θ) = A2(θ)x[1](t1,θ) =
0 kd
0 −kd
x[1](t1,θ) 6= 0. (5.2.5)








Condition (5.2.5) is satisfied whenever kd · x
[1]
2 (t1,θ) 6= 0. This holds for any typical
association phase as kd > 0 and when complex forms x
[1]
2 (t1,θ) > 0.





, ∀s ∈ H−kd ,
ϕ
[2]
0 (θ) = kd, ϕ
[2]




As we saw for L{y[1](·,θ1)}(s), L{y[2](·,θ1)}(s) is also of the canonical form; pole-zero can-
cellation cannot occur and henceM[2] is generically minimal. Hence, we obtain response
invariants directly from (5.2.6) by φ[2]i ≡ ϕ
[2]
i for i = 0, 1. We represent the collection








. These are non-zero by positivity of both the
parameter vector and x[1]2 (t1,θ1) (as discussed in Section 5.1).
5.2.3 Classification of M using incomplete information from M[2]
The usual manner of testing a (non-switching) structure for global a priori identifiability
is to use all response invariants φ(θ) in the test. However, our aim here is to ascertain if
we can decide that ULSS-1 structureM is globally a priori identifiable without obtaining
φ(θ). In particular, we wish to avoid obtaining an explicit expression for the initial





as per usual, Step 3 of the SCReMI Algorithm provides
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an alternative. Consider the subvector of φ(θ) given by φ̀(θ) , (φ1(θ)>, φ[2]0 (θ))>. We
draw the elements of this vector from the canonical form of Laplace transforms of response
given by (5.2.4) and (5.2.6).
Using φ̀ in Step 4 of the SCReMI Algorithm shows I(M, φ̀) = {θ}. Hence we have
shown thatM is globally a priori identifiable. We have achieved this in the absence of an
explicit expression for φ[2]1 , as would be required for the calculation of I(M,φ). This sug-
gests that φ[2]1 does not contain any information on the parameters beyond that available in
φ̀. Having an understanding of this result may assist in justifying the use of I(M, φ̀) rather
than I(M,φ) for other test cases. Note that in (5.2.6) φ[2]1 (θ) , x
[1]
2 (t1,θ) ≡ y[1](t1,θ).
Thus, knowledge of φ[2]1 (θ) is contained within knowledge of y[1](t,θ) ∀t ∈ [0, t1), that
is, the observations of the system representing the association phase of an experiment.
Relation (5.2.4) shows that y[1](t,θ) is a function of φ[1]1 and φ
[1]
2 . Hence, φ
[2]
1 provides no
additional information on M(θ) beyond that included in φ1. The redundancy of φ
[2]
1 in
the process of testingM for global a priori identifiability follows accordingly.
The four-parameter version of the simple bimolecular model (see Whyte [99]) provides
another test case for the process of testing a ULSS-1 structure for global a priori identifi-
ability described by the SCReMI Algorithm. This test case demonstrates the influence of
the parameterisation used in the model structure on the result of the test.
154
CHAPTER 5: APPLICATION OF THE MATHEMATICAL THEORY TO TEST
CASES
5.3 Test case N : the four-parameter simple bimolecular model
Let the ULSS-1 structure be denoted by N with output ŷ. Its representative system N (θ)
is of the form of Equation (3.7.41) with X = R2+, Y = R̄+, and
θ1 = (ka, kd, B0, ρA)> ∈ R4+, θ2 = (kd, ρA)> ∈ R2+,


















Testing N according to the SCReMI Algorithm requires us to define the LTI struc-
tures describing the dynamics of the association and dissociation phases of an experiment.
Here these are N [1] (output ŷ[1]) and N [2] (output ŷ[2]) respectively. We present the Maple
worksheet used in the following analysis in Appendix D.
5.3.1 Consideration of LTI N [1] obtained from N
Let us consider the condition of Definition 4.1 applied toN [1] (having representative system
N [1](θ) and state function x[1](·,θ)) that for almost all θ ∈ Θ, ẋ[1](t,θ) 6= 0 ∀t ∈ R̄+.
That is, N [1](θ1) is subject to
ẋ[1](0,θ1) = A1(θ1)x0(θ1) =
−kaα1B0
kaα1B0
 6= 0. (5.3.8)
Our argument here is very similar to that applied to M[1] in Section 5.2.1. Following
the discussion of Section 5.1, the need for positive values for the amount of functional
immobilised ligand and concentration of injected analyte result in conditions B0 > 0 and
α1 > 0. As ka is positive by convention, (5.3.8) is satisfied for all feasible combinations of
parameter values and variables representing experimental conditions.
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Proceeding to step 2 of the SCReMI Algorithm, one sees that the unprocessed form




s2 + φ[1]1 (θ)s+ φ
[1]
0 (θ)
, s ∈ H0,
φ
[1]
0 (θ) ≡ 0, φ
[1]
1 (θ) = kaα1 + kd, φ
[1]
2 (θ) = kaα1ρAB0.
(5.3.9)
We see that φ[1]1 (θ) and φ
[1]
2 (θ) in (5.3.9) are non-zero as θ ∈ R4+ and α1 > 0. Hence, the










We test N for global a priori identifiability using only the parameter information





























where B′0 and ρ′A are free to take any positive value.
Inspection of (5.3.11) shows that the elements of I(N ,φ1) are non-denumerable.
This is to be expected as I(N ,φ1) is the solution set of two equations in four parameters.
Further, I(N ,φ1) does not obviously show that any of the parameters are either globally
or locally a priori identifiable. As (5.3.11) does not permit a useful judgement on N or its
parameters, we proceed with the SCReMI Algorithm and consider the response of N [2].
5.3.2 Consideration of LTI N [2] obtained from N








condition imposed by Definition 4.1 on N [2](θ) is similar to that imposed on M[2](θ) in
(5.2.5), and it is similarly satisfied for all feasible parameter values.
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Determination of the unprocessed form of the Laplace transform of ŷ[2](·,θ) shows





, s ∈ H−kd ,
φ
[2]
0 (θ2) = kd, φ
[2]




Recalling the discussion of Section 5.1, the moment invariants in (5.3.12) are non-zero.










5.3.3 An (unsuccessful) attempt to classify N using incomplete N [2] information
Following Step 3 of the SCReMI Algorithm, we defer determining an expression for
x
[1]
2 (t1,θ1) by defining φ̀(θ) = (φ1(θ)>, φ
[2]
0 (θ))>. This is a subvector of the full set





I(N , φ̀) =
{
θ
′ ∈ R4+ : k
′
a = ka, k
′









The set (5.3.13) shows that ka and kd are globally a priori parametrically identifiable
(recall Definition 3.18). This solution set also shows ρ′AB
′
0 = ρAB0, suggesting that ρA
and B0 may be a priori parametrically unidentifiable. This is because for any real c > 0,
ρ′A = ρA/c and B′0 = cB0 are physically sensible values that satisfy the relation. The
result of the test is unsatisfactory as it is unable to either show that N is globally a priori
identifiable, or demonstrate that it cannot be a priori unidentifiable.
5.3.4 Supplementary use of the state vector of N [1] in classifying N
As the attempt to classify N using I(N , φ̀) was not conclusive, it is tempting to return to
a more conventional approach and determine I(N ,φ). This requires obtaining an explicit
expression for x[1]2 (t1,θ1) to allow the formation of φ
[2]
1 (θ) in (5.3.12), and the completion
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of φ. Pursuing this approach will require the resolution of certain difficulties. Invariants
with a dependence on the fixed but arbitrary time (here, t1) are not accommodated by
the standard theory and testing processes. Also, a complication noted in Remark 4.4 is
applicable when invariants are used to form the equations at the core of the identifiability
test, as in (3.5.20). There is also the matter of how to combine the solutions of the equation
featuring t1 with the others, and interpret the results.
Rather than becoming enmeshed in these difficulties, let us recall the study of M
in Section 5.2.3. There we found that φ(θ) did not provide any restriction on parameter
values θ beyond those given by the readily-obtainable φ̀(θ). Should this property hold in
the current setting, we would not need to determine φ[2]1 (θ) and we would have I(N ,φ) =
I(N , φ̀). Hence, we would judge N as a priori unidentifiable as a result of (5.3.13).
Further, obtaining I(N ,φ) would not change the judgement informed by inspection of
I(N , φ̀) that ka and kd are globally a priori parametrically identifiable.
Let us consider how we might anticipate that obtaining φ[2]1 (θ) is unnecessary. Con-
sider the form of solution of x[1]. Recall the solution for the state of an uncontrolled LTI
system of n states given in Section 3.6.2.1. Using Equation (3.6.28), we may write the
state of N (θ) for t < t1 (which is exactly x[1](·,θ)) as























As the terms inside the summation are independent of ρA and B0, (5.3.16) shows that
these parameters occur only as ρAB0. (This type of situation is termed ‘inseparability’ in
Eisenfeld [26].)
158
CHAPTER 5: APPLICATION OF THE MATHEMATICAL THEORY TO TEST
CASES
Were we to write an expression in the form of (5.3.16) for x for t ≥ t1, we would
require a more sophisticated (and cluttered) notation to distinguish between eigenvalues
and eigenvectors of A1 and A2. However, we can make an observation on the nature of
x[2] and ŷ[2] without this. Note that the denominators of (5.3.9) and (5.3.12) show that
the eigenvalues of A1 and A2 are distinct. An expression such as (5.3.16) for x[2](·) will
feature vectors similar in form to the vi in (5.3.15) with x0 replaced by x[1](t1), a sum of
exponentials as shown in (5.3.14). On forming the expression ŷ[2](t) = Cx[2](t), we find it
has a linear dependence on [B0 0]> through x[1](t1). This allows us to rearrange its terms
to give a premultiplying factor of ρAB0 as in (5.3.16).
As ρA and B0 only appear as ρAB0, this shows that φ[2]1 (θ) in (5.3.12) does not pro-
vide any conditions on the parameters beyond those given by I(N , φ̀) in (5.3.13). This
is an essential feature of the model structure; considering output from the structure with
variables set to other values (corresponding to the case where data is collected under ad-
ditional experimental conditions) to obtain more invariants will not resolve the parameter
inseparability. Structure N is a priori unidentifiable, and obtaining an explicit expression
for x[1] is of no benefit to the test of N for global a priori identifiability.
Although the result of the test is unsatisfactory, gaining awareness of an inseparable
parameter combination is useful. This information guided the reparameterisation of the
(a priori unidentifiable) four-parameter version of the simple bimolecular model into the
three-parameter version. We showed that this latter form was globally a priori identifiable
in Section 5.2. This demonstrates the influence of the choice of structure on the result of
an inverse problem involving optical biosensor data.
In the two test cases considered to this point, each structure was classified without
needing to obtain the entire set of moment invariants present in the output of the struc-
ture’s representative system. However, we have not yet needed to test the second LTI
structure obtained from a ULSS-1 structure for generic minimality. We explore this mat-
ter in the final test case to ensure a thorough examination of the methods we proposed in
Chapter 4.
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5.4 Test case C: the two-state conformational change model
When the simple bimolecular model is unable to provide a satisfactory fit to data, the
‘two-state conformational change model’ is often used as an alternative. It assumes that
analyte A binds to immobilised ligand B to form complex (AB) capable of isomerising to












Whyte [97] reviewed alternative descriptions of (5.4.17) and accompanying model
structures. This was used to synthesize a detailed structure representing the interaction
model and response due to all interactants in a kinetic experiment. In order to reduce
the complexity of this initial model, we modified it to suit the case where the response is
processed to remove components that do not relate to the progress of the interaction.1 As
a result, we reduced modelled response to the sum of components due to (AB) and (AB)∗.
The representative system of the simplified structure was given as a ULSS-1 after
Equation (3.7.41) with state vector x = ([B], [(AB)], [(AB)∗])>with X = R3+, output y
with Y = R̄+, and






 , A1(θ1) =

−kaα1 kd 0
kaα1 −(kd + k2) k−2
0 k2 −k−2
 ,











Here we term the ULSS-1 given by (3.7.41) with (5.4.18) C(θ), and we use it as the
representative system of structure C. Testing C for global a priori identifiability using the
1Recall the description of response components given on Page 62.
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theory described in Chapter 4 requires first applying the approach of Section 4.3.1 to C.
This uses C to generate LTI structures C[1] and C[2], each defined on T = [0,∞). As certain
preliminary steps are common to both the SCUII Algorithm and the SCReMI Algorithm,
we address these first before applying the two algorithms to C in turn.
5.4.1 Consideration of LTI C[1] obtained from C
We present results derived for this section in Section 3 of Appendix E. Recall the condition
of Definition 4.1 on C[1] (having representative system C[1](θ) with state function x[1](·,θ))
that for almost all θ ∈ Θ, ẋ[1](t,θ) 6= 0 ∀t ∈ R̄+.
This imposes the general conditions that the amount of functional immobilised ligand
and concentration of injected analyte are positive, that is, β1 > 0 and α1 > 0 in (5.4.18).
By the discussion of Section 5.1, we expect that these conditions are satisfied for a typical
experiment.
The particular condition we impose on C[1](θ) is





 6= 0. (5.4.19)
As α1, β1 are positive by design, and ka is positive by convention, (5.4.19) is satisfied for
all feasible combinations of parameter values and experimental conditions.












, ∀s ∈ Hλ1 , (5.4.20)
where ϕ[1]0 (θ1) ≡ 0, λ1 is the largest zero of the denominator of (5.4.20), and
ϕ
[1]
1 (θ1) = kaα1(k2 + k−2) + kdk−2, ϕ
[1]
2 (θ1) = kaα1 + kd + k2 + k−2,
ϕ
[1]
3 (θ1) = kaα1β1(k2 + k−2), ϕ
[1]
4 (θ1) = kaα1β1.
(5.4.21)
Checking for pole-zero cancellation in (5.4.20) is a standard problem in the analysis of
uncontrolled LTI systems. Here we approach this by substituting the zero of the numera-
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tor, s = −(k2 + k−2), into the denominator to determine whether the result is zero. This
gives (k2 + k−2)kdk2 which is non-zero as all parameters are positive. Hence, pole-zero
cancellation does not occur in (5.4.20). As a result, the canonical form of L{y[1](·,θ1)}(s)














Let us now proceed to test C for global a priori identifiability using solely the infor-






kaα1[k−2 + k2 − k′−2]− kd(k′−2 − k−2)
α1
(





k−2 + k2 − k′−2
)




k−2 + k2 − k′−2
, k′2 = k−2 + k2 − k′−2

, (5.4.23)




∣∣∣∣ k′aβ′1 = kaβ1, k′dk′2 = kdk2, k′2 + k′−2 = k−2 + k2} . (5.4.24)
Parameters ka and β1 are readily judged as a priori unidentifiable from (5.4.24), and hence
C[1] is a priori unidentifiable. This result does not allow a judgement on C.
Remark 5.1. Note that (5.4.24) suggests k′−2 < k−2 + k2 to ensure that k′2 > 0.
The inability of I(C,φ1) to classify C as globally or locally a priori identifiable sug-
gests proceeding further with the SCReMI Algorithm or SCUII Algorithm. This requires
consideration of the parameter information obtainable from C[2].
5.4.2 Consideration of LTI C[2] obtained from C
In the following, we represent the initial state of C[2](θ), x[2](0,θ), by ξ = (ξ1, ξ2, ξ3)>.
Consider the condition imposed by Definition 4.1 on C[2] (having representative system
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C[2](θ) with state function x[2](·,θ)) that for almost all θ ∈ Θ, ẋ[2](t,θ) 6= 0 ∀t ∈ R̄+. We
summarise this condition by
ẋ[2](0,θ) = A2(θ)x[1](t1,θ1) =

0 kd 0
0 −(kd + k2) k−2
0 k2 −k−2
x[1](t1,θ1) 6= 0.
By positivity of the rate constants, this condition is satisfied whenever x[1]2 (t1,θ1) 6= 0.
This is true for any typical association phase, as when complex forms x[1]2 (t1,θ1) > 0.






s2 + ϕ[2]1 (θ2)s+ ϕ
[2]
0 (θ2)
, ∀s ∈ Hλl(θ2), (5.4.25)
where the largest and smallest denominator roots are λl and λs respectively, and
ϕ
[2]
0 (θ2) = kdk−2, ϕ
[2]
1 (θ2) = kd + k2 + k−2,
ϕ
[2]
2 (θ) = (ξ2 + ξ3)(k2 + k−2) + ξ3kd, ϕ
[2]
3 (θ) = ξ2 + ξ3.
(5.4.26)
Unlike test casesM and N in which the second LTI system obtained from a ULSS-1
is clearly generically minimal, it is not at all clear that C[2] should have this property from
inspection of (5.4.25) and (5.4.26). As a result, continuing with the application of the
SCReMI Algorithm requires testing C[2] for generic minimality. We will return to this task
after applying the SCUII Algorithm to C.
5.4.3 Application of the SCUII Algorithm to C
This section draws on and expands the analysis first presented in Whyte [94]. We present
relevant calculations in Section 9 of Appendix E.
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where
λl(θ2) =











∆(θ2) = (k2 + k−2 + kd)2 − 4kdk−2 = (k2 + k−2 − kd)2 + 4kdk2. (5.4.29)
As a result of (5.4.29), we note constraints that we will find useful later:
|k2 + k−2 − kd| <
√
∆(θ2) < k2 + k−2 + kd . (5.4.30)
Let us consider (5.4.27) as form 1 of L{y[2](·,θ)}(s) and note that we can obtain two
other forms from it should we assume that pole-zero cancellation can occur. Using the










which leads to Î(C, φ̂)1 = {θ}. We cannot improve this result by incorporating the
numerator coefficients of (5.4.25) into (5.4.31) and redoing the test.
Remark 5.2. The condition contributed to the test by ϕ[2]3 (θ) of (5.4.26), y(t1,θ1) =
y(t1,θ′1), is subsumed under the essential test equation y(t,θ1) = y(t,θ′1), ∀t ∈ R̄+.
Hence ϕ[2]3 (θ) does not provide any conditions on parameter values beyond those provided
by φ1 .










, s ∈ Hλl(θ2), (5.4.32)
with λl as in (5.4.28) and ϕ
[2]





Î(C, φ̂)2 = {θ}.
164
CHAPTER 5: APPLICATION OF THE MATHEMATICAL THEORY TO TEST
CASES




occurs in (5.4.27) gives form 3





, s ∈ Hλs(θ2), (5.4.33)





then Î(C, φ̂)3 = {θ}.
Remark 5.3. When transferred into the time domain, (5.4.32) and (5.4.33) each describe
exponential decay of response with ϕ[2]1 (θ) = y(t1,θ). As noted in Remark 5.2, the term
does not add any new restrictions to a hypothetical identifiability test.
From Î(C, φ̂)i = {θ} for i = 1, 2, 3, we have Imax , {θ} for all θ ∈ Θ. Hence,
the SCUII Algorithm allows us to infer that C is globally a priori identifiable.
Classification of the two-state conformational change model as globally a priori iden-
tifiable by the SCUII Algorithm in Whyte [94] was significant as this was only the second
published classification of an optical biosensor interaction model structure.
Remark 5.4. The SCUII Algorithm obtained the set Imax which contains fewer solutions
than I(C,φ1). This shows that the algorithm is more useful than a consideration of only
the structure representing the dynamics before the switching event. As a result, it may be
useful in classifying other ULSS-1 structures representing optical biosensor experiments,
as these typically do not introduce parameters after the switching time. In such cases,
despite the SCUII Algorithm using conditions only from the denominator of L{y[2]}(s),
one may still obtain enough parameter information to obtain a satisfactory result.
Let us now consider the application of the SCReMI Algorithm to C.
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5.4.4 Application of the SCReMI Algorithm to C
As we determined I(C,φ1) in (5.4.24), we have reached Step 3 of the SCReMI Algorithm.
In order to proceed, it is necessary to test C[2] for generic minimality.
5.4.4.1 Arguments towards showing that C[2] is generically minimal
We presented approaches to inferring generic minimality of the LTI structure representing
the dynamics of the original ULSS-1 structure after the switching event in Section 4.5.
We employ them in this section in efforts to establish whether or not C[2] is generically
minimal. This problem is a non-trivial test of the methods proposed.
We begin with application of the approach of Proposition 4.3. As this uses a sim-
plified form of the cancellation conditions introduced in Proposition 4.2, its application
is less algebraically complex. While the approach is not successful, it has the useful re-
sult of eliminating one case of possible pole-zero cancellation in L{y[2](·,θ)} from further
consideration.
In seeking a definitive solution to the minimality problem we turn to the approach of
Proposition 4.2. Prior to embarking on this, we make a graphical comparison of the state
trajectories of C[1] over time for the cases where a cancellation condition does and does
not hold. The difference between the trajectories for randomly chosen parameter values
indicates that the cancellation condition cannot hold everywhere in the parameter space.
From here, we apply a series of approaches that enable us to impose successively stronger
restrictions on the situations under which a cancellation condition can hold.
First we show that the condition cannot hold for all time in general. We then show
that there is at most one state which is a feasible solution to the cancellation condition. A
conjecture that there is not any feasible solution to the cancellation condition is supported
by numerical simulations. Encouraged by this, our recent advances in the use of MapleTM
on lengthy symbolic expressions allow us to finally prove that the cancellation condition
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holds only for sets of measure zero of the parameter space. Hence, C[2] is generically
minimal. This judgement allows us to proceed to classify C using the SCReMI Algorithm.
We preserve here the approaches we used in getting to this point for two reasons.
First, the process shown may provide a template to guide the analysis of other ULSS-1
structures. Second, through incorporation of other results or parameter restrictions (such
as that noted in Remark 5.1), it may be possible to modify approaches we present such
that they can reach a conclusion more simply or efficiently.
5.4.4.1.1 Examination of the simplified cancellation conditions Recall zeros of the de-
nominator of (5.4.25), λl(θ2) and λs(θ2), given in (5.4.28).
Figure 5.4.1 shows a compartmental diagram of the two-state conformational change
model used to represent the association phase of an experiment. A compartmental system
associated with a diagram of the type shown is termed a catenary compartmental system
(see, for example, Godfrey [29]). Figure 5.4.1 is effectively a diagram of systems in C[1],
and deleting the link directed from the B compartment to the (AB) compartment gives a
compartmental diagram for systems in C[2]. As a result, systems in C[2] are also catenary.
Following Godfrey [29, Page 32], the eigenvalues of a catenary system are real. This
requires ∆(θ2) ≥ 0 in (5.4.28). This expectation is consistent with published response
curves for optical biosensor experiments as these do not show oscillatory behaviour.
Replacing s in the numerator of (5.4.25) by each of λl and λs defined by (5.4.28) in
turn leads to two systems of cancellation conditions as outlined in (4.5.18). Our application
allows us to impose a further restriction on the feasible states.
Remark 5.5. Analyte-ligand complex forms during the association phase of a kinetic ex-
periment performed under usual conditions. Hence, it is unphysical to have an initial state
having components ξ2 = ξ3 = 0. This trivial case is of no practical interest.
Recall the template for cancellation conditions outlined in Proposition 4.3. Following






Figure 5.4.1: A compartmental diagram representing the association phase of an ex-
periment under the two-state conformational change interaction model, as described in
(5.4.18). The lines from the (AB) and (AB)∗ compartments show that these contribute
to the single response function.
this, appropriate conditions for C[2], a collection of closed compartmental systems obtained
from (5.4.18) subject to Remark 5.5, are:






subject to conditions of
feasibility: θ2 ∈ R3+, ξ1 ≥ 0, ξ2, ξ3 > 0,
and physicality: ξ1 + ξ2 + ξ3 = β1.
(5.4.34)
We present the details of an initial consideration of cancellation conditions in Section 5
of Appendix E. The condition after (5.4.34) for λl (shown in (5.4.28)) is
c2ξ2 + c3ξ3 = 0, (5.4.35)
where
c2 = (k2 + k−2 − kd) +
√
∆(θ2), c3 = (k2 + k−2 + kd) +
√
∆(θ2). (5.4.36)
Recall from Remark 5.5 that ξ2, ξ3 > 0 and note that c3 in (5.4.36) is positive. Let us
consider the sign of c2. Defining
Y = k2 + k−2 − kd allows c2 =
√
Y 2 + 4k2kd + Y.
168
CHAPTER 5: APPLICATION OF THE MATHEMATICAL THEORY TO TEST
CASES
Using the constraint of (5.4.30),
c2 =
√
Y 2 + 4k2kd + Y > |Y |+ Y =

0, Y ≤ 0,
2Y, Y > 0,
(5.4.37)
which shows that c2 is positive.
However, as ξ2, ξ3 > 0 and c3 > 0, c2 must be negative in order to satisfy (5.4.35).
Given this contradiction, there is no feasible (positive) combination of parameters and ξ2
and ξ3 that satisfy (5.4.35).
This shows that cancellation of (s−λl) does not occur in the rational function (5.4.25)
for feasible states or values of the parameters of practical interest.
We now turn our attention to the condition of (5.4.34) associated with λs,



















Recall from Remark 5.5 that ξ2, ξ3 > 0 on physical grounds. Note that d3 in (5.4.38) is
−λl > 0. In order for (5.4.38) to have feasible solutions, d2 must be negative. Using an
argument similar to that of (5.4.37), again using Y = k2 + k−2 − kd gives
d2 = Y −
√
Y 2 + 4k2kd < Y − |Y | =

2Y, Y < 0,
0, Y ≥ 0.
(5.4.39)
Hence, d2 in (5.4.38) is always negative. As cancellation condition (5.4.38) has feasible
solutions, we cannot dismiss cancellation of (s− λs) in (5.4.26).
This result highlights a limitation of Proposition 4.3. In essence, the process used
sacrifices detail in favour of simplicity by only placing non-negativity constraints on ξ2
and ξ3. However, the state vector is dependent on the parameter values. As such, it
is not free to take any value in the plane of feasible states defined by the conditions of
(5.4.34). Hence, determining meaningful solutions of the cancellation condition (5.4.34)
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for λs may require the development of more realistic feasibility constraints for the states.
Should adopting such conditions allow us to show that the cancellation condition (5.4.34)
does not have physically realistic solutions, we could disregard cancellation of (s− λs) in
L{y[2]}. Given the ability of Proposition 4.3 to readily dismiss the cancellation condition
associated with (s − λl), more realistic (yet easy to derive) conditions may enhance the
utility of the method described there for other problems. In future work we will consider
the development of suitable conditions.
Moving from naïve state constraints to the most accurate ones directs us towards the
use of the cancellation conditions of Proposition 4.2 rather than those associated with a
variant of Proposition 4.3. We will proceed to consider the condition of Proposition 4.2 as-
sociated with λs. We benefit from not needing to consider the condition associated with λl
due to the result above, which simplifies the problem. It also suggests that Proposition 4.3
can play a role as a first and simplest step in a multi-step approach to the consideration
of cancellation conditions.
5.4.4.1.2 A graphical exploration of the remaining cancellation condition Let us con-
sider the feasibility of a linear relationship between ξ2 and ξ3 as given by (5.4.38). As
the state x[1](t1,θ1) determines the ξ inherited by C[2](θ) for a particular duration t1 of
the association phase of an experiment, let us consider the problem with reference to the
behaviour of x[1].
Consider the implication of a relationship between state variables x[1]2 and x
[1]
3 , such
as x[1]3 = cx
[1]
2 for some constant c, holding for some interval of time. This would suggest an
uncoupling of the processes of interconversion of chemical species described by C[1]. As the
chemical system is uncontrolled within a particular phase of an experiment, without some
mechanism for this change of dynamics, the linear relationship seems unlikely. However,
it seems more possible that (5.4.41) could hold for some isolated values of x[1]2 and x
[1]
3 . If
the condition (5.4.38) only holds for such isolated cases, it would be reasonable to suggest
that in general (5.4.41) does not hold, and hence that cancellation of (s − λs) does not
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occur in general in (5.4.26). The following arguments draw on the first consideration of
this problem, given in the presentation of Whyte [96].
Let us illustrate a case where the linear relationship between x[1]2 and x
[1]
3 given by
(5.4.38) does not hold on some time interval. Consider the state trajectories of the system
in C[1] having parameter vector θ̃ of particular numeric values shown in Figure 5.4.2. Let
us represent the state as a function of time by
r1(t, θ̃) ,
(
x1(t, θ̃) x2(t, θ̃) x3(t, θ̃)
)>
∈ R3+, (5.4.40)
where the state vector is given by (5.4.18) for t ∈ [0, t1). The blue line shows the state
trajectory defined by (5.4.40), which connects the initial and equilibrium states.
Consider an alternative form of the condition given by Equation (5.4.38):
ξ3 = K(θ)ξ2, (5.4.41)
where, recalling (5.4.28),
0 < K = −k2 − k−2 + kd +
√
∆(θ2)







and positivity of the numerator and K overall is assured as a result of (5.4.39). Now
consider (5.4.40) such that the physicality condition (effectively a conservation of mass
condition) of (5.4.34) and the cancellation condition (5.4.41) hold. Accordingly, the be-










β1 − x1(t, θ̃)
))>
∈ R3+. (5.4.43)
The khaki line in Figure 5.4.2 shows the state trajectory for r2(·, θ̃). The only point
of intersection of r1(·, θ̃) and r2(·, θ̃) is at x[1](0,θ), which is not a feasible value for ξ
by Remark 5.5. This shows that (5.4.38) is not satisfied — even for a single feasible
duration of the association phase of an experiment — on the state trajectory resulting
from a particular parameter vector.
This observation indicates that relation (5.4.38) does not hold for all parameter val-
ues. This, and the physical reasoning earlier, encourages us to conjecture that the can-









Figure 5.4.2: A comparison of state trajectories for the two-state conformational change
model with θ1 , (ka, kd, k2, k−2, β1) taking the particular parameter values θ̃ = (2.5 ×
103, 3.5 × 10−3, 2 × 10−2, 3 × 10−2, 5) and α1 = 1.5 × 10−6, defining a particular system
C[1](θ̃). The initial state of the association phase, x[1](0, θ̃) = (β̃1, 0, 0)>, and equilibrium
state x[1]?(θ̃) (the centre of the red circle) are shown. The blue trajectory shows the state
evolution of C[1](θ) as in (5.4.40). The khaki trajectory shows the state evolution when
condition (5.4.41) is imposed on the states to give (5.4.43). The two trajectories only
intersect at x[1](0).
cellation condition does not hold in general. To investigate this, next we will ascertain
whether the condition can hold on a time interval.
5.4.4.1.3 Showing that the cancellation condition cannot hold on a time interval Let us
consider the conditions under which (5.4.38) holds for a subinterval of [0,+∞), the time
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domain to which t1 belongs. This requires consideration of a set of initial conditions of
C[2] corresponding to an interval of durations of C[1]. This problem lends itself to the use
of a symbolic algebra package. We provide the relevant calculations and a summary in
Section 6 of Appendix E.
Let us consider the implications of (5.4.41) holding for some subinterval of the time
set [0,∞) by reference to x[1]. Recall the sum-of-exponentials form of the state function
of a LTI system as in (3.6.28). Following this, we may express the states of C[1](θ1) as
x[1](t,θ1) = eA1(θ1)tx0(θ1) =
3∑
i=1





The largest eigenvalue of A1 is zero, denoted subsequently by λ1. We use λ2 and λ3
to denote the other two eigenvalues, where 0 > λ2 > λ3. (As these eigenvalues are distinct,
this justifies the use of (5.4.44).) The eigenvector associated with λ1, s1, (column 1 of S) is
far simpler in form than the other two eigenvectors. Further, the vector coefficient of eλ1t
in (5.4.44) is v1 = (s(1)
′x0)s1, which is x[1]
∗(θ1), the equilibrium state of C[1](θ1). This is
to be expected for the closed systems comprising C[1], and is demonstrated by considering
(5.4.44) in the limit as t→∞. Using this to combine (5.4.44) with (5.4.38) gives
a1e






3 , a2 , d2v22 + d3v23 and a3 , d2v32 + d3v33 .
We establish the linear independence of the set of functions {1, exp(λ2t), exp(λ3t)}
(λ2 and λ3 distinct and non-zero) by the standard method of computing the Wronskian
of the three functions. Hence, if (5.4.45) is to have solutions on an interval, this requires
the coefficients of all of the exponentials to be zero simultaneously.
The coefficients associated with exp(λ2t) and exp(λ3t) in (5.4.45) are quite compli-
cated as a result of the complexity of the matrix of eigenvectors from which they are
derived (see (5.4.44)). However, given the relative simplicity of the constant term a1 in
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(5.4.45), let us first consider when this term is zero. In order to motivate this choice, sup-
pose a1 = 0 for very few parameter values. Then, the cancellation condition is certainly
not satisfied almost everywhere on a subinterval of (0,∞). We can make such a judgement
without having to consider the other coefficients in (5.4.45).




kaα1(k2 + k−2) + kdk−2
(




























The set (5.4.47) is composed of five particular families of solution. Each is infeasible
by the requirement that all parameters are strictly positive. As a1 6= 0, we have shown
that the cancellation condition (5.4.38) does not hold on some subinterval of the time set
T = [0,∞). We obtain the same result by treating ξ2 and ξ3 in (5.4.41) as functions of
time defined for all t ∈ [0,∞) (with t representing the time of evolution of the association
phase), applying the Laplace transform to (5.4.41), and determining the θ for which the
relationship is satisfied. We show this calculation under the heading “An alternative
approach using the Laplace transform of x[1]” in Section 6 of Appendix E.
We have shown that (5.4.41) does not hold for a continuum of states. Our next
concern is whether the cancellation condition can have isolated feasible solutions.
5.4.4.1.4 The existence or otherwise of isolated solutions of the cancellation condition
The following proposition and its proof address the possibility that (5.4.41) holds for some
isolated states ξ2 and ξ3.
Proposition 5.1. Considering a particular θ1 ∈ Θ1, there is at most one feasible pair
174










which is a solution to the cancellation condition (5.4.38)
(corresponding to k = s in (5.4.34)).
Proof. Recalling the revised form of the cancellation condition (5.4.38) given by (5.4.45),








, λ3 < λ2 < λ1 = 0. (5.4.48)
Aside from λ1, the ai and λi terms are complicated in form. (See Appendix E for these
expressions. We show the numerator and denominator of a2 in (E7.14) and (E7.6) respec-
tively, and λ2 in (E3.2.1.1).)
Now (5.4.38) is satisfied for t such that f(t,θ) = 0. This has a trivial solution at
t = 0, which is infeasible (see Remark 5.5). We showed that it is not possible to have
f = 0 on an interval of R̄+ in Section 5.4.4.1.3.
If f = 0 for t > 0, then f must have a critical point. By simple differentiation, the










As 0 > λ2 > λ3, the log term in (5.4.49) must be negative, as only positive values
of t are relevant. This bounds the argument of the log term to lie in (0, 1). If the critical
point corresponds to either a local maximum or a local minimum, then there is at most
one t ∈ (0,∞) for which f(t,θ) = 0. If the critical point is a point of inflection, this does
not give rise to a zero of f . Hence, there is at most one feasible solution to (5.4.38) as
claimed.
Let us consider the implications of Proposition 5.1 for when cancellation of (s−λs) in
L{y[2]} may occur. Suppose we use Ж to denote the space of feasible values of θ1, ξ2(θ1),
and ξ3(θ1) satisfying the naïve constraints of (5.4.34). We note that for any feasible θ1,
the feasible ξ2(θ1) and ξ3(θ1) define a subset of Ж that is a bounded planar region in
R2. The proof of Proposition 5.1 shows that for a given θ1 ∈ Θ1, the potential solution of
5.4. TEST CASE C: THE TWO-STATE CONFORMATIONAL CHANGE MODEL 175









to define the set Щ, a proper subset of Ж. By definition, Щ is a subset of Ж of measure
zero. Hence, we conclude that cancellation of (s − λs) in L{y[2]} can only occur for a
subset of Ж of measure zero.
We can make a similar argument to establish when cancellation of (s − λs) in
L{y[2]} occurs that, unlike the above argument, uses the actual nature of the set of







for all t ∈ R̄+ are restricted to a particular line segment in R2+. We
will use the feasible values of θ1 and corresponding achievable x[1]2 (t,θ1) and x
[1]
3 (t,θ1) for
t ∈ R+ to define Ӂ, a proper subset of Ж.
If Щ is a subset of Ӂ, then, by our definitions, Щ is a subset of Ӂ of measure
zero. As Ӂ ⊂ Ж, it is possible that for at least one θ1 ∈ Θ1, Ӂ does not include the(
ξ̂2(θ1), ξ̂3(θ1)
)
for which (5.4.34) is satisfied. Hence, Ӂ ∩Щ ⊂Щ, and the set of points
in Ӂ for which cancellation of (s − λs) in L{y[2]} can occur is also a subset of Ӂ of
measure zero.
From the discussion above we conclude that cancellation of (s − λs) in L{y[2]} can
only occur for a subset of measure zero of the set composed of Θ1 and the set of achievable
initial states of C[2](θ). We illustrate this result for a simplified case below.
For simplicity, let us consider systems from C[1] with all parameters having a fixed
value except for ka. Similarly, let us only consider the values of ξ2 and ξ3, as these
determine ξ1. Under these conditions, we can display Ж in a three-dimensional graph as
shown in the upper panel of Figure 5.4.3. As ξ1 is not specified, we show the greatest range
of values for ξ2 and ξ3 that could satisfy the constraints of (5.4.34). This is the interior
of the shaded region. The figure also shows the intersection of Ж with a half-plane of
constant ka value.
The lower panel of Figure 5.4.3 shows this intersection in a two-dimensional plot.
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The curved line shows an actual state trajectory traced out by ξ2 and ξ3 for a particular





that can belong to the grey area, a subset of Ж. (The dashed
boundary is not included in Ж.) A solution of the feasible type lies on the actual state
trajectory, an infeasible solution does not. Recall from Proposition 5.1 that there may
not be any solution for any particular ka. Applying this logic over all cross-sections of Ж
caused by its intersection with a plane of feasible ka value, we can see that the elements
of Щ form a subset of Ж of measure zero.
We showed earlier that pole-zero cancellation of (s − λl) in L{y[2]} does not occur.
This, taken with the above result on cancellation of (s − λs), gives us reason to suspect
that C[2] is generically minimal. However, so far we have considered only a means of
inferring solutions to (5.4.34). This is a simplified version of the problem of determining
solutions to (5.4.38). We would prefer to use (5.4.38) to obtain a description of when C[2] is
minimal that is purely in terms of parameter values. Such an expression would allow us to
adopt a more conventional and direct approach to classifying C[2] as generically minimal
or otherwise. However, we must overcome certain challenges in order to obtain such a
result. We will consider these in the remainder of this section.
5.4.4.1.5 Further restricting the solution set of the cancellation condition: a conjecture
and numerical support We may strengthen the result of Proposition 5.1 by showing that
the condition on the argument of the log in (5.4.49) holds for at most a subset of the
parameter space of measure zero. Approaching this problem using explicit expressions for
a2, λ2, a3 and λ3 in (5.4.49) has exceeded the capability of Maple 16 to determine the
solution set of a system of inequalities. Given this, we would like to ascertain if further
efforts to address the problem are likely to be productive. To inform this decision, we
advance a conjecture which we investigate through a computational approach.








which is a feasible solution to the cancellation condition (5.4.38) (corresponding to k = s























A cross-section of Ж for constant ka, and its intersection with щ
Figure 5.4.3: The space of reachable states of ξ2 and ξ3 and feasible values of ka, Ж, for a
one-parameter form of the two-state conformational change model structure C. This aids
our demonstration of an argument that pole-zero cancellation occurs in L{y[2]} only for
a subset of Ж of measure zero. The intersection of Ж with a plane of constant ka value
(top) and this intersection showing the actual state trajectory for the fixed parameter
vector and possible solutions to the cancellation condition (bottom).
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in (5.4.34)).
Support for the conjecture.
We devised a Maple program to undertake a computational investigation of solutions
to the cancellation condition (5.4.38) for various parameter values. The program used
a fixed analyte concentration α1 and a uniform distribution with an appropriate range
for each parameter to pseudo-randomly generate parameter values. Substitution of each
set of these values into the cancellation condition resulted in an homogeneous equation
in t. The method of solving any such equation restricted feasible solutions for t to the
interval [−1, 1000]. We chose this time domain so as not to exclude solutions for t that
were negative but close to 0. We set the upper value for t to 1000 seconds as experimental
sensorgrams suggest this is often an adequate duration for an association phase.
Each execution of the programme consisted of attempts to solve 105 equations for t.
All such root-finding attempts used the same number of digits in their calculations, deter-
mined by the value of the parameter d. We executed the programme for d = 30 and d = 70.
To ensure reproducibility of results, we initialized the seed for the pseudo-random number
generator to a particular documented value prior to the first programme execution. We
present the Maple code and output in Appendix F.
Let t∗ represent a solution returned by a root-finding process as described above. In
the cases of each d value used, approximately 0.65% of runs were unable to return a value
for t∗. This is possibly due to numerical matters, such as a failure of the search algorithm to
converge to a solution within the maximum allowed number of iterations. Alternatively,
for certain parameter combinations there may not be a solution t∗ ∈ [−1, 1000]. The
remaining runs all returned t∗ that were very close to zero. Appendix F shows the spread
of solutions with histograms of the log10 |t∗| values. These histograms show that log10 |t∗|
values are rarely greater than −d, and hence that solutions returned are almost always
closer to zero than ±10−d for d = 30, 70.
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The close proximity of solutions to zero, with this closeness increasing as the number
of digits used in the computations increases, and the lack of solutions away from zero,
provide support for the conjecture. 
The support for Conjecture 5.1 encourages further effort to obtain an analytical
argument that shows pole-zero cancellation in L{y[2](·,θ)}(s) occurs only for a subset of
the parameter space of measure zero.
5.4.4.1.6 A proof that the cancellation condition is rarely satisfied We were able to
obtain some useful results in a recent study (Whyte [95]) through an enhancement of
Maple’s ability to collect terms in complicated expressions (see Appendix G). These permit
us to make a stronger statement regarding structure C.
Proposition 5.2. For almost all θ ∈ Θ, pole-zero cancellation cannot occur in L{y[2](·,θ)}(s)
as given by (5.4.25).
Proof. We present calculations required by this proof and numerical checks in Section 7
of Appendix E.
Recall that L{y[2](·,θ)}(s) given by (5.4.25) is equivalently expressed as (5.4.27). We
showed earlier that cancellation of the factor (s − λl) does not occur in (5.4.27). Hence,




ai(θ) exp(λi(θ)t), λ3 < λ2 < λ1 = 0 , (5.4.48)
and show that it is not zero for t > 0 for almost all feasible parameter values.
Note that f is differentiable with respect to t for t ∈ (0,∞), and
df
dt
= a2λ2 exp(λ2t) + a3λ3 exp(λ3t) ,
with the one-sided derivative with respect to t as t→ 0+ given by
∂+f(0) = a2λ2 + a3λ3 . (5.4.50)
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Let us first make some observations on (5.4.48). We have
f(0,θ) = a1(θ) + a2(θ) + a3(θ) = 0 , (5.4.51)
as a consequence of states x[1]2 and x
[1]
3 being zero initially, (see Remark 5.5) and
lim
t→+∞
f(t,θ) = a1(θ) . (5.4.52)
We proceed with the proof through arguments concerning the signs of a1, a2, and a3.
Recall that the solutions for a1 = 0 given in (5.4.47) show a1 is not zero for any
feasible parameter values. Inspection of a1 given in (5.4.46) shows that it is the product of
a clearly negative term and a second term currently of indeterminate sign. The first term
has a denominator which is strictly positive, and hence this term is defined for all θ ∈ R5+.
The same judgement applies for the the second term as the term under the square root
present is greater than zero in the feasible parameter space. As a consequence of this, the
second term is differentiable with respect to θ, and hence continuous with respect to each
parameter. As substitution of a particular feasible numerical value for θ into the second
term gives a positive value, we conclude that in the feasible parameter space this term is
positive overall. As a result, a1 < 0.
Given that a1 < 0, let us consider possibilities for the behaviour of f which satisfy
the conditions given by (5.4.51) and (5.4.52). There are two classes of possibilities; those
where ∂+f(0), is either positive or negative. These are shown schematically in Figure 5.4.4.
If ∂+f(0) < 0, then if f has a critical point at some tc > 0 (cases IIa and IIb, dashed
lines in Figure 5.4.4) it has the value fc < 0. The critical point is a local minimum for
fc < a1 and a point of inflection for 0 > fc > a1. Regardless of whether f has a critical
point or not (as for the dotted line, case IIc), as f(t,θ)→ a1 < 0 as t→ +∞, f does not
meet the t-axis for any t > 0. Thus, in cases IIa,b,c, the cancellation condition is satisfied
(f(t,θ) = 0) only at t = 0 which is an infeasible time by Remark 5.5.
If ∂+f(0) > 0, then f must have a local maximum at tc > 0 in order to cross the
t-axis at t] as it tends to a1 < 0 as t → +∞. This is shown by Case I, the solid line in















Figure 5.4.4: Feasible alternatives for f (as in (5.4.48)) given that a1 < 0 for considering
cases when cancellation condition (5.4.45) may hold. The function takes the values shown
at the filled circles.
Figure 5.4.4, where a second t-intercept occurs for an arbitrary value of θ. In order to
complete the proof, it is sufficient to show that Case I occurs only for some subset of the
parameter space of measure zero. From this it follows that the only time at which the
cancellation condition (5.4.38) is satisfied for almost all θ ∈ R5+ is the infeasible t = 0.
Let us now consider the feasible θ for which each possibility shown in Figure 5.4.4
can occur, with reference to a2. As the expression for a2 in terms of θ is lengthy, we
present it in Appendix E and merely refer to it here. In a similar manner as for a1, we can
consider a2 through considering the factors of the expression as determined by Maple.
The denominator of a2 is defined for all points in the feasible parameter space, that
is, ∀θ ∈ R5+. It is positive generally in the feasible parameter space except for where
k−2 = kaα1, in which case it is zero.
The numerator of a2 is defined for all θ ∈ R5+. It is only zero within the feasible
parameter region when k−2 = kaα1, as observed for the denominator. Hence, at k−2 =
kaα1, a2 is of the indeterminate “0/0” form. Aside from this region of the parameter
space, a2 is defined by a negative numerator on a positive denominator, making a2 < 0
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when it is defined for some θ ∈ R5+.
When a1, a2 < 0, then from (5.4.51)
a3 = −(a1 + a2) > 0 . (5.4.53)
Recall the condition on the existence of a feasible critical point of f arising from (5.4.49)
0 < a2λ2
−a3λ3
< 1 . (5.4.54)
As a consequence of (5.4.53) and λ3 < 0, −a3λ3 > 0. Hence, rearranging (5.4.54) gives
a2λ2 < −a3λ3, and thus
a2λ2 + a3λ3 < 0 . (5.4.55)
Equation (5.4.55) shows that when f has a critical point, it also has ∂+f(0,θ) < 0 by
(5.4.50). Thus, Case I cannot occur if f has a critical point (that is, (5.4.54) holds), in
which case Cases IIa or IIb occur. If f does not have a critical point, then only Case IIc
occurs. Thus, for almost all θ ∈ R5+ one of Cases IIa, IIb or IIc hold. Thus, pole-zero
cancellation does not occur in L{y[2]} for almost all θ ∈ R5+.
It is useful to summarise the insights obtained in this subsection. The cancellation
condition for (s−λl) does not hold anywhere in the parameter space. We showed that the
equivalent cancellation condition for (s−λs) does not hold for almost all feasible parameter
values. Taken together, this shows that pole-zero cancellation in the unprocessed form of
L{y[2]} occurs only for a subset of the parameter space of measure zero. Hence C[2] is
generically minimal. We can now proceed to apply the SCReMI Algorithm to C.
5.4.4.2 Classification of C using incomplete information from C[2]
Showing that C[2] is generically minimal allows us to collect the denominator coefficients
of L{y[2]}, as required by Step 3 of the SCReMI Algorithm. Recall that the algorithm
requires us to combine parameter information obtainable from C[2] with that from C[1]
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)>. (We do not use the numerator coefficients of
L{y[2]}, ϕ[2]2 (θ) and ϕ
[2]
3 (θ), due to their dependence on the initial conditions of C[2].)




∣∣k′a = ka, β′1 = β1, k′d = kd, k′2 = k2, k′−2 = k−2} (5.4.56)
which shows that the SCReMI Algorithm has definitively classified C as globally a priori
identifiable.
5.5 A review of results
The SCReMI Algorithm is able to classify the three-parameter form of the simple bi-
molecular interaction and the two-state conformational change model as globally a priori
identifiable. In the case of the four-parameter simple bimolecular interaction model, the
theory is not able to make a judgement on the model structure (N ). However, a sup-
plementary and quite straightforward consideration of the nature of the structure shows
that it is a priori unidentifiable. This result suggests a natural extension to the SCReMI
Algorithm. When considering some ULSS-1 structure M , and creating LTI structures
M [1] and M [2] from it, it is useful to inspect I(M, φ̀) to determine if there are inseparable
parameter combinations which will ensure that M is a priori unidentifiable. If this is the
case, we should reparameterise the original structure M .
Application of the SCUII Algorithm to the two-state conformational change model
gives the same result as the SCReMI Algorithm with substantially less effort. However, as
the SCUII Algorithm is not guaranteed to determine I(C, φ̀), it is not a replacement for
SCReMI Algorithm. Despite this, the result achieved for the test case demonstrates the
usefulness of the SCUII Algorithm as either a quick preliminary approach to classifying
a ULSS-1 structure, or possibly as a check on the result obtained by the SCReMI Algo-
rithm. Further, the SCUII Algorithm readily lends itself to implementation in a symbolic
algebra package, which will enable the automatic application of the algorithm to a ULSS-1
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structure.
5.6 Prelude to the final chapter
Ultimately, use of the SCReMI Algorithm in classifying each of the three test cases gives
definite results for structures representing specific flow-cell optical biosensor interaction
models. However, we negotiated elements of the process in an ad hoc manner. In the next
chapter we propose some additions to the theory that are intended to make the process
of testing a ULSS-1 structure for global a priori identifiability more systematic. We also




The approaches we proposed in Chapter 4 for testing a ULSS-1 structure for global a priori
identifiability have proved adequate for classifying test cases drawn from the literature
on flow-cell optical biosensor models. The works in progress outlined in this chapter
suggest directions for development of the theory of Chapter 4. These works belong to
two categories. In the first is a consideration of extensions to the SCUII Algorithm and
SCReMI Algorithm to make them more efficient. The second category exploits a feature
of mathematical models of flow-cell optical biosensor experiments which makes the testing
methodology easier to apply in certain cases.
We also make brief comment on generalisations of the testing methodology to struc-
tures of linear switching systems of more than one switching event. The new directions,
other uses of linear switching systems in biological modelling, and the range of flow-cell
optical biosensor models yet to be formalised and tested for global a priori identifiability,
serve as a stimulus for future studies.
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6.2 The SCUII and SCReMI algorithms revisited
Recall from Section 4.4 that the SCUII Algorithm considers some number of alternative
forms of the unprocessed form of L{y[2]} in an attempt to make a judgement on a ULSS-1
structure. We expect this number to increase with the number of state variables. One
means of improving the algorithm would be to reduce the number of forms of L{y[2]} that
we must consider. This would reduce the amount of effort required by an application of
the test, and possibly result in us classifying a structure more easily.
Recall the application of the SCReMI Algorithm to the two-state conformational
change model in Section 5.4.4. Consideration of the “cancellation conditions” in Section
5.4.4.1.1 showed that pole-zero cancellation of (s − λl) in (5.4.25) is not feasible. Hence,
a consideration of cancellation conditions prior to application of the SCUII Algorithm
would exclude one form of L{y[2]} from consideration. Further development of the study of
cancellation conditions may augment the SCUII Algorithm such that it avoids considering
infeasible forms of L{y[2]}.
We chose to use the package Maple in determining solutions of our cancellation
conditions. We found that the Maple version originally available to us posed impediments
to a satisfactory implementation of our planned approaches. One serious difficulty arose
from Maple’s method of constraining a constant to some feasible range via its “assume”
facility. In our case, we required parameters and experimental variables to have positive
values and each element of the initial condition vector to have a non-negative value. We
expected that Maple’s built-in solution methods applied to cancellation conditions having
constrained variables would return only feasible solutions. Such a result would definitively
determine the conditions under which pole-zero cancellation could occur in the Laplace
transform of a response function as we consider in this thesis. However, we did not obtain
this result.
Instead, we observed that from one Maple session to another we obtained different
results for the same calculations. This caused us to abandon use of the assume facility
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in our worksheets. Armando and Ballarin [2] subsequently diagnosed the type of incon-
sistency we observed as resulting from a problem with the implementation of the assume
facility in certain Maple versions.
From our recent investigations, it appears that Maple continues to have difficulties
with how the assume facility is used by other routines. For example, more recent Maple
versions (Maple 14, 15, and 16.02a, the latest update available for version 16) may ignore
conditions placed on variables by “assume” when solving equations. Hence, the solutions
presented may relate to an unconstrained problem, rather than the desired constrained
problem. As a result, we judged that we could not necessarily trust built-in methods of
these Maple versions to correctly answer our questions relating to pole-zero cancellation.
We will revisit the solution of cancellation conditions using Maple through an updated
version that has recently become available. Further, we will transpose the worksheets
developed for this thesis to another symbolic algebra package to ascertain whether it is
able to solve cancellation conditions subject to constraints. A positive finding may enable
a more direct approach to the solution of cancellation conditions. This would contribute
to both the efficiency of the SCReMI Algorithm and the SCUII Algorithm, as described
earlier in this section.
Beyond the algebraic methods described above, we are considering some other meth-
ods. Consider a structure such as C[2] in Section 5.4 for which each constituent system
captures the behaviour exhibited by some system from C after the switching time. We
are developing a process which aims to show that C[2] is generically minimal through con-
sidering connectability of its compartments and physical reasoning. As results from this
process are currently indicative rather than conclusive, they do not warrant inclusion in
this thesis. We may gain further insights from the study of new test cases.
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6.3 A special case: when the LTI structure representing ULSS-1
behaviour prior to the switching event reaches an equilibrium
state
The SCReMI Algorithm attempts to classify a ULSS-1 structure M as globally a priori
identifiable or otherwise by treating the switching time as a fixed but arbitrary positive
value. This does not cause any problem for the analysis of the LTI structure M [1], rep-
resenting the behaviour of M prior to the switching event. However, LTI structure M [2]
representing M after the switching event has initial conditions that are unknown and not
readily specified. It is this feature that causes much of the difficulty in testing a ULSS-1
structure for global a priori identifiability. If the initial conditions of M [2] could be spec-
ified simply as a constant vector, then this difficulty is removed. The remainder of this
section will consider a special case arising in reversible chemical interactions — such as
those studied in this thesis — which allows us to specify the initial conditions of M [2] in a
straightforward manner. This leads to a simplified process for testing a ULSS-1 structure
for global a priori identifiability, first described in Whyte [93].
Consider a flow-cell optical biosensor experiment where the interaction of analyte
and ligand is described by the simple bimolecular model as formulated in Whyte [99]. We
present a schematic of the idealised response for such an experiment in Figure 6.3.1.
Suppose the state of an experiment is defined by the concentrations of forms of com-
plex and free ligand sites. Certain types of interaction systems reach a state of dynamic
equilibrium (see Section 2.2.2) if the association phase of an experiment is of a sufficient
duration. This feature is a characteristic of equilibrium experiments (recall Remark 2.1).
We may expect a non-zero equilibrium state to occur as a consequence of the experimental
conditions. We begin an experiment with a limited number of sites where analyte can bind
to free immobilised ligand. This value is fixed if the system has a stable immobilisation
level.1 Assuming this is the case, and that analyte binds to ligand, the experimental condi-
1Some systems may not have this property, as we will see in Section 6.5.
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Association phase Dissociation phase
Figure 6.3.1: A schematic of the time course of analyte concentration and error-free re-
sponse from a direct binding assay on a flow-cell optical biosensor. (Original version
appeared in Whyte [94]. Permission to reuse IEEE content was approved for this purpose
but any commercial reuse requires permission from IEEE, directly.)
tions determine the maximum (positive) amount of complex that can form. Once reached,
the system remains at this state until there is a variation in experimental conditions, such
as a change in the concentration of injected analyte.
In a sensorgram, such an equilibrium state is indicated by an equilibrium response,
shown in Figure 6.3.2. This synthetic data was obtained from the system used to produce
Figure 6.3.1 with the association phase given an increased duration.
The state and time at which an equilibrium state occurs depends on experimental
variables and features of the interaction. These include the number of binding sites,
injected analyte concentration, and rate constants, such as those relating to the association
and dissociation of complex.
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↓
Figure 6.3.2: A schematic of the time course of analyte concentration and error-free re-
sponse from a direct binding assay on a flow-cell optical biosensor experiment in which
the association phase reaches an equilibrium state.
Recall our assumption that the state at the end of the association phase is the ini-
tial state of the dissociation phase. Consider the assumed ULSS-1 structure M , which
we resolve into LTI structures M [1] and M [2] as described in Section 4.3.1. We obtain
an algebraic expression for the equilibrium state attained in the association phase of an
idealised experiment from M [1](θ1). Using this as the initial state of M [2](θ), we reduce
the complexity of the problem of determining the canonical form of L{y[2](·,θ)}(s) to
that of the equivalent problem for M [1](θ1), a standard LTI structure problem. Having
determined the canonical form of L{y[2](·,θ)}(s), we can obtain the moment invariants
present in the response of M [2](θ). This expectation suggests a new approach to testing
a ULSS-1 structure for global a priori identifiability that eschews the complexity of the
earlier approaches.
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It is necessary to consider the circumstances under which a ULSS-1 from a structure
representing a biomolecular interaction system may show an equilibrium state. Consider
the ULSS-1 structure M (as in Definition 3.32) before the switching time t1. Recall from
Section 3.6.2.1 that the state predicted by some uncontrolled LTI system M(θ), x(·,θ),
on the interval [0, t1) is described by a sum of exponentials having constant coefficients
when the eigenvalues of its system matrix A are distinct. For simplicity, suppose that all
parameters are introduced prior to the switching event. When the exponents of x(·,θ)
on t ∈ (0, t1) are real and non-positive, x reaches an equilibrium state as t tends towards
infinity. (This is the case here as the chemical systems considered are represented by
catenary compartmental models with associated A a compartmental matrix following
Definition 3.25.) However, it is not feasible to require this condition of M as the ULSS-1
systems it contains have a switching event at the finite time t1, marking a change to the
dynamics of the physical system in the dissociation phase. Taking t1 to be infinite means
that the dissociation phase does not commence, and hence that the accompanying data is
not available to the test of the structure for global a priori identifiability.
We avoid this conceptual difficulty by assessing the properties of ULSS-1 structure
M by consideration of uncontrolled LTI structures M [1] and M [2] derived from M . Recall
that M [1] (Section 4.3.1) defined for a time set T = R̄+ reproduces the behaviour of M
on [0, t1), with state x[1](t,θ) = x(t,θ) for t ∈ [0, t1). There is no conceptual problem in
considering x[1] as time tends towards infinity to determine whether or not x[1] reaches an
equilibrium state. As the matrix A1(θ) of M [1](θ) has non-positive eigenvalues, M [1](θ)




There are different ways to calculate x[1]?(θ). One way is to note that a fixed state occurs
when ˙x[1](θ) = 0 in the state equation (4.3.8). Hence an equilibrium state is x[1]?(θ) that
is a feasible solution of A1(θ)x[1]
?(θ) = 0.
In a flow-cell optical biosensor experiment, the equilibrium state of the association
phase provides the initial state of the dissociation phase. Let us consider an idealised
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dissociation phase that follows an association phase which has reached equilibrium. Ac-
cordingly, the initial state of M [2](θ) is x[2](0,θ) , x[1]?(θ). Having obtained a simple
expression for x[2](0,θ), we are able to obtain φ2(θ) from M [2](θ), proceed to form φ(θ)
as defined in Definition 4.1, and use this directly to test structure M for global a pri-
ori identifiability. Hence, this new approach overcomes the difficulty in obtaining φ2(θ)
faced by the SCReMI Algorithm, as observed in Section 5.4.2 when testing the two-state
conformational change model for global a priori identifiability.
6.3.1 A new algorithm for testing a ULSS-1 structure for global a priori identi-
fiability
We summarise the discussion of this section in the Equilibrium State Identifiability (ESI)
algorithm for testing a ULSS-1 structure M for global a priori identifiability. The algo-
rithm adapts the conditions required of M given in (4.2.4) of Definition 4.1 for the case
where x[1]? is defined.
ESI Algorithm. Consider a ULSS-1 structure M composed of systems having real-valued
states and outputs. Let M have feasible parameter set Θ. Suppose that all parameters
are introduced in the representative system of M (M(θ) for unspecified θ ∈ Θ) prior to
the switching event.
1. Use M to define uncontrolled LTI structures M [1] and M [2] following Section 4.3.1.
For M [1](θ), ascertain whether there exists an equilibrium state x[1]?(θ) (as defined
by (6.3.1)) which is a feasible, non-trivial solution to A1(θ)x[1]
?(θ) = 0. If x[1]?
exists, proceed to Step 2. If not, stop as this algorithm is not suitable.
2. Set x[2](0,θ) , x[1]?(θ). Requiring that each system in M [1] and M [2] does not have
a fixed state for all time places a condition on M [1](θ):
ẋ[1](0,θ) = A1(θ)x[1](0,θ) 6= 0, ∀θ ∈ Θ, (6.3.2)
and another on M [2](θ):
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ẋ[2](0,θ) = A2(θ)x[1]
?(θ) 6= 0, ∀θ ∈ Θ. (6.3.3)
Determine whether conditions (6.3.2) and (6.3.3) are satisfied. If so, proceed to
Step 3. If not, stop.
3. Determine φ1(θ) from the generically minimal form of M [1] (such as by collecting
coefficients of the canonical form of L{y[1](·,θ)}) and calculate I(M [1],φ) (see Def-
inition 3.19). As I(M,φ) ⊆ I(M [1],φ), if |I(M [1],φ1)| = 1 then M is globally a
priori identifiable and there is no need to proceed further. If |I(M [1],φ1)| > 1 and
the result of the test is not acceptable, response invariants of M [2] are required.
Proceed to Step 4.
4. Obtain φ2(θ) from the generically minimal form of M [2]. Form the vector φ(θ) ,
〈φ1(θ1),φ2(θ)〉. Proceed to Step 5.
5. Determine I(M,φ). Use this set to classify structure M by Definition 3.19.
Remark 6.1. The ESI Algorithm is suited to playing a role in the experimental design
of flow-cell optical biosensor studies where a biomolecular interaction is known to reach
an equilibrium state. However, for an interaction in which the rate constant of complex
formation is small, an association phase might not reach equilibrium in a reasonable time.
As such, the central assumption of the ESI Algorithm is not reasonable. This shows that
the approaches of Chapter 4 — which do not require the state of the system to reach
equilibrium prior to the switching event — are more general than the ESI Algorithm.
To illustrate the application of the ESI Algorithm, let us return to the three-parameter
structure representing the simple bimolecular model given in Section 5.2.
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6.3.2 Application of the ESI algorithm: an example
6.3.2.1 Extracting LTI structures M [1] and M [2] from the ULSS-1 structure M
To proceed with the application of ESI Algorithm to the three-parameter form of the simple
bimolecular model given as a ULSS-1 structure in (5.2.2), let us denote the structure as
M and use the process outlined in Section 4.3.1 to create LTI structures M [1] and M [2]
from it.
6.3.2.2 The equilibrium state of LTI structure M [1]
Systems in structure M [1] have two state variables; the structure’s representative system
M [1](θ1) has state vector x[1](t,θ1) =
(
[B](t,θ1), [AB](t,θ1)
)> for parameter vector θ1 =





2 (θ1))> denote an equilibrium state of
M [1](θ1). Solving A1(θ1)x[1]










 r, r ∈ R. (6.3.4)
We require only those solutions in (6.3.4) that are feasible. First, we restrict the
set of solutions to those that are positive. As parameters ka and kd and injected analyte
concentration α1 are positive, positive solutions of (6.3.4) require r > 0. Any state in
M [1], a structure of closed compartmental models, is subject to a conservation of mass
condition. In this application, it is more convenient to consider this condition through
concentration variables. The initial concentration of functional immobilised ligand B, β1
in (5.2.2), determines the maximum amount of complex AB that can form. As a result of
the reaction scheme (5.2.1), the concentrations of immobilised ligand and complex in the
closed system M [1](θ1) are related by
[B](t,θ1) + [AB](t,θ1) = β1. (6.3.5)
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6.3.2.3 Check on whether M satisfies the conditions of ESI Algorithm, Step 2










 6= 0 ∀θ1 ∈ R3+. (6.3.8)













 6= 0 ∀θ ∈ R3+. (6.3.9)
As conditions (6.3.8) and (6.3.9) are each satisfied for all feasible parameter values,
we proceed to Step 3 of the ESI Algorithm.
6.3.2.4 Consideration of structure M [1] obtained from M
Recall from Section 5.2.1 that the vector of non-identically zero moment invariants ob-









also that the set I(M,φ1) has uncountably infinitely-many elements. As a result, we can
make no useful judgement on M using only the observations of a system in M before
the switching event. Hence, the test of M for global a priori identifiability requires us to
proceed to obtain invariants from M [2] as described in Step 4 of the (ESI Algorithm).
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6.3.2.5 Consideration of LTI structure M [2] obtained from M
From (4.3.12) the unprocessed Laplace transform of response of M [2](θ) is
L{y[2](·,θ)}(s) = C2(θ2)(sI−A2(θ2))−1x[2](0,θ1) .
Equating x[1]?(θ1) as defined by (6.3.7) with x[2](0,θ), we readily obtain the Laplace























6.3.2.6 A classification of M
We construct the vector of invariants φ(θ) obtainable from M(θ) by using φ1(θ1) (Equa-
tion (5.4.22)) and φ2(θ) (Equation (6.3.11)) to give
φ(θ) =
(
kaα1 + kd, kaα1β1, −kd, kaα1β1kaα1+kd
)>
. (6.3.12)
As M(θ) has the nominal vector of parameters θ =
(
ka, kd, β1
)>, in order to form
the equations of an a priori identifiability test let us first define the vector of alternative







)>. We now have all of the
necessary elements so that we may proceed to determine I(M,φ).
The equations of the test are defined by the relations φ(θ) = φ(θ′). By considering
individual relations in turn, we may readily determine I(M,φ). The equation correspond-
ing to the third element in (6.3.12) is kd = k′d. Using this in the condition associated with
the first element of (6.3.12) gives kaα1 + kd = k′aα1 + kd, hence k′a = ka. Finally, the
condition resulting from the second element of (6.3.12) gives kaα1β1 = kaα1β′1, and hence
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β1 = β′1. As a result, I(M,φ) = {θ} for all θ ∈ R̄3+, and we judge M as globally a priori
identifiable.
Recall that we were able to use the SCReMI Algorithm to classify the two-state
conformational change model as globally a priori identifiable in Section 5.4.4. We obtained
the same classification from both the ESI Algorithm above and the SCUII Algorithm
(Section 5.4.3). In applying these last two algorithms, we achieved a classification without
having to negotiate the complexity required by application of the SCReMI Algorithm in
its current state.
Let us designate a flow-cell optical biosensor kinetic experiment in which the as-
sociation phase is allowed sufficient time to reach equilibrium as an AEK (Association
Equilibrium Kinetic) experiment. We designed the ESI Algorithm specifically for the
analysis of a structure representing such an experiment. We note that we may also use
the SCUII Algorithm to classify a structure used to model AEK experiments. However,
consider the case when a simple expression for x[2](0,θ) allows us to write L{y[2](·,θ)}(s)
in its canonical form. In this case we expect that the ESI Algorithm will provide a more
efficient means of classifying a structure than the SCUII Algorithm as by using the former
method we do not need to consider alternative forms of L{y[2](·,θ)}(s).
It is not standard practice for experimentalists to perform AEK experiments. How-
ever, adoption of these will mean that we can readily employ the ESI Algorithm as a
means of anticipating the usefulness of a planned series of experiments.
6.4 Generalisation to LSS structures of multiple switching events
The standard type of kinetic experiment we consider in this thesis has one association
phase followed by one dissociation phase. As typically an experimentalist performs a series
of these experiments, one has to either wait for response to return to zero or perform a
regeneration step (recall Figure 2.4.3) before starting the next experiment.
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Other types of experiments are quite different from standard kinetic experiments.
For example, there are variants of equilibrium experiments (recall Remark 2.1) which
consist of a sequence of association phases with a different concentration of analyte used
for each phase (Myszka et al. [56]). There are also experiments consisting of multiple
cycles of association and dissociation phases in kinetic experiments where the surface is
not regenerated between each cycle. A schematic of the analyte concentration over time for
such an experiment is given in Figure 6.4.3. A schematic of response from a direct binding
assay (see Section 2.4.2) with such a programmed time course of analyte concentration is
given in Figure 6.4.4. By not requiring zero response prior to analyte injection, one would
expect that such an experiment obtains data for parameter estimation more quickly than
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Figure 6.4.3: Time course of analyte concentration [A] in an experiment having a series
of cycles of association and dissociation phases.
Karlsson et al. [40] gave a particular form to the idea of an experiment composed
of consecutive cycles of association and dissociation phases in the “kinetic titration” they
proposed. The authors suggested that this type of experiment was appropriate when
regeneration of the surface may inactivate the ligand surface, or when analyte and ligand
were bound so strongly that an attempt to regenerate the surface would denature the
ligand. In these experiments, the injected solution had a low analyte concentration in the
first association phase, with this value increasing in each subsequent association phase.
Results from fitting the simple biomolecular model to data presented in Karlsson et al. [40]
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Figure 6.4.4: A schematic of the response of a direct binding assay on a flow-cell optical
biosensor having successive cycles of association and dissociation phases.
showed that the estimates of rate constants made from data obtained from standard and
kinetic titration experiments were comparable.
While Karlsson et al. [40] proposed kinetic titrations to avoid unsatisfactory features
of the standard assay, different concerns have prompted other variants. Rich et al. [66]
noted that optical biosensors are increasingly used in the initial phases of drug discov-
ery programmes where one seeks to determine the affinity of candidate binding partners
for a particular immobilised ligand. This has stimulated interest in how to increase the
throughput of such programmes. Towards this end, in considering the features of the
SensíQ biosensor (an SPR-based biosensor similar to models in the Biacore range) Rich
et al. [66] considered “FastStep” injections. These require a series of injections of analyte
at increasing concentrations, resulting in a series of association phases. The experiment
concludes with one dissociation phase. A FastStep injection, like a kinetic titration, does
not require surface regeneration.
Modelling a non-standard experiment such as those described above requires a struc-
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ture of linear switching systems of more than one switching event. Accordingly, testing
such a structure for global a priori identifiability requires a new approach. Extensions
of the techniques we applied to ULSS-1 structures show promise for certain experimental
situations.
Consider first an appropriate class of model structures for describing the interactions
and response in non-standard experiments. Such a structure, say M , is composed of
uncontrolled LSS of J > 1 switching events, now termed a ULSS-J structure, where the
systems are defined for time set T = [0, tf ]. Suppose switching events occur at times
t1, . . . , tJ , where ti < ti+1, i = 1, . . . , J − 1, where t1 > 0 and tJ < tf . By extension
of the approach of Chapter 4, for i = 1, . . . , J + 1, let the LTI structure M [i] reproduce
the time course of the state and output of M on the interval t ∈ [ti−1, ti), where t0 = 0
and tJ+1 = tf . For simplicity, suppose all parameters are introduced in the time interval
[t0, t1) andM has feasible parameter set Θ. For θ an unspecified element of Θ, letM [i](θ)
denote the representative system of M [i].
Testing a ULSS-J structure for global a priori identifiability in a classical manner
requires us to generalise Definition 3.19. We achieve this by defining the vector of invariants
φ(θ) ,
(
φ1(θ)>,φ2(θ)>, . . . ,φJ(θ)>
)>, where φi(θ) represents the moment invariants
obtainable from M [i](θ). The descriptions of the Laplace transform of LTI system output
given in Definition 4.2 and the associated moment invariants are sufficiently general so as
to apply to the ULSS-J for J ≥ 1.
Recall the discussion of Section 6.3 where we assumed that the association phase of a
kinetic experiment reached equilibrium. We proposed the ESI Algorithm to test a ULSS-1
structure for global a priori identifiability under this condition. We showed that the ESI
Algorithm was able to classify a structure as globally a priori identifiable more easily than
the methods which did not assume that association reached an equilibrium state.
Following on from this insight, let us consider experiments of a kinetic titration or
FastStep injection type. Suppose the experiments are designed such that each association
phase reaches equilibrium. Consider the meaning of such experimental conditions for a
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ULSS-J structureM representing the time evolution of a biomolecular interaction system.
For i = 1, . . . , J + 1, the LTI M [i](θ) representing the idealisation of the experimental
phase modelled by M(θ) on the interval [ti−1, ti) reaches an equilibrium state as t tends
to infinity. As a result, the initial conditions of each ofM [i](θ) i = 2, . . . , J+1 now have the
desirable property of being represented by a constant vector. This removes the substantial
barrier to obtaining the moment invariants that we encounter in the application of either
the SCReMI Algorithm or SCUII Algorithm to a structure. Hence, an extension to the
ESI Algorithm as applied to a ULSS-1 structure holds promise as a means of classifying a
ULSS-J structure applicable to certain specific experimental conditions.
6.5 Concluding remarks
The “simple bimolecular interaction” and the “two-state conformational change interac-
tion” are widely assumed mechanisms for biomolecular interactions occurring in direct
binding assays performed on flow-cell optical biosensors. The developments which con-
tributed to this thesis (Whyte [97–99]) have led to formalisation of the interaction models
that has made model assumptions explicit.
This process has shown that each mechanism is appropriately represented by a struc-
ture of continuous-time, uncontrolled linear switching systems of one switching event.
Testing such structures for the property of global a priori identifiability has received very
little attention in the systems theory literature.
The algorithms we developed for this purpose have classified simplified structures
representing the two aforementioned mechanisms as globally a priori identifiable. These
are the first classifications of structures representing biomolecular interactions in flow-cell
optical biosensor experiments. An alternative form of the simple bimolecular interaction
having a greater number of parameters was classified as a priori unidentifiable. This
result demonstrates the influence of the parameterisation on the properties of a structure.
Further, this highlights the importance of clearly articulating descriptions of biosensor
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experiments and interaction mechanisms as a necessary precursor to obtaining a model
structure that is appropriate for use in estimating parameters from data.
In the domain of biomolecular interactions on flow-cell optical biosensors, there re-
main a number of interaction models that have not been formally specified. (See, for
example, [34,41,42,51,58].) Some of these are also appropriately modelled by a LSS struc-
ture. The structures formalised in Whyte [97,99] provide a template to guide the complete
specification of these. Having achieved this, we may also test these structures for global
a priori identifiability using the approaches we presented in Chapter 4. We will consider
this in future work.
In certain cases, we may expect that formalising model structures will proceed in a
similar manner to the cases presented previously. One such example is that associated
with an interaction system in which multiple analyte molecules of the same type can bind
to an immobilised ligand molecule. As before, the system modelled has a constant total
amount of immobilised ligand (that in free and bound forms). As a result, the response
component due to the mass of ligand is constant. We can readily remove such a component
from the response. This feature led to a simplification of both the original structure and
its analysis in the examples we considered earlier.
However, modelling assays subject to less-than-ideal experimental conditions may
entail new challenges. In particular, the “decaying surface model” (Joss et al. [38]) may
be appropriate when immobilised ligand can dissociate from the sensor surface. In this
case, the total immobilised ligand decreases over time. As such, the response component
due to the mass of ligand is not constant. As a result, we cannot modify an initial structure
to model processed data as readily as we could for structures considered earlier.
We are yet to formalise and test structures employed to describe a surface competition
assay (SCA) or inhibition in solution (ISA) assay (see Section 2.4.2). To give some flavour
of these, a simple form of SCA has heterogeneous analyte consisting of two species, say
A1 and A2, with corresponding molecular masses MA1 and MA2 . Both analyte species are
able to bind to the immobilised ligand B at rates influenced by rate constants that are
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particular to each interaction. Suppose that only one analyte molecule can bind to each












A simple form of ISA has a single species of inhibitor I able to bind analyte A,
with the resulting complex (AI) unable to bind immobilised ligand B. We summarise this








Formulating suitably detailed structures for the interactions described above will
provide additional test cases for our approaches to testing a ULSS-1 structure. Ideally,
the ESI Algorithm (which imposes certain requirements on the idealised experimental
response) or the less restrictive SCUII Algorithm will obtain definitive classifications of
these test cases. Further, application of the SCReMI Algorithm to new structures may
provide insights that guide its further development, resulting in a more directed means of
classifying ULSS-1 structures.
Our original motivation for this thesis was a series of SCAs with interaction (6.5.13).
One analyte species was of sufficiently low molecular weight that its binding to immobilised
ligand was below the detection limit of the optical biosensor (see Section 2.3). Karlsson [41]
presented a model structure describing such an interaction system and accompanying
biosensor response. We assumed a similar type of structure for the interaction system,
and conducted experiments to collect data for use in estimating its parameters.
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We found that parameter estimation routines were unable to return useful results.
The routines encountered regions of the parameter space where the objective function —
the sum of squared differences between a data point and its predicted value — was virtu-
ally constant. Being unable to appreciably reduce the objective function in such a region,
estimation routines terminated, issuing an error message. In attempting to diagnose the
reason for this, close inspection of the structure revealed an inseparable combination of pa-
rameters. This is a symptom of an a priori unidentifiable model structure, which we could
have anticipated prior to data collection should the field have employed such a practice.
Such knowledge would have led to a reformulation of the assumed model structure. This
in turn would have informed a more appropriate expectation of the parameter information
obtainable from the planned experiments.
In this thesis we have considered only one area of modern molecular biology in which
the unknown features of a biochemical process are modelled by a mathematical structure
and observed indirectly on an apparatus. Another common example is the use of microar-
rays to indirectly observe the binding of RNA to DNA. Fluorescence data which includes
a component due to formation of this complex is used with a model structure for binding
rates (such as in Burden et al. [13]) to infer regulation of gene expression. A search of
the literature indicates that researchers have not considered the testing such structures
for global a priori identifiability.2 We hope that the work presented in this thesis will
increase awareness of the value of anticipating parameter estimation difficulties prior to
data collection in such applications.
Contributions towards the design of experimental studies seem destined to grow in
importance given the ongoing expansion of experimental hardware available, and concomi-
tant growth in the volume of data produced by ‘high-throughput’ devices. To use the area
that motivated this thesis as an example, there has been substantial growth in the variety
of optical biosensors available for the study of biomolecular interactions. In 1998 and 1999
2For example, see Harrison et al. [33] for a recent review of research on the use of physico-chemical
models in quantifying features of the binding of oligonucleotides on microarrays.
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approximately 90% of publications relating to biosensors used Biacore instruments (Rich
and Myszka [67]). However, in their 2010 review, Rich and Myszka [68, Table 1] presented
30 platforms.
Interest in a higher throughput means of monitoring binding interactions has led to
a variant on the type of biosensor we considered in this thesis. Rather than having one
sensor surface, these “Surface Plasmon Resonance Array Systems” (see, for example, Rich
et al. [65]) have a 20 × 20 array of immobilised ligand samples. Each position in the
array is monitored independently, allowing the study of a biomolecular interaction system
under a range of conditions simultaneously rather than sequentially. Such an apparatus
has the ability to hasten both the generation of a large volume of time series data and
the consumption of resources. In such a setting, experimental design to obtain the most
productive use of resources or an accurate understanding of the limitations of planned
experiments has the potential to deliver an even greater efficiency dividend than it would
have previously.
In their 2012 paper, Csercsik et al. [19] expressed a concern shared by various authors
over a period of time:
The importance of identifiability has been also stressed in the context of bi-
ological models [15-18]. However, many modeling and parameter estimation
studies in computational biology still continue to ignore this key property.
In particular, researchers have paid little attention to testing structures of continuous-time
linear switching systems for global a priori identifiability. This is a curious state of affairs
given that their flexibility has lead to their use in modelling time-varying systems from a
variety of applications (as we noted on Page 15).
Applications for switching systems also include the investigation of fundamental pro-
cesses in biology. For example, Csercsik et al. [19] employed switching systems in modelling
contributions to membrane current in voltage clamp experiments. This branch of electro-
physiology does not commonly test the combination of a structure and set of experimental
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conditions for global a priori identifiability. In order to simplify their problem, Csercsik et
al. [19] considered the case where the voltage was assumed constant over the time of the
experiment. Effectively this meant that the authors performed an a priori identifiability
analysis for a time-invariant structure, rather than for a structure of switching systems.
Ideally researchers would be able to analyse a structure of the type that is most suited
to their planned experiments, rather than a tractable approximation to it. Currently there
is a need for a practical and systematic means of evaluating the suitability of switching
system structures for their intended inverse problem. We will aim to extend our algorithms
so that they can contribute to this matter.
The nature of a structure of linear switching systems makes it ill-suited to analy-
sis by standard methods applied to linear time-invariant (LTI) structures or nonlinear
structures. In this thesis we proposed testing a ULSS-1 structure for global a priori
identifiability through various considerations of idealised LTI structures obtained from
the ULSS-1 structure. The methods we proposed were adequate for classifying selected
ULSS-1 structures. There is scope for further development of these methods.
A preliminary study inspired by the approaches we presented in this thesis suggests
that further abstraction of the methods we proposed here, and an alternative formulation
of global a priori identifiability for a ULSS-1 structure, will lead to a more elegant and
systematic method of analysis. This approach should provide definitive results yet require
us to negotiate less algebraic complexity than that inherent to application of the SCReMI
Algorithm. Further, unlike the (ESI Algorithm), the revised approach will not require
response to reach an equilibrium value. As a result, the approach in development shows
promise for the analysis of structures of linear switching systems having multiple switching
events. This will embolden the consideration of structures that have greater complexity
than those we considered in this thesis. Favourable results will encourage us to deploy our
methods in analysing structures from other disciplines.
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Some fundamentals of chemistry
Moles and molar concentrations: useful measures of the amount of chemical
species
In many reactions there are a large number of interacting species. As a result, a convenient
measure of the number of atoms or molecules is moles (units mol) where one mole is
6.022045 × 1023 particles. This value is termed Avogadro’s number. The molecular mass
of some compound X, MX , is defined as the mass of one mole of the substance, and has
units of grams per mole (g mol−1). The number of moles of X, nX , present in a sample





Often reactions occur between species present in some solution. When describing
how much compound X is present in solution it is often convenient to consider the the
number of moles of X present in a unit volume. This is the molar concentration of species
X, denoted here by cX . Given the number of moles of X, (nX from (A.0.1)) in some
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An example of testing a linear time-invariant structure for 
global a priori identifiability
We originally designed this worksheet for testing a structure of linear switching 
systems (LSSs) of one transition for global a priori identifiability.
A LSS in such a structure has a vector output  and a control u that is either a vector 
or a scalar. As a result, the Laplace transform of output for any component linear 
time-invariant (LTI) system defined by the quintuple has the form 
 on some domain of convergence for complex variable .
 A term such as  or  is called a transfer matrix (or 
transfer function if scalar).
When suitably processed, the elements of  and  provide invariants used to form 
equations required for testing a LTI system for global a priori identifiability. 
The worksheet defines procedures that can be called as required, making it 
applicable to LTI systems, such as Model 0 introduced in Chapter 1. 
Introduction to Model 0: a LTI model 
This worksheet considers an LTI structure for pyrolysis kinetics used to model the 
concentration of epimers of hopane found in oil-bearing rock (Whyte et al. (2002)).
The chemical network has reactions that convert precursors X and Y into products 
R and S respectively. R and S decay and mass is lost from the system. The network 
represents an open uncontrolled LTI compartmental structure:
                     
    X    R       
   
    Y      S   
where 
The state variables of the structure are with initial 
state 
Experimental observations are given by .
The model has six strictly positive parameters, 
Model 0 is uncontrolled and hence there is no  to consider. Note that in this case 










that for uncontrolled LTI systems. That is, we only have to ensure that  is in 
the canonical form. 
version(version); interface(version);
 User Interface: 1097895
         Kernel: 1097895
        Library: 1097895
1097895
Standard Worksheet Interface, Maple 2015.2, Linux, December 21 2015 Build
ID 1097895
restart: with(linalg): with(inttrans): with(Groebner):
Procedures used in processing test cases
Three procedures are defined here to automate some of the processing of transfer
matrix elements and the formation of the identifiability equations. 
A procedure for putting a transfer matrix into canonical form: 
process_matrix
This procedure takes a transfer matrix as input and ensures that the rational 
functions that are its elements are put into the canonical form.
The procedure uses the "normal" command to ensure that each rational function
is relatively prime, and then expands both the numerator and denominator so 
that the coefficients of each polynomial are clearly associated with a particular 
monomial term. A warning is given for any rational function that does not have 
a monic denominator. A means for ensuring that the denominator is monic is 
not obvious in Maple, as dividing both numerator and denominator by the 
leading coefficient of the denominator does not change the display of the 
rational function, possibly to avoid coefficients that are themselves rational 
functions, in this case, in the parameters. For the particular structures we study 
in this thesis, the rational functions always have monic denominators.
  
The input "sort_order" is used in sorting each numerator and denominator: 
polynomials are sorted from highest to lowest power in the complex variable  
 and then each coefficient is sorted according to the lexicographical order of 
parameters specified in "sort_order". This is designed to give uniformity in how 
parameters appear in the coefficients. 
process_matrix:=proc(sort_order,transfer_matrix)













;  if (leading_denom_coeff <> 1) then print(`Note element`, 


















A procedure for extracting coefficients from rational functions in 
a processed transfer matrix: collect_invariants
collect_invariants:=proc(processed_matrix) 
local i:=0, j:=0, latest, coeff_set:={}; 




coeff_set:=coeff_set union latest;  od; od; return
(coeff_set); end;
A procedure for forming identifiability equations: 
identifiability_eqn_list
The following procedure takes a vector of invariants obtained from a system, the
vector of system parameters , and a vector of unspecified values of  called   
which may be different from the true value, and forms a list of equations used 
subsequently in testing the system for global a priori identifiability. 
identifiability_eqn_list:=proc(input_list,theta,theta_prime,
eqn_list)
local ii:=0, j:=0, latest, replacements:=[], new_list:=[];  












[j]; replacements:=[op(replacements),latest]; od; 
new_list:=eqn_list; for ii from 1 to nops(input_list) do; 
new_list:=[op(new_list),input_list[ii]=subs(replacements,
input_list[ii]) ]; od; return(new_list); end;
Consideration of Structure 0
Setting up the structure 
The A 1 matrix describes the interconversions of chemical species believed to 
occur in an experiment.
A1:=Matrix(4,4,[-k[3],0,0,0,0,-k[4],0,0,k[3],0,-k[7],0,0,k
[4],0,-k[8] ]);


















As Structure 0 is composed of uncontrolled systems,
B1:=Matrix(4,1,[0,0]); D1:=Matrix(2,1,[0,0]);
The observation gain matrix is
C1:=Matrix(2,4,[0,0,1,0,0,0,0,1]);
The vector of parameters  is 
theta:=[X[0],Y[0],k[3],k[4],k[7],k[8]];
which we mimic in defining the vector of alternative parameter values 
belonging to the same set as 
theta_prime:=[chi[0],Upsilon[0],Kappa[3],Kappa[4],Kappa[7],
Kappa[8]];
Formation of transfer matrices and checking if their components 
are in the canonical form
Following the introduction,  To derive these matrices we 


























and inverting this allows us to calculate our transfer matrices
H2:=Matrix(multiply(C1,inverse(prelim1),x0_1));
H1:=Matrix(matadd(multiply(C1,B1),D1));




and we can collect invariants from these matrices
Obtaining invariants from (A3.2.6) to form 
The elements of  are the coefficients of the rational functions in canonical 
form obtained from matrices  and .
H1_inv:=collect_invariants(H1_proc);
H2_inv:=collect_invariants(H2_proc);
Collecting the coefficients gives

















Here take only the coefficients from (A3.3.3) that depend on the system 
parameters. This is achieved by excluding any elements that are numeric in 
type.
phivec1:={}: for i from 1 to nops(coeff_collection) do; if 
(is(coeff_collection[i],numeric) = false) then phivec1:= 




We Call the subroutine identifiability_eqn_list with input  to generate the 
complete set of identifiability equations 
phase1_eqn_list:=identifiability_eqn_list(phi1vec_list,
theta,theta_prime,new_list);
and solving the equations given in (A3.3.6) for  in terms of  gives
solset:=solve(phase1_eqn_list,theta_prime);
The solution set (A3.3.7) shows that there are four distinct sets of solutions. 
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In this worksheet we analyse the three-parameter form of the simple bimolecular 
model.
Introduction to the three-parameter form of the 
simple bimolecular model: Structure 
We derive the three-parameter form of the simple bimolecular model from the 
four-parameter form by considering the components of the response and 
removing that fixed component associated with the mass of immobilised ligand. 
Alternatively, we may view the three-parameter form as being obtained from the 
four-parameter version by a state transformation. 
The chemical interaction is between one analyte molecule A and one immobilised 
ligand molecule B to form one complex (AB):
           
A + B (AB)     where  is the forward (reverse) reaction rate constant
           
and the physical system has dynamics governed by the differential equations for 
molar concentrations
where analyte concentration for switching time .
The non-negative state vector has initial conditions .
We model experimental response by the scalar expression 
where 
These relations form the representative system of a structure of uncontrolled LSS 
of one transition, denoted by .
LTI structures  and  are obtained from 
 (i=1,2) has state vector 





we have a general expression the Laplace transform of response y,  
For LTI structures derived from a LSS structure, we adapt the general form of  
given above. Here, for a LSS structure the derived LTI  (i=1,2) 
we have .
 is uncontrolled and has scalar output.  Hence 
 for each of the two representative LTI systems is zero and  is 
a scalar in each case. 
Hence, and so the problem of putting elements of  and  into 
canonical form reduces to the description of the problem given for uncontrolled 
LTI systems.
This is the problem of ensuring  is in the canonical form.
Maple Notation: Matrices or vectors belonging to or arising from the first or second
LTI systems in effect are distinguished respectively by a 1 or 2 suffix or subscript.
  
version(version); interface(version);
 User Interface: 1097895
         Kernel: 1097895
        Library: 1097895
1097895
Standard Worksheet Interface, Maple 2015.2, Linux, December 21 2015 Build
ID 1097895
with(linalg): with(inttrans): with(Groebner):
Procedures used in processing test cases
Three procedures are defined here to automate some of the processing of transfer
matrix elements and the formation of the equations for testing a structure for 
global a priori  identifiability.
Sections containing subroutines are collapsed for brevity. Code for these is given 
in Appendix A.
A procedure for putting a transfer matrix into canonical form: 
process_matrix
A procedure for extracting coefficients from rational functions in 
a processed transfer matrix: collect_invariants
















Setting up  
The A 1 matrix describes the dynamics of the association phase of an 
experiment.
A1:=Matrix(2,2,[-k[a]*alpha,k[d],k[a]*alpha,-k[d]]);
The state vector 
x0_1:=Matrix(2,1,[beta[1],0]);
As is an uncontrolled structure,
B1:=Matrix(2,1,[0,0]); D1:=Matrix(1,1,[0]);
The observation gain matrix is
C1:=Matrix(1,2,[0,1]);
As all parameters in the LSS  are introduced in the LTI , we can define the 
vector of parameters  
theta:=[k[a],k[d],beta[1]];
and the vector of alternative parameter values belonging to the same set as 
theta_prime:=[Kappa[a],Kappa[d],b[1]];
Formation of transfer matrices and checking if their components 
are in the canonical form





















and invert to obtain the desired matrix:
H2_1:=Matrix(multiply(C1,inverse(prelim1),x0_1));
We will sort expressions using the following ordering:
sort_order:=[s,k[a],A,k[d],beta[1]]; 
which is applied after placing rational functions in the canonical form
H2_1_proc:=process_matrix(sort_order,H2_1);
Obtaining the invariants from (B3.2.1) to form 
The elements of  are the coefficients of the rational functions in canonical 
form obtained from .
H2_1_inv:=collect_invariants(H2_1_proc);
coeff_collection:= H2_1_inv;
Only the coefficients from (B3.3.2) that depend on the parameters are useful. 
We obtain these from the set above by excluding any elements that are numeric.
phivec1:={}: for i from 1 to nops(coeff_collection) do; if 
(is(coeff_collection[i],numeric) = false) then phivec1:= 
















identifiability equations available thus far
phase1_eqn_list:=identifiability_eqn_list(phi1vec_list,
theta,theta_prime,new_list);
Solving the equations given in (B3.3.5) for  in terms of  gives
solset:=solve(phase1_eqn_list,theta_prime);
The solution set (B3.3.6) shows that  is a free parameter and hence that there 
are multiple solutions for  and  . This is sufficient for us to decide that   
cannot be classified as globally a priori identifiable using only the parameter 
information obtainable from . It is necessary to proceed to consider the 
information obtainable from . 
Consideration of 
Setting up 
 ( ) has initial conditions determined by the state reached 
by  immediately before the start of the dissociation phase, that is, at 
t ime . 
The A 2 matrix represents the dynamics of the dissociation phase of an 
experiment,
A2:=Matrix(2,2,[0,k[d],0,-k[d]]);
The initial state of  is
x0_2:=Matrix(2,1,[x0[2,1],x0[2,2]]);
With no changes to the experimental conditions other than the analyte 
















Formation of the transfer matrices of  
prelim2:=Matrix(matadd(Matrix(2,shape=identity),A2,s,-1)):
H2_2:=Matrix(multiply(C2,inverse(prelim2),x0_2));
Analogously to the previous phase,  given by (B4.2.1) is clearly in 
the canonical form as the one rational function present has a monic 
denominator and is a constant over a linear function. 
Hence, cancellation of the factor  is not possible. 
Collecting invariants from (B4.2.1) to form  and extracting those 
components which are useful
phivector2:=convert(collect_invariants(H2_2),list);
The term in (B4.3.1) that depends on the initial state of  is not useful for 
the proposed identifiability test. Let us exclude this and only obtain the 
invariant from  that we can use directly.
That is, rather than solve  to obtain an explicit expression for 
, let us consider the information we can obtain from  
without such an expression.
reduced_coeff:=[]: excluded:=[]:
for i from 1 to nops(phivector2) do;  if (diff(phivector2
[i],x0[2,2]) =0 and is(phivector2[i],numeric) = false)  




 Testing  for global a priori identifiability











The solution set (B5.2) shows that the error-free and infinite output of (  is 
only equal to that of ( ) (where is any feasible parameter value) if 
 globally a priori identifiable. 
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This worksheet analyses a four-parameter form of the simple bimolecular model.
Introduction to the four-parameter form of the 
simple bimolecular model: Structure  
The chemical interaction is between one analyte molecule A and one immobilised 
ligand molecule B to form one complex (AB):
           
A + B (AB)     where  is the forward (reverse) reaction rate constant.
           
The physical system has dynamics governed by the differential equations for molar
concentrations
where analyte concentration for switching time .
The non-negative state vector has initial conditions .
We model experimental response by the scalar expression 
where the parameter vector
.
These relations comprise system ( ), the representative system of , a structure of
uncontrolled LSS of one transition (ULSS-1).
We obtain LTI structures  and  from 
The preliminary notes made in the worksheet that analysed structure M  also apply 
here.
Maple Notation: Matrices or vectors belonging to or arising from the first or second
LTI systems in effect are distinguished respectively by a 1 or 2 suffix or subscript.
  
version(version); interface(version);
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with(linalg): with(inttrans):
Procedures used in processing test cases
Three procedures are defined here to automate some of the processing of transfer
matrix elements and the formation of the identifiability equations.
Sections containing subroutines are collapsed for brevity. The code is given in 
Appendix A.
A procedure for putting a transfer matrix into canonical form: 
process_matrix
A procedure for extracting coefficients from rational functions in 
a processed transfer matrix: collect_invariants
A procedure for forming identifiability equations: 
identifiability_eqn_list
Consideration of 
Setting up  
The A 1 matrix describes the dynamics of the association phase of an 
experiment.
A1:=Matrix(2,2,[-k[a]*alpha,k[d],k[a]*alpha,-k[d]]);
Initial conditions for the state vector ( ), ( ), are
x0_1:=Matrix(2,1,[B[0],0]);
As is an uncontrolled structure, in terms of the general (controlled) LTI 




















The observation gain matrix is
C1:=Matrix(1,2,[0,rho[A]]);
As all parameters in are introduced in ( ), we can define the vector of 
parameters 
theta:=[k[a],k[d],rho[A],B[0]];
and the vector of alternative parameter values belonging to the same set as 
theta_prime:=[Kappa[a],Kappa[d],Rho[A],b[0]];
Formation of transfer matrix and checking if its components are in
the canonical form
Following the introduction,  To derive this matrix, we start by 
forming .
prelim1:=Matrix(matadd(Matrix(2,shape=identity),A1,s,-1)):
which we invert to obtain the desired matrix:
H2_1:=Matrix(multiply(C1,inverse(prelim1),x0_1));
We will sort expressions using the following ordering
sort_order:=[s,k[a],alpha,k[d],rho[A],B[0]]; 
which we apply after placing rational functions in the canonical form
H2_1_proc:=process_matrix(sort_order,H2_1);
Obtaining invariants from (C3.2.3) to form 
The elements of  are the coefficients of the rational functions in canonical 















Only the coefficients from (C3.3.1) that depend on parameters are useful. 
Hence, we exclude any numeric elements.
phivec1:={}: for i from 1 to nops(coeff_collection) do; if 
(is(coeff_collection[i],numeric) = false) then phivec1:= 




Call the subroutine identifiability_eqn_list with input  to generate the set of 
identifiability equations available thus far
phase1_eqn_list:=identifiability_eqn_list(phi1vec_list,
theta,theta_prime,new_list);
Solving the equations given in (C3.3.4) for  in terms of  gives
solset:=solve(phase1_eqn_list,theta_prime);
The solution set (C3.3.5) shows that  and  are free parameters and hence 
that there are multiple solutions for  and  . As a result, we cannot classify 
 as globally a priori identifiable using only the parameter information 
obtainable from . We proceed to consider the information obtainable from 
. 
Consideration of  
Setting up 
The LTI system ( ) has initial state determined by the state reached by ( ) 
immediately before the start of the dissociation phase, that is, at time . 














let us consider the information that is 
obtainable from ( ) without such an expression. As ( ) is a closed system, 
we have a conservation of mass constraint  .
The A 2 matrix represents the dynamics of the dissociation phase of an 
experiment,
A2:=Matrix(2,2,[0,k[d],0,-k[d]]);
Using the conservation of mass condition, we express the initial state of ( ) 
as
x0_2:=Matrix(2,1,[x0[2,1],x0[2,2]]);
Apart from a change to the the analyte concentration in the second phase, 
experimental conditions are the same as those used in the first phase.  Hence 
some matrices of ( ) are equal to their counterparts in ( )
B2:=Matrix(B1); C2:=Matrix(C1); D2:=Matrix(D1);
Formation of the transfer matrix of  
prelim2:=Matrix(matadd(Matrix(2,shape=identity),A2,s,-1)):
H2_2:=Matrix(multiply(C2,inverse(prelim2),x0_2));
In this specific case  given by (C4.2.1) is clearly in the canonical 
form as the one rational function present has a monic denominator and is a 
constant over a linear function.
Hence, cancellation of the factor  is not possible.

















components which are useful
phivector2:=convert(collect_invariants(H2_2),list);
Terms in (C4.3.1) that depend on the initial state of ( ) are not useful for the
proposed identifiability test. Let us exclude these and only obtain the invariants
f rom ( ) that we can use directly. That is, rather than solve  to obtain 
an explicit expression for , let us consider the information 
we can obtain from  without such an expression.
reduced_coeff:=[]: excluded:=[]:
for i from 1 to nops(phivector2) do;  if (diff(phivector2
[i],x0[2,2]) = 0 and is(phivector2[i],numeric) = false)  
then reduced_coeff:=[op(reduced_coeff),phivector2[i]] else 
excluded:=[op(excluded),phivector2[i]] fi; od;
print("useful",reduced_coeff); print("excluded",excluded);
We combine the useful invariant above with those of  to form the vector of 
invariants we will use to creat the  a priori identif iabil ity test
usable_invariants:=[op(phivec1),op(reduced_coeff)];
Forming equations and testing  for global a priori
identifiability




and solving these gives
s2:=solve(usable_eqn_list,theta_prime);
The solution set (C5.2) shows that  is constrained such that its elements for the 
rate constant parameters can only reproduce the output of  with parameter  
(any feasible parameter value) if  and . That is, these parameters 
must take the true value. We conclude that the rate constants are globally a priori
identifiable. 





condition on we obtain ,  showing that there is an uncountably 
infinite set of values  for which ( .
As a result of this feature, we cannot classify N as globally a priori identifiable 
using incomplete information (that is, using only the easily accessed invariants). 
However, we suspect that  indicates an unidentifiable structre. We 
demonstrate the validity of this suspicion with an ad hoc argument in Chapter 5.
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1 
Third flow-cell biosensor model structure tested for global a priori identifiability: 
A structure of uncontrolled linear switching systems of one transition (ULSS-1), 
structure : the "two state conformational change model".
Introduction
This interaction is summarised by a reaction scheme relating analyte A, ligand B, 
complex (AB) and an alternative form of this complex, (AB)*: 
                           forward reaction rate constants       
A + B  (AB)  (AB)*
          reverse reaction rate constants
The system has initial state 
Forming the parameter vector = ,
the differential equation system for the state variables is         
[B](t, )       = - (t, )    + 
[(AB)](t, )   =    ](t, )    - (  +  (t, )   + (t, )
[(AB)*](t, )  =                    (AB)](t, )             - (AB)*](t, )
 with analyte concentration [A(t)]= 
where  is the switching time. 
By definition, rate constants , ,  and are positive. The initial amount of 
functional free ligand present in the system, , is non-negative. However, as no 
reaction can proceed for , we assume that  is positive. 
  
We model the response by y(t, ) = 
Let us use these relationships to compose the system ), the representative 
system of structure C.
Following the approach given in Chapter 3, ULSS-1 ) gives rise to two linear 
time-invariant systems.
The behaviour of the ULSS-1 prior to  (the association phase of an experiment) is 










The behaviour of the ULSS-1 from  onwards (the dissociation phase) is given by 
 having state , initial state and output 
This worksheet explores methods aimed at classifying the structure, and shows 
that the results obtained by the SCUII algorithm agree with those from the SCReMI 
algorithm.
version(version); interface(version); print("default number of 
digits used in calculations", Digits);
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         Kernel: 1097895
        Library: 1097895
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with(LinearAlgebra): with(Optimization): with(VectorCalculus): 
Routines to aid simplification of expressions





return(result); end proc; 
A routine for collecting radicals (with the aim of simplifying expressions) as this is
not achieved by the inbuilt Maple 16.02 commands:
collect_radicals:=proc(expression,radicand_list,sortlist) 
# This proceedure takes a radicand and makes a substitution to 
enable a simplification, then 
# replaces the original expression.
local i, Z, eqn_sub_set, reverse_reln, new_sortlist, new_exp, 
new_exp_final;
# add the substitution variable to the start of the list of 
parameters for the sorting operation. 
Z:=convert(Vector(nops(radicand_list),symbol=Z),list); 
new_sortlist:=[op(Z),op(sortlist)]; 





root term is simplified such that usual collection 
# routines work to sort and collect terms.
eqn_sub_set:=[]; for i from 1 to nops(radicand_list) do; 
eqn_sub_set:=[op(eqn_sub_set),radicand_list[i]=Z[i]^2]; od;
new_exp:=simplify(simplify(expression,eqn_sub_set),symbolic); 
# simplify the expression
new_exp:=collect(sort(simplify(new_exp,radical, symbolic),
new_sortlist),new_sortlist); 
# replace the artificial variable with the radicand in terms of
the original parameters.
reverse_reln:=[];
for i from 1 to nops(radicand_list) do; reverse_reln:=[op
(reverse_reln),Z[i]=sqrt(radicand_list[i])]; od; 
new_exp_final:=new_exp;    




















Consideration of structure 
Setting up a general system in 
A1 := Matrix(3, 3, [-k[a]*alpha[1], k[d], 0, k[a]*alpha[1], 
-k[d]-k[2], k[-2], 0, k[2], -k[-2]]);
x0_1 := Matrix(3, 1, [beta[1], 0, 0]);
C1 := Matrix(1, 3, [0, 1, 1]);
The list that follows specifies all of the parameters that appear in the model 
structure . 
theta:=[beta[1],k[a],k[d],k[2],k[-2]];
`sortlist' dictates the ordering of parameters when sorting operations are used 
on algebraic expressions subsequently.
sortlist:= [s,alpha[1],op(theta)];
Setup for forming the Laplace transform of , and 
checking if it is in the canonical form.












from which ( )
LT_x1:=MatrixMatrixMultiply(MatrixInverse(prelim1),x0_1);
  Collecting terms gives
LT_x1_simp:=map(rat_fn_simplify,LT_x1,sortlist);















  Let us check on pole-zero cancellation in (E3.2.4) by direct substitution. 
Cancellation clearly cannot occur in the third component. 
The second component is checked for cancellation by substitution of its 
numerator zero into its denominator.
simplify(subs(s=-k[-2],denom(LT_x1_simp2[2,1])) );
which is zero when = While it is possible for (E3.2.5) to be satisfied for 
one particular injected analyte concentration , the condition will not always 
be satisfied in a general experimental series where a range of values for  is 
used.  
   The equilibrium state (state as t ) is determined
from ( ) by determining the limit as s
equilibrium_x1:=map(simplify,map(limit,LT_x1_simp2,s=0,
right));















Given the Laplace transform of an output function as in (E3.2.7), it is necessary 
to put the expression into its canonical form. This is achieved by cancelling any
factors common to the numerator and denominator and ensuring that the 
denominator is monic.
   
Substitution of the zero of the numerator of (E3.2.7) into its denominator 
serves as check on whether the corresponding factor is common to both 
polynomials. 
test:=simplify(subs(s=-(k[-2]+k[2]),denom(LT_y1_simp)));
As all parameters are positive, (E3.2.8) cannot be zero which shows that pole-
zero cancellation does not occur in  shown in (E3.2.7).
Hence (E3.2.7) is in the canonical form and its coefficients of powers of s  are 
moment invariants.
The denominator of (E3.2.7) is the product of s  and a quadratic in s. Let us 
record the descriminant of this quadratic.
y1_denom_coeffs:=PolynomialTools[CoefficientList](denom
(LT_y1_simp), s, termorder=reverse);
 y1_descriminant:=sort(simplify(y1_denom_coeffs[2]^2 - 4*
y1_denom_coeffs[1]*y1_denom_coeffs[3]),sortlist);
A useful expression for 
For i=1,2,3, the i-th eigenvalue of appearing in the column vector given 













corresponds to the eigenvector given in column i of the 3x3 matrix below: 
"eigenvectors of A1"
The following sets up the matrices that allow the writing of in the sum-
of-exponentials form =   ( )  that will be useful 
later. 
This begins the derivation of the vector coefficient of exp(0) in terms of the 
matrices above. Using the eigenvector associated with the 0 eigenvalue 
allows the calculation of  
interface(prettyprint=2): part1:=expand(simplify






























 as seen in (E3.2.6). The other vectors to appear in the expression for 



































Collection of moment invariants  from for later use in an 
identifiability test.
phi[1] := coeff(numer(LT_y1_simp), s, 1);
phi[2] := coeff(numer(LT_y1_simp), s, 0);
phi[3] := collect(coeff(denom(LT_y1_simp), s, 2),sortlist);
phi[4] := collect(coeff(denom(LT_y1_simp), s, 1),sortlist);
As there are five parameters and only four invariants available from , it is 
not possible to show that  is globally a priori identifiable using only the 
information obtainable from a typical association phase of an experiment. 
Hence, it is necessary to proceed to consider the information obtainable from 
the dissociation phase.
Vector of alternative parameter values:
theta_prime:=[Kappa[a],Kappa[d],Kappa[2],Kappa[-2],B[1]];
Using the invariants above to set up the test equations:




















IDequations_assoc_phase := []; for i to 4 do 




 Consideration of the structure 
Setting up a general system in  
For this Maple worksheet, initial conditions  , x  , are 
specified as 
x0_2:=Matrix(3,1,[x0[2,1],x0[2,2],x0[2,3]]);
which ignores the conservation of mass constraint (applied here to the phase's 
initial state)  +  x  +  =   We
will consider this condition later. 
We assume that  , x  >0 as if the association phase is allowed 
to occur for even a very short time, mass would be distributed between the 
three states by the start of the dissociation phase of an experiment.



























f rom  by setting analyte concentration  to zero.
A2:=Matrix(3,3,[]):
for i to 3 do for j to 3 do A2[i, j] := subs(alpha[1] = 0, 
A1[i, j]) end do end do; print(A2);
The same observation gain matrix operates in both phases of an experiment, 
hence C2= C1
C2 := Matrix(C1);
Setting up the Laplace transform of , 
Starting from 





At this point it is not known whether  given by (E4.2.3) is in the required 


























 Investigation of factor cancellation in : an
approach with detail on initial conditions
Consider the currently unprocessed form of (E4.2.3) .
To determine the information obtainable from  it is necessary to determine the 
canonical form of  (E4.2.3). This is approached by considering the possibility of 
cancellation of factors in the rational function.
The following approach is more fully described in Chapter 3.
If substitution of a zero of the denominator of (E4.2.3) into its numerator gives 
zero, then it is necessary to cancel the associated linear factor from the numerator 
and denominator. Repeating this process for all zeroes of the denominator and 
ensuring that the denominator is monic will put (E4.2.3) into the canonical form.  A
subset of the total set of invariants may then be obtained which excludes any 
numerator terms which depend on the initial conditions of a general system in 
structure  .  By combining this subset with , a test of  for global a priori 
identifiability can be applied. The actual classification of the model structure 
cannot be worse than the result obtained by this process. Hence, the process is 
sufficient to demonstrate that a structure is globally a priori identifiable.
Determine the zeroes of the denominator of (E4.2.3).
denom_zeroes:=[solve(denom(LT_y2),s)]: 
Let us denote the larger of these two zeroes by  and the smaller by .
lambda[l]:=denom_zeroes[1]; 
lambda[s] := denom_zeroes[2];
Check for cancellation of  in (E4.2.3).
 Substitute  back into the denominator to confirm  that it is a zero.
check1:=simplify(subs(s=lambda[l],denom(LT_y2)));






















equating to zero gives a condition on when  is a zero of the polynomial. 
cancellation_condition:=collect(simplify(subs(s=lambda[l],
numer(LT_y2))),[x0[2,2],x0[2,3]])=0;
 First, let us see if we can make an argument on when (E5.1.2) is satisfied, and 
hence when cancellation of  occurs in (E4.2.3), without requiring explicit 
expressions for the initial conditions of . Note that the coefficient of  in
(E5.1.2)  is strictly real and positive for this physical compartmental system 
with positive parameters. (As the system is catenary in type, the expression 
under the radical is strictly positive.) Any solution to (E5.1.2) requires that the 
coefficient of is negative.
 If the solutions of (E5.1.2) are all unphysical, it is reasonable to rule out 
cancellation of the linear term under consideration.
Note the following constraints on the radical term in (E5.1.2).




*k[2]+k[-2]^2 +k[d]^2)^(1/2) < k[2] + k[-2] + k[d] ;
 which is expected as a consequence of <0 for all feasible . To demonstrate 
that (E5.1.4) holds, as both sides of the expression are positive, squaring 
doesn't change the sign of the inequality. Hence 
simplify(rhs(upper_constraint)^2 - lhs(upper_constraint)^2 
>0);
which is satisfied for all feasible parameter values.































 As the left-hand side of (E5.1.7) is positive, the right-hand side is also. Thus, 





and simplifying we obtain
cancellation_condition:=simplify(cancellation_condition);
 As  and  are both positive, (E5.1.10) is not satisfied anywhere.  Hence, 
solutions to (E5.1.2) cannot give a  negative coefficient of   i f   from (E5.1) 
is a zero of the numerator of (E4.2.3) . We conclude that cancellation of the 
factor in (E4.2.3) does not occur for any feasible parameter values.
A similar method is employed when considering the remaining zero of the 
denominator of (E4.2.3),  .
Check for cancellation of  in (E4.2.3)




























Having shown this, let us look for conditions under which the numerator of 





Recalling  from (E5.1) (also one of the eigenvalues of the compartmental linear
time-invariant system and hence non-positive) 
lambda[l];
 it is seen that the coefficient of  in (E5.2.2) is -  and hence it is positive. To























   Hence, we cannot rule out cancellation of the  factor in (E4.2.3) using 
this approach.
A consideration of a cancellation condition of 
) holding on a time interval
Recall that the cancellation condition for  is not satisfied for any feasible 
parameter values.
In order to claim that (E4.2.3) is generically minimal, we would need to prove an 
equivalent result for 
 Let us consider when a condition such as +   may hold on a subinterval
Recall are sums of exponentials with exponents that are the eigenvalues of 
These are given by the denominator of (E4.2.3), and the largest of these is 0, 
which is henceforth denoted by  . The states  (equivalently ) may be written 
in terms of the matrix of eigenvectors S, and S  As the exponentials are linearly 
independent (as seen by forming a Wronskian of the three terms), the equation 
+   is satisfied when the coefficients of the exponentials are all zero 
simultaneously. The simplest of these three conditions arises from the coefficient 
of the constant term ( ) as the eigenvector associated with  (that is 
The condition of interest is  
For a closed, uncontrolled system as given by ( ) , s =  which is 
the equilibrium state (E3.2.1.4).  
Hence, the condition reduces to =0. The left-hand side is the 






















const_coeff_zero_solns := solve(extended_cc_const_coeff1=0, 
theta);
Each of the solutions in (E6.2) are infeasible as they do not satisfy the requirement
that all parameters are strictly positive. Thus, (E6.1) is not zero within the feasible 
parameter space. This shows that (E5.2.2) is not zero for all time. 
This judgement is made without needing to consider the conditions which arise 
from requiring the coefficients of the other two exponential terms to be zero.
However, we still have the problem of determining where the cancellation 
condition is satisfied. 
While this has shown that 
However, we cannot preclude the existence of isolated points for which the 
equality does hold.
 
An alternative approach using the Laplace 
transform of 
Let us consider an alternative approach to ascertaining the parameter values 
such that cancellation condition as in (E5.2.2) can hold.
The requirement that a cancellation condition associated with the factor 
holds imposes a relationship between the elements of . 
Let us suppose that this relationship holds for all time. 
In such a case, The terms  and  in the cancellation condition are replaced by 
and  respectively, 
and in the closure of 
Rather than approach this directly, let us take the Laplace transform of the 


























 and also recall from Section 3 that pole-zero cancellation does not occur in the
second and third components of (E6.1.1).
The condition of interest now relates the Laplace transform of the state variable
vector by  
cond:= collect_radicals(xi2_coeff*numer(LT_x1_simp[2,1]) + 
xi3_coeff*numer(LT_x1_simp[3,1])=0 ,[y2_descrim],sortlist);
For equality to hold, the coefficients of s and the constant term on the left of 
(E6.1.2) must equal zero. The condition on the coefficient of s is  
rel[1]:=coeff(lhs(cond),s,1) = 0 ;
and similarly, the condition on the constant term is
rel[2]:=coeff(lhs(cond),s,0) = 0 ;



























The solutions in (E6.1.5) are all implausible as parameters are strictly positive, 
not zero. From this we conclude that the parameters do not allow the 
cancellation condition associated with to be satisfied for all time. Thus 
the cancellation condition is certainly not satisfied by all states that are reached
by the end of the association phase.
The following section considers a more sophisticated approach, and obtains a 
stronger result. 
An argument on the sign of coefficients in the 
cancellation condition
Let us return to the cancellation condition being satisfied for isolated state values.
We may discount the solution as this only occurs in the trivial case of an
association phase of zero duration. 
Towards determining solutions of  =0, or equivalently
  ( ) let us attempt to establish the sign the constant 
coefficient ( ) of the expression, given by (E6.1).
Clearly - * *  on the denominator of (E6.1) is < 0. Consider the remaining 




Let us determine where (E7.1)  is zero:
solve(unknown_sign_numer_zero_coeff=0,theta);

























Evaluating (E7.1) for a randomly chosen feasible point of the parameter space
Digits:=70; subs({ k[d]=3.0*10^(-3),k[2]=3.7*10^4,k[-2]=0.083},
unknown_sign_numer_zero_coeff); 
As (E7.1) is continuous and non-zero on the feasible parameter space, the result 
(E7.3) suggests that it is positive everywhere.
Let's check the behaviour of (E7.1) with a computational approach. 
Note that (E7.1) is defined for all positive values of the parameters as the radical is
always non-negative by (E5.1.3).
Minimize(unknown_sign_numer_zero_coeff, assume=nonnegative); 
Numerical results suggest that (E7.1) is positive for feasible (that is, positive) 
parameter values. 





























As the radical is always greater than zero for all positive parameter values, the 
derivatives are defined in the feasible region.
zero_eval_cc_coeff_critical:=solve({diff_vec[1]=0, diff_vec[2]=
0, diff_vec[3]=0},{k[d],k[-2],k[2]});
This solution is not feasible as it is on the boundary of the parameter space where
the gradient of the function does not exist. 
As there are no critical points in the parameter space and (E7.1) is continuous and 
strictly positive  in the parameter space, this suggests the function is positive 
everywhere. 
Hence, given by (E6.1) is negative for all feasible parameter values.




To minimize unnecessary algebraic complexity, let us start by considering the 
denominator of this term:
ext_cc_coeff2_denom:=factor(denom(extended_cc_coeff2));






























it is clearly non-negative in the feasible parameter space. Hence, all factors except
one in (E7.6) are clearly non-negative. Let us consider the factor of indeterminate 
sign.
qterm:= factors(ext_cc_coeff2_denom)[2][3][1];
and determine where it is equal to zero:
solve(qterm=0,theta);
The first element of (E7.9) is infeasible as parameters are real and positive. The 
last element indicates that for one particular analyte concentration for a given pair
of   and the term is zero. 
This condition is certainly not satisfied for an entire experimental series, and is a 
set of measure zero in the parameter space.
To consider the sign of qterm, let us substitute into the expression a particular 
parameter value for which   >  *   :
subs({k[a]=0.0018,k[d]=0.0342,k[2]=700, k[-2]=0.0019,alpha[1]=
1.0},qterm); 
and then substitute in a parameter value for which k[-2]< *k[a] :
subs({k[a]=0.0018,k[d]=0.0342,k[2]=700, k[-2]=0.0017,alpha[1]=
1.0},qterm); 
As  (E7.8) is continuous in the parameter space, (E7.10) and (E7.11) indicate that is
positive everywhere in the parameter space except for where =  *   where it 
is zero. 
Thus, (E7.8) is always positive.
From this we note that (E7.6) (representing the denominator of ) is the product 
of three positive terms and hence is always positive. 





























yields an infeasible solution on the boundary of the parameter space. Hence, the 
denominator of a  is positive over the feasible parameter space. This does not 
contradict the results above. 




This solution is not a feasible critical point as the value given for  is zero.
As the denominator of  is positive almost everywhere, to determine the sign of 
the entire term we only need to consider 





































Of the possible results, the only feasible one is 
. 
Let us consider the behaviour of the function either side of  .
Consider when  :
subs({k[a]=0.0018,k[d]=0.0342,k[2]=700, k[-2]=0.0019,alpha[1]=
1.0,beta[1]=2.5},ext_cc_coeff2_numer); 
































Consider a computational check on the sign of the numerator of 
Digits:=150; f_max:=Maximize(ext_cc_coeff2_numer,assume=
nonnegative): print(f_max):
This result suggests that maximum of the function is very close to zero if not 
exactly zero.  
Further, the maximum point found above is for an infeasible parameter value. 
The numerical results are consistent with the result of the analytical approach 
that the function is not positive in the feasible parameter region.
By these results and continuity of the function (E7.14), it is negative everywhere in
the parameter space with the exception of the line   where is it zero.
In this case, the coefficient of exp is of the indeterminate " 0/0 " form. 
However, this occurs only for a set of measure zero in the parameter space.
Elsewhere in the parameter space, the numerator of  (E7.14) is negative, its 
denominator (E7.6) is positive, and hence  is negative overall.
We use this result in the classification of C in Chapter 5.
A result
Having demonstrated that pole-zero cancellation does not happen in general in 
the form given by  (E4.2.3) is the canonical form. 
Hence, one may obtain the (useable) invariants from the denominator of the 
rational function and form the set of invariants
phi[5]:=coeff(denom(LT_y2_simp),s); phi[6]:=coeff(denom
(LT_y2_simp),s,0);



































IDequations:=[]; for i from 1 to 6 do; IDequations := [op
(IDequations), eq[i]] end do:
solset:=solve(IDequations,theta_prime);
This result shows that the structure  is globally a priori identifiable.
An investigation of alternative plausible forms of 
in (E4.2.3) (an illustration of the SCUII 
algorithm)
The unprocessed form of  given in (E4.2.3) is a rational function of the 
form . Given this form, without knowing whether or not the 
numerator and denominator are relatively prime, it is clear that the canonical 
form of the rational function is one of three possible types:
the unprocessed form given by (E4.2.3),
a form of (E4.2.3) in which the factor  is cancelled to give an expression of
the form ,
a form of (E4.2.3) in which the factor is cancelled to give an expression of
the form 
The third form is not feasible by the earlier working, leaving only two possibilities 
for the canonical form of (E4.2.3).
Suppose that each of the two remaining forms are treated in turn as if they are the 
canonical form of   
The  term in the numerator of each rational function depends on  and 
making it difficult to use, whereas the denominator coefficients are merely 
explicit functions of the rate constants.  
By taking only these denominator coefficients from an assumed canonical form of 
 and adding them to , (Equations (E3.3.1)- (E3.3.4)) a test of  for global a 
priori identifiability can proceed in each case. The worst result obtained from the 
two tests may not be a correct judgement. 

































locally a priori identifiable then the system is clearly not unidentifiable. If both 
tests show that a system is globally a priori identifiable then there is no doubt that 
the system is in fact globally a priori identifiable. 
Assume that  given by (E4.2.3) is the canonical form and test
  for global a priori y.
This calculation was performed in (E8.4) and the structure was shown to be 
globally a priori identifiable.
Hence, let us consider the other candidates for the canonical form of L ( ) that 
are alternatives to (E4.2.3). 
Assume cancellation of occurs in (E4.2.3).
In this case only one invariant is available from the denominator of the assumed
canonical form of 
phi[5]:=lambda[l];
Setting up the equations for the identifiability test requires taking those from 
(E3.3.6) as these are from  and hence independent of the form of  






Regardless of the value of the parameters there is a unique solution to the 
equations. If the form of  assumed is the canonical form of  
then  is globally a priori identifiable. 

































 occurs in (E4.2.3)
Cancellation of this factor was ruled out by (E5.1.10), and hence there is no 
need to consider the form of L ( ) that would result from cancellation of the 
factor. 
 However, it is considered here to illustrate the SCUII algorithm.
In this case (as for the previous case) only one invariant is available from the 
denominator of the assumed canonical form of L ( ):
phi[5]:=lambda[s];







which shows that the assumed canonical form of L ( ) leads to a classification
of C as globally a priori identifiable.
A conclusion
Considering the result of (E9.3.3)  alongside those of (E9.2.3) and (E8.4) shows 
that regardless of the true canonical form of (E4.2.3), using any of the three 
possible forms of L ( ) leads to the conclusion that C is globally a priori 
identifiable. As a result, it is certain that a priori identifiable. 
This shows that it is not necessary to know the canonical form of L ( ) in 
order to classify C.
Hence, in the case of the model structure under consideration, the SCUII 
algorithm gives a result which is both definite and conclusive. 
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Numerical results in Support of Conjecture 5.1
The program below uses a computational method to determine the solutions to the 
cancellation condition corresponding to . 
38654705646
Maple 2015.2, X86 64 LINUX, Dec 20 2015, Build ID 1097895
Defining the structure for the two state 
conformational change model
X : =  P o s i t i o n V e c t o r (  [ x [ 1 ] ( t ) , x [ 2 ] ( t ) , x [ 3 ] ( t ) ] ,  c a r t e s i a n [ x , y , z ]
) ;
and its time derivative
and the system matrix that defines the dynamics of the interactions
A 1 : = M a t r i x ( 3 , 3 , [ - k [ a ] * a l p h a , k [ d ] , 0 ,  k [ a ] * a l p h a ,  - ( k [ d ]  +  k [ 2 ] ) ,
k [ - 2 ] ,  0 ,  k [ 2 ] ,  - k [ - 2 ]  ] ) ;
which allows us to form the right-hand side of the first-order ODEs describing 
the rates of change of concentrations of interacting species













e q : = [ ] :  f o r  i  f r o m  1  t o  3  d o :  e q : = [ o p ( e q ) ,  X d o t [ i ]  =  e q n _ r h s [ i ]
] :  e n d  d o :  e q ;
These rates are subject to a conservation of mass condition
Let us solve for the states, subject to the initial conditions
A numerical exercise to determine the solutions to 
the cancellation condition xi[3] = K*xi[2] for a range 
of parameter values
Recall the K term from the cancellation condition:
In the exercise to follow, the solutions of the cancellation condition will be 
determined for a variety of parameter values.














The parameters are collected in the vector
A routine for numerically determining the times at which 
the cancellation condition is satisfied
cancel la t ion_condi t ion_solns:=  proc(N, theta ,acc,Xsol ,K,
r e s u l t s )   : :   r e a l ;
l o c a l  i ,  j ,  l ,  t h e t a v a l ,  t e r m x 2 ,  t e r m x 3 ,  K t e r m ,  m u l t C o u n t ,  
t e m p ,  f a i l ,  M i n V a l ,  M a x V a l ,  f a i l P e r c e n t a g e ,  c o n d  ;
g l o b a l  U ;



























For the first run, the root finding procedure is called with inputs
N :=  10^5;  acc:=  30;  seed:=1;  randomize(seed) ;  
#set  the seed of  the pseudo-random number generator for 
r e p r o d u c i b i l i t y  o f  t h e  r u n s  t o  f o l l o w .
1
and the results matrix is initialized
r e s u l t s  : =  M a t r i x ( N ,  3 ) :
cance l la t ion_condi t ion_so lns(N , the ta ,acc ,Xso l ,K , resu l ts )  ;
d u r a t i o n : =  t i m e ( )  -  t s ;
Call the results processing routine to clean up the output to remove cases where 
no solution was found:
results_processing(N,results,GraphMat);
To show the distribution of roots, the following histogram shows the log in base 













This particular simulation shows that for the 10  runs, whenever a solution is 
returned for t, its absolute value is rarely greater than 10 , and hence is quite 
close to zero. This is as expected by the conjecture. 
To ascertain if these roots are non-zero as a consequence of the precision of the 
calculations, the exercise is repeated using more significant digits.
The state of the pseudo-number generator is set as a result of the last uniform 
random variate generated in the previous run.  
cance l la t ion_cond i t ion_so lns (N , the ta ,acc ,Xso l ,K , resu l ts )  ;  













 Display the results of the root-finding exercise
The results above show that when 70 digits are used in the root finding 
calculation, the absolute values of the results rarely exceed t=  
This shows that in each case (each set of parameters used in the exercise) the time
at which the cancellation condition is satisfied is very close to zero.
Further, the results are substantially closer than the results obtained when 30 
significant digits are used in the calculations. 
The closeness of these results to zero supports the conjecture.
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Appendix G
A Maple routine for simplification of
algebraic expressions featuring radicals
Elements of the literature on simplification of symbolic expressions are summarised in
Bailey et al. [4]. Many of the references included are concerned with a particular type of
expression. Bailey et al. [4] add to this literature by proposing a set of algorithms called
“SimplifySum”, intended for the simplification of expressions of the form
∑
i αixi where
each αi is rational and each xi is real or complex. Their suite of algorithms is implemented
in Mathematica. Their approaches are quite general, however, they are not intended for
parametric expressions. While it may be possible to adapt the algorithms for this purpose
and then implement them in Maple, they seem unnecessarily complex for our specific task
of collecting radicals.
Hence, we propose a relatively simple Maple routine that is adequate for our pur-
poses. Consideration of linear switching system structure test cases with more than three
states is likely to produce more complex expressions than those seen for the two-state
conformational change model. These test cases may encourage further investigation of the














A programme able to simplify expressions involving radicals
Application of the SCReMI algorithm in testing the `two-state conformational change
model' for global a priori identifiability in Chapter 6 is an algebraically complex 
exercise.
The algebraic expressions obtained tend to involve radicals.  
Experimentation with combinations of native Maple commands has found that they 
are not able to collect radicals in complex expressions. This makes certain 
expressions unnecessarily complicated. 
Resolving this matter will aid the simplification of expressions.
The routine presented below takes a simplistic yet effective approach to the problem 
which is sufficient for the purposes of this thesis. 
Given an input containing multiple radical expressions, by replacing each by a simple
symbol, the routine is able to collect like terms using standard Maple commands.  
kerne lopts (vers ion) ;
Maple 2015.2, X86 64 LINUX, Dec 20 2015, Build ID 1097895
To illustrate the performance of native Maple commands in sorting multivariate 
expressions, consider a simple expression:
s i m p l e : =  k [ - 2 ]  +  k [ 2 ] ^ 2  +  k [ d ]  +  k [ a ] * a l p h a [ 1 ] ;
and an expression involving two distinct radicals: 
 o r i g i n a l : = k [ a ] * s q r t ( k [ 2 ] + k [ - 2 ] + k [ d ] ) + k [ - 2 ] * s q r t ( k [ a ] * a l p h a [ 1 ] + k
[ d ] ) + k [ a ] +  k [ - 2 ] * s q r t ( k [ a ] * a l p h a [ 1 ] + k [ d ] ) + k [ 2 ] * k [ - 2 ] * s q r t ( k [ a ] *
a l p h a [ 1 ] + k [ d ] )
+  k [ d ] * s q r t ( k [ 2 ] + k [ - 2 ] + k [ d ] ) ;
Expressions (G2) and (G3) are similar to those seen in the two-state conformational 
change model considered in Chapter 6.
This list dictates the preferred sorting of symbols in the expression:
s o r t l i s t  : =  [ k [ a ] ,  a l p h a [ 1 ] ,  k [ d ] ,  k [ 2 ] ,  k [ - 2 ] ] ;
Application of standard sorting commands gives the desired sorting for the simple 
expression:
s o r t ( s i m p l e , s o r t l i s t ) ;
However, Maple commands applied to the more complex expression: 





are unable to collect like terms. 
One approach to the problem is given by the following  programme:
c o l l e c t _ r a d i c a l s : = p r o c ( e x p r e s s i o n , r a d i c a n d _ l i s t , s o r t l i s t )  
#  M a p l e  1 6  i s  n o t  r e a d i l y  a b l e  t o  g r o u p  r a d i c a l s  t o g e t h e r  i n  
o rder  to  s impl i fy  express ions .
#  Th is  proceedure  takes  a  rad icand,  makes  a  subst i tu t ion  to  
e n a b l e  a  s i m p l i f i c a t i o n ,  t h e n  
#  rep laces  the  o r ig ina l  express ion .
loca l  i ,  Z ,  eqn_sub_se t ,  r eve rse_re ln ,  new_sor t l i s t ,  new_exp ,  
new_exp_final;
#  a d d  t h e  s u b s t i t u t i o n  v a r i a b l e  t o  t h e  s t a r t  o f  t h e  l i s t  o f  
pa ramete rs  fo r  the  sor t ing  opera t ion .  
Z :=conver t (Vec tor (nops( rad icand_ l is t ) , symbol=Z ) , l i s t ) ;  p r in t ( "Z" ,
Z ) ;
n e w _ s o r t l i s t : = [ o p ( Z ) , o p ( s o r t l i s t ) ] ;  p r i n t ( " n e w _ s o r t l i s t " ,  
n e w _ s o r t l i s t ) ;
#  R e p l a c e  t h e  r a d i c a l  t e r m  i  w i t h  Z [ i ] ^ 2  s u c h  t h a t  t h e  s q u a r e  
r o o t  t e r m  i s  s i m p l i f i e d  s u c h  t h a t  u s u a l  c o l l e c t i o n  
#  r o u t i n e s  w o r k  t o  s o r t  a n d  c o l l e c t  t e r m s .
e q n _ s u b _ s e t : = [ ] ;  f o r  i  f r o m  1  t o  n o p s ( r a d i c a n d _ l i s t )  d o ;  
eqn_sub_set :=[op(eqn_sub_set ) , radicand_l is t [ i ]=Z[ i ]^2] ;  od;
pr in t ("eqn sub set" ,  eqn_sub_set ) ;
new_exp:=simpli fy(simpli fy(expression,eqn_sub_set) ,symbolic);  
pr int ("new exp v1",  new_exp);
#  s impl i fy  the  express ion
new_exp:=col lect (sort (s impl i fy (new_exp,radical ,  symbol ic) ,
new_sor t l i s t ) ,new_sor t l i s t ) ;  p r in t ( "new exp  v2" ,  new_exp) ;
#  r e p l a c e  t h e  a r t i f i c i a l  v a r i a b l e  w i t h  t h e  r a d i c a n d  i n  t e r m s  o f  
the  o r ig ina l  pa rameters .
r e v e r s e _ r e l n : = [ ] ;
f o r  i  f r o m  1  t o  n o p s ( r a d i c a n d _ l i s t )  d o ;  r e v e r s e _ r e l n : = [ o p
( r e v e r s e _ r e l n ) , Z [ i ] = s q r t ( r a d i c a n d _ l i s t [ i ] ) ] ;  o d ;  p r i n t ( " r e v e r s e  
t h e  o r i g i n a l  s u b s t i t u t i o n " ,  r e v e r s e _ r e l n ) ;
new_exp_final:=new_exp;    
for  i  f rom 1  to  nops( rad icand_l is t )  do;  new_exp_f ina l :=subs
( r e v e r s e _ r e l n [ i ] , n e w _ e x p _ f i n a l ) ;  o d ;  
#  t h i s  w a s  o k ,  b u t  d i d n ' t  p i c k  u p  a l l  p o w e r s  o f  Z 1 ,  s o  u s e  
a lgsubs as  more  genera l ,  but  can  only  apply  one  condi t ion  a t  a  
t ime      #new_exp_f inal :=subs(reverse_reln ,new_exp);








Define the list of radicands to be substituted for in the original expression:
r a d i c a n d _ l i s t : = [ k [ a ] * a l p h a [ 1 ] + k [ d ] ,  k [ 2 ] + k [ - 2 ] + k [ d ] ] ;  n o p s
( r a d i c a n d _ l i s t ) ;  
2
and applying the routine to the "original" expression:








The expression given by (G9) shows that the routine has obtained a simplified form 
of the original expression
o r i g i n a l ;  
Export to an archive so I can call it from other Maple files, wouldn't it be nice IF IT 
WORKED:
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