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COVERS OF TORI OVER LOCAL AND GLOBAL FIELDS
MARTIN H. WEISSMAN
Abstract. Langlands has described the irreducible admissible representa-
tions of T , when T is the group of points of an algebraic torus over a local
field. Also, Langlands described the automorphic representations of TA when
TA is the group of adelic points of an algebraic torus over a global field F .
We describe irreducible (in the local setting) and automorphic (in the global
setting) ǫ-genuine representations for “covers” of tori, also known as “metaplec-
tic tori,” which arise from a framework of Brylinski and Deligne. In particular,
our results include a description of spherical Hecke algebras in the local unram-
ified setting, and a global multiplicity estimate for automorphic representations
of covers of split tori. For automorphic representations of covers of split tori,
we prove a multiplicity-one theorem.
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Introduction
This article studies the representation theory of “covers” of tori over local and
global fields. For a torus T over a local field F , a central extension K2 →֒ T
′
։ T,
and a suitable positive integer n (the condition is compactly stated as#µn(F ) = n),
the construction of Brylinski and Deligne [BD01, Construction 10.3] gives a central
extension
µn →֒ T˜ ։ T = T(F ).
For such an extension K2 →֒ T
′
։ T over a global field F , their construction
[BD01, §10.4] gives a central extension
µn →֒ T˜A ։ TA,
together with a canonical splitting over TF . An injective character ǫ : µn →֒ C×
is fixed throughout the paper. Our previous work [Wei09] discussed the ǫ-genuine
irreducible representations of T˜ in the local case. Here we go further, classifying
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irreducible ǫ-genuine admissible representations of T˜ (in the local case) or T˜A (in
the global case) by their central character.
Section 1 provides a description of Z(T˜ ) (in the local case) and Z(T˜A) (in the
global case). This description is precise, in terms of the image of an isogeny (on
F -points or A-points), when T is split or quasitrivial (i.e., obtained by Weil restric-
tion of scalars from a split torus). Section 2 describes the irreducible admissible
representations of T˜ (in the local case) in terms of their central character – this
only goes slightly beyond [Wei09], and is provided mostly to keep the paper self-
contained. We partition the irreducible ǫ-genuine admissible representations of T˜
into pouches. We expect elements of the same pouch to be “L-indistinguishable,”
i.e., to have the same parameter in a future classification by Weil-parameters.
When T is a torus over the ring O of integers in a nonarchimedean local field
F , we have considered extensions K2 →֒ T
′
։ T over O in [Wei14]. For such an
extension, observations from [BD01, §10.7] demonstrate that the central extension
µn →֒ T˜ ։ T is equipped with a splitting over T ◦ = T(O). This enables a
definition of unramified ǫ-genuine representations – those generated by their T ◦-
fixed vectors. Such representations are interpreted as modules over an ǫ-genuine
T ◦-spherical Hecke algebra (studied also in [Li14, §3.2]). Section 3 describes this
Hecke algebra, in terms of the Brylinski-Deligne invariants functorially associated
to T′ in [Wei14].
Section 4 returns to the global setting. The commutativity of spherical Hecke
algebras implies that irreducible admissible ǫ-genuine representations of T˜A factor
uniquely into ǫ-genuine representations of T˜v at almost all places v of a global field
F . Methods of Flath [Fla79] apply with minimal changes along the way. In addition
to studying generalities on the irreducible representations of T˜A, this section defines
the ǫ-genuine automorphic representations of T˜A and classifies them in terms of their
“ǫ-genuine automorphic central character.” Section 4 culminates in a multiplicity
estimate for automorphic representations in L2χ(TF \T˜A) for any cover of a torus
over a global field. For split tori, this is a multiplicity-one result, which should
have applications to the global theory of Eisenstein series for covering groups. A
similar result, for some special cases in the function field setting, is found in very
recent work of Lysenko [Lys14]. The key is to estimate the index of TFZ(T˜A) in
a maximal abelian subgroup of T˜A. A result in harmonic analysis [LP94] connects
this index to the multiplicities in the automorphic spectrum.
Our results are heavily influenced by a desire to parameterize the irreducible
admissible (or automorphic, in the global setting) representations of covering groups
G˜ by something like Langlands parameters. Here we believe that the L-group should
be definable from a groupG, the Brylinski-Deligne invariants of an extensionK2 →֒
G
′
։ G, and a positive integer n determining the degree of the cover. Therefore,
we have taken measures to describe everything possible in terms Brylinski-Deligne
invariants as described in [BD01] and [Wei14]. We plan to introduce such an L-
group in a later article, and the work here should provide evidence for a more
general conjecture.
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Preliminaries
We work in this paper with smooth group schemes over fields, and occasionally
over discrete valuation rings. Our conventions follow [GD70, Exposé VIII, IX] in
our discussion of groups of multiplicative type (always of finite type over the base
scheme). In particular, when F is a field, and G is a group of multiplicative type
over F , then we write Hom(G,Gm) for its character lattice; this character lattice
is naturally a local system of finitely-generated abelian groups on Fe´t.
An algebraic torus is a group of multiplicative type whose character lattice is a
local system of finitely-generated free abelian groups. When T is a torus, we write
Y for its cocharacter lattice, and X for its character lattice, viewed as local systems
on Fe´t in duality.
A quasitrivial torus over F , sometimes called “quasisplit” or “permutation” or
“induced” in the literature, will mean a torus over F obtained by restriction of
scalars from a split torus over a finite étale F -algebra.
When working with local systems on Fe´t, we often write something like y ∈ Y to
mean that y ∈ Y[E] for some finite étale E/F . When describing constructions with
étale sheaves, we often abuse notation in this way when our constructions are étale
local.
Our treatment of Galois cohomology mostly follows Serre, [Ser02]. We frequently
apply the Grunwald-Wang theorem (discussed in, e.g., [AT09, Chapter X]), which
implies that Щ1(µn) = 0, whenever F is a global field for which #µn(F ) = n.
Whenever A is an abelian group, we write A/n for A/nA, and we write A[n] for
the n-torsion subgroup of A. Similar notation is applied for n-torsion in sheaves of
abelian groups, group schemes, etc..
We work in the framework of Brylinski and Deligne [BD01] when discussing
central extensions of T by K2. We refer to the first and second Brylinski-Deligne
invariants, when referring to the results of [BD01, Proposition 3.11], for example.
A description of these invariants, valid over a discrete valuation ring as well as a
field, is found in our recent work [Wei14].
An lc-group is a locally compact Hausdorff topological group. An lca-group is
an abelian lc-group. We work with continuous representations of lc-groups in this
paper. The cyclic group µn = µn(F ) of order n is used throughout the paper, and
ǫ : µn →֒ C
× will be an injective character, fixed at all times.
If µn →֒ G˜։ G is a central extension of lc-groups, then an ǫ-genuine representation
of G˜ will mean a pair (π, V ) where V is a complex vector space, π : G˜→ GL(V ) is
a homomorphism, and π(ζ)v = ǫ(ζ) · v for all ζ ∈ µn.
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We write Hom(G˜,C×) for the group of continuous homomorphisms. We write
Homǫ(G˜,C
×) to be the subset of Hom(G˜,C×) consisting of characters which restrict
to ǫ on µn.
1. The center of a cover of a torus
1.1. Tori and quadratic forms. Let T be an algebraic torus over any field F .
Let K2 →֒ T
′
։ T be a central extension as studied by Brylinski and Deligne
[BD01]. Let n be a positive integer.
Write X and Y for the character and cocharacter lattices, viewed as local systems
on Fe´t. These lattices are in duality, written 〈·, ·〉 : X⊗ Y→ Z.
Brylinski and Deligne associate to T′ a quadratic form Q : Y→ Z, i.e., an element
Q ∈ H0e´t(F, Sym
2X). Define a symmetric bilinear form β : Y⊗ Y→ n−1Z by
β(y1, y2) = n
−1 · (Q(y1 + y2)−Q(y1)−Q(y2)) .
Define local systems Y♯ and X♯ by
nY ⊂ Y♯ := {y ∈ Y : β(y, y′) ∈ Z for all y′ ∈ Y} ⊂ Y,
X ⊂ X♯ := {x ∈ n−1X : 〈x, y〉 ∈ Z for all y ∈ Y♯} ⊂ n−1X.
The local systems X♯ and Y♯ are in duality via the pairing 〈·, ·〉.
Let δ : Y→ n−1X denote the unique homomorphism of local systems satisfying
〈δ(y1), y2〉 = β(y1, y2) for all y1, y2.
The duality between X and Y, and between X♯ and Y♯, gives the following.
Proposition 1.1. δ(Y) ⊂ X♯ and δ(Y♯) ⊂ X. In this way, we find an isomorphism,
δ :
Y
Y♯
∼
−→
X♯
X
.
Proof. First, If y ∈ Y and y♯ ∈ Y♯, then 〈δ(y), y♯〉 = β(y, y♯) ∈ Z. Hence δ(y) ∈ X♯.
Second, if y♯ ∈ Y♯ and y ∈ Y, then 〈δ(y♯), y〉 = β(y♯, y) ∈ Z. Hence δ(y♯) ∈ X.
Finally, if y ∈ Y and δ(y) ∈ X, and y′ ∈ Y, then β(y, y′) = 〈δ(y), y′〉 ∈ Z. Hence
y ∈ Y♯.
These three observations imply that δ defines an injective homomorphism Y/Y♯ →֒
X♯/X. Surjectivity follows from the fact that these are local systems of finite abelian
groups in duality, hence locally of the same cardinality. 
1.2. Related group schemes. Define groups of multiplicative type over Fe´t ac-
cording to their character lattices in the table below.
Group G Character lattice Hom(G,Gm) Description
T X ∼= n−1X Torus
T[n] n
−1X/X Finite n-torsion
Tˆ Y ∼= nY Torus
Tˆ[n] Y/nY Finite n-torsion
T
♯
X♯ Torus
µ X♯/X Finite n-torsion
µˆ Y/Y♯ Finite n-torsion
ν n−1X/X♯ Finite n-torsion
νˆ Y♯/nY Finite n-torsion
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Various maps of character lattices correspond contravariantly to F -homomorphisms
of groups of multiplicative type.
Group homomorphisms Homomorphisms of character lattices
µ →֒ T♯
i
−−։ T X →֒ X♯ ։ X♯/X
ν →֒ T
j
−−−։ T♯ X♯ →֒ n−1X։ n−1X/X♯
ν →֒ T[n] ։ µ X
♯/X →֒ n−1X/X։ n−1X/X♯
µˆ →֒ Tˆ[n] ։ νˆ Y
♯/nY →֒ Y/nY։ Y/Y♯
δ : T♯ −→ Tˆ Y
δ
−→ X♯
δ : µ
∼
−→ µˆ Y/Y♯
δ
−→ X♯/X.
For what follows, it will be important to consider the following group of multi-
plicative type over F , and its associated character lattice: define
(1.1) R = {(t, tˆ) ∈ T× Tˆ : δj(t) = tˆn}.
Write p : R → T and pˆ : R → Tˆ for the maps given by p(t, tˆ) = t and pˆ(t, tˆ) = tˆ.
The character lattice of R will be denoted V,
V =
X⊕ Y
〈(nδ(y),−ny) : y ∈ Y〉
.
The map p : R → T is surjective, since the corresponding map x 7→ (x, 0) from X
to V is injective. It follows quickly that the free rank of V is equal to the rank of T
(which equals the rank of X, Y, X♯, Y♯, etc.).
Consider the homomorphism e : V → X♯, e(x, y) = δ(y) + x. Proposition 1.1
implies that e is surjective, and thus defines an injective homomorphism e : T♯ →֒ R.
By consideration of rank, this identifies T♯ with the neutral component of R.
The component group π0R is a finite group of multiplicative type, whose charac-
ter lattice is identified with the kernel Ker(V
e
−→ X♯). Observe that, if (x, y) ∈ X⊕Y
and e(x, y) = 0, then x = −δ(y). It follows that δ(y) ∈ X, and so by Proposition
1.1 we find that y ∈ Y♯. We find that
Ker(V
e
−→ X♯) =
{(δ(y),−y) : y ∈ Y♯}
{(nδ(y),−ny) : y ∈ Y}
∼= Y♯/nY.
This identifies π0R with νˆ, giving a short exact sequence
(1.2) T♯
e
−֒→ R։ νˆ.
The kernel of i : T♯ → T is identified with µ. Similarly, we compute the kernel
of p : R→ T. The finite group scheme Ker(p) has character lattice
V
{(x, 0) : x ∈ X}
=
X⊕ Y
X⊕ nY
∼=
Y
nY
.
Thus we find a short exact sequence
(1.3) Tˆ[n] →֒ R։ T.
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Chasing the character lattices around, the exact sequences (1.2) and (1.3) fit into
a commutative diagram with exact rows and columns.
(1.4)
µ T
♯
T
Tˆ[n] R T
νˆ νˆ
e
i
e =
=
1.3. Center for local fields. Now assume that F is a local field, and write T =
T(F ), R = R(F ), etc.. Assume that#µn(F ) = n. Taking F -points of the extension
K2 →֒ T
′
։ T, and pushing out via the Hilbert symbol Hilbn yields a central
extension of locally compact groups (see [BD01, Construction 10.3])
(1.5) µn →֒ T˜ ։ T.
The Kummer sequences for the tori T, T♯, and Tˆ, yield a commutative diagram
with exact rows.
(1.6)
T/n H
1
e´t(F,T[n]) H
1
e´t(F,T)[n]
T ♯/n H
1
e´t(F,T
♯
[n]) H
1
e´t(F,T
♯)[n]
Tˆ/n H
1
e´t(F, Tˆ[n]) H
1
e´t(F, Tˆ)[n]
κ
j j j
κ
δ δ δ
κ
As sheaves on Fe´t, T[n] represents Y⊗µn and Tˆ[n] represents X⊗µn. Tate local
duality provides a perfect pairing:
(1.7) H1e´t(F,T[n])×H
1
e´t(F, Tˆ[n])
Tate
−−−→ µn.
Define a pairing by composing the Tate pairing with the Kummer coboundary,
HilbT : T/n × Tˆ/n → µn, HilbT (t, tˆ) = Tate(κ t,κ tˆ).
We call this a Hilbert pairing, since for T = Gm it coincides with the Hilbert
symbol.
Lemma 1.2. If H1e´t(F,T)[n] = H
1
e´t(F, Tˆ)[n] = 0, then the Hilbert pairing HilbT is
nondegenerate. In particular, if T is a quasitrivial torus, then HilbT is nondegen-
erate.
Proof. The conditions of the Lemma imply that the Kummer coboundaries κ are
isomorphisms, and so the Lemma follows directly from nondegeneracy of the Tate
pairing. 
From [BD01, §7.5, §7.6, §9.8.3], the commutator of the extension (1.5) is an
alternating bilinear form Comm: T × T → µn, given by
(1.8) Comm(t1, t2) = HilbT (δjt1, t2) = HilbT (t1, δjt2)−1.
Define
Z†(T ) = {t1 ∈ T : Comm(t1, t2) = 1 for all t2 ∈ T }.
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The center of T˜ fits into a short exact sequence of abelian groups
µn →֒ Z(T˜ )։ Z
†(T ).
Tate local duality and (1.8) enable a description of Z†(T ).
Theorem 1.3. There are containments:
Im
(
T ♯
i
−→ T
)
⊂ Im (R→ T ) ⊂ Z†(T ).
Each inclusion has finite index, bounded as below.
#
(
Z†(T )
Im(R→ T )
)
≤ #H1e´t(F,T)[n],
#
(
Im(R→ T )
Im(T ♯ → T )
)
=
#(R/T ♯) ·#µ
#Tˆ[n]
≤
#ν ·#µ
#Tˆ[n]
.
In particular, Z†(T ) = Im(R
ι
−→ T ) if T is an quasitrivial torus. These contain-
ments are equalities if T is split.
Proof. We begin by studying the inclusion
Im (R→ T ) ⊂ Z†(T ).
The commutator formula (1.8) implies that
Z†(T ) = {t1 ∈ T : HilbT (δjt1, t2) = 1 for all t2 ∈ T } ,
= {t1 ∈ T : Tate(κ δjt1,κ t2) = 1 for all t2 ∈ T } .
The Kummer sequences (1.6) and Tate local duality give
Im(R→ T ) = {t1 ∈ T : δjt1 = tˆ
n for some tˆ ∈ Tˆ },
= {t1 ∈ T : κ δjt1 = 1},
= {t1 ∈ T : Tate(κ δjt1, η) = 1 for all η ∈ H
1
e´t(F,T[n])}.
The map t1 7→ Tate(κ δjt1, •) and the Kummer sequence for T give an injective
homomorphism
Z†(T )
Im(R→ T )
→֒ Hom
(
H1e´t(F,T[n])
κ(T/n)
, µn
)
∼= Hom
(
H1e´t(F,T)[n], µn
)
.
This demonstrates the first part of the theorem. Also, if T is quasitrivial then
H1e´t(F,T) = 0 and so Z
†(T ) = Im(R→ T ) as claimed.
Diagram (1.4) identifies
Im(R→ T )
Im(T ♯ → T )
∼=
R/Tˆ[n]
T ♯/µ
∼=
R/T ♯
Tˆ[n]/µ
.
As R/T ♯ is identified with a subgroup of ν, the second part of the Theorem follows.
When T is a split torus, the sequence µ →֒ Tˆ[n] ։ ν is exact, by considerations
of cardinality alone. It follows that, when T is split, we have
Im(R→ T ) = Im(T ♯ → T ),
finishing the proof of the Theorem. 
Remark 1.4. Our earlier paper [Wei09] demonstrated that Z†(T ) = Im(T ♯ → T )
when T is split.
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The isogeny (on F -points) T ♯
i
−→ T plays a critical role in our parameterization
of representations of T˜ . For this reason, we give its image a name.
Definition 1.5. Define C†(T ) = Im(T ♯ → T ). The central core of T˜ is defined to
be the preimage C(T˜ ) of C†(T ) in T˜ :
µn →֒ C(T˜ )։ C
†(T ).
The central core of T˜ lies inside the center of T˜ . The previous Theorem estimates
the index.
#
(
Z(T˜ )
C(T˜ )
)
≤ #H1e´t(F,T)[n] ·
(
#ν ·#µ
#Tˆ[n]
)
.
1.4. Center for global fields. Now suppose that F is a global field, T is a torus
over F , and K2 →֒ T
′
։ T is a central extension. Suppose that #µn(F ) = n. The
construction of [BD01, §10.4] gives a central extension
µn →֒ T˜A ։ TA,
canonically split over TF .
Let V be the set of places of F , and for every place v ∈ V , write Tv = T(Fv).
Let µn →֒ T˜v ։ Tv be the central extension obtained from T˜A by pulling back, and
let Z˜v denote the center of T˜v. The extension T˜v is naturally identified with the
the extension obtained by [BD01, Construction 10.3] and the Hilbert symbol, as
in the last section. At almost all places v ∈ V (excluding all archimedean places
and those where a splitting field of T ramifies, among others), the construction of
[BD01, §10.7] provides a splitting T ◦v →֒ T˜v over the maximal compact subgroup
T ◦v ⊂ Tv.
Let Z˜A denote the center of T˜A. The center of T˜v fits into a short exact sequence
µn →֒ Z˜v ։ Z
†
v,
where we write Z†v to abbreviate Z
†(Tv). The commutator pairing on TA is the
product of local commutator pairings:
Comm(x, y) =
∏
v∈V
Comm(xv, yv),
for all x, y ∈ TA. Hence the center of T˜A fits into a short exact sequence
µn →֒ Z˜A ։ Z
†
A
,
where
(1.9) Z†
A
= {(tv)v∈V ∈ TA : tv ∈ Z
†
v for all v ∈ V}.
This identifies Z†
A
as the restricted direct product of the groups Z†v with respect to
their open compact subgroups Z◦v = Z
†
v ∩ T
◦
v .
The center of T˜A can be characterized analogously to Theorem 1.3.
Theorem 1.6. There are containments:
Im
(
T ♯
A
→ TA
)
⊂ Im (RA → TA) ⊂ Z
†
A
.
If H1e´t(Fv ,T)[n] = 0 for all places v (in particular, if T is a quasitrivial F -torus),
then
Z†
A
= Im (RA → TA) .
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If T is split over F , then
Z†
A
= Im
(
T ♯
A
→ TA
)
.
Proof. By the local description of Z†
A
in (1.9), and the local containments of The-
orem 1.3, we find the local containments of the Theorem:
Im
(
T ♯
A
→ TA
)
⊂ Im (RA → TA) ⊂ Z
†
A
.
For what follows, choose models of R and T and the homomorphism R → T,
over the S-integers OS ⊂ F , for some finite set of places S. For v ∈ V − S, we
obtain compact open subgroups R◦v = R(Ov) ⊂ Rv = R(Fv), and T
◦
v = T(Ov) ⊂
Tv = T(Fv). Choosing different integral models of R and T will only change R◦v
and T ◦v at a finite set of places.
Suppose that H1e´t(Fv,T)[n] = 0 for all places v ∈ V , and t = (tv) ∈ Z
†
A
. For all
v ∈ V , there exists (by Theorem 1.3) an element rv ∈ Rv which maps to tv via
R→ T. It remains to check that the resulting family of elements (rv) is an element
of RA. In other words, we must check that rv ∈ R◦v for almost all places v ∈ V .
The algebraic homomorphism p : R → T corresponds to an injective map of
character groups p : X →֒ V. Let E be a finite Galois extension of F , such that X
and V restrict to constant sheaves on Ee´t. Let w be a place of E lying above v,
with v 6∈ S nonarchimedean place, and write Ow for the ring of integers in Ew .
Étale descent characterizes the subgroups T ◦v ⊂ Tv and R
◦
v ⊂ Rv:
R◦v = {s ∈ Rv : φ(s) ∈ O
×
w for all φ ∈ V[E]};
T ◦v = {t ∈ Tv : ξ(s) ∈ O
×
w for all ξ ∈ X[E]}.
If rv ∈ Rv maps to tv ∈ T ◦v , then ξ(tv) = p(ξ)(rv) ∈ O
×
w for all ξ ∈ X[E]. But
the cokernel of p : X[E] →֒ V[E] is finite, so for all φ ∈ V[E], φ(rv)N ∈ O×w for
some positive integer N . Since E×w /O
×
w
∼= Z, this implies that φ(rv) ∈ O×w for all
φ ∈ V[E]. Hence rv ∈ R◦v.
Since tv ∈ T ◦v for almost all places, we find that rv ∈ R
◦
v at almost all places.
Thus r = (rv) ∈ RA.
In the split case, the same arguments apply, replacing R by T♯ as needed. 
2. Irreducible representations, local case
Let T be a torus over a local field F and consider a covering
µn →֒ T˜ ։ T
as in Section 1.3. There is a unique maximal compact subgroup T ◦ ⊂ T , and its
preimage T˜ ◦ is a maximal compact subgroup of T˜ .
The commutator pairing descends to a nondegenerate alternating bilinear form
(on a finite n-torsion abelian group)
Comm :
T
Z†(T )
×
T
Z†(T )
→ µn.
It follows that there is a Lagrangian decomposition L×L∗ = T/Z†(T ); this means
that L,L∗ are subgroups of T/Z†(T ) such that Comm: L× L∗ → µn identifies L∗
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with the Pontrjagin dual of L, L · L∗ = T/Z†(T ), and
Comm(x, y) = 0 for all x, y ∈ L,
Comm(x, y) = 0 for all x, y ∈ L∗.
In particular, the quotient T/Z†(T ) has order (#L)2. The order of such a La-
grangian subgroup L will be called the central index of T˜ , written:
Zind(T˜ ) :=
√
#(T/Z†(T )) = #L.
When K is a compact lc-group, an irrep ofK will mean an irreducible continuous
representation of K on a finite-dimensional complex vector space. We write Π(K)
for the set of equivalence classes of such irreps.
If K → GL(V ) is a representation of K on a complex vector space, and [ρ,W ] ∈
Π(K) is an equivalence class of irreps, then we write V[ρ] for the isotypic subspace,
V[ρ] = SpanC{Im(f) : f ∈ HomK(W,V )}.
In what follows, we define irreducible admissible ǫ-genuine representations of T˜ ,
construct them by means of Lagrangian subgroups, and classify them by central
character. Much of this is “well-known” and we mention [Wei09] and [ABP+07] and
[KP84] as other locations where such results appear.
2.1. Admissible representations. We define admissible representations of T˜ , be-
ginning in the nonarchimedean case. Recall that T˜ ◦ is a maximal compact subgroup
of T˜ .
2.1.1. Nonarchimedean case.
Definition 2.1. Suppose that F is nonarchimedean, so that T˜ is a totally dis-
connected lc-group. An admissible representation of T˜ means a representation
π : T˜ → GL(V ) such that V =
⊕
ρ V[ρ] is the direct sum of its T˜
◦-isotypic sub-
spaces, and each V[ρ] is finite-dimensional. An admissible representation (π, V ) is
called irreducible if its only T˜ -stable subspaces are {0} and V itself.
Remark 2.2. In the nonarchimedean setting, every admissible representation (π, V )
of T˜ is smooth: every vector v ∈ V has open stabilizer in T˜ . Every irreducible
smooth representation of T˜ is admissible. We use admissible representations mostly
for consistency with what comes later.
2.1.2. Archimedean case. Now suppose that F is archimedean, so that T˜ → T is a
covering of Lie groups. As a topological group, T is isomorphic to a product of some
copies of R×, some copies of C×, and some copies of U(1). There are a few different
“brands” of representation theory for noncompact Lie groups, but we demonstrate
here that the “Harish-Chandra module” approach coincides with the straightforward
“continuous finite-dimensional approach” when it comes to representations of T˜ .
Write N for the neutral component of T and N˜ for the neutral component of
T˜ . Beware that N˜ may not coincide with the preimage of N in T˜ , although the
projection T˜ → T restricts to a surjective map N˜ → N . Write N◦ = N ∩ T ◦ and
N˜◦ = N˜ ∩ T˜ ◦. These are maximal compact subgroups of N and N˜ , respectively.
Note that N˜◦ and N◦ are honest tori – products of circles – and N˜◦ → N◦ is
a cover of finite degree (dividing n). By connectedness and the continuity of the
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commutator, we find that N˜ is contained in the center of T˜ . Since T = T ◦ ·N , we
have T˜ = T˜ ◦ · N˜ as well. More precisely, multiplication gives an isomorphism
T˜ ◦ ×N˜◦ N˜ :=
T˜ ◦ × N˜
〈(u˜, 1) = (1, u˜) : u˜ ∈ N˜◦〉
∼
−→ T˜ .
Define t to be the complexified Lie algebra of T , and t◦ to be the complexified
Lie algebra of T ◦. The cover N˜ → N identifies t with the complexified Lie algebra
of N˜ (hence of T˜ ), and identifies t◦ with the complexified Lie algebra of N˜◦.
Definition 2.3. An admissible representation of T˜ means a (t, T˜ ◦)-module V , such
that V =
⊕
ρ V[ρ] is the direct sum of its T˜
◦-isotypic subspaces, and each V[ρ] is
finite-dimensional. An admissible representation V of T˜ is called irreducible if its
only (t, T˜ ◦)-stable subspaces are {0} and V itself.
Remark 2.4. Here, an (t, T˜ ◦)-module is a special case of the general notion of a
(g,K)-module. In other words, it requires simultaneous actions t → End(V ) and
T˜ ◦ → GL(V ), such that the differential of the latter coincides with the former
after restriction to T˜ ◦. The condition on (g,K)-modules that reads (Ad(k)X)v =
kXk−1v (for X ∈ g, k ∈ K) corresponds here to the condition that the t-action
and T˜ ◦-action commute.
Consider now a finite-dimensional continuous irreducible representation π : T˜ →
GL(V ). Since N˜ ⊂ Z(T˜ ) and T˜ = T˜ ◦ · N˜ , we find that (π, V ) is irreducible when
restricted to its maximal compact subgroup T˜ ◦. Moreover, we find by Schur’s
lemma that N˜ acts via a continuous (hence smooth) character χ : N˜ → C×. This
yields the structure of a (t, T˜ ◦)-module on V , with t acting by dχ.
Conversely, given an irreducible (t, T˜ ◦)-module V , the commutativity of t (and
the fact that its action commutes with T˜ ◦) implies that V is irreducible as a rep-
resentation of T˜ ◦ alone. The coincidence of the t action and the T˜ ◦ action after
restriction to the subgroup N˜◦ implies that the t action is the derivative of a char-
acter of N˜ . Putting this together, we find the following result.
Proposition 2.5. The construction above gives a bijection between the sets of...
• equivalence classes of finite-dimensional continuous irreducible representa-
tions π : T˜ → GL(V );
• equivalence classes of irreducible admissible representations of T˜ .
Hereafter, an irreducible admissible representation of T˜ (by definition, an (t, T˜ ◦)-
module) will be thought of as a finite-dimensional continuous irreducible represen-
tation of the group T˜ .
2.1.3. General classification. Now take F to be a local field, archimedean or nonar-
chimedean. An admissible representation of T˜ is called unitary, if there exists a
positive-definite T˜ -invariant Hermitian form on the space of the representation.
Definition 2.6. Define Πǫ(T˜ ) to be the set of equivalence classes of irreducible
ǫ-genuine admissible representations of T˜ . Define Πuǫ (T˜ ) to be the subset of equiv-
alence classes of unitary representations.
A description ofΠǫ(T˜ ) in the nonarchimedean case follows from [Wei09, Theorem
3.1] (based on previous work of many others). This is an analogue of the far older
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Stone von-Neumann theorem. The archimedean case can be found in [ABP+07,
Proposition 2.2].
Theorem 2.7. Let χ : Z(T˜ )→ C× be an ǫ-genuine continuous character. Choose a
Lagrangian decomposition L×L∗ = T/Z†(T ) = T˜/Z(T˜ ), and let M˜ be the preimage
of L in T˜ (so M˜ is a maximal commutative subgroup of T˜ ). Let χM be an extension
of χ to M˜ and let π = IndT˜
M˜
χM be the (algebraically) induced representation.
Then π is an irreducible admissible ǫ-genuine representation of T˜ of dimension
Zind(T˜ ) and central character χ, and its equivalence class does not depend on the
choice of Lagrangian decomposition nor on the choice of extension of χ. If π′ is
any irreducible representation of T˜ of central character χ, then π′ is equivalent to
π. The representation π is unitary if and only if the character χ is unitary.
Remark 2.8. Strictly speaking, [ABP+07, Proposition 2.2] does not mention the
construction of irreducible representations by induction from a polarizing subgroup.
But this follows easily from examination of the character below.
This theorem determines a bijection
Πǫ(T˜ )↔ Homǫ(Z(T˜ ),C
×).
For χ ∈ Homǫ(Z(T˜ ),C×), write [πχ] for the equivalence class of Ind
T˜
M˜
χM defined
above.
The representation [πχ] is a finite-dimensional representation, induced from a
character of a finite-index subgroup. As such, its character is straightforward to
compute.
Proposition 2.9. The character of [πχ] is given by
Tr[πχ](t˜) =
{
Zind(T˜ ) · χ(t˜) if t˜ ∈ Z(T˜ );
0 otherwise .
Proof. If t˜ ∈ Z(T˜ ), then πχ(t˜) is the scalar operator χ(t˜), operating on a space of
dimension Zind(T˜ ). This verifies the proposition when t˜ ∈ Z(T˜ ).
When t˜ 6∈ Z(T˜ ), it projects to an element t ∈ T with t 6∈ Z†(T ). There exists a
Lagrangian decomposition L × L∗ = T/Z†(T ), such that L contains t mod Z†(T ).
Let M˜ be the preimage of L in T˜ . The projection M˜ ։ L and the identification
L∗ = Hom(L, µn), allows every element λ∗ ∈ L∗ to be viewed as a character of M˜ .
Fixing one extension χM ∈ Hom(M˜,C×) of χ, the restriction of πχ to M˜ is a
direct sum of characters:
ResM˜ πχ =
⊕
λ∗∈L∗
χM · λ
∗.
Since t˜ projects to a nontrivial element of L,
Tr[πχ](t˜) = χM (t˜) ·
∑
λ∗∈L∗
λ∗(t˜) = 0.

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2.2. Central core character and pouches. The central character gives a bijec-
tion,
Πǫ(T˜ )↔ Homǫ(Z(T˜ ),C
×).
However, the center of T˜ is difficult to describe in general. Instead, we have de-
scribed the subgroup
C(T˜ ) = Im
(
T˜ ♯ → T˜
)
⊂ Z(T˜ ),
called the central core.
2.2.1. Central core character. Since C(T˜ ) is a subgroup of Z(T˜ ) of finite index,
restriction gives a surjective map
Homǫ(Z(T˜ ),C
×)։ Homǫ(C(T˜ ),C
×),
whose fibres have constant cardinality #
(
Z†(T )/C†(T )
)
. Define the core index of
T˜ by
Cind(T˜ ) = #
(
Z†(T )/C†(T )
)
.
Definition 2.10. Suppose that [π] ∈ Πǫ(T˜ ). The central core character of [π] is
defined to be the character of C(T˜ ) obtained by taking the central character and
restricting to C(T˜ ). This gives a finite-to-one surjective map
Πǫ(T˜ )→ Homǫ(Z(T˜ ),C
×)→ Homǫ(C(T˜ ),C
×).
We say that two equivalence classes [π1], [π2] ∈ Πǫ(T˜ ) belong to the same pouch if
they have the same central core character.
In this way, Πǫ(T˜ ) is partitioned into pouches, and each pouch has cardinality
equal to the core index Cind(T˜ ). For all ξ ∈ Homǫ(C(T˜ ),C×), write Pξ ⊂ Πǫ(T˜ )
for the pouch with central core character ξ.
Corollary 2.11. For all ξ ∈ Homǫ(C(T˜ ),C
×),∑
[π]∈Pξ
Tr[π](t˜) =
{
Cind(T˜ ) · Zind(T˜ ) · ξ(t˜) if t˜ ∈ C(T˜ );
0 otherwise.
Proof. This follows directly from Proposition 2.9, and standard facts about char-
acters of finite abelian groups. 
While we like to put irreducible representations together into pouches, for later
purposes of parameterization, it is useful to parameterize the elements of the
pouches so as not to forget the individual representations.
Define the group P (T ) = Z†(T )/C†(T ) with cardinality Cind(T˜ ). Pushing out
via ξ yields a group Pξ(T ) = Z(T˜ )/Ker(ξ) fitting into commutative diagram with
exact rows.
C(T˜ ) Z(T˜ ) P (T )
C× Pξ(T ) P (T ).
ξ =
The elements of Pξ are in bijection wth characters of Z(T˜ ) extending ξ. To give
a character of Z(T˜ ) extending ξ is the same as giving a splitting of the bottom
row of this commutative diagram. Such splittings may be thought of as “twisted
characters” of the finite group P (T ), and they parameterize the elements of the
pouch Pξ.
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2.2.2. Pulling back to T˜ ♯. Recall that the central core C(T˜ ) is the image of the map
T˜ ♯ → T˜ . Here, T˜ ♯ fits into an abelian extension
µn →֒ T˜
♯
։ T ♯,
which also arises from the construction of Brylinski-Deligne. An ǫ-genuine character
ξ : C(T˜ )→ C× pulls back to an ǫ-genuine character φ : T˜ ♯ → C×.
Putting it all together, we find a map
Πǫ(T˜ )։ Homǫ(C(T˜ ),C
×) →֒ Homǫ(T˜
♯,C×) = Πǫ(T˜
♯).
The kernel of T ♯
i
−→ T is the finite group µ = µ(F ). We expect that in a
Langlands-style parameterization ofΠǫ(T˜ ), the following intermediate theorem will
be useful. It also serves to summarize the results of this section.
Theorem 2.12. Let T be a torus over a local field. Let K2 →֒ T
′
։ T be a central
extension, and n ≥ 1 a positive integer for which #µn(F ) = n. Let µn →֒ T˜ ։ T
be the resulting central extension. Let i : T♯ → T the resulting isogeny with kernel
µ. The map [π]→ ξ ◦ i, sending an element of Πǫ(T˜ ) to the pullback (via i) of its
central core character ξ, defines a finite-to-one function
Φ: Πǫ(T˜ )→ Homǫ(T˜
♯,C×) = Πǫ(T˜
♯).
The image of this finite-to-one map consists of those ǫ-genuine characters of T˜ ♯
which are trivial on µ. The nonempty fibres, called pouches, have cardinality equal
to Cind(T˜ ), which is bounded by #H1e´t(F,T)[n] ·#ν ·#µ/#Tˆ[n]. In particular, if T
is split, then the pouches are singletons and Πǫ(T˜ ) embeds into Πǫ(T˜
♯).
3. Unramified representations
In this section, let T be a torus over O, the ring of integers in a nonarchimedean
local field F with residue field Fq. Let T ◦ = T(O) and T = T(F ). The valuation
on F will always be normalized so that val : F×/O×
∼
−→ Z is an isomorphism. Let
n be a positive integer which divides q− 1; thus µn(Fq) is a cyclic group of order n,
identified via the Teichmuller lift with µn(F ). If z ∈ O, we write z¯ for its projection
in Fq.
It will be helpful to choose an unramified extension E/F over which T splits.
WriteOE for the ring of integers in E. Let Fr be a generator ofGal(E/F ). The étale
local systems X and Y are encoded in the Z[Fr]-modules X = X[E] and Y = Y[E],
in Fr-invariant duality
〈·, ·〉 : X × Y → Z, 〈Fr(x),Fr(y)〉 = 〈x, y〉.
As T splits over E, we may identify Galois-fixed characters and cocharacters with
those fixed by Frobenius:
Y Fr = H0e´t(F,Y), X
Fr = H0e´t(F,X).
There is a unique isomorphism valT : T/T ◦
∼
−→ Y Fr such for all ξ ∈ X and all t ∈ T ,
val(ξ(t)) = 〈ξ, valT (t)〉.
Throughout this section, let K2 →֒ T
′
։ T be a central extension defined over
O. Such central extensions have been described and classified in [Wei14]. This
gives a central extension
µn →֒ T˜ ։ T,
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together with a splitting T ◦ →֒ T over the maximal compact subgroup T ◦ (see also
[BD01, §10.7]).
Brylinski and Deligne associate two invariants to the extension K2 →֒ T
′
։ T.
We describe these invariants (in the O-integral case) in [Wei14]. The first invariant
gives a Fr-invariant quadratic form Q : Y → Z. The second invariant is a central
extension of sheaves of groups on Oe´t,
Gm →֒ D։ Y.
Writing D◦ = D[OE ], this extension gives a Fr-equivariant central extension of
groups,
O×E →֒ D
◦
։ Y.
3.1. Genuine spherical representations. The theory of ǫ-genuine spherical rep-
resentations of T˜ has been developed to some extent in [Wei09, §5, §6], [Li14, §3.2],
and [Lys14]. We go further here, exploiting some of the structural results of [Wei14].
But first, we recall the basic definitions.
Definition 3.1. An ǫ-genuine spherical representation of T˜ is an ǫ-genuine smooth
representation which is generated by its T ◦-fixed vectors. With T˜ -intertwining
maps as morphisms, these form an abelian category Repǫ(T˜ ;T
◦).
Definition 3.2. The ǫ-genuine spherical Hecke algebra is the set Hǫ(T˜ ;T ◦) of
compactly-supported functions f : T˜ → C satisfying
f(ζk1 t˜k2) = ǫ(ζ)f(t˜) for all ζ ∈ µn, k1, k2 ∈ T ◦, t˜ ∈ T˜ .
Fix the Haar measure on T for which T ◦ has measure 1. Convolution in the Hecke
algebra is given by
[f1 ∗ f2](t) =
∫
T
f1(x) · f2(x
−1t)dx.
(The reader may check that the integrand is a well-defined function on T = T˜/µn.)
When (π, V ) is a ǫ-genuine spherical representation of T˜ , the set V T
◦
of T ◦-
fixed vectors forms a module over the Hecke algebra Hǫ(T˜ ;T ◦). This defines an
equivalence of abelian categories:
Repǫ(T˜ ;T
◦)
∼
−→ Mod
(
Hǫ(T˜ ;T
◦)
)
.
3.2. Spherical Hecke algebra. We study the Hecke algebra Hǫ(T˜ ;T ◦) in order
to classify the spherical ǫ-genuine representations of T˜ . Define Z˜ = Z(T˜ ) and define
Z† = Z˜/µn as before. Define M˜ = ZT˜ (T
◦) and let M † = M˜/µn. These groups fit
into a commutative diagram with exact rows:
µn Z˜ Z
†
µn M˜ M
†.
=
The main technical tool for understanding the Hecke algebra Hǫ(T˜ ;T ◦) is the
following theorem, which mostly follows from [Wei09, §6].
Theorem 3.3. M˜ is a maximal commutative subgroup of T˜ . Moreover,
(1) m ∈M † if and only if val(m) ∈ Y ♯Fr.
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(2) M˜ = Z˜ · T ◦.
Proof. The fact that m ∈ M † if and only if valT (m) ∈ Y ♯Fr is the content of
[Wei09, Proposition 6.4].
Since M˜ contains µnT ◦, and Z˜ contains µn, the second assertion is equivalent
to the assertion that
valT (M
†) = valT (Z
†).
For this, suppose that val(m) ∈ Y ♯Fr. Then [Wei09, Theorem 5.8] implies that there
exists t◦ ∈ T ◦ such thatmt◦ ∈ Z†. In the notation of loc. cit., ifm = y1(̟)y¯2(ζE)t1,
then set t◦ = y¯2(ζE)t1 ∈ T ◦ and note thatm·(t◦)−1 ∈ Z†. Since val(m) = val(mt◦),
we find that valT (M †) = valT (Z†). Therefore
M˜ = Z˜ · T ◦.
Finally, we recall from [Wei09, Corollary 6.5] that M˜ is abelian. It is a maximal
commutative subgroup of T˜ , as any larger subgroup would fail to centralize T ◦. 
Corollary 3.4. Every ǫ-genuine irreducible representation of T˜ has dimension
Zind(T˜ ) = #
(
Y Fr/Y ♯Fr
)
.
Proof. We have found that M˜ is a maximal commutative subgroup of T˜ , so every
genuine irrep of T˜ is induced from a character of M˜ . The valuation val provides an
isomorphism:
val : T˜/M˜
∼
−→ Y Fr/Y ♯Fr.

Remark 3.5. The formula of [LS10, Proposition 4.2] is a special case of the above.
Definition 3.6. The support of Hǫ(T˜ ;T ◦) is
{t˜ ∈ T˜ : f(t˜) 6= 0 for some f ∈ Hǫ(T˜ ;T
◦)}.
Note that the Hecke algebra is supported on a set of the form ΛµnT ◦, for some
subset Λ ⊂ T˜/µnT ◦ = T/T ◦. The valuation isomorphism valT : T/T ◦
∼
−→ Y Fr
suggests that we describe Λ as a subset of Y Fr.
Corollary 3.7. The support of Hǫ(T˜ ;T
◦) equals M˜ . In other words, the valuation
of the support of the Hecke algebra is Y ♯Fr.
Proof. If t˜ ∈ T˜ and t˜ 6∈ M˜ , then there exists k ∈ T ◦ such that kt˜k−1t˜−1 = ζ 6= 1.
It follows that for all f ∈ Hǫ(T˜ ;T ◦),
f(t˜) = f(kt˜k−1) = f(ζt˜) = ǫ(ζ)f(t˜)
and so f(t˜) = 0 (since ǫ is an injective character).
On the other hand, if m˜ ∈ M˜ then we may define a function δm˜ supported on
m˜T ◦µn, by the formula
(3.1) δm˜(m˜kζ) = ǫ(ζ), for all k ∈ T ◦, ζ ∈ µn.

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In what follows, define Λ = Y ♯Fr, and define Λ˜ = M˜/T ◦. Since the valuation
identifies M †/T ◦ with Λ, we get a commutative diagram of abelian groups with
exact rows and columns as in [Wei09, §6].
T ◦ T ◦
µn M˜ M
†
µn Λ˜ Λ.
=
= val
The previous Corollary gives a set of vectors spanning Hǫ(T˜ ;T ◦) as a complex
vector space; for any λ˜ = m˜T ◦ ∈ Λ˜, define δλ˜ = δm˜. These do not form a basis,
due to the linear relations:
δζλ˜ = ǫ(ζ)
−1 · δλ˜, for all ζ ∈ µn, λ˜ ∈ Λ˜.
Theorem 3.8. The ǫ-genuine spherical Hecke algebra Hǫ(T˜ ;T
◦) is commutative.
The map λ˜ 7→ δλ˜ extends to a ring isomorphism
Cǫ[Λ˜] :=
C[Λ˜]
〈ζ − ǫ(ζ)−1 : ζ ∈ µn〉
∼
−→ Hǫ(T˜ ;T
◦).
Proof. Consider two elements λ˜, µ˜ ∈ Λ˜, representing cosets u˜T ◦ and v˜T ◦ (with
u˜, v˜ ∈ M˜) respectively. The convolution of δλ˜ and δµ˜ can be computed directly:
[δλ˜ ∗ δµ˜](t˜) =
∫
T
δλ˜(h)δµ˜(h
−1 t˜)dh,
= n−1
∑
ζ∈µn
∫
ζu˜T◦
ǫ(ζ)δµ˜(h˜
−1t˜)dh˜,
= n−1
∑
ζ∈µn
∫
T◦
ǫ(ζ)δµ˜(ζ
−1u˜−1k−1t˜)dk,
=
∫
T◦
δµ˜(k
−1u˜−1t˜)dk,
=
{
ǫ(ζ) if t˜ ∈ ζu˜v˜T ◦ for some ζ ∈ µn;
0 otherwise.
Thus we find that
δλ˜ ∗ δµ˜ = δλ˜·µ˜.
Equation (3.1) demonstrates that the map λ˜ 7→ δλ˜ is a well-defined ring homo-
morphism. The fact that it is an isomorphism follows from the bijectivity of
valT : T/T
◦ → Λ. Since Λ˜ is commutative, we find that the Hecke algebra is also
commutative. 
In other words, the ǫ-genuine spherical Hecke algebra is the coordinate ring of a
“commutative quantum torus” at an nth root of unity, as in [Wei09, Remark 6.9].
Corollary 3.9. Let (π, V ) be an ǫ-genuine irreducible spherical representation of
T˜ . Then the space V T
◦
of T ◦-spherical vectors is one-dimensional.
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3.3. Functorial description of the Hecke algebra. Beginning with a central
extensionK2 →֒ T
′
։ T overO and a positive n dividing q−1, we have constructed
an extension of abelian groups
µn →֒ Λ˜։ Λ,
through a multi-step process: take F -points, push out via the Hilbert symbol, pull
back to {t ∈ T : val(t) ∈ Λ}, quotient by T ◦. The result is a commutative extension
of Λ by µn, an object of Ext(Λ, µn).
Up to natural isomorphism, the result can also be obtained by the following
process: let TΛ denote the (split) torus over O with cocharacter lattice Λ = Y ♯Fr;
pull back the central extension to obtain K2 →֒ T
′
Λ ։ TΛ; take F -points, push out
via the Hilbert symbol, and quotient by T ◦Λ = TΛ(O).
Thus to understand the extension µn →֒ Λ˜ ։ Λ, it suffices (replacing T by TΛ
if necessary) to assume that Y = Λ, i.e., that T is a split torus and Y = Y ♯.
So now assume T be a split torus over O with character lattice Y . If Q : Y → Z
is a quadratic form (and the integer n is fixed as always), we say that Q is sharp if
Y = Y ♯ = {y ∈ Y : Q(y + y′)−Q(y)−Q(y′) ∈ nZ for all y′ ∈ Y }.
Define the Picard category C(Y ) = CExtO(T,K2). Our conventions for Picard
categories follow [Wei14] (following [Gro73]), and in particular all Picard categories
will be strictly commutative. Each object of this category yields (after [BD01] and
[Wei14]) a “first invariant,” a quadratic form Q : Y → Z. Moreover, this defines a
bijection from the set of isomorphism classes in C(Y ) and the set of quadratic forms
Sym2X . Define C♯(Y ) to be the full subcategory of objects whose first invariants
are sharp quadratic forms.
Define E(Y ) = Ext(Y, µn), the Picard category of abelian extensions µn →֒ Y˜ ։
Y , with monoidal structure given by the Baer sum. For any object K2 →֒ T
′
։ T
of C♯(Y ), define H(T′) = Y˜ , where µn →֒ Y˜ ։ Y is the extension described by
the construction above (we use Y˜ instead of Λ˜ since Y = Λ here). Each step in
the construction is given by an additive functor of Picard categories, and thus the
construction of Y˜ defines an additive functor of Picard categories,
H : C♯(Y )→ E(Y ).
On the other hand, the second Brylinski-Deligne invariant (adapted to the in-
tegral setting in [Wei14]) defines a central extension of groups O× →֒ D◦ ։ Y .
Consider the surjective homomorphism hn : O× ։ µn, sending w ∈ O× (with re-
duction w¯ ∈ F×q ) to the Teichmüller lift of w¯
(q−1)/n. Pushing out via hn gives an
extension
µn →֒ (hn)∗D
◦
։ Y.
If Q (the first invariant of T′) is sharp, then (hn)∗D◦ is commutative by the com-
mutator formula of [BD01, Proposition 3.11]. The construction of (hn)∗D◦ from
T
′, via the second invariant and pushing out, defines an additive functor of Picard
categories
D : C♯(Y )→ E(Y ).
As the functor H determines the ǫ-genuine spherical Hecke algebra, while D is de-
termined by the Brylinski-Deligne invariants alone, the following theorem describes
the Hecke algebra in terms of the Brylinski-Deligne invariants.
Theorem 3.10. There is a natural isomorphism of additive functors N : H
∼
=⇒ D.
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K2 →֒ T
′
։ T
K2(F ) →֒ T
′(F )։ T O× →֒ D◦ ։ Y
µn →֒ T˜ ։ T
µn →֒ Y˜ ։ Y µn →֒ (hn)∗D
◦
։ Y
F -points Brylinski-Deligne invariant
H D
pushout via Hilbn
pushout via hn
quotient by T◦
N
∼
Figure 3.1. The two functors H and D, beginning with an object
K2 →֒ T
′
։ T of C♯(Y ).
Proof. We follow the methods of [Wei14, Theorem 4.4], to reduce the proof to the
case of “incarnated” extensions of tori. Begin with an extension K2 →֒ T
′
։ T
over O, incarnated by an element C ∈ X ⊗X as in [BD01, §3.10, 3.11]. Thus, if
C =
∑
ij cijxi ⊗ xj , then T
′ = T × K2 (as a Zariski sheaf) with multiplication
given by the rule
(s, α) · (t, β) =
st, αβ ·∏
i,j
{xi(s), xj(t)}
cij
 .
We apply the functor H to T′, tracing down the left side of Figure 3.1. The
pushout of T′(F ) via Hilbn gives T˜ = T × µn, with
(s, ζ1) · (t, ζ2) =
st, ζ1ζ2 ·∏
i,j
Hilbn(xi(s), xj(t))
cij
 .
We find T ◦ embedded via t 7→ (t, 1); the quotient T˜/T ◦ forms the extension Y˜ =
Y × µn with
(3.2) (y1, ζ1) · (y2, ζ2) =
y1 + y2, ζ1ζ2 ·∏
i,j
(−1)cij〈xi,y1〉·〈xj ,y2〉·(q−1)/n
 .
Indeed, if ̟ ∈ F× and val(̟) = 1 then Hilbn(̟,̟) = (−1)(q−1)/n.
Now we apply the functor D to T′, tracing down the right side of Figure 3.1.
The second Brylinski-Deligne invariant of T′ is constructed in [Wei14, §3.3.2] by
first taking global sections over Gm /O = SpecO[υ±1],
H0zar(Gm /O,K2) →֒ H
0
zar(Gm /O,T
′)։ T(O[υ±1]).
Pulling back via Y → T(O[υ±1]), y 7→ y(υ) and pushing out via the residue map
in K-theory yields the Brylinski-Deligne invariant,
O× →֒ D◦ ։ Y.
The residue map ∂ : H0zar(Gm /O,K2) → H
0
zar(O,K1) = O
× sends the image of
{υ, υ} ∈ K2(O[υ
±1]) to −1 ∈ O×.
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We find that D◦ = Y ×O× as a set, with multiplication given by
(y1, u1) · (y2, u2) =
y1 + y2, u1u2 ·∏
i,j
(−1)cij〈xi,y1〉·〈xj,y2〉
 .
Pushing out via (hn)∗ yields the extension µn →֒ (hn)∗D◦ ։ Y , with (hn)∗D◦ =
Y × µn as a set, and multiplication given by
(3.3) (y1, ζ1) · (y2, ζ2) =
y1 + y2, ζ1ζ2 ·∏
i,j
(−1)cij〈xi,y1〉·〈xj ,y2〉·(q−1)/n
 .
The coincidence between (3.2) and (3.3) gives an isomorphism,
N : H(T′)
∼
−→ D(T′).
The automorphism group of T′ in the category CExtO(T,K2) is identified with
Hom(Y,O×) = X ⊗ O×, by the main results of [Wei14]. Suppose that x ⊗ w ∈
X ⊗O×, and consider the corresponding automorphism αx⊗w of T
′.
On T′ = T×K2, this automorphism has the following effect.
αx⊗w(t, α) = (t, α · {x(t), w}).
Tracing this down the left side of Figure 3.1, we find an automorphism of T˜ = T×µn,
αx⊗w(t, ζ) = (t, ζ ·Hilbn(x(t), w)).
On the quotient T˜/T ◦ = Y˜ , we find
(3.4) αx⊗w(y, ζ) =
(
y, ζ ·Θ(w¯)〈x,y〉·(q−1)/n
)
,
where Θ(w¯) denotes the Teichmüller lift of w¯ ∈ F×q . Indeed, if ̟ ∈ F
× and
val(̟) = 1, then Hilbn(̟,w) = Θ(w¯)(q−1)/n.
Now we trace αx⊗w down the right side of Figure 3.1. On the second Brylinski-
Deligne invariant, D◦ = Y ×O×, the automorphism has the effect
αx⊗u(y, u) = (y, u · w
〈x,y〉),
following [BD01, §3.11]. Pushing forward via hn, recalling hn(w) = Θ(w¯)(q−1)/n,
we find that αx⊗u has the following effect on (hn)∗D◦ = Y × µn.
(3.5) αx⊗u(y, ζ) =
(
y, ζ ·Θ(w¯)〈x,y〉·(q−1)/n
)
.
The coincidence between (3.4) and (3.5) implies that that isomorphismN : H(T′)
∼
−→
D(T′) respects automorphisms.
Next, consider two elements C0, C ∈ X⊗X such that C0(y, y) = C(y, y) = Q(y)
for some quadratic form Q. Write T′C0 and T
′
C for the resulting central extensions
of T by K2 over O. Let A = C − C0 ∈ X ⊗X . Writing A =
∑
i,j aijxi ⊗ xj , an
isomorphism from T′C0 to T
′
C is given by
α(s, κ) =
s, κ ·∏
i,j
{xi(s), xj(s)}
aij
 .
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We apply the functor H to the isomorphism α, to find an isomorphism from Y˜C0 =
Y × µn to Y˜C = Y × µn,
α(y, ζ) =
y, ζ ·∏
i,j
(−1)aij〈xi,y1〉〈xj ,y2〉·(q−1)/n
 .
Applying the functor D to the isomorphism α yields the same (as the extensions are
identified via N) isomorphism from (hn)∗D◦C0 to (hn)∗D
◦
C . Therefore, N respects
the isomorphism α.
The groupoid C♯(Y ) is equivalent to its full subcategory with objects the in-
carnated extensions {T′C : C ∈ X ⊗ X}. All morphisms in this full subcategory
are obtained by composing automorphisms and morphisms of the form α as above.
Hence there is a unique extension of N to a natural isomorphism of functors,
N : H
∼
=⇒ D.
One may check that N is compatible with the additive structure on these func-
tors, since the Baer sum of incarnated extensions in C♯ is obtained by adding
elements of X ⊗X . Hence N is a natural isomorphism of additive functors, as in
[Gro73, §1.4.6] 
4. Automorphic representations
Now let T be a torus over a global field F . Let K2 →֒ T
′
։ T be a central
extension defined over F . Let V be the set of places of F , Vfin the nonarchimedean
places, and V∞ the archimedean places. As noted in [BD01, §10.5], there exists a
finite set of places S ⊂ V , and a model of the central extension T′ defined over the
S-integers OS ⊂ F . Any two choices of model become isomorphic after restricting
to the S′-integers for some S′ ⊃ S, and any two such isomorphisms become equality
after restriction to some further S′′ ⊃ S′. In this way, we find for almost all v ∈ Vfin,
an integral model of K2 →֒ T
′
։ T over the local ring Ov. See [Wei14] for more
on integral models of these central extensions.
Let n be a positive integer for which #µn(F ) = n. We obtain a central extension
µn →֒ T˜A ։ TA,
endowed with a canonical splitting over TF . The integral models provide splittings
over T ◦v for almost all v ∈ Vfin.
4.1. Irreducible representations. Our approach here to the representation the-
ory of T˜A follows Flath [Fla79]. First, let Afin be the finite adeles. Pulling back we
find an extension
µn →֒ T˜Afin ։ TAfin ,
and TAfin is a totally disconnected lc-group. By construction, T˜Afin arises as a
quotient of a restricted direct product in the following way: define
˜˜TAfin =
∏∐
v∈Vfin
(
T˜v, T
◦
v
)
Here the notation refers to the restricted direct product of the covers T˜v, with
respect to the compact open subgroups T ◦v (defined almost everywhere). This
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restricted direct product fits into a short exact sequence, and T˜Afin is the pushout
via the product map below.⊕
v∈Vfin
µn
˜˜TAfin TAfin
µn T˜Afin TAfin
Π =
Following [Fla79, Example 2], the restricted direct product ˜˜TAfin is a totally
disconnected lc-group, and its Hecke algebra is isomorphic (as an idempotented
C-algebra) to the tensor product of the Hecke algebras H(T˜v) of locally constant
compactly supported measures, with respect to their idempotents char(T ◦v ) (the
characteristic function of T ◦v ) at almost all places. The commutativity of the Hecke
algebras from Theorem 3.8 implies a factorization of irreducible admissible repre-
sentations.
Proposition 4.1. Every irreducible admissible representation πfin of
˜˜TAfin is factor-
izable: there exists a unique family of equivalence classes ([πv])v∈Vfin of irreducible
admissible representations of each T˜v, such that πv is T
◦
v -spherical for almost all
v ∈ Vfin and πfin is isomorphic to the restricted tensor product of representations⊗
v∈Vfin
πv with respect to some choice of nonzero spherical vectors at almost all
places.
Proof. This is a direct result of [Fla79, Theorem 2] 
To include the archimedean places, define
˜˜TA =
˜˜TAfin ×
∏
v∈V∞
T˜v.
Then the extension T˜A is the pushout via the product map below.⊕
v∈V µn
˜˜TA TA
µn T˜A TA
Π =
When v ∈ V∞, the admissible representations of T˜v (i.e., (t, T˜ ◦)-modules) are ad-
missible modules over the Hecke algebraH(t, T˜ ◦) of left and right T˜ ◦v -finite distribu-
tions on T˜v with support in T˜ ◦v . In this way, Flath includes archimedean places in the
factorization of admissible representations as well. Here, an admissible representation
of ˜˜TA will mean a representation which is simultaneously an admissible
˜˜TAfin repre-
sentation and an admissible representation of T˜v for all v ∈ V∞.
Proposition 4.2. Every irreducible admissible representation π of ˜˜TA is factor-
izable: there exists a unique family of equivalence classes ([πv])v∈V of irreducible
admissible representations of each T˜v, such that πv is T
◦
v -spherical for almost all
v ∈ Vfin and π is isomorphic to the restricted tensor product of representations⊗
v∈V πv with respect to some choice of nonzero spherical vectors at almost all
places v ∈ Vfin.
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This result descends to a result for the cover T˜A. An admissible representation
of T˜A will mean a representation which becomes admissible after pulling back to
˜˜TA.
Corollary 4.3. Every irreducible admissible ǫ-genuine representation π of T˜A is
factorizable: there exists a unique family of equivalence classes ([πv])v∈V of irre-
ducible ǫ-genuine admissible representations of each T˜v, such that πv is T
◦
v -spherical
for almost all v ∈ Vfin and π is isomorphic to the restricted tensor product of rep-
resentations
⊗
v∈V πv with respect to some choice of nonzero spherical vectors at
almost all places v ∈ Vfin.
Proof. The representations of T˜A are those of
˜˜TA on which
Ker
(⊕
v∈V
µn ։ µn
)
acts trivially. Therefore the ǫ-genuine representations of T˜A are those representa-
tions of ˜˜TA on which each µn summand acts via ǫ. 
The unitary version of this factorization is similar. This is essentially the content
of [Fla79, Theorem 4], which relies on [Ber74] for admissibility of irreducible unitary
representations of p-adic groups and [GGPS69]. The factorization also follows from
early work of Moore [Moo65] as follows.
A unitary representation of T˜A (or
˜˜TA) will always mean a continuous unitary
representation on a Hilbert space. If π is an irreducible unitary representation of
˜˜TA, then for any place v ∈ V we get a factorization π ∼= πv⊗ˆπv′ , where πv′ is an
irreducible unitary representation of ˜˜TAv′ =
∏∐
u∈V−v(T˜u, T
◦
u ). The equivalence class
of each πv is uniquely determined by that of π. In [Moo65, Lemma 6.3], Moore
demonstrates that πv is T ◦v -spherical for almost all v ∈ V . Commutativity of the
spherical Hecke algebras and [Moo65, Theorems 6,7], imply that the factorization
above gives a bijection between the sets of...
• equivalence classes of unitary irreducible representations [π] of ˜˜TA;
• families ([πv])v∈V of equivalence classes of unitary irreducible representa-
tions of T˜v, which are T ◦v -spherical for almost all v ∈ V .
In our setting, where all irreducible admissible representations of T˜v are finite-
dimensional, we get a simple version of [Fla79, Theorem 4].
Proposition 4.4. Suppose that π is an irreducible unitary ǫ-genuine representation
of T˜A. Then there exist, unique up to equivalence, irreducible unitary ǫ-genuine
representatiosn πv of Tv for all v ∈ V such that π ∼=
⊗̂
πv (the Hilbert space
restricted tensor product with respect to normalized spherical vectors).
Here, the irreducible unitary ǫ-genuine representations of each T˜v are all finite-
dimensional admissible representations; there is no need to take T ◦v -finite vectors.
The factorization of ǫ-genuine irreducible representations of T˜A, together with
the classification of ǫ-genuine irreducible representations of T˜v by their central char-
acter, gives the following result.
Theorem 4.5. Factorization and taking central characters gives a bijection between
the sets of...
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• equivalence classes [π] of irreducible admissible ǫ-genuine representations of
T˜A;
• families ([πv])v∈V of equivalence classes of irreducible admissible ǫ-genuine
representations of each T˜v, almost all of which are spherical;
• families (χv)v∈V of elements χv ∈ Homǫ(Z(T˜v),C
×), almost all of which
are trivial on Z(T˜v) ∩ T
◦
v ;
• ǫ-genuine characters χ ∈ Homǫ(Z(T˜A),C
×).
These bijections preserve the subsets of unitary representations throughout.
Proof. The bijection between the first two sets is the factorization result above.
The bijection between the second and third set is the classification of irreducible
admissible representations of T˜v for each local field, Theorem 2.7. The only thing to
observe is that spherical irreps of T˜v are those whose central character is trivial on
Z(T˜v) ∩ T
◦
v ; indeed such a central character extends to a character of the maximal
abelian subgroup Z(T˜v) · T ◦v which is trivial on T
◦
v , whose induction is a spherical
irreducible representation of T˜v.
The bijection between the third set and the fourth follows from the description
of the center of T˜A; recall that Z
†
A
is the restricted direct product of Z†v with respect
to their open compact subgroups Z◦v = Z
†
v ∩ T
◦
v . The bijection follows. 
The previous theorem classifies the ǫ-genuine unitary irreducible representations
of T˜A, by using the local classification (Theorem 2.7) and factorization. But we also
require a purely global understanding of the unitary irreducible representations of
T˜A; this requires a version of the Stone von-Neumann theorem applicable in a
setting of locally compact, not necessarily separable, topological groups. A similar
result (for similar goals) is given in [KP84, §0.3], but their treatment leaves much
to the reader. A modern treatment, in sufficient generality, can be found in work of
Lüdeking and Poguntke [LP94, Theorem 2.3]. A direct consequence of their work
is the following theorem.
Theorem 4.6. Let M˜ be a maximal abelian subgroup of T˜A, and let χ be an ǫ-
genuine unitary character of Z˜A. Suppose that Z˜A\M˜ is discrete and T˜A/M˜ is
compact. Let πχ be the (unique up to equivalence) unitary irreducible representa-
tions of T˜A with central character χ. There exists an extension of χ to a unitary
character χM of M˜ . For any such extension χM , the unitary induced representation
(in the sense of Blattner [Bla61]) IndT˜A
M˜
χM is irreducible and equivalent to πχ.
Proof. Let Q = Z˜A\T˜A (a locally compact abelian group, with the quotient topol-
ogy), and consider the nondegenerate continuous alternating form γ : Q×Q→ µn,
γ(t¯1, t¯2) = ǫ (Comm(t1, t2)) .
Let M = Z˜A\M˜ be the image of the maximal abelian subgroup M˜ in Q. This
is a closed subgroup of Q, isotropic for γ. Since M˜ is maximal among abelian
subgroups of T˜A, we find that
M⊥ = {q ∈ Q : γ(m, q) = 1 for all m ∈M} =M.
Nondegeneracy of γ implies that the continuous map M → (Q/M)∗, m 7→ γ(m, •)
is injective with dense image.
Since M is discrete, and (Q/M) ∼= T˜A/M˜ is compact, we find that (Q/M)∗ is
discrete; it follows that the injective map M → (Q/M)∗ with dense image must
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be a topological isomorphism. In other words, M is a quasi-polarization of the
quasi-symplectic space Q, in the terminology of [LP94, Def 1.1].
The theorem now follows from Theorem 4.5, and from [LP94, Theorem 2.3,
Corollary 2.6]. 
4.2. Definition of automorphic representations.
Definition 4.7. An ǫ-genuine automorphic central character (ǫ-genuine ACC, for
short) for T˜A is a continuous homomorphism χ : Z˜A → C× such that χ is trivial on
TF ∩ Z˜A and the restriction of χ to µn coincides with ǫ.
Proposition 4.8. Every ǫ-genuine ACC χ : Z˜A → C
× extends uniquely to a con-
tinuous character TF Z˜A → C
× which is trivial on TF .
Proof. Since TF is a discrete subgroup of T˜A, the group Z˜A is open in TF Z˜A. Thus
the inclusion ZA →֒ TFZA induces a topological isomorphism of lca-groups,
Z˜A
TF ∩ Z˜A
∼
−→
TF · Z˜A
TF
.
The result follows immediately. 
Let Hfin = H(
˜˜TAfin) denote the Hecke algebra of locally constant, compacly sup-
ported measures on the totally disconnected lc-group ˜˜TAfin . LetH∞ =
⊗
v∈V∞
H(tv, T˜
◦
v ).
Functions on T˜A will be viewed as functions on
˜˜TA by pulling back, as needed. The
following definition is lifted from Borel and Jacquet [BJ79, §4.2, 5.8], with adap-
tations based on the equivalences of [BJ79, Proposition 4.5, Corollary 5.7]. In
particular, when n = 1 so that T˜A = TA, the definition coincides with the “usual”
definition of automorphic forms given in loc. cit..
Definition 4.9. A function f : T˜A → C is an ǫ-genuine automorphic form if it
satisfies the following conditions.
(1) f(ζγt˜) = ǫ(ζ) · f(t˜) for all γ ∈ TF , ζ ∈ µn, and t˜ ∈ T˜A.
(2) f is locally constant on T˜Afin and smooth on T˜v for all v ∈ V∞.
(3) There is an element ξ = ξfin ⊗ ξ∞ ∈ Hfin ⊗H∞ such that f ∗ ξ = f .
(4) For every y ∈ T˜A and every v ∈ V∞, the function T˜v → C, x 7→ f(x · y) is
slowly increasing.
(5) The span of {f ∗ ξ : ξ ∈ Hfin ⊗H∞} is an admissible representation of T˜A.
The space of such automorphic forms will be written AF ǫ(T˜A). The subspace
corresponding to a specific ξ will be denoted AF ǫ(T˜A, ξ).
Remark 4.10. Proposition 4.5 and Corollary 5.7 of [BJ79] probably generalize to
the cover T˜A, so that to check admissibility in condition (5), it should suffice to
check admissibility at a nonempty set of places including all archimedean places.
Definition 4.11. An ǫ-genuine automorphic representation of T˜A is an irreducible
admissible subquotient of AF ǫ(T˜A).
Every ǫ-genuine irreducible admissible representation of T˜A has a central charac-
ter χ : Z˜A → C×; this central character must be ǫ-genuine automorphic (an ACC).
Conversely, suppose that χ : Z˜A → C× is an ǫ-genuine ACC. We may consider the
subspace AFχ(T˜A) consisting of automorphic forms which satisfy
f(z˜t˜) = χ(z˜) · f(t˜), for all z˜ ∈ Z˜A, t˜ ∈ t ∈ T˜A.
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The following lemma explains why the study of ǫ-genuine automorphic forms
with fixed ACC is easy, from the spectral point of view.
Lemma 4.12. The space TF Z˜A\T˜A is compact.
Proof. The space TF Z˜A\T˜A can be identified with TFZ
†
A
\TA. It is a classical fact
that TFTR\TA is compact; since Z
†
R
has finite index in TR, it follows that TFZ
†
R
\TA
is compact. Thus its quotient TFZ
†
A
\TA is compact. 
The spectral theory of automorphic forms on covering groups is studied by
Moeglin and Waldspurger [MW95]. Their work implies the following.
Proposition 4.13. Let χ be an ǫ-genuine ACC and let [πχ] denote the unique
equivalence class of admissible representations of T˜A with central character χ. Then
AFχ(T˜A) is equivalent to a finite direct sum of copies of πχ, as an admissible
representation of T˜A.
Proof. This falls into the “P = G” case of cuspforms, discussed in [MW95, §1.2.18];
from their work it follows thatAFχ(T˜A) is semisimple as a representation of T˜A, and
that for each ξ = ξfin ⊗ ξ∞, the space AFχ(T˜A, ξ) is finite-dimensional. (A priori,
one should cut down further by an ideal in the universal enveloping algebra of the
Lie algebra of
∏
v∈V∞
T˜v. But the central character takes care of this already.)
Since irreducible admissible representations of T˜A are determined up to isomor-
phism by their central character (Theorem 4.5), the space AFχ(T˜A) is isotypic as a
representation of T˜A. Hence the finite-dimensionality of its subspaces AFχ(T˜A, ξ)
implies that AFχ(T˜A) is equivalent to a finite direct sum of the unique irreducible
representation of T˜A with central character χ,[
AFχ(T˜A)
]
= mπ · [πχ], for some 0 ≤ mπ <∞

It is also important to study automorphic forms and representations of T˜A in the
unitary setting. For this, fix a unitary ǫ-genuine ACC χ. Define L2χ(TF \T˜A) to be
the unitary representation of T˜A, induced from the unitary character χ of TF · Z˜A
(via Proposition 4.8). This coincides (see [MW95, §I.2.18]) with the Hilbert space
completion of the space AFχ(T˜A) with respect to the inner product
〈f1, f2〉 =
∫
TF Z˜A\T˜A
f1(x)f2(x)dx,
noting that the quotient is compact (Lemma 4.12) and the integrand well-defined.
The previous result gives a decomposition of unitary representations of T˜A,[
L2χ(TF \T˜A)
]
= mχ · [πˆχ], for some 0 ≤ mχ <∞.
Here [πˆχ] denotes the equivalence class of the Hilbert space completion of πχ.
The description of L2χ(TF \T˜A) as an induced representation, and induction in
stages, gives the following multiplicity formula.
Proposition 4.14. Let M˜ be a maximal abelian subgroup of T˜A containing TF ,
and assume that Z˜A\M˜ is discrete and T˜A/M˜ is compact. Then for any ǫ-genuine
unitary ACC χ, we have
1 ≤ m[χ] = #
M˜
TF Z˜A
<∞.
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Proof. Pontrjagin duality gives a short exact sequence
(TF Z˜A\M˜)
∗ →֒ (TF \M˜)
∗
։ (TF \TF Z˜A)
∗.
Let χM be a unitary character of TF \M˜ which extends χ. Since Z˜A\M˜ is discrete,
IndM˜
TF Z˜A
χ ∼=
⊕
ψ∈(TF Z˜A\M˜)∗
ψ · χM .
Note that compactness of TF Z˜A\T˜A combined with discreteness of Z˜A\M˜ implies
that TF Z˜A\M˜ is finite.
Now, inducing from M˜ to T˜A, applying Theorem 4.6, we find
L2χ(TF \T˜A)
∼= IndT˜A
M˜
IndM˜
TF Z˜A
χ ∼=
⊕
ψ∈(TF Z˜A\M˜)∗
πχ.
The result follows immediately. 
4.3. A multiplicity formula. Fix an ǫ-genuine unitary ACC χ here. To under-
stand the multiplicity mχ of πχ in the isotypic representation L2χ(TF \T˜A), we must
understand the index of TF Z˜A in a maximal abelian subgroup of T˜A. For this, we
apply Poitou-Tate global duality, for the finite Galois modules in duality:
Tˆ[n] = X⊗ µn, T[n] = Y⊗ µn.
Our treatment of Galois cohomology follows [Ser02, II.§6]; we use Tate’s name in
notation for duality pairings, though we should acknowledge Nakayama and Poitou
as well. For any nonarchimedean place v, write H1unr(Fv, Tˆ[n]) and H
1
unr(Fv,T[n])
for the unramified part of the cohomology groups H1e´t(Fv, Tˆ[n]) and H
1
e´t(Fv,T[n]).
Define the restricted products:
P 1(T[n]) =
∏∐
v
(
H1e´t(Fv,T[n]), H
1
unr(Fv,T[n])
)
;
P 1(Tˆ[n]) =
∏∐
v
(
H1e´t(Fv, Tˆ[n]), H
1
unr(Fv, Tˆ[n])
)
.
In the local pairing, Tatev : H1e´t(Fv, Tˆ[n]) × H
1
e´t(Fv ,T[n]) → µn (see (1.7)), the
unramified parts of cohomology are annihilators of each other. The global Tate
pairing is thus defined via a product of local Tate pairings.
Tate: P 1(Tˆ[n])× P
1(T[n])
∏
v Tatev−−−−−−→ µn.
Within the 9-term exact sequence of Poitou-Tate global duality, three terms are:
(4.1) H1e´t(F, Tˆ[n])
loc
−−→ P 1(Tˆ[n])
τ
−→ H1e´t(F,T[n])
∗.
Hereafter, loc stands for the natural maps from Galois cohomology over F to the
restricted direct product of cohomologies over each Fv. The map τ is given by
τ(p)(η) = Tate(p, loc η), for all p ∈ P 1(Tˆ[n]), η ∈ H
1
e´t(F,T[n]).
For the following theorem, we use the group R from Equation (1.1).
Theorem 4.15. There exists a maximal abelian subgroup M˜ ⊂ T˜A such that
TF Z˜A ⊂ M˜ and
#
M˜
TF Z˜A
≤ #Ker
(
Щ1(R)→Щ1(T× Tˆ)
)
·#Щ1(T × Tˆ)[n].
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In particular, if Щ1(T)[n] = Щ
1(Tˆ)[n] = Щ
1(R) = 0, (e.g., if T is a split torus)
then TF Z˜A is a maximal abelian subgroup of T˜A.
Proof. On the one hand, TF · Z˜A is abelian, since TF is an abelian subgroup of T˜A
(via the canonical splitting of the cover over TF ). To demonstrate the theorem,
begin with the centralizer N˜ = ZT˜A(TF ) and its image N
† ⊂ TA. Note that N †
contains TFZ
†
A
.
If t ∈ TA, then the local Kummer coboundaries yield an element κ t ∈ P 1(T[n]);
similarly, if s ∈ TF then the global Kummer coboundary yields κ s ∈ H1e´t(F,T[n]).
The commutator Comm(t, s) is given by Comm(t, s) = Tate(δj κ t, locκ s). There-
fore,
N † = {t ∈ TA : Comm(t, s) = 1 for all s ∈ TF },
= {t ∈ TA : Tate(δj κ t, locκ s) = 1 for all s ∈ TF }.
Define a subgroup of N †,
E† = {t ∈ TA : Tate(δj κ t, loc η) = 1 for all η ∈ H1e´t(F,T[n])}.
The group Z†
A
has such a characterization,
Z†
A
= {t ∈ TA : Tate(δj κ t,κ s) = 1 for all s ∈ TA}.
The Kummer sequences and localization maps fit into a commutative diagram.
(4.2)
Щ1(T[n]) Щ
1(T)[n]
TF/n H
1
e´t(F,T[n]) H
1
e´t(F,T)[n]
TA/n P
1(T[n]) P
1(T)[n]
κ
loc
λ
loc loc
κ λ
Consider the homomorphism φ : TA → Hom(P 1(T[n]), µn) given by
φ(t) = Tate(δj κ t, •).
Then φ restricts to an injective homomorphism
φ¯ :
N †
E†Z†
A
→֒ Hom
(
locH1e´t(F,T[n]) ∩ κ(TA)
locκ(TF )
, µn
)
.
A short diagram chase gives an embedding
locH1e´t(F,T[n]) ∩ κ(TA)
locκ(TF )
→֒
Щ1(F,T)[n]
Im(Щ1(T[n]))
.
We find immediately that
(4.3) #
N †
E†Z†
A
≤ #
Щ1(F,T)[n]
Im(Щ1(T[n]))
.
Now Poitou-Tate duality (4.1) characterizes E† in the following way:
E† =
{
t ∈ TA : δj κ t ∈ Im
(
H1e´t(F, Tˆ[n])
loc
−−→ P 1(Tˆ[n])
)}
.
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Consider the commutative diagram below, the analogue of (4.2) for Tˆ.
(4.4)
Щ1(Tˆ[n]) Щ
1(Tˆ)[n]
TˆF/n H
1
e´t(F, Tˆ[n]) H
1
e´t(F, Tˆ)[n]
TˆA/n P
1(Tˆ[n]) P
1(Tˆ)[n]
κ
loc
λˆ
loc loc
κ λˆ
If t ∈ E†, then there exists η ∈ H1e´t(F, Tˆ[n]) such that loc η = κ δjt. The element
λˆ(η) ∈ H1e´t(F, Tˆ)[n] is contained in Щ
1(Tˆ)[n] by a quick diagram chase. As t defines
η uniquely up to Щ1(Tˆ[n]), this defines a homomorphism
φ : E† →
Щ1(Tˆ)[n]
Im(Щ1(Tˆ[n]))
, φ(t) = λˆ(loc−1(t)).
If φ(t) = 0, then λˆ(η) ∈ Im(Щ1(Tˆ[n])) and therefore
η ∈ κ(TˆF/n) ·Щ
1(Tˆ[n]).
Applying loc, we find that
κ δjt = loc η = locκ(tˆ), for some tˆ ∈ TˆF/n.
Define a subgroup of E†,
H† =
{
t ∈ TA : δj κ t ∈ Im
(
TˆF
locκ
−−−→ P 1(Tˆ[n])
)}
.
We find an inclusion
(4.5)
E†
H†
φ
−֒→
Щ1(Tˆ)[n]
Im(Щ1(Tˆ[n]))
.
Now we recharacterize H† to relate it to Z†
A
. Consider the map g : T× Tˆ→ Tˆ,
given on points by:
g(u, uˆ) = δj(u) · uˆ−n.
The kernel of this map is precisely the group R (recall (1.1)), leading to a short
exact sequence of algebraic groups over F :
R →֒ T× Tˆ
g
−−−։ Tˆ.
Let σ denote the connecting map in Galois cohomology:
TF × TˆF
g
−→ TˆF
σ
−→ H1e´t(F,R).
We use the fact that δj ◦ κ = κ ◦δj and loc ◦κ = κ ◦ loc (functoriality of the
Kummer sequence) to find:
H† =
{
t ∈ TA : δj κ t = locκ tˆ for some tˆ ∈ TˆF
}
=
{
t ∈ TA : κ
(
δjt− loc tˆ
)
= 0 for some tˆ ∈ TˆF
}
=
{
t ∈ TA :
(
δjt− loc tˆ
)
∈ n · TˆA for some tˆ ∈ TˆF
}
.
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Now, if δjt − loc tˆ ∈ n · TˆA, then loc(tˆ) ∈ g(TA × TˆA). Consider the following
commutative diagram with exact rows and columns.
Щ1(R) Щ1(T× Tˆ)
TF × TˆF TˆF H
1
e´t(F,R) H
1
e´t(F,T× Tˆ)
TA × TˆA TˆA P
1(R) P 1(T× Tˆ)
g
loc
σ
loc loc loc
g σ
The condition loc(tˆ) ∈ g(TA × TˆA), and commutativity of this diagram, imply
that
σ(tˆ) ∈ Ker
(
Щ1(R)→Щ(T× Tˆ)
)
.
This gives a new characterization of H†,
H† =
{
t ∈ TA : δj κ t ∈ Im
(
TˆF
locκ
−−−→ P 1(Tˆ[n])
)}
,
=
{
t ∈ TA : δj κ t ∈ Im
(
σ−1(Щ1(R))
locκ
−−−→ P 1(Tˆ[n])
)}
.
Consider the subgroup of H†:
J† =
{
t ∈ TA : δj κ t ∈ Im
(
Ker(σ)
locκ
−−−→ P 1(Tˆ[n])
)}
.
We find an injective homomorphism and a surjective homomorphism as below.
H†
J†
δj κ
−֒−→
Im(σ−1(Щ1(R))
locκ
−−−→ P 1(Tˆ[n]))
Im(Ker(σ)
locκ
−−−→ P 1(Tˆ[n]))
locκ
և−−−−−
σ−1Щ1(R)
Ker(σ)
.
We arrive at an estimate of the index,
(4.6) #(H†/J†) ≤ #Ker
(
Щ1(R)→Щ1(T× Tˆ)
)
.
Finally, consider an element t ∈ J†. We find that there exists an element tˆ ∈ TF
such that σ(tˆ) = 0 and δj κ t = locκ(tˆ). Since σ(tˆ) = 0, there exist elements
u ∈ TF , uˆ ∈ TˆF , such that
tˆ = g(u, uˆ) = δj(u) · uˆ−n.
Therefore
δj κ t = locκ
(
δj(u) · uˆ−n
)
.
Since δj κ = κ δj, and loc δj = δj loc, we find
δj κ
(
t · u−1
)
= κ loc uˆ−n.
(Here we write u instead of loc(u) to identify an element of TF with its image in
TA.) Hence, for all s ∈ TA,
Comm(tu−1, s) = Tate
(
δj κ(tu−1),κ s
)
= Tate (κ loc uˆ,κ s)
−n
= 1.
Therefore tu−1 ∈ Z†
A
and t ∈ TF · Z
†
A
. We have demonstrated that J† ⊂ TFZ
†
A
.
The diagram below summarizes the containments among subgroups of TA and
their indices from (4.3), (4.5), (4.6).
COVERS OF TORI OVER LOCAL AND GLOBAL FIELDS 31
TFZ
†
A
N †
E†Z†
A
H†Z†
A
J†Z†
A
≤ #
(
Щ1(F,T)[n]/Im(Щ
1(T[n]))
)
≤ #
(
Щ1(F, Tˆ)[n]/Im(Щ
1(Tˆ[n]))
)
≤ #Ker
(
Щ1(R)→Щ1(T× Tˆ)
)
These estimates demonstrate, by a squeeze, that N˜ = ZT˜A(TF ) contains the
abelian subgroup TF Z˜A with finite index (bounded by the product of the three
finite indices above). Therefore (reducing the strength of our estimates a bit),
there exists a maximal abelian subgroup M˜ ⊂ T˜A such that
TF Z˜A ⊂ M˜ ⊂ N˜, and
#
M˜
TF Z˜A
≤ #Ker
(
Щ1(R)→Щ1(T× Tˆ)
)
·#Щ1(T × Tˆ)[n].
If Щ1(T)[n] =Щ
1(Tˆ)[n] = Щ
1(R) = 0, then TF Z˜A is a maximal abelian subgroup
of T˜A.
In particular, if T is a split torus, then Tˆ also is split, and Hilbert’s Theorem 90
implies that H1e´t(F,T) = H
1
e´t(F, Tˆ) = 0. Thus Щ
1(T) = Щ1(Tˆ) = 0. When T and
Tˆ are split, R is a split group scheme of multiplicative type. The component group
of R is νˆ, a finite n-torsion group. The structure theorem for finitely-generated
abelian groups (applied to the character lattice of R) implies that there exists an
isomorphism of group schemes over F :
R ∼= Grm ×
s∏
i=1
µni ,
where n1, . . . , ns are divisors of n. Since F contains the nth roots of unity, the
Grunwald-Wang theorem implies that Щ1(µni) = 0 for all i. Hilbert’s Theorem 90
implies that Щ1(Gm) ⊂ H1(F,Gm) = 0, and so Щ
1(R) = 0. 
Corollary 4.16. Let χ be a unitary ACC as before. The representation L2χ(TF \T˜A)
decomposes as a finite isotypic direct sum of unitary irreps:[
L2χ(TF \T˜A)
]
= mχ · [πχ],
where the multiplicity satisfies:
mχ ≤ #Ker
(
Щ1(R)→Щ1(T× Tˆ)
)
·#Щ1(T× Tˆ)[n].
In particular, if T is a split torus, then mχ = 1.
Proof. This is a direct result of the previous Theorem and Proposition 4.14. 
32 MARTIN H. WEISSMAN
4.4. Global pouches. Let Πuǫ (T˜A) denote the set of unitary ǫ-genuine automor-
phic representations of T˜A; these are the irreducible unitary representations of T˜A
which are equivalent to a summand of L2χ(TF \TA) for some ǫ-genuine unitary ACC
χ. Such a representation of T˜A is determined by its automorphic central character,
and so this gives a bijection
(4.7) Πǫ(T)↔ Homǫ(TF ∩ Z˜A\Z˜A, U(1)), [πχ] 7→ χ.
Recall that T♯ is the torus with character lattice Y♯, fitting into a short exact
sequence of groups over F , µ →֒ T♯
i
−−։ T. Write T˜ ♯
A
for the extension of T ♯
A
obtained by pulling back T˜A. Locally, we have i(T ♯v) ⊂ Z
†
v , and so we have a
homomorphism
iA/F :
T ♯
A
T ♯F
→
Z†
A
Z†
A
∩ TF
.
Definition 4.17. Two unitary ACCs χ1 and χ2 belong to the same pouch if their
pullbacks to T ♯F \T˜
♯
A
coincide. Two automorphic representations π1, π2 ∈ Π
u
ǫ (T˜A)
belong to the same pouch if their central characters belong to the same pouch.
Observe that if χ1 and χ2 belong to the same pouch, then their local components
χ1,v and χ2,v pull back to the same characters of T˜ ♯v for all places v ∈ V . Hence if
π1, π2 ∈ Π
u
ǫ (T˜A) belong to the same pouch, then their local factors π1,v, π2,v belong
to the same local pouches.
A careful computation may lead to a precise description of global pouches, but
this is left for another article. When T is split, we can say something precise.
Proposition 4.18. Suppose that T is split. Then every pouch is a singleton,
and pulling back the central character via i parameterizes the unitary automorphic
representations of T˜A:
Π
u
ǫ (T˜A)↔ Homǫ
(
T˜ ♯
A
µ(A) · T ♯F
, U(1)
)
, [πχ] 7→ χ ◦ iA/F .
Proof. The short exact sequence of commutative groups over F , µ →֒ T♯
i
−−։ T,
yields a commutative diagram with exact rows:
µ(F ) T ♯F TF H
1
e´t(F,µ)
µ(A) T ♯
A
TA P
1(µ)
i
loc
∂
loc loc
i ∂
If z ∈ Z†
A
, then z ∈ Im(T ♯
A
→ TA) by Theorem 1.6. It follows that the homomo-
morphism iA/F : T
♯
A
/T ♯F → Z
†
A
/(Z†
A
∩ TF ) is surjective.
Next, suppose that z ∈ Z†
A
∩ TF . The commutative diagram demonstrates that
loc(z) ∈ Im(T ♯
A
→ TA) and a diagram chase demonstrates that ∂z ∈Щ
1(µ). Since
T is split, µ is a split n-torsion group, and we have Щ1(µ) = 0 by the Grunwald-
Wang theorem. Thus ∂z = 0 and so z ∈ Im(T ♯F → TF ). We have demonstrated
that
i(T ♯F ) = Z
†
A
∩ TF .
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Finally, suppose that t ∈ T ♯
A
and i(t) ∈ Z†
A
∩ TF . Let t′ ∈ T
♯
F be an element for
which i(t′) = i(t), and so i(t/t′) = 1 ∈ Z†
A
. It follows that
t/t′ ∈ µ(A).
We end up with a short exact sequence
µ(A)
µ(F )
→֒
T ♯
A
T ♯F
iA/F
−−−−−։
Z†
A
Z†
A
∩ TF
.
The proposition follows by Pontrjagin duality and the bijection (4.7). 
For split tori over local fields, we found an embedding in Theorem 2.12,
Πǫ(T˜v) →֒ Πǫ(T˜
♯
v).
Now for split tori over global fields, we find an embedding,
Π
u
ǫ (T˜A) →֒ Π
u
ǫ (T˜
♯
A
).
Both are obtained by pulling back via i : T♯ → T, and are thus compatible with fac-
torization of automorphic representations. For nonsplit tori, we obtain not an em-
bedding, but a finite-to-one map whose nonempty fibres are local or global pouches.
We hope to examine the fine structure of these pouches in a later paper, as we be-
lieve they should behave analogously to (or perhaps as a refinement of) L-packets
for covers of tori.
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