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Stability of degenerate stationary solution to the outflow
problem for full Navier-Stokes equations
Yazhou Chen , ∗ Hakho Hong , † Xiaoding Shi ‡
Abstract
This paper is concerned with the large-time behavior of solutions to the outflow
problem of full compressible Navier-Stokes equations in the half line. This is one of
the series of papers by the authors on the stability of nonlinear waves to the outflow
problem. We show the time asymptotic stability of degenerate (transonic) stationary
solution for the general gas including ideal polytropic gas. The key point of the proof
is based the new property of the degenerate stationary solution and the delicate energy
estimates.
MSC 2010: 35Q30, 35B35, 35L65, 76D33, 74J40.
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1 Introduction
The one-dimensional compressible Navier-Stokes equations are described in Eulerian coor-
dinate by the system
ρt + (ρu)x = 0, x > 0, t > 0,
(ρu)t + (ρu
2 + p)x = µuxx,
[ρ(e+ u
2
2 )]t + [ρu(e +
u2
2 ) + pu]x = κθxx + µ(uux)x,
(1.1)
where u(x, t) is the velocity, ρ(x, t) > 0 is the density, θ(x, t) > 0 is the absolute tempera-
ture, p = p(ρ, θ) is the pressure and e = e(ρ, θ) is the internal energy, while µ and κ denote
the viscosity and the heat-conductivity respectively. Throughout this paper, the pressure
p(ρ, θ) and the internal energy e(ρ, θ) are assumed to satisfy
pρ(ρ, θ) > 0, eθ(ρ, θ) > 0. (1.2)
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We consider the initial-boundary value (IBV) problem to the system (1.1) on [0,∞) sup-
plemented with the initial data{
(ρ, u, θ)(x, 0) = (ρ0, u0, θ0)(x), x > 0,
lim
x→∞
(ρ, u, θ)(x, t) = (ρ+, u+, θ+), t ≥ 0, (1.3)
and the boundary condition
u(0, t) = u− < 0, θ(0, t) = θ−, (1.4)
where θ± > 0, ρ+ > 0, u± are prescribed constants.
Remark 1.1 According to the sign of the velocity u−(= 0, > 0, < 0) on the boundary x = 0,
the following three type of problems are proposed [15]: the impermeable wall problem, the
inflow problem and the outflow problem. It should be noted that for the inflow problem, the
density ρ− > 0 must be given on the boundary by the well-posedness theory of the hyperbolic
equation (1.1)1.
For the Cauchy problem of (1.1), it is well known that the large time behavior of the
solutions are described by the corresponding Riemann solutions to the hyperbolic part of
the system (1.1) which consist of three basic wave patterns (shock wave, rarefaction wave
and contact discontinuity) and their superpositions in the increasing order of characteristic
speed. But in the case of the IBV problem of (1.1), not only basic wave patterns but also
a stationary solution, which is called the boundary layer solution (BL-solution for brevity),
may appear due to the boundary effect. For the IBV problem of isentropic Navier-Stokes
equations, Matsumura [15] proposed a criterion on the question when the BL-solution forms
and a complete classification about the precise description of the large time behaviors of
solutions. Since then, many results have been obtained for the rigorous mathematical
justification of this classification. We refer to Matsumura-Mei [16], Matsumura-Nishihara
[17] etc. for the impermeable wall problem, to Kawashima-Nishibata-Zhu [12], Nakamura-
Nishibata-Yuge [21], Kawashima-Zhu [13, 14], Huang-Qin [8] etc. for the outflow problem,
and to Matsumura-Nishihara [18], Huang-Matsumura-Shi [7], Shi [26], Fan-Liu-Wang-Zhao
[3] etc. for the inflow problem and so on. Further, for non-isentropic Navier-Stokes equa-
tions (i.e. problem (1.1)), we refer to Huang-Li-Shi [6] etc. for the impermeable wall
problem, to Kawashima-Nakamura-Nishibata-Zhu [11], Qin [23], Wan-Wang-Zhao [28, 29],
Chen-Hong-Shi [2] etc. for the outflow problems and to Qin-Wang [24, 25], Nakamura-
Nisibata [20], Zheng-Zhang-Zhao [30], Hong-Wang [4, 5] etc. for the inflow problems. More
works, please refer to the references therein.
The following focus on the more details for the stability and convergence rate toward
stationary solutions to the outflow problem concerned with this paper. For the isentropic
Navier-Stokes equations, Kawashima-Nishibata-Zhu [12] first proved asymptotic stability of
stationary solutions under small H1−initial perturbation. Kawashima-Zhu [13] improved
the result in [12] to the combination of stationary solution and rarefaction wave, and Huang-
Qin [8] improved the results in [12, 13] to large initial perturbation. For this stability theo-
rem, a convergence rate was obtained by Nakamura-Nishibata-Yuge [21] by assuming that
an initial perturbation belongs to the weighted Sobolev space. Nakamura-Ueda-Kawashima
[22] gave a refinement of the stability result established in [21] for a degenerate stationary
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solution. Precisely they obtained a convergence rate under a more moderate assumption
rather than the result in [21]. The generalization of these one-dimensional problem to a
multi-dimensional half space was also studied, i.e. Kagei-Kawashima [9] proved the asymp-
totic stability of a planar stationary solution, and Nakamura-Nishibata [19] obtained the
convergence rate. For full Navier-Stokes equations (1.1) of ideal polytropic gas, Kawashima-
Nakamura-Nishibata-Zhu [11] first proved the existence, the asymptotic stability and the
convergence rate of the stationary solution. Qin [23] proved that the non-degenerate (super-
sonic or subsonic) stationary solution is asymptotically stable under partially large initial
perturbation with the technical condition that the adiabatic exponent γ is close to 1. Just
recently, Wan-Wang-Zou [28] improved the result in [23] to the large initial perturbation
without any restriction on the adiabatic exponent γ. Also, Wan-Wang-Zhao [29] studied the
case when the corresponding time-asymptotic state is a rarefaction wave or its superposition
with a non-degenerate stationary solution under large initial perturbation. Just recently,
Chen-Hong-Shi [2] studied the stability and convergence rate of a non-degenerate station-
ary solution to outflow problem in the case of general gas (1.2) including ideal polytropic
gas, that is
p = Rρθ = Aργe
γ−1
R
s and e =
R
γ − 1θ, (1.5)
where γ > 1 is the adiabatic exponent and A,R are both positive constants.
Although considerable progress has been obtained for the stability of stationary so-
lutions to the outflow problem of full Navier-Stokes system (1.1), however most of the
results are obtained only in the case of the non-degenerate stationary solution except for
Kawashima-Nakamura-Nishibata-Zhu [11] where they proved the stability of degenerate sta-
tionary solution for the ideal polytropic gas (1.5), but for the general gas, it is not trivial
and the implicit realtions of various thermodynamical variables lead to many complicated
terms in the course of establishing the energy estimate.
In this paper, we are interested in the stability of the degenerate (transonic) stationary
solution of the outflow problem of (1.1)-(1.4) for the general gases satisfying (1.2) (see
Theorem 1.2). The main difficulty for this problem is that the degenerate stationary solution
has only the algebraic decay property, not the exponential decay property, therefore the
effective methods which used to deal with the non-degenerate (supersonic and subsonic)
case (see [23, 28, 29, 2] etc.) are no longer applicable. The key point of the proofs in this
paper is to derive the estimates (2.4) in Lemma 2.1, and this is mainly due to our key
Proposition 1.1 below which enables us to control the lower order term Ii(i = 1, 2, 3, 4, 5)
in Lemma 2.1.
Now we will give some results on the stationary solutions to the outflow problem of
full Navier-Stokes system and state our main result. Setting v = ρ−1, it is well-known
that by using any given two of the five thermodynamical variables (v, p, e, θ and s), the
remaining three variables are smooth functions of them, where s is the entropy of the gas.
The second law of thermodynamics θds = de + pdv asserts that, if we choose (v, θ) or
(v, s) as independent variables and write (p, e, s) = (p(v, θ), e(v, θ), s(v, θ)) or (p, e, θ) =
3
(p˜(v, s), e˜(v, s), θ˜(v, s)), respectively, then we can deduce that
sv(v, θ) = pθ(v, θ),
sθ(v, θ) =
eθ(v,θ)
θ
,
ev(v, θ) = θpθ(v, θ)− p(v, θ),
(1.6)
or 
e˜v(v, s) = −p˜(v, s), e˜s(v, s) = θ,
p˜v(v, s) = pv(v, θ)− θ(pθ(v,θ))
2
eθ(v,θ)
, p˜s(v, s) =
θpθ(v,θ)
eθ(v,θ)
,
θ˜v(v, s) = − θpθ(v,θ)eθ(v,θ) , θ˜s(v, s) =
θ
eθ(v,θ)
.
(1.7)
From (1.7) and (1.2) we have
p˜v(v, s) = pv(v, θ)− θ(pθ(v, θ))
2
eθ(v, θ)
< 0, (1.8)
{
e˜ss(v, s) =
θ
eθ(v,θ)
> 0, e˜vs(v, s) = − θpθ(v,θ)eθ(v,θ) ,
e˜vv(v, s) = −pv(v, θ) + θ(pθ(v,θ))
2
eθ(v,θ)
> 0,
(1.9)
which means that e˜(v, s) is convex with respect to (v, s).
Notation: Throughout the rest of this paper, O(1), c or C will be used to denote a
generic positive constant independent of x, t and ci(·, ·) or Ci(·, ·)(i ∈ Z+) stands for some
generic constants depending only on the quantities listed in the parentheses. As long as no
confusion arises, we denote the usual Sobolev space with norm ‖ · ‖Hk by Hk := Hk(0,∞)
and ‖ · ‖H0 = ‖ · ‖ will be used to denote the usual L2−norm.
The stationary solution (ρˆ, uˆ, θˆ)(x) of the outflow problem (1.1)-(1.4) must satisfy the
following system: 
(ρˆuˆ)x = 0, x > 0,
(ρˆuˆ2 + pˆ)x = µuˆxx,
[ρˆuˆ(eˆ+ uˆ
2
2 ) + pˆuˆ]x = κθˆxx + µ(uˆuˆx)x,
(1.10)
(uˆ, θˆ)(0) = (u−, θ−), lim
x→∞
(ρˆ, uˆ, θˆ)(x) = (ρ+, u+, θ+), (1.11)
where pˆ = p(ρˆ, θˆ), eˆ = e(ρˆ, θˆ).
Define the sound speed c(v, s) and the Mach number M(v, u, s) is defined, respectively,
by
c(v, s) =
√
∂p(ρ, s)
∂ρ
=
√
−v2p˜v(v, s), M(v, u, s) = |u|
c(v, s)
,
and set M+ =
|u+|
c(v+,s+)
, where s = s(v, θ) and s+ = s(v+, θ+).
The existence and the properties of the stationary solution (ρˆ, uˆ, θˆ)(x) satisfying (1.10)
and (1.11) are quoted in the following proposition which is proved by [2]. The proof is given
in the Appendix for reader’s convenience.
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Proposition 1.1 (Existence of stationary solution). Let ρ+ > 0, u− < 0, θ± > 0. The
necessary condition for the existence of a solution to the system (1.10), (1.11) is
ρˆuˆ = ρ+u+ = ρˆ(0)u−, ∀x > 0. (1.12)
So, if u+ ≥ 0, there is no solution to the system (1.10), (1.11). If u+ < 0 and (1.2) is hold,
then we have the following results.
1) For supersonic case M+ > 1, there exists a positive constant δ0 such that if (u−, θ−) ∈
Mδ0 := {(u, θ) ∈ R− × R+ | |(u − u+, θ − θ+)| ≤ δ0}, then there exists a unique solution
(ρˆ, uˆ, θˆ)(x) satisfying
|∂kx(ρˆ− ρ+, uˆ− u+, θˆ − θ+)| ≤ Cδ exp(−cˆx), k = 0, 1, 2, (1.13)
where δ = |(u− − u+, θ− − θ+)| and C, cˆ are positive constants independent of x, δ.
2) For subsonic case M+ < 1, there exists a positive constant δ0 and a certain subset
M− ⊂ Mδ0 such that if (u−, θ−) ∈ M−, then there exists a unique solution (ρˆ, uˆ, θˆ)(x)
satisfying (1.13).
3) For transonic case M+ = 1, under the additional assumption
pθ(v+, θ+) > 0, pvv(v+, θ+) ≥ 0, pθθ(v+, θ+) ≥ 0,
pvθ(v+, θ+) ≤ 0, evv(v+, θ+) ≤ 0, eθθ(v+, θ+) ≤ 0,
(1.14)
there exists a positive constant δ0 and a certain curve M0 ⊂ Mδ0 such that if (u−, θ−) ∈
M0, then there exists a unique solution (ρˆ, uˆ, θˆ)(x) satisfying
|∂kx(ρˆ− ρ+, uˆ− u+, θˆ − θ+)| ≤
Cδk+1
(1 + δx)k+1
+ Cδ exp(−cˆx), k = 0, 1, 2, (1.15)
and
(uˆx, θˆx) = (a1, a2)z
2(x) +O(z3(x) + δ exp(−cx)). (1.16)
where ai(i = 1, 2) are positive constants depending only on µ, κ, ρ+, u+, θ+ and z(x) is a
smooth function satisfying
0 < c
δ
1 + δx
≤ z(x) ≤ C δ
1 + δx
, |∂kxz(x)| ≤ C
δk+1
(1 + δx)k+1
, k = 1, 2. (1.17)
Remark 1.2 Note that the condition (1.14) holds when the gas is ideal polytropic at x =
+∞.
Our main result in this paper is the following Theorem:
Theorem 1.2 (Stability of transonic stationary solution). Let ρ+ > 0, u± < 0, θ± > 0.
Assume that (ρˆ, uˆ, θˆ)(x) is the solution of the system (1.10) and (1.11) satisfying (1.15)
and (1.16) for transonic case M+ = 1, and
β1 := p
+
vv +
p+v
v+
> 0, β2 := β1p
+
ss − (p+vs +
p+s
2v+
)2 > 0,
β3 := −4v+p+v β2 − (p+s )2β1 > 0,
(1.18)
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where p+ = p(v+, s+). Also, suppose that the initial data (ρ0, u0, θ0) satisfies
(ρ0 − ρˆ, u0 − uˆ, θ0 − θˆ) ∈ H1(0,∞), u0(0) = u−, θ0(0) = θ−. (1.19)
Then, there exists a positive constant ε0 such that if
‖(ρ0 − ρˆ, u0 − uˆ, θ0 − θˆ)‖1 + δ ≤ ε0, (1.20)
where δ = |(u−−u+, θ−− θ+)|, the outflow problem (1.1)-(1.4) has a unique global solution
(ρ, u, θ)(x, t) satisfying
(ρ− ρˆ, u− uˆ, θ − θˆ) ∈ C([0,∞);H1(0,∞)),
ρx ∈ L2(0,∞;L2(0,∞)), ux, θx ∈ L2(0,∞;H1(0,∞)).
Moreover, the solution (ρ, u, θ)(x, t) convergence to the stationary solution (ρˆ, uˆ, θˆ)(x) uni-
formly as time tends to infinity:
lim
t→∞
sup
x∈(0,∞)
|(ρ, u, θ)(x, t) − (ρˆ, uˆ, θˆ)(x)| = 0. (1.21)
Remark 1.3 The condition (1.18) plays the essential role in the energy estimate for the
transonic case (see Lemma 2.1). Note that the condition (1.18) holds when the gas is ideal
polytropic at x = +∞. In fact, using (1.5), it is easy to check that
β1 = γ
2v−2+ p
+, β2 =
(γ − 1)2
R2
(γ − 1
4
)v−2+ (p
+)2, β3 =
(γ − 1)2
R2
γ(3γ − 1)v−2+ (p+)3,
for ideal polytropic gas.
The outline of this paper is organized as follows. Section 2 is devoted to Theorem 1.2.
In Appendix, we will give the proof of Proposition 1.1.
2 Stability of transonic stationary solution
In this section, we will give the proof of Theorem 1.1. We rewrite (1.1) and (1.10) respec-
tively as 
ρt + (ρu)x = 0, x > 0, t > 0,
ρ(ut + uux) + px = µuxx,
ρ(et + uex) + pux = κθxx + µu
2
x,
ρθ(st + usx) = κθxx + µu
2
x
(2.1)
and 
(ρˆuˆ)x = 0, x > 0, t > 0,
ρˆuˆuˆx + pˆx = µuˆxx,
ρˆuˆeˆx + pˆuˆx = κθˆxx + µuˆ
2
x,
ρˆθˆuˆsˆx = κθˆxx + µuˆ
2
x,
(2.2)
where s = s(ρ, θ) denotes the entropy and pˆ = p(ρˆ, θˆ), eˆ = e(ρˆ, θˆ), sˆ = s(ρˆ, θˆ). We set the
perturbation (ϕ,ψ, ζ)(x, t) by
(ϕ,ψ, ζ)(x, t) = (ρ, u, θ)(x, t) − (ρˆ, uˆ, θˆ)(x),
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and the solution space X(I) as
X(I) = {(ϕ,ψ, ζ) ∈ C(I;H1) | ϕx ∈ L2(I;L2), (ψx, ζx) ∈ L2(I;H1)},
for any interval I ⊂ [0,∞). To prove Theorem 1.2, it is sufficient to show the following a
priori estimate
Proposition 2.1 (A priori estimate) Besides the assumptions of Theorem 1.2, suppose
that (ρ, u, θ) is the solution to the outflow problem (1.1)-(1.4) satisfying (φ,ψ, ζ) ∈ X([0, T ]).
Then, there exists a positive constant ε1 such that if sup0≤t≤T ‖(ϕ,ψ, ζ)(t)‖1 ≤ ε1 and
δ = |(u− − u+, θ− − θ+)| ≤ ε1, then for any t ∈ [0, T ], it holds that
‖(ϕ,ψ, ζ)(t)‖21 +
∫ t
0
(‖ϕx‖2 + ‖(ψx, ζx)(τ)‖21) dτ
+
∫ t
0
(|ϕ(0, τ)|2 + |ϕx(0, τ)|2) dτ ≤ C‖(ϕ,ψ, ζ)(0)‖21 , (2.3)
where C is a positive constant independently of t, T, ε1.
To prove Proposition 2.1, a crucial step is the following energy estimate:
Lemma 2.1 Under the assumptions of Proposition 2.1, it follows that
‖(ϕ,ψ, ζ)(t)‖2 +
∫ t
0
‖(ψx, ζx)(τ)‖2dτ +
∫ t
0
|ϕ(0, τ)|2dτ
≤ C‖(ϕ,ψ, ζ)(0)‖2 + Cδ
∫ t
0
‖ϕx(τ)‖2dτ.
(2.4)
Proof. Let
E : = (e− eˆ)− θˆ(s− sˆ) + ψ
2
2
+ pˆ
(
1
ρ
− 1
ρˆ
)
= (e− θˆs) + ψ
2
2
+ pˆ (v − vˆ)− (eˆ− θˆsˆ),
(2.5)
then by (2.1) and (2.2), we have
(ρˆE)t + (ρˆuˆE)x = ρˆEt + (ρˆuˆ)Ex
=
ρˆ
ρ
(
1− θˆ
θ
)
(κθxx + µu
2
x)−
ρˆ
ρ
pux − ρˆuˆsθˆx + (uˆ− u)(ρˆex − ρˆθˆsx)
+
ρˆ
ρ
µψψxx + µρˆψuˆxx(v − vˆ)− ρˆψ
(
px
ρ
− pˆx
ρˆ
)
− ρˆψ2uˆx − ρˆψ2ψx
+ ρˆuˆ (pˆx(v − vˆ)− pˆvˆx) + ρˆ
ρ
pˆux + ρˆpˆ(uˆ− u)vx
− ρˆuˆ
(
eˆx − θˆxsˆ− θˆsˆx
)
,
(2.6)
where vˆ = ρˆ−1.
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Arranging (2.6) yields
(ρˆE)t + (ρˆuˆE)x = ρˆEt + (ρˆuˆ)Ex
=
ρˆ
ρ
(
1− θˆ
θ
)
(κθxx + µu
2
x)
− ρˆuˆsθˆx + ρˆuˆ (pˆx(v − vˆ)− pˆvˆx)− ρˆuˆ
(
eˆx − θˆxsˆ− θˆsˆx
)
− ρˆ
ρ
pux +
ρˆ
ρ
pˆux − ρˆψ
(
px
ρ
− pˆx
ρˆ
)
+ µ
ρˆ
ρ
ψψxx + µρˆψuˆxx(v − vˆ)− ρˆψ2uˆx − ρˆψ2ψx
+ (uˆ− u)(ρˆex − ρˆθˆsx) + ρˆpˆ(uˆ− u)vx
= I1 + I2 + I3 + I4 + I5.
(2.7)
Noticing that
ρ
ρˆ
I1 =κ
(
ζζx
θ
)
x
− κ θˆ
θ2
ζ2x + κ
θˆxζζx
θ2
− (κθˆxx + µuˆ2x)
ζ2
θθˆ
+ µ
ζ
θ
(
ψ2x + 2ψxuˆx
)
+ ρˆuˆsˆx(θ − θˆ),
we have
I1 =κ
(
ρˆζζx
ρθ
)
x
− κ
(
ϕ
ρ
)
x
ζζx
θ
− κ ρˆθˆ
ρθ2
ζ2x + κ
ρˆθˆxζζx
ρθ2
− (κθˆxx + µuˆ2x)
ρˆζ2
ρθθˆ
+ µ
ρˆζ
ρθ
(
ψ2x + 2ψxuˆx
)
+
ρˆ
ρ
ρˆuˆsˆx(θ − θˆ).
Using ex = −pvx + θsx, we have
I2 = ρˆuˆ
(
pˆx(v − vˆ)− θˆx(s− sˆ)
)
,
I5 = ρˆ(uˆ− u)
(
(θ − θˆ)sx − (p− pˆ)vx
)
.
Also, we can arrange as follows:
I3 = −
(
ρˆ
ρ
(p− pˆ)ψ
)
x
+
(
ϕ
ρ
)
x
(p− pˆ)ψ − ρˆ
ρ
(p− pˆ)uˆx − ρˆψpˆx(v − vˆ)
and
I4 = µ
(
ρˆ
ρ
ψψx
)
x
− µ
(
ϕ
ρ
)
x
ψψx − µρˆ
ρ
ψ2x + µρˆψuˆxx(v − vˆ)− ρˆψ2uˆx − ρˆψ2ψx.
Substituting Ii(i = 1, · · · , 5) into (2.6), we have
(ρˆE)t + (ρˆuˆE)x + µρˆθˆ
ρθ
ψ2x + κ
ρˆθˆ
ρθ2
ζ2x = ∆1x +∆2 +∆3 +∆4, (2.8)
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where
∆1 =
µρˆψψx
ρ
+ κ
ρˆζζx
ρθ
− ρˆ(p− pˆ)ψ
ρ
− ρˆψ
3
3
,
∆2 = κ
ρˆθˆxζζx
ρθ2
+ 2µ
ρˆζ
ρθ
ψxuˆx + µρˆψuˆxx(v − vˆ) + ρˆxψ
3
3
,
∆3 = −κ
(
ϕ
ρ
)
x
ζζx
θ
+
(
ϕ
ρ
)
x
(p− pˆ)ψ − µ
(
ϕ
ρ
)
x
ψψx,
∆4 =− (κθˆxx + µuˆ2x)
ρˆζ2
ρθθˆ
− ρˆψ2uˆx − ρˆ
ρ
(p − pˆ)uˆx − ρˆψpˆx(v − vˆ)
+ ρˆuˆ
(
pˆx(v − vˆ)− θˆx(s− sˆ)
)
+
ρˆ
ρ
ρˆuˆsˆx(θ − θˆ)
+ ρˆ(uˆ− u)
(
(θ − θˆ)sx − (p− pˆ)vx
)
.
It is easy to check that there exist positive constants ci(i = 1, 2) satisfying
c1(ϕ
2 + ψ2 + ζ2) ≤ E(x, t) ≤ c2(ϕ2 + ψ2 + ζ2), (2.9)
due to (1.9) and the assumptions of Proposition 2.1. By using (2.9) and u |x=0= u− <
0, (ψ, ζ) |x=0= 0, we have
∆1 |x=0= 0, −(ρuE) |x=0≥ c3ϕ2(0, t). (2.10)
Integrating (2.8) for (x, t) and using (2.9) and (2.10), we have
‖(ϕ,ψ, ζ)(t)‖2 +
∫ t
0
‖(ψx, ζx)(τ)‖2dτ +
∫ t
0
|ϕ(0, τ)|2dτ
≤ C‖(ϕ,ψ, ζ)(0)‖2 + C
4∑
i=2
∫ t
0
∫ ∞
0
|∆i|dxdτ.
(2.11)
By (1.15), we have
|∆2| ≤ Cδ|(ψx, ζx)|2 + Cδ
(
δ2
(1 + δx)4
+ e−cˆx
)
|(ϕ,ψ, ζ)|2 + C δ
2
(1 + δx)2
|ψ|3
and using the inequality
|f(x)| ≤ |f(0)|+√x‖fx‖, ∀f ∈ H1(0,∞) (2.12)
yields ∫ ∞
0
|∆2|dx ≤ Cδ‖(ϕx, ψx, ζx))‖2 + Cδ|ϕ(0, t)|2 + Cε1δ
1
2 ‖ψx‖2, (2.13)
where we used ∫ ∞
0
δ2
(1 + δx)2
|ψ|3dx ≤ C‖ψ‖‖ψx‖
∫ ∞
0
δ2
(1 + δx)2
|ψ|dx
≤ C‖ψ‖‖ψx‖2
∫ ∞
0
δ2
√
x
(1 + δx)2
dx ≤ Cε1δ
1
2 ‖ψx‖2.
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Noticing that
|∆3| ≤ C(|ϕx|+ |ρˆx||ϕ|)(|ζ||ζx|+ |(ϕ,ψ, ζ)|2 + |ψ||ψx|)
and by the argument similar to (2.13), we have∫ ∞
0
|∆3|dx ≤ C(δ + ε1)‖(ϕx, ψx, ζx)‖2 + C(δ + ε1)|ϕ(0, t)|2.
It is more difficult to estimate ∆4. We first rewrite ∆4 as
∆4 =− (p − pˆ)uˆx + ρˆuˆpˆx(v − vˆ)− ρˆuˆθˆx(s− sˆ) + ρˆuˆsˆx(θ − θˆ)
− (κθˆxx + µuˆ2x)
ρˆζ2
ρθθˆ
− ρˆψ2uˆx
+ ρˆ(uˆ− u)
(
(θ − θˆ)sx − (p− pˆ)vx + pˆx(v − vˆ)
)
+
(
1− ρˆ
ρ
)(
uˆx(p− pˆ)− ρˆuˆsˆx(θ − θˆ)
)
=:
4∑
i=1
∆i4.
(2.14)
Using
−θv(v, s) = ps(v, s), pˆx = pv(vˆ, sˆ)vˆx + ps(vˆ, sˆ)sˆx, uˆvˆx = uˆxvˆ
and ρˆθˆuˆsˆx = κθˆxx + µuˆ
2
x yields
∆14 =− uˆx (p− pˆ− pˆv(v − vˆ)− pˆs(s − sˆ))
+ ρˆuˆsˆx
(
θ − θˆ − θˆv(v − vˆ)− θˆs(s− sˆ)
)
,
∆24 = −ρˆψ2uˆx −
ρˆ2uˆsˆx
ρθ
ζ2,
∆34 =ρˆ(uˆ− u)
(
pˆx(v − vˆ)− (p− pˆ)vˆx + (θ − θˆ)sˆx
)
+ ρˆ(uˆ− u)
(
(θ − θˆ)(s− sˆ)x − (p− pˆ)(v − vˆ)x
)
,
where pˆv = pv(vˆ, sˆ), pˆs = ps(vˆ, sˆ), θˆv = θv(vˆ, sˆ), θˆs = θs(vˆ, sˆ). Substituting ∆
i
4(i =
1, · · · , 4) into (2.14) and using
pˆx = pv(vˆ, sˆ)vˆx + ps(vˆ, sˆ)sˆx,
p− pˆ = pv(vˆ, sˆ)(v − vˆ) + ps(vˆ, sˆ)(s− sˆ) +O((v − vˆ)2 + (s− sˆ)2),
we have
∆4 =− uˆx (p− pˆ− pˆvφ− pˆsχ)− ρˆuˆxψ2 − ρˆpˆsvˆxψχ− ρˆpˆvuˆxφ2 − ρˆpˆsuˆxφχ
+ ρˆuˆsˆx
(
θ − θˆ − θˆv(v − vˆ)− θˆs(s− sˆ)
)
− ρˆ2uˆsˆx
(
ζ2
ρu
+ φζ
)
+ ρˆψ (ζsˆx + pˆssˆxφ+ ζχx − (p− pˆ)φx) +O(φ2 + χ2)ρˆ(ψvˆx + φuˆx)
=J1 + J2 + J3,
(2.15)
where φ = v − vˆ, χ = s− sˆ. By the argument similar to (2.13), we have∫ ∞
0
(|J2|+ |J3|)dx ≤ C(δ + ε1)‖(ϕx, ψx, ζx))‖2 + C(δ + ε1)|ϕ(0, t)|2, (2.16)
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where we used the fact that |sˆx| ≤ C(|θˆxx|+ |uˆx|2) ≤ C δ3(1+δx)3 . By using ρˆuˆvˆx = uˆx and
p− pˆ− pˆvφ− pˆsχ = pˆvvφ2 + 2pˆvsφχ+ pˆssχ2 +O(φ3 + χ3),
we have
J1 =− uˆx
(
(p+vv +
p+v
v+
)φ2 + p+ssχ
2 + ρ+ψ
2 + (2p+vs +
p+s
v+
)φχ+
p+s
u+
ψχ
)
− uˆx
((
(pˆvv − p+vv) + (
pˆv
vˆ
− p
+
v
v+
)
)
φ2 + (pˆss − p+ss)χ2 + (ρˆ− ρ+)ψ2
)
− uˆx
((
2(pˆvs − p+vs) + (
pˆs
vˆ
− p
+
s
v+
)
)
φχ+ (
pˆs
uˆ
− p
+
s
u+
)ψχ+O(φ3 + χ3)
)
= : −
3∑
i=1
J i1,
where p+ = p(v+, s+), pˆ = p(vˆ, sˆ). By the argument similar to (2.13), we have∫ ∞
0
(|J21 |+ |J31 |)dx ≤ C(δ + ε1)‖(ϕx, ψx, ζx))‖2 + C(δ + ε1)|ϕ(0, t)|2. (2.17)
To estimate J11 , we define the quadratic form f(φ, χ, ψ) by
f(φ, χ, ψ) := (p+vv +
p+v
v+
)φ2 + p+ssχ
2 + ρ+ψ
2 + (2p+vs +
p+s
v+
)φχ+
p+s
u+
ψχ.
The matrix A corresponding to the quadratic form f
A :=

(p+vv +
p+v
v+
) (p+vs +
p+s
2v+
) 0
(p+vs +
p+s
2v+
) p+ss
p+s
2u+
0 p
+
s
2u+
ρ+
 ,
is positive if and only if all principal minors A¯i(i = 1, 2, 3) of A are positive. Noticing that
M+ = 1⇄ −p+v = (ρ+u+)2,
and by using (1.18), we compute A¯i(i = 1, 2, 3) as follows:
A¯1 = p
+
vv +
p+v
v+
> 0,
A¯2 = (p
+
vv +
p+v
v+
)p+ss − (p+vs +
p+s
2v+
)2 > 0,
A¯3 = detA = ρ+A¯2 − (p
+
s )
2
(2u+)2
A¯1
=
1
(2u+)2
(−4v+p+v A¯2 − (p+s )2A¯1) > 0.
(2.18)
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Using (2.18), (1.16) and (1.17), we have
J11 =− uˆxf(φ, χ, ψ)
≤ −c4z(x)2|(φ,ψ, χ)|2 + C
(
δ3
(1 + δx)3
+ δe−cˆx
)
|(φ,ψ, χ)|2. (2.19)
Using (2.19), we have by the same lines as in (2.13)∫ ∞
0
(|J11 |+ z(x)2|(φ,ψ, χ)|2)dx ≤ Cδ‖(ϕx, ψx, ζx))‖2 +Cδ|ϕ(0, t)|2 . (2.20)
By (2.16), (2.17) and (2.20), we have∫ ∞
0
|∆4|dx ≤ C(δ + ε1)‖(ϕx, ψx, ζx))‖2 + C(δ + ε1)|ϕ(0, t)|2.
Substituting the estimates for ∆i(i = 2, 3, 4) into (2.11), and choosing δ to be small, we
obtain (2.4).The proof of Lemma 2.1 is completed.
Lemma 2.2 Under the assumptions of Proposition 2.1, it follows that
‖(ϕx, ψx, ζx)(t)‖2+
∫ t
0
‖(ϕx, ψxx, ζxx)(τ)‖2dτ+
∫ t
0
|ϕx(0, τ)|2dτ ≤ C‖(ϕ,ψ, ζ)(0)‖21 . (2.21)
Proof. We first estimate ‖ϕx(t)‖. Subtracting the first equation in (2.2) from the first
equation in (2.1) and applying ∂x to the resulting equality yields
ϕxt + uϕxx + ρψxx = −2uxϕx − 2ρˆxψx − uˆxxϕ− ρˆxxψ.
Also, subtracting the second equation in (2.2) from the second equation in (2.1) yields
ρψt + ρuψx + (p − pˆ)x = µψxx + (uˆρˆ− ρu)uˆx
We multiply above two equations by µϕx
ρ3
and ϕx
ρ2
, respectively, to discover (see [2])(
µϕ2x
2ρ3
+
ϕxψ
ρ
)
t
+
(
µuϕ2x
2ρ3
− ϕt
ρ
ψ
)
x
+
pρ(ρ, θ)
ρ2
ϕ2x = F1, (2.22)
where
F1 :=− µϕx
ρ3
(ρˆxψx + uˆxxϕ+ ρˆxxψ)
+
ϕx
ρ2
(uˆρˆ− ρu)uˆx − u
ρ
ϕxψx +
(ρu)xψ
ρ2
ρˆx − (ρu)x
ρ
ψx
− ϕx
ρ2
(
pθ(ρ, θ)ζx + ρˆx
(
pρ(ρ, θ)− pρ(ρˆ, θˆ)
)
+ θˆx
(
pθ(ρ, θ)− pθ(ρˆ, θˆ)
))
.
By using (1.15), ψ |x=0= 0, u |x=0= u− < 0 and the assumptions of Proposition 2.1, we
have ∫ ∞
0
(
µuϕ2x
2ρ3
− ϕt
ρ
ψ
)
x
dx = − µu−
2ρ3(0, t)
ϕ2x(0, t) ≥ c5ϕ2x(0, t),∫ ∞
0
|F1|dx ≤ C(δ + η)‖ϕx‖2 + C(1 + η−1)‖(ψx, ζx)‖2 +Cδ|ϕ(0, t)|2 ,
(2.23)
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for any η > 0. After integrating (2.22) for (x, t), and using (2.23), pρ(ρ, θ) > 0 and (2.4),
we have
‖ϕx(t)‖2 +
∫ t
0
‖ϕx(τ)‖2dτ +
∫ t
0
|ϕx(0, τ)|2dτ ≤ C‖(ϕ,ψ, ζ, ϕx)(0)‖2. (2.24)
The following, we will estimate ‖(ψx, ζx)‖. Subtracting the second equation in (2.2) from
the second equation in (2.1) and multiplying it by −ψxx
ρ
yields(
ψ2x
2
)
t
− (ψtψx)x + µψ
2
xx
ρ
= F2, (2.25)
where
F2 = uψxψxx +
(p − pˆ)x
ρ
ψxx +
(ρˆuˆ− ρu)uˆx
ρ
ψxx.
Also, subtracting the third equation in (2.2) from the third equation in (2.1) and using
et = eθ(ρ, θ)θt − eρ(ρ, θ)(ρu)x, we have
ρeθ(ρ, θ)ζt + ρuζx − κζxx = ρeρ(ρ, θ)(ρu− ρˆuˆ)x
+ (uˆρˆ− ρu)eˆx − (pux − pˆuˆx) + µ(u2x − uˆ2x).
Multiplying it by − ζxx
ρeθ(ρ,θ)
yields(
ζ2x
2
)
t
− (ζtζx)x + κζ
2
xx
ρeθ(ρ, θ)
= F3, (2.26)
where
F3 =
ζxx
ρeθ(ρ, θ)
(ρuζx + (pux − pˆuˆx)− ρeρ(ρ, θ)(ρu− ρˆuˆ)x)
− ζxx
ρeθ(ρ, θ)
(
(uˆρˆ− ρu)eˆx + µ(u2x − uˆ2x)
)
.
Adding (2.25) and (2.26), we get
1
2
(
ψ2x + ζ
2
x
)
t
− (ψtψx + ζtζx)x +
(
µψ2xx
ρ
+
κζ2xx
ρeθ(ρ, θ)
)
= F2 + F3. (2.27)
By using (1.15), ψ |x=0= 0, u |x=0= u− < 0 and the assumptions of Proposition 2.1, we
have ∫ ∞
0
(ψtψx + ζtζx)x dx = 0,∫ ∞
0
|F2|dx ≤ Cη‖ψxx‖2 +C(δ + η−1)‖(ϕx, ψx, ζx)‖2 + Cδ|ϕ(0, t)|2 ,∫ ∞
0
|F3|dx ≤ Cη‖ζxx‖2 + C(δ + η−1)‖(ϕx, ψx, ζx)‖2 + Cδ|ϕ(0, t)|2
(2.28)
for any η > 0. After integrating (2.27) for (x, t), and using (2.28), eθ(ρ, θ) > 0, (2.4) and
(2.24), we have
‖(ψx, ζx)(t)‖2 +
∫ t
0
‖(ψxx, ζxx)(τ)‖2dτ ≤ C‖(ϕ,ψ, ζ)(0)‖21 . (2.29)
By (2.24) and (2.29), we obtain (2.21). The proof of Lemma 2.2 is completed.
On the basis of the above Lemmas 2.1-2.2, we get the Proposition 2.1 at once. Therefore,
the Theorem 1.1 is obtained.
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3 Appendix
This section is devoted to Proposition 1.1, i.e. we prove the existence of the solution to the
stationary problem (1.10) and (1.11). Integrating (1.10) over [x,∞) yields
ρˆuˆ = ρ+u+, x > 0,
ρˆuˆ2 + pˆ = µuˆx + ρ+u
2
+ + p+,
ρˆuˆ(eˆ+
uˆ2
2
) + pˆuˆ = κθˆx + µuˆuˆx + ρ+u+(e+ +
u2+
2
) + p+u+,
(3.1)
where p+ = p(v+, θ+), e+ = e(v+, θ+). Integrating the first equation in (1.10) over [0, x)
and using (1.11) yields
ρˆuˆ = ρ(0)u−, x > 0. (3.2)
By (3.1) and (3.2), we have (1.12). So, if u+ ≥ 0, there is no solution to the system (1.10)
and (1.11). Assume that u+ < 0, substituting uˆ =
u+
v+
vˆ(v+ = ρ
−1
+ , vˆ = ρˆ
−1) into (3.1)2 and
(3.1)3, we have
vˆx =
u+
µv+
(vˆ − v+) + v+
µu+
(p(vˆ, θˆ)− p+) =: g1(vˆ, θˆ),
θˆx =
u+
κv+
(e(vˆ, θˆ)− e+)−
u3+
2κv3+
(vˆ − v+)2 + u+
κv+
p+(vˆ − v+) =: g2(vˆ, θˆ).
(3.3)
Setting
W = (vˆ, θˆ), G(W ) = (g1(vˆ, θˆ), g2(vˆ, θˆ)),W
− = (vb, θ−), W
+ = (v+, θ+),
we consider the system below
Wx = G(W ), x > 0
W (0) =W−, lim
x→∞
W (x) =W+,
(3.4)
where vb =
v+
u+
u−. The Jacobian matrix of G at W+ is
J+ =
(
v+
µu+
(
(u+
v+
)2 + pv(v+, θ+)
)
v+
µu+
pθ(v+, θ+)
u+
κv+
(ev(v+, θ+) + p(v+, θ+))
u+
κv+
eθ(v+, θ+)
)
(3.5)
and
detJ+ =
1
µκ
(
u2+
v2+
+ p˜v(v+, s+)
)
eθ(v+, θ+). (3.6)
due to (1.6) and (1.7), where s+ = s(v+, θ+). Using (1.8) and (3.6), we have
M+ > 1(= 1, < 1)⇆
(
u2+
v2+
+ p˜v(v+, s+)
)
> 0(= 0, < 0)
⇆ det J+ > 0(= 0, < 0).
(3.7)
The two eigenvalues λ1, λ2 of J+ must be satisfied:
λ2 − bλ+ det J+ = 0 (3.8)
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where
b =
v+
µu+
(
u2+
v2+
+ p˜v(v+, s+) +
θ+(pθ(v+, θ+))
2
eθ(v+, θ+)
)
+
u+
κv+
eθ(v+, θ+). (3.9)
By using (3.7)-(3.9), (1.2) and u+ < 0, we have
if M+ > 1, then b < 0 and λ1 < λ2 < 0,
if M+ < 1, then λ1 < 0 < λ2,
(3.10)
where we used
b2 − 4 det J+ ≥
4u2+
µκv2+
θ+(pθ(v+, θ+))
2 > 0.
Thus, it is easy to prove the case 1) and 2) in Proposition 1.1 by the same lines as in [11].
We prove the case 3) in Proposition 1.1. Due to (3.5)-(3.7), for transonic case M+ = 1, we
have
J+ =
 v+µu+ θ+(p+θ )2e+
θ
v+
µu+
p+θ
u+
κv+
θ+p
+
θ
u+
κv+
e+θ
 ≡ (a11 a12
a21 a22
)
, detJ+ = 0. (3.11)
and the eigenvalues of J+ are λ1 = 0 and λ2 = a11 + a22 < 0 of which corresponding
eigenvectors are given by
r1 =
 1
−a11
a12
 ≡
 1
− θ+p
+
θ
e+
θ
 , r2 =
a11a12
a21
a12
 ≡

θ+p
+
θ
e+
θ
µθ+u
2
+
κv2
+
 , (3.12)
where p+θ = pθ(v+, θ+), e
+
θ = eθ(v+, θ+). Defining the matrix B by
B =
 1 θ+p+θe+θ
− θ+p
+
θ
e+
θ
µθ+u
2
+
κv2
+
 ≡ ( 1 b1−b1 b2
)
, (3.13)
we have
B−1J+B =
(
0 0
0 λ2
)
=: Λ, B−1 =
1
b2 + b21
(
b2 −b1
b1 1
)
. (3.14)
Setting Y ≡ (y1, y2)∗ := B−1(W −W+)∗, we rewrite (3.4) as
Yx = ΛY +B
−1(G(W )− J+(W −W+)) =: ΛY +H(Y ), x > 0,
Y (0) = Y0 ≡ B−1(W− −W+)∗, lim
x→∞
Y (x) = 0,
(3.15)
where
H(Y ) = B−1

v+
µu+
(p(vˆ, θˆ)− p+ − p+v (vˆ − v+)− p+θ (θˆ − θ+))
u+
κv+
(e(vˆ, θˆ)− e+ − e+v (vˆ − v+)− e+θ (θˆ − θ+))−
u3+
2κv3
+
(vˆ − v+)2
 . (3.16)
Let’s denote (f˜1, f˜2) = BH(Y ). Using (3.16) and
vˆ − v+ = y1 + b1y2, θˆ − θ+ = −b1y1 + b2y2, (3.17)
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we have
f˜1(y1, y2) =
v+
µu+
(p+vv(vˆ − v+)2 + 2p+vθ(vˆ − v+)(θˆ − θ+) + p+θθ(θˆ − θ+)2)
+O(|(vˆ − v+, θˆ − θ+)|3)
=
v+
µu+
(p+vv − 2b1p+vθ + b21p+θθ)y21 +O(|y1|3 + |y1||y2|+ |y2|2),
(3.18)
f˜2(y1, y2) =
u+
κv+
(e+vv(vˆ − v+)2 + 2e+vθ(vˆ − v+)(θˆ − θ+) + e+θθ(θˆ − θ+)2)
− u
3
+
2κv3+
(vˆ − v+)2 +O(|(vˆ − v+, θˆ − θ+)|3)
=
u+
κv+
(e+vv − 2b1e+vθ + b21e+θθ −
u2+
2v2+
)y21 +O(|y1|3 + |y1||y2|+ |y2|2),
(3.19)
where p+vv = pvv(v+, θ+), e
+
vθ = evθ(v+, θ+) and so on. By (3.14), (3.15), (3.18) and (3.19),
we have 
y1x = −a+y21 + f1(y1, y2),
y2x = λ2y2 + f2(y1, y2), Y = (y1, y2)
∗,
Y (0) = Y0, limx→∞ Y (x) = 0,
(3.20)
where
a+ = − v+b2
µu+(b2 + b
2
1)
(
p+vv − 2b1p+vθ + b21p+θθ
)
+
u+b1
κv+(b2 + b
2
1)
(
e+vv − 2b1e+vθ + b21e+θθ −
u2+
2v2+
)
,
f1(y1, y2) = (b2 + b
2
1)
−1(b2f˜1 − b1f˜2) + a+y21 = O(|y1|3 + |y1||y2|+ |y2|2),
f2(y1, y2) = (b2 + b
2
1)
−1(b1f˜1 + f˜2) = O(|y1|2 + |y1||y2|+ |y2|2).
(3.21)
By (3.13), (1.2), u+ < 0, evθ(v, θ) = θpθθ(v, θ) and (1.14), we have a+ > 0. Therefore,
applying the center manifold theory(see [1]), by the same lines as in subsection 2.1 of [11],
there exist a local center manifold y2 = h
c(y1) and a local stable manifold y1 = h
s(y2) such
that if the data (y01, y02) satisfies
y02 = h
c(y01) and y01 ≥ hs(y02),
then the problem (3.20) has a unique smooth solution satisfying
|∂kxY (x)| ≤
Cσk+1
(1 + σx)k+1
+ Cσ exp(−cx), k = 0, 1, 2, (3.22)
where σ = |Y0| and C is a positive constant independently of x, σ. Moreover, we have
y1x = −a+z2(x) +O(z3(x) + σ exp(−cx)),
y2x = O(z
3(x) + σ exp(−cx)). (3.23)
where z(x) is given as a solution to the equation
zx = −a+z2 + f1(z, hc(z))
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and satisfies
0 < c
σ
1 + σx
≤ z(x) ≤ C σ
1 + σx
, |∂kxz(x)| ≤ C
σk
(1 + σx)k
, k = 1, 2. (3.24)
Using (3.17), (3.22), v+ > 0 and θ+ > 0, it is easy to check that there is a positive constant
ǫ0 such that if σ = |Y0| ≤ ǫ0, then
m ≤ vˆ(x), θˆ(x) ≤ m, (3.25)
where m and m are positive constants independently of x. By (3.17), (3.22), (3.23), (3.25),
(1.12) and u+ < 0, we get (1.15) and (1.16). The proof of Proposition 1.1 is completed.
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