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(D F 1)Zusammenfassung. Ein Gitter vom Rang n ist die Menge der ganzzahli-
gen Linerkombinationen von n linear unabh angigen Vektoren im R
m. Unter
der Annahme P 6= NP beweisen wir, da kein Polynomialzeit-Algorithmus
existiert, der eine k urzeste Gitterbasis bis auf einen Faktor n
O(1= log log n)
berechnet, wobei die L ange einer Menge von Vektoren durch die maximale
Euklidische L ange der Vektoren deniert ist. Weiter zeigen wir, da ei-
ne Verbesserung dieses Resultates bis hin zu einem Faktor n=
p
logn unter
plausiblen Annahmen nicht m oglich ist.
Ein simultaner Diophantischer Best Approximations Nenner f ur reel-
le Zahlen 1;:::;n und Hauptnennerschranke N ist eine nat urliche Zahl
q mit 1  q  N, so da maxi minp2Z jqi   pj minimal ist. Unter der
Annahme, da die Klasse NP keine fast-polynomiellen Algorithmen besitzt,
beweisen wir, da kein Polynomialzeit-Algorithmus existiert, der f ur gege-
bene rationale Zahlen 1;:::;n und eine Hauptnennerschranke N einen
Nenner ~ q mit 1  ~ q  f(n)N berechnet, so da ~ q bis auf einen Faktor
f(n) = n
O(1= log0:5+" n) ein Best Approximations Nenner ist, wobei " > 0
eine beliebige Konstante ist. Wir zeigen, da eine Verbesserung dieses Re-
sultates bis hin zu einem Faktor n=logn unter plausiblen Annahmen nicht
m oglich ist.
Wir untersuchen die Konsequenzen dieser Resultate zur Konstruktion
von im Durchschnitt schwierigen Gitterproblemen.
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Ein Gitter im Rm vom Rang n ist die Menge der ganzzahligen Linearkombina-
tionen von n linear unabh angigen Vektoren im Rm. Die Auswahl einer Basis
f ur ein Gitter aus der unendlichen Menge seiner Gitterbasen, die aus m oglichst
kurzen Vektoren besteht, bezeichnet man als Gitterbasenreduktion.
Gitter bzw. Gitterbasenreduktionen werden seit  uber 200 Jahren auf
Grund ihrer Verbindungen zur Zahlentheorie und insbesondere zur Diophanti-
schen Approximation untersucht. Auch diese Arbeit beinhaltet einen Zusam-
menhang zwischen Gittern und Diophantischen Approximationen: in einem
ersten Teil wird die Komplexit at von Gitterproblemen untersucht und in einem
zweiten Teil wird mit  ahnlichen Methoden die Komplexit at von Diophantischen
Approximationsproblemen untersucht.
Der Zusammenhang zwischen Gittern und Diophantischen Approximatio-
nen motivierte fr uh eine algorithmische Betrachtung von Gittern. Bereits Gauss
[Gau] gab 1801 einen ezienten Algorithmus zur Gitterbasenreduktion f ur Git-
ter vom Rang 2 an. Hierauf folgten die grundlegenden Arbeiten von Hermite
[Her], Korkin und Zolotarev [KZ1, KZ2, KZ3] und Minkowski [Min1] zur
Gitterbasenreduktion f ur Gitter beliebigen Ranges | allerdings ohne Anga-
ben von Algorithmen zur ezienten Konstruktion entsprechender Basen. Der
anf anglichen algorithmischen Betrachtung von Gittern folgte nun eine intensive
Phase der theoretischen Grundlagenforschung, die 1910 von Minkowski [Min2]
zum Gebiet der Geometrie der Zahlen formiert wurde.
Erst wieder im Jahre 1982 wurde durch den LLL-Algorithmus von Lenstra,
Lenstra und Lovasz [LLL] zur ezienten Gitterbasenreduktion ein entschei-
dender algorithmischer Durchbruch f ur die Geometrie der Zahlen erzielt. Der
LLL-Algorithmus lieferte u.a. eziente Algorithmen zur ganzzahligen Linearen
vvi Einleitung
Programmierung bei fester Anzahl von Variablen, Faktorisierung von Polyno-
men  uber den rationalen Zahlen,  uber endlichen K orpern und algebraischen
Zahlk orpern, Widerlegung der Mertens Vermutung, Au
 osbarbeit von Radika-
lausdr ucken, zum Brechen des Merkle-Hellman Kryptosystems, Finden kleiner
L osungen von polynomialen Gleichungen, zur Kryptanalyse kryptographischer
Probleme, und insbesondere f ur Diophantische Approximationsprobleme. Diese
universelle Anwendbarkeit des LLL-Algorithmus in vielen Gebieten der Infor-
matik, Mathematik und Kryptographie motivierte algorithmische Untersuchun-
gen von Gitterproblemen, und f uhrte zur algorithmischen Geometrie der Zahlen
(siehe Kannan [Kan2] bzw. Lovasz [Lov]).
Die  uberraschende Entdeckung eines Zusammenhangs zwischen dem Worst-
Case und dem Average-Case Rechenaufwand f ur bestimmte Gitterprobleme im
Jahre 1996 durch Miklos Ajtai [Ajt1, Ajt3] brachte neue Bewegung in die
algorithmische Geometrie der Zahlen. Die von Ajtai intendierte kryptographi-
sche Anwendung dieses bemerkenswerten Resultates zielt auf ein interessantes
kryptographisches Projekt.
Die Sicherheit kryptographischer Verfahren erfordert f ur zuf allige Instan-
zen des zugrundeliegenden Berechnungsproblems einen hohen Average-Case Re-
chenaufwand. W unschenswert w are daher eine explizite hohe untere Schranke
f ur den Average-Case Rechenaufwand zum Brechen der Verfahren. Bis heute
kann man jedoch keine solche untere Schranke f ur den Average-Case Rechen-
aufwand beweisen, selbst wenn man P 6= NP annimmt. Ein Berechnungspro-
blem  heit NP-hart, wenn mittels eines ezienten Algorithmus f ur  jedes
NP-Problem ezient gel ost werden kann. Ein Beweis f ur die NP-H arte eines
Problems  ist eine untere Worst-Case Komplexit atsschranke f ur , sofern
P 6= NP gilt. NP-Hardness Beweise beinhalten jedoch keine unteren Average-
Case Komplexit atsschranken wie sie etwa f ur die Kryptographie angemessen
sind.
Miklos Ajtai [Ajt1] gelang nun erstmals der Nachweis einer unteren Average-
Case Komplexit atsschranke unter der Voraussetzung, da gewisse Gitterproble-
me NP-hart sind. Er zeigte f ur eine nat urliche Klasse n, n 2 N, von Gittern:
Existiert ein ezienter probabilistischer Algorithmus zur Berechnung kur-
zer nicht trivialer Vektoren in uniform gew ahlten Gittern aus n, so gibt es
Konstanten c0, c1, c2 und einen ezienten probabilistischen Algorithmus, der
f ur ein beliebiges Gitter L vom Rang n folgende Probleme l ost:
Shortest Independent Vectors Problem (Sivp).
Finde in L n bis auf einen Faktor nc0 k urzeste linear unabh angige
Vektoren v1;:::;vn, wobei die L ange einer Menge von Vektoren durch
max1in kvik deniert ist.Einleitung vii
Shortest Basis Problem (Sbp).
Finde f ur das Gitter L eine bis auf einen Faktor nc1 k urzeste Basis
[b1;:::;bn], wobei die L ange einer Basis durch max1in kbik deniert
ist.
Shortest Vector Problem (Svp).
Berechne bis auf einen Faktor nc2 die L ange eines k urzesten von Null
verschiedenen Vektors in L.
Durch eine verbesserte Analyse von [Ajt1] zeigten Cai and Nerurkar [CN],
da das obige Theorem f ur c0 > 3, c1 > 3:5 und c2 > 4 gilt. Die Faktoren nc0,
nc1 bzw. nc2 sind die sog. Approximationsfaktoren des Sivp, Sbp bzw. Svp in
Ajtai's Theorem.
Die Frage ist nun, f ur welchen Faktor f0, f1 bzw. f2 die Approximation
des Sivp, des Sbp bzw. des Svp NP-hart ist? Den Faktor fi bezeichnet man
als Nicht-Approximierbarkeitsfaktor des entsprechenden Problems, da ein e-
zienter Approximationsalgorithmus mit einem Faktor fi der Annahme P 6= NP
widersprechen w urde.
Erstmals zeigte Daniele Miccianco [Mic] 1998 f ur das Svp einen Nicht-
Approximierbarkeitsfaktor nahe
p
2. Dieser Nicht-Approximierbarkeitsfaktor
f ur das Svp ist allerdings weit von dem f ur Ajtai's Theorem erforderlichen Ap-
proximationsfaktor nc2 mit c2 > 4 entfernt. In der Tat ist es unter vern unftigen
Annahmen nicht m oglich mit Ajtai's Theorem NP-harte Instanzen des Svp auf
Average-Case Instanzen des Svp zu reduzieren. Unter einer gittertheoretischen
Annahme ist n amlich der Approximationsfaktor nc2 f ur das Svp in Ajtai's Theo-
rem nach unten durch n beschr ankt. Und andererseits zeigen Goldreich und
Goldwasser [GG] unter einer vern unftigen komplexit atstheoretischen Annah-
me, da das Svp f ur einen Approximationsfaktor
p
n=log(n) nicht mehr NP-
hart ist. Ein solches Resultat, das Grenzen f ur Nicht-Approximierbarkeitsfak-
toren beweist, bezeichnet man als Grenze der Nicht-Approximierbarkeit.
Da eine Reduktion eines NP-harten Problems auf ein Average-Case Problem
f ur das Svp unm oglich erscheint, und die Approximationsfaktoren in Ajtai's
Theorem f ur das Sivp und das Sbp kleiner sind, erscheinen diese Probleme f ur
eine erfolgreiche Worst-Case/Average-Case Reduktion attraktiver. Das Haupt-
ziel der vorliegenden Arbeit ist daher die Untersuchung der Komplexit at des
Sivp und des Sbp, da diese bisher noch nicht behandelt worden ist.
Wir zeigen zun achst die NP-Hardness des Sivp und des Sbp. Anschlieend
beweisen wir, da selbst die Approximation bis auf einen Faktor nO(1=loglogn)
f ur das Sivp und das Sbp NP-hart ist.
Auf der anderen Seite zeigen wir aber auch Grenzen f ur die Nicht-Approxi-
mierbarkeit des Sivp und des Sbp. Wir beweisen, da die Approximationviii Einleitung
des Sivp bzw. des Sbp bis auf einen Faktor O(n) bzw. O(n1:5) unter Karp-
Reduktionen nicht NP-hart ist, es sei denn NP = co-NP. Weiter zeigen wir, da
die Approximation der Probleme Sivp und Sbp bis auf einen Faktor n=O(
p
logn)
unter Karp-Reduktionen nicht mehr NP-hart ist, es sei denn, da die Polynomial-
zeit-Hierarchie auf der zweiten Stufe kollabiert.
Die in dieser Arbeit bewiesenen Nicht-Approximierbarkeitsfaktoren f ur das
Sivp und das Sbp sind signikant n aher an den in Ajtai's Theorem erforderli-
chen Approximationsfaktoren als die f ur das Svp bekannten Nicht-Approximier-
barkeitsfaktoren. Insbesondere l osen unsere Resultate ein ungel ostes Problem
aus Ajtai [Ajt3, Seite 427]. Dennoch erreichen die bewiesenen Nicht-Approxi-
mierbarkeitsfaktoren f ur das Sivp und das Sbp nicht die in Ajtai's Theorem
erforderlichen Werte.
Andererseits zeigen die von uns bewiesenen Grenzen f ur die Nicht-Approxi-
mierbarkeit des Sivp und des Sbp folgendes: Die in der jetzigen Form von
Ajtai's Theorem geforderten Approximationsfaktoren nc0 und nc1 mit c0 > 3
und c1 > 3:5 f ur das Sivp und das Sbp sind  uberhaupt nicht erreichbar! Eine
erfolgreiche Reduktion eines NP-harten Worst-Case Problems auf ein Average-
Case Problem h angt also entscheidend davon ab, ob der Approximationsfaktor
nc0 in Ajtai's Theorem f ur das Sivp erheblich verbessert werden kann.
Simultane Diophantische Approximation ist das Studium der Ap-
proximationseigenschaften reeller Zahlen 1;:::;n durch rationale Zahlen
p1
q ;:::;
pn
q mit einem gemeinsamen Hauptnenner q. Diophantische Approxi-
mationen stehen in direktem Zusammenhang mit Gittern und und deren An-
wendungen in der Kryptographie. Von besonderem Interesse ist hierbei die
sog.
Best Simultaneous Diophantine Approximation (Bsda).
Finde zu gegebenen reellen Zahlen 1;:::;n sowie einer Hauptnen-
nerschranke N eine nat urliche Zahl q mit 1  q  N, so da
maxi minpi2Z jqi  pij minimal ist; q wird Best Approximations Nen-
ner genannt.
Beispielsweise reduziert Wiener [Wie] das Brechen des Public-Key-Verschl usse-
lungsverfahrens, RSA, mit einem kurzen geheimen Schl ussel auf ein eindimen-
sionales Bsda Problem.
Der Kettenbruchalgorithmus bietet f ur n = 1 ein ezientes Verfahren zur
L osung des Bsda Problems, und f ur festes n kann das Bsda Problem mit Hil-
fe des LLL-Algorithmus ebenfalls ezient gel ost werden. F ur beliebiges n ist
kein ezienter Algorithmus bekannt und auch nicht zu erwarten, da Lagarias
[Lag] die NP-Hardness des Bsda Problems zeigte. Lagarias gab aber einen auf
dem LLL-Algorithmus basierenden ezienten Approximationsalgorithmus an.Einleitung ix
Dieser berechnet zu gegebenen rationalen Zahlen 1;:::;n und einer Haupt-
nennerschranke N in Polynomial-Zeit einen Nenner ~ q mit 1  ~ q  2n=2N, der
bis auf einen Faktor
p
5n2(n 1)=2 ein Best Approximations Nenner ist.
Gleichzeitig stellte Lagarias bzgl. einer m oglichen Verbesserung hinsichtlich
polynomieller Faktoren allerdings folgende Vermutung auf: Existiert ein Poly-
nomial-Zeit Algorithmus, der f ur gegebene rationale Zahlen 1;:::;n und eine
Hauptnennerschranke N einen Nenner ~ q mit 1  ~ q  f(n)N berechnet, so da
~ q bis auf einen polynomiellen Faktor f(n) ein Best Approximations Nenner ist,
so folgt P = NP. Die komplexit atstheoretische Untersuchung dieser Vermutung
von Lagarias bzgl. der Approximierbarkeit von simultanen Diophantischen Best-
Approximationen ist ein weiteres Ziel dieser Arbeit.
Unter der Annahme, da die Klasse NP keine fast-polynomiellen Algorith-
men besitzt, beweisen wir zun achst: Es existiert kein Polynomialzeit-Algorith-
mus, der f ur gegebene rationale Zahlen 1;:::;n und eine Hauptnennerschran-
ke N einen Nenner ~ q mit 1  ~ q  f(n)N berechnet, so da ~ q bis auf einen Faktor
f(n) = nO(1=log0:5+" n) ein Best Approximations Nenner ist, wobei " > 0 eine
beliebige Konstante ist. Dieses Resultat kommt der Vermutung von Lagarias
sehr nahe und kann als deren Best atigung betrachtet werden.
Andererseits zeigen wir aber auch Grenzen f ur die Nicht-Approximierbar-
keit. Unter der Annahme, da die Polynomialzeit-Hierachie nicht auf der zwei-
ten Stufe kollabiert, beweisen wir: F ur f(n) = n=(clogn) mit beliebigem
c < 1=2 stimmt die Vermutung von Lagarias nicht! Die Approximation ei-
nes Best Approximations Nenners bis auf einen Faktor n=O(logn) ist also nicht
mehr NP-hart.
Die vorliegende Dissertation stellt in vier Kapiteln eine Auswahl von drei
meiner weiter unten aufgef uhrten wissenschaftlichen Arbeiten in einem ein-
heitlichen Rahmen dar. Gleichzeitig gibt sie eine Einf uhrung in die Worst-
Case/Average-Case Reduktion von Ajtai und erl autert in diesem Zusammen-
hang die Relevanz der hier vorgestellten Ergebnisse f ur die aktuelle Gitterfor-
schung.
Kapitel 1 f uhrt Grundlagen sowie Notationen aus der Gittertheorie, der
Theorie der Diophantischen Approximationen, der Komplexit atstheorie und der
Interaktiven Protokolle ein. Kapitel 2 beinhaltet die komplexit atstheoretischen
Untersuchungen des Sivp und des Sbp aus [BSei] und benutzt ein Ergebnis aus
[GMSS]. Kapitel 3 beweist zun achst die Nicht-Approximierbarkeit des Bsda
aus [RSei1] und greift hierzu auf ein Ergebnis der Arbeit [RSei3] zur uck.
Anschlieend wird in Kapitel 3 eine Grenze f ur die Nicht-Approximierbarkeit
des Bsda bewiesen. Dieses Resultat stammt aus der Arbeit [Sei]. Kapitel 4
untersucht am skizzierten Beweis von Ajtai's Theorem die Konsequenzen derx Einleitung
Resultate aus Kapitel 2 zur Konstruktion von im Durchschnitt schwierigen Git-
terproblemen.
Im Rahmen des DFG Leibniz Programms Schn 143/5-1, sowie aus Einladun-
gen zu Forschungsaufenthalten an der Eidgen ossischen Technischen Hochschule
Z urich (Z urich, Schweiz), University of Queensland (Brisbaine, Australia) und
am Massachusetts Institute of Technology (Boston, USA) entstanden folgende
Publikationen:
 On the Complexity of Computing Short Linearly Independent Vectors
and Short Bases in a Lattice, [BSei].
 On Routing in Circulant Graphs, [CHM+].
 Tensor-based Trapdoors for CVP and their Applications to Public-Key
Cryptography, [FS].
 Approximating shortest lattice vectors is not harder than approxima-
ting closest lattice vectors, [GMSS].
 The complexity of the extended GCD problem, [HavS].
 Extending Wiener's attack in the presence of many decrypting ex-
ponents, [HowS].
 Approximating Good Simultaneous Diophantine Approximations is al-
most NP-hard, [RSei1].
 The Complexity of Approximate Optima for Greatest Common Divisor
Computations, [RSei2].
 On the hardness of approximating shortest integer relations among
rational numbers, [RSei3].
 Arthur, Merlin and Dirichlet debate diophantine approximations, [Sei].
Die obigen Arbeiten untersuchen die Komplexit at von Gitterproblemen
bzw. Diophantischen Approximationsproblemen oder verwenden Gitterbasenre-
duktionen bzw. Diophantische Approximationen zur L osung kryptographischer
Fragestellungen.Kapitel 1
Grundlagen
In Paragraph 1 dieses Kapitels werden grundlegende Begrie und S atze der
Gittertheorie eingef uhrt, und Paragraph 2 wiederholt einige Begrie zu Dio-
phantischen Approximationen. Aus der Komplexit atstheorie ben otigte Begrie
und S atze, wie z.B. Gaps und Promise-Probleme, werden in Paragraph 3 vor-
gestellt. Schlielich wird in Paragraph 4 das Modell des interaktiven Protokolls
und ein wichtiger Satz aus der Theorie der interaktiven Protokolle behandelt.
1.1. Gittertheorie
In dieser Arbeit bezeichnet Rm bzw. Qm den m-dimensionalen Euklidischen
Vektorraum  uber R bzw. Q mit dem Euklidischen inneren Produkt h;i und
der Euklidischen Norm kvk2 =
Pm
i=1 v2
i. F ur einen Vektor v 2 Rm bezeichnet
kvk1 = max1im jvij die Maximimum-Norm. F ur Vektoren v1;:::;vn 2 Rm
bezeichnen wir mit [v1;:::;vn] die geordnete Menge dieser Vektoren und mit
span(v1;:::;vn) den von ihnen aufgespannten Untervektorraum. Mit dim(U)
bezeichnen wir die Dimension und mit U? das orthogonale Komplement eines
Untervektorraumes U  Rm.
Denition 1.1. Ein Gitter ist eine diskrete additive Untergruppe L des Rm.
Der Rang rg(L) von L ist die Dimension des Untervektorraumes span(L).
Jedes Gitter L vom Rang n besitzt eine Basis, d.h. eine Menge von n linear
unabh angigen Vektoren [b1;:::;bn] mit
L =
(
n X
i=1
xibi j xi 2 Z
)
:
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Das von der Basis [b1;:::;bn] aufgespannte Gitter wird mit L(b1;:::;bn)
bezeichnet. Die folgende Proposition zeigt (siehe z.B. [Cas1]), da die Basis
eines Gitters nicht eindeutig bestimmt ist.
Proposition 1. Sei [b1;:::;bn] eines Basis eines Gitters L  Rm. Dann ist
[b0
1;:::;b0
n] genau dann eine Basis von L, wenn eine unimodulare nn-Matrix
T mit [b1;:::;bn] = [b0
1;:::;b0
n]  T existiert.
Die Determinante eines Gitters ist unabh angig von der Basis.
Denition 1.2. Sei [b1;:::;bn] eine Basis eines Gitters L  Rm. Die Gitter-
determinante det(L) von L ist deniert durch det(L)2 := det[hbi;bji]1i;jn:
Denition 1.3. F ur ein Gitter L ist das zu L duale Gitter L deniert durch
L := fw 2 span(L) j hw;vi 2 Z f ur alle v 2 Lg:
Ist L ein Gitter mit Basis B = [b1;:::;bn], so gibt es eine eindeutig be-
stimmte Basis B = [b
1;:::;b
n] von L mit
hbi;b
ji =

1 falls i + j = n + 1,
0 sonst.
Wir nennen die Basis B des Gitters L die zu B duale Basis. Zur Denition
weiterer Konstanten eines Gitters, den sog. sukzessiven Minima eines Gitters,
bezeichnen wir mit
Br(p) := fv 2 Rm j kp   vk  rg
die m-dimensionale Kugel mit Mittelpunkt p und Radius r, sowie mit
Cr(p) := fv 2 Rm j kp   vk1  rg
den m-dimensionalen W urfel mit Mittelpunkt p und Kantenl ange 2r.
Denition 1.4. Das i-te sukzessive Minimum i(L) eines Gitters L vom Rang
n ist f ur i = 1;:::;n deniert durch
i(L) := inffr j rg(L \ Br(0)) = ig;
und das i-te sukzessive Minimum bzgl. der Maximum-Norm i;kk1(L) durch
i;kk1(L) := inffr j rg(L \ Cr(0)) = ig:
Oensichtlich gibt es f ur jedes Gitter in jeder nichtleeren Menge von Gitter-
vektoren einen k urzesten Gittervektor. F ur jedes Gitter L vom Rang n gibt es
also linear unabh angige Vektoren v1;:::;vn mit kvik = i(L) f ur i = 1;:::;n.
Die Vektoren mit der L ange 1(L) bezeichnen wir als k urzeste Gittervektoren
(obwohl der Nullvektor trivialerweise k urzer ist).1.1. Gittertheorie 3
Denition 1.5. F ur n 2 N ist die Hermite-Konstante 
n deniert durch

n := sup
L;rg(L)=n
min
v2Lnf0g
kvk2
det(L)2=n:
Die Hermite-Konstante 
n ist nur f ur n  8 explizit bekannt. F ur jedes
n 2 N gibt es ein Gitter L mit 1(L)2 = 
n und det(L) = 1. F ur die Hermite-
Konstante 
n und die sukzessiven Minima i(L) eines Gitters L vom Rang n
gilt (siehe z.B. [Mar]):
Theorem 1.6. (a) 1
2e  liminfn!1
1
n
n  limsupn!1
1
n
n  1
e.
(b) 
n  2
( (n=2 + 2))2=n  n.
(c) Minkowskis 1. Theorem: 1(L)2  
n  det(L)2=n.
(d) Minkowskis 2. Theorem:
Qn
i=1 i(L)  

n=2
n  det(L).
Man beachte, da nicht jedes Gitter L eine Basis [b1;:::;bn] mit i(L) =
kbik f ur i = 1;:::;n besitzt.
Beispiel. Betrachte das von den Einheitsvektoren e1;:::;en 2 Rn und dem
Vektor v = 1=2
Pn
i=1 ei erzeugte Gitter L. F ur n  5 ist 1(L) = ::: =
n(L) = 1 und die Einheitsvektoren sind (bis auf die Vorzeichen) die einzigen
Gittervektoren mit Norm 1, die aber keine Basis von L sind.
F ur die L ange einer Gitterbasis f uhren wir daher die folgende Gr oe ein:
Denition 1.7. Die Basisl ange (L) eines Gitters L vom Rang n ist deniert
durch
(L) := min
Basen [b1;:::;bn] von L
max
1in
kbik:
Das vorhergehende Beispiel zeigt, da es Gitter mit (L) 
p
n=2n(L) gibt
und die folgende Proposition von Cai und Nerurkar [CN] besagt, da dies die
Extremsituation ist.
Proposition 2. F ur ein Gitter L vom Rang n  4 und linear unabh angige
Vektoren v1;:::;vn in L mit maxi kvik  M kann in polynomieller Zeit eine
Basis [b1;:::;bn] von L mit kbik 
p
n=2M berechnet werden. F ur alle i =
1;:::;n gilt vi =
Pi
j=1 i;jbj, wobei die i;j 2 Z und i;i > 0 sind.
Denition 1.8. Ein Gitter K heit Untergitter eines Gitters L, falls K  L.
Wir nennen ein Untergitter K eines Gitters L ein saturiertes Untergitter von
L, falls K = L \ span(K).
Denition 1.9. Der i-te sukzessive Erzeugendenradius gi(L) eines Gitters L
vom Rang n ist f ur i = 1;:::;n deniert durch
gi(L) := inffr j L \ Br(0) enth alt saturiertes Untergitter K mit rg(K) = ig:4 1. Grundlagen
Trivialerweise gilt f ur i = 1;:::;n i(L)  gi(L) sowie f ur i = n
n(L)  gn(L)  (L):
F ur die sukzessiven Minima bzw. sukzessiven Erzeugendenradii gilt das folgen-
de sog. Transfer-Theorem von Banaszcyk [Ban] bzw. Cai [Cai1].
Theorem 1.10. Es gibt Konstanten C und C0, so da f ur jedes Gitter L vom
Rang n f ur i = 1;:::;n gilt:
(1) 1  i(L)  n i+1(L)  C n,
(2) 1  i(L)  gn i+1(L)  C0 n.
Das folgende Resultat von Conway und Thompson [MH, Kap. II, Theorem
9.5] zeigt, da die obigen Transfer-Schranken bis auf die Konstanten C und C0
optimal sind.
Proposition 3. Es gibt Gitter L vom Rang n und Konstanten c und c0, so da
f ur i = 1;:::;n gilt:
(1) i(L)  n i+1(L)  cn,
(2) i(L)  gn i+1(L)  c0 n.
Aus dem obigen Transfer-Theorem und der Proposition 2 erhalten wir ein
Transfer-Theorem f ur die Basisl ange () und das erste sukzessive Minimum
1().
Korollar 1. Es gibt eine Konstante C00, so da f ur jedes Gitter L gilt:
1  1(L)  (L)  C00 n1:5:
Neben den homogenen Gr oen i(), gi() und () werden wir oft die fol-
gende inhomogene Gr oe verwenden.
Denition 1.11. F ur ein Gitter L im Rm und einen Vektor x 2 Rm bezeichnet
(x;L) die Euklidische Distanz von x zum n achsten Gittervektor in L.
1.1.1. HKZ-Reduktion. Ziel der Gitterbasenreduktionstheorie ist es, unter
den Basen eines Gitters reduzierte auszuzeichnen und zu konstruieren: Die Vek-
toren einer reduzierten Basis sollen kurz sein und (m oglichst) orthogonal auf-
einander stehen. Die Denition einer reduzierten Basis ist nicht kanonisch. Die
vorliegende Arbeit verwendet nur die im folgenden vorgestellte HKZ-Reduktion
und die Reduktion der Gr oe (). Eine ausf uhrliche Diskussion verschiedener
Reduktionsbegrie ndet sich in der Arbeit [Val].1.1. Gittertheorie 5
Zur Denition reduzierter Basen ben otigen wir einige Bezeichnungen. F ur
eine Gitterbasis [b1;:::;bn] eines Gitters L bezeichnet [^ b1;:::; ^ bn] dessen Gram-
Schmidt-Orthogonalisierung, die rekursiv berechnet wird:
^ bi = bi  
i 1 X
j=1
ij^ bj f ur 1  i  n;
mit
ij =
hbi; ^ bji
h^ bj; ^ bji
f ur 1  j < i  n:
Mit
i : Rm ! span(b1;:::;bi 1)?
bezeichnen wir die orthogonale Projektion auf span(b1;:::;bi 1)?. Es gilt f ur
i = 1;:::;n:
i(bj) = ^ bj +
j 1 X
k=i
jk^ bk
und insbesondere
i(bi) = ^ bi:
Desweiteren denieren wir f ur i = 1;:::;n die Gitter
L(n i+1) := i(L)
vom Rang n i+1 mit Basis [i(bi);:::;i(bn)]. Wir nennen eine Gitterbasis
[b1;:::;bn] eines Gitters L schwach reduziert, falls jijj  1=2 f ur 1  j < i  n
gilt.
Denition 1.12. Eine Basis [b1;:::;bn] eines Gitters L heit reduziert im
Sinne von Hermite, Korkin und Zolotarev oder kurz HKZ-reduziert, falls
(i) [b1;:::;bn] schwach reduziert ist, und
(ii) k^ bik  1(L(n i+1)) f ur i = 1;:::;n gilt.
Denition 1.13. F ur eine Funktion g : N ! R+ heit eine Basis [b1;:::;bn]
eines Gitters L g-approximativ HKZ-reduziert, falls
(i) [b1;:::;bn] schwach reduziert ist, und
(ii) k^ bik  g(n)1(L(n i+1)) f ur i = 1;:::;n gilt.
Der folgende Satz (siehe z.B. [LLS]) zeigt, da HKZ-reduzierte Basen stark
reduzierte Basen sind.6 1. Grundlagen
Theorem 1.14. F ur eine g-approximative HKZ-Basis [b1;:::;bn] eines Git-
ters L gilt f ur i = 1;:::;n:
kbik  g(n)
q
i+3
4 i(L):
1.1.2. Relationen. Eine (ganzzahlige) Relation f ur einen Vektor a 2 Rn ist
ein Vektor x 2 Zn mit hx;ai = 0; und eine modulare (ganzzahlige) Relation
f ur einen Vektor a 2 Zn und einen Modul m 2 N+ ist ein Vektor x 2 Zn mit
hx;ai  0 (mod m). Die Menge der Relationen f ur einen Vektor a 2 Rn bildet
ein Gitter
La := fx 2 Zn j ha;xi = 0g;
das sog. Relationengitter zu a mit 0  rg(La)  n   1 und rg(La) = n   1 f ur
a 2 Qn. Die Menge der Relationen f ur einen Vektor a 2 Zn und einen Modul
m 2 N bildet ebenfalls ein Gitter
La;m := fx 2 Zn j ha;xi  0 (mod m)g;
das sog. modulare Relationengitter zu a und m mit rg(La;m) = n.
Eine ausf uhrliche Behandlung von Relationen ndet sich in der Arbeit
[HJLS] von H astad, Just, Lagarias und Schnorr. Die Bedeutung von modula-
ren Relationen f ur die Gittertheorie i.A. wird in Paz und Schnorr [PS] und in
Cai, Havas, Mans, Nerurkar, Seifert und Shparlinksi [CHM+] behandelt.
1.2. Diophantische Approximationen
Wir f uhren nun die in dieser Arbeit verwendeten Begrie und S atze aus der
Theorie der Diophantischen Approximationen ein, und verweisen f ur eine aus-
f uhrliche Einf uhrung auf [Cas2].
F ur eine Zahl  2 R bezeichnet [] den ganzzahligen Teil von , d.h. [] 
 < []+1 und fg den reellwertigen Teil von , d.h. fg =  []. F ur einen
Vektor  2 Rn denieren wir fg := (f1g;:::;fng):
F ur einen Vektor  2 Rn und einen Nenner q 2 N+ denieren wir die
G ute kq mod Zk1 der Diophantischen Approximation von  durch rationale
Zahlen mit Hauptnenner q durch
kq mod Zk1 := max
1in
min
pi2Z
jqi   pij:
Der folgende Satz (siehe z.B. [Cas2]) gibt Auskunkt dar uber, wie gut ein
Vektor  2 Rn mit vorgegebener Hauptnennerschranke approximiert werden
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Theorem 1.15 (Dirichlet). F ur einen Vektor  2 Rn und eine positive ganze
Zahl N existiert ein Nenner q mit 1  q  Nn, so da gilt:
kq mod Zk1 
1
N
:
Neben der homogenen Diophantischen Approximation ben otigen wir auch
die inhomogene Diophantische Approximation. F ur einen Vektor  2 Rn, einen
Vektor  2 Rn und einen Nenner q 2 N+ denieren wir die G ute k   q mod
Zk1 der Inhomogenen Diophantischen Approximation von  durch rationale
Zahlen mit Hauptnenner q durch
k   q mod Zk1 := max
1in
min
pi2Z
ji   qi   pij:
1.3. Komplexit atstheorie
Alphabete sind endliche Mengen von Symbolen. Das bin are Alphabet f0;1g be-
steht aus den Symbolen 0 und 1 und wird in dieser Arbeit mit  bezeichnet.
Ein String x ist eine endliche Folge der L ange jxj von Elementen eines Alphabe-
tes. F ur ein Alphabet   bezeichnet   die Menge aller endlichen Strings  uber
dem Alphabet   einschlielich des leeren Strings . Eine Teilmenge L   
heit Sprache  uber dem Alphabet  . Ohne Beschr ankung der Allgemeinheit
betrachten wir nur Sprachen  uber dem bin aren Alphabet .
Denition 1.16. P ist die Klasse der Sprachen, deren charakteristische Funk-
tion von deterministischen Turing-Maschinen in polynomieller Zeit berechenbar
ist.
Denition 1.17. Eine Sprache L ist in NP, falls eine Boolesche Relation
RL  f0;1g  f0;1g und ein Polynom p() existieren, so da RL von einer
deterministischen Turing-Maschine in polynomieller Zeit berechenbar ist und
x 2 L gdw. ein y mit jyj  p(jxj) und (x;y) 2 RL existiert. Ein solches y heit
Zeuge f ur x 2 L.
Denition 1.18. Die Polynomialzeit-Hierachie ist die Menge f
p
i ;
p
i j i  0g
von Klassen 
p
i , 
p
i , die wie folgt sind:
i = 0: 
p
0 = 
p
0 := P
i  1: Eine Sprache L ist in 
p
i , falls eine Boolesche Relation RL 
f0;1g  f0;1g und ein Polynom p() existieren, so da die Spra-
che f(x;y) j (x;y) 2 RLg in 
p
i 1 enthalten ist und x 2 L gdw.
9y (jyj  p(jxj)) : (x;y) 2 RL.
Eine Sprache L ist in 
p
i , falls eine Boolesche Relation RL 
f0;1g  f0;1g und ein Polynom p() existieren, so da die Sprache
f(x;y) j (x;y) 2 RLg in 
p
i 1 enthalten ist und x 2 L gdw. 8y (jyj 
p(jxj)) : (x;y) 2 RL.8 1. Grundlagen
Man beachte, da die nullte bzw. erste Stufe der Polynomialzeit-Hierachie,
d.h. 
p
0 und 
p
0 bzw. 
p
1 und 
p
1 aus den elementaren Komplexit atsklassen P
bzw. NP und co-NP besteht. Das folgende Theorem (see z.B. [Pap]) besagt,
da die Polynomialzeit-Hierachie keine unendliche Hierachie ist, falls sie nur auf
einer einzigen Stufe kollabiert.
Theorem 1.19. Existiert ein i  1 mit 
p
i = 
p
i , so gilt 
p
j = 
p
j f ur alle
j > i.
1.3.1. Reduktionen und Vollst andigkeit. Es ist oftmals der Fall, da ein
Berechnungsproblem durch Benutzung eines ezienten Unterprogramms f ur
ein zweites Berechnungsproblem ezient, d.h. in Polynomial-Zeit gel ost werden
kann. Dieses generelle Prinzip der Reduktion eines Problems auf ein anderes
Problem ist ein wesentliches Instrument der Komplexit atstheorie.
Denition 1.20. Eine Berechnungsproblem  heit randomisiert Cook-redu-
zierbar bzw. randomisiert Polynomial-Zeit reduzierbar auf ein Berechnungsprob-
lem 	, kurz  R
C 	, falls es einen probabilistischen Polynomial-Zeit Algorith-
mus A gibt, der ein Unterprogramm B f ur 	 benutzt, so da
Pr[A l ost  mit Unterprogramm B] 
1
2
gilt. Ist A deterministisch, so heit  Cook-reduzierbar bzw. Polynomial-Zeit
reduzierbar auf 	, kurz  C 	.
Ein wichtiger und in dieser Arbeit h aug verwendeter Spezialfall der de-
terministischen Cook-Reduktion ist die einmalige Verwendung des Unterpro-
gramms.
Denition 1.21. Eine Sprache L heit Karp-reduzierbar bzw. many-to-one-
reduzierbar auf eine Sprache M, kurz L K M, falls es eine in polynomieller
Zeit berechenbare Funktion f gibt, so da f ur alle x gilt:
x 2 L () f(x) 2 M:
Denition 1.22. Eine Sprache M heit NP-hart, falls f ur alle L 2 NP L K M
oder L C M gilt, und M heit NP-vollst andig, falls M NP-hart ist, und in NP
enthalten ist.
Eine Funktion f : N ! R, die durch npolylogn beschr ankt ist, bezeichnen
wir als fast-polynomiell bzw. quasi-polynomiell.
Denition 1.23. QP ist die Klasse der Sprachen, deren charakteristische Funk-
tion von deterministischen Turing-Maschinen in quasi-polynomieller Zeit bere-
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Denition 1.24. Eine Sprache M heit fast NP-hart, falls es eine in fast-
polynomieller Zeit berechenbare Funktion f gibt, so da f ur alle L 2 NP und
alle x gilt:
x 2 L () f(x) 2 M:
1.3.2. Optimierung, Approximation, Gaps und Promise Probleme.
Wir geben eine kurze Einf uhrung in Optimierungsprobleme, Approximations-
Algorithmen, Gaps und Promise-Probleme, um dann den Begri der Nicht-
Approximierbarkeit eines Optimierungsproblems vorstellen zu k onnen.
1.3.2.1. Optimierungsprobleme. Ein Optimierungsproblem  besteht aus einer
Menge I von Instanzen, einer Menge S von L osungen, einer in Polynomial-
Zeit berechenbaren Zielfunktion m : I  S ! R+, die jeder Instanz I und
jeder L osung S den sog. Wert m(I;S) der L osung S zuordnet, sowie einer
Angabe, ob es sich um ein Maximierungsproblem oder aber um ein Minimie-
rungsproblem handelt. F ur eine gegebene Instanz I soll eine L osung S be-
rechnet werden, so da der Wert m(I;S)  uber alle L osungen S 2 S maximal
bzw. minimal ist. F ur ein Optimierungsproblem  und eine Instanz I be-
zeichnet (I) den optimalen Wert der Instanz I, der f ur ein Maximierungspro-
blem durch (I) := maxS2S m(I;S) und f ur ein Minimierungsproblem durch
(I) := minS2S m(I;S) deniert ist.
Alle in dieser Arbeit betrachteten Optimierungsprobleme sind stets Mini-
mierungsprobleme. Die folgenden Berechnungsprobleme sind klassische Opti-
mierungsprobleme f ur Gitter, und sind daher bereits intensiv untersucht wor-
den. Ein aktueller  Ubersichtsartikel von Cai [Cai3] beschreibt die Untersu-
chungen dieser Probleme von 1801 an, mit Gauss [Gau] beginnend, bis zum
heutigen Forschungsstand.
Denition 1.25. Shortest Vector Problem (Svp)
Gegeben: Ein Gitter L  Qm.
Finde: Einen Vektor v 2 L mit
kvk = 1(L):
Denition 1.26. Closest Vector Problem (Cvp)
Gegeben: Ein Gitter L  Qm und ein Vektor x 2 Qm.
Finde: Einen Vektor v 2 L mit
kv   xk = (x;L):
Denition 1.27. k  k1-Shortest Integer Relation (Sir1).
Gegeben: Ein Vektor a 2 Qn.
Finde: Einen Vektor v 2 La mit
kvk1 = 1;kk1(La):10 1. Grundlagen
Denition 1.28. modular Shortest Integer Relation (mSir)
Gegeben: Ein Vektor a 2 Qn und ein Modul m 2 N.
Finde: Einen Vektor v 2 La;m mit
kvk = 1(La;m):
1.3.2.2. Approximation. Ein Approximations-Algorithmus f ur ein Optimierungs-
problem  ist ein Algorithmus, der bei Eingabe I eine L osung S berechnet, de-
ren Wert m(I;S) so nah wie m oglich am Optimum (I) ist. Approximations-
Algorithmen werden in dieser Arbeit stets eine in der L ange der Eingabe poly-
nomielle Laufzeitschranke haben.
W ahrend die Komplexit at eines Approximations-Algorithmus in der L ange
der Eingabe gemessen wird, ist die Approximations-Qualit at eine Funktion eines
f ur das jeweilige Optimierungsproblem spezischen Ma der Eingabegr oe.
Insbesondere verwenden alle in dieser Arbeit betrachteten Optimierungspro-
bleme als Ma f ur die Approximations-Qualit at stets den Rang des gegebenen
Gitters oder aber die Dimension des gegebenen Vektors.
Denition 1.29. Ein Approximations-Algorithmus A f ur ein Minimierungs-
problem  approximiert  bis auf einen Faktor f()  1, falls f ur alle Eingaben
I die Ausgabe A(I) des Algorithmus A
(I)  m(I;A(I))  f(jIj)  (I)
erf ullt, wobei j  j ein f ur das Optimierungsproblem  spezisches Ma f ur die
Eingabegr osse ist.
1.3.2.3. Gaps und Promise-Probleme. Wir betrachten nun solche Instanzen ei-
nes Optimierungsproblems, f ur die wir das Versprechen haben, da das Opti-
mum der Zielfunktion entweder sehr gro ist, oder aber sehr klein ist. Hier-
zu denieren wir zu einem Optimierungsproblem ein entsprechendes Promise-
Problem. Dieses h angt von zwei Polynomial-Zeit berechenbaren Funktionen
r() und f() ab.
Denition 1.30. Sei  ein Minimierungsproblem und seien r() > 0, f()  1
Polynomial-Zeit berechenbare Funktionen des Ma jj f ur die Approximations-
Qualit at. Das Promise-Problem gapf zu  ist durch
Ja := f(I;r(jIj)) j (I)  r(jIj)g;
Nein := f(I;r(jIj)) j (I) > f(jIj)  r(jIj)g
und
gapf := (Ja;Nein)
deniert. Die Funktion f() wird als gap-Funktion oder kurz als Gap des
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Man beachte, da das Promise-Problem gap1, das mit dem Optimierungs-
problem  assoziierbare Entscheidungs-Problem zu  darstellt.
Im folgenden geben wir die entsprechenden Promise-Probleme der Optimie-
rungsprobleme Svp, Cvp und Sir1 an. Man beachte, da wir in den nach-
folgenden ersten zwei Denitionen die Funktion r() als reellwertig auassen.
Um ein wohldeniertes Berechnungsproblem zu erhalten, m ute die Funktion
r() strenggenommen jedoch eine rationale Funktion sein. Dies kann aber da-
durch leicht gel ost werden, da man zur quadrierten Euklidischen L ange  uber-
geht. Aus Gr unden der  Ubersichtlichkeit verzichten wir jedoch in dieser Arbeit
durchg angig auf diese Quadrierung.
Denition 1.31. Das Promise-Problem gapSvpg, wobei g() eine gap-Funktion
bezeichnet, ist wie folgt deniert:
Ja-Instanzen sind Paare (L;r), wobei L  Qm ein Gitter vom Rang n
ist, r 2 R+ und 1(L)  r;
Nein-Instanzen sind Paare (L;r), wobei L  Qm ein Gitter vom Rang
n ist, r 2 R+ und 1(L) > g  r.
Denition 1.32. Das Promise-Problem gapCvpg, wobei g() eine gap-Funktion
bezeichnet, ist wie folgt deniert:
Ja-Instanzen sind Tripel (L;x;r), wobei L  Qm ein Gitter vom Rang
n ist, x 2 Qm, r 2 R+ und (x;L)  r;
Nein-Instanzen sind Tripel (L;x;r), wobei L  Qm ein Gitter vom
Rang n ist, x 2 Qm, r 2 R+ und (x;L) > g  r.
Denition 1.33. Das Promise-Problem gapSir1
g , wobei g() eine gap-Funktion
bezeichnet, ist wie folgt deniert:
Ja-Instanzen sind Tupel (a;r) 2 (Qn;Q+) mit 1;kk1(La)  r,
Nein-Instanzen sind Tupel (a;r) 2 (Qn;Q+) mit 1;kk1(La) > g  r.
1.3.2.4. Nicht-Approximierbarkeit durch Gaps. Die Nicht-Approximierbarkeit
eines Optimierungsproblems  bis auf einen Faktor f wird dadurch gezeigt,
da das entsprechende Promise-Problem gapf als NP-hart nachgewiesen wird.
Dies zeigt die folgende Proposition (siehe z.B. [BGS]).
Proposition 4. Ein Optimierungsproblem  besitzt keinen Polynomial-Zeit
Approximations-Algorithmus bis auf einen Faktor f:
Unter der Annahme NP 6 P, falls gapf NP-hart ist.
Unter der Annahme NP 6 QP, falls gapf fast NP-hart ist.12 1. Grundlagen
1.4. Interaktive Protokolle
Wir stellen nun die in dieser Arbeit verwendeten Begrie und Resultate aus der
Theorie der Interaktiven Protokolle vor. F ur eine grundlegende Einf uhrung in
das Gebiet der Interaktiven Protokolle m ussen wir jedoch auf [Gol] bzw. [Pap]
verweisen.
Der Verizierer V und der Beweiser P eines interaktiven Protokolls sind
Funktionen
V :      !  [ facc;rejg
und
P :    ! ;
 uber dem bin aren Alphabet  = f0;1g. Wir bezeichnen mit m1#m2##mi
die zwischen dem Verizierer V und dem Beweiser P ausgetauschten Nach-
richten m1;m2;:::;mi. Die Ausgabe des Verizierers ist entweder die n achste
Nachricht mi+1 an den Beweiser oder aber acc bzw. rej, je nach Konklusion
des interaktiven Protokolls. V(w;r;m1##mi) = mi+1 bedeutet, da der
Verizierer V bei Eingabe w, geheimen Zufallsbits r und der bisherigen Nach-
richtenfolge m1##mi dem Beweiser mi+1 als n achste Nachricht schickt.
Die Ausgabe des Beweisers ist die n achste Nachricht mi+1 an den Verizie-
rer. P(w;m1##mi) = mi+1 bedeutet, da der Beweiser P bei Eingabe
w und der bisherigen Nachrichtenfolge m1##mi dem Verizierer mi+1 als
n achste Nachricht schickt. Wir schreiben (V $ P)(w;r) = acc, falls es ei-
ne Folge m1;:::;mk ausgetauschter Nachrichten zwischen V und P gibt und
V(w;r;m1##mk) = acc. Ein interaktives Protokoll mit k ausgetauschten
Nachrichten bezeichnen wir als k-Runden Protokoll.
Wir denieren die Wahrscheinlichkeit, da ein interaktives Protokoll mit
einem Verizierer V und einem Beweiser P eine Eingabe w akzeptiert durch
Pr[V $ P akzeptiert w] := Pr
r2u [(V $ P)(w;r) = acc]:
Denition 1.34. Ein interaktives Beweis-System f ur eine Sprache L besteht
aus einer in polynomieller Zeit berechenbaren Funktion V und einer Funktion
P, so da f ur jede Funktion ~ P und jeden String w gilt:
w 2 L =) Pr[V $ P akzeptiert w] = 1
und
w 62 L =) Pr[V $ ~ P akzeptiert w] < 1
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F ur eine Funktion r : N ! N bezeichnet IP(r()) die Klasse der Sprachen, die
ein interaktives Beweis-System mit einem r(n)-Runden Protokoll haben, wobei
n die L ange des gemeinsamen Eingabestrings w ist.
Sp ater ben otigen wir folgendes Theorem, das in kompakter Form Resultate
von Babai [Bab], Boppana, H astad und Zachos [BHZ], sowie Goldwasser und
Sipser [GS] vereint.
Theorem 1.35. Falls co-NP  IP(O(1)), so gilt 
p
2 = 
p
2, d.h. die Polynomi-
alzeit-Hierachie kollabiert auf der zweiten Stufe.
Das obige Theorem besagt zusammen mit dem Theorem 1.19, da die Klasse
co-NP kein interaktives Beweis-System mit nur konstant vielen Runden besitzt,
sofern die Polynomialzeit-Hierachie eine unendliche Hierachie ist. Wir werden
dieses Resultat in den nachfolgenden Kapiteln zum Beweis von Grenzen f ur die
Nicht-Approximierbarkeit von Optimierungsproblemen verwenden.Kapitel 2
Die Komplexit at
kurzer linear
unabh angiger Vektoren
und kurzer Basen
Paragraph 1 dieses Kapitels stellt das Shortest Independent Vectors
Problem (Sivp) und das Shortest Basis Problem (Sbp) vor, sowie be-
kannte Resultate und Beziehungen zu anderen Gitterproblemen. In Paragraph
2 wird die NP-Vollst andigkeit des Sivp und des Sbp bewiesen. Danach wird
in Paragraph 3 die Nicht-Approximierbarkeit des Sivp und des Sbp bis auf
einen groen Faktor gezeigt. In Paragraph 4 beweisen wir Grenzen f ur Nicht-
Approximierbarkeitsresultate bzgl. des Sivp und des Sbp. Der Inhalt der Pa-
ragraphen 2 und 4 entspricht im wesentlichen dem der Arbeit [BSei].
2.1. Die Gitterprobleme Sivp und Sbp
F ur die beiden folgenden Berechnungsprobleme in Gittern ist kein Polynomial-
Zeit-Algorithmus bekannt und auch nicht zu erwarten:
Denition 2.1. Shortest Independent Vectors Problem (Sivp)
Gegeben: Ein Gitter L  Qm vom Rang n.
Finde: n linear unabh angige Vektoren v1; ;vn 2 L mit
max
1in
kvik = n(L):
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Denition 2.2. Shortest Basis Problem (Sbp)
Gegeben: Ein Gitter L  Qm vom Rang n.
Finde: Eine Basis [b1;:::;bn] f ur L mit
max
1in
kbik = (L):
In der Einleitung haben wir bereits gesehen, da die obigen Probleme und
insbesondere ihre Approximation eine zentrale Rolle in Ajtai's Theorem ein-
nehmen, und bisher noch nicht untersucht worden sind. Ziel dieses Kapitels
ist daher eine eingehende komplexit atstheoretische Untersuchung des Sivp und
des Sbp sowie deren Approximierbarkeit.
Aus Minkowskis 2. Theorem und Proposition 2 ergibt sich n(L)  

n=2
n 
det(L) und (L) 
p
n=2

n=2
n  det(L) f ur ein ganzzahliges Gitter L vom Rang
n. Algorithmen zum L osen des Sivp und des Sbp sind von Pohst [Poh] sowie
Chirkov und Shevchenko [CS] vorgestellt worden; allerdings ist von keinem die-
ser Algorithmen eine polynomielle Laufzeit bewiesen worden. F ur Gitter vom
Rang 2 liefert der Gaussche Algorithmus [Gau] einen ezienten Algorithmus
f ur das Sivp und das Sbp. Mit Hilfe des LLL-Algorithmus ist das Sivp und
das Sbp f ur Gitter vom festen Rang ebenfalls ezient l osbar. F ur Gitter vom
Rang n l ost der LLL-Algorithmus das Sivp und das Sbp in Polynomial-Zeit bis
auf einen Faktor 2(n 1)=2.
Wir betrachten nun generelle Beziehungen zwischen dem Svp, Cvp, Sivp
und dem Sbp. Theorem 1.14 impliziert, da die Approximation des Sivp und
des Sbp bis auf einen Faktor f(n)
p
n in Polynomial-Zeit auf die Approxima-
tion des Svp bis auf einen Faktor f(n) reduzierbar ist. F ur die andere Rich-
tung der Reduktion zeigen wir in diesem Kapitel zun achst, da sowohl das
Svp als auch das Cvp in Polynomial-Zeit auf das Sivp bzw. Sbp reduzier-
bar sind. Man beachte, da ein  ahnliches Resultat f ur die Beziehung zwischen
dem Svp und dem Cvp nicht bekannt ist. Nach Kannan [Kan1] ist lediglich
die
p
n-Approximation des Cvp in Polynomial-Zeit auf das Svp reduzierbar
ist. Allerdings l at sich mit Hilfe des Transfer-Theorems 1.10 zumindest die
Approximation der L ange des k urzesten Vektors bis auf einen Faktor f(n)n
in Polynomial-Zeit auf die f(n)-Approximation des Sivp bzw. Sbp reduzieren.
Dies wird sp ater in Kapitel 4 gezeigt werden.
Wir denieren nun die entsprechenden Promise-Probleme f ur das Sivp und
das Sbp, um deren NP-Vollst andigkeit und insbesondere deren Nicht-Approxi-
mierbarkeit komplexit atstheoretisch untersuchen zu k onnen.
Denition 2.3. Das Promise-Problem gapSivpg, wobei g() eine gap-Funktion
bezeichnet, ist wie folgt deniert:
Ja-Instanzen sind Paare (L;r), wobei L  Qm ein Gitter vom Rang n
ist, r 2 R+ und n(L)  r;2.2. Die NP-Vollst andigkeit von Sivp und Sbp 17
Nein-Instanzen sind Paare (L;r), wobei L  Qm ein Gitter vom Rang
n ist, r 2 R+ und n(L) > g  r.
Denition 2.4. Das Promise-Problem gapSbpg, wobei g() eine gap-Funktion
bezeichnet, ist wie folgt deniert:
Ja-Instanzen sind Paare (L;r), wobei L  Qm ein Gitter vom Rang n
ist, r 2 R+ und (L)  r;
Nein-Instanzen sind Paare (L;r), wobei L  Qm ein Gitter vom Rang
n ist, r 2 R+ und (L) > g  r.
In Paragraph 2 zeigen wir zun achst, da gapSivp1 und gapSbp1 NP-
vollst andig sind. Danach beweisen wir in Paragraph 3, da gapSivpnO(1= log log n)
und gapSbpnO(1= log log n) NP-hart sind. Dies zeigt, da es keine Polynomial-Zeit
Algorithmen gibt, die das Sivp bzw. das Sbp bis auf einen Faktor nO(1=loglogn)
l osen. Andererseits zeigen wir in Paragraph 4, da die Probleme gapSivpO(n)
und gapSbpO(n1:5) in NP\co-NP enthalten sind, und  uberdies hinaus beweisen
wir, da gapSivpn=O(
p
logn) und gapSbpn=O(
p
logn) in NP \ co-IP(3) enthalten
sind. Insbesondere besagt das letzte Resultat, da die Approximation des Sivp
und des Sbp bis auf einen Faktor O(n=
p
logn) unter Karp-Reduktionen nicht
NP-hart ist, es sei denn, da die Polynomialzeit-Hierachie auf der zweiten Stufe
kollabiert.
2.2. Die NP-Vollst andigkeit von Sivp und Sbp
Im Gegensatz zum NP-Vollst andigkeitsbeweis des Svp von Ajtai [Ajt2] durch
eine Karp-Reduktion vom Cvp, die probabilistisch und  auerst kompliziert ist,
ist unsere Reduktion des Cvp auf das Sivp bzw. das Sbp deterministisch und
leicht verst andlich.
Theorem 2.5. Die Entscheidungs-Probleme gapSivp1 und gapSbp1 sind NP-
vollst andig.
Beweis. Sowohl gapSivp1 als auch gapSbp1 sind in NP, da in polynomieller
Zeit entscheidbar ist, ob:
(i) n gegebene Vektoren v1;:::;vn linear unabh angig sind.
(ii) Ein gegebener Vektor v ein Element eines gegebenen Gitters L ist.
(iii) n gegebene Vektoren v1;:::;vn eine Basis f ur ein gegebenes Gitters L
bilden.
Um zu beweisen, da gapSivp1 NP-hart ist, reduzieren wir gapCvp1 auf
gapSivp1. Das Entscheidungs-Problem gapCvp1 ist nach Kannan [Kan1]
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Sei nun (L;x;r) eine gegebene Instanz von gapCvp1 und [b1;:::;bn] ei-
ne Basis von L. Wir k onnen o.B.d.A. annehmen, da L  Zm. Wir w ahlen
zun achst eine Konstante
D > maxfr;n(L)g:
Nach Minkowskis 2. Theorem k onnen wir D := maxfr + 1;dnn=2 det(L)eg
w ahlen. Da det(L) in polynomieller Zeit berechenbar ist, kann D in polyno-
mieller Zeit berechnet werden. F ur das von den Spaltenvektoren der Matrix

b1  bn x
0  0 D

=:

d1  dn dn+1

aufgespannte Gitter M vom Rang n+1 denieren wir (M;
p
r2 + D2) als Instanz
von gapSivp1.
Sei nun (L;x;r) eine Ja-Instanz von gapCvp1. Dann existiert ein Vektor
v =
Pn
i=1 ci bi 2 L mit kv   xk  r. Nach Wahl von D enth alt das Gitter
L n linear unabh angige Vektoren v1;:::;vn mit kvik  n(L)  D f ur alle
i = 1;:::;n. Folglich sind
(v1;0)>;:::;(vn;0)>;(v   x; D)>
n + 1 linear unabh angige Vektoren in M, deren L ange durch
p
r2 + D2 be-
schr ankt ist, d.h. n+1(M) 
p
r2 + D2.
Nun nehmen wir an, da (L;x;r) eine Nein-Instanz von gapCvp1 ist, d.h.
(x;L) > r. Da M vom Rang n + 1 ist, mu in jeder Menge von n + 1 linear
unabh angigen Vektoren fw1;:::;wn+1g von M mindestens ein Vektor von dn+1
abh angen; o.B.d.A. sei dieser
wn+1 =
n+1 X
i=1
cidi mit cn+1 6= 0:
Ist nun jcn+1j  2, so folgt
kwn+1k 
p
4D2 >
p
r2 + D2:
Ist jcn+1j = 1; o.B.d.A. sei cn+1 =  1, so folgt ebenfalls
kwn+1k >
p
r2 + D2;
da ansonsten k
Pn
i=1 cibi   xk  r ist, was ein Widerspruch zur Annahme
(x;L) > r ist, da (L;x;r) nach Annahme eine Nein-Instanz von gapCvp1 ist.
Folglich gilt n+1(M) >
p
r2 + D2.
Um zu zeigen, da gapSbp1 NP-hart ist, benutzen wir die obige Reduktion
von gapCvp1 auf gapSivp1. Wir m ussen nur die Konstante D ensprechend
dem Problem gapSbp1 anpassen. Gem a Proposition 2 aus Kapitel 1 gilt f ur
ein beliebiges Gitter L
(L) 
p
n
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Damit ist nach Minkowskis 2. Theorem n(n+1)=2 det(L) eine obere Schranke f ur
(L). Daher k onnen wir durch Wahl der Konstanten D mit
D := maxfr + 1;dn(n+1)=2 det(L)eg
die obige Reduktion auch zur Reduktion von gapCvp1 auf gapSbp1 benutzen.
Da f ur jedes Gitter M vom Rang n+1 n+1(M)  (M) gilt, wird eine Nein-
Instanz von gapCvp1 auf eine Nein-Instanz von gapSbp1 abgebildet. Um zu
sehen, da eine Ja-Instanz von gapCvp1 auf eine Ja- Instanz von gapSbp1
abgebildet wird, sei [v1;:::;vn] eine Basis von L mit kvik  (L)  D. Beachte,
da (x;D)> als Linearkombination der Vektoren
(v1;0)>;:::;(vn;0)>;(v   x; D)>
mit ganzzahligen Koezienten darstellbar ist. Folglich bilden die Vektoren
(v1;0)>;:::;(vn;0)>;(v x; D)> eine Basis von M mit (M) 
p
r2 + D2. 
Korollar 2. Das Svp und das Cvp ist in polynomieller Zeit auf das Sivp bzw.
das Sbp reduzierbar.
Beweis. Das Resultat f ur Cvp folgt durch Benutzung der obigen Reduktion.
Insbesondere benutzen wir dasselbe Gitter wie im Beweis des vorhergehenden
Theorems. Wir nehmen zun achst an, da wir nur die Distanz (x;L) von
x 2 Rm zum Gitter L  Rm berechnen wollen. Wir w ahlen D so, da D eine
obere Schranke f ur n(L) bzw. (L) ist. Mit (x;L)  kxk k onnen wir
D > maxfdnn=2 det(L)e;kxkg
w ahlen, wenn wir Cvp auf Sivp reduzieren wollen. Wollen wir Cvp auf Sbp
reduzieren, so w ahlen wir
D > maxfdn(n+1)=2 det(L)e;kxkg:
Die Argumentation im vorhergehenden Beweis zeigt, da
p
(x;L)2 + D2 die
L ange der optimalen L osung f ur das Sivp bzw. das Sbp bei der obigen Wahl
von D ist.
Damit erh alt man den n achsten Gittervektor aus der der optimalen L osung
f ur das Sivp bzw. das Sbp. Dies beweist das Resultat f ur Cvp.
Das Resultat f ur Svp folgt aus dem vorherigen Resultat f ur Cvp und der
Polynomialzeit-Reduktion des Svp auf das Cvp aus Goldreich, Micciancio, Sa-
fra and Seifert [GMSS]. 
Man beachte, da die obige Konstruktion nicht dazu geeignet ist, aus ei-
nem Approximationsalgorithmus f ur Sivp oder Sbp einen Approximationsal-
gorithmus f ur Cvp zu erhalten. Da D  dnn=2 det(L)e, hat D im Allgemeinen
 uberhaupt keine Beziehung zu (x;L). Aber jeder Approximationsalgorithmus
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wird, liefert eine Absch atzung f ur (x;L), die von D abh angt. Diese ist im
Allgemeinen jedoch keine brauchbare Approximation von (x;L).
2.3. Die Nicht-Approximierbarkeit von Sivp und
Sbp
Wie wir bereits erw ahnten, ist die vorherige Reduktion nicht dazu geeignet, aus
einem Approximationsalgorithmus f ur das Sivp oder Sbp einen Approximati-
onsalgorithmus f ur Cvp zu erhalten. Damit kann i.A. kein Nicht-Approximier-
barkeitsresultat f ur das Sivp oder Sbp durch die obige Reduktion vom Cvp er-
halten werden. In der Tat basieren unsere Nicht-Approximierbarkeitsresultate
f ur das Sivp und das Sbp auf einer von der vorherigen Reduktion grunds atzlich
verschiedenen Reduktion vom Cvp. Insbesondere setzt diese neue Reduktion
spezielle Eigenschaften der verwendeten Cvp-Intanzen voraus. Alle bis heute
bekannten NP-harten Cvp-Instanzen (z.B. die von [ABSS, AL, DKS]) haben
jedoch diese speziellen Eigenschaften.
Lemma 1. Sei (L;x;r), rg(L) = n, eine gapCvpg Instanz mit folgenden
zus atzlichen Eigenschaften:
(1) x 62 span(L).
(2) Es gibt ein Polynom q() mit r = q(n).
(3) Es gibt ein Polynom p() mit n(L)  p(n) bzw. (L)  p(n).
(4) Ist (L;x;r) eine Nein-Instanz, so gilt f ur alle  2 Znf0g : (x;L) >
g  r.
Dann kann in polynomialler Zeit eine gapSivpg0 bzw. gapSbpg0 Instanz (M;s)
mit
(x;L)  r =) rg(M)(M)  s bzw. (M)  s
und
(x;L) > g  r =) rg(M)(M) > g0  s bzw. (M) > g0  s
konstruiert werden. F ur p(n) = n
, q(n) = n und g(n) = n" ist die neue
gap-Funktion
g0 (rg(M)) = 


rg(M)
"
1+2
 2

:
Beweis. Sei (L;x;r) eine gapCvpg Instanz mit den geforderten Eigenschaften
und B = [b1;:::;bn] eine Basis des Gitters L  Zm. Wir zeigen nur den Beweis
f ur gapSivpg0 da der Beweis f ur gapSbpg0 identisch ist.2.3. Die Nicht-Approximierbarkeit von Sivp und Sbp 21
Wir w ahlen zun achst das kleinste k 2 N mit
p
k  r  p(n):
F ur das von den Spaltenvektoren der Matrix
0
B
B B
B B
@
1. Kopie B x
...
. . .
. . . B x
...
. . .
k. Kopie B x
1
C
C C
C C
A
=:

c1  cnk cnk+1

aufgespannte Gitter M vom Rang nk+1 denieren wir die gapSivpg(n) Instanz
(M;
p
kr). Wir zeigen zun achst die Korrektheit der Konstruktion bzgl. des gaps
g() als Funktion des Ranges n von L und bestimmen anschlieend das aus der
Konstruktion resultierende neue gap g0() als Funktion des Ranges rg(M) von
M.
Zun achst sei (L;x;r) eine Ja-Instanz von gapCvpg, d.h. (x;L)  r.
Nach Konstruktion des Gitters M gilt rg(M)(M)  maxfn(L);
p
k(x;L)g 
maxfn(L);
p
krg. Nach Wahl von k und mit n(L)  p(n) gilt damit folglich
rg(M)(M) 
p
kr.
Sei nun (L;x;r) eine Nein-Instanz von gapCvpg. F ur die L ange des Vektors
cnk+1 gilt
min
v2L(c1;:::;cnk)
2Znf0g
k  cnk+1   vk =
p
k  min
2Znf0g
(x;L) (Konstr. von M)
>
p
k  g(n)r (Eigenschaft 4)

p
kr (g(n)  1)
 n(L) (n(L)  p(n))
= nk(L(c1;:::;cnk)) (Konstr. von M)
Da rg(M) = nk+1, enth alt jede Menge von rg(M) linear unabh angigen Vektoren
mindestens einen Vektor, der von cnk+1 abh angig ist. Folglich gilt
rg(M)(M) = min
v2L(c1;:::;cnk)
2Znf0g
k  cnk+1   vk
> g(n) 
p
kr:
Als Funktion des Ranges n von L ist das gap g(n) = n". Nun gilt rg(M) =
nk + 1 f ur das Gitter M und nach Wahl von k k onnen wir k = O(n2
 2) an-
nehmen. Folglich ist das gap f ur die Instanz (M;
p
kr) als Funktion des Ranges22 2. Die Komplexit at kurzer linear unabh angiger Vektoren und kurzer Basen
rg(M) durch



rg(M)
"
1+2
 2

:
gegeben. 
Das folgende Lemma kann leicht aus dem Hauptresultat von Dinur, Kindler
und Safra [DKS, Sec. 4] gefolgert werden. Ein analoges, aber etwas schw acheres
Lemma mit einem entsprechend einfachen Beweis kann auch aus Arora, Babai,
Stern und Sweedyk [ABSS] bzw. Arora und Lund [AL] gefolgert werden.
Lemma 2. Das Problem gapCvpn1=(2 log log n) ist f ur Instanzen (L;x;r) mit n =
rg(L) und folgenden zus atzlichen Eigenschaften NP-hart:
(1) x 62 span(L).
(2) Es gibt ein Polynom q() mit r = q(n).
(3) Es gibt ein Polynom p() mit n(L)  p(n).
(4) Ist (L;x;r) eine Nein-Instanz, so gilt f ur alle  2 Znf0g : (x;L) >
g  r.
Wir k onnen nun die Nicht-Approximierbarkeit von Sivp und Sbp zeigen.
Theorem 2.6. Die Probleme gapSivpnO(1= log log n) und gapSbpnO(1= log log n) sind
NP-hart.
Beweis. Direkt aus Lemma 1 und Lemma 2 folgt, da gapSivpnO(1= log log n) und
gapSbpnO(1= log log n) NP-hart sind. 
Korollar 3. Unter der Annahme P 6= NP gibt es keinen polynomiellen Appro-
ximationsalgorithmus, der das Sivp oder Sbp bis auf einen Faktor nO(1=loglogn)
approximiert.
2.4. Grenzen f ur die Nicht-Approximierbarkeit
W ahrend wir im vorherigen Paragraphen 3 untere Schranken f ur die Nicht-
Approximierbarkeit des Sivp und des Sbp erhalten haben, untersuchen wir
nun, in wie weit diese verbessert werden k onnen. Hierzu verallgemeinern und
kombinieren wir die in einem  ahnlichen Zusammenhang verwendeten Ideen und
Methoden aus Cai [Cai2], Goldreich und Goldwasser [GG] mit denen aus La-
garias, Lenstra und Schnorr [LLS].
Unser erstes Resultat verwendet die Idee von Cai [Cai2], mit Hilfe von sog.
Transfer-Theoremen (z.B. Theorem 1.10) Grenzen f ur Nicht-Approximierbar-
keitsresultate zu erhalten.
Theorem 2.7. Es gibt Konstanten C und C00, so da die Probleme gapSivpCn
und gapSbpC00n1:5 in NP \ co-NP enthalten sind.2.4. Grenzen f ur die Nicht-Approximierbarkeit 23
Beweis. Per Denition sind gapSivpCn und gapSbpC00n1:5 in NP enthalten.
Wir zeigen jetzt, da gapSivpCn 2 co-NP gilt.
Ist (L;r) eine Ja-Instanz von gapSivpCn, d.h. n(L)  r, so gilt nach
Transferschranke 1  1(L)  n(L) aus Theorem 1.10, da 1(L)  1
r. Ist
(L;r) eine Nein-Instanz von gapSivpCn, d.h. n(L) > Cn  r, so gilt nach
Transferschranke 1(L)  n(L)  Cn aus Theorem 1.10, da 1(L) < 1
r. Ein
nichtdeterministischer Polynomialzeit-Algorithmus der nur Nein-Instanzen von
gapSivpCn akzeptiert, r at einen Vektor v 2 L und akzeptiert gdw. kvk < 1
r.
Das Resultat f ur gapSbpC0n folgt analog mit dem Korollar 1 zu Theorem
1.10. 
Das obige Theorem impliziert folgendes Korollar.
Korollar 4. Es gibt Konstanten C und C00, so da die Probleme gapSivpCn
und gapSbpC00n1:5 unter Karp-Reduktionen nicht NP-hart sind, es sei denn,
da die Polynomialzeit-Hierachie auf der ersten Stufe kollabiert.
Durch Kombination der Methoden aus Goldreich und Goldwasser [GG] mit
denen aus Lagarias, Lenstra und Schnorr [LLS] werden wir nun das obige Re-
sultat f ur Sivp und Sbp hinsichtlich der Grenzen O(n) und O(n1:5) verbessern.
Hierzu verwenden wir die HKZ-Reduktion und das zugeh orige Theorem 1.14.
Die Idee besteht darin, f ur g(n) :=
p
n=O(log(n)) mit Hilfe des IP(2)-Protokolls
f ur co-gapSvpg=2 aus Goldreich und Goldwasser [GG] interaktiv zu pr ufen,
ob eine vorgelegte Gitterbasis eine g(n)-approximative HKZ-Basis ist. Nach
Theorem 1.14 approximiert der letzte Basisvektor einer g(n)-approximativen
HKZ-Basis n() und () bis auf einen Faktor n=O(
p
logn). Hieraus resultiert
die verbesserte Grenze n=O(
p
logn) f ur die Nicht-Approximierbarkeit des Sivp
und des Sbp.
Theorem 2.8. Die Probleme gapSivpn=O(
p
logn) und gapSbpn=O(
p
logn) sind
in NP \ co-IP(3).
Beweis. Per Denition sind gapSivpn=O(
p
logn) und gapSbpn=O(
p
logn) in NP
enthalten. Wir zeigen jetzt, da gapSivpn=O(
p
logn) 2 co-IP(3) gilt.
F ur eine beliebige Konstante c > 0 deniere die Funktion g : N ! R+ durch
g(1) := 1 und g(n) :=
p
n=(clog(n)) f ur n > 1. Wir geben ein IP(3)-Protokoll
f ur co-gapSivpp
ng an, das auf dem IP(2)-Protokoll f ur co-gapSvpg=2 aus Gold-
reich und Goldwasser [GG] basiert. Das Protokoll ist in Abbildung 2.1 darge-
stellt; es f uhrt parallel f ur i = 1;:::;n das IP(2)-Protokoll f ur co-gapSvpg=2
auf (L(n i+1);k^ bik=g(n)) aus. F ur Implementierungsdetails verweisen wir auf
[GG, Sec. 2].
Sei nun zun achst (L;r) eine Nein-Instanz von gapSivpp
ng, d.h. n(L) > p
ng  r. Durch Senden einer HKZ-Basis [b1;:::;bn] f ur L an den Verizierer,24 2. Die Komplexit at kurzer linear unabh angiger Vektoren und kurzer Basen
Abbildung 2.1. Interaktives 3-Runden Protokoll f ur "keine kurze Basis\.
V(L;r) P(L;r)
berechne HKZ-Basis
[b1;:::;bn] von L
b1;:::;bn                  
veriziere, da
[b1;:::;bn] eine schwach
reduzierte Basis f ur L ist
veriziere, da
maxi kbik >
p
ng(n)r
berechne f ur i = n;:::;1
die Gitter L(n i+1)
w ahle f ur i = 1;:::;n
xi 2u BRi(0) \ L(n i+1) mit
Ri := 2n i+1 max
ijn
ki(bj)k
w ahle f ur i = 1;:::;n
i 2u Bk^ bik=4(0) \ span(L(n i+1))
xi + i =: ti                 !
setze
vi := Cvp(ti;L(n i+1))
vi                  
akzeptiere gdw. vi = xi
f ur alle i = 1;:::;n gilt
kann der Beweiser sicherstellen, da ^ bi ein k urzester Vektor des Gitters L(n i+1)
f ur i = 1;:::;n ist. Demzufolge gilt also (xi+i;L(n i+1))  1(L(n i+1))=4 <
1(L(n i+1))=2 f ur die von V an P geschickten Vektoren xi + i. Damit ist xi
der eindeutig bestimmte n achste Gittervektor zu xi + i. Sendet der Beweiser
P diese eindeutig bestimmten Vektoren x1;:::;xn, so akzeptiert der Verizierer
mit Wahrscheinlichkeit 1.
Sei nun (L;r) eine Ja-Instanz von gapSivpp
ng, d.h. n(L)  r. Wir nehmen
an, da die vom Prover gesendeten Vektoren b1;:::;bn eine schwach reduzierte
Basis f ur L sind und insbesondere maxi kbik >
p
ng(n)r erf ullen. Da n(L)  r
und maxi kbik >
p
ng(n)r gilt, kann kbik  g(n)
p
ii(L) nicht f ur alle i =
1;:::;n erf ullt sein. Nach Theorem 1.14 ist damit [b1;:::;bn] keine g(n)-
approximative HKZ-Basis f ur L. Da die Basis [b1;:::;bn] schwach reduziert2.4. Grenzen f ur die Nicht-Approximierbarkeit 25
ist, mu die Bedingung (ii) einer g(n)-approximativen HKZ-Basis verletzt sein,
d.h. es existiert ein i0 2 f1;:::;ng mit 1(L(n i0+1)) < k^ bi0k=g(n). Gem a
der Analyse des IP(2)-Protokolls f ur co-gapSvpg=2 in [GG, Claim 3.3] hat ein
Beweiser h ochstens eine Erfolgswahrscheinlichkeit von 1   n 8c den Test vi0 =
xi0 f ur die Instanz (L(n i0+1);k^ bi0k=g(n)) zu bestehen. Folglich akzeptiert der
Verizierer V eine Ja-Instanz (L;r) h ochstens mit Wahrscheinlichkeit 1 n 8c.
Durch parallele Wiederholungen (siehe [Gol, Lemma C.1]) des obigen Beweis-
Systems kann diese Wahrscheinlichkeit auf < 1=2 gedr uckt werden.
Da n(L)  (L) gilt und da der Verizierer V  uberpr uft, da die Vektoren
b1;:::;bn, die vom Beweiser gesandt werden eine Basis f ur L bilden, ist das
obige Protokoll auch ein IP(3)-Protokoll f ur co-gapSbpp
ng. 
Das obige Theorem impliziert in Kombination mit dem Theorem 1.35 fol-
gendes Korollar.
Korollar 5. Unter Karp-Reduktionen sind die Probleme gapSivpn=O(
p
logn)
und gapSbpn=O(
p
logn) nicht NP-hart, es sei denn, da die Polynomialzeit-
Hierachie auf der zweiten Stufe kollabiert.Kapitel 3
Die Komplexit at
Diophantischer
Approximationen
Paragraph 1 dieses Kapitels gibt eine kurze Einf uhrung in die Theorie der
Simultanen Diophantischen Approximationen und insbesondere in das Best
Simultaneous Diophantine Approximation (Bsda) Problem. In Para-
graph 2 zeigen wir die Nicht-Approximierbarkeit des Bsda Problems bis auf
einen groen von der Dimension abh angigen Faktor. Dieses Resultat best atigt
im wesentlichen eine vor 15 Jahren von Lagarias aufgestellte Vermutung, da
selbst die approximative Berechnung von Best Approximationen nicht ezient
m oglich ist. Andererseits beweisen wir in Paragraph 3 aber auch eine Gren-
ze f ur die Nicht-Approximierbarkeit des Bsda Problems. Unsere Grenze f ur
die Nicht-Approximierbarkeit pr azisiert Lagarias' Vermutung hinsichtlich einer
Verbesserung des Ergebnis f ur die Nicht-Approximierbarkeit. Der Inhalt der
Paragraphen 2 und 3 entspricht im wesentlichen dem der Arbeiten [RSei1, Sei]
und benutzt das Resultat der Arbeit [RSei3].
3.1. Simultane Diophantische
Best-Approximationen
Simultane Diophantische Approximation ist das Studium der Approximations-
eigenschaften reeller Zahlen 1;:::;n durch rationale Zahlen p1=q;:::;pn=q
mit einem gemeinsamen Hauptnenner q. Trivialerweise gilt f ur die G ute der
Diophantischen Approximation mit Hauptnenner q nat urlich kq mod Zk1 
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1=(2q). Allerdings gibt es Diophantische Approximation wesentlich besserer
G ute, wenn man nur eine obere Schranke f ur den Hauptnenner vorgibt.
Das folgende klassische Theorem (siehe z.B. [Cas2]) garantiert, da ein Vek-
tor  2 Rn mit einer G ute " approximiert werden kann, so da der Hauptnenner
q nicht zu gro ist.
Dirichlet's Theorem. F ur einen Vektor  2 Rn und ein ", 0 < " < 1,
existiert ein Nenner q mit 1  q  " n und
kq mod Zk1  ":
Oftmals ist man allerdings daran interessiert, zu vorgegebener Hauptnen-
nerschranke N einen Hauptnenner q, 1  q  N, bestm oglicher G ute zu nden.
Diese Aufgabe wird durch das folgende Berechnungsproblem beschrieben.
Denition 3.1. Best Simultaneous Diophantine Approximation (Bsda)
Gegeben: Ein Vektor  2 Rn und eine Hauptnennerschranke N.
Finde: Einen Nenner q 2 [1 : N] mit
kq mod Zk1 = min
1QN
kQ mod Zk1:
Der Kettenbruchalgorithmus bietet f ur n = 1 ein ezientes Verfahren zur
L osung des Bsda Problems, und f ur festes n kann das Bsda Problem mit Hilfe
des LLL-Algorithmus ebenfalls ezient gel ost werden. F ur beliebiges n dagegen
ist kein Polynomial-Zeit Algorithmus bekannt und auch nicht zu erwarten, da
Lagarias [Lag] die NP-Vollst andigkeit des Bsda Problems zeigte. Gleichzeitig
gab Lagarias [Lag] aber einen auf dem LLL-Algorithmus basierenden ezien-
ten Approximationsalgorithmus an. Dieser berechnet zu gegebenen rationalen
Zahlen 1;:::;n und einer Hauptnennerschranke N in Polynomial-Zeit einen
Nenner ~ q mit 1  ~ q  2n=2N, so da gilt:
max
i
min
pi2Z
j~ qi   pij 
p
5n 2(n 1)=2  min
1qN
max
i
min
pi2Z
jqi   pij:
Gleichzeitig  auerte Lagarias bzgl. einer m oglichen Verbesserung hinsicht-
lich polynomieller Faktoren allerdings die folgende Vermutung. Existiert ein Po-
lynomial-Zeit Algorithmus, der f ur gegebene rationale Zahlen 1;:::;n sowie
einer Hauptnennerschranke N einen Nenner ~ q mit 1  ~ q  f(n)N berechnet,
so da
max
i
min
pi2Z
j~ qi   pij  f(n)  min
1qN
max
i
min
pi2Z
jqi   pij
gilt, wobei f ein Polynom in n ist, so gilt P = NP. Die komplexit atstheoretische
Untersuchung dieser Vermutung bzgl. der Nicht-Approximierbarkeit von Dio-
phantischen Best-Approximationen ist der Hauptinhalt dieses Kapitels. Hierzu3.2. Die Nicht-Approximierbarkeit von Bsda 29
denieren wir zun achst das entsprechende Promise-Probleme f ur das Bsda Pro-
blem.
Denition 3.2. Das Promise-Problem gapBsdag, wobei g() eine gap-Funktion
bezeichnet, ist wie folgt deniert:
Ja-Instanzen sind Tripel (;N;") 2 (Qn;N+;Q+) mit
minq2[1:N] kq mod Zk1  ",
Nein-Instanzen sind Tripel (;N;") 2 (Qn;N+;Q+) mit
minq2[1:gN] kq mod Zk1 > g  ",
Wir beweisen in Paragraph 2, da gapBsdanO(1= log0:5+" n) f ur jede Konstan-
te " > 0 fast NP-hart ist. Dies kommt der Vermutung von Lagarias sehr nahe
und kann als deren Best atigung betrachtet werden. Andererseits zeigen wir
in Paragraph 3, da gapBsdan=O(logn) in NP \ co-IP(2) enthalten ist. Dieses
Resultat besagt, da gapBsdan=O(logn) unter Karp-Reduktionen nicht NP-hart
ist, es sei denn, da die Polynomialzeit-Hierachie auf der zweiten Stufe kolla-
biert. F ur einen Nicht-Approximierbarkeitsfaktor f(n) = n=O(logn) stimmt
die Vermutung von Lagarias also nicht mehr.
3.2. Die Nicht-Approximierbarkeit von Bsda
Der nun folgende Beweis der unteren Schranke f ur die Nicht-Approximierbarkeit
des Bsda Problems basiert auf der Dualit at zwischen dem Berechnen von Simul-
tanen Diophantischen Approximationen und dem Berechnen von ganzzahligen
Relationen. Beispielsweise nutzen Just [Jus] und R ossner und Schnorr [RSch]
diese Dualit at, um aus einem ezienten Algorithmen zum Berechnen von kur-
zen ganzzahligen Relationen einen ezienten Algorithmen zum Berechnen von
guten Simultanen Diophantischen Approximationen zu erhalten. Die G ute der
von diesen Algorithmen berechneten Diophantischen Approximationen ist in
dem Sinne optimal, da die Dirichlet Schranke bis auf einen von der Dimension
abh angigen Faktor erreicht wird.
Im folgenden wird dieser Zusammenhang in die andere Richtung verwendet
werden. Insbesondere basiert die untere Schranke f ur die Nicht-Approximierbar-
keit des Bsda Problems auf der Nicht-Approximierbarkeit des kk1-Shortest
Integer Relation Problems, die von R ossner und Seifert [RSei3] bewiesen
worden ist:
Lemma 3. F ur jede Konstante " > 0 ist das Problem gapSir1
nO(1= log0:5+" n) f ur
Instanzen (a;r) mit r = 1 fast NP-hart.
Das folgende Lemma reduziert die Approximation des k  k1-Shortest
Integer Relation Problems auf die Approximation des Bsda Problems.30 3. Die Komplexit at Diophantischer Approximationen
Lemma 4. Sei (a;r) 2 (Zn;Z+) eine gapSir1
g -Instanz mit r = 1. In polyno-
mieller Zeit kann eine gapBsdag-Instanz (;N;") 2 (Qn+1;N+;Q+) mit
1;kk1(La) = 1 =) min
q2[1:N]
kq mod Zk1  "
und
1;kk1(La) > g =) min
q2[1:gN]
kq mod Zk1 > g  "
konstruiert werden.
Beweis. Sei (a;1) 2 (Zn;Z+) eine gapSir1
g -Instanz. Zun achst reduzieren wir
das Problem ein nicht-triviales x 2 Zn mit kxk1  g(n) und
hx;ai = 0 (3.1)
zu nden auf ein modulares Relationenproblem. Hierzu denieren wir A :=
g(n)
Pn
j=1 jajj; bestimmen die kleinste Primzahl p0 mit p0 6j
Qn
j=1 aj und de-
nieren R := blogp0 Ac+1. Ist b die maximale Bitl ange der Zahlen aj im Vektor
a 2 Zn, so ist die Bitl ange von
Qn
j=1 aj durch nb beschr ankt. Folglich hat das
Produkt
Qn
j=1 aj h ochstens nb verschiedene Primteiler, so da p0 in polyno-
mieller Zeit berechenbar ist. Die Reduktion verwendet folgendes Lemma von
R ossner und Seifert [RSei1, Lemma A].
Lemma 5. In polynomieller Zeit ist eine Menge von Primzahlen fQ1;:::;Qng
und eine Zahl T 2 N+ berechenbar, so da f ur i = 1;:::;n   1 gilt:
(a) Qi < Qi+1,
(b) ggT(Qi; p0
Qn
j=1 aj) = 1,
(c) QT
1  4g(n)(n + 1)pR
0 und
(d) g(n)1=T Qn < (g(n) + 1)1=T Q1.
Mit Hilfe des Chinesischen Restsatzes (siehe z.B. [BSha]) bestimmen wir
nun f ur j = 1;:::;n   1 kleinste positive ganze Zahlen rj mit
rj  0

mod
Qn
i=1
i6=j
QT
i

(3.2a)
rj  aj (mod pR
0 ) (3.2b)
rj 6 0 (mod Qj); (3.2c)
wobei Q1;:::;Qn durch Lemma 5 gegeben sind. Man beachte, da (3.2c) eine
Konsequenz aus (3.2a) und (3.2b) ist; denn ist r0
j die kleinste positive ganze3.2. Die Nicht-Approximierbarkeit von Bsda 31
L osung f ur (3.2a) und (3.2b), so denieren wir
rj :=
8
<
:
r0
j falls r0
j 6 0 (mod Qj),
r0
j + pR
0

Qn
i=1
i6=j
QT
i

sonst.
Mit ggT(pR
0
Qn
i=1 QT
i =QT
j ;Qj) = 1 wegen (b) von Lemma 5 gilt rj 6 0 (mod
Qj) f ur j = 1;:::;n   1, d.h. (3.2c) gilt f ur jede Wahl von rj. Denieren wir
nun r := (r1;:::;rn), so erhalten wir aus (3.2b) und A < pR
0 die Identit at
fx 2 Zn \ Cg(n)(0) j ha;xi = 0g
= fx 2 Zn \ Cg(n)(0) j hr;xi  0 (mod pR
0 )g:
F ur die Gitter La und Lr;pR
0 gilt also La \ Cg(n)(0) = Lr;pR
0 \ Cg(n)(0). Weiter
denieren wir f ur einen Vektor x 2 Zn mit 1  kxk1  g(n)
Z :=
d X
j=1
xjrj; H :=
d X
j=1
rj und B :=
d Y
j=1
QT
j :
Nach Denition gilt jZj  g(n)H und insbesondere impliziert (c) von Lemma 5
rj  r0
j + pR
0

Qn
i=1
i6=j
QT
i

 2pR
0
B
QT
j

1
2g(n)(n + 1)
B;
folglich gilt
g(n)H < 1=2B:
Unmittelbar aus der obigen Konstruktion ergibt sich f ur das Gitter Lr;pR
0
die folgende Behauptung.
Behauptung 1. F ur das Gitter Lr;pR
0 gilt
1;kk1(Lr;pR
0 ) = 1
=)9Z: 1  jZj  H ^ Z  0(modpR
0 ) ^ 8n
j=1Z  xjrj(modQT
j ) ^ x 2 C1(0);
1;kk1(Lr;pR
0 ) > g
=)8Z: 1  jZj  gH ^ Z  0(modpR
0 ) ^ 8n
j=1Z  xjrj(modQT
j ) ) x 62 Cg(0):
Die Konstruktion einer gapBsda-Instanz mit den erforderlichen Eigen-
schaften wird nun in folgender Behauptung gezeigt werden.
Behauptung 2. F ur die gapBsda-Instanz (;H; 1
QT
1
) mit
0 := 1
pR
0
und j :=
r?
j
QT
j
; 1  j  n;32 3. Die Komplexit at Diophantischer Approximationen
wobei r?
j, 1  r?
j < QT
j , das eindeutig bestimmte Inverse zu rj (modQT
j ) be-
zeichnet, gilt
9Z: 1  jZj  H ^ Z  0(modpR
0 ) ^ 8n
j=1Z  xjrj(modQT
j ) ^ x 2 C1(0)
=)9Z: 1  jZj  H ^ 8n
j=0 min
n2Z
jZj   nj  1
QT
1
;
8Z: 1  jZj  gH ^ Z  0(modpR
0 ) ^ 8n
j=1Z  xjrj(modQT
j ) ) x 62 Cg(0)
=)8Z: 1  jZj  gH ) 8n
j=0 min
n2Z
jZj   nj >
g
QT
1
Beweis. Sei zun achst
9Z: 1  jZj  H ^ Z  0(modpR
0 ) ^ 8n
j=1Z  xjrj(modQT
j ) ^ x 2 C1(0)
erf ullt. Oensichtlich existiert damit ein Z mit 1  jZj  H und insbesondere
gilt wegen Z  0(modpR
0 ) dann auch
min
n2Z

 Z 1
pR
0
  n

  = 0:
 Uberdies hinaus gilt f ur den Nenner Z wegen (3.2c) and (a) von Lemma 5 f ur
1  j  n
min
n2Z

 
Z
r?
j
QT
j
  n

 
 = min
n2Z

 

xjrjr?
j
QT
j
  n

 
 = min
n2Z

 

xj
QT
j
  n

 
  1
QT
j
 1
QT
1
:
Zum Beweis der zweiten Implikation nehmen wir an, da
9Z: 1  jZj  gH ^ 8n
j=0 min
n2Z
jZj   nj 
g
QT
1
gilt. Oensichtlich existiert damit wieder ein Z mit 1  jZj  H und insbeson-
dere gilt wegen (c) von Lemma 5
1
pR
0
>
g(n)
QT
1
;
was in Verbindung mit minn2Z jZj nj 
g(n)
QT
1
insbesondere minn2Z jZ 1
pR
0
 nj =
0 impliziert. Folglich gilt Z  0(modpR
0 ). Mit (a) und (d) von Lemma 5 gilt
aber auch
g(n) + 1
QT
j
>
g(n)
QT
1
;
welches durch Kombination mit minn2Z jZj nj 
g(n)
QT
1
dann aber minn2Z jZj 
nj 
g(n)
QT
j
erzwingt. Dies ist aber nur unter der Vorraussetzung m oglich, da
Z  xjrj (mod QT
j ) ^ x 2 Cg(0)
erf ullt ist. 3.3. Grenzen f ur die Nicht-Approximierbarkeit 33
Da die gesamte Konstruktion in polynomieller Zeit durchf uhrbar ist, folgt
der Beweis des Lemmas aus den beiden obigen Behauptungen. 
Wir k onnen nun die Nicht-Approximierbarkeit von Bsda zeigen.
Theorem 3.3. Das Problem gapBsdanO(1= log0:5+" n) ist f ur jede Konstante " >
0 fast NP-hart.
Beweis. Aus Lemma 4 und Lemma 3 folgt, da gapBsdanO(1= log0:5+" n) f ur jede
Konstante " > 0 fast NP-hart ist. 
Korollar 6. Unter der Annahme NP 6 QP gibt es keinen polynomiellen Appro-
ximationsalgorithmus, der f ur gegebene 1;:::;n und Hauptnennerschranke N
einen Nenner ~ q mit 1  ~ q  nO(1=log0:5+" n)N berechnet, wobei " > 0 eine belie-
bige Konstante ist, so da ~ q bis auf einen Faktors nO(1=log0:5+" n) ein simultaner
Diophantischer Best Approximations Nenner f ur 1;:::;n mit Hauptnenner-
schranke N ist.
3.3. Grenzen f ur die Nicht-Approximierbarkeit
In diesem Abschnitt zeigen wir, da das Promise-Problem gapBsdan=O(logn)
in NP \ co-IP(2) enthalten ist. Dies impliziert, da gapBsdan=O(logn) unter
Karp-Reduktionen nicht NP-hart ist, falls nicht die Polynomialzeit-Hierarchie
auf der zweiten Stufe kollabiert.
Theorem 3.4. Das Problem gapBsdan=O(logn) ist in NP \ co-IP(2).
Beweis. Per Denition ist gapBsdan=O(logn) in NP enthalten. Wir zeigen
jetzt, da gapBsdan=O(logn) 2 co-IP(2) gilt.
Eine gapBsdan=O(logn)-Instanz (;N;") erf ullt f ur g(n) = n=O(logn) ent-
weder das Versprechen minq2[1:N] kq mod Zk1  ", oder aber das Verspre-
chen minq2[1:gN] kq mod Zk1 > g  ". Der Beweiser behauptet nun, da
minq2[1:gN] kq mod Zk1 > g  " gilt.
Zun achst beschreiben wir die Idee des interaktiven Protokolls, das eine
groe  Anlichkeit mit dem Beweis des klassischen Theorems von Dirichlet [Dir]
 uber Diophantische Approximationen aufweist. Wir zentrieren um jeden Punkt
q p mit 1  q  gN und p 2 Zn den W urfel Cr(q  p) mit r = g"=2. Der
Verizierer w ahlt zun achst zuf allig einen solchen Punkt q   p und w ahlt an-
schlieend in dem entsprechenden W urfel Cr(q p) einen zuf alligen Vektor .
Nun sendet der Verizierer den Vektor  an den Beweiser und akzeptiert gdw.
der Beweiser den Nenner q zur uckschickt. Ein ehrlicher Beweiser kann diesen
Nenner q leicht nden, da q eindeutig bestimmt ist. Versucht der Beweiser dage-
gen zu betr ugen, d.h. es gilt minq2[1:N] kq mod Zk1  ", so existiert f ur jeden
Nenner q mindestens ein weiterer Nenner q0 6= q und ein Vektor p0 2 Zn mit34 3. Die Komplexit at Diophantischer Approximationen
kq p q0 mod Zk1 = kq p (q0 p0)k1  ". In diesem Fall aber haben
die W urfel Cr(q p) und Cr(q0 p0) einen groen gemeinsamen Durchschnitt,
da ihre Seitenl angen ungef ahr das n-fache ihres Mittelpunktabstandes betragen.
Folglich gibt es eine groe Wahrscheinlichkeit daf ur, da unehrliche Beweiser
das Protokoll nicht bestehen. Denn im Fall  2 Cr(q   p) \ Cr(q0   p0)
kann der Verizierer den Nenner q oder den Nenner q0 gew ahlt haben | beide
werden allerdings mit gleicher Wahrscheinlichkeit gezogen.
F ur eine beliebige Konstante c mit 0 < c < 1=2 deniere die Funktion
g : N ! R+ durch g(1) := 1 und g(n) := n=(cln(n)) f ur n > 1. Wir geben
ein IP(2)-Protokoll f ur co-gapBsdag an. Das Protokoll ist in Abbildung 3.1
dargestellt; f ur Implementierungsdetails verweisen wir auf [GG, Sec. 2].
Abbildung 3.1. Interaktives 2-Runden Protokoll f ur "keine gute Approximation\.
V(;N;") P(;N;")
w ahle q 2u [1 : gN]
w ahle p 2u Cn2(0) \ Zn
w ahle  2u Cg"
2 (0)
setze  := fqg   p + 

                  !
bestimme q 2 [1 : gN]
mit minimaler Distanz
k   q mod Zk1
q
                   
akzeptiere gdw. q = q
Sei nun zun achst (;N;") eine Nein-Instanz von gapBsdag:
Behauptung 3. Gilt minq2[1:gN] kq mod Zk1 > g", so existiert ein Beweiser
P, so da der Verizierer V nach Interaktion mit P, mit Wahrscheinlichkeit 1
akzeptiert.
Beweis. F ur jede Nachricht  des Verizierers V an den Beweiser P ist der
Nenner q 2 [1 : gN] eindeutig bestimmt, d.h. es gibt nur ein q mit k  
q mod Zk1 
g"
2 . Denn g abe es einen weiteren solchen Nenner q0 2 [1 : gN]
mit q 6= q0, so w are f ur (q   q0) 2 [1 : gN] (o.B.d.A. sei q > q0)
k(q   q0) mod Zk1
 k   q mod Zk1 + k   q0 mod Zk1
 g  "3.3. Grenzen f ur die Nicht-Approximierbarkeit 35
erf ullt | ein Widerspruch. Auf Grund dieser Eindeutigkeit kann ein ehrlicher
Beweiser das richtige q bestimmen und besteht folglich immer das Protokoll. 
Nun betrachten wir den Fall, da (;N;") eine Nein-Instanz von gapBsdag
ist:
Behauptung 4. Existiert ein q 2 [1: N] mit kq mod Zk1  ", so gilt f ur
jeden Beweiser ~ P, da der Verizierer V nach Interaktion mit ~ P, mit Wahr-
scheinlichkeit h ochstens 1   O(1=n2c) akzeptiert.
Beweis. Zun achst bemerken wir, da q0 := q + q bei zuf alliger uniformer
Wahl von q 2u [1 : gN] h ochstens mit Wahrscheinlichkeit 1=g nicht in [1 : gN]
enthalten ist. Oensichtlich erf ullt q0 allerdings
kfqg   p   fq0g mod Zk1  ";
d.h. es existiert ein p 2 C2(0) \ Zn mit
kfqg   p   (fq0g   p0)k1  "
f ur p0 := p + p 2 Zn. Man bemerke nun, da der Punkt fqg   p mit
Wahrscheinlichkeit 1 in dem W urfel C1+n2(0) enthalten ist, wohingegen der
Punkt fq0g   p0 nur mit Wahrscheinlichkeit  (1   4=(2n2 + 1))n in dem
W urfel C1+n2(0) enthalten ist.
Betrachten wir nun die Nachricht  = fqg   p +  des Verizierers V als
Zufallsvariable, so deniert 0 := fq0g   p0 +  eine neue Zufallsvariable. Bis
auf die Wahrscheinlichkeiten, da q0 nicht in [1 : gN] und fq0g   p0 nicht in
dem W urfel C1+n2(0) enthalten ist, sind die Zufallsvariablen  und 0 identisch
verteilt.
Insbesondere gilt f ur die Zufallsvariablen , 0 und einen beliebigen Bewei-
ser ~ P
Pr

[e P antortet q auf ]
= 1=2

Pr

[e P antwortet q auf ]   Pr
0[e P antwortet q auf 0]

+
1=2Pr

[e P antwortet q auf ] + 1=2Pr
0[e P antwortet q auf 0]
= 1=2k   0kSD +
1=2Pr

[e P antwortet q auf ] + 1=2Pr
0[e P antwortet q auf 0];
wobei k   0kSD die statistische Distanz der Zufallsvariablen  und 0 be-
zeichnet. F ur zwei Zufallsvariablen X und X0  uber dem Wahrscheinlichkeits-
raum X ist die statistische Distanz zwischen X und X0 durch kX   X0kSD :=36 3. Die Komplexit at Diophantischer Approximationen
1
2
P
x2X jPrX[X = x]   PrX0[X0 = x]j deniert. Aus der letzten Gleichung
erhalten wir
Pr

[e P antwortet q auf ] = k   0kSD + Pr
0[e P antwortet q auf 0]
= k   0kSD + 1   Pr
0[e P antwortet nicht q auf 0]
 k   0kSD + 1   Pr
0[e P antwortet q0 auf 0]:
Nun sind die Ereignisse [e P antwortet q auf ] und [e P antwortet q0 auf 0] bis
auf die Wahrscheinlichkeiten, da q0 nicht aus [1 : gN] und fq0g   p0 nicht in
dem W urfel C1+n2(0) enthalten ist gleichwahrscheinlich. Demzufolge erhalten
wir unter Benutzung der vorhergehenden Absch atzung
2  Pr

[e P antwortet q auf ]  Pr

[e P antwortet q auf ] +
Pr
0[e P antwortet q0 auf 0] + 1
g + 2
n
 k   0kSD + 1 + 1
g + 2
n:
Folglich m ussen wir noch f ur jedes q 2 [1 : gN] die statistische Distanz der
Zufallsvariablen  und 0 nach oben beschr anken.
Setzen wir  := "=(g  "=2) = 2=g und normalisieren wir die Seitenl angen
der W urfel Cg"=2(), so ergibt sich die statistische Distanz der Zufallsvariablen
 und 0 als die statistische Distanz der Verteilungen
D1 : Uniforme Verteilung auf C1(0)
und
D2 : Uniforme Verteilung auf C1(  1).
Aus der Identit at
jjD1   D2jjSD =
1
2

vol(C1(0))4vol(C1(  1))
vol(C1(0))
;
wobei A4B die symmetrische Dierenz der Mengen A und B bezeichnet und
der Absch atzung
vol(C1(0))4vol(C1(  1))
vol(C1(0))
 2  (1   (1   )n)3.3. Grenzen f ur die Nicht-Approximierbarkeit 37
erhalten wir f ur die statistische Distanz der Verteilungen D1 und D2 eine obere
Schranke:
jjD1   D2jjSD  1  

1  
2
g
n
= 1  

1  
2c  lnn
n
n
 1   e 2clnn

1  
(2c  lnn)2
n

mit [MR, Prop. B.3]
 1  
1
n2c:
Insgesamt erhalten wir damit f ur einen beliebigen Beweiser ~ P, da f ur
gen ugend groes n
Pr

[e P antwortet q auf ]  1
2k   0kSD + 1
2 + 1
2g + 1
n
= 1   1
2n2c + clnn
2n + 1
n
 1   O(1=n2c) mit c < 1=2
gilt, womit der Beweis der Behauptung beendet ist. 
Durch parallele Wiederholungen (siehe [Gol, Lemma C.1]) des obigen Beweis-
Systems kann die Wahrscheinlichkeit in der letzten Behauptung auf < 1=2 ge-
dr uckt werden. 
Das obige Theorem impliziert in Kombination mit Theorem 1.35 folgendes
Korollar.
Korollar 7. Unter Karp-Reduktionen ist das Problem gapBsdan=O(logn) nicht
NP-hart, es sei denn, da die Polynomialzeit-Hierachie auf der zweiten Stufe
kollabiert.Kapitel 4
Anwendungen
schwieriger
Gitterprobleme
In Paragraph 1 dieses Kapitels stellen wir die notwendigen Grundlagen f ur
Ajtai's Theorem, sowie das Theorem selbst vor. Gleichzeitig zeigen wir zwei
leicht zu beweisende Aussagen dieses Theorems. Den schwierigen Teil des Be-
weises von Ajtai's Theorem skizzieren wir im Paragraphen 2. Im Paragraph 3
untersuchen wir die Konsequenzen der Resultate aus Kapitel 2 zur Konstruk-
tion von im Durchschnitt schwierigen Gitterproblemen am skizzierten Beweis
von Ajtai's Theorem.
4.1. Ajtai's Theorem
Seien n, m und q positive ganze Zahlen und Znm
q die Menge der nm Matrizen
 uber Zq. F ur jedes M 2 Znm
q deniert die Menge
(M) := fv 2 Zm j M  x  0 mod qg
ein Gitter, da (M) eine diskrete additive Untergruppe des Zm ist. Wir de-
nieren nun f ur n;m;q 2 Z+ die Klasse n;m;q von Gittern durch
n;m;q := f(M) j M 2 Znm
q g:
Unter der uniformen Wahl eines Gitters aus der Klasse n;m;q, kurz  2u
n;m;q, verstehen wir die uniforme Wahl einer Matrix M 2 Znm
q .
3940 4. Anwendungen schwieriger Gitterprobleme
Ajtai's Theorem. Es gibt Konstanten c1, c2 und c3, so da folgendes gilt. Gibt
es einen probabilistischen Polynomial-Zeit Algorithmus A, der in einem uniform
gew ahlten Gitter  2u n;m;q mit m = (n) und q = (n3) einen nicht trivialen
Vektor x der L ange h ochstens n berechnet, so gibt es einen probabilistischen
Polynomial-Zeit Algorithmus B, der f ur ein beliebiges Gitter L vom Rang n und
beliebiges " > 0 mit Wahrscheinlichkeit  1=2 folgende Probleme l ost:
(i) Sivp bis auf Faktor nc1+":
Finde n linear unabh angige Vektoren v1;:::;vn 2 L mit maxi kvik 
nc1+"n(L).
(ii) Sbp bis auf Faktor nc2+":
Finde eine Basis [b1;:::;bn] von L mit maxi kbik  nc2+"(L).
(iii) Svp bis auf Faktor nc3+":
Finde die L ange des k urzesten Vektors in L bis auf einen Faktor von
nc3+", d.h. eine Absch atzung ~ 1 mit ~ 1  1(L)  nc3+"~ 1:
Man beachte, da nach Minkwoski's 1. Theorem f ur jedes c > 0 ein c0 > 0
existiert, so da f ur jedes  2 n;c0n;nc in der Tat 1()  n gilt.
Beweis. Wir zeigen zun achst, wie die Probleme (ii) und (iii) f ur c2 = c1 + 0:5
und c3 = c1 + 1 mit Hilfe eines nc1-Approximationsalgorithmus f ur das Sivp
gel ost werden k onnen. Im n achsten Paragraphen skizzieren wir f ur c1 = 3 + ",
" > 0, entsprechend der Analyse von Cai und Nerurkar [CN], den Beweis des
schwierigeren Teils (i).
Nach Annahme berechnet der nc1-Approximationsalgorithmus f ur das Sivp
f ur ein beliebiges Gitter L vom Rang n linear unabh angige Vektoren v1;:::;vn 2
L mit maxi kvik  nc1n(L). Nach Proposition 2 k onnen wir aus diesen n linear
unabh angigen Vektoren in polynomieller Zeit eine Basis [b1;:::;bn] von L mit
maxi kbik  nc1+0:5n(L)  nc1+0:5(L) berechnen. Dies beweist den Teil (ii).
Wir beweisen nun den Teil (iii). Wenden wir den nc1-Approximationsalgo-
rithmus f ur das Sivp auf das duale Gitter L eines gegebenen Gitters L vom
Rang n an, so erhalten wir n linear unabh angige Vektoren v
1;:::;v
n 2 L mit
n(L)  ~ n(L)  nc1n(L), wobei ~ n(L) = maxi kv
ik gilt. Denieren wir
jetzt ~ 1 := 1=~ n(L), so folgt mit dem Transfer-Theorem 1.10
1(L) 
1
n(L)

1
~ n(L)
= ~ 1 
1
nc1n(L)

1(L)
nc1+1;
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4.2. Die Reduktion des Worst-Case auf den
Average-Case
Wir kommen nun zum schwierigen Teil (i) des Beweises von Ajtai's Theorem.
Es bezeichnet im folgenden P(v1;:::;vn) := f
Pn
i=1 xivi j 0  xi < 1g das von
den Vektoren v1;:::;vn aufgespannte Parallelepiped.
Beweis. Zun achst beschreiben wir die Idee des Beweises f ur (i). Der Kern
der Reduktion ist eine iterative Prozedur auf einer Menge S = fv1;:::;vng,
o.B.d.A. sei kv1k  :::  kvnk, von linear unabh angige Vektoren des Gitters
L, die folgendes leistet:
Solange kvnk > n3+"n(L) erf ullt ist, konstruiert die Prozedur mit groer
Wahrscheinlichkeit einen Gittervektor w, so da kwk  kvnk=2 und w linear
unabh angig von v1;:::;vn 1 ist. Man wiederholt diese Prozedur solange, bis
diese keinen Erfolg mehr hat, und schliet dann, da die so konstruierte Menge
S mit groer Wahrscheinlichkeit eine Menge von linear unabh angigen Vektoren
mit maxi kvik  n3+"n(L) ist.
Die Prozedur besteht aus f unf Schritten: Zun achst wird ein w urfel ahnli-
ches Parallelepiped aus Gittervektoren konstruiert; dies nennen wir Pseudo-
W urfel. Dieser Pseudo-W urfel wird in viele kleine Parallelepipede zerlegt, die
wir als Unter-Pseudo-W urfel bezeichnen. Nun w ahlen wir in dem Pseudo-
W urfel zuf allige Gitterpunkte, und ordnen diesen ihren entsprechenden Unter-
Pseudo-W urfel zu, d.h. den Unter-Pseudo-W urfel, in dem sie sich benden. Je-
der solcher Unter-Pseudo-W urfel wird durch einen Vektor im Zn
q repr asentiert.
W ahlt man m zuf allige Gitterpunkte, so erh alt man ein uniform gezogenes Git-
ter  2u n;m;q, und kann auf dieses Gitter den Algorithmus A anwenden. Der
von A berechnete Vektor x 2  der L ange h ochstens n liefert einen kurzen Vek-
tor, der als Dierenz zweier Vektoren aus L darstellbar ist. Damit erh alt man
einen kurzen Vektor w 2 L, der mit grosser Wahrscheinlichkeit den l angsten
Vektor in der Menge S ersetzen kann.
Der oben beschriebene iterative Proze wird auf der Menge S = fb1;:::;bng
der Basisvektoren des gegebenen Gitters L gestartet und liefert nach polynomiell
vielen Wiederholungen eine Menge S = fv1;:::;vng von linear unabh angigen
Vektoren mit maxi kvik  n3+"n(L).
Wir beschreiben nun die einzelnen Konstruktionsschritte genauer und neh-
men im folgenden zur Vereinfachung stets an, da der Modul q ungerade ist.
1. Konstruktion des Pseudo-W urfels. Bezeichnen ei, i = 1;:::;n, die
Einheitsvektoren, so denieren die Vektoren pi := n1:5Mei einen W urfel mit
der Seitenl ange n1:5M.42 4. Anwendungen schwieriger Gitterprobleme
Um nun Gittervektoren vi zu erhalten, die nah zu den pi's sind, verwenden
wir die folgende Proposition aus Cai und Nerurkar [CN].
Proposition 5. Seien v1;:::;vn linear unabh angige Vektoren eines Gitters L
vom Rang n, so da maxi kvik  M gilt. Dann gibt es f ur jeden Punkt p 2 Rn
einen Vektor v 2 L und einen Vektor  mit kk 
p
n=2M, so da p = v + 
gilt. F ur ganzzahlige Vektoren vi k onnen v und  in Polynomial-Zeit berechnet
werden.
Damit erhalten wir entsprechende Vektoren vi 2 L mit kpi   vik  p
n=2M, d.h. das von den Gittervektoren v1;:::;vn aufgespannte Parallelepi-
ped P(v1;:::;vn) ist noch w urfel ahnlich. Aus diesem Grund bezeichnen wir
das Parallelepiped P(v1;:::;vn) auch als Pseudo-W urfel.
2. Teilung des Pseudo-W urfels in Unter-Pseudo-W urfel. Wir verwen-
den den vergr oerten und geshifteten Pseudo-W urfel
C = P(2v1;:::;2vn)  
n X
i=1
vi
=
(
n X
i=1
zivi j  1  zi < 1
)
:
Diesen Pseudo-W urfel C unterteilen wir in qn Unter-Pseudo-W urfel
Q = P(2v1
q ;:::; 2vn
q )  
n X
i=1
vi
q
=
(
n X
i=1
zivi j  1
q  zi < 1
q
)
;
so da wir den Pseudo-W urfel C mit Unter-Pseudo-W urfeln der Form
Q +
n X
i=1
2ti
q vi =
(
n X
i=1

i
q vi j 2ti   1  
i < 2ti + 1
)
 uberdecken k onnen, wobei die ti ganze Zahlen mit
 
q   1
2
 ti 
q   1
2
sind. Jedem Punkt aus L\C ordnen wir auerdem eine sog. Adresse zu. Diese
gibt an, in welchem Unter-Pseudo-W urfel sich der entsprechende Punkt be-
ndet. Der Adressraum ist Zn
q, und die Adresse des Unter-Pseudo-W urfels
Q +
Pn
i=1
2ti
q vi ist
(2t1 mod q;:::;2tn mod q):
Wir repr asentieren einen Vektor w 2 L\C durch das Tupel (;), wobei  die
Adresse von w ist und  2 Q der sog. Restvektor. Man beachte, da es f ur den4.2. Die Reduktion des Worst-Case auf den Average-Case 43
Vektor w eindeutige gerade Zahlen c1;:::;cn mit  (q   1)  ci  (q   1) gibt,
so da
(c1;:::;cn)   mod q
und
w =
n X
i=1
ci
q vi + 
gilt.
3. Wahl zuf alliger Gitterpunkte. Wir beschreiben nun, wie man zu linear
unabh angigen Vektoren v1;:::;vn eines Gitters L uniform einen Vektor w 2
L \ P(v1;:::;vn) zieht. F ur einen Punkt w 2 L mit w =
Pn
i=1 xivi und
0  xi < 1 gilt nach Proposition 2 aus Kapitel 1,
w =
n X
i=1
xivi
=
n X
j=1
n X
i=j
(xii;j)bj:
In dieser Form ist der Koezient von bn des Vektors w die ganze Zahl xnn;n.
Wir w ahlen daher ein zuf alliges
xn 2u f 0
n;n;:::;
n;n 1
n;n g
uniform aus. Der Koezient von bn 1 des Vektors w ist somit die ganze
Zahl xn 1n 1;n 1 + xnn;n 1. Zur L osung xn 1 der Gleichung xn 1;n 1 +
xnn;n 1 = 0 und der zuf alligen uniformen Wahl
y 2u f 0
n 1;n 1;:::;
n 1;n 1 1
n 1;n 1 g:
denieren wir daher
xn 1 := fxn 1 + yg:
Entsprechend dem obigen Verfahren werden jetzt die restlichen Werte
x1;:::;xn 2 f ur den Vektor w gew ahlt. Cai und Nerurkar [CN] zeigen, da
diese Wahl des Vektors w eine zuf allige uniforme Auswahl aus L\P(v1;:::;vn)
generiert.
4. Uniforme Auswahl einer Matrix aus Znm
q . Um einen Gitterpunkt uni-
form aus L\C zu ziehen, gehen wir folgt vor. Wir ziehen zun achst mit der oben
beschriebenen Methode einen Gittervektor w uniform aus L \ P(2v1;:::;2vn)
und erhalten dann einen Gitterpunkt aus L \ C durch w  
Pn
i=1 vi.
Allerdings m ussen wir m Gitterpunkte aus L \ C derart ziehen, da ihre
m Adressvektoren aus Zn
q eine fast-uniforme Verteilung auf Znm
q generieren.44 4. Anwendungen schwieriger Gitterprobleme
Um dies zu gew ahrleisten verwenden wir eine Pseudorandom-Verst arkung der
Uniformit at.
Wie eben beschrieben, ziehen wir zun achst k := d2
"e Vektoren w(1);:::;w(k)
mit w(j) = ((j);(j)) uniform aus L\C. Mit diesen Vektoren konstruieren wir
nun die Vektoren
 :=
0
@
k X
j=1
(j)
1
A mod q
und
 :=
k X
j=1
(j):
Man bemerke nun, da es einen eindeutig bestimmten Unter-Pseudo-W urfel
gibt, dessen Ursprungskoordinaten modulo q komponentenweise kongruent zu
 sind; sei dieser Ursprung des entsprechenden Unter-Pseudo-W urfels
wo :=
n X
i=1
ci
q vi
mit
(c1;:::;cn)   mod q:
Insofern konstruieren wir den gew unschten Gitterpunkt durch
w := wo + :
Man beachte nun, da der so konstruierte Punkt w auch tats achlich ein
Gitterpunkt ist. Denn f ur (c
(j)
1 ;:::;c
(j)
n )  (j) mod q erhalten wir
w(j) =
n X
i=1
c
(j)
i
q vi + (j);
und somit
 =
0
@
k X
j=1
(j)
1
A 
0
@
k X
j=1
c
(j)
1 ;:::;
k X
j=1
c(j)
n
1
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was wiederum
Pk
j=1 c
(j)
1 = ci mod q impliziert. Da aber die Vektoren v1;:::;vn
Gittervektoren sind, ergibt sich f ur einen Vektor v 2 L
k X
j=1
w(j) =
n X
i=1
k X
j=1
c
(j)
i
vi
q +
k X
j=1
(j)
=
n X
i=1
ci
q vi + v + :
Andererseits sind aber die Vektoren w(1);:::;w(k) ebenfalls Gittervektoren, so
da w =
Pn
i=1
ci
q vi +  auch ein Gittervektor sein mu.
Wir konstruieren m solche zuf alligen Gitterpunkte w1;:::;wm mit den
Adressen i und den Restvektoren i, i = 1;:::;m. F ur die Verteilung D
der durch diesen Zufallsproze konstruierten Matrizen
M := (1;:::;m)
zeigen Cai und Nerurkar [CN], da sie 1=n-nah zur uniformen Verteilung U auf
Znm
q ist, d.h. kD   UkSD  1=n.
5. Berechnung eines kurzen Vektors in L durch A. Auf das im vor-
hergehenden Schritt fast-uniform gew ahlte Gitter (M) wenden wir nun den
Algorithmus A an. Dieser berechnet mit groer Wahrscheinlichkeit einen nicht
trivialen Vektor x 2 (M) mit M  x  0 mod q und kxk  n. Damit k onnen
wir den kurzen Gittervektor
w :=
m X
j=1
xjj
berechnen. Zun achst zeigen wir, da w in der Tat ein Vektor aus L ist, und
anschlieend, da mit groer Wahrscheinlichkeit kwk  M=2 gilt.
Nach Denition von x gilt nat urlich
m X
j=1
jxj  0 mod q
und somit f ur alle i = 1;:::;n auch
m X
j=1
cijxj  0 mod q;
wobei (c1j;:::;cnj)  j mod q die Adresse des j-ten Unter-Pseudo-W urfels
bezeichnet. Folglich ergibt sich
m X
j=1
xjwj =
n X
i=1
m X
j=1
xj
cij
q vi + xjj;46 4. Anwendungen schwieriger Gitterprobleme
da w also die Dierenz der beiden Vektoren
Pm
j=1 xjwj und
Pn
i=1
Pm
j=1 xj
cij
q vi
aus L ist, und damit selber ein Vektor aus L ist.
F ur die L ange des Vektors w zeigen Cai und Nerurkar [CN], da mit groer
Wahrscheinlichkeit kwk = O(n1:5W) erf ullt ist, wobei W = n1:5M=q die Sei-
tenl ange eines Unter-Pseudo-W urfels Q ist. Durch Benutzung von kxk  n
sch atzt man zun achst den Erwartungswert Ew1;:::;wm[k
Pm
j=1 xjjk2] des Vek-
tors w durch O(n6M2=q2) ab. Hierzu ben otigt man, da die Zufallsvariablen
j fast unabh angig und zentral-symmetrisch verteilt sind. Dies folgt aus der
Tatsache, da die Seitenl angen W = n1:5M=q der Unter-Pseudo-W urfel f ur
M > n3+"n(L) wesentlich gr oer als n(L) sind. Mit Markov's Ungleichung
ergibt sich dann, da mit groer Wahrscheinlichkeit
kwk =

 


 


 

m X
j=1
xjj

 


 


 

= O(n3M=q)
gilt. W ahlt man nun noch q = (n3), so folgt, da in der Tat kwk  M=2 mit
groer Wahrscheinlichkeit gilt.
Es ist jetzt nur noch zu zeigen, da der so konstruierte Vektor w 2 L mit
groer Wahrscheinlichkeit den l angsten Vektor vn in der Menge S = fv1;:::;vng
mit kv1k  :::  kvnk ersetzen kann. Wir m ussen also zeigen, da w linear
unabh angig von den Vektoren v1;:::;vn 1 ist. Dies sieht man wie folgt ein.
Zun achst beobachte man, da die Ausgabe x 2 (M) des Algorithmus A nur
von den Adressen und nicht von den Restvektoren der zuf allig gezogenen Git-
terpunkte w1;:::;wm abh angt. Eine zuf allige Wahl der Gitterpunkte kann
daher auch so erhalten werden, da man zun achst die m Adressen der Unter-
Pseudo-W urfel uniform zieht, danach den Vektor x 2 (M) berechnet, und erst
danach die Restvektoren geeignet zieht, so da man entsprechende Gitterpunkte
w1;:::;wm erh alt. Auch wenn dieser Proze nicht ezient durchf uhrbar ist, er-
zeugt er eine zu der im vierten Schritt erhaltenen  aquivalente Verteilung; daher
kann dieser Randomisierungsproze zur probabilistischen Analyse des Vektors
w verwendet werden.
Wir d urfen annehmen, da x1 6= 0 ist, xieren die letzten m 1 Restvektoren
2;:::;m und ziehen nun einen zuf alligen Restvektor 1 um einen zuf alligen
Gitterpunkt in einem Unter-Pseudo-W urfel Q zu erhalten. Damit ist die Wahr-
scheinlichkeit, da der so erhaltene Gitterpunkt w =
Pm
j=1 xjj in dem von den
Gittervektoren v1;:::;vn 1 aufgespannten Raum liegt, identisch mit der Wahr-
scheinlichkeit, da ein zuf alliger Punkt aus dem Unter-Pseudo-W urfel Q in solch
einem Unterraum liegt. Diese Wahrscheinlichkeit ist allerdings sehr klein, da
die Seitenl ange W = n1:5M=q des Unter-Pseudo-W urfels Q f ur M > n3+"n(L)
wesentlich gr oer als n(L) ist.4.3. Konsequenzen der Sivp- und Sbp-Resultate f ur Ajtai's Theorem 47
Dies beendet den Beweis des schwierigen Teil (i) von Ajtai's Theorem gem a
der verbesserten Analyse von Cai und Nerurkar [CN]. 
4.3. Konsequenzen der Sivp- und Sbp-Resultate
f ur Ajtai's Theorem
Wie wir bereits in der Einleitung erw ahnten, zielt Ajtai's Theorem auf ein inter-
essantes kryptographisches Projekt: eine Reduktion der Worst-Case Komple-
xit at von Gitterproblemen auf die Average-Case Komplexit at von Gitterproble-
men. Eine solche Reduktion zeigt n amlich unter Worst-Case Annahmen untere
Average-Case Komplexit atsschranken, wie sie etwa f ur die Kryptographie ange-
messen sind. Insbesondere zeigt Ajtai's Theorem unter der Voraussetzung, da
gapSvpn4+", gapSbpn3:5+" oder gapSbpn3+" NP-hart ist, eine untere Kom-
plexit atsschranke zum Berechnen kurzer Vektoren in zuf alligen und uniform
gew ahlten Gittern aus der Klasse n;m;q. Die Frage ist nun, ob eines dieser drei
Promise-Probleme tats achlich NP-hart ist.
Zum Zeitpunkt von Ajtai's Entdeckung im Jahre 1996 war von keinem der
drei Probleme die NP-Vollst andigkeit bewiesen. Nach Ajtai's Entdeckung in-
tensivierten sich jedoch die komplexit atstheoretischen Untersuchungen des Svp.
Dies lag an der Bedeutung des Svp f ur viele Gebiete der Informatik, Mathe-
matik, sowie der Kryptographie und insbesondere an dessen langen Geschichte
als "wichtigstes ungel ostes Problem der algorithmischen Geometrie der Zahlen\
(vgl. Kannan [Kan1]). Ajtai [Ajt2] selbst zeigte schlielich 1997, da das Svp
unter randomisierten Reduktionen NP-hart ist. Auf Ajtai's Beweis aufbauend
zeigte Micciancio [Mic] kurze Zeit sp ater, da gapSvpf f ur f <
p
2 unter
randomisierten Reduktionen NP-hart ist.
Dieses Nicht-Approximierbarkeitsresultat f ur das Svp von Micciancio [Mic]
ist allerdings weit von einer Reduktion eines beweisbar schwierigen Worst-Case
Problems auf ein Average-Case Problem entfernt. Ajtai's Theorem erfordert
n amlich f ur das Svp einen Nicht-Approximierbarkeitsfaktor nahe n4.
Ungeachtet m oglicher Verbesserungen von Ajtai's Theorem hinsichtlich des
Approximationsfaktors n3+" f ur das Sivp gibt es plausible Gr unde die eine
erfolgreiche Reduktion des Worst-Case auf den Average-Case f ur das Svp aus-
schliessen. Diese wollen wir nun erl autern.
Hierzu betrachten wir den Beweis des Teils (iii) von Ajtai's Theorem. Die-
ser reduziert gapSvpn4+" auf das L osen des Sivp bis auf einen Faktor von
n3+". Die Reduktion verwendet das sog. Transfer-Theorem von Banaszcyk
[Ban] (vgl. Theorem 1.10 in Kapitel 1) und ist die einzige bekannte Methode
gapSvpnf(n) auf das L osen des Sivp bis zu einem Faktor von f(n) zu reduzieren.
Mit Proposition 3 aus Kapitel 1 und der Annahme, da die Produktbeziehung
1  1(L)  n(L)  O(n) aus dem Transfer-Theorem die einzige Beziehung48 4. Anwendungen schwieriger Gitterprobleme
zwischen 1 und n ist, betr agt der Verlust in dem Approximationsfaktor f ur
das Svp in dieser Reduktion mindestens n. Insbesondere bedeutet dies, da der
Verlustfaktor n f ur gapSvp in Ajtai's Theorem bestm oglich ist. Andererseits
zeigen Goldreich und Goldwasser [GG], da gapSvp f ur f(n) = O(
p
n=log(n))
nicht mehr NP-hart ist, es sei denn, da die Polynomialzeit-Hierarchie auf der
zweiten Stufe kollabiert. F ur das Svp gibt es also zwischen seiner Grenze der
Nicht-Approximierbarkeit und dem Approximationsfaktor nc2 in Ajtai's Theo-
rem eine un uberwindliche L ucke der Gr oe
p
nlog(n). Damit scheint eine Re-
duktion von NP-harten Worst-Case Instanzen des Svp auf Average-Case In-
stanzen des Svp ausgeschlossen zu sein.
Betrachten wir dagegen den Beweis des Teils (i) von Ajtai's Theorem, so
sehen wir, da das Problem Sivp direkt auf zuf allige Instanzen der Klasse n;m;q
reduziert wird. Insbesondere werden keine allgemeinen S atze aus der Geometrie
der Zahlen verwendet. Vielmehr basiert der Approximationsfaktor n3+" f ur
das Sivp lediglich auf der Konstruktion der zuf alligen Gitter aus der Klasse
n;m;q. Es ist daher zu erwarten, da Verbesserungen von Ajtai's randomisierter
Konstruktion den Approximationsfaktor f ur das Sivp reduzieren werden. Der
kleinere Approximationsfaktor von n3+" und die direkte Reduktion des Sivp
auf zuf allige Instanzen aus n;m;q machen das Sivp daher f ur eine erfolgreiche
Worst-Case auf Average-Case Reduktion attraktiver.
In der Tat ist der in dieser Arbeit gezeigte Nicht-Approximierbarkeitsfaktor
von nO(1=loglogn) f ur das Sivp gegen uber dem Nicht-Approximierbarkeitsfaktor
von ungef ahr
p
2 f ur das Svp ermutigend. Beispielsweise verwendet Ajtai in ei-
ner neuesten Arbeit [Ajt4] zu seiner Worst-Case/Average-Case-Reduktion das
Sivp bzw. das Sbp, da diese ihm (nun) f ur dieses Projekt geeigneter erscheinen
als das Svp. Andererseits zeigt der von uns bewiesene Faktor von n=O(
p
logn)
f ur die Grenze der Nicht-Approximierbarkeit des Sivp folgendes:
Der in der jetzigen Form von Ajtai's Theorem erforderliche Faktor
von n3+" f ur das Sivp kann als Nicht-Approximierbarkeitsfaktor f ur
das Sivp unter plausiblen Annahmen nicht mehr bewiesen werden.
Eine erfolgreiche Reduktion von NP-harten Sivp Instanzen auf Average-
Case Instanzen des Svp h angt also entscheidend davon ab, ob der Approxima-
tionsfaktor f ur das Sivp in Ajtai's Theorem erheblich verbessert werden kann.Literaturverzeichnis
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