Robustness analysis of an estimator based on Hopfield neural networks in nonlinear dynamical systems by Martín Vergara, Francisca
ESCUELA TE´CNICA SUPERIOR DE INGENIERI´A
INDUSTRIAL
Departamento de Ingenier´ıa de Sistemas y Automa´tica
TRABAJO FIN DE MA´STER
Ana´lisis de robustez de un estimador basado en redes
neuronales de Hopfield en un sistema dina´mico no lineal
Robustness analysis of an estimator based on Hopfield
neural networks in nonlinear dynamical systems
Autora: D.a Francisca Mart´ın Vergara
Director: Dr. D. Miguel A. Atencia Ruiz
Tutor: Dr. D. Fernando Vidal Verdu´
Titulacio´n: Ma´ster en Ingenier´ıa Mecatro´nica
MA´LAGA, octubre de 2014
”Basta un poco de esp´ıritu aventurero para estar siempre satisfechos, pues en






2. Presentacio´n del problema 1
3. Modelo de parametrizacio´n lineal 3
4. Me´todos de estimacio´n basados en el error de prediccio´n 6
4.1. Estimador del gradiente . . . . . . . . . . . . . . . . . . . . . . . 7
4.2. Estimador mı´nimos cuadrados esta´ndar . . . . . . . . . . . . . . 8
4.3. Mı´nimos cuadrados con factor de olvido exponencial . . . . . . . 9
4.4. Mı´nimos cuadrados con olvido exponencial variable . . . . . . . . 10
4.5. Estimador basado en redes neuronales de Hopfield . . . . . . . . 11
5. Descripcio´n de los casos de estudio 12
5.1. Caso de estudio 1: pe´ndulo simple con rozamiento bajo . . . . . . 12
5.2. Caso de estudio 2: pe´ndulo simple con rozamiento alto . . . . . . 13
5.3. Caso de estudio 3: pe´ndulo simple con rozamiento variable . . . . 13
5.4. Caso de estudio 4: ruido blanco en los estimadores . . . . . . . . 13
6. Resultados 14
6.1. Caso de estudio 1: pe´ndulo simple con rozamiento bajo . . . . . . 14
6.1.1. Aplicacio´n del me´todo del gradiente . . . . . . . . . . . . 16
6.1.2. Aplicacio´n del me´todo de mı´nimos cuadrados esta´ndar . . 18
6.1.3. Aplicacio´n del me´todo de mı´nimos cuadrados con factor
de olvido . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
6.1.4. Aplicacio´n del me´todo de mı´nimos cuadrados con olvido
exponencial variable . . . . . . . . . . . . . . . . . . . . . 25
6.1.5. Aplicacio´n del estimador basado en redes neuronales de
Hopfield . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
6.1.6. Comparacio´n de los me´todos . . . . . . . . . . . . . . . . 28
6.2. Caso de estudio 2: pe´ndulo simple con rozamiento alto . . . . . . 29
6.2.1. Aplicacio´n del me´todo del gradiente . . . . . . . . . . . . 31
6.2.2. Aplicacio´n del me´todo de mı´nimos cuadrados . . . . . . . 31
6.2.3. Aplicacio´n del me´todo de mı´nimos cuadrados con factor
de olvido . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
6.2.4. Aplicacio´n del me´todo de mı´nimos cuadrados con olvido
exponencial variable . . . . . . . . . . . . . . . . . . . . . 37
6.2.5. Aplicacio´n del estimador basado en redes neuronales de
Hopfield . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
6.2.6. Comparacio´n de los me´todos . . . . . . . . . . . . . . . . 44
6.3. Caso de estudio 3: pe´ndulo simple con rozamiento variable . . . . 45
6.3.1. Aplicacio´n del me´todo del gradiente . . . . . . . . . . . . 46
6.3.2. Aplicacio´n del me´todo de mı´nimos cuadrados . . . . . . . 49
6.3.3. Aplicacio´n del me´todo de mı´nimos cuadrados con factor
de olvido . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.3.4. Aplicacio´n del me´todo de mı´nimos cuadrados con olvido
exponencial variable . . . . . . . . . . . . . . . . . . . . . 53
6.3.5. Aplicacio´n del estimador basado en redes neuronales de
Hopfield . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.3.6. Comparacio´n de los me´todos . . . . . . . . . . . . . . . . 57
6.4. Caso de estudio 4: ruido blanco en los estimadores . . . . . . . . 58
6.4.1. Sistemas con rozamiento bajo . . . . . . . . . . . . . . . . 58
6.4.2. Sistemas con rozamiento alto . . . . . . . . . . . . . . . . 58
6.4.3. Sistemas con rozamiento variable . . . . . . . . . . . . . . 61
7. Discusio´n 63
8. Conclusiones y trabajos futuros 64
Bibliograf´ıa 65
1. Introduccio´n
La estimacio´n de para´metros puede definirse como la identificacio´n de las
caracter´ısticas de un sistema a partir de un conjunto de medidas u observaciones.
Esta disciplina esta´ presente en pra´cticamente todas las a´reas de la ingenier´ıa,
pues a menudo se utilizan modelos matema´ticos para describir feno´menos de
la vida real, as´ı como experimentos que validan dichos modelos. Con bastante
frecuencia, los modelos contienen un nu´mero de para´metros que no se pueden
medir o calcular directamente mediante la aplicacio´n de las leyes establecidas y,
por lo tanto, deben estimarse a partir de datos experimentales.
El presente Trabajo Fin de Ma´ster pretende analizar la robustez en me´todos
de estimacio´n de para´metros en sistemas dina´micos no lineales. Para hacer frente
a los problemas de estimacio´n de para´metros en sistemas dina´micos no lineales
sera´ preciso hacer uso, entre otras, de dos grandes grupos de te´cnicas nume´ricas:
optimizacio´n y solucio´n de ecuaciones diferenciales. Los me´todo de estimacio´n
propuestos se van a implementar mediante simulaciones por ordenador y las
estimaciones sera´n evaluadas en diferentes condiciones de medicio´n de ruido.
2. Presentacio´n del problema
Los modelos son representaciones simplificadas del conocimiento de la dina´mi-
ca de un sistema. El principal problema que se presenta es la obtencio´n del mo-
delo de un sistema. Dicha obtencio´n basada en datos experimentales se conoce
como identificacio´n. Se trata de un proceso iterativo con varias fases cuyo e´xi-
to depende de ciertas propiedades, como puede ser la calidad de las sen˜ales de
entrada o la identificabilidad.
Los pasos a seguir para la identificacio´n de sistemas son los siguientes:
Planificacio´n de experimentos.
Realizacio´n de experimentos y registro de datos.
Seleccio´n del tipo de modelo.
Eficiencia del modelo.
Estimacio´n de los para´metros del modelo.
Validacio´n del modelo.
En la Figura 1, se muestra el diagrama de un modelo c´ıclico de disen˜o, desa-
rrollo y validacio´n de modelos matema´ticos. Se supone que el modelo esta´ basado
en los principios de la ingenier´ıa y se construye a partir del conocimiento f´ısico.
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Figura 1: Pasos a seguir para la identificacio´n de sistemas.
La informacio´n obtenida de los experimentos reales se utiliza para estimar los
para´metros desconocidos del modelo. Esta es una de las tareas en que se puede
descomponer el problema de la identificacio´n, y que se aborda mediante los
diferentes me´todos de estimacio´n [9]. La mayor´ıa de los me´todos de estimacio´n
de para´metros dependen del conocimiento de las medidas de error, es decir, la
diferencia entre la salida real y la salida estimada.
El control adaptativo se creo´ en la de´cada de los an˜os 50 y au´n hoy en
d´ıa es una disciplina pujante en cuanto a actividad investigadora con cientos de
art´ıculos y varios libros publicados al an˜o. En sus 60 an˜os de existencia, la teor´ıa
del control adaptativo se ha convertido en una disciplina cient´ıfica rigurosa y se
ha pasado de soluciones heur´ısticas a formulaciones matema´ticas rigurosas, de
solucionar problemas ba´sicos a tareas ma´s exigentes para un amplio conjunto de
sistemas, de problemas de existencia a aplicaciones orientadas a la robustez y el
rendimiento. Una de las razones de esta popularidad y crecimiento tan ra´pido se
debe a su principal objetivo: controlar sistemas con para´metros desconocidos [7].
Cuando existen para´metros desconocidos en un sistema dina´mico (lineal o no
lineal), una forma de disminuir esta incertidumbre es utilizando la estimacio´n:
deduciendo los valores de los para´metros a partir de las medidas conocidas de
las sen˜ales de entrada y salida del sistema. Existen dos tipos de algoritmos para
realizar la estimacio´n de para´metros:
1. Estimacio´n oﬄine: se da cuando los para´metros son constantes y se
tiene suficiente tiempo para realizar la estimacio´n antes de controlar, es decir,
se reu´nen todos los datos de entrada-salida del sistema para a continuacio´n,
estimar los para´metros del modelo. En este caso, los para´metros estimados no
var´ıan con el tiempo.
2. Estimacio´n online: ocurre cuando los para´metros var´ıan durante la
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operacio´n, aunque sea muy lentamente. En este caso es necesario llevar un re-
gistro del valor de los para´metros. Es decir, se estiman los para´metros incluso
cuando se generen nuevos datos durante el funcionamiento del modelo, por lo
que el valor de los para´metros estimados puede variar con el tiempo. Los al-
goritmos de estimacio´n online suelen ser recursivos, es decir, para estimar los
valores de los para´metros con el paso del tiempo se utilizan las medidas y las
estimaciones de los para´metros anteriores [8], lo que facilita la aproximacio´n
sucesiva al valor correcto de los para´metros.
Normalmente, los problemas en el contexto del control adaptativo incluyen
para´metros que var´ıan con el tiempo muy lentamente, por lo que los me´todos
de estimacio´n online son ma´s relevantes.
A continuacio´n, se van a estudiar varios me´todos ba´sicos de estimacio´n onli-
ne. A diferencia de la mayor´ıa de las discusiones sobre estimacio´n de para´metros,
se va a utilizar una formulacio´n en tiempo continuo en lugar de tiempo discreto.
Esto es as´ı por el hecho de que los sistemas f´ısicos no lineales son continuos por
naturaleza. Adema´s, si se utilizan grandes cantidades de datos en el ana´lisis y
el disen˜o, los sistemas de control digitales se pueden tratar como sistemas con-
tinuos en el tiempo. La disponibilidad de co´mputo de gran cantidad de datos
de forma barata permite el uso de modelos continuos en el tiempo.
Se debe tener en cuenta que aunque la finalidad principal de los estimadores
online sea proporcionar los para´metros estimados para autoajustar el sistema,
tambie´n se pueden utilizar para otros propo´sitos como la deteccio´n de errores o
la supervisio´n de carga.
3. Modelo de parametrizacio´n lineal
La idea principal de la estimacio´n de para´metros es extraer informacio´n de
los para´metros desde los datos disponibles del sistema. Por tanto, se necesita un
modelo de estimacio´n para relacionar los datos disponibles con los para´metros
desconocidos, de forma parecida al ajuste de datos experimentales donde se
necesita conjeturar la forma de una curva antes de encontrar los coeficientes
espec´ıficos que la describen basa´ndose en los datos.
Un modelo bastante general para las aplicaciones de estimacio´n de para´me-
tros en forma de parametrizacio´n lineal es:
y(t) = W (t) θ (1)
donde:
El vector y(t) es un vector n-dimensional que contiene las salidas del sis-
tema.
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La matriz W (t) es una matriz n ·m, denominada matriz de sen˜ales.
El vector θ es un vector m-dimensional que contiene los para´metros des-
conocidos que se desean estimar.
No´tese que tanto y(t) como W (t) deben ser conocidos a partir de las medidas
de las sen˜ales del sistema y, por tanto, la u´nica cantidad desconocida son los
para´metros que contiene el vector θ.
De esta forma, se hace que la ecuacio´n (1) sea simplemente una ecuacio´n
lineal en te´rminos del valor desconocido θ, existiendo una ecuacio´n para cada
instante de tiempo t. As´ı, si se tienen las medidas continuas de y(t) y de W (t)
en un intervalo de tiempo, se tendra´ un nu´mero infinito de ecuaciones de la
forma de la ecuacio´n (1). En la pra´ctica, evidentemente, solo se dispondra´ de
los valores de y(t) y de W (t) en un nu´mero finito k de instantes de tiempo,
dando lugar a k conjuntos de ecuaciones.
El objetivo de la estimacio´n de para´metros es resolver esas k ecuaciones
redundantes para los m para´metros desconocidos. De una forma ma´s clara, a
fin de poder estimar los m para´metros, se necesitara´n al menos un total de m
ecuaciones. Sin embargo, para estimar los para´metros de θ de una forma correcta
con la presencia de ruido y error en el modelado, se necesitara´n ma´s datos.
En la estimacio´n oﬄine, una vez que se tienen los datos de y y de W para un
determinado intervalo de tiempo, se resuelven las ecuaciones una vez, obteniendo
un u´nico valor de estimacio´n. En cambio, en la estimacio´n online, una vez que
se resuelve la ecuacio´n de forma recursiva, implica que el valor estimado de θˆ se
actualiza cada vez que un nuevo conjunto de datos y y W este´ disponible.
Segu´n [10], co´mo de bien y de ra´pido se estimen los para´metros de θ depende
de dos aspectos fundamentales:
1. El me´todo de estimacio´n utilizado.
2. El contenido de los datos de la salida del sistema y(t) y de la matriz de
sen˜ales de entrada W (t).
Cualquier sistema lineal puede ser reescrito en la forma de la ecuacio´n (1),
despue´s de filtrar ambos lados de la ecuacio´n del sistema mediante un filtro
exponencial estable del orden adecuado. Al igual que con los sistemas lineales,
la dina´mica de la mayor´ıa de los sistemas no lineales tambie´n puede ser reescrita
en la forma de la ecuacio´n (1). Un ejemplo simple de sistema no lineal es el del
pe´ndulo simple, donde la velocidad de entrada es lineal en te´rminos de la masa
y el coeficiente de rozamiento. Para este caso, la dina´mica de este sistema viene







+mgL sin θ = 0 (2)
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Figura 2: Representacio´n del pe´ndulo simple.
donde L es la longitud de la cuerda, m es la masa, b es el coeficiente de roza-
miento y g es la constante de gravedad. Este ejemplo se ilustra en la figura 2.
Si se considera que x1 = θ, x2 =
dθ













Para parametrizar linealmente esta ecuacio´n, es decir, convertirla a la forma





























Para algunas dina´micas ma´s complicadas, puede que sea necesario aplicar filtros
y transformar para´metros para poder expresarlos en la forma de la ecuacio´n (1).
Para concluir, puede decirse que, desde el punto de vista de la estimacio´n
de para´metros, lo que se busca es una relacio´n lineal entre los datos conocidos
y los para´metros desconocidos.
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4. Me´todos de estimacio´n basados en el error de
prediccio´n
Antes de mostrar los diferentes me´todos ba´sicos para la estimacio´n de para´me-
tros, se va a explicar el concepto de error de prediccio´n. Se va a suponer que el
vector de para´metros θ de la ecuacio´n (1) es desconocido y su estimacio´n va a
ser θˆ(t) en el instante de tiempo t. Se puede predecir el valor de la salida y(t)
basada en el para´metro estimado y el modelo:
yˆ(t) = W (t)θˆ(t) (5)
donde yˆ(t) es la salida estimada en el tiempo t. La diferencia entre la salida
estimada y la salida real y(t) es lo que se denomina error de prediccio´n:
et(t) = yˆ(t)− y(t) (6)
Todos los me´todos de estimacio´n que se van a mostrar esta´n basado en este
error. Estos estimadores pertenecen a los denominados estimadores basados en
el error de prediccio´n. El error de prediccio´n esta´ relacionado con el error de la
estimacio´n de para´metros, como puede verse:
et = Wθˆ −Wθ = Wθ˜ (7)
donde θ˜ = θˆ − θ.
A continuacio´n se va a discutir la motivacio´n, formulacio´n y propiedades de
los siguientes me´todos:
1. Estimador del gradiente.
2. Estimador mı´nimos cuadrados esta´ndar.
3. Mı´nimos cuadrados con factor de olvido exponencial.
4. Mı´nimos cuadrados con olvido exponencial variable.
5. Estimador basado en las redes neuronales de Hopfield.
No´tese que en el ana´lisis de convergencia de estos estimadores se va a suponer
que los para´metros reales son constantes, por lo que puede obtenerse una idea
del comportamiento del estimador. Sin embargo, siempre se debe tener en cuenta
que se esta´ trabajando con para´metros variables en el tiempo.
Los sistemas no lineales presentan ciertos feno´menos que no se evidencian
al estudiar los sitemas lineales [6]. Una de estas diferencias es la existencia de
mu´ltiples puntos de equilibrio aislados. En un sistema lineal puede darse el caso
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de que tenga un solo punto de equilibrio aislado, y por tanto un solo estado de
re´gimen estacionario que (si el punto es asinto´ticamente estable) atrae al estado
del sistema independientemente de su estado inicial. Pero en un sistema no
lineal pueden darse varios puntos de equilibrio, y la convergencia a uno estable
depende del estado inicial, por lo que es conveniente estudiar la estabilidad de los
diferentes puntos de equilibrio de los sistemas no lineales. Para ello se presenta
el concepto de estabilidad en el sentido de Lyapunov.
Un punto de equilibrio de un sistema dina´mico es estable en el sentido de
Lyapunov si todas las soluciones que nacen en las cercan´ıas del punto de equi-
librio permanecen en dicha cercan´ıa. En otro caso, el punto de equilibrio se
denomina inestable. Dicho punto de equilibrio se llama asinto´ticamente estable
si las soluciones, adema´s de permanecer cercanas al punto de equilibrio, conver-
gen hacia el punto de equilibrio a medida que pasa el tiempo. La estabilidad
asinto´tica de un punto de equilibrio puede demostrarse por la existencia de una
funcio´n de Lyapunov que, entre otras propiedades te´cnicas, se caracteriza por
decrecer a lo largo de las trayectorias del sistema, a medida que transcurre el
tiempo.
A continuacio´n, se muestran en detalle los estimadores que se van a estudiar
en este Trabajo Fin de Ma´ster.
4.1. Estimador del gradiente
Es el ma´s simple de todos los estimadores online. La idea ba´sica en el estima-
dor del gradiente es que los para´metros se deben actualizar, por lo que el error
de prediccio´n se reduce. Esta idea se implementa actualizando los para´metros
en la direccio´n opuesta a la del gradiente, con respecto a los para´metros, del








donde p0 es un nu´mero positivo denominado ganancia del estimador. Esta ecua-
cio´n puede ser reescrita de la forma:
dθˆ
dt
= −p0WT et (9)
Para ver las propiedades de este estimador, se utilizan las ecuaciones (7)
y (9) para obtener:
dθ˜
dt
= −p0WT W θ˜ (10)
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Si se utiliza la funcio´n de Lyapunov candidata:




= −2 p0 θ˜T WT W θ˜ ≤ 0 (12)
se concluye que el estimador del gradiente siempre es estable. No´tese que la
funcio´n de Lyapunov que se ha escogido es el error del para´metro al cuadrado,
con lo que se observa que la magnitud del error de los para´metros siempre
esta´ decreciendo.
No obstante la existencia de funcio´n de Lyapunov, la convergencia de los
para´metros estimados hacia los para´metros reales depende de la excitacio´n de
la sen˜al. La tasa de variacio´n de los para´metros reales tambie´n afecta a la esti-
macio´n, ya que cuanto ma´s ra´pido var´ıen, ma´s complicado sera´ para el estimador
converger hacia el valor correcto. Por tanto, la calidad de la estimacio´n de los
para´metros con el me´todo del gradiente depende de varios factores:
1. Del nivel de excitacio´n de la matriz de sen˜ales W .
2. Del valor de la ganancia del estimador p0.
3. De la variacio´n de los para´metros.
4.2. Estimador mı´nimos cuadrados esta´ndar
Con este me´todo se pretende minimizar la diferencia entre los datos reales y
los datos estimados. En este me´todo la estimacio´n de los para´metros se genera




‖y(τ)−W (τ) θˆ(τ)‖2 dτ (13)
con respecto a θˆ(t). Como esto implica el ana´lisis de todos los datos anteriores,
este estimador tiene la ventaja de que promedia los efectos del ruido medido.
Los para´metros estimados en θˆ cumplen:(∫ t
0





WT (τ) y(τ) dτ (14)








A la hora de computar esta matriz, para mejorar la eficiencia computacional, es
preferible que el ca´lculo de P se ejecute de forma recursiva en lugar de evaluar
la integral en cada instante de tiempo. Esto implica reemplazar la ecuacio´n (15)






= WT (t)W (t) (16)
Diferenciando (14) y utilizando (15) y (16), se obtiene que la ley de actualizacio´n
de los para´metros es:
dθˆ
dt
= −P (t)WT (t) et (17)
siendo P (t) la matriz de ganancia del estimador, similar que el caso del estimador
del gradiente. En la implementacio´n del estimador, es conveniente actualizar la
ganancia P directamente, en vez de utilizar (16) y luego realizar la inversa de



















= −P WT W P (19)
que, junto con la ecuacio´n (17) forman la definicio´n del me´todo de mı´nimos
cuadrados.
Si se utilizan las ecuaciones (18) y (19) para estimacio´n online, se debe
proporcionar un valor inicial a las estimaciones y a la matriz de ganancias. Si se
dispone de algu´n conocimiento previo sobre el valor de los para´metros, se debe
utilizar la mejor estimacio´n conocida a priori para inicializar θˆ. Por su parte,
para escoger la matriz de ganancia inicial P (0) se recomienda escoger los valores
ma´s altos, siempre que no sean tan altos que la sensibilidad al ruido destruya
la estabilidad del estimador. Por simplicidad esta matriz se recomienda que sea
diagonal.
4.3. Mı´nimos cuadrados con factor de olvido exponencial
El olvido exponencial de datos es una te´cnica muy u´til relacionada con los
para´metros que cambian con el tiempo. Se basa en que los datos anteriores esta´n
generados por para´metros pasados, por lo que deben ser descartados cuando se
utilicen para la estimacio´n de los para´metros actuales. A continuacio´n se describe
la formulacio´n general del me´todo de mı´nimos cuadrados con factor de olvido
variable en el tiempo.
Si se incorpora el factor de olvido exponencial de datos a la estimacio´n de
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λ(s) ds ‖y(τ)−W (τ)θˆ(τ)‖2 dτ (20)
donde λ(s) ≥ 0 es el factor de olvido variable con el tiempo. Se observa que el
te´rmino exponencial de la integral representa la ponderacio´n de los datos. Una
forma fa´cil de mostrar la actualizacio´n de los para´metros es de la misma forma






= −λP−1 +WT W (21)
Para mejorar la eficiencia a la hora de realizar la implementacio´n de esta
ecuacio´n, es preferible utilizar:
dP
dt
= λP − P WT W P (22)
Se observa que el factor de olvido exponencial conduce a la convergencia
exponencial de los para´metros estimados, debido a que λ(t) debe ser mayor o
igual a una constante positiva.
4.4. Mı´nimos cuadrados con olvido exponencial variable
Para mantener los beneficios del me´todo con factor de olvido, sobre todo la
capacidad de seguimiento de los para´metros variables, evitando la posibilidad
de la no acotacio´n de la ganancia, es preferible ajustar la variacio´n del factor de
olvido de forma que el olvido de datos se active cuando W sea suficientemente
excitada y se suspenda cuando W no lo sea.
Dado que la importancia de la matriz de ganancia P es un indicador del nivel
de excitacio´n de W , es razonable correlacionar la variacio´n del factor de olvido







siendo λ0 y k0 constantes positivas que representan el ratio ma´ximo de olvido
y la magnitud ma´xima de la matriz de ganancia, respectivamente.
El factor de olvido de la ecuacio´n (23) implica el olvido de datos con un
factor λ0 si la norma de P es pequen˜a, reduciendo la velocidad de olvido si la
norma de P llega a ser muy grande y detenie´ndose si la norma alcanza el l´ımite
superior especificado. Un valor muy alto de λ0 significa un olvido muy ra´pido,
lo que implica tanto la capacidad de estimar con mayor precisio´n la variacio´n
de los para´metros como mayores oscilaciones en los para´metros estimados. Por
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tanto, escoger un λ0 representa una compensacio´n entre la velocidad de rastreo
y el nivel de oscilacio´n de los para´metros estimados. La magnitud ma´xima de la
matriz de ganancia k0 afecta a la velocidad de actualizacio´n de los para´metros
y tambie´n a los efectos de perturbacio´n en la prediccio´n del error.
Para ser consistentes con el objetivo de acotar la ganancia, se ha escogido
que:
‖P (0)‖ ≤ k0
y, por lo tanto, se define:
P (0) ≤ k0I
En resumen, la aportacio´n de este me´todo consiste en que aqu´ı el factor
de olvido no es una constante, sino una funcio´n en el tiempo definida por la
ecuacio´n (23).
4.5. Estimador basado en redes neuronales de Hopfield
Este estimador basado en redes neuronales de Hopfield esta´ inspirado en el
me´todo del gradiente. Fue definido por primera vez en [4] basa´ndose en el modelo














donde pi es la entrada a la neurona i, si es el estado de la neurona i y β es un
para´metro para controlar la pendiente de la tangente hiperbo´lica. Los valores
de la matriz A = (aij) y del vector b = (bi) se calculan de forma que la red
converja a la solucio´n del problema planteado. Tal y como se indica en [5], la
capacidad para realizar optimizacio´n de las redes de Hopfield proviene del hecho
de que son sistemas dina´micos estables, lo que se puede probar con la existencia
de una funcio´n de Lyapunov para la red neuronal definida en las ecuaciones (24)











El proceso de disen˜o de una red de Hopfield para optimizacio´n consiste en iden-
tificar la funcio´n de Lyapunov dada por la ecuacio´n (26) con la funcio´n objetivo
del problema dado, obteniendo de esa identificacio´n los valores de las constantes
aij , bi. Una gran ventaja que presenta la formulacio´n de Abe es la forma multi-
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nomial de la funcio´n de Lyapunov, como se muestra en la ecuacio´n (26), ya que
suele coincidir con la funcio´n objetivo de muchos problemas de optimizacio´n.
Para aplicar las redes de Hopfield a estimacio´n de para´meros, se toma como
funcio´n objetivo a minimizar el error de prediccio´n V =
1
2
eTt et, siendo et =
Wθˆ − y, como se definio´ en la ecuacio´n (7). Entonces, tras una manipulacio´n
algebraica, se obtienen los siguientes valores:
A = −WT W (27)
y
b = −WT y (28)
Hay que tener en cuenta que, debido a la presencia de la funcio´n tangente
hiperbo´lica en la ecuacio´n (25), el modelo de Hopfield solo puede proporcionar
una estimacio´n en el intervalo (−1, 1). En caso de que se presuponga que los
valores de los para´metros reales esta´n fuera de ese rango, sera´ preciso hacer una
traslacio´n y un cambio de escala.
5. Descripcio´n de los casos de estudio
A continuacio´n, se va a estudiar el comportamiento de los me´todos de estima-
cio´n explicados en el apartado anterior en varios ejemplos reales, concretamente
en un pe´ndulo simple. Se ha realizado un estudio para tres casos diferentes,
dependiendo del rozamiento: cuando es muy bajo, cuando es muy alto y cuando
es variable. Adema´s, para cada uno de estos tres casos, se ha ido variando las
ganancias para poder analizar el comportamiento de los estimadores.
5.1. Caso de estudio 1: pe´ndulo simple con rozamiento
bajo
El sistema en estudio se definio´ en la seccio´n 2, siendo ilustrado por la figura
2. Como se vio all´ı, este sistema queda parametrizado linealmente en la forma
















Para este caso de estudio se va a considerar que el coeficiente de rozamiento
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que afecta al sistema va a ser muy bajo, es decir, el pe´ndulo comenzara´ a oscilar y
tardara´ bastante tiempo en detenerse, por lo que el sistema estara´ continuamente
excitado.
Cabe destacar que este tipo de sistemas produce un movimiento oscilatorio
armo´nico y que, a medida que transcurre el tiempo, debido al coeficiente de ro-
zamiento, la amplitud del sistema tiende a disminuir muy lentamente, dicie´ndose
en este caso que el movimiento es amortiguado.
5.2. Caso de estudio 2: pe´ndulo simple con rozamiento
alto
El segundo ejemplo que se va a estudiar es exactamente igual que el caso
anterior, con la salvedad de que en este caso se va a variar una de las variables
de entrada al sistema: el coeficiente de rozamiento (b). Se va a considerar que
dicho coeficiente de rozamiento va a tener un valor mucho ma´s alto.
Para este caso en particular, al ser el rozamiento muy alto, el pe´ndulo simple
apenas oscilara´ y por tanto, se detendra´ en un corto per´ıodo de tiempo, debido
a que el factor de rozamiento se encarga de retardar el sistema. Esto implica
que el sistema no este´ continuamente excitado y se cuente con pocos datos para
poder realizar la estimacio´n.
De esta forma, se va a observar la influencia de esta u´nica variable en el
comportamiento de los diferentes estimadores.
5.3. Caso de estudio 3: pe´ndulo simple con rozamiento
variable
Para este tercer caso de estudio, se va a considerar que el coeficiente de
rozamiento sea variable con el tiempo, es decir, el coeficiente de rozamiento
tendra´ un valor distinto en cada instante temporal. Para ello, se va a hacer uso
de una funcio´n definida por partes, donde al principio pra´cticamente no existe
rozamiento, luego se empieza a incrementar linealmente, hasta que finalmente
se estabiliza en un valor muy alto.
Este caso es el ma´s parecido a un sistema f´ısico real donde el factor de
rozamiento puede variar durante el funcionamiento del sistema a lo largo del
tiempo.
5.4. Caso de estudio 4: ruido blanco en los estimadores
En este cuarto caso de estudio, se va a introducir ruido blanco en el sistema
dina´mico no lineal que se esta´ estudiando en este Trabajo Fin de Ma´ster. Se
va a realizar una comparacio´n del efecto que produce la introduccio´n de un
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determinado ruido en el comportamiento de los diferentes me´todos de estimacio´n
mencionados. En la realizacio´n de las diferentes pruebas, se va a considerar el
ruido blanco, es decir, una sen˜al aleatoria caracterizada porque sus valores en
distintos instantes de tiempo no guardan correlacio´n estad´ıstica entre s´ı. Para
ello, se va a hacer uso de la funcio´n aleatoria randn proporcionada por Matlab
y el resultado arrojado se va a sumar a la salida proporcionada por el sistema
dina´mico. Se va a estudiar co´mo afecta en la estimacio´n la introduccio´n de ruido
blanco cuando el rozamiento es bajo, alto y variable.
6. Resultados
En este apartado se van a mostrar los resultados y el comportamiento ob-
tenidos tras la aplicacio´n de los diferentes estimadores a cada uno de los casos
de estudio expuestos. Para todos los ejemplos planteados, se parte de la base de
que los valores iniciales del sistema van a ser iguales para todas las pruebas que
se van a realizar.
As´ı, dependiendo del estimador que se vaya a utilizar, se van a ir variando los
para´metros del mismo con el objetivo de observar y analizar el comportamiento
de dicho estimador, buscando que se aproxime todo lo posible e incluso que
calcule correctamente el valor de los para´metros reales.
En u´ltimo lugar, se va a estudiar el comportamiento de todos los estimadores
ante la presencia de un determinado ruido aleatorio.
6.1. Caso de estudio 1: pe´ndulo simple con rozamiento
bajo
Como se ha indicado anteriormente, el procedimiento que se ha seguido para
realizar el estudio, ha sido fijar los para´metros reales e ir cambiando las variables
de los diferentes estimadores. En primer lugar, en la figura fig:pendulovp se
muestra la salida proporcionada (velocidad y posicio´n) por las ecuaciones que
definen la dina´mica de funcionamiento del sistema f´ısico del pe´ndulo simple
sometido a un rozamiento muy bajo. A continuacio´n, en el apartado 6.1.1, se
muestran varias estimaciones realizadas con el estimador del gradiente, variando
en cada ejemplo el valor de la ganancia del estimador. Los resultados obtenidos
se muestran en las figuras 4, 5 y 6.
En segundo lugar, se muestran las estimaciones realizadas por el estimador
de mı´nimos cuadrados donde, al igual que en el caso anterior, para cada ejemplo
se ha ido variando el valor de la matriz de ganancia inicial y cuyos resultados
se pueden ver en las figuras 7, 8 y 9.
En el apartado 6.1.3 se estudia la estimacio´n realizada con el estimador de
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Figura 3: Salida del pe´ndulo simple con un factor de rozamiento bajo.
mı´nimos cuadrados con factor de olvido. Para este caso se han realizado las mis-
mas pruebas que para el estimador de mı´nimos cuadrados y se ha observado que,
al igual que los otros dos estimadores, cuando el sistema esta´ constantemente
excitado se aproxima mucho ma´s ra´pido a los valores reales, tal y como puede
verse en las figuras 10, 11 y 12. En la figura 13 se realiza una comparacio´n entre
la salida proporcionada por los estimadores de mı´nimos cuadrados y mı´nimos
cuadrados con factor de olvido para una misma matriz de ganancia inicial.
En cuarto lugar, en el apartado 6.1.4, se muestra el funcionamiento del esti-
mador de mı´nimos cuadrados con olvido exponencial variable sobre el sistema del
pe´ndulo. En este caso, se tiene que ajustar debidamente el valor de la magnitud
de la matriz de ganancia inicial para que el comportamiento de este estimador
sea el ma´s apropiado y se ajuste mejor al valor de los para´metros reales. Todo
ello se ha ilustrado en las figuras 14, 15, 16 y 17.
A continuacio´n, en el apartado 6.1.5, se puede consultar las salidas estimadas
proporcionadas por el estimador basado en redes neuronales de Hopfield para
diferentes valores de la matriz de ganancias. Los resultados se muestran en las
figuras 18, 19 y 20.
Por u´ltimo, en el apartado 6.1.6, se realiza una comparacio´n del comporta-
miento de todos los me´todos para el mismo ejemplo, ilustrado por la figura 21.
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6.1.1. Aplicacio´n del me´todo del gradiente
Como se ha dicho, en la figura 3 puede observarse la salida proporcionada
por la simulacio´n de las ecuaciones del pe´ndulo simple para el caso de un factor
de rozamiento muy bajo. Se puede ver claramente que, a medida que discurre
el tiempo, el pe´ndulo oscila de forma regular tanto para la posicio´n como para
la velocidad y tarda un largo per´ıodo de tiempo en detenerse, ya que la amor-
tiguacio´n es muy limitada. En el apartado 4.1 se ha explicado que, para aplicar
el estimador del gradiente, se debe implementar la siguiente ecuacio´n:
dθˆ
dt
= −p0WT et (30)
donde θˆ es el vector con los para´metros estimados, W es la matriz de sen˜ales,
p0 es un nu´mero positivo denominado ganancia del estimador y et es el error de
prediccio´n:
et = W (θˆ − θ)
Para todas las simulaciones que se van a realizar, el disen˜o experimental que
se ha considerado ha sido el mismo:
Longitud de la cuerda L = 10.
Masa del pe´ndulo m = 1.
Gravedad g = 9,8.
Factor de rozamiento b = 0,01.
Tiempo de simulacio´n tf = 50.
Posicio´n inicial del pe´ndulo x0 = 0.
Velocidad inicial v0 = 1.
Como se ha indicado anteriormente, para el caso del estimador del gradiente,
se han realizado varias pruebas variando la constante de ganancia p0. En la
figura 4 se observa el comportamiento del estimador con una ganancia muy
baja (p0 = 1), en la figura 5 con una ganancia un poco ma´s alta (p0 = 10) y
por u´ltimo, en la figura 6 con una ganancia muy alta (p0 = 1000) .
En las pruebas realizadas se ha observado que, si el sistema esta´ continua-
mente excitado, es decir con una constante de rozamiento muy baja, y se permite
un tiempo de ejecucio´n alto, el estimador del gradiente finaliza calculando los
para´metros estimados de forma correcta cuando la ganancia es muy baja. En
cambio, a medida que se aumenta el valor de la ganancia, aparecen oscilaciones
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Figura 4: Me´todo de gradiente para rozamiento bajo y ganancia p0 = 1.
Figura 5: Me´todo de gradiente para rozamiento bajo y ganancia p0 = 10.
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Figura 6: Me´todo de gradiente para rozamiento bajo y ganancia p0 = 1000.
que hacen que la convergencia a la estimacio´n correcta sea ma´s lenta. Finalmen-
te, para un valor muy alto de la ganancia, la oscilacio´n es tan sostenida que no
se llega a alcanzar el valor de los para´metros reales.
En resumen, escoger el valor de la ganancia p0 tiene una influencia funda-
mental en el comportamiento de este estimador ya que, en principio, podr´ıa
suponerse que al incrementar el valor de la ganancia la estimacio´n converge ma´s
ra´pidamente, pero llegado a cierto punto, si se continu´a aumentando el valor
de la ganancia, la estimacio´n se vuelve oscilatoria y la convergencia ma´s lenta.
Este feno´meno se produce por la naturaleza del gradiente en la estimacio´n, tal
y como puede verse en la figura 6 donde se ha asignado una ganancia muy alta.
Adema´s del efecto en la velocidad de convergencia, la eleccio´n de un de-
terminado p0 tambie´n tiene implicaciones en la capacidad del estimador para
realizar el seguimiento de los para´metros variables en el tiempo y resistir las
perturbaciones, como veremos ma´s adelante.
6.1.2. Aplicacio´n del me´todo de mı´nimos cuadrados esta´ndar
Para poder realizar la estimacio´n en el me´todo de mı´nimos cuadrados, hay
que proporcionar unos valores iniciales y una matriz de ganancia inicial al es-
timador, teniendo en cuenta que los valores de la matriz de ganancia deben
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Figura 7: Estimador de mı´nimos cuadrados esta´ndar para un factor de roza-
miento bajo con matriz de ganancia inicial identidad P0 = I.
ser tan altos como permita la sensibilidad al ruido [9]. As´ı, siguiendo a [10], el




= −P WT et
dP
dt
= −P WT W P
(31)
donde θˆ es el vector con los para´metros estimados, P es la matriz de ganancias
y et es el error de prediccio´n:
et = yˆ − y = Wθˆ − y
Para el ejemplo estudiado se han proporcionado los mismos valores iniciales
que para el caso del gradiente, a excepcio´n del valor de la ganancia, ya que para
el caso del gradiente se trata de una constante y para el estimador de mı´nimos
cuadrados se define un valor inicial, que debe ser una matriz sime´trica y definida
positiva. Por tanto, para que las pruebas sean lo ma´s parecidas posibles, se han
realizado con la matriz identidad, con diez veces la matriz identidad y con mil
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Figura 8: Estimador de mı´nimos cuadrados para un factor de rozamiento bajo
con una matriz de ganancia inicial P0 = 10 · I.
veces dicha matriz. El resultado de estas tres pruebas puede observarse en las
figuras 7, 8 y 9.
En este caso en concreto, se ha observado que a medida que se incrementa
el valor de la matriz de ganancia, el estimador de mı´nimos cuadrados esta´ndar
converge mucho ma´s ra´pido a los valores reales que con una matriz de ganancia
pequen˜a en el estimador. Ve´ase la diferencia entre las figuras 7 y 9, donde en la
primera de ellas se ha inicializado la matriz de ganancia a la matriz identidad
y en la segunda con mil veces dicha matriz. En el primer caso, el estimador
no llega a calcular de forma correcta los valores en el tiempo establecido y, en
cambio en el segundo caso, converge ra´pidamente al valor real.
6.1.3. Aplicacio´n del me´todo de mı´nimos cuadrados con factor de
olvido
Se ha implementado este algoritmo para el ejemplo del pe´ndulo y se han
realizado los mismos experimentos que para el estimador del gradiente y de
mı´nimos cuadrados esta´ndar.
El ejemplo escogido tiene los mismos para´metros iniciales que el ejemplo de
los apartados anteriores, con la salvedad de que en este me´todo se cuenta con
una variable ma´s en el estimador: el factor de olvido. Con el factor de olvido,
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Figura 9: Estimador de mı´nimos cuadrados para un factor de rozamiento bajo
con una matriz de ganancia inicial P0 = 1000 · I.
se consigue que el estimador tenga memoria finita. La modificacio´n consiste
en sustituir la ganancia P (t) por λP (t). Cuando λ = 1 se tiene el algoritmo
de mı´nimos cuadrados esta´ndar, mientras que si λ < 1 el estimador olvida las
medidas ma´s antiguas, ya que proporciona un decrecimiento exponencial de los
valores. La eleccio´n de un determinado λ es un compromiso entre eliminar ruido
o realizar un mejor seguimiento de la variacio´n de los para´metros. En principio,
se ha establecido el factor de olvido a 0,9, tal y como se recomienda en [3], donde
se indica que el factor de olvido debe estar en el intervalo de 0,9 a 0,99. Adema´s,
para realizar las pruebas se ha ido cambiando la matriz de ganancia inicial para
ver el comportamiento de este estimador.
En las figuras 10, 11 y 12 puede verse el resultado obtenido, observando
claramente que cuanto mayor sea la matriz de ganancia ma´s ra´pido se estima
el valor correcto. Tambie´n se observa que el comportamiento obtenido es mejor
que con el estimador de mı´nimos cuadrados esta´ndar para el mismo valor de la
matriz de ganancias, ya que converge al valor objetivo en menor tiempo. Esta
circunstancia se ilustra con la figura 13, en la que se muestra una comparacio´n
entre los dos estimadores y puede verse claramente la diferencia.
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Figura 10: Me´todo de mı´nimos cuadrados con factor de olvido y matriz ganancia
inicial identidad P0 = I.
Figura 11: Me´todo de mı´nimos cuadrados con factor de olvido y matriz de
ganancia inicial P0 = 10 · I.
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Figura 12: Me´todo de mı´nimos cuadrados con factor de olvido y matriz ganancia
inicial P0 = 1000 · I.
Figura 13: Comparacio´n de los me´todos de mı´nimos cuadrados esta´ndar y mı´ni-
mos cuadrados con factor de olvido con una matriz de ganancia inicial P0 = 10·I.
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Figura 14: Me´todo de mı´nimos cuadrados con olvido exponencial variable para
un factor rozamiento bajo con matriz ganancia inicial identidad P0 = I y cota
de ganancia k0 = 1.
Figura 15: Me´todo de mı´nimos cuadrados con olvido exponencial variable para
un factor rozamiento bajo con una matriz de ganancia inicial P0 = 10 · I y cota
de ganancia k0 = 1.
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Figura 16: Me´todo de mı´nimos cuadrados con olvido exponencial variable para
un factor rozamiento bajo con matriz ganancia inicial identidad P0 = 1000 · I y
cota de ganancia k0 = 1.
6.1.4. Aplicacio´n del me´todo de mı´nimos cuadrados con olvido ex-
ponencial variable
Al igual que con los estimadores anteriores, se ha implementado este algorit-
mo para el ejemplo del pe´ndulo y se han realizado los mismos experimentos que
para los otros estimadores, con la salvedad de que en este me´todo se cuenta con
una variable ma´s en el estimador: la magnitud ma´xima de la matriz de ganancia
(k0). En principio, se ha escogido un valor de k bajo, en concreto k = 1, y se
ha ido cambiando la matriz de ganancia para ver y analizar el comportamiento
de este estimador. A continuacio´n, se ha realizado el ejemplo con un valor de
k = 100.
En las figuras 14, 15 y 16, se observa que se necesita bastante tiempo en
obtener los valores reales de los para´metros, ya que al haber escogido el valor de
la magnitud de la matriz de ganancia k muy bajo, la velocidad de actualizacio´n
de los para´metros se ve afectada. Si, por ejemplo, aumentamos este valor a
100 para la simulacio´n que mejor comportamiento tiene, es decir la de mayor
matriz de ganancia, se obtienen los resultados mostrados en la figura 17, donde
la estimacio´n converge correctamente a los valores reales y en un tiempo mucho
menor.
Cabe destacar que el comportamiento es el mismo para los otros ejemplos
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Figura 17: Me´todo de mı´nimos cuadrados con olvido exponencial variable para
un factor rozamiento bajo con matriz ganancia inicial identidad P0 = 1000 · I y
cota de ganancia k0 = 100.
donde la ganancia es menor. Para todos ellos, si se aumenta el valor de la
magnitud de la matriz de ganancia k0, la estimacio´n converge a los valores
reales mucho ma´s ra´pido que con un valor pequen˜o de k0.
6.1.5. Aplicacio´n del estimador basado en redes neuronales de Hop-
field
Al igual que en los apartados anteriores, en este punto se ha aplicado el
estimador basado en redes neuronales de Hopfield al sistema dina´mico no lineal
del pe´ndulo simple, variando so´lo el valor de la ganancia. En la figura 18 puede
verse el comportamiento cuando la ganancia es baja. Se observa que el estimador
termina convergiendo correctamente al valor deseado. Se debe tener en cuenta
que este estimador utiliza un vector de para´metros nominales θn para realizar
una traslacio´n del intervalo sobre el que se realiza la estimacio´n. Dado que la
estimacio´n inicial esta´ en el origen, el vector θn contiene una estimacio´n a priori
del valor real de los para´metros antes de comenzar la estimacio´n. En principio,
se ha supuesto que este valor puede ser θn = (0,1 0,9).
Para el siguiente ejemplo se ha escogido una ganancia de 10, observando en
este caso que la salida proporcionada acaba convergiendo de forma correcta para
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Figura 18: Estimador basado en redes neuronales de Hopfield en pe´ndulo simple
con rozamiento bajo y ganancia p0 = 1.
Figura 19: Estimador basado en redes neuronales de Hopfield en pe´ndulo simple
con rozamiento bajo y ganancia p0 = 100.
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Figura 20: Estimador basado en redes neuronales de Hopfield en pe´ndulo simple
con rozamiento bajo y ganancia=1000.
los dos para´metros, pero mucho ma´s ra´pido que cuando la ganancia es menor,
tal y como puede verse en la figura 19.
Por u´ltimo, para el caso donde la ganancia aplicada es muy alta, se observa
que el estimador basado en redes neuronales de Hopfield comienza a oscilar,
como se aprecia en la figura 20. Cabe sen˜alar que este comportamiento es similar
al que presentaba el estimador del gradiente, con la salvedad de que, en este
caso, las oscilaciones de la estimacio´n se amortiguan de forma ma´s ra´pida que
en el caso del gradiente.
6.1.6. Comparacio´n de los me´todos
En la figura 21 se muestra el resultado del comportamiento de todos los
algoritmos de estimacio´n ante el sistema dina´mico no lineal del pe´ndulo simple
con un factor de rozamiento muy bajo. En dicha figura se observa que todos los
me´todos acaban convergiendo a los valores reales pero, dependiendo del me´todo
utilizado, se llega a los valores objetivos de forma ma´s ra´pida o ma´s lenta.
En concreto, el estimador del gradiente es el que necesita ma´s tiempo para
obtener el valor objetivo, mientras que se observa que los estimadores de mı´nimos
cuadrados en todas sus variantes son mucho ma´s eficientes a la hora de calcular
el valor correcto. Respecto al estimador basado en redes neuronales de Hopfield,
28
Figura 21: Resultado de la aplicacio´n de todos los me´todos al pe´ndulo simple
con rozamiento bajo.
se observa que se comporta de forma similar al gradiente, pero consigue el valor
objetivo antes, ya que las fluctuaciones son ma´s bajas.
6.2. Caso de estudio 2: pe´ndulo simple con rozamiento
alto
En el ana´lisis de este caso de estudio, en primer lugar, se muestra la salida
proporcionada (velocidad y posicio´n) por las ecuaciones que definen la dina´mica
de funcionamiento del sistema f´ısico del pe´ndulo simple, as´ı como la estimacio´n
realizada con el estimador del gradiente variando el valor de la ganancia. En
segundo lugar, se muestra la estimacio´n realizada con el estimador de mı´nimos
cuadrados, incrementando el valor de la matriz de ganancia para analizar el
comportamiento de este estimador. En tercer lugar, se estudia la estimacio´n
realizada con el estimador de mı´nimos cuadrados con factor de olvido. Para
este, caso se han realizado las mismas pruebas que para el mı´nimos cuadrados
esta´ndar y se ha observado que, al igual que en el caso de estudio anterior,
cuando el estimador tiene una ganancia alta, se aproxima mucho ma´s ra´pido a
los valores reales.
Concretamente, en el apartado 6.2.1 se implementa el me´todo del gradien-
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Figura 22: Salida del pe´ndulo simple con un factor de rozamiento alto.
te, ilustrado lis resultados en las figuras 23, 24 y 25 con diferentes valores del
para´metro de ganancia. En el apartado 6.2.2 se muestra el comportamiento del
me´todo de mı´nimos cuadrados presentado en las figuras 26, 27 y 28, variando
el valor de la matriz de ganancia inicial. A continuacio´n, en el apartado 6.2.3 se
pueden observar los resultados obtenidos por el me´todo de mı´nimos cuadrados
con factor de olvido, ilustrado por las figuras 29, 30 y 31. El apartado 6.2.4
muestra, en las figuras 33, 34 y 35, el comportamiento del me´todo de mı´nimos
cuadrados con olvido exponencial variable, para un valor k0 = 1 y en las figuras
36, 37 y 38 para k0 = 100. En el apartado 6.2.5, pueden verse los resultados arro-
jados tras la aplicacio´n del estimador basado en redes neuronales de Hopfield,
ilustrado en las figuras 39, 40 y 41. Finalmente, en la figura 42 del apartado 6.2.6
se realiza una comparacio´n con los resultados obtenidos para ver las diferencias
encontradas en el comportamiento de los estimadores estudiados.
Para la realizacio´n de este caso de estudio, se debe tener en cuenta que en
cualquier sistema dina´mico sometido a un factor de rozamiento muy alto, no
se produce suficiente excitacio´n persistente, por lo que alguno de los estimado-
res estudiados no estimara´n de forma correcta. Para corregir este problema se
debe ajustar convenientemente la ganancia hasta obtener el resultado deseado,
teniendo en cuenta que si se aumenta demasiado la ganancia, se ha observado
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que los resultados proporcionados por algunos estimadores son oscilatorios y no
son va´lidos.
Para todas las simulaciones que se van a realizar, los para´metros que se han
considerado han sido los mismos que en el apartado 6.1, a excepcio´n del factor
de rozamiento que en este caso toma el valor b = 50.
En la figura 22 puede observase la salida proporcionada por la simulacio´n
de las ecuaciones del pe´ndulo simple para el caso de un factor de rozamiento
alto. En este caso, el pe´ndulo apenas oscila tanto para la posicio´n como con la
velocidad, ya que al tener un rozamiento muy alto el pe´ndulo deja de moverse
en un corto espacio de tiempo.
6.2.1. Aplicacio´n del me´todo del gradiente
El hallazgo ma´s significativo es que si el sistema converge ra´pidamente, so-
lo se puede llegar a realizar una estimacio´n aproximada, y ello ajustando la
ganancia del estimador. Para el ejemplo del pe´ndulo simple con un factor de ro-
zamiento muy alto y con el mismo disen˜o experimental que en el caso de estudio
1, se ha obtenido el resultado de la figura 23 donde se observa que la estimacio´n
no se ajusta convenientemente al resultado proporcionado por los para´metros
reales para ninguno de los dos para´metros.
En el caso de que se ajuste convenientemente el valor de la ganancia del
estimador (p0), se obtienen resultados cercanos a los valores reales, tal y como
puede observarse en la figura 24, donde se ha ajustado el valor de la ganancia
del estimador a 10.
Por tanto, al igual que ocurre con el caso de estudio anterior donde el factor
de rozamiento es muy bajo, el escoger el valor de la ganancia p0 tiene una in-
fluencia fundamental en el comportamiento del estimador ya que al incrementar
el valor de la ganancia, la estimacio´n conduce a una convergencia ma´s ra´pida,
pero llegado a cierto punto si se continu´a aumentando el valor de la ganancia,
la estimacio´n se vuelve oscilatoria y la convergencia ma´s lenta. Como ya se in-
dico´ anteriormente, este feno´meno se produce por la naturaleza del gradiente en
la estimacio´n, tal y como puede verse en la figura 25 donde se ha asignado una
ganancia muy alta para este ejemplo p0 = 1000, y el resultado de la estimacio´n
obtenido no es mejor que cuando la ganancia es 10.
6.2.2. Aplicacio´n del me´todo de mı´nimos cuadrados
Para la realizacio´n de las primeras pruebas se ha escogido una matriz de
ganancia inicial con valores bajos: la matriz identidad. El resultado que se ha
obtenido se puede consultar en la figura 26, donde se observa que la estimacio´n
realizada no se aproxima al valor correcto de los para´metros.
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Figura 23: Me´todo del gradiente en el pe´ndulo simple con factor de rozamiento
alto y ganancia p0 = 1.
Figura 24: Me´todo del gradiente en el pe´ndulo simple con factor de rozamiento
alto y ganancia p0 = 10.
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Figura 25: Me´todo del gradiente en el pe´ndulo simple con factor de rozamiento
alto y ganancia p0 = 1000.
Figura 26: Me´todo de mı´nimos cuadrados con factor de rozamiento alto y la
matriz identidad P0 = I como matriz de ganancia inicial.
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Figura 27: Me´todo de mı´nimos cuadrados con factor de rozamiento alto y una
matriz de ganancias inicial P0 = 10 · I en el estimador.
Si se incrementa el valor de la matriz de ganancias a 10, el resultado obte-
nido es el mostrado en la Figura 27, donde se observa que la estimacio´n se ha
aproximado bastante a los valores reales.
Otra prueba que se ha realizado ha sido sobre el mismo ejemplo, pero con
el valor de la matriz de ganancias alto. El resultado obtenido es el mostrado en
la Figura 28 donde para los dos para´metros la estimacio´n realizada es correcta
y se realiza en un corto espacio de tiempo.
Por tanto, para este ejemplo se concluye que al variar la matriz de ganancias
inicial del estimador y cuanto mayor sea dicha matriz de ganancias, la estimacio´n
que se realiza se aproxima mucho ma´s a los valores de los para´metros reales del
problema. Sin embargo, se debe tener en cuenta que, al igual que en el me´todo
del gradiente, si el sistema esta´ continuamente excitado, por ejemplo, con una
velocidad de entrada alta, el resultado de la estimacio´n es ma´s favorable tanto
para el me´todo del gradiente como para el de mı´nimos cuadrados. Por ejemplo,
cuando el rozamiento es bajo, el comportamiento de estos estimadores es ma´s
favorable, como pudo observarse en las figuras 8 y 9 donde se obtiene mucho
antes el valor real del para´metro.
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Figura 28: Me´todo de mı´nimos cuadrados con factor de rozamiento alto y una
matriz de ganancias inicial P0 = 1000 · I en el estimador.
6.2.3. Aplicacio´n del me´todo de mı´nimos cuadrados con factor de
olvido
Para la realizacio´n de las primeras pruebas se ha escogido una matriz de
ganancia inicial con valores bajos, la matriz identidad P0 = I, y un factor de
olvido de 0,9, siguiendo las recomendaciones de [3], donde se indica que el factor
de olvido debe estar en el intervalo (0,9 0,99) y de la misma forma que se ha
realizado en el apartado 6.1.3. El resultado que se ha obtenido se muestra en la
figura 29 donde se observa que la estimacio´n realizada termina convergiendo al
valor correcto.
La siguiente prueba que se ha realizado ha sido sobre el mismo ejemplo con
los mismos para´metros, pero se ha incrementado el valor de la matriz de ganan-
cias inicial del estimador a 10. El resultado que se ha obtenido es el de la figura
30, donde se observa que la estimacio´n converge ra´pidamente y correctamente
al valor del para´metro real.
Otra prueba que se ha realizado ha sido sobre el mismo ejemplo, pero vol-
viendo a incrementar el valor de la matriz de ganancias 1000 veces, para observar
la diferencia con el ejemplo anterior. As´ı, en la figura 31 se muestra el resulta-
do con una matriz de ganancias muy alta. En ella se puede observar que este
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Figura 29: Me´todo de mı´nimos cuadrados con factor de olvido, rozamiento alto
y la matriz identidad P0 = I como matriz de ganancia inicial.
Figura 30: Mı´nimos cuadrados con factor de olvido, rozamiento alto y una matriz
de ganancias inicial P0 = 10 · I.
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Figura 31: Mı´nimos cuadrados con factor de olvido, rozamiento alto y matriz
de ganancia P0 = 1000 · I.
me´todo de estimacio´n converge de forma ra´pida y efectiva a los valores reales
del problema.
Se puede ver claramente que, para este estimador, a medida que se incre-
menta el valor de la matriz de ganancia inicial, los resultados que arroja de la
estimacio´n convergen correctamente al valor real de forma ma´s ra´pida.
El comportamiento obtenido es mejor que con el estimador de mı´nimos cua-
drados esta´ndar para los mismos valores de la matriz de ganancias, ya que, o
bien, la convergencia al valor objetivo se produce en menos tiempo, o bien sim-
plemente el me´todo de mı´nimos cuadrados no converge. A este respecto, ve´ase
la figura 32 en la que se muestra una comparacio´n entre los dos estimadores para
un valor de la matriz de ganancia de 10 veces la matriz identidad, observa´ndose
claramente la diferencia.
6.2.4. Aplicacio´n del me´todo de mı´nimos cuadrados con olvido ex-
ponencial variable
Las pruebas realizadas con el ejemplo del pe´ndulo simple y este me´todo
de estimacio´n de para´metros han arrojado los resultados que se muestran a
continuacio´n.
En la primera prueba que se ha realizado, se ha establecido la matriz identi-
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Figura 32: Comparacio´n de los me´todos de mı´nimos cuadrados esta´ndar y mı´ni-
mos cuadrados con factor de olvido para el pe´ndulo con rozamiento bajo con
una matriz de ganancia inicial P0 = 10 · I.
dad como matriz de ganancias inicial y el valor del para´metro de la magnitud de
la matriz de ganancias k0 = 1. El resultado se puede consultar en la figura 33.
A continuacio´n, se ha multiplicado por diez el valor de la matriz de ganancias
del estimador, estableciendo un factor de olvido de λ0 = 0,9. El resultado que se
ha obtenido es el de la figura 34, donde se observa que la estimacio´n no converge
al valor del para´metro real.
Otra prueba que se ha realizado ha sido sobre el mismo ejemplo, pero en
este caso el valor de la matriz de ganancias se ha multiplicado por 1000. As´ı, en
la figura 35 se muestra el resultado con una matriz de ganancias muy alta y un
valor de la cota k0 = 1.
Como se puede observar claramente en las figuras 33, 34 y 35, con estos
valores en el estimador, este no tiene un comportamiento correcto, por lo que se
ha optado por variar el valor de la magnitud de la matriz de ganancias k0. Si se
incrementa el valor de la magnitud de la matriz de ganancia k0 hasta 100, los
resultados que se obtienen son los mostrados en las figuras 36, 37 y 38, donde
puede apreciarse el cambio favorable en el comportamiento del estimador.
En la figura 36 se muestra el resultado obtenido con la matriz identidad
como matriz de ganancias inicial para un valor de la magnitud de la matriz de
ganancias k0 = 100. Puede observarse que no se llega a estimar correctamente los
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Figura 33: Mı´nimos cuadrados con olvido exponencial variable, con la matriz
identidad P0 = I como matriz de ganancia inicial, un factor de olvido λ0 = 0,9
y una cota k0 = 1, para el pe´ndulo con rozamiento bajo.
Figura 34: Mı´nimos cuadrados con olvido exponencial variable, con una matriz
de ganancias inicial P0 = 10 · I y cota k0 = 1, para el pe´ndulo con rozamiento
bajo.
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Figura 35: Mı´nimos cuadrados con olvido exponencial variable, con matriz de
ganancia inicial P0 = 1000 · I y cota k0 = 1, para el pe´ndulo con rozamiento
bajo.
Figura 36: Mı´nimos cuadrados con olvido exponencial variable en pe´ndulo simple
con rozamiento alto, matriz de ganancias inicial identidad P0 = I y cota k0 =
100.
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Figura 37: Mı´nimos cuadrados con olvido exponencial variable en pe´ndulo simple
con rozamiento alto, matriz de ganancias inicial P0 = 10 · I y cota k0 = 100.
Figura 38: Mı´nimos cuadrados con olvido exponencial variable en pe´ndulo simple
con rozamiento alto, matriz de ganancias inicial P0 = 1000 · I y cota k0 = 100.
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Figura 39: Estimador basado en redes neuronales de Hopfield en pe´ndulo simple
con rozamiento alto y ganancia p0 = 1.
para´metros. Si aumentamos diez veces el valor de la matriz identidad inicial, se
obtiene el resultado proporcionado por la figura 37 donde los valores estimados
llegan a coincidir con los valores reales.
Por u´ltimo, se ha observado que con un valor alto de la magnitud de la ma-
triz de ganancias k0 = 100 y un valor alto de la matriz de ganancias inicial,
escogiendo para este caso mil veces la matriz identidad, el estimador de mı´ni-
mos cuadrados con factor de olvido exponencial variable converge correcta y
ra´pidamente a los valores esperados para ambos para´metros, tal y como puede
verse en la figura 38.
6.2.5. Aplicacio´n del estimador basado en redes neuronales de Hop-
field
Las pruebas realizadas con el sistema dina´mico no lineal del pe´ndulo simple
y este me´todo de estimacio´n de para´metros han arrojado los resultados que se
muestran a continuacio´n.
Al igual que en el resto de apartados, en la primera prueba que se ha realiza-
do, se ha establecido el valor del para´metro de la ganancia a p0 = 1. El resultado
se puede consultar en la figura 39.
A continuacio´n, se ha incrementando por diez el valor del para´metro de
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Figura 40: Estimador basado en redes neuronales de Hopfield en pe´ndulo simple
con rozamiento alto y ganancia p0 = 10.
Figura 41: Estimador basado en redes neuronales de Hopfield en pe´ndulo simple
con rozamiento alto y ganancia p0 = 1000.
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Figura 42: Comportamiento de todos los estimadores para el pe´ndulo simple con
rozamiento alto.
ganancias del estimador. El resultado que se han obtenido es el de la figura 40.
En ambos casos, se observa que el valor estimado difiere bastante del valor real.
Otra prueba que se ha realizado ha sido sobre el mismo ejemplo, pero en
este caso el valor del para´metro de ganancia ha sido multiplicado por 1000. As´ı,
en la figura 41 se muestra el resultado obtenido. En este caso se puede observar
que el resultado obtenido converge de forma correcta para el ca´lculo del segundo
para´metro, pero no para el primero.
6.2.6. Comparacio´n de los me´todos
En este apartado se va a realizar una comparacio´n de todos los me´todos
vistos para el caso donde el factor de rozamiento es muy alto.
En la figura 42 se observa el comportamiento de todos los estimadores para
el mismo ejemplo, cuando el rozamiento es alto. Para todos los estimadores se
ha escogido el valor de los para´metros que mejores resultados proporcionaban.
Se aprecia que los me´todos de estimacio´n que mejores resultados arrojan son
el de mı´nimos cuadrados con factor de olvido y con factor de olvido exponencial
variable cuando la magnitud de la matriz de ganancia k0 es alta.
Cabe destacar que, como la dina´mica de este sistema mostrada en la figura 22
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Figura 43: Funcio´n definida a trozos que representa el rozamiento.
es menos compleja y se estabiliza ra´pidamente, se introduce menos excitacio´n en
el estimador, lo que hace ma´s complicado y dif´ıcil el ca´lculo de la estimacio´n. Por
este motivo, los estimadores basados en el gradiente y el de mı´nimos cuadrados
esta´ndar no logran calcular con precisio´n el valor objetivo.
6.3. Caso de estudio 3: pe´ndulo simple con rozamiento
variable
En este caso de estudio, se ha optado por considerar el factor de rozamiento
del pe´ndulo simple como una funcio´n definida a trozos dependiente del tiempo.
El comportamiento de la funcio´n que va a representar el factor de rozamiento se
muestra en la figura 43, donde al principio el rozamiento es pra´cticamente nulo
para, a continuacio´n, ir incrementando de forma lineal hasta alcanzar un valor
alto constante.
En la figura 44 se muestra la salida proporcionada por la simulacio´n de las
ecuaciones del pe´ndulo simple cuando el factor de rozamiento es una funcio´n
variable en el tiempo. En este caso, el pe´ndulo comienza a oscilar tanto para la
posicio´n como la velocidad; cuando comienza a subir el valor de la funcio´n de
rozamiento, las oscilaciones son menores hasta que finalmente, cuando llega a
un rozamiento muy alto, se detiene.
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Figura 44: Salida del pe´ndulo simple con un rozamiento variable.
En este apartado se va a proceder de forma similar a los anteriores. En pri-
mer lugar, en el apartado 6.3.1 se va a mostrar el comportamiento del estimador
del gradiente frente al pe´ndulo con rozamiento variable, cambiando el valor de
la ganancia, tal y como puede observarse en las figuras 45, 46 y 47. A continua-
cio´n, en las figuras 48, 49 y 50 del apartado 6.3.2 se ilustra el comportamiento
del estimador de mı´nimos cuadrados. En el apartado 6.3.3 se puede consultar
el resultado de aplicar el estimador de mı´nimos cuadrados con factor de olvido,
ilustrado en las figuras 51, 52 y 53. En el apartado 6.3.4 se muestran los resul-
tados que se han obtenido para el estimador de mı´nimos cuadrados con olvido
exponencial variable, resumido en las figuras 54, 55 y 56. En las figuras 57, 58
y 59 del apartado 6.3.5 se muestran los resultados obtenidos para el estima-
dor basado en redes neuronales de Hopfield. Para finalizar, en el apartado 6.3.6
se muestra una comparativa de los resultados arrojados por cada uno de los
estimadores mencionados anteriormente, resumida en la figura 60.
6.3.1. Aplicacio´n del me´todo del gradiente
Al igual que en los casos de estudios con el rozamiento constante de los
apartados 6.1.1 y 6.2.1, se han realizado pruebas sobre el mismo ejemplo con
los mismos para´metros de entrada, pero cambiando el valor del para´metro de la
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Figura 45: Resultado de la aplicacio´n del me´todo del gradiente al pe´ndulo simple
con rozamiento variable y ganancia p0 = 1.
ganancia en el estimador. De esta forma se puede observar el comportamiento
del me´todo del gradiente cuando se tiene que el factor de rozamiento que afecta
al sistema var´ıa con el tiempo.
En la figura 45, donde se ha considerado una ganancia igual a uno, se observa
que cuando el rozamiento es muy bajo, el estimador calcula correctamente el
valor estimado, pero a medida que va incrementa´ndose el factor de rozamiento,
el estimador se desv´ıa del valor correcto, tanto para el para´metro que depende
del factor de rozamiento como para el que no.
En cambio, si se incrementa el valor del para´metro de la ganancia, la estima-
cio´n se va ajustando correctamente al valor real, tal y como se puede observar
en las figuras 46 y 47, donde puede apreciarse el cambio que sufre la estimacio´n
cuando empieza a incrementarse el valor del factor de rozamiento y cuando este
se estabiliza en un valor muy alto.
En el caso de que se ajuste convenientemente el valor de la ganancia del
estimador p0, se obtienen resultados cercanos a los valores reales, tal y como
puede observarse en la figura 46, donde se ha establecido el valor de la ganancia
del estimador a 1000.
Por tanto, para el estimador del gradiente con un factor de rozamiento varia-
ble con el tiempo, se observa cualitativamente la misma necesidad que cuando el
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Figura 46: Resultado de la aplicacio´n del me´todo del gradiente al pe´ndulo simple
con rozamiento variable y ganancia p0 = 10.
Figura 47: Resultado de la aplicacio´n del me´todo del gradiente al pe´ndulo simple
con rozamiento variable y una ganancia p0 = 1000.
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Figura 48: Aplicacio´n del me´todo de mı´nimos cuadrados con rozamiento variable
y matriz identidad P0 = I como matriz de ganancia inicial.
rozamiento es constante: es preciso encontrar el valor de la ganancia que mejor
ajusta la estimacio´n, de forma que esta no produzca una salida oscilatoria.
6.3.2. Aplicacio´n del me´todo de mı´nimos cuadrados
Para la aplicacio´n del me´todo de mı´nimos cuadrados cuando el factor de
rozamiento es variable con el tiempo, se han proporcionado los mismos valores
iniciales que para los otros casos, variando la matriz de ganancias con los mismos
valores que para las otras pruebas realizadas.
Los ejemplos ilustrados en las figuras 48, 49 y 50 muestran el comportamiento
del me´todo de mı´nimos cuadrados con la matriz identidad, con diez veces la
matriz identidad y con mil veces la matriz identidad como matriz de ganancia
inicial, respectivamente.
Con el valor ma´s bajo de la matriz de ganancia (figura 48) se observa que a
medida que el valor del factor de rozamiento var´ıa en el tiempo, la estimacio´n
cambia y no estima de forma correcta ninguno de los dos para´metros.
Si se incrementa el valor de la matriz de ganancias, el resultado obtenido es
el mostrado en las Figuras 49 y 50, donde los valores obtenidos convergen a un
valor completamente distinto al valor correcto.
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Figura 49: Aplicacio´n del me´todo de mı´nimos cuadrados al pe´ndulo simple con
rozamiento variable y una matriz de ganancias inicial P0 = 10·I en el estimador.
Figura 50: Me´todo de mı´nimos cuadrados al pe´ndulo simple con rozamiento
variable y una matriz de ganancias inicial de valores altos P0 = 1000 · I en el
estimador.
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Figura 51: Me´todo de mı´nimos cuadrados con factor de olvido en pe´ndulo simple
con rozamiento variable y la matriz identidad P0 = I como matriz de ganancia
inicial.
6.3.3. Aplicacio´n del me´todo de mı´nimos cuadrados con factor de
olvido
Para probar el me´todo de mı´nimos cuadrados con factor de olvido en el caso
de que el factor de rozamiento sea variable con el tiempo, se han realizado varias
pruebas en las que se ha ido modificando el valor de la matriz de ganancias inicial
del estimador. El resto de para´metros permanecen iguales que en los ejemplos
anteriores.
En la figura 51 se puede observar el comportamiento de la estimacio´n con
una matriz de ganancias inicial muy baja. Para este caso, la estimacio´n realizada
converge correctamente para ambos para´metros, sobre todo en la franja cons-
tante de la funcio´n del factor de rozamiento, tanto para los valores bajos como
altos. Sin embargo, se observa que cuando se va incrementando el rozamiento,
la estimacio´n tiende a oscilar.
Para el resto de pruebas, ocurre lo mismo que en la prueba anterior: cuando
se incremente el valor de la matriz de ganancias del estimador a 10 o a 1000,
con un factor de olvido de λ = 0,9, el resultado mostrado en las figuras 52 y
53 permite observar que la estimacio´n converge ra´pidamente y correctamente al
valor del para´metro real.
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Figura 52: Mı´nimos cuadrados con factor de olvido en pe´ndulo simple con ro-
zamiento variable y diez veces la matriz identidad P0 = 10 · I como matriz de
ganancia inicial.
Figura 53: Mı´nimos cuadrados con factor de olvido en pe´ndulo simple con roza-
miento variable y diez veces la matriz identidad P0 = 1000 · I como matriz de
ganancia inicial.
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Figura 54: Mı´nimos cuadrados con olvido exponencial variable en pe´ndulo simple
con rozamiento variable con matriz de ganancias inicial identidad P0 = I y
magnitud k0 = 100.
6.3.4. Aplicacio´n del me´todo de mı´nimos cuadrados con olvido ex-
ponencial variable
Las pruebas realizadas para el sistema dina´mico del pe´ndulo simple cuando
el factor de rozamiento es una funcio´n variable en el tiempo y el me´todo de
mı´nimos cuadrados con factor de olvido exponencial variable han arrojado los
resultados que se muestran a continuacio´n.
La forma de proceder ha sido la misma que para el resto de casos de estudio,
es decir, se han fijado una serie de valores a los para´metros y se ha ido variando la
matriz de ganancias, para as´ı poder observar el comportamiento de este me´todo.
En la figura 54, se muestra el comportamiento de este me´todo con la matriz
identidad como matriz de ganancias inicial y un valor de la magnitud de la matriz
de ganancias k0 = 100. Se ha escogido este valor de k0 porque se observo´ en
los casos de estudio con rozamiento muy bajo y muy alto que era el valor que
hac´ıa que el estimador tuviese un mejor comportamiento a la hora de realizar
las estimaciones.
En las figuras 55 y 56 se muestra el comportamiento del estimador con
un valor de la matriz de ganancias de diez y mil veces la matriz identidad
respectivamente. Se observa que, en los tres ejemplos, el estimador presenta un
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Figura 55: Mı´nimos cuadrados con olvido exponencial variable en pe´ndulo simple
con rozamiento variable con matriz de ganancias inicial identidad P0 = 10 · I y
magnitud k0 = 100.
Figura 56: Mı´nimos cuadrados con olvido exponencial variable en pe´ndulo simple
con rozamiento variable con matriz de ganancias inicial identidad P0 = 1000 · I
y magnitud k0 = 100.
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Figura 57: Estimador basado en redes neuronales de Hopfield en pe´ndulo simple
con rozamiento variable y ganancia p0 = 1.
comportamiento similar: cuando el valor del factor de rozamiento es muy bajo,
estima correctamente los para´metros, pero a medida que se va incrementando
comienza a separarse del valor real y a no estimar de forma correcta.
6.3.5. Aplicacio´n del estimador basado en redes neuronales de Hop-
field
Las pruebas realizadas con el sistema dina´mico no lineal del pe´ndulo simple
con rozamiento variable y el me´todo de estimacio´n de para´metros con redes de
Hopfield han arrojado los resultados que se muestran a continuacio´n.
Al igual que en el resto de apartados, en la primera prueba que se ha realiza-
do, se ha establecido el valor del para´metro de la ganancia a p0 = 1. El resultado
se puede consultar en la Figura 57.
A continuacio´n, se ha multiplicado por diez el valor del para´metro de ga-
nancia del estimador. El resultado que se ha obtenido es el de la figura 58. En
ambos casos, se observa que, cuando el rozamiento es bajo, el estimador conver-
ge hacia el valor correcto de los para´metros, pero cuando el factor de rozamiento
comienza a variar el valor estimado difiere bastante del valor real.
Finalmente, se ha realizado sobre el mismo ejemplo otra prueba, pero en este
caso el valor del para´metro de ganancia ha sido multiplicado por 1000. En la
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Figura 58: Estimador basado en redes neuronales de Hopfield en pe´ndulo simple
con rozamiento variable y ganancia p0 = 10.
Figura 59: Estimador basado en redes neuronales de Hopfield en pe´ndulo simple
con rozamiento variable y ganancia p0 = 1000.
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Figura 60: Comparacio´n de todos los me´todos con ganancia 10 (P0 = 10 · I o
p0 = 10), factor de olvido λ = 0,9 y cota k0 = 100.
figura 59 se muestra el resultado obtenido. En este caso se puede observar que
el estimador no llega a converger al valor correcto de los para´metros cuando el
factor de rozamiento es bajo y comienza a variar, ya que aparecen fuertes osci-
laciones. En cambio, converge de forma correcta cuando el factor de rozamiento
se estabiliza a un valor muy alto. Este comportamiento puede considerarse pa-
rado´jico, ya que cuando el rozamiento es alto, la falta de excitacio´n persistente
supone un obsta´culo importante a la mayor´ıa de los estimadores.
6.3.6. Comparacio´n de los me´todos
En la figura 60 se muestra el comportamiento de todos los me´todos cuan-
do el factor de rozamiento es variable en el tiempo para el mismo ejemplo con
ganancia 10 (matriz de ganancia inicial, para el caso de mı´nimos cuadrados, o
ganancia constante, para el me´todo de gradiente y el basado en redes de Hop-
field). En la figura puede verse que el me´todo que converge correctamente a
los valores esperados es el de mı´nimos cuadrados con factor de olvido. El resto
de estimadores convergen correctamente cuando el sistema esta´ continuamente
excitado, es decir, cuando apenas tienen rozamiento. En el momento en que el
factor de rozamiento comienza a variar, la estimacio´n es mucho ma´s complicada
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de realizar, incluso para el me´todo que mejor se comporta (mı´nimos cuadrados
con factor de olvido). Finalmente, cuando el rozamiento se ha incrementado tan-
to que el sistema se ha estabilizado, es el estimador basado en redes de Hopfield
el u´nico que proporciona con precisio´n el valor correcto de los para´metros.
6.4. Caso de estudio 4: ruido blanco en los estimadores
Para el sistema dina´mico no lineal que se esta´ estudiando en este Trabajo
Fin de Ma´ster, se va a realizar una comparacio´n del efecto que produce la
introduccio´n de un determinado ruido en el comportamiento de los diferentes
me´todos de estimacio´n mencionados. En la realizacio´n de las diferentes pruebas,
se va a considerar el ruido blanco. Se trata de una sen˜al aleatoria caracterizada
porque sus valores en distintos instantes temporales no guardan correlacio´n
estad´ıstica entre s´ı.
Esta seccio´n se ha dividido en tres partes: en primer lugar, en la seccio´n
6.4.1 se va a estudiar el comportamiento de los estimadores con un rozamiento
bajo, ilustrado en las figuras 61 y 62; a continuacio´n, en la seccio´n 6.4.2 se
muestra el comportamiento ante un rozamiento alto, que puede consultarse en
las figuras 63 y 64; finalmente, la seccio´n 6.4.3 muestra, en las figuras 65, 66 y
67; el comportamiento de los diferentes estimadores ante un rozamiento variable
en el tiempo.
6.4.1. Sistemas con rozamiento bajo
En este apartado se muestra una comparacio´n del comportamiento de los
diferentes estimadores ante un rozamiento bajo dado por b = 0,01. En la figura
61 se puede consultar la salida proporcionada con un ruido blanco bajo, del
media µ = 0 y desviacio´n t´ıpica σ = 0,01.
A continuacio´n, en la figura 62 puede verse la salida ante un ruido que se
considera alto, en el que la desviacio´n t´ıpica se ha incrementado hasta 0,05.
Puede observarse para ambos ejemplos, que el resultado proporcionado por
los estimadores arrojan unos resultados bastante fieles a la realidad, especial-
mente todos los me´todos basados en mı´nimos cuadrados, mientras que el me´todo
de gradiente y el basado en redes de Hopfield presentan fuertes oscilaciones.
6.4.2. Sistemas con rozamiento alto
En este apartado se muestra una comparacio´n del comportamiento de los
diferentes estimadores ante un rozamiento alto, definido como b = 50. En la
figura 63 se puede consultar la salida proporcionada con un ruido blanco bajo,
para el que la desviacio´n t´ıpica se ha fijado en σ = 0,01.
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Figura 61: Comparacio´n de todos los me´todos para el pe´ndulo con rozamiento
bajo b = 0,01 y ruido bajo σ = 0,01.
Figura 62: Comparacio´n de todos los me´todos para el pe´ndulo con rozamiento
bajo b = 0,01 y ruido alto σ = 0,05.
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Figura 63: Comparacio´n de todos los me´todos para el pe´ndulo con rozamiento
alto b = 50 y ruido bajo σ = 0,01.
Figura 64: Comparacio´n de todos los me´todos para el pe´ndulo con rozamiento
alto b = 50 y ruido alto σ = 0,05.
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Figura 65: Comparacio´n de todos los me´todos para un rozamiento variable y un
ruido despreciable σ = 0,001.
A continuacio´n, en la figura 64 puede verse la salida ante un ruido que se
considera alto, con desviacio´n t´ıpica del orden de σ = 0,05.
Puede observarse que, cuando el ruido es bajo, el resultado proporcionado
por el estimador de mı´nimos cuadrados con factor de olvido para el primer
para´metro a estimar arroja un resultado bastante fiel a la realidad, ya que
este para´metro no depende del rozamiento. En cambio, para la estimacio´n del
segundo para´metro, el estimador que realiza un ca´lculo correcto es el de mı´nimos
cuadrados esta´ndar.
En el caso de ruido alto, todos los estimadores proporcionan un resultado
similar y ninguno es capaz de aproximarse al valor correcto de ninguno de los
dos para´metros.
6.4.3. Sistemas con rozamiento variable
En este apartado se muestra una comparacio´n del comportamiento de los
diferentes estimadores ante un rozamiento variable con el tiempo. En la figura
65 se puede consultar la salida proporcionada con un ruido blanco bajo, con
desviacio´n σ = 0,001, que se considera pra´cticamente despreciable. En este
caso, se puede ver que el me´todo que mejor se comporta para la estimacio´n de
los para´metros es el de mı´nimos cuadrados con factor de olvido exponencial.
61
Figura 66: Comparacio´n de todos los me´todos para un rozamiento variable y un
ruido bajo σ = 0,01.
Figura 67: Comparacio´n de todos los me´todos para un rozamiento variable y un
ruido alto σ = 0,05.
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Para la segunda simulacio´n que se ha realizado, se ha considerado un ruido
bajo, con desviacio´n del orden de σ = 0,01. En este caso, la salida proporcio-
nada puede verse en la figura 66. En esta figura, se observa que para ambos
para´metros el comportamiento del estimador de mı´nimos cuadrados con factor
de olvido exponencial es el que ma´s se aproxima al valor real en todas las fa-
ses del rozamiento, aunque cuando el rozamiento comienza a ser muy alto la
estimacio´n empieza a alejarse de los valores reales.
A continuacio´n, en la figura 67 puede verse la salida ante un ruido que se
considera alto, del orden de 0.05. En este caso, la salida de los estimadores es
diferente en el ca´lculo del primer para´metro y del segundo. En la estimacio´n
del primer para´metro, que no depende del rozamiento a lo largo del tiempo,
el estimador que mejor comportamiento tiene es el de mı´nimos cuadrados. El
resto de estimadores cuando el rozamiento comienza a variar y a ser muy alto
tienen comportamiento variable que difiere bastante de los valores reales. En
cambio para la estimacio´n del segundo para´metro, todos los estimadores tienen
un comportamiento erro´neo, sobre todo cuando el rozamiento se vuelve muy
alto.
7. Discusio´n
En este Trabajo Fin de Ma´ster se ha realizado un estudio sobre la efectividad
de los me´todos de estimacio´n del gradiente, mı´nimos cuadrados, mı´nimos cua-
drados con factor de olvido, mı´nimos cuadrados con olvido exponencial variable
y un estimador basado en redes neuronales de Hopfield. Todos los estimadores
se han probado sobre un sistema dina´mico no lineal.
De forma general, para el caso del pe´ndulo simple, se observa que en los
ejemplos cuyo factor de rozamiento es muy alto, los resultados que se obtienen
esta´n bastante alejados de los valores correctos, en comparacio´n con el resto de
simulaciones realizadas.
Cuando el factor de rozamiento es muy bajo, se observa que todos los es-
timadores convergen de forma correcta al valor objetivo, pero dependiendo del
estimador, se obtiene dicho valor ma´s ra´pido en algunos casos. Para este ejemplo
en concreto, el me´todo de mı´nimos cuadrados con factor de olvido y mı´nimos
cuadrados con factor de olvido exponencial son los que mejor se comportan.
Para el caso del pe´ndulo con el estimador del gradiente, si el rozamiento es
muy alto no hay suficiente excitacio´n persistente, por lo que no estima de forma
correcta. Para paliar este problema se ha recurrido a ajustar convenientemen-
te la ganancia para obtener el resultado deseado. Sin embargo, si se aumenta
demasiado la ganancia la estimacio´n se vuelve oscilatoria y no es va´lida. Este
comportamiento apoya que en algunos casos sera´ necesario abandonar el es-
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timador de gradiente y tratar de estimar los para´metros del sistema con otro
estimador, por ejemplo el de mı´nimos cuadrados. En efecto, para el estimador de
mı´nimos cuadrados, con una matriz de ganancia inicial con valores bajos se ha
observado que el estimador converge ma´s ra´pido y se aproxima ma´s a los valores
reales. A continuacio´n, se ha incrementado el valor de la matriz de ganancia y se
observa que estima correctamente los para´metros pero, incluso con este me´todo,
cuando el factor de rozamiento es muy alto, el estimador no converge de forma
correcta.
Por lo que respecta al estimador de mı´nimos cuadrados con factor de olvido,
se han realizado las mismas pruebas que para el de mı´nimos cuadrados esta´ndar
y se ha observado que, al igual que los otros dos estimadores, cuando el sistema
esta´ constantemente excitado se aproxima mucho ma´s ra´pido a los valores reales.
Por el contrario, cuando el factor de rozamiento es extremadamente alto, no da
resultados correctos, por lo que en este caso es preferible optar por el estimador
de mı´nimos cuadrados con olvido exponencial variable. Con este u´ltimo, ajus-
tando convenientemente los valores del estimador, se obtienen los valores de los
para´metros de forma correcta.
En resumen, las limitaciones de los estimadores para realizar una estima-
cio´n correcta, en el caso del rozamiento muy alto, se deben a que el estado
del sistema converge de forma muy ra´pida y los estimadores no reciben sufi-
ciente informacio´n para realizar la estimacio´n debido a esta convergencia. Este
comportamiento se observa claramente cuando se ha introducido un factor de
rozamiento variable con el tiempo. En este caso, cuando el rozamiento es muy
bajo, todos los estimadores calculan correctamente el valor de los para´metros,
pero a medida que va variando el valor del factor de rozamiento, los estimado-
res comienzan a oscilar y a no calcular correctamente el valor de los para´metros
reales.
8. Conclusiones y trabajos futuros
Para el sistema dina´mico no lineal estudiado en este Trabajo Fin de Ma´ster,
el pe´ndulo simple, se concluye que:
Los estimadores se comportan mejor o peor dependiendo de las condi-
ciones iniciales del sistema al que se apliquen. Adema´s, la capacidad de
estimacio´n se ve fuertemente afectada por la eleccio´n de los para´metros de
disen˜o, tales como la ganancia, en el caso del me´todo de gradiente y del
estimador basado en redes de Hopfield, la matriz de ganancia inicial para
el me´todo de mı´nimos cuadrados, o el factor de olvido.
Cuando el rozamiento es bajo, todos los me´todos tienen un mejor compor-
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tamiento. Esto se explica porque los estimadores cuentan con ma´s datos
para poder realizar correctamente la estimacio´n.
Si la dina´mica del sistema es menos compleja y se estabiliza ra´pidamente,
se introduce menos excitacio´n en el estimador, lo que hace ma´s complicado
el ca´lculo de la estimacio´n.
La primera observacio´n mencionada arriba puede explicarse por los teoremas
no free lunch [12]: ningu´n me´todo proporcionara´ de manera consistente resulta-
dos superiores a otro para todos los sistemas y en todas las circunstancias.
La relacio´n de la calidad de la estimacio´n con la complejidad de la dina´mi-
ca del sistema puede cuantificarse de manera rigurosa. Para ello, aparece en la
teor´ıa el concepto que se denomina excitacio´n persistente. Este trabajo com-
prueba que se trata de un factor cr´ıtico para la eficiencia de los me´todos de
estimacio´n de para´metros.
Los resultados del presente trabajo son congruentes con los encontrados por
Slotine [10]. No obstante, resulta dif´ıcil establecer comparaciones entre ambos
estudios puesto que este trabajo so´lo se refiere a un sistema dina´mico no lineal
en concreto.
Como trabajo futuro se recomienda realizar un estudio comparativo de todos
los me´todos de estimacio´n descritos para otro sistema dina´mico no lineal, como
puede ser el oscilador de van der Pol y en sistemas ma´s complicados, como
pueden ser un modelo de coagulacio´n de sangre en aneurismas cerebrales [2] o el
modelo cine´tico de un reactor isote´rmico formulado en 1981 por Dow Chemical
Company [11], donde hay un gran nu´mero de para´metros a estimar.
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