Abstract-Superpixel-based methodologies have become increasingly popular in computer vision, especially when the computation is too expensive in time or memory to perform with a large number of pixels or features. However, rarely is superpixel segmentation examined within the context of deep convolutional neural network architectures. This paper presents a novel neural architecture that exploits the superpixel feature space. The visual feature space is organized using superpixels to provide the neural network with a substructure of the images. As the superpixels associate the visual feature space with parts of the objects in an image, the visual feature space is transformed into a structured vector representation per superpixel. It is shown that it is feasible to learn superpixel features using capsules and it is potentially beneficial to perform image analysis in such a structured manner. This novel deep learning architecture is examined in the context of an image classification task, highlighting explicit interpretability (explainability) of the network's decision making. The results are compared against a baseline deep neural model, as well as among superpixel capsule networks with a variety of hyperparameter settings.
I. INTRODUCTION
The landscape of computer vision has drastically changed since the resurgence of neural networks. Neural networks, now popularized as deep learning models, have achieved state-of-the-art results in areas such as object recognition and localization [1] , [2] , semantic segmentation [3] , [4] , RGB-D [5] and multiple view data analytics, etc. However, most deep learning methodologies usually require very high data processing bandwidth, and part of their overwhelming success can be attributed to the availability of large-scale image datasets [1] , [6] . These deep learning models also create a large volume of features from their feature extraction process. The problem is that these models do not posses the following, regarding their generated feature space: (i) an intelligent methodology to organize feature maps in more meaningful and comprehensible way; (ii) a strong relationship between features and the spatial components of the observed samples. One of the forerunners [7] , who is actively approaching these areas of concern, is the ideology of superpixel-enabled relational analysis.
As Fig. 1 shows, most superpixel models are confined to overly segmented superpixels associated with low local entropy and low information loss upon homogenization. Contrary Fig. 1 . Superpixel local entropy: a quantity useful for classifying different usages of superpixels in machine learning models. The blue line (cross-points) indicates the mean of the superpixel entropy, while the orange line (rounddot-points) indicates a local entropy calculated similar to convolution where the local neighborhood is defined by a square window. For the convolving fashion local entropy, the window size used is that which has the same area as the average superpixel size, in order to compare against the superpixel local entropy.
to popular belief, one can also see the value of superpixel usage in the slighly higher entropy range, which affords the opportunity to establish a relationship between features and their spatial properties. The data points in Fig. 1 are also listed in Tab. II, which serve as an empirical evidence of the following observations: (i) Compared to a convolutional operation, superpixels induce a mechanism more efficient in orders of magnitudes to reduce mean local entropy, which makes the superpixel feature space highly organized. (ii) The de-facto popular usage of superpixel as been dimensionality reduction through oversegmentation, whereas deep leaning models without superpixels may use techniques as drastic as global pooling which would be an extreme undersegmentation. This means the homogeneity of superpixels alone shall not sufficiently determine the performance of a superpixel based model. (iii) Empirically, the number of superpixels and the mean local entropy exhibit a strong anticorrelation (as demonstrated in Fig. 1 ) across a board range (from 1 to 10,000) of number of superpixels. These are the observations that give rise to the model that is proposed herein, and the reasons that heterogeneous or high-entropy superpixel usage deserves to be classed as an entirely different type of model, which is further discuss in Sect. II.
Prior researches [5] [8] in the field of deep learning have used superpixels mainly to reduce the computational intensity. Superpixel pooling is one of the primary recognized techniques of dimensionality reduction for deep convolutional networks. This method allows perceptually homogeneous regions of pixels to be grouped together and represented more concisely [9] , and then aggregated according to such regions. As reported in the literature, such as [5] , [10] , it is feasible to adapt superpixel features to many deep convolutional neural network (DCNN) architectures to extract features from convolutional maps, making a potentially very expensive computation feasible. More interestingly, however, in some literature it is reported that not only have superpixels made the computation more efficient, but there has been model performance benefits as well. For example, in the work of Mostajabi, et al. [11] superpixels were used to exploit statistical structure in the image and in the label space and to avoid complex and expensive inference. More recently, in the work of Wu, et al. [10] superpixel based analysis is incorporated to perform highly efficient cloud image segmentation. The local consistency of the segmentation was preserved and faster DCNN learning was reported.
Consequently, with respect to the above, superpixels can also provide an alternative organization of the convolutional features. Herein, superpixels are utilized to reorganize the feature space by associating convolutional features to discrete parts of objects within images. Afterwards, relational analysis is explored, in the form of capsule routing, to fuse structurally organized convolutional features. Relational analysis in this sense, will prioritize the spatial relationship between the features while combining them into a set of model predictions [12] .
The challenge with processing superpixel features and learning a model that makes inferences based on superpixels, is to fully exploit the superpixel features with some capable mathematical machinery; as opposed to performing naive aggregations too early and losing a significant amount of information. To this end, capsules [12] are experimented with to create a model that analyzes visual images by putting together pieces of superpixels and processing the superpixel vector features. As each superpixel segmentation of the image is completely different, there is no specific role assigned to the neurons handling the superpixels and this makes the superpixel feature space difficult to learn especially with high dimensionality.
Related state-of-the-art research actively addressing the connection between feature space and feature spatial properties also includes Deformable ConverNets [7] , which has allowed the region of interest to adapt to the geometric variations of objects. Compared to the superpixel approach this geometrical adaptation is not limited to perceptually homogeneous regions and it would also relax the disjoint constraint. The similarity shared with the superpixel approach, including the proposed method, is the acknowledgment that introducing irregular regions that account for geometrical cues is considerably enhancing of the modeling capability of a deep convolutional neural network.
The strength of the proposed model primarily lies in the Fig. 2 . Feature space reorganization using superpixel: On the top right corner is a conceptual illustration, not actual step of computation, of superpixel feature contribution. The input image is first processed by a VGG-16 network before the superpixel features are extracted. The superpixel feature is represented in a matrix, for example 36 × 512 where each of the 36 superpixels would have 512 feature components. The superpixel features are used for image object relational analysis with several isolated entity feature spaces. As the superpixel segmentation still retains the spatial relation between the superpixel features, the superpixel feature contribution can be visually reconstructed as shown in the top right corner. It can be see the superpixels that made up the dog are producing a higher level of contribution to the determination of the class dog, as expected.
heterogeneous superpixel usage, which has facilitated image object relational analysis, thanks to its capability to associate convolutional features to their spatial locality, and in turn, parts of objects in the image. The usage of heterogeneous superpixel does not follow the popular homogeneity assumption, but have demonstrated a preliminary success in the effort of image object recognition based on relational analysis, while most DCNNs that do not use superpixel either aggregate across the entire image or process at the pixel level, as illustrated in Fig. 1 (a) , and most current superpixel based DCNNs or PGMs rely on oversegmentation, as illustrated in Fig. 1 (c). Although the relational analysis appears to be similar to segmentation, it is worth pointing out that it is not feasible to compare with the state-of-art segmentation DCNN such as UNet [13] or various other segmentation networks [14] [15] that rely on it, because those types of neural networks are using segmentation labels for training while the proposed model has none, instead implicitly learning through many occurrences of the image objects given non-localized class labels only. Therefore, the model would be more accurately described as multiple-instance learning from a segmentation model point of view. By computing the superpixel-wise feature contribution to the class vector, visualizations are generated that represent such part-whole relations and make it more feasible to segment the object of interest as a result. In addition, the image substructure provided by superpixels can be beneficial to other related problem domains such as localization, segmentation, and data fusion. The remainder of this paper is structured as follows. Sect. II details the mathematics and theoretical considerations of the superpixel feature extraction, followed by superpixel fea- 
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ture aggregation in Sect. III. Sect. IV details the evaluation framework, followed by a discussion of the dataset and novel neural architecture. Then, experimental results are discussed in Sect. V. Finally, Sect. VI provides concluding remarks and discusses potential future investigations.
II. SUPERPIXEL FEATURES
Superpixel segmentation is conventionally a way of grouping pixels into perceptually homogeneous regions, which provides an efficient representation of image data. However, superpixels have been used in a way that does not comply with the popular assumption; specifically, they are extended to the concept of homogeneous regions, a scope that is beyond perceptual or visual. Herein, relational analysis is facilitated by allowing heterogeneous superpixel; and allowing the superpixel local entropy to be an order of magnitude higher than typical superpixel usage, as shown in Tab. II. Relative to the traditional usage, this can be referred to as heterogeneous superpixelation. The SLIC [9] superpixelation algorithm is used, which is a k-means clustering based algorithm to efficiently generate an approximately fixed number k of superpixels as a segmentation. The resulting superpixels of this algorithm are particularly well suited for neural networks when the neural network has preallocated tensor shapes. Additionally, it has linear time complexity O(N ) [9] with respect to the number of source pixels N ; and it can be implemented using parallelism [16] to drastically accelerate the segmentation.
A. Superpixel Homogeneity
The superpixel segmentation will determine the extracted features and affect the structure of the neural network, as such, the parameters used to generate superpixels become new hyperparameters for the neural network. The SLIC superpixel algorithm operates by first converting the image's color into CIE L*a*b color space, then clustering based in 5-D feature space composed of the concatenation of CIE L*a*b and the 2-D pixel coordinate (spatial) system. The color proximity and spatial proximity are weighted in the form of a compactness factor m. The distance measure D used in the SLIC algorithm is shown in Eq. (1), where s is the sampling interval, which controls the grid geometry upon initialization; d c is color proximity; d s is spatial proximity [9] ;
The number of superpixels, k, will control the granularity of the superpixel segmentation, and the compactness factor and smoothing factor will control the superpixel shape irregularity that is achievable. As a result, these superpixel hyperparameters allow us to effectively extract and represent convolutional features and efficiently adapt computational resources to process them.
As mentioned, the model has allowed a relatively high superpixel local entropy as an admissible segmentation. The mean local entropy is measured by creating a 256-bin hue histogram with respect to each superpixel region. From Fig.  1 , it is evident that in the context of superpixel segmentation, the mean local entropy exhibits a strong anticorrelation with respect to number of superpixels. Superpixels are viewed as disjoint pixel sets R i and the entire image as the pixel set V and H(·) as the entropy operator over some pixel set. Based on the properties of entropy, Eq. 2
is the general bound for superpixel local entropy, which means
Moreover, empirically it can be found that M ≈ S −1 ∈ [0, 1] is the solution according to Tab. II across a broad range of number of superpixels evaluated. Therefore, the multiplication factor M has shown the effect of reducing entropy of superpixel feature organization; and it is strongly dependent on the number of superpixels used with a given image resolution.
B. Superpixel Feature Extraction
As discussed, a superpixel segmentation algorithm provides a partitioning of a 2-D image with irregular region shapes. Thus a superpixel-pooled image can be represented as a series of superpixel intensity values. The resulting superpixel-pooled image is usually stored in a 1-D data structure with multiple channels. A 2-D spatial representation can be obtained by filling superpixel intensity values back into the segmentation.
Consider a pixel set V that contains all the pixels from an image x is partitioned into many (typically) disjoint regions (superpixels). Each disjoint region is assigned an aggregated value over the region R; and therefore, superpixel representation is obtained from the feature space as Eq. (4). T is the equivalent convolutional window size to compare local entropy. The compression ratio is w.r.t. input image size and 8 × 8 conv. feature maps respectively in terms of number of elements. The "Conv." entropy is the conventional sense of local entropy calculated using a sliding window, as its operator works like convolution, renamed it to distinguish from superpixel local entropy.
Given that R is chosen to respect part-whole relationships in the image, features are reorganized to respect substructures within the image, facilitating structure awareness. This reorganization retains the association between vectors from the feature space and their locality within the image.
Another technical detail to be addressed is that the resolution of the convolutional feature maps and the superpixel segmentation are likely not to match. The superpixel segmentation is computed based on the 2-D visual image, but superpixel feature extraction will be applied to features extracted by a deep convolutional network. This difference in resolutions is addressed by associating each pixel in the convolutional maps to a tile of pixels from the segmentation.
The value of any pixel in an image (x : V → R) up-scaled, as opposed to up-sample because there is no up-sampling algorithm involved here, by an integer factor (to x : V → R = x • τ ) can be found directly from x. Eq. (6) provides a rule for substitution, where τ : p ∈ V → ( p 0 /t , p 1 /t ) is the coordinate transformation, t being the tile size, from the upscale image to the original image and T (i, j) = T ij ∈ P(V ) represents the tiles that pixels from x are up-scaled into,
in short,
This association will introduce another way of partitioning the 2-D image, where it is necessary to further generalize superpixel feature extraction to partitions of an image. From now on, the up-scaled image is ignored because Eq. (6) has made it feasible to directly associate pixels across different feature map resolutions. Such direct association is pointed out in [5] as well, but it is demonstrated that it is accurate with Eq. 5. On arbitrary partitions of V = ∪V i , where a single intensity value x(V i ) can be assigned to each partition, each superpixel will relate to many partitions and the aggregation over repeating pixels becomes multiplication, 
The superpixel feature extraction has no parameters to be trained, only the gradient between the input and output needs taken into account during training. Therefore, superpixel feature extraction may be utilized to efficiently aggregate homogeneous pixel regions, while avoiding up-scaling convolutional maps. It flattens the feature maps to 1-D, where in many cases, it is easier to further process, without necessarily losing 2-D spatial properties, as a 2-D representation is always available as well. The superpixel features are 1-D vectors, and the superpixel feature map has a (n, s, k) shape, where n is the batch size; s is the fixed number of superpixels; and k is the number of feature channels.
III. RELATIONAL ANALYSIS
Deep learning has many situations that require an intelligent feature aggregation. Naturally, the multi-layer-perceptron has been the tool of choice, given its inherit ability to invoke universal function approximation. However, care must be taken to choosing the aggregation because some may prove detrimental to the work done by superpixel extraction. Sabour et al. [12] put forward an ideology known as capsules to improve a model's knowledge of how its observed features relate to one another in a hierarchical manner. This means that capsules try to mathematically model the relationship between low level features-the parts or children-and higher level featuresthe entity or parents. To accomplish this, capsules undergo a process known as dynamic routing. In Fig. 3 , one can see that the dynamic routing algorithm allows capsules of lower level features to send their input to capsules of higher level features; More information about capsules and routing can be found in [12] and [17] . Now accounting for k channels in the superpixel feature map, superpixel features form a matrix [y (u j ) k = y k j and use dynamic routing to interface with the capsule layer that follows,
or more explicitly,
where v j are capsule outputs per class, which are entity instantiation vectors [12] ; and φ(·) is a function that monotonically affects only the magnitude of the k 1 -vector, whose exact form (see squash function [12] ) is irrelevant here. In Eq. (9), k 0 and k 1 are the numbers of the input and output channels respectively. The probability of an object that exists in the image is proportional to the magnitude of the instantiation vector, which has a number of components that capture, in theory, various kinds of characteristics about the object in question [12] . However, it should also be of interest to computer the individual superpixel features' contribution to the entity instantiation vector magnitude because they can be projected back onto the superpixel segmentation to obtain a 2-D segmentation of the image,
Eq. (10) describes the computation of internal superpixel segmemtations, as a scalar projection, with superpixels labeled by i and the target entities labeled by j. Fig. 4 has shown a visual example of the segmentations.
IV. PROPOSED NETWORK ARCHITECTURE
In order to evaluate the effectiveness of image object recoginition based on superpixel relational analysis, comparisons are set up between a DCNN model with and without superpixel feature extraction. The superpixel feature extraction fulfills reorganizing the feature space in order to facilitate the part-whole relational analysis while maintaining the spatial association. Therefore, one can back-trace the contribution brought by an individual superpixel once the model is trained and an entity segmentation is obtained. The evaluated models share a common VGG-16 DCNN to generate the base convolutional feature maps, but the superpixel size is varied across different models, which was the hyperparameter that has had the greatest impact on the model accuracy and speed of convergence during training. As one can see that the superpixel feature space reorganization is based on visual features, various kinds of DCNNs can be utilized as visual feature extractors. In this paper, VGG-16 [18] was chosen for to two main reasons: (1) to not overcomplicate the exploration of the ideology of superpixel feature based networks, direct experimentation on very large scale dataset at this stage to facilitate better inspection of the data processing; and (2) if the new feature spaces are a better internal representation for object recognition, then the network should not require as a deep neural network architecture as most popular deep learners [12] . VGG16 was able to achieve 92.3% top-5 accuracy on 1000-class ImageNet dataset. VGG16 was chosen as a good starting point for a basic visual feature extractor because it has achieved high accuracy while involving relatively fewer parameters. The authors of [18] have released their bestperforming models to facilitate further research.
The pretrained VGG16 network weights are used as initial state of training. This technique is known as transfer learning, which allows models to learn faster by leveraging existing weights from a related problem domain, and transfer this knowledge gained in solving the source problem to solving the problem of interest.
As the VGG-16 DCNN feature extractor generates 8 × 8 visual features with 512 channels, the superpixel feature extraction maps the 8 × 8 visual features to the superpixels according to Eq. (4). The superpixel feature extraction requires convolutional features and a superpixel segmentation, and the resulting superpixel feature map will have the same amount of channels as the convolutional feature maps. As a result, the superpixel feature map is a 2-D data structure (S × k) per image sample, but neither axis is a spatial dimension of the image; instead, they are superpixels S and channels k because the spatial axes of the visual features are merged into one, and can be restored given the superpixel segmentation.
Lastly, the relational analysis layer is implemented as 4 capsules with classes encoded as a 16-vector, where the probability of the entity existing in the image is represented by the magnitude of the class vector [12] . To carry out the relational analysis, the S × k superpixel feature map is interpreted as S low-level capsules, which encode low-level features as a k-vector.
A. Training
Using stochastic gradient descent with a learning rate of 2 × 10 −5 , various Superpixel Capsule Network models were trained with different superpixel sizes for 120 epochs. All the models are initialized with pre-trained VGG-16 weights from ImageNet [18] . The 120-epoch limit does not necessarily drive the models to a learning saturation point, but the goal is to set up a comparable training setting between different models, such that they all converge in a relatively stable manner. The size of the superpixels is important because it defines the scale of image parts whose features will be examined by capsules. As the smoothing factor and compactness is relatively less important among the 4 experiments, σ = 0 and m = 0.1 are used throughout the experiments. The superpixel sizes are constrained by specifying an approximate number of superpixels to be expected out of the superpixel segmentation algorithm.
V. EXPERIMENTS AND RESULTS
The Superpixel Capsule Network is evaluated with a variety of hyperparameter settings and have also compared to a standard VGG-16 network for reference. The model is based on the part-whole relationship concept with superpixelbased image analysis, so the key hyperparameters that are focused on are the size of the superpixels and the class vector dimension. Table III summarizes the training performance of these variations of the model. These new models have 88% reduction in the total trainable parameters compared to VGG-16, and can achieve 89% accuracy with very good generalization ability on the evaluation dataset. Additionally, it is shown that the internal representation of part-whole relationship in these models can be visually confirmed and is potentially very valuable for semantic segmentation and object localization purposes where pixel-level or superpixellevel segmentation label are not available. Furthermore, exposure of the network's decision making in superpixel feature aggregation moves towards explainability of the classification decisions and valuable insights on the models learning, as the explicit interpretation of the contribution of superpixels to classification is available. Due to the significant dimensionality reduction effect of superpixel pooling, datasets with low resolution, such as CIFAR or MNIST, will not be feasible for this evaluation. Therefore, the dataset of choice is Linnaeus 5 dataset [19] , which was created to evaluate object classification techniques. This relatively small-scale dataset is used to better understand how the network is handling the transformation between superpixel and entity feature spaces and the characteristics of convergence during training. It has 4 classes: berry, bird, dog and flower and other unclassified images as adversarial examples. The greatest resolution (256 × 256) of the published versions is used. Each of the 5 categories contains 1200 training images and 400 test images. A 10-fold cross-validation methodology is used to compare the models.
A. Superpixel Homogeneity Versus Receptive Field
It is shown that the superpixel homogeneity assumption is not strictly necessary when superpixels are used to highlight various kinds of parts of the object in an image, as a means to part-whole analysis, as opposed to simply a dimensionality reduction technique. From Fig. 6 and Table III, one can learn that the use of very large superpixel sizes, where the image content within the superpixels are no longer just monotone texture (see also 7b and 7c, etc.), can still produce a comparable predictive performance, as the curves for models spcaps-16 through spcaps-200 in Fig. 6 show. Here, the superpixel sizes are intentionally varied in order to allow the neurons to learn the superpixel features from different receptive field sizes, thereby changing the scale of the local context as the superpixel feature extraction reorganizes the feature space and readjusts the error back propagation accordingly during training. As mentioned, the superpixel sizes are controlled indirectly by constraining the approximate number of superpixels per image upon superpixel segmentation. Fig. 6 shows the model convergence characteristics over 120 epoch of training by comparing the model configured to use 10, 16, 25, 36, 50, 100 and 200 superpixels per image sample respectively. The general behavior that is observed is that with higher number of superpixels per image, the model appears to achieve slightly Table  III has turned out to be a counterexample.
higher accuracy after 120 epochs of training and also exhibits slightly more overfitting. However, as shown in Table III , all 7 models have generalized consistently well on this dataset and have a consistent validation accuracy at around 88%. In Fig.  6a , the gap that is seen between the model with 10 versus the higher number of superpixels can be attributed to the extreme violation of the superpixel homogeneity assumption by using very large superpixel sizes. Overall, it has been confirmed that the superpixel sizes are an important hyperparameter for training this kind of part-whole recognition model, as they imply the scale of the neural receptive fields.
B. Visual explainability
In this section, three sample images are drawn from three different classes (berry, bird and dog) to demonstrate the part-whole relation learning based on superpixels. Another sample is presented with all the superpixel sizes that have been experimented with to provide a pictorial understanding of the training convergence characteristics from Fig. 6 across different superpixel sizes.
In Fig. 7 , a sample of images were selected that have a relatively balanced mix of foreground and background in order to verify the part-whole relation expected to be learned by the model. Fig. 7 visualizes the supixelpixel feature vector contribution to the class feature vector as a segmentation using a scalar projection described in Eq. (10) . These segmentations visualize the internal representation of the Superpixel Capsule Network that is learned without direct segment or parts training data, such as pixel level or superpixel level labels.
The models are conditioned to learn a vector representation of the superpixel features as relatively large superixel sizes were utilized, where the superpixel homogeneity assumption would be clearly violated. Depending on the scale of the parts and the entity in a given image, an appropriate superpixel size can greatly assist the efficiency of such part-whole relation modeling. For example, in Fig. 7c , the superpixel sizes appear to coincide with the size of these blackberries, which in turn has facilitated an efficient representation of the superpixel feature for each backberry, which can eventually be transformed into a vector in class feature space per Eq. (8) . On the contrary, in Fig. 7b , the network had no choice but to come up with a superpixel feature representation for the group of blackberries and learn a way to map resulting superpixel feature vectors into the correct class feature vector in order to classify it correctly. Intuitively, this would be much more difficult as the visual context that superpixel captures is so large that the same linguistic phrase "a group of berries" can have vastly different visual appearances. Therefore, such representation would become less efficient, which would explain why the "spcaps-10" curve in Fig. 6 has shown a drastically slower convergence. As a consequence of varying the superpixel sizes, the neurons responsible for learning the superpixel features will have different receptive field sizes. By changing the scale of the local context as the superpixel feature extraction reorganizes the feature space and readjusting the error back propagation during training, the models are learning a partwhole relationship subject to the constrains of the underlying superpixel segmentation, which provides the superpixel-wise neural receptive fields.
From their visual appearances, such as Fig. 7c , Fig. 7f  and 7j , one can confirm that the internal representation of part-whole relation in those models provides very useful information for semantic segmentation and object localization without requiring pixel-level or superpixel-level segmentation labels.
All of the segmentations have clear contours thanks to the underlying superpixel segmentation. As the superpixel size decreases, or the number of superpixel increases, the strength of the responses tend to dilute and deteriorate. This can be observed in e.g. Fig. 7h , and it can be concluded that it is due to the fact that the superpixels and the entity capsules are fully connected, as described in Eq. (8) . As each superpixel segmentation of the image is completely different, there is no specific role assigned to the neurons handling the superpixels and this makes the structure of the superpixel feature space Fig. 7 . Supixelpixel-wise contribution to the entity feature vector visualized: on the left most column are input images; the rest of the columns (from left to right) are the superpixel contribution from Superpixel Capsule models with 10, 36 and 100 approximate superpixel numbers respectively. With relatively large superixel sizes, e.g. Fig. 7j and Fig. 7k where the dog's eyes are captured by single superpixels, the models are conditioned to learn a vector representation of such parts of the the entity in question as superpixel features, allowing the later aggregation stages to construct the class features based on these superpixel features. Similar to the entity segmentation visualization from Fig. 2 , the superpixel feature contribution can provide very valuable information for segmenting the entity, where a higher response corresponds to a higher probability that the superpixel is part of the entity, according to Eq. (10).
more sporadic and difficult to learn with very high number of components.
This brings to curiosity the question of what the models are learning with much smaller superpixel sizes when the conventional superpixel homogeneity assumption is actually satisfied; and therefore, another sample is presented (Fig.  8a ) along with the generated superpixel feature contribution visualizations of all the superpixel sizes. As mentioned, an appropriate choice of superpixel size greatly assist an efficient part-whole analysis, as shown in Fig. 8c and Fig. 8d. Fig.  8b has clearly constrained the superpixel size to be too large to even correctly separate foreground and background, whereas Fig. 8f, Fig. 8g and Fig. 8h has created too many small superpixels, making the receptive field too small for the models to come up with a good representation of the parts that comprise of the dog figure.
Additionally, it can be observed that the superpixel feature contribution from the models with very small superpixel sizes, e.g. Fig. 8g and Fig. 8h are far less smooth and have more intensity oscillation across the 2-D spatial axes, which can be a sign of insufficient training due to the increase in model complexity.
C. VGG-16 Classification Performance Baseline
All of the models contain the same convolutional layers from VGG-16 with the same pre-trained weights [1] as initial- ization. Fig. 9 shows the differences during training between the Superpixel Capsule Network and a standard VGG-16 network, both using the same hyperparameter settings where possible. The standard VGG-16 network has 134 million trainable parameters whereas the Superpixel Capsule has replaced the 120 million parameters from the VGG-16 dense layers with capsules containing approximately 3 million parameters. The Superpixel Capsule Network used here is assuming approximately 36 superpixels per image. With drastically fewer parameters compared to VGG-16, 17M vs 134M, the model has achieved 89% training accuracy. In addition, that the validation accuracy has also reached 88% at the same time with excellent generalization ability. In these experiments, the 4-class dataset consisting of 6400 images is used with 25% held out as validation data. The initial oscillation in Fig. 9 is due to weight transferring where the neural networks had to adjust to the new target problem domain as well as the training data. This experiment has shown that the VGG-16 is still superior with regard to classification performance, but the proposed model has also achieved a satisfactory result with much fewer learnable parameters and a superior degree of explainability. As shown in Table III , the VGG-16 has had slight overfitting based on the validation accuracy, but the proposed model has also achieved a more consistent inference results in the validation dataset as the training and validation accuracy are approximately the same.However, the true strength with the proposed model is the ability to generate an entity segmentation by modeling the part-whole relationship, inherently trained with only classification labels (per Sect. V-B).
VI. CONCLUSION AND FUTURE DIRECTIONS This paper has presented a novel neural architecture, Superpixel Capsule Network, which leverages the heterogeneous superpixel in order to facilitate image object relational analysis. The proposed model has demonstrated preliminary success in the effort of image object recognition based on relational analysis thanks to its capability to associate convolutional features to their spatial locality, and in turn, parts of objects in the image. This architecture promotes explainability by allowing the inspection of the part-whole relationships within the image that factor into network's object recognition. The ability to project the visual features and entity (capsule) activation back into the original superpixel segmentation offers a clear insight into what the model is learning and how it is aggregating said visual features into objects. The resulting segmentation capability does not rely on segmetation labels as part of the training data, but only non-localized class labels. From a segmentation model point of view, this fits better into the multiple-instance learning ideology, instead of direct segmentation training with labelled data. In addition, the proposed model has drastically fewer learnable parameters compared with the existing state-of-the-art deep neural networks. The new model has 88% fewer of the total trainable parameters compared to VGG-16 and can achieve 89% accuracy with very good generalization ability on the evaluation dataset. [18] : both networks were initialized with VGG-16 pre-trained weights from ImageNet [1] . The standard VGG-16 network has achieved 96% validation accuracy while the proposed network has reached 89% validation accuracy.
Beyond the promising results here, there is still significant investigation needed to fully understand the behavior of this architecture. For instance, to improve the model performance or to adapt to much larger datasets, research efforts will likely require more than simply using higher dimensional vector space. This represents a future optimization challenge. Future work will also extend the evaluation of the Superpixel Capsule Network, both in terms of broader dataset coverage and deeper analytical investigation of the architecture's behavior.
