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Abstract
In this paper we present a methodical evaluation of the performance of a new and two traditional approaches to automatic
target recognition (ATR) based on silhouette representation of objects. Performance is evaluated under the simulated conditions
of imperfect localization by a region of interest (ROI) algorithm (resulting in clipping and scale changes) as well as occlusions
by other silhouettes, noise and out-of-plane rotations. The two traditional approaches are holistic in nature and are based on
moment invariants and principal component analysis (PCA), while the proposed approach is based on local features (object parts)
and is comprised of a block-by-block 2D Hadamard transform (HT) coupled with a Gaussian mixture model (GMM) classifier.
Experiments show that the proposed approach has good robustness to clipping and, to a lesser extent, robustness to scale changes.
The moment invariants based approach achieves poor performance in advantageous conditions and is easily affected by clipping and
occlusions. The PCA based approach is highly affected by scale changes and clipping, while being relatively robust to occlusions
and noise. Furthermore, we show that the performance of a silhouette recognition system subject to mismatches between training
and test angles of silhouettes (caused by an out-of-plane rotation) can be considerably improved by extending the training set
using only a few angles which are widely spaced apart. The improvement comes without affecting the performance at “side-on”
views.
1. Introduction
Infra-red (IR) images (also known as thermal images) provide information regarding the emitted and/or reflected
IR radiation by objects present in a scene [1,2], and are often used to facilitate operation of automated target recogni-
tion (ATR) systems in various environmental conditions, such as hazy weather and the absence of visible light [3–5].
The intensity of the radiation (i.e., temperature) is encoded as the magnitude of each pixel in the image [4,6]. As such,
there can be quite a lot of variability in the greyscale representation of objects; these variabilities can stem from the
object’s history (e.g., due to variable use of engines), sea and air temperature (partly dependent on the time of day), lo-
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Fig. 1. (a) Silhouette representation of a ship, (b) corrupted by speckle noise, (c) scaled, (d) shifted, (e) overlapped with another silhouette, (f) rotated
in depth.
Fig. 2. Conceptual example of (a) scene with perfect ROI localization, (b) scene with faulty ROI localization.
cation and range [4,7–9]. To reduce the effects of intensity variations, binary versions of images can be used [10–12].
When only one solid object is present in a binary image, a silhouette of the object is visible; an example is shown in
Fig. 1.
We consider part of the problem of localizing a specific object based on its silhouette representation. In particular,
we assume that we are given a region of interest (ROI), on which we have to perform a two-class recognition task:
either the presented ROI contains the silhouette that we are interested in1 (referred to as a true silhouette), or it does
not (referred to as an impostor silhouette). The recognition task described above (often known as a verification task)
is in contrast to the closed set identification task, where a given object is assigned into one of K object classes (where
K is the number of known objects). The closed set identification task represents a controlled environment and as such
is not representative of our problem where any object could be encountered [13] (i.e., in real life situations one cannot
assume that all objects to be encountered are going to be known).
The overall performance of an ATR system can highly depend on the quality of the ROI localization algorithm [14].
The algorithm may provide improperly located regions, e.g., objects at incorrect scale and/or partially shifted out view.
Examples are shown in Fig. 2. The overall performance can also be affected by the quality of the IR images (e.g., due
1 For example, the silhouette of a specific ship.
to environmental conditions) as well as the observed state of the located objects (e.g., the objects may have been
rotated from the point of view of the ATR system).
A pattern recognition system can be generally split into two distinct parts: feature extraction and classification.
Approaches to feature extraction from images containing objects can be roughly divided into three areas: boundary
descriptions, local features,2 and holistic features. Holistic approaches extract information from the entire image in
one hit while local feature extractors divide the image (or object) into several parts (possibly nonuniformly sized parts)
and extract features for each part.
Examples of boundary descriptions include distances of each boundary pixel from the centroid [15] and Fourier de-
scriptors [16]; examples of parts based approaches include decomposition into distinct surfaces [17], regional principal
component analysis (PCA) [14,18], and 2D discrete cosine transform (DCT) [16,19]; examples of holistic descriptions
include moment invariants [10,16,20–22], and holistic PCA [11,23].
A possible disadvantage of local features is that relatively complex classifiers may be required in order to take
advantage of the spatial relation between object parts (e.g., 2D hidden Markov models used in face classification [24]).
Holistic representations, on the other hand, represent the entire image of an object using only one feature vector; the
classifier can thus be relatively simple, e.g., an object’s features can be considered to have a Gaussian distribution.
Further examples and discussion of object descriptors can be found in [16,25,26].
Several studies [9,23,27] have compared the performance of various approaches for recognizing objects in IR
images. However, these studies assumed good quality ROI localization or used a closed set identification setup; fur-
thermore, in [9,23] silhouette representations of objects was not used. An initial evaluation of the effects of angle
mismatches (due to out-of-plane rotations) was presented in [10], though the dataset used was rather limited (it com-
prised five ships).
This paper has two main aims: (i) To methodically evaluate, on a common dataset, several combinations of feature
extractors and statistical classifiers for the purposes of silhouette verification, subject to imperfect ROI localization
and other adverse conditions. In particular, the performance is evaluated for the following conditions: clean (i.e., no
impediments), corrupted by speckle noise, partially shifted out of view (clipped), partially occluded by another object,
and finally corrupted by a scale change. The speckle noise corruption is a representative of imaging artefacts, a
boundary corruption process (other than occlusions by another object), as well as a process which adds previously
unseen elements to the image (i.e., elements of a different nature than what is present in training images). (ii) To
evaluate how sensitive the approaches are to out-of-plane rotations of silhouettes when only “side-on” views are
available for training, and to see the degree of possible improvement by extending the training set to include silhouettes
at various degrees of rotation.
We consider two holistic silhouette classification approaches (based on coupling moment invariants and PCA
based feature extraction with a Gaussian classifier\) as well as a local feature silhouette recognition approach based
on coupling a block-by-block 2D Hadamard transform (HT) [16] feature extractor with a Gaussian mixture model
(GMM) classifier.
Overall, the main contributions of this paper are as follows:
• A methodical evaluation of performance of several approaches to silhouette classification subject to imperfect
ROI localization and other adverse conditions. Furthermore, the evaluation is performed using an experiment
setup where silhouette classes that were not seen during training are encountered.
• Proposal of a local feature silhouette recognition approach based on a block-by-block 2D Hadamard transform
coupled with a Gaussian mixture model classifier.
• Demonstration that deliberately disregarding the relative location of component parts of each silhouette results
in good robustness to translations and, to a lesser extent, robustness to scale changes. This is advantageous, as
mistakes in the location and scale of an object can be caused by a ROI localization algorithm [14].
• Performance of a silhouette classification system subject to mismatches between training and test angles of sil-
houettes (caused by an out-of-plane rotation) can be considerably improved by extending the training set using
only a few angles which are widely spaced apart. The improvement comes without affecting the performance at
“side-on” views.
2 Also known in the literature as feature-based and parts-based approaches.
The balance of this paper is structured as follows. In Section 2 we overview the three feature extraction techniques,
followed by a brief description of two statistical classifiers in Section 3. Section 4 is devoted to experiments and
discussions. The main findings and avenues for future work are summarized in Section 5.
2. Feature extraction
In the following sections it is assumed that the binary image is described by {f (x, y) ∈ {0,1} | x = 0,1, . . . ,NX−1,
y = 0,1, . . . ,NY − 1}, where NX is the number of columns and NY the number of rows. In Sections 2.1 and 2.2 we
describe the two holistic feature extraction techniques, while in Section 2.3 we describe how to obtain local features.
2.1. Hu’s moment invariants
In this feature extraction method, Hu’s moment invariants are derived from normalized central moments of a given
image; it is often stated that these moments are invariant to translations, scale changes and in-plane rotations [16].
A moment of (p+ q)th order is defined as
mpq =
NX−1∑
x=0
NY−1∑
y=0
xpyqf (x, y) (1)
for p,q = 0,1,2, . . . . Central moments are in turn defined as
cpq =
NX−1∑
x=0
NY−1∑
y=0
(x −µx)
p(y −µy)
qf (x, y), (2)
where µx =m10/m00 and µy =m01/m00. Normalized central moments are in turn defined as: npq = cpq/cγ00, where
γ = (p + q)/2 + 1 and (p + q)  2. Central moments address translations of an object, while normalized central
moments in turn address the scale of the object (as c00 describes the number of white pixels in a binary image). Seven
moment invariants (Φ1–Φ7) can then be obtained as nonlinear combinations of second and third order normalized
central moments [16,20]; the combinations address the problem of in-plane rotations. As the values of the resultant
features can be very small, it is customary to utilize the logarithm of their absolute values in order to avoid precision
problems [21]. Formally, a feature vector based on the seven features is formed using:
xT =
[
log |Φi |
]7
i=1. (3)
2.2. Principal component analysis
In principal component analysis (PCA) based feature extraction [28,29], the first step is to concatenate all the
columns of the binary image to form a high dimensional vector; let us denote the resultant vector as r. A new feature
vector, usually with a lower dimensionality, is then obtained using:
x = UT (r− rµ). (4)
UT and rµ are found as follows. A set of training pixel feature vectors is collected from all training images; let us
define this set as
R = {ri}
NA
i=1. (5)
The mean vector of set F is then found using rµ = 1NA
∑NA
n=1 ri . A covariance matrix is then calculated:
C = 1
NA
NA∑
i=1
(ri − rµ)(ri − rµ)
T . (6)
Matrix U is then formed:
U = [e1 e2 . . . eD], (7)
where en is the nth eigenvector of C; the eigenvectors are ordered in a descending manner according to their cor-
responding eigenvalues; doing so defines orthogonal directions that account for the highest amount of variance
(i.e., highest amount of information). D has the following constraints: D  NA and D  NXNY . If D = NXNY
then no dimensionality reduction occurs; in that case, vector x represents a decorrelated version of the pixel vector r.
A method for choosing the dimensionality is given in Section 4.5.
As this feature extraction technique basically produces dimensionality reduced versions of binary images, we would
expect it to be affected by scale changes, clipping and rotations; the onus of any robustness to these changes would be
taken by the classifier.
2.3. Local features via the 2D Hadamard transform
As opposed to the holistic feature extraction methods presented in Sections 2.1 and 2.2, where analyzing one image
results in one feature vector, in the 2D Hadamard transform (HT) based approach we obtain a set of feature vectors
from one image. In the literature this type of feature extraction is known as a local feature approach and as a parts
based approach [24,30].
The 2D HT is similar in nature to the 2D DCT [16] (which is the heart of the JPEG compression algorithm [31]);
we shall interpret the HT as a “black and white” version of the DCT, and postulate that it is a good candidate for
processing binary images.
In a similar manner to DCT based feature extraction [19], a given image is analyzed on a block-by-block basis (see
Fig. 3 for an example) Each block overlaps neighbouring blocks by a configurable amount of pixels.3 Each image
block α\(k, l), where k, l = 0,1, . . . ,NP − 1 and NP = 2n, is decomposed in terms of orthogonal 2D Hadamard basis
functions (see Fig. 4). The result is an NP ×NP matrix H(u,v) containing 2D Hadamard coefficients:
H(u,v)=
1
NP
NP−1∑
k=0
NP−1∑
l=0
α\(k, l)(−1)β\(k,l,u,v), (8)
where
β\(k, l, u, v)=
n−1∑
i=0
[
bi(k)pi(u)+ bi(l)pi(v)
]
, (9)
bi(k)= ith bit in the binary representation of k, (10)
pi(k)=
{
bn−i(k) for i = 0,
bn−i(k)+ bn−(i+1)(k) for i ∈ [1, n− 1].
(11)
The summations in Eqs. (9) and (11) are performed in modulo 2 arithmetic. As the 2D HT is similar in nature to
the 2D DCT, the basis functions can be thought of as representing different “frequency” components. If we assume
low frequency information to be dominant, we can order the resulting coefficients according to a zig-zag pattern [16],
reflecting the amount of information stored in each coefficient (see Fig. 5). Formally, for a block located at (k, l), the
Hadamard feature vector is composed of
x(k,l) =
[
h
(k,l)
0 h
(k,l)
1 . . . h
(k,l)
M−1
]T
, (12)
where h(k,l)n denotes the nth Hadamard coefficient and M is the number of retained coefficients. By truncating the
number of coefficients we are effectively throwing out high frequency information. The vectors from the entire image
can then be collected in a set, X = {xi}NVi=1 where the superscript indicating the location of each source block has been
replaced by the subscript i, which indicates the ith vector of the image. The degree of overlap has two main effects:
1. With a large overlap, the HT coefficients from a set of (horizontally or vertically) consecutive blocks will not vary
abruptly.
3 A similar overlapping approach is used in processing of speech signals [32,33].
Fig. 3. Conceptual example of block-by-block feature extraction. Fig. 4. 2D Hadamard basis func-
tions for NP = 4; white areas in-
dicate 1 while black areas indi-
cate −1.
Fig. 5. Zig-zag ordering of 2D
Hadamard coefficients H(u,v) for
NP = 4.
2. When using a large overlap, the parts of each silhouette are in effect “sampled” at various degrees of translations,
resulting in models which should be robust to minor translations of the silhouettes. This is in addition to the
translation robustness provided by the GMM classifier (described in Section 3.2), where the location of each
block has little influence. By itself, GMM’s built-in robustness only works when the size of the translation is
equivalent to an integral multiple of the block size (see the following section for more information).
3. Statistical classifiers
As our task is to look for a specific silhouette, we are only concerned with two possible outcomes: either the
given ROI contains the specific silhouette, or it does not. As such, we need two models; the first model describes
the silhouette we are looking for, while the second model approximately describes other silhouettes, or interpreted
alternatively, a “generic” silhouette.
Let us assume that the class for a specific silhouette is denoted by S while the class for any other silhouette is
denoted by G. Furthermore, let us describe the specific silhouette model4 by λS and the generic silhouette model
by λG. The class membership of a set of feature vectors, X = {xi}NVi=1, is found using:
class membership =
{
S, if Λ\(X|λS, λG) > t,
G, if Λ\(X|λS, λG) t,
(13)
where t is a tunable decision threshold and Λ\(X|λS, λG) is a log-likelihood ratio, defined as
Λ\(X|λS, λG)= logP(X|λS)− logP(X|λG) (14)
= log
NV∏
i=1
P(xi |λS)− log
NV∏
i=1
P(xi |λG) (15)
=
NV∑
i=1
logP(xi |λS)−
NV∑
i=1
logP(xi |λG). (16)
Note that above it has been assumed (for mathematical convenience) that each vector in X is independent and identi-
cally distributed and that prior probabilities of the two classes are noninformative [28]. The value of Λ\(X|λS, λG) can
be interpreted as the opinion on the given ROI; a high opinion suggests that the ROI contains the required silhouette,
while a low opinion suggests a different silhouette.
3.1. Gaussian based
In the Gaussian based classifier each class is assumed to have a Gaussian distribution, i.e.,
4 For convenience, we use the terms “model” and “parameter set” interchangeably.
P(x|λ\)N (x|µ,)= exp[−
1
2 (x−µ\)
T

−1(x−µ\)]
(2pi \)D/2||1/2
, (17)
where λ= {µ,} is the parameter set, D is the dimensionality of the feature vectors,  is the covariance matrix, and
µ is the mean.
Assuming the training dataset for a specific class is large enough, the mean and covariance matrix for the class is
taken to be the sample mean and sample covariance matrix of the training vectors for that class, respectively. However,
in our case there is only a few training images for each silhouette class (see Section 4), resulting in only a few training
vectors when using holistic feature extraction; this in turn makes the estimation of covariance matrices for each object
ill advised [28]. The following alternative training strategy is used. First, we obtain the mean vector and covariance
matrix for the generic model by using vectors representing all training silhouettes (excluding impostor silhouettes,
see Section 4). Due to the relatively small amount of training data, the covariance matrix is restricted to be diagonal.
The mean for a particular silhouette is taken to be the mean of that silhouette’s vectors; the covariance matrix for each
silhouette is then inherited from the generic model [28].
3.2. Gaussian mixture model based
The Gaussian mixture model (GMM) based classifier [28,29,33] can model distributions much more precisely
compared to the single Gaussian classifier, as each class is now assumed to have a distribution comprised of a mixture
of Gaussians:
P(x|λ\)
△
=
NG∑
g=1
wgN (x|µg,g). (18)
Here λ = {wg,µg,g}NGg=1, NG is the number of Gaussians and wg is the weight for Gaussian g (with constraints∑NG
g=1wg = 1 and ∀g: wg  0). The higher the NG, the more precise the model (assuming a large enough training
dataset). Moreover, even if diagonal covariance matrices are utilized, it is possible to model correlated data using
NG  2 [33].
In a similar manner to the Gaussian classifier described in Section 3.1, training is accomplished as a two-stage
process. First, the parameters for the generic model are estimated using the expectation maximization (EM) algo-
rithm [34]; data from all training silhouettes is utilized (excluding impostor silhouettes, see Section 4). A model for
each class is then obtained by adapting the generic model using a form of maximum a posteriori adaptation [33,35].
Note that when using 2D HT based feature extraction, Eq. (16) indicates that the ordering of the blocks is not
important and that the spatial relations between the blocks are lost (i.e., the relative locations of the component parts
of a silhouette are disregarded). This indicates that translations of the silhouette should have relatively little influence.
4. Evaluation
4.1. Dataset and associated experiment protocols
The dataset is comprised of 64 synthetically generated objects (32 of which are ships); each object is rotated (out-
of-plane rotation) 180◦ in 5◦ steps, resulting in 36 images per object. Each image has a resolution of 512× 512 pixels
and contains the silhouette of the object.
In this paper three configurations of the dataset were used. In all configurations, the silhouettes were distributed
into three types: true silhouettes, evaluation impostor silhouettes, and test impostor silhouettes. 48 silhouettes were
assigned to the true silhouettes section, while 16 silhouettes were assigned to the impostor sections (eight to the
evaluation section and eight to the test section). Apart from forcing half the silhouettes in each section to be ships,
the assignments were otherwise random. The silhouettes for the objects were further split into three sections: training,
evaluation and test. The three configurations of the dataset are shown in Tables 1–3.
In configuration A, it was assumed that images for 0◦, ±5◦ and ±10◦ are various realizations of the “side-on” view.
Images for 0◦ and 5◦ were assigned to the training section, images for −5◦ were assigned to the evaluation section,
and finally images for −10◦ and 10◦ were assigned to the test section. Configuration B is similar to configuration A;
Table 1
Dataset configuration A
Angle True silhouettes (48) Evaluation impostor silhouettes (8) Test impostor silhouettes (8)
0◦ and 5◦ Training data – –
−5◦ Evaluation data Evaluation data –
−10◦ and 10◦ Test data – Test data
Table 2
Dataset configuration B
Angle True silhouettes (48) Evaluation impostor silhouettes (8) Test impostor silhouettes (8)
0◦ and 5◦ Training data – –
−5◦ Evaluation data Evaluation data –
One of even angles within ±90◦ Test data – Test data
Table 3
Dataset configuration C
Angle True silhouettes (48) Evaluation impostor silhouettes (8) Test impostor silhouettes (8)
Subset of odd angles within ±90◦ Training data – –
Same as above Evaluation data Evaluation data –
0◦ or one of even angles within ±90◦ Test data – Test data
the difference being that instead of using only test images for ±10◦, images corresponding to even angles upto ±90◦
are used (i.e., ±10◦, ±20◦, . . . , ±90◦). In configuration C, a subset of odd angles within ±90◦ were assigned to the
training section (e.g., {±5◦,±45◦,±85◦}). The evaluation section used the same angles as the training section. For
the test section, images from 0◦ or even angles within ±90◦ were used.
For all experiments the training section was utilized as a source of data for training the silhouette models. Wherever
applicable, the evaluation section was used for tuning feature extractors and classifiers (e.g., to choose the optimum
dimensionality and/or the decision threshold). Once the optimum parameters are found, the test section is used for
final performance measurement.
This dataset partitioning is necessary in order to avoid optimistic biases in the final performance evaluation (i.e., pa-
rameters for the feature extractors and classifiers are never selected based on the performance on the test section).
Moreover, where possible, the evaluation section is used to avoid overfitting (i.e., to promote good generalization
capability) [28,29]. However, it should be pointed out that some bias may still exist due to the limited nature of the
dataset.
4.2. Performance measures
There are two types of errors that can occur in a verification task: a false acceptance (FA), which occurs when
the system accepts an impostor silhouette and a false rejection (FR), which occurs when the system refuses a true
silhouette. The performance of verification systems is generally measured in terms of false acceptance rate (FAR)
and false rejection rate (FRR), defined as
FAR =
number of FAs
number of impostor silhouette presentations
, (19)
FRR =
number of FRs
number of true silhouette presentations
. (20)
To aid the interpretation of performance, the two error measures are often combined using the half total error
rate (HTER5), defined as
5 The HTER can be thought of as a special case of the decision cost function (DCF) [36,37].
HTER(t,D)= FAR(t,D)+ FRR(t,D)
2
, (21)
where FAR(t,D) and FRR(t,D) are the FAR and FRR, respectively, for a decision threshold t and datasetD. A partic-
ular case of the HTER, known as the equal error rate (EER), occurs when the threshold is adjusted so that FAR = FRR
on a particular dataset D′ (which could be different from D).
4.3. Feature and classifier combinations
Due to the limited number of training images and the nature of the feature extractors based on PCA and Hu’s
moment invariants (where processing one image results in one feature vector), there is not enough data for estimating
more than one Gaussian. As such, the Gaussian classifier (Section 3.1) was coupled with Hu’s moment invariants
and PCA based features. The resulting holistic classification approaches will be referred to as Hu + G and PCA + G,
respectively. The GMM classifier was coupled with 2D HT based feature extraction, where it is possible to obtain a
large set of feature vectors from each image. The resulting local feature classification approach will be referred to as
HT +GMM.
4.4. Image and feature pre-processing
Prior to feature extraction or applying any image corruption, all objects are normalized in size. The size normal-
ization stage corresponds to a size normalized image being provided by a ROI algorithm. We find the mean (µ) and
standard deviation (σ ) of object pixel positions along the x and y dimensions of the image; the object is then assumed
to be contained within the area specified by µ± 2.5σ in each dimension; 2.5 was chosen so that all objects in the
dataset fit into the specified area. The area is extracted and normalized to have a size of 128 columns and 64 rows. As
we have no prior information as to which image dimensions are optimal, the image size was selected to be as small as
possible while still allowing the objects to be easily distinguished visually.
Preliminary experiments with the HT + GMM combination showed that using all extracted blocks led to poor
performance. The problem was traced back to a few dominant Gaussians which tended to model blocks with little or
no discriminative information. These blocks represented the black background, completely solid areas of silhouettes
and elongated sections of silhouettes (e.g., the bottom of a ship, as shown in the bottom row of blocks in Fig. 3). The
black background and completely solid areas of silhouettes are common to all images of silhouettes and thus carry
little discriminative information. The elongated sections of silhouettes resulted in a large subset of feature vectors
which were the same or very similar to each other. This in turn biased the EM algorithm to emphasize the Gaussians
which modelled the elongated sections.
To reduce the above modelling problems, the following feature pre-processing heuristic was introduced. Firstly,
any duplicate feature vectors are removed, thus disallowing the emphasis on any particular section of a silhouette.
Secondly, any feature vector which comes from a completely empty block (i.e., containing only black pixels) or a
completely solid block (i.e., containing only white pixels) is ignored. This feature pre-processing heuristic causes the
number of vectors extracted from an image to be dependent on the content of the image, hence opinions resulting
from Eq. (16) will not be comparable between different objects. To address this side-effect, Eq. (16) is modified to
Λ\(X|λS, λG)=
1
NV
NV∑
i=1
logP(xi |λS)−
1
NV
NV∑
i=1
logP(xi |λG), (22)
i.e., the effect of variable number of feature vectors is reduced by using average log-likelihoods.
4.5. Experiments with noise, clipping, scale changes and occlusions
In the first set of experiments we have used dataset configuration A (to largely discount the effects of out-of-plane
rotations). The amount of training and evaluation data was artificially increased by using mirrored versions of images.
In each experiment the classifier was given the model of the silhouette we are interested in, as well as test images of
that silhouette and impostor silhouettes; each given image was classified as either containing the silhouette we want
(i.e., a true silhouette), or containing a different silhouette (i.e., an impostor silhouette). This procedure was repeated
Fig. 6. EER performance on evaluation data of PCA + G ap-
proach for varying dimensionality of feature vectors.
Fig. 7. EER performance on evaluation data of HT + GMM ap-
proach for several dimensionalities of feature vectors extracted
from 16× 16 blocks.
for all silhouettes in the true silhouettes section, resulting in a total of 48 × 2 = 96 true silhouette presentations and
48× 8× 2 = 760 impostor silhouette presentations.
The evaluation section of the dataset was used to jointly optimize the performance of the feature extractors and
classifiers (e.g., dimensionality of feature vectors, number of Gaussians, the decision threshold). The optimization
was performed in terms of minimum EER on evaluation data.
For PCA based feature extraction, the dimensionality was varied from 1 to 128, doubling the number of dimensions
in each step (i.e., 1, 2, 4, . . . , 128). The optimum dimensionality, according to performance on evaluation data, was
found to be 64 (i.e., the dimensionality of binary images was reduced from 8192 to 64, representing a reduction of
99.2%). Figure 6 shows the performance of the PCA + G approach for varying dimensionality of the feature vectors.
For HT based feature extraction, each possible dimensionality was based on the cumulative amount of coefficients
along the diagonals traced by the zig-zag pattern (see Fig. 5). The number of Gaussians in the GMM approach was
varied6 from 1 to 64, doubling the number of Gaussians in each step (i.e., 1, 2, 4, . . . ,64). Three block sizes were
evaluated: 4 × 4, 8 × 8, and 16 × 16. The optimum performance on the evaluation set was obtained using 16 × 16
blocks, feature vector dimensionality of 10 and models with 64 Gaussians. This configuration was used in further
experiments. Fig. 7 shows the performance of the HT+GMM approach for several dimensionalities of feature vectors
extracted from 16 × 16 blocks.
Once the optimum parameters were found on the evaluation section, the resulting systems were tested on clean
images (i.e., noncorrupted) from the test section. Results presented in Table 4 show that the HT + GMM approach
achieves performance comparable to that of the PCA + G approach. The Hu + G approach obtains by far the worst
performance. Its poor performance can be attributed to inadequate representation of the silhouettes (i.e., the features
are not discriminative enough), and as the moments are correlated [38], partly to the diagonal covariance matrix
assumption used in the Gaussian classifier.
The results for test silhouettes corrupted by speckle noise, clipping, scale changes and occlusions are shown in
Figs. 8–11. For the speckle noise results, the noise level indicates the percentage of pixels which were randomly set to
either zero or one; the location of the pixel to be corrupted was randomly selected according to a uniform distribution.
For clipping experiments, the shift level indicates the fraction of columns by which the test silhouettes have been
shifted to the right. For scale experiments, the scale level indicates the size multiplier of each silhouette. For occlusion
experiments, the overlap level indicates the fraction of columns which have been corrupted by a secondary silhouette,
moving in from the left; the secondary silhouette was taken to be one of the test impostor silhouettes.
The results show that all three approaches are affected by noise, with the HT+GMM approach the most sensitive.
The sensitivity of moment invariants stems from the fact that as more noise is present, the more affected µx , µy
and c00 are (see Section 2.1). Analysis shows that the sensitivity of the HT + GMM approach is partially due to the
6 Computational and time limitations prevented us from utilizing more than 64 Gaussians.
Table 4
Performance using clean silhouettes. EER represents performance on evaluation data, while HTER represents performance on test data
Approach EER HTER
HU+G 22.14 18.95
PCA+G 0.00 3.19
HT+GMM 0.00 4.88
Fig. 8. HTER for noise corrupted silhouettes. Fig. 9. HTER for scaled silhouettes.
Fig. 10. HTER for clipped silhouettes. Fig. 11. HTER for occluded silhouettes.
feature pre-processing heuristic, which utilizes only rudimentary rules for determining whether a given feature vector
is discriminative. For noisy images, vectors from blocks containing noise (e.g., only one white pixel) are passed to
the classifier, which in turn contribute to the averages in Eq. (22). Moreover, due to the nature of the block-by-block
analysis, vectors from blocks which contain noise-like patterns (e.g., a block containing one white pixel in the bottom
right corner) are used during the modelling stage. This causes the object models to represent noise-like patterns, which
in turn means that vectors from noisy blocks tend to give relatively high likelihoods, from both the silhouette specific
and generic models. The differences in the averages in Eq. (22) are thus reduced, leading to worse performance.
The results further show that the PCA+G approach is very sensitive to translations and scale changes. The Hu+G
approach is somewhat less affected, due to the explicit translation and scale normalization steps used in obtaining the
moment invariants. However, as soon as part of each silhouette is moved out of view, the performance of the Hu + G
approach rapidly decays. This is due to the number of white pixels decreasing and the center of mass now being in a
different location. In stark contrast, the performance of the HT + GMM approach stays relatively constant until shift
level is more than 40% of the image width. The relative robustness of the HT + GMM approach to translations can
be attributed to the use of the parts based representation and the loss of spatial relation between each part (i.e., the
location of each part of a silhouette has little influence\).
The HT+GMM approach is also affected by scale changes, but considerably less than the two holistic approaches.
We conjecture that the relative robustness to scale changes stems from some object attributes remaining relatively
constant across a small range of scale changes. An example of this would be the mast of a ship joining the ship’s hull,
represented by the shape “⊥”; if we split this shape into two parts, we obtain “” and “”; while scale changes would
in effect move the two parts, their shape would stay relatively constant.
Occlusion experiments show that the Hu+G approach is easily affected. Again, this is due to the number of white
pixels increasing (due to the presence of another object), and the center of mass now being in a different location. The
PCA + G approach tolerates overlaps upto approximately 30% before its performance starts to significantly degrade.
The relative robustness of the PCA approach can be partly attributed to utilizing little or no information from the
sides of the image, where the overlap is most pronounced. More formally, the elements, representing the sides of the
image, in the eigenvectors of U in Eq. (4), are relatively small compared to elements describing, say, the middle of
the image. This is due to most training objects not extending all the way to the edges of the image (see Fig. 1 for an
example). While the HT + GMM approach is not as robust to occlusions as the PCA + G approach, its performance
is considerably better than the performance of the HT + G approach. When the overlap is small, only a small subset
of the blocks is affected.
4.6. Experiments with out-of-plane rotations
In this set of experiments, dataset configuration B was used, where training images are restricted to come from
“side-on” views while the test images cover a wide range of angles (i.e., ±10◦, ±20◦, . . . ,±90◦). Performance subject
to mismatches between training and test angles will indicate how sensitive the approaches are to out-of-plane rotations
of silhouettes.
The systems were optimized on clean evaluation data as described in Section 4.5. Rather than using test images
from all angles at the same time, images from each angle were considered separately; this lead to, for each angle, a
total of 48 true object presentations and 48× 8 = 384 impostor object presentations. The results presented in Fig. 12
show that all three approaches are affected by angle changes, with the performance getting worse as the difference
between the training and test angles increases.
Assuming images for other angles are available, one way to address the performance degradation would be to
directly utilize the images during training, resulting in models which represent the silhouettes at multiple views.
However, this may result in the models being too broad (i.e., not discriminative enough), thus reducing performance.
If so, this would imply that an angle determination step is necessary prior to classification, in order to select the most
appropriate model. A related question is: how many discrete angles are necessary to adequately cover a wide range of
angles? Lastly, what is the range of angles beyond which the performance deteriorates too much?
To address these concerns, experiments using configuration C of the dataset were performed. Here four different
subsets of training angles were used:
• Subset α = {−5◦,5◦}.
• Subset β = {−45◦,−5◦,5◦,45◦}.
• Subset γ = {−85◦,−45◦,−5◦,5◦,45◦,85◦}.
• Subset δ = {−85◦,−75◦, . . . ,−15◦,−5◦,5◦,15◦, . . . ,75◦,85◦}.
Results for the PCA + G and HT + GMM approaches are shown in Figs. 13 and 14, respectively. While training
with subset δ provides the best overall performance, using the much smaller subset γ provides similar performance,
suggesting that only a few angles, which are widely spaced apart, are required. When using subset δ for training,
relatively good performance is achieved between −70◦ and 70◦; for subset γ , the range of angles is −60◦ and 60◦.
The good performance for angles in between the angles specified by subset γ (e.g., between 45◦ and 85◦) suggests
that each training angle in effect covers neighbouring angles, and/or the models in effect “interpolate” between angles.
Fig. 12. HTER performance for out-of-plane rotated objects (dataset configuration B).
Fig. 13. HTER performance for PCA+G approach using out-of-plane
rotated objects (dataset configuration C).
Fig. 14. HTER performance for HT+GMM approach using out-of-
plane rotated objects (dataset configuration C).
For “side-on” views, the performance of systems trained with subsets β , γ , and δ is equal or better than the system
trained with subset α, indicating that extending the training set does not cause a performance degradation. For test
angles ±90◦ (i.e., the fronts and ends of objects), the use of subsets γ and δ results in considerably better performance
than using subsets α and β . However, at ±90◦ the performance is still quite poor, suggesting that in this case it would
be more appropriate to use models specifically trained for either −90◦ or 90◦; note that this would require being able
to determine the angle of the silhouette, which introduces additional complexity.
5. Main findings and future work
In this paper we evaluated the performance of several approaches to automatic target recognition (ATR) based
on silhouette representation of objects. Performance was evaluated under the simulated conditions of imperfect lo-
calization by a region of interest (ROI) algorithm (resulting in clipping and scale changes) as well as occlusions by
other silhouettes, noise and out-of-plane rotations. Furthermore, we demonstrated that performance degradation due
to mismatches between training and test angles of silhouettes (caused by an out-of-plane rotation) can be considerably
reduced by extending the training set using only a few angles which are widely spaced apart. The improvement comes
without affecting the performance at “side-on” views.
Two traditional approaches (based on Hu’s moment invariants and principal component analysis (PCA)) were
evaluated as well as a proposed local feature approach comprised of a block-by-block 2D Hadamard transform (HT)
coupled with a Gaussian mixture model (GMM) classifier. The first two methods are holistic in nature while the
proposed method (HT + GMM) decomposes a silhouette into many parts prior to classification.
In the HT+GMM approach the relative location of component parts of each silhouette are disregarded, resulting in
good robustness to translations and, to a lesser extent, robustness to scale changes. This is advantageous, as mistakes
in the location and scale of a silhouette can be caused by a ROI localization algorithm [14].
On the other hand, the HT + GMM approach in its current form is sensitive to noise (or imaging artefacts). The
results further show that the moment invariants based approach achieves poor performance in advantageous conditions
and is easily affected by clipping and occlusions. The PCA based approach is highly affected by scale changes and
clipping, while being relatively robust to occlusions and noise.
In terms of a silhouette based ATR system, there are several implications from the above observations. The per-
formance can be highly dependent on the performance of the region of interest (ROI) localization algorithm (i.e., the
algorithm’s ability to accurately locate an object, with no clipping or scale problems). As such, the pattern classifica-
tion stage following the ROI localization stage must be designed to handle imperfectly located ROI. Moreover, out of
the considered combinations of feature extractors and classifiers, no approach is immune to all evaluated conditions.
The sensitivity of the HT + GMM approach can be addressed by further research. For example, the feature pre-
processing heuristic, described in Section 4.4, could be improved by using a block occupation measure: only vectors,
from blocks where the number of white pixels falls within upper and lower limits, could be used. This would reduce
training with noise-like patterns and passing many noisy patterns to the classifier. Alternatively, a “bag of words” tech-
nique [39,40] could be used, where a given ROI would be described in terms of “visual words.” Here, each object part
would be quantized into one of a large number of pre-set object parts \(“words”\) prior to classification. Furthermore,
instead of using a direct probabilistic similarity measure (see Eq. (14)), a histogram of “visual word” occurrences
could be built and then classified by a kernel based technique such as the support vector machine (SVM) [28,29]. Due
to regularization as well as the margin constraint, SVMs may have the advantage of being able to use (in effect) only
the most stable and/or discriminative features7 (where, in our case, the features would be object parts). Lastly, we
note that it is possible to use other local feature extraction methods—for example, Zernike moments [21,22] as well
as SIFT descriptors [42] could be evaluated in future work.
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