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LORENTZIAN POLYNOMIALS
PETTER BRA¨NDE´N AND JUNE HUH
ABSTRACT. We study the class of Lorentzian polynomials. The class contains homogeneous stable
polynomials as well as volume polynomials of convex bodies and projective varieties. We prove
that the Hessian of a nonzero Lorentzian polynomial has exactly one positive eigenvalue at any
point on the positive orthant. This property can be seen as an analog of the Hodge-Riemann rela-
tions for Lorentzian polynomials.
Lorentzian polynomials are intimately connected to matroid theory and negative dependence
properties. We show that matroids, and more generally M-convex sets, are characterized by the
Lorentzian property, and develop a theory around Lorentzian polynomials. In particular, we pro-
vide a large class of linear operators that preserve the Lorentzian property and prove that Lorentzian
measures enjoy several negative dependence properties. We also prove that the class of tropicalized
Lorentzian polynomials coincides with the class of M-convex functions in the sense of discrete con-
vex analysis. The tropical connection is used to produce Lorentzian polynomials from M-convex
functions.
We give two applications of the general theory. First, we prove that the homogenized multi-
variate Tutte polynomial of a matroid is Lorentzian whenever the parameter q satisfies 0 ă q ď 1.
Consequences are proofs of the strongest Mason’s conjecture from 1972 and negative dependence
properties of the random cluster model in statistical physics. Second, we prove that the multivariate
characteristic polynomial of an M-matrix is Lorentzian. This refines a result of Holtz who proved
that the coefficients of the characteristic polynomial of an M-matrix form an ultra log-concave se-
quence.
CONTENTS
1. Introduction 2
2. The space of Lorentzian polynomials 5
3. Independence and negative dependence 13
4. Hodge-Riemann relations for Lorentzian polynomials 17
5. Characterizations of Lorentzian polynomials 20
6. Linear operators preserving Lorentzian polynomials 23
7. Matroids, M-convex sets, and Lorentzian polynomials 29
8. Valuated matroids, M-convex functions, and Lorentzian polynomials 30
9. Convex bodies and Lorentzian polynomials 40
10. Projective varieties and Lorentzian polynomials 42
ar
X
iv
:1
90
2.
03
71
9v
2 
 [m
ath
.C
O]
  2
0 S
ep
 20
19
2 PETTER BRA¨NDE´N AND JUNE HUH
11. Potts model partition functions and Lorentzian polynomials 43
12. M-matrices and Lorentzian polynomials 46
13. Lorentzian probability measures 50
References 52
1. INTRODUCTION
Let Hdn be the space of degree d homogeneous polynomials in n variables with real coef-
ficients. Inspired by Hodge’s index theorem for projective varieties, we introduce a class of
polynomials with remarkable properties. Let L˚2n Ď H2n be the open subset of quadratic forms
with positive coefficients that have the Lorentz signature p`,´, . . . ,´q. For d larger than 2, we
define L˚dn Ď Hdn by setting
L˚dn “
!
f P Hdn | Bif P L˚d´1n for all i
)
,
where Bi is the partial derivative with respect to the i-th variable. Thus f belongs to L˚dn if and
only if all polynomials of the form Bi1Bi2 ¨ ¨ ¨ Bid´2f belongs to L˚2n. The polynomials in L˚dn are
called strictly Lorentzian, and the limits of strictly Lorentzian polynomials are called Lorentzian.
The class of Lorentzian polynomials contains the class of homogeneous stable polynomials (Sec-
tion 2) as well as volume polynomials of convex bodies and projective varieties (Sections 9 and
10).
Lorentzian polynomials link discrete and continuous notions of convexity. Let L2n Ď H2n be
the closed subset of quadratic forms with nonnegative coefficients that have at most one positive
eigenvalue. We write supppfq Ď Nn for the support of f P Hdn, and write ei for the i-th standard
unit vector in Nn. For d larger than 2, we define Ldn Ď Hdn by setting
Ldn “
!
f P Mdn | Bif P Ld´1n for all i
)
,
where Mdn Ď Hdn is the set of polynomials with nonnegative coefficients whose supports are M-
convex in the sense of discrete convex analysis [Mur03]: For any index i and any α, β P supppfq
whose i-th coordinates satisfy αi ą βi, there is an index j satisfying
αj ă βj and α´ ei ` ej P supppfq and β ´ ej ` ei P supppfq.
Since f P Mdn implies Bif P Md´1n , we have
Ldn “
!
f P Mdn | Bi1Bi2 ¨ ¨ ¨ Bid´2f P L2n for all i1, i2, . . . , id´2
)
.
In Section 5, we show that Ldn is the closure of L˚dn in Hdn. In other words, Ldn is the set of
Lorentzian polynomials in Hdn. This generalizes a result of Choe et al. that the support of any
homogenous multi-affine stable polynomial is the set of bases of a matroid [COSW04].
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Lorentzian polynomials are intimately connected to matroid theory and discrete convex anal-
ysis. We show that matroids, and more generally M-convex sets, are characterized by the
Lorentzian property. Let PHdn be the projectivization of the vector space Hdn, and let LJ be the set
of polynomials in Ldn with support J. We denote the images of L˚dnz0 , Ldnz0, and LJz0 in PHdn by
PL˚dn , PLdn, and PLJ respectively, and write
PLdn “
ž
J
PLJ,
where the union is over all M-convex subsets of the d-th discrete simplex in Nn. We prove that
PLdn is a compact contractible subset of PHdn with contractible interior PL˚dn (Theorems 2.10 and
5.1). In addition, we show that PLJ is nonempty and contractible for every nonempty M-convex
set J (Theorem 7.1 and Proposition 8.12). Similarly, writing Hdn for the space of multi-affine
degree d homogeneous polynomials in n variables and Ldn for the corresponding set of multi-
affine Lorentzian polynomials, we have
PLdn “
ž
B
PLB,
where the union is over all rank d matroids on the n-element set rns. The space PLdn is compact
and contractible (Theorem 2.10 and Corollary 6.5), and PLB is nonempty and contractible for
every matroid B (Theorem 7.1 and Proposition 8.12).
In Section 4, we prove that Lorentzian polynomials satisfy a formal version of the Hodge-
Riemann relations: The Hessian of any nonzero Lorentzian polynomial has exactly one positive
eigenvalue at any point on the positive orthant. In Section 5, we use this result to show that
the classes of strongly log-concave [Gur09], completely log-concave [AOVI], and Lorentzian
polynomials are identical for homogeneous polynomials (Theorem 5.3). This enables us to affir-
matively answer two questions of Gurvits on strongly log-concave polynomials (Corollaries 5.4
and 5.5).
In Section 6, we describe a large class of linear operators preserving the class of Lorentzian
polynomials, thus providing a toolbox for working with Lorentzian polynomials. We give a
Lorentzian analog of a theorem of Borcea and Bra¨nde´n for stable polynomials [BB09], who char-
acterized linear operators preserving stable polynomials (Theorem 6.2). It follows from our re-
sult that any homogeneous linear operator that preserves stable polynomials and polynomials
with nonnegative coefficients also preserves Lorentzian polynomials (Theorem 6.4).
In Section 8, we strengthen the connection between Lorentzian polynomials and discrete con-
vex analysis. The effective domain of a function ν : Nn Ñ RYt8u, denoted dompνq, is the subset
of Nn where ν is finite. For a positive real parameter q, we consider the polynomial
fνq pwq “
ÿ
αPdompνq
qνpαq
α!
wα, w “ pw1, . . . , wnq.
In Theorem 8.2, we show that fνq is Lorentzian for all 0 ă q ď 1 if and only if the function ν is M-
convex in the sense of discrete convex analysis [Mur03]: For any index i and any α, β P dompνq
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whose i-th coordinates satisfy αi ą βi, there is an index j satisfying
αj ă βj and νpαq ` νpβq ě νpα´ ei ` ejq ` νpβ ´ ej ` eiq.
In particular, J Ď Nn is M-convex if and only if its generating function řαPJ 1α!wα is a Lorentzian
polynomial (Theorem 7.1). Another special case of Theorem 8.2 is the statement that a homo-
geneous polynomial with nonnegative coefficients is Lorentzian if the natural logarithms of its
normalized coefficients form an M-concave function (Corollary 8.3).
Working over the field of formal Puiseux seriesK, we show that tropicalizations of Lorentzian
polynomials over K are M-convex, and that all M-convex functions are limits of tropicalizations
of Lorentzian polynomials over K (Corollary 8.15). This generalizes a result of Bra¨nde´n [Bra¨10],
who showed that tropicalizations of homogeneous stable polynomials over K are M-convex.1
In particular, for any matroid M with the set of bases B, the Dressian of all valuated matroids
on M can be identified with the tropicalization of the space of Lorentzian polynomials over K
with support B. This contrasts the case of stable polynomials. For example, when M is the Fano
plane, there is no stable polynomial whose support is B [Bra¨07].
In Sections 9 and 10, we show that the volume polynomials of convex bodies and projective
varieties are Lorentzian. It follows that the set of all α P Nn satisfying the conditions
α1 ` ¨ ¨ ¨ ` αn “ d and pH1 ¨ . . . ¨H1looooomooooon
α1
¨ . . . ¨Hn ¨ . . . ¨Hnloooooomoooooo
αn
q ‰ 0
is M-convex for any d-dimensional projective variety Y and any nef divisors H1, . . . ,Hn on Y .
In Section 11, we show that the homogenized multivariate Tutte polynomial of any matroid
is Lorentzian. A consequence is proof of a conjecture of Mason from 1972 on the enumeration
of independent sets [Mas72]: For any matroid M on rns and any positive integer k,
IkpMq2`
n
k
˘2 ě Ik`1pMq` n
k`1
˘ Ik´1pMq`
n
k´1
˘ ,
where IkpMq is the number of k-element independent sets of M. More generally, the Lorentzian
property reveals several inequalities satisfied by the coefficients of the classical Tutte polynomial
TMpx, yq “
ÿ
AĎrns
px´ 1qrkMprnsq´rkMpAqpy ´ 1q|A|´rkMpAq,
where rkM : t0, 1un Ñ N is the rank function of M. For example, if we write
wrkMprnsqTM
´
1` q
w
, 1` w
¯
“
nÿ
k“0
ckq pMqwk,
then the sequence ckq pMq is ultra log-concave for every 0 ď q ď 1.
An nˆ n matrix is an M-matrix if all the off-diagonal entries are nonpositive and all the prin-
cipal minors are positive. The class of M-matrices shares many properties of hermitian positive
1In [Bra¨10], the field of formal Puiseux series with real exponents was used. The tropicalization used in [Bra¨10]
differs from ours by a sign.
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definite matrices and appears naturally in mathematical economics and computational biology
[BP94]. In Section 12, we show that the multivariate characteristic polynomial of any M-matrix
is Lorentzian. This strengthens a theorem of Holtz [Hol05], who proved that the coefficients of
the characteristic polynomial of any M-matrix form an ultra log-concave sequence.
In Section 13, we define a class of discrete probability measures, called Lorentzian measures.
This class properly contains the class of strongly Rayleigh measures studied in [BBL09]. We
show that the class enjoys several negative dependence properties and prove that the class is
closed under the symmetric exclusion process. As an example, we show that the uniform mea-
sure µM on t0, 1un concentrated on the independent sets of M is Lorentzian (Proposition 13.6). A
conjecture of Kahn [Kah00] and Grimmett-Winkler [GW04] states that, for any graphic matroid
M and distinct elements i and j,
PrpF contains i and jq ď PrpF contains iqPrpF contains jq,
where F is an independent set of M chosen uniformly at random. The Lorentzian property of
the measure µM shows that, for any matroid M and distinct elements i and j,
PrpF contains i and jq ď 2PrpF contains iqPrpF contains jq,
where F is an independent set of M chosen uniformly at random. 2
Acknowledgments. Petter Bra¨nde´n is a Wallenberg Academy Fellow supported by the Knut
and Alice Wallenberg Foundation and Vetenskapsra˚det. June Huh was supported by NSF Grant
DMS-1638352 and the Ellentuck Fund.
2. THE SPACE OF LORENTZIAN POLYNOMIALS
2.1. Let n and d be nonnegative integers, and set rns “ t1, . . . , nu. We write Hdn for the set
of degree d homogeneous polynomials in Rrw1, . . . , wns, and write Pdn Ď Hdn for the subset
of polynomials all of whose coefficients are positive. The Hessian of f P Rrw1, . . . , wns is the
symmetric matrix
Hf pwq “
´
BiBjf
¯n
i,j“1
,
where Bi stands for the partial derivative BBwi . For α P Nn, we write
α “
nÿ
i“1
αiei and |α|1 “
nÿ
i“1
αi,
where αi is a nonnegative integer and ei is the standard unit vector in Nn. We set
wα “ wα11 ¨ ¨ ¨wαnn and Bα “ Bα11 ¨ ¨ ¨ Bαnn .
We define the d-th discrete simplex ∆dn Ď Nn by
∆dn “
!
α P Nn | |α|1 “ d
)
,
2In their upcoming work, Nima Anari, Kuikui Liu, Shayan Oveis Gharan and Cynthia Vinzant have independently
developed methods that partially overlap with our work.
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and define the boolean cube t0, 1un Ď Nn by
t0, 1un “
#ÿ
iPS
ei P Nn | S Ď rns
+
.
The intersection of the d-th discrete simplex and the boolean cube will be denoted„
n
d

“ t0, 1un X∆dn.
The cardinality of
“
n
d
‰
is the binomial coefficient
`
n
d
˘
, and the sets
“
n
1
‰
and rns can be naturally
identified with each other. We often identify a subset S of rns with the zero-one vector řiPS ei
in Nn. For example, we write wS for the square-free monomial
ś
iPS wi.
Definition 2.1 (Lorentzian polynomials). We set L˚0n “ P0n, L˚1n “ P1n, and
L˚2n “
!
f P P2n | Hf is nonsingular and has exactly one positive eigenvalue
)
.
For d larger than 2, we define L˚dn recursively by setting
L˚dn “
!
f P Pdn | Bif P L˚d´1n for all i P rns
)
.
The polynomials in L˚dn are called strictly Lorentzian, and the limits of strictly Lorentzian polyno-
mials are called Lorentzian.
We define a topology on the space of homogeneous polynomials Hdn using the Euclidean
norm for the coefficients. Clearly, L˚dn is an open subset of Hdn, and the space L˚2n may be identified
with the set of n ˆ n symmetric matrices with positive entries that have the Lorentz signature
p`,´, . . . ,´q. Unwinding the definition, we have
L˚dn “
!
f P Pdn | Bαf P L˚2n for every α P ∆d´2n
)
.
Recall that a polynomial f in Rrw1, . . . , wns is stable if f is non-vanishing on Hn or identically
zero, where H is the open upper half plane in C. Let Sdn be the set of degree d homogeneous sta-
ble polynomials in n variables with nonnegative coefficients. When f is homogeneous and has
nonnegative coefficients, the stability of f is equivalent to any one of the following statements
on univariate polynomials in the variable x [BBL09, Theorem 4.5]:
– For any u P Rną0, fpxu´ vq has only real zeros for all v P Rn.
– For some u P Rną0, fpxu´ vq has only real zeros for all v P Rn.
– For any u P Rně0 with fpuq ą 0, fpxu´ vq has only real zeros for all v P Rn.
– For some u P Rně0 with fpuq ą 0, fpxu´ vq has only real zeros for all v P Rn.
We refer to [Wag11] and [Pem12] for background on stable polynomials. We will use the fact
that any polynomial f P Sdn is the limit of polynomials in the interior of Sdn, that is, of strictly
stable polynomials [Nui68].
Proposition 2.2. Any polynomial in Sdn is Lorentzian.
LORENTZIAN POLYNOMIALS 7
Proof. When d “ 2, the statement follows from Lemma 2.5 below. In general, homogeneous
strictly stable polynomials are strictly Lorentzian, since Bi is an open map sending Sdn to Sd´1n . It
follows that homogeneous stable polynomials with nonnegative coefficients are Lorentzian. 
All the nonzero coefficients of a homogeneous stable polynomial have the same sign [COSW04,
Theorem 6.1]. Thus, any homogeneous stable polynomial is a constant multiple of a Lorentzian
polynomial. For example, determinantal polynomials of the form
fpw1, . . . , wnq “ detpw1A1 ` ¨ ¨ ¨ ` wnAnq,
where A1, . . . , An are positive semidefinite matrices, are Lorentzian.
Example 2.3. Consider the homogeneous bivariate polynomial with positive coefficients
f “
dÿ
k“0
akw
k
1w
d´k
2 .
Computing partial derivatives of f reveals that f is strictly Lorentzian if and only if
a2k`
d
k
˘2 ą ak´1` d
k´1
˘ ak`1`
d
k`1
˘ for all 0 ă k ă d.
On the other hand, f is stable if and only if the univariate polynomial f |w2“1 has only real zeros.
Thus a Lorentzian polynomial need not be stable. For example, consider the cubic form
f “ 2w31 ` 12w21w2 ` 18w1w22 ` θw32,
where θ is a real parameter. A straightforward computation shows that
f is Lorentzian if and only if 0 ď θ ď 9, and f is stable if and only if 0 ď θ ď 8.
Example 2.4. Clearly, if f is in the closure of L˚dn in Hdn, then f has nonnegative coefficients and
Bαf has at most one positive eigenvalue for every α P ∆d´2n .
The bivariate cubic f “ w31 ` w32 shows that the converse fails. In this case, B1f and B2f are
Lorentzian, but f is not Lorentzian.
The following alternative characterization of L˚2n is well-known. See, for example, [Gre81].
Lemma 2.5. The following conditions are equivalent for any f P P2n.
(1) The Hessian of f has the Lorentzian signature p`,´, . . . ,´q, that is, f P L˚2n.
(2) For any nonzero u P Rně0, puTHfvq2 ą puTHfuqpvTHfvq for any v P Rn not parallel to u.
(3) For some u P Rně0, puTHfvq2 ą puTHfuqpvTHfvq for any v P Rn not parallel to u.
(4) For any nonzero u P Rně0, the univariate polynomial fpxu ´ vq in x has two distinct real
zeros for any v P Rn not parallel to u.
(5) For some u P Rně0, the univariate polynomial fpxu ´ vq in x has two distinct real zeros for
any v P Rn not parallel to u.
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Therefore, a homogeneous quadratic polynomial with positive coefficients is strictly Lorentzian
if and only if it is strictly stable. It follows that a homogeneous quadratic polynomial with non-
negative coefficients is Lorentzian if and only if it is stable.
Proof. We prove p1q ñ p2q. Since all the entries of Hf are positive, uTHfu ą 0 for any nonzero
u P Rně0. By Cauchy’s interlacing theorem, for any v P Rn not parallel to u, the restriction of Hf
to the plane spanned by u, v has signature p`,´q. It follows that
det
˜
uTHfu u
THfv
uTHfv v
THfv
¸
“ puTHfuqpvTHfvq ´ puTHfvq2 ă 0.
We prove p3q ñ p1q. Let u be the nonnegative vector in the statement p3q. ThenHf is negative
definite on the hyperplane tv P Rn | uTHfv “ 0u. Since uTHfu is necessarily positive, Hf has
the Lorentz signature.
The remaining implications follows from the fact that the univariate polynomial 12fpxu ´ vq
has the discriminant puTHfvq2 ´ puTHfuqpvTHfvq. 
The same argument shows that a nonzero homogeneous quadratic polynomial f with non-
negative coefficients is stable if and only if Hf has exactly one positive eigenvalue.
2.2. Matroid theory captures various combinatorial notions of independence. A matroid M on
rns is a nonempty family of subsets B of rns, called the set of bases of M, that satisfies the exchange
property:
For any B1, B2 P B and i P B1zB2, there is j P B2zB1 such that pB1ziq Y j P B.
We refer to [Oxl11] for background on matroid theory. More generally, following [Mur03], we
define a subset J Ď Nn to be M-convex if it satisfies any one of the following equivalent condi-
tions3:
– For any α, β P J and any index i satisfying αi ą βi, there is an index j satisfying
αj ă βj and α´ ei ` ej P J.
– For any α, β P J and any index i satisfying αi ą βi, there is an index j satisfying
αj ă βj and α´ ei ` ej P J and β ´ ej ` ei P J.
The first condition is called the exchange property for M-convex sets, and the second condition
is called the symmetric exchange property for M-convex sets. A proof of the equivalence can be
found in [Mur03, Chapter 4]. Note that any M-convex subset of Nn is necessarily contained
3The class of M-convex sets is essentially identical to the class of generalized polymatroids in the sense of [Fuj05].
Some other notions in the literature that are equivalent to M-convex sets are integral polymatroids [Wel76], discrete
polymatroids [HH03], and integral generalized permutohedras [Pos09]. We refer to [Mur03, Section 1.3] and [Mur03,
Section 4.7] for more details.
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in the discrete simplex ∆dn for some d. We refer to [Mur03] for a comprehensive treatment of
M-convex sets.
Let f be a polynomial in Rrw1, . . . , wns. We write f in the normalized form
f “
ÿ
αPNn
cα
α!
wα, where α! “
nź
i“1
αi!.
The support of the polynomial f is the subset of Nn defined by
supppfq “
!
α P Nn | cα ‰ 0
)
.
We write Mdn for the set of all degree d homogeneous polynomials in Rě0rw1, . . . , wns whose
supports are M-convex. Note that, in our convention, the empty subset of Nn is an M-convex
set. Thus the zero polynomial belongs to Mdn, and f P Mdn implies Bif P Md´1n .
Definition 2.6. We set L0n “ S0n, L1n “ S1n, and L2n “ S2n. For d larger than 2, we define
Ldn “
!
f P Mdn | Bif P Ld´1n for all i P rns
)
“
!
f P Mdn | Bαf P L2n for every α P ∆d´2n
)
.
Clearly, Ldn contains L˚dn. In Theorem 5.1, we show that Ldn is the closure of L˚dn in Hdn. In other
words, Ldn is exactly the set of degree d Lorentzian polynomials in n variables. In this section,
we show that L˚dn is contractible and its closure contains Ldn. We fix i, j in rns and a degree d
homogeneous polynomial f in Rrw1, . . . , wns.
Proposition 2.7. If f P Ldn, then
`
1` θwiBj
˘
f P Ldn for every nonnegative real number θ.
We prepare the proof of Proposition 2.7 with two lemmas.
Lemma 2.8. If f P Mdn, then
`
1` θwiBj
˘
f P Mdn for every nonnegative real number θ.
Proof. We may suppose θ “ 1 and j “ n. We use two combinatorial lemmas from [KMT07].
Introduce a new variable wn`1, and set
gpw1, . . . , wn, wn`1q “ fpw1, . . . , wn ` wn`1q “
dÿ
k“0
1
k!
wkn`1Bknfpw1, . . . , wnq.
By [KMT07, Lemma 6], the support of g is M-convex. In terms of [KMT07], the support of
g is obtained from the support of f by an elementary splitting, and the operation of splitting
preserves M-convexity. Therefore, g belongs to Mdn`1. Since the intersection of an M-convex set
with a cartesian product of intervals is M-convex, it follows that`
1` wn`1Bn
˘
f P Mdn`1.
By [KMT07, Lemma 9], the above displayed inclusion implies`
1` wiBn
˘
f P Mdn.
In terms of [KMT07], the support of
`
1`wiBn
˘
f is obtained from the support of
`
1`wn`1Bn
˘
f
by an elementary aggregation, and the operation of aggregation preserves M-convexity. 
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For stable polynomials f and g in Rrw1, . . . , wns, we define a relation f ă g by
f ă g ðñ g ` wn`1f is a stable polynomial in Rrw1, . . . , wn, wn`1s.
If f and g are univariate polynomials with leading coefficients of the same sign, then f ă g if
and only if the zeros of f interlace the zeros of g [BB10, Lemma 2.2]. In general, we have
f ă g ðñ fpxu´ vq ă gpxu´ vq for all u P Rną0 and v P Rn.
For later use, we record here basic properties of stable polynomials and the relation ă.
Lemma 2.9. Let f, g1, g2, h1, h2 be stable polynomials satisfying h1 ă f ă g1, h2 ă f ă g2.
(1) The derivative Bif is stable and Bif ă f .
(2) The diagonalization fpw1, w1, w3, . . . , wnq is stable.
(3) The dilation fpa1w1, . . . , anwnq is stable for any a P Rně0.
(4) If f is not identically zero, then f ă θ1g1 ` θ2g2 for any θ1, θ2 ě 0.
(5) If f is not identically zero, then θ1h1 ` θ2h2 ă f for any θ1, θ2 ě 0.
The proof of Lemma 2.9 can be found in [Wag11, Section 2] and [BB10, Section 2].
Proof of Proposition 2.7. When d ď 2, Lemma 2.9 imply Proposition 2.7. When d ě 3, set
g “ `1` θwiBj˘f.
By Lemma 2.8, the support of g is M-convex. Therefore, it is enough to prove that Bαg is stable
for all α P ∆d´2n . We give separate arguments when αi “ 0 and αi ą 0. If αi “ 0, then
Bαg “ Bαf ` θwiBjBαf.
In this case, (1) and (2) of Lemma 2.9 for Bαf show that Bαg is stable. If αi ą 0, then
Bαg “ Bαf ` θαiBα´eiBjf ` θwiBαBjf
“ Bi
´
Bα´eif
¯
` θαiBj
´
Bα´eif
¯
` θwiBiBj
´
Bα´eif
¯
.
If Bαg is not stable, then the cubic form Bα´eif contradicts Proposition 2.7. Thus the statement
is reduced to the case d “ 3 and α “ ei. In this case, we have
Bαg “ Bif ` θBjf ` θwiBiBjf.
The following special cases are easy to handle:
(I) If BiBjf is not identically zero, then Bαg is stable by (1), (2), and (4) of Lemma 2.9.
(II) If BiBjf and pBifqpBjfq are both identically zero, then Bαg is stable because f P L3n.
LORENTZIAN POLYNOMIALS 11
We prove the statement for d “ 3 in the remaining case: BiBjf is identically zero and pBifqpBjfq
is not identically zero. In this case, there are monomials wiwi1wi2 and wjwj1wj2 in the support
of f . Let s be a nonnegative real parameter, and introduce the cubic form
hs “ f ` swiBi1f.
Since BiBi1f is not identically zero, (I) shows that hs P L3n. We claim that BiBjhs is not identically
zero when s is positive. For the claim, it is enough to show that Bi1Bjf is not identically zero.
We apply the symmetric exchange property for f , the monomials wiwi1wi2 , wjwj1wj2 , and the
variable wi: We see that the monomial wjwi1wi2 must be in the support of f , since no monomial
in the support of f is divisible by wiwj . By (I), we have
hs ` θwiBjhs P L3n for every positive real number s.
Since the support of g is M-convex and the stability is a closed condition, the above implies
g “ lim
sÑ0
`
hs ` θwiBjhs
˘ P L3n.
This completes the proof of Proposition 2.7. 
We use Proposition 2.7 to show that any nonnegative linear change of variables preserves Ldn.
Theorem 2.10. If f P Ldn, then fpAvq P Ldm for any nˆm matrix A with nonnegative entries.
Proof. Fix f “ fpw1, . . . , wnq in Ldn. Note that Theorem 2.10 follows from its two special cases:
(I) fpw1, . . . , wn´1, wn ` wn`1q is in Ldn`1, and
(II) fpw1, . . . , wn´1, θwnq is in Ldn for any θ ě 0,
As observed in the proof of Lemma 2.8, we have
fpw1, . . . , wn´1, wn ` wn`1q P Mdn`1.
Therefore,4 the first assertion follows from Proposition 2.7:
lim
kÑ8
ˆ
1` wn`1Bn
k
˙k
f “ fpw1, . . . , wn´1, wn ` wn`1q P Ldn`1.
For the second assertion, note from the definition of M-convexity that
fpw1, . . . , wn´1, 0q P Mdn.
Thus the second assertion for θ “ 0 follows from the case θ ą 0, which is trivial to verify. 
Theorem 2.10 can be used to show that taking directional derivatives in nonnegative direc-
tions takes polynomials in Ldn to polynomials in Ld´1n .
Corollary 2.11. If f P Ldn, then
řn
i“1 aiBif P Ld´1n for any a1, . . . , an ě 0.
4It is necessary to check the inclusion in Mdn`1 in advance because we have not yet proved that Ldn`1 is closed.
12 PETTER BRA¨NDE´N AND JUNE HUH
Proof. We apply Theorem 2.10 to f and the matrix with column vectors e1, . . . , en and
řn
i“1 aiei:
g :“ fpw1 ` a1wn`1, . . . , wn ` anwn`1q P Ldn`1, and hence Bn`1g P Ld´1n`1.
Applying Theorem 2.10 to Bn`1g and the matrix with column vectors e1, . . . , en and 0, we get
Bn`1g|wn`1“0 “
nÿ
i“1
aiBif P Ld´1n . 
Let θ be a nonnegative real parameter. We define a linear operator Tnpθ,´q by
Tnpθ, fq “
n´1ź
i“1
`
1` θwiBn
˘d
f.
By Proposition 2.7, if f P Ldn, then Tnpθ, fq P Ldn. In addition, if f P Pdn, then Tnpθ, fq P Pdn.
Lemma 2.12. If f P Ldn X Pdn, then Tnpθ, fq P L˚dn for every positive real number θ.
Proof. Let ei be the i-th standard unit vector in Rn, and let v be any vector in Rn not parallel to
en. From here on, in this proof, all polynomials are restricted to the line xen ´ v and considered
as univariate polynomials in x.
Let α be an arbitrary element of ∆d´2n . By Lemma 2.5, it is enough to show that the quadratic
polynomial BαTnpθ, fq has two distinct real zeros. Using Proposition 2.7, we can deduce the
preceding statement from the following claims:
(I) If Bαf has two distinct real zeros, then Bα`1` θwiBn˘f has two distinct zeros.
(II) If vi is nonzero, then Bα
`
1` θwiBn
˘d
f has two distinct real zeros.
We first prove (I). Suppose Bαf has two distinct real zeros, and set g “ `1` θwiBn˘f . Note that
Bαg “ Bαf ` θαiBα´ei`enf ` θwiBα`enf.
Let c be the unique zero of Bα`enf . Since c strictly interlaces two distinct zeros of Bαf , we have
Bαf |x“c ă 0.
Similarly, since Bα´ei`enf has only real zeros and Bα`enf ă Bα´ei`enf , we have
Bα´ei`enf |x“c ď 0.
Thus Bαg|x“c ă 0, and hence Bαg has two distinct real zeros. This completes the proof of (I).
Before proving (II), we strengthen (I) as follows:
(III) A multiple zero of Bαg is necessarily a multiple zero of Bαf .
Suppose Bαg has a multiple zero. Using (I), we know that Bαf has a multiple zero, say c. Clearly,
c must be also a zero of Bα`enf . Since c interlaces the two (not necessarily distinct) zeros of
Bα´ei`enf , we have
Bαg|x“c “ θαiBα´ei`enf |x“c ď 0.
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Therefore, if c is not a zero of Bαg, then Bαg has two distinct zeros, contradicting the hypothesis
that Bαg has a multiple zero. This completes the proof of (III).
We prove (II). Suppose Bα`1` θwiBn˘df has a multiple zero, say c. Using (III), we know that
the number c is a multiple zero of Bα`1` θwiBn˘kf for all 0 ď k ď d.
Expanding the k-th power and using the linearity of Bα, we deduce that
the number c is a zero of Bαwki Bkn f for all 0 ď k ď d.
However, since f has positive coefficients, the value of Bαwαi`2i Bαi`2n f at c is a positive multiple
of v2i , and hence vi must be zero. This completes the proof of (II). 
We use Lemma 2.12 to prove the main result of this section.
Theorem 2.13. The space L˚dn is contractible, and its closure contains Ldn.
Proof. Let f be a polynomial in Ldn that is not identically zero, and let θ be a real parameter
satisfying 0 ď θ ď 1. By Theorem 2.10, we have
Spθ, fq :“ 1|f |1 f
´
p1´ θqw1 ` θpw1 ` ¨ ¨ ¨ ` wnq, . . . , p1´ θqwn ` θpw1 ` ¨ ¨ ¨ ` wnq
¯
P Ldn,
where |f |1 is the sum of all coefficients of f . Since Spθ, fq belongs to Pdn when 0 ă θ ď 1, Lemma
2.12 shows that we have a homotopy
Tn
´
θ, Spθ, fq
¯
P L˚dn, 0 ă θ ď 1,
that deforms f to the polynomial Tn
`
1, pw1 ` ¨ ¨ ¨ ` wnqd
˘
. It follows that L˚dn is contractible and
the closure of L˚dn in the space of homogeneous polynomials Hdn contains Ldn. 
Remark 2.14. Let PHdn be the projectivization of the vector space Hdn, and let LJ be the set of
polynomials in Ldn with support J. Writing PL˚dn , PLdn, and PLJ for the images of L˚dnz0 , Ldnz0,
and LJ in PHdn respectively, we have
PLdn “
ž
J
PLJ,
where the union is over all nonempty M-convex subsets of ∆dn. By Theorems 2.10 and 5.1, PLdn
is a compact contractible subset of PHdn with contractible interior PL˚dn. By Theorem 7.1, PLJ is
nonempty for every nonempty M-convex subset J of ∆dn. In addition, by Proposition 8.12, PLJ
is contractible for every nonempty M-convex subset J of ∆dn.
3. INDEPENDENCE AND NEGATIVE DEPENDENCE
Let c be a fixed positive real number, and let f be a polynomial in Rrw1, . . . , wns. In this
section, the polynomial f is not necessarily homogeneous. As before, we write ei for the i-th
standard unit vector in Rn.
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Definition 3.1. We say that f is c-Rayleigh if f has nonnegative coefficients and
Bαfpwq Bα`ei`ejfpwq ď cBα`eifpwq Bα`ejfpwq for all i, j P rns, α P Nn, w P Rně0.
When f is the partition function of a discrete probability measure µ, the c-Rayleigh condition
captures a negative dependence property of µ. More precisely, when f is multi-affine, that is,
when f has degree at most one in each variable, the c-Rayleigh condition for f is equivalent to
fpwq BiBjfpwq ď cBifpwq Bjfpwq for all distinct i, j P rns, and w P Rně0.
Thus the 1-Rayleigh property of multi-affine polynomials is equivalent to the Rayleigh property
for discrete probability measures studied in [Wag08] and [BBL09]. In Corollary 4.5, we prove
that any Lorentzian polynomial is 2-Rayleigh.
In Theorem 3.5, we show that the support of any homogeneous c-Rayleigh polynomial is M-
convex. The notion of M6-convexity will be useful for the proof: A subset J6 Ď Nn is said to be
M6-convex if there is an M-convex set J in Nn`1 such that
J6 “
!
pα1, . . . , αnq | pα1, . . . , αn, αn`1q P J
)
.
The projection from J to J6 should be bijective for any such J, as the M-convexity of J implies
that J is in ∆dn for some d. We refer to [Mur03, Section 4.7] for more on M6-convex sets.
We prepare the proof of Theorem 3.5 with three lemmas. Verification of the first lemma is
routine and will be omitted.
Lemma 3.2. The following polynomials are c-Rayleigh whenever f is c-Rayleigh:
(1) The contraction Bif of f .
(2) The deletion fzi of f , the polynomial obtained from f by evaluating wi “ 0.
(3) The diagonalization fpw1, w1, w3, . . . , wnq.
(4) The dilation fpa1w1, . . . , anwnq, for pa1, . . . , anq P Rně0.
(5) The translation fpa1 ` w1, . . . , an ` wnq, for pa1, . . . , anq P Rně0.
We introduce a partial order ď on Nn by setting
α ď β ðñ αi ď βi for all i P rns.
We say that a subset J6 of Nn is interval convex if the following implication holds:´
α P J6, β P J6, α ď γ ď β
¯
ùñ γ P J6.
The augmentation property for J6 Ď Nn is the implication´
α P J6, β P J6, |α|1 ă |β|1
¯
ùñ
´
αj ă βj and α` ej P J6 for some j P rns
¯
.
Lemma 3.3. Let J6 be an interval convex subset of Nn containing 0. Then J6 is M6-convex if and
only if J6 satisfies the augmentation property.
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Therefore, a nonempty interval convex subset of t0, 1un containing 0 is M6-convex if and only
if it is the collection of independent sets of a matroid on rns.
Proof. Let d be any sufficiently large positive integer, and set
J “
!
pα1, . . . , αn, d´ α1 ´ ¨ ¨ ¨ ´ αnq P Nn`1 | pα1, . . . , αnq P J6
)
.
The “only if” direction is straightforward: If J6 is M6-convex, then J is M-convex, and the aug-
mentation property for J6 is a special case of the exchange property for J.
We prove the “if” direction by checking the exchange property for J. Let α and β be elements
of J, and let i be an index satisfying αi ą βi. We claim that there is an index j satisfying
αj ă βj and α´ ei ` ej P J.
By the augmentation property for J6, it is enough to justify the claim when i ‰ n ` 1. When
αn`1 ă βn`1, then we may take j “ n` 1, again by the augmentation property for M6.
Suppose αn`1 ě βn`1. In this case, we consider the element γ “ α´ ei` en`1. The element γ
belongs to J, because J6 is an interval convex set containing 0. We have γn`1 ą βn`1, and hence
the augmentation property for J6 gives an index j satisfying
γj ă βj and α´ ei ` ej “ γ ´ en`1 ` ej P J.
This index j is necessarily different from i because αi ą βi. It follows that αj “ γj ă βj , and the
M-convexity of J is proved. 
Lemma 3.4. Let f be a c-Rayleigh polynomial in Rrw1, . . . , wns.
(1) The support of f is interval convex.
(2) If fp0q is nonzero, then supppfq is M6-convex.
Proof. Suppose that α ď γ ď β is a counterexample to (1) with minimal |β|1. We have
α “ 0,
since otherwise the contraction Bif for any i satisfying αi ‰ 0 is a smaller counterexample to (1).
In addition, γ is necessarily a unit vector, say
γ “ ei,
since otherwise the contraction Bif for any i satisfying γi ‰ 0 is a smaller counterexample to (1).
Suppose ej is in the support of f for some j. In this case, we should have
β “ ei ` ej ,
since otherwise Bjf is a smaller counterexample. However, the above implies
Bifp0q “ 0 and fp0q BiBjfp0q ą 0,
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contradicting the c-Rayleigh property of f . Therefore, no ej is in the support of f . By (3) of
Lemma 3.2, the following univariate polynomial is c-Rayleigh:
gpw1q “ fpw1, w1, . . . , w1q “ a1 ` a2wk1 ` a3wk`11 ` ¨ ¨ ¨ , k ě 2.
The preceding analysis shows that k ě 2 and a1, a2 ą 0 in the above expression. However,
pB1gq2 “ a22k2w2k´21 ` higher order terms, pB21fqg “ a1a2kpk ´ 1qwk´21 ` higher order terms,
contradicting the c-Rayleigh property of g for sufficiently small positive w1. This proves (1).
Suppose f is a counterexample to (2) with minimal number of variables n. We may suppose
in addition that f has minimal degree d among all such examples. By Lemma 3.3 and (1) of the
current lemma, we know that the support of f fails to have the augmentation property. In other
words, there are α, β P supppfq such that |α|1 ă |β|1 and
αi ă βi ùñ α` ei R supppfq.
For any γ, write Spγq for the set of indices i such that γi ą 0. If i is in the intersection of Spαq
and Spβq, then Bif is a counterexample to (2) that has degree less than d, and hence
Spαq X Spβq “ H.
Similarly, if i is not in the union of Spαq and Spβq, then fzi is a counterexample to (2) that
involves less than n variables, and hence
Spαq Y Spβq “ rns.
In addition, we should have |Spβq| “ 1, since otherwise we get a counterexample to (2) that
involves less than n variables by identifying all the variables in Spβq. Therefore, after replacing
β with its multiple if necessary, we may suppose that
β “ den.
Let T be the set of all γ in the support of f such that
|γ|1 ă d and γ ` en R supppfq.
This set T is nonempty because it contains α. Let U be the set of elements in T with largest
possible n-th coordinate, and take an element γ in U with smallest possible |γ|1. From (1), we
know that γ is not a multiple of en. Therefore, there is an index j ă n such that
γ ´ ej P supppfq.
Since |γ ´ ej |1 ă |γ|1, the element γ ´ ej cannot be in T , and hence
γ ´ ej ` en P supppfq.
Since γ is an element of U , the element γ ´ ej ` en cannot be in T , and hence
γ ´ ej ` 2en P supppfq.
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Let g be the bivariate c-Rayleigh polynomial obtained from Bγ´ejf by setting wi “ 0 for all i
other than j and n. By construction, we have
0, ej , en, 2en P supppgq and ej ` en R supppgq.
Since the support of g is interval convex by (1), we may write
gpwj , wnq “ hpwjq ` rpwnq,
where h and g are univariate polynomials satisfying deg h ě 1 and deg r ě 2. We have
pBngq2 “
´ dr
dwn
¯2
and pB2ngqg “ d
2r
dw2n
phpwjq ` rpwnqq,
which contradicts the c-Rayleigh property of g for fixed wn and large wj . This proves (2). 
Theorem 3.5. If f is homogeneous and c-Rayleigh, then the support of f is M-convex.
Proof. By (5) of Lemma 3.2 and (2) of Lemma 3.4, the support of the translation
gpw1, . . . , wnq “ fpw1 ` 1, . . . , wn ` 1q
is M6-convex. In other words, the support J of the homogenization of g is M-convex. Since
the intersection of an M-convex set with a coordinate hyperplane is M-convex, this implies the
M-convexity of the support of f . 
A multi-affine polynomial f is said to be strongly Rayleigh if
fpwq BiBjfpwq ď Bifpwq Bjfpwq for all distinct i, j P rns, and w P Rn.
Clearly, any strongly Rayleigh multi-affine polynomial is 1-Rayleigh. Since a multi-affine poly-
nomial is stable if and only if it is strongly Rayleigh [Bra¨07, Theorem 5.6], Theorem 3.5 extends
the following theorem of Choe et al. [COSW04, Theorem 7.1]: If f is a nonzero homogeneous
stable multi-affine polynomial, then the support of f is the set of bases of a matroid.
4. HODGE-RIEMANN RELATIONS FOR LORENTZIAN POLYNOMIALS
Let f be a nonzero degree d ě 2 homogeneous polynomial in Rě0rw1, . . . , wns. The following
proposition may be seen as an analog of the Hodge-Riemann relations for homogeneous stable
polynomials.5
Proposition 4.1. If f is in Sdnz0, then Hf pwq has exactly one positive eigenvalue for all w P Rną0.
Moreover, if f is in the interior of Sdn, then Hf pwq is nonsingular for all w P Rną0.
In Theorem 4.3, we extend the above result to Lorentzian polynomials.
5We refer to [Huh18] for a survey of the Hodge-Riemann relations in combinatorial contexts.
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Proof. Fix a vector w P Rną0. By Lemma 2.5, the Hessian of f has exactly one positive eigenvalue
at w if and only if the following quadratic polynomial in z is stable:
zTHf pwqz “
ÿ
1ďi,jďn
zizjBiBjfpwq.
The above is the quadratic part of the stable polynomial fpz`wq, and hence is stable by [BBL09,
Lemma 4.16].
Moreover, if f is strictly stable, then f “ f˘pwd1`¨ ¨ ¨`wdnq is stable for all sufficiently small
positive . Therefore, by the result obtained in the previous paragraph, the matrix
Hfpwq “ Hf pwq ˘ dpd´ 1q diagpwd´21 , . . . , wd´2n q
has exactly one positive eigenvalue for all sufficiently small positive , and hence Hf pwq is
nonsingular. 
Lemma 4.2. If HBif pwq has exactly one positive eigenvalue for every i P rns and w P Rną0, then
kerHf pwq “
nč
i“1
kerHBif pwq.
Proof. We may suppose d ě 3. Fix w P Rną0, and write Hf for Hf pwq. By Euler’s formula for
homogeneous functions,
pd´ 2qHf “
nÿ
i“1
wiHBif .
It follows that the kernel of Hf contains the intersection of the kernels of HBif .
For the other inclusion, let z be a vector in the kernel of Hf . By Euler’s formula again,
pd´ 2q eTi Hf “ wTHBif ,
and hence wTHBifz “ 0. We have wTHBifw ą 0 because Bif is nonzero and has nonnegative
coefficients. It follows that HBif is negative semidefinite on the kernel of wTHBif . In particular,
zTHBifz ď 0, with equality if and only if HBifz “ 0.
To conclude, we write zero as the positive linear combination
0 “ pd´ 2q
´
zTHfz
¯
“
nÿ
i“1
wi
´
zTHBifz
¯
.
Since every summand in the right-hand side is non-positive by the previous analysis, we must
have zTHBifz “ 0 for every i, and hence HBifz “ 0 for every i. 
We are now ready to prove an analog of the Hodge-Riemann relation for Lorentzian polyno-
mials.
Theorem 4.3. Let f be a nonzero homogeneous polynomial in Rrw1, . . . , wns of degree d ě 2.
(1) If f is in L˚dn, then Hf pwq is nonsingular for all w P Rną0.
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(2) If f is in Ldn, then Hf pwq has exactly one positive eigenvalue for all w P Rną0.
Proof. By Theorem 2.13, Ldn is in the closure of L˚dn. Therefore, we may suppose f P L˚dn in (2). We
prove (1) and (2) simultaneously by induction on d under this assumption. The base case d “ 2
is trivial. We suppose that d ě 3 and that the theorem holds for L˚d´1n .
That (1) holds for L˚dn follows from induction and Lemma 4.2. Using Proposition 4.1, we see
that (2) holds for stable polynomials in L˚dn. Since L˚dn is connected by Theorem 2.13, the continuity
of eigenvalues and the validity of (1) together implies (2). 
We use Theorem 4.3 to show that all polynomials in Ldn are 2
´
1´ 1d
¯
-Rayleigh.
Lemma 4.4. If Hf pwq has exactly one positive eigenvalue for all w P Rną0, then
fpwq BiBjfpwq ď 2
´
1´ 1
d
¯
Bifpwq Bjfpwq for all w P Rně0 and i, j P rns.
Proof. Fix w P Rną0, and write H for Hf pwq. By Euler’s formula for homogeneous functions,
wTHw “ dpd´ 1qfpwq and wTHei “ pd´ 1qBifpwq,
where ei is the i-th standard unit vector in Rn. Let t be a real parameter, and consider the
restriction of H to the plane spanned by w and vt “ ei ` tej . By Cauchy’s interlacing theorem,
the restriction of H has exactly one positive eigenvalue. In particular, the determinant of the
restriction must be nonpositive:`
wTHvt
˘2 ´ `wTHw˘ ¨ `vTt Hvt˘ ě 0 for all t P R.
In other words, for all t P R, we have
pd´ 1q2pBif ` tBjfq2 ´ dpd´ 1qfpB2i f ` 2tBiBjf ` t2B2j fq ě 0.
It follows that, for all t P R, we have
pd´ 1q2pBif ` tBjfq2 ´ 2tdpd´ 1qfBiBjf ě 0.
Therefore, the discriminant of the above quadratic polynomial in t should be nonpositive:
fBiBjf ´ 2
´
1´ 1
d
¯
BifBjf ď 0.
This completes the proof of Lemma 4.4. 
Corollary 4.5. Any polynomial f in Ldn is 2
´
1´ 1d
¯
-Rayleigh.
Proof. Theorem 4.3 and Lemma 4.4 show that, for any α P Nn, any w P Rně0, and any i, j P rns,
Bαfpwq Bα`ei`ejfpwq ď 2
´
1´ 1
d´ |α|1
¯
Bα`eifpwq Bα`ejfpwq.
Since 2
`
1´ 1d
˘
is an increasing function of d, the conclusion follows. 
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5. CHARACTERIZATIONS OF LORENTZIAN POLYNOMIALS
We may now give a complete and useful description of the space of Lorentzian polynomials.
As before, we write Hdn for the space of degree d homogeneous polynomials in n variables.
Theorem 5.1. The closure of L˚dn in Hdn is Ldn. In particular, Ldn is a closed subspace of Hdn.
Proof. By Theorem 2.13, the closure of L˚dn contains Ldn. The other inclusion follows from Theo-
rem 3.5 and Corollary 4.5. 
Therefore, a degree d homogeneous polynomial f with nonnegative coefficients is Lorentzian
if and only if the support of f is M-convex and Bαf has at most one positive eigenvalue for every
α P ∆d´2n . In other words, Definitions 2.1 and 2.6 define the same class of polynomials.
Example 5.2. A sequence of nonnegative numbers a0, a1, . . . , ad is said to be ultra log-concave if
a2k`
d
k
˘2 ě ak´1` d
k´1
˘ ak`1`
d
k`1
˘ for all 0 ă k ă d.
The sequence is said to have no internal zeros if
ak1ak3 ą 0 ùñ ak2 ą 0 for all 0 ď k1 ă k2 ă k3 ď d.
A bivariate homogeneous polynomial
řd
k“0 akwk1w
d´k
2 with nonnegative coefficients is Lorentzian
if and only if the sequence ak is ultra log-concave and has no internal zeros.
Let f be a polynomial in n variables with nonnegative coefficients. In [Gur09], Gurvits de-
fines f to be strongly log-concave if, for all α P Nn,
Bαf is identically zero or logpBαfq is concave on Rną0.
In [AOVI], Anari et al. define f to be completely log-concave if, for all m P N and any mˆn matrix
paijqwith nonnegative entries,´ mź
i“1
Di
¯
f is identically zero or log
´´ mź
i“1
Di
¯
f
¯
is concave on Rną0,
where Di is the differential operator
řn
j“1 aijBj . We show that the two notions agree with each
other and with the Lorentzian property for homogeneous polynomials.
Theorem 5.3. The following conditions are equivalent for any homogeneous polynomial f .
(1) f is completely log-concave.
(2) f is strongly log-concave.
(3) f is Lorentzian.
Recall that the support of any Lorentzian polynomial is M-convex. Theorem 5.3 shows that
the same holds for any strongly log-concave homogeneous polynomial. This answers a question
of Gurvits [Gur09, Section 4.5 (iii)].
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Corollary 5.4. The support of any strongly log-concave homogeneous polynomial is M-convex.
Similarly, we can use Theorem 5.3 to show that the class of strongly log-concave homoge-
neous polynomials is closed under multiplication. This answers another question of Gurvits
[Gur09, Section 4.5 (iv)] for homogeneous polynomials.
Corollary 5.5. The product of strongly log-concave homogeneous polynomials is strongly log-
concave.
Proof. Let fpwq be an element of Ldn, and let gpwq be an element of Len. It is straightforward to
check that fpwqgpuq is an element of Ld`en`n, where u is a set of variables disjoint fromw. It follows
that fpwqgpwq is an element of Ld`en , since setting u “ w preserves the Lorentzian property by
Theorem 2.10. 
Corollary 5.5 extends the following theorem of Liggett [Lig97, Theorem 2]: The convolution
product of two ultra log-concave sequences with no internal zeros is an ultra log-concave se-
quence with no internal zeros.
To prove Theorem 5.3, we use the following proposition. Let f be a homogeneous polynomial
in n variables of degree d ě 2.
Proposition 5.6. The following are equivalent for any w P Rn satisfying fpwq ą 0.
(1) The Hessian of f1{d is negative semidefinite at w.
(2) The Hessian of log f is negative semidefinite at w.
(3) The Hessian of f has exactly one positive eigenvalue at w.
The equivalence of (2) and (3) appears in [AOVI].
Proof. We fix w throughout the proof. For n ˆ n symmetric matrices A and B, we write A ă B
to mean the following interlacing relationship between the eigenvalues of A and B:
λ1pAq ď λ1pBq ď λ2pAq ď λ2pBq ď ¨ ¨ ¨ ď λnpAq ď λnpBq.
Let H1, H2, and H3 for the Hessians of f1{d, log f , and f , respectively. We have
df´1{dH1 “ H2 ` 1
d
f´2pgradfqpgradfqT and H2 “ f´1H3 ´ f´2pgradfqpgradfqT .
Since pgradfqpgradfqT is positive semidefinite of rank one, Cauchy’s interlacing theorem shows
H2 ă H1 and H2 ă H3 and H1 ă H3.
Since wTH3w “ dpd´ 1qf , H3 has at least one positive eigenvalue, and hence (1)ñ (2)ñ (3).
For (3) ñ (1), suppose that H3 has exactly one positive eigenvalue. We introduce a positive
real parameter  and consider the polynomial
f “ f ´ pwd1 ` ¨ ¨ ¨ ` wdnq.
22 PETTER BRA¨NDE´N AND JUNE HUH
We write H3, for the Hessian of f, and write H1, for the Hessian of f
1{d
 .
Note thatH3, is nonsingular and has exactly one positive eigenvalue for all sufficiently small
positive . In addition, we have H1, ă H3,, and hence H1, has at most one nonnegative
eigenvalue for all sufficiently small positive . However, by Euler’s formula for homogeneous
functions, we have
wTH1,w “ 0,
so that 0 is the only nonnegative eigenvalue of H1, for any such . The implication (3) ñ (1)
now follows by limiting  to 0. 
It follows that, for any nonzero degree d ě 2 homogeneous polynomial f with nonnegative
coefficients, the following conditions are equivalent:
– The function f1{d is concave on Rną0.
– The function log f is concave on Rną0.
– The Hessian of f has exactly one positive eigenvalue on Rną0.
Proof of Theorem 5.3. We may suppose that f has degree d ě 2. Clearly, completely log-concave
polynomials are strongly log-concave.
Suppose f is a strongly log-concave homogeneous polynomial of degree d. By Proposition
5.6, either Bαf is identically zero or the Hessian of Bαf has exactly one positive eigenvalue on
Rną0 for all α P Nn. By Lemma 4.4, f is 2
`
1 ´ 1d
˘
-Rayleigh, and hence, by Theorem 3.5, the
support of f is M-convex. Therefore, by Theorem 5.1, f is Lorentzian.
Suppose f is a nonzero Lorentzian polynomial. Theorem 4.3 and Proposition 5.6 together
show that log f is concave onRną0. Therefore, it is enough to prove that
`řn
i“1 aiBi
˘
f is Lorentzian
for any nonnegative numbers a1, . . . , an. This is a direct consequence of Theorem 5.1 and Corol-
lary 2.11. 
Since Ldn is the set of degree d Lorentzian polynomials in n variables, Corollary 4.5 shows that
any degree d Lorentzian polynomial is 2
´
1´ 1d
¯
-Rayleigh. We show that the bound in Corollary
4.5 is optimal.
Proposition 5.7. When n ď 2, all polynomials in Ldn are 1-Rayleigh. When n ě 3, we have´
all polynomials in Ldn are c-Rayleigh
¯
ùñ c ě 2
´
1´ 1
d
¯
.
In other words, for any n ě 3 and any c ă 2
´
1´ 1d
¯
, there is f P Ldn that is not c-Rayleigh.
Proof. We first show by induction that, for any homogeneous bivariate polynomial f “ fpw1, w2q
with nonnegative coefficients, we have
fpwq
´
B1B2fpwq
¯
ď
´
B1fpwq
¯´
B2fpwq
¯
for any w P R2ě0.
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We use the obvious fact that, for any homogeneous polynomial with nonnegative coefficients h,`
degphq ` 1˘h ě `1` wiBi˘h for any w P R2ě0.
Since f is bivariate, we may write f “ c1wd1 ` c2wd2 ` w1w2g. We have
B1fB2f ´ fB1B2f “ d2c1c2wd´11 wd´12
` dc1wd1p1` w2B2qg ´ c1wd1p1` w1B1qp1` w2B2qg
` dc2wd2p1` w1B1qg ´ c2wd2p1` w1B1qp1` w2B2qg
` w1w2pg ` w1B1gqpg ` w2B2gq ´ w1w2gp1` w1B1qp1` w2B2qg.
The summand in the second line is nonnegative on R2ě0 by the mentioned fact for p1 ` w2B2qg.
The summand in the third line is nonnegative on R2ě0 by the mentioned fact for p1`w1B1qg. The
summand in the fourth line is nonnegative on R2ě0 by the induction hypothesis applied to g.
We next show that, for any bivariate Lorentzian polynomial f “ fpw1, w2q, we have
fpwq
´
B1B1fpwq
¯
ď
´
B1fpwq
¯´
B1fpwq
¯
for any w P R2ě0.
Since f is homogeneous, it is enough to prove the inequality when w2 “ 1. In this case, the
inequality follows from the concavity of the function log f restricted to the line w2 “ 1. This
completes the proof that any bivariate Lorentzian polynomial is 1-Rayleigh.
To see the second statement, consider the polynomial
f “ 2
´
1´ 1
d
¯
wd1 ` wd´11 w2 ` wd´11 w3 ` wd´21 w2w3.
It is straightforward to check that f is in Ldn. If f is c-Rayleigh, then, for any w P Rně0,
w2d´41
´
2
´
1´ 1
d
¯
w21 ` w1w2 ` w1w3 ` w2w3
¯
ď cw2d´41
´
w1 ` w2
¯´
w1 ` w3
¯
.
The lower bound of c is obtained by setting w1 “ 1, w2 “ 0, w3 “ 0. 
6. LINEAR OPERATORS PRESERVING LORENTZIAN POLYNOMIALS
We describe a large class of linear operators that preserve the Lorentzian property. An ana-
log was achieved for the class of stable polynomials in [BB09, Theorem 2.2], where the linear
operators preserving stability were characterized. For an element κ of Nn, we set
Rκrwis “
!
polynomials in Rrwis1ďiďn of degree at most κi in wi for every i
)
,
Raκrwijs “
!
multi-affine polynomials in Rrwijs1ďiďn,1ďjďκi
)
.
The projection operator ΠÓκ : Raκrwijs Ñ Rκrwis is the linear map that substitutes each wij by wi:
ΠÓκpgq “ g|wij“wi .
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The polarization operator ΠÒκ : Rκrwis Ñ Raκrwijs is the linear map that sends wα to the product
1`
κ
α
˘ nź
i“1
`
elementary symmetric polynomial of degree αi in the variables twiju1ďjďκi
˘
,
where
`
κ
α
˘
stands for the product of binomial coefficients
śn
i“1
`
κi
αi
˘
. Note that
– for every f , we have ΠÓκ ˝ΠÒκpfq “ f , and
– for every f and every i, the polynomial ΠÒκpfq is symmetric in the variables twiju1ďjďκi .
The above properties characterize ΠÒκ among the linear operators from Rκrwis to Raκrwijs.
Proposition 6.1. The operators ΠÓκ and ΠÒκ preserve the Lorentzian property.
In other words, ΠÒκpfq is a Lorentzian polynomial for any Lorentzian polynomial f P Rκrwis,
and ΠÓκpgq is a Lorentzian polynomial for any Lorentzian polynomial g P Raκrwijs.
Proof. The statement for ΠÓκ follows from Theorem 2.10. We prove the statement for ΠÒκ. It is
enough to prove that ΠÒκpfq is Lorentzian when f P L˚dn X Rκrwis for d ě 2.
Set k “ |κ|1, and identify Nk with the set of all monomials in wij . Since f P L˚dn, we have
supp
`
ΠÒκpfq
˘ “ „k
d

,
which is clearly M-convex. Therefore, by Theorem 5.1, it remains to show that the quadratic
form BβΠÒκpfq is stable for any β P
“
k
d´2
‰
.
Define α by the equality ΠÓκpwβq “ wα. Note that, after renaming the variables if necessary,
the β-th partial derivative of ΠÒκpfq is a positive multiple of a polarization of the α-th partial
derivative of f :
BβΠÒκpfq “ pκ´ αq!κ! Π
Ò
κ´αpBαfq.
Since the operator ΠÒκ´α preserves stability [BB09, Proposition 3.4], the conclusion follows from
the stability of the quadratic form Bαf . 
Let κ be an element of Nn, let γ be an element of Nm, and set k “ |κ|1. In the remainder of
this section, we fix a linear operator
T : Rκrwis Ñ Rγrwis,
and suppose that the linear operator T is homogeneous of degree ` for some ` P Z:´
0 ď α ď κ and T pwαq ‰ 0
¯
ùñ deg T pwαq “ degwα ` `.
The symbol of T is a homogeneous polynomial of degree k ` ` in m` n variables defined by
symT pw, uq “
ÿ
0ďαďκ
ˆ
κ
α
˙
T pwαquκ´α.
We show that T preserves the Lorentzian property if its symbol symT is Lorentzian.
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Theorem 6.2. If symT P Lk``m`n and f P Ldn X Rκrwis, then T pfq P Ld``m .
When n “ 2, Theorem 6.2 provides a large class of linear operators that preserve the ultra log-
concavity of sequences of nonnegative numbers with no internal zeros. We prepare the proof of
Theorem 6.2 with a special case.
Lemma 6.3. Let T “ Tw1,w2 : Rp1,...,1qrwis Ñ Rp1,...,1qrwis be the linear operator defined by
T pwSq “
$’’’&’’’%
wSz1 if 1 P S and 2 P S,
wSz1 if 1 P S and 2 R S,
wSz2 if 1 R S and 2 P S,
0 if 1 R S and 2 R S,
for all S Ď rns.
Then T preserves the Lorentzian property.
Proof. It is enough to prove that T pfq P Ldn when f P L˚d`1n X Rp1,...,1qrwis for d ě 2. In this case,
supp
`
T pfq˘ “  d-element subsets of rns not containing 1(,
which is clearly M-convex. Therefore, by Theorem 5.1, it suffices to show that the quadratic form
BST pfq is stable for any S P “ nd´2‰ not containing 1. We write h for the Lorentzian polynomial
f |w1“0. Since f is multi-affine, we have
f “ h` w1B1f and T pfq “ B2h` B1f.
We give separate arguments when 2 P S and 2 R S. If S contains 2, then
BST pfq “ BSY1f,
and hence BST pfq is stable. If S does not contain 2, then
– the linear form BSB1B2f “ BSY1Y2f is not identically zero, because f P L˚d`1n ,
– we have BSY1Y2f ă BSY2h, because BSY2f is stable, and
– we have BSY1Y2f ă BSY1f , by Lemma 2.9 (1).
Therefore, by Lemma 2.9 (4), the quadratic form BST pfq “ BSY2h` BSY1f is stable. 
Proof of Theorem 6.2. The polarization of T : Rκrwis Ñ Rγrwis is the operator ΠÒpT q defined by
ΠÒpT q “ ΠÒγ ˝ T ˝ΠÓκ.
We write γ ‘ κ for the concatenation of γ and κ in Nm`n. By [BB09, Lemma 3.5], the symbol of
the polarization is the polarization of the symbol6:
symΠÒpT q “ ΠÒγ‘κpsymT q.
Therefore, by Proposition 6.1, the proof reduces to the case κ “ p1, . . . , 1q and γ “ p1, . . . , 1q.
6The statement was proved in [BB09, Lemma 3.5] when m “ n. Clearly, this special case implies the general case.
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Suppose fpvq is a multi-affine polynomial in Ldn and symT pw, uq is a multi-affine polynomial
in L``nm`n. Since the product of Lorentzian polynomials is Lorentzian by Corollary 5.5, we have
symT pw, uqfpvq “
ÿ
SĎrns
T pwSqurnszSfpvq P Ld```nm`n`n.
Applying the operator in Lemma 6.3 for the pair of variables pui, viq for i “ 1, . . . , n, we have
nź
i“1
Tui,vi
`
symT pw, uqfpvq
˘ “ ÿ
SĎrns
T pwSqpBSfqpvq P Ld``m`n.
We substitute every vi by zero in the displayed equation to get” ÿ
SĎrns
T pwSqpBSfqpvq
ı
v“0
“ T `fpwq˘.
Theorem 2.10 shows that the right-hand side belongs to Ld``m , completing the proof. 
We remark that there are homogeneous linear operators T preserving the Lorentzian property
whose symbols are not Lorentzian. This contrasts the analog of Theorem 6.2 for stable polyno-
mials [BB09, Theorem 2.2]. As an example, consider the linear operator T : Rp1,1qrw1, w2s Ñ
Rp1,1qrw1, w2s defined by
T p1q “ 0, T pw1q “ w1, T pw2q “ w2, T pw1w2q “ w1w2.
The symbol of T is not Lorentzian because its support is not M-convex. The operator T preserves
Lorentzian polynomials but does not preserve (non-homogeneous) stable polynomials.
Theorem 6.4. If T is a homogeneous linear operator that preserves stable polynomials and poly-
nomials with nonnegative coefficients, then T preserves Lorentzian polynomials.
Proof. According to [BB09, Theorem 2.2], T preserves stable polynomials if and only if either
(I) the rank of T is not greater than two and T is of the form
T pfq “ αpfqP ` βpfqQ,
where α, β are linear functionals and P,Q are stable polynomials satisfying P ă Q,
(II) the polynomial symT pw, uq is stable, or
(III) the polynomial symT pw,´uq is stable.
Suppose one of the three conditions, and suppose in addition that T preserves polynomials with
nonnegative coefficients.
Suppose (I) holds. In this case, the image of T is contained in the set of stable polynomials
[BB10, Theorem 1.6]. By Proposition 2.2, homogeneous stable polynomials with nonnegative
coefficients are Lorentzian. Since T preserves polynomials with nonnegative coefficients, T pfq
is Lorentzian whenever f is a homogeneous polynomial with nonnegative coefficients.
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Suppose (II) holds. Since T preserves polynomials with nonnegative coefficients, symT pw, uq
is Lorentzian by Proposition 2.2. Therefore, by Theorem 6.2, T pfq is Lorentzian whenever f is
Lorentzian.
Suppose (III) holds. Since all the nonzero coefficients of a homogeneous stable polynomial
have the same sign [COSW04, Theorem 6.1], we have
symT pw,´vq “ symT pw, vq or symT pw,´vq “ ´symT pw, vq.
In both cases, symT pw, vq is stable and has nonnegative coefficients. Thus symT pw, vq is Lorentzian,
and the conclusion follows from Theorem 6.2. 
In the remainder of this section, we record some useful operators that preserves the Lorentzian
property. The multi-affine part of a polynomial
ř
αPNn cαwα is the polynomial
ř
αPt0,1un cαwα.
Corollary 6.5. The multi-affine part of any Lorentzian polynomial is a Lorentzian polynomial.
Proof. Clearly, taking the multi-affine part is a homogeneous linear operator that preserves poly-
nomials with nonnegative coefficients. Since this operator also preserves stable polynomials
[COSW04, Proposition 4.17], the proof follows from Theorem 6.4. 
Remark 6.6. Corollary 6.5 can be used to obtain a multi-affine analog of Remark 2.14. Write Hdn
for the space of multi-affine degree d homogeneous polynomials in n variables, and write Ldn for
the corresponding set of multi-affine Lorentzian polynomials. Let PHdn be the projectivization
of the vector space Hdn, and let LB be the set of polynomials in L
d
n with support B. We identify
a rank d matroid M on rns with its set of bases B Ď “nd‰. Writing PLdn and PLB for the images of
Ldnz0 and LB in PHdn respectively, we have
PLdn “
ž
B
PLB,
where the union is over all rank d matroids on rns. By Theorem 2.10 and Corollary 6.5, PLdn
is a compact contractible subset of PHdn. By Theorem 7.1, PLB is nonempty for every matroid
B Ď “nd‰. In addition, by Proposition 8.12, PLB is contractible for every matroid B Ď “nd‰.
Let N be the linear operator defined by the condition Npwαq “ wαα! . For its use in algebraic
combinatorics, see, for example, [HMMS].
Corollary 6.7. If f is a Lorentzian polynomial, then Npfq is a Lorentzian polynomial.
Proof. Let κ be any element of Nn. By Theorem 6.2, it suffices to show that the symbol
symN pw, uq “
ÿ
0ďαďκ
ˆ
κ
α
˙
wα
α!
uκ´α
is a Lorentzian polynomial. The statement is straightforward to check using Theorem 5.1. 
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Corollary 6.8 below extends the classical fact that the convolution product of two log-concave
sequences with no internal zeros is a log-concave sequence with no internal zeros. For early
proofs of the classical fact, see [Kar68, Chapter 8] and [Men69].
Corollary 6.8. If Npfq and Npgq are Lorentzian polynomials, then Npfgq is a Lorentzian poly-
nomial.
Note that the analogous statement for stable polynomials fails to hold in general. For exam-
ple, when f “ x3 ` x2y ` xy2 ` y3, the polynomial Npfq is stable but Npf2q is not.
Proof. Suppose that f and g belong to Rκrwis. We consider the linear operator
T : Rκrwis ÝÑ Rrwis, Nphq ÞÝÑ Nphgq.
By Theorem 6.2, it is enough to show that its symbol
symT pw, uq “ κ!
ÿ
0ďαďκ
Npwαgq u
κ´α
pκ´ αq!
is a Lorentzian polynomial in 2n variables. For this, we consider the linear operator
S : Rκrwis ÝÑ Rrwi, uis, Nphq ÞÝÑ
ÿ
0ďαďκ
Npwαhq u
κ´α
pκ´ αq! .
By Theorem 6.2, it is enough to show that its symbol
symSpw, u, vq “ κ!
ÿ
0ďβďκ
ÿ
0ďαďκ
wα`β
pα` βq!
uκ´α
pκ´ αq!
vκ´β
pκ´ βq!
is a Lorentzian polynomial in 3n variables. The statement is straightforward to check using
Theorem 5.1. See Theorem 7.1 below for a more general statement. 
The symmetric exclusion process is one of the main models considered in interacting particle
systems. It is a continuous time Markov chain which models particles that jump symmetrically
between sites, where each site may be occupied by at most one particle [Lig10]. A problem
that has attracted much attention is to find negative dependence properties that are preserved
under the symmetric exclusion process. In [BBL09, Theorem 4.20], it was proved that strongly
Rayleigh measures are preserved under the symmetric exclusion process. In other words, if
f “ fpw1, w2, . . . , wnq is a stable multi-affine polynomial with nonnegative coefficients, then the
multi-affine polynomial Φ1,2θ pfq defined by
Φ1,2θ pfq “ p1´ θqfpw1, w2, w3, . . . , wnq ` θfpw2, w1, w3, . . . , wnq
is stable for all 0 ď θ ď 1. We prove an analog for Lorentzian polynomials.
Corollary 6.9. Let f “ fpw1, w2, . . . , wnq be a multi-affine polynomial with nonnegative coef-
ficients. If the homogenization of f is a Lorentzian polynomial, then the homogenization of
Φ1,2θ pfq is a Lorentzian polynomial for all 0 ď θ ď 1.
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Proof. Recall that a polynomial with nonnegative coefficients is stable if and only if its homoge-
nization is stable [BBL09, Theorem 4.5]. Clearly, Φ1,2θ is homogeneous and preserves polynomi-
als with nonnegative coefficients. Since Φ1,2θ preserves stability of multi-affine polynomials by
[BBL09, Theorem 4.20], the statement follows from Theorem 6.4. 
7. MATROIDS, M-CONVEX SETS, AND LORENTZIAN POLYNOMIALS
The generating function of a subset J Ď Nn is, by definition,
fJ “
ÿ
αPJ
wα
α!
, where α! “
nź
i“1
αi!.
We characterize matroids and M-convex sets in terms of their generating functions.
Theorem 7.1. The following are equivalent for any nonempty J Ď Nn.
(1) There is a Lorentzian polynomial whose support is J.
(2) There is a homogeneous 2-Rayleigh polynomial whose support is J.
(3) There is a homogeneous c-Rayleigh polynomial whose support is J for some c ą 0.
(4) The generating function fJ is a Lorentzian polynomial.
(5) The generating function fJ is a homogeneous 2-Rayleigh polynomial.
(6) The generating function fJ is a homogeneous c-Rayleigh polynomial for some c ą 0.
(7) J is M-convex.
When J Ď t0, 1un, any one of the above conditions is equivalent to
(8) J is the set of bases of a matroid on rns.
The implication (8) ñ (4) goes back to [HW17, Remark 15]. See also [AOVI, Theorem 4.2]
and [HSW18, Section 3]. The equivalence (7)ô (4) will be generalized to M-convex functions in
Theorem 8.2.
We prepare the proof of Theorem 7.1 with an analysis of the quadratic case.
Lemma 7.2. The following conditions are equivalent for any n ˆ n symmetric matrix A with
entries in t0, 1u.
(1) The quadratic polynomial wTAw is Lorentzian.
(2) The support of the quadratic polynomial wTAw is M-convex.
Proof. Theorem 5.1 implies (1) ñ (2). We prove (2) ñ (1). We may and will suppose that no
column of A is zero. Let J be the M-convex support of wTAw, and set
S “
!
i P rns | 2ei P J
)
.
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The exchange property for J shows that ei` ej P J for every i P S and j P rns. In addition, again
by the exchange property for J,
B :“
!
ei ` ej P J | i R S and j R S
)
is the set of bases of a rank 2 matroid on rnszS without loops. Writing S1 Y ¨ ¨ ¨ Y Sk for the
decomposition of rnszS into parallel classes in the matroid, we have
wTAw “
´ ÿ
jPrns
wj
¯2 ´ ´ ÿ
jPS1
wj
¯2 ´ ¨ ¨ ¨ ´ ´ ÿ
jPSk
wj
¯2
,
and hence wTAw is a Lorentzian polynomial. 
Proof of Theorem 7.1. Theorem 3.5, Theorem 5.1, and Corollary 4.5 show that
p1q ñ p2q ñ p3q ñ p7q and p4q ñ p5q ñ p6q ñ p7q.
Since (4)ñ (1), we only need to prove (7)ñ (4).
If J is an M-convex subset of Nn, then fJ is a homogeneous polynomial of some degree d.
Suppose d ě 2, and let α be an element of ∆d´2n . Note that, in general, the support of BαfJ is
M-convex whenever the support of fJ is M-convex. Therefore, BαfJ is Lorentzian by Lemma
7.2, and hence fJ is Lorentzian by Theorem 5.1. 
Let J be the set of bases of a matroid M on rns. If M is regular [FM92], if M is representable
over the finite fields F3 and F4 [COSW04], if the rank of M is at most 3 [Wag05], or if the number
of elements n is at most 7 [Wag05], then fJ is 1-Rayleigh. Seymour and Welsh found the first
example of a matroid whose basis generating function is not 1-Rayleigh [SW75]. We propose
the following improvement of Theorem 7.1.
Conjecture 7.3. The following conditions are equivalent for any nonempty J Ď t0, 1un.
(1) J is the set of bases of a matroid on rns.
(2) The generating function fJ is a homogeneous 87 -Rayleigh polynomial.
The constant 87 is best possible: For any positive real number c ă 87 , there is a matroid whose
basis generating function is not c-Rayleigh [HSW18, Theorem 7].
8. VALUATED MATROIDS, M-CONVEX FUNCTIONS, AND LORENTZIAN POLYNOMIALS
8.1. Let ν be a function from Nn to RY t8u. The effective domain of ν is, by definition,
dompνq “
!
α P Nn | νpαq ă 8
)
.
The function ν is said to be M-convex if satisfies the symmetric exchange property:
(1) For any α, β P dompνq and any i satisfying αi ą βi, there is j satisfying
αj ă βj and νpαq ` νpβq ě νpα´ ei ` ejq ` νpβ ´ ej ` eiq.
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Note that the effective domain of an M-convex function on Nn is an M-convex subset of Nn. In
particular, the effective domain of an M-convex function on Nn is contained in ∆dn for some d. In
this case, we identify ν with its restriction to ∆dn. When the effective domain of ν is is M-convex,
the symmetric exchange property for ν is equivalent to the following local exchange property:
(2) For any α, β P dompνqwith |α´ β|1 “ 4, there are i and j satisfying
αi ą βi, αj ă βj and νpαq ` νpβq ě νpα´ ei ` ejq ` νpβ ´ ej ` eiq.
A proof of the equivalence of the two exchange properties can be found in [Mur03, Section 6.2].
Example 8.1. The indicator function of J Ď Nn is the function νJ : Nn Ñ RY t8u defined by
νJpαq “
#
0 if α P J,
8 if α R J.
Clearly, J Ď Nn is M-convex if and only if the indicator function νJ is M-convex.
A function ν : Nn Ñ RY t´8u is said to be M-concave if ´ν is M-convex. The effective domain
of an M-concave function is
dompνq “
!
α P Nn | νpαq ą ´8
)
.
A valuated matroid on rns is an M-concave function on Nn whose effective domain is a nonempty
subset of t0, 1un . The effective domain of a valuated matroid ν on rns is the set of bases of a
matroid on rns, the underlying matroid of ν.
In this section, we prove that the class of tropicalized Lorentzian polynomials coincides with
the class of M-convex functions. The tropical connection is used to produce Lorentzian polyno-
mials from M-convex functions. First, we state a classical version of the result. For any function
ν : ∆dn Ñ RY t8u and a positive real number q, we define
fνq pwq “
ÿ
αPdompνq
qνpαq
α!
wα and gνq pwq “
ÿ
αPdompνq
ˆ
δ
α
˙
qνpαqwα,
where δ “ pd, . . . , dq and `δα˘ is the product of binomial coefficients śni“1 `dαi˘. When ν is the
indicator function of J Ď Nn, the polynomial fνq is independent of q and equal to the generating
function fJ considered in Section 7.
Theorem 8.2. The following conditions are equivalent for ν : ∆dn Ñ RY t8u.
(1) The function ν is M-convex.
(2) The polynomial fνq pwq is Lorentzian for all 0 ă q ď 1.
(3) The polynomial gνq pwq is Lorentzian for all 0 ă q ď 1.
Theorem 8.2 provides a useful sufficient condition for a homogeneous polynomial to be
Lorentzian. Let f be an arbitrary homogeneous polynomial with nonnegative real coefficients
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written in the normalized form
f “
ÿ
αP∆dn
cα
α!
wα.
We define a discrete function νf using natural logarithms of the normalized coefficients:
νf : ∆
d
n ÝÑ RY t´8u, α ÞÝÑ logpcαq.
Corollary 8.3. If νf is an M-concave function, then f is a Lorentzian polynomial.
Proof. By Theorem 8.2, the polynomial
ř
αPdompνf q
q´νf pαq
α! w
α is Lorentzian when q “ e´1. 
We note that the converse of Corollary 8.3 does not hold. For example, the polynomial
f “
n´1ź
i“1
pwi ` wnq
is Lorentzian, being a product of Lorentzian polynomials. However, νf fails to be M-concave
when n ą 2.
8.2. We formulate a tropical counterpart of Theorem 8.2. Let Cpptqqconv be the field of Lau-
rent series with complex coefficients that have a positive radius of convergence around 0. By
definition, any nonzero element of Cpptqqconv is a series of the form
sptq “ c1ta1 ` c2ta2 ` c3ta3 ` ¨ ¨ ¨ ,
where c1, c2, . . . are nonzero complex numbers and a1 ă a2 ă ¨ ¨ ¨ are integers, that converges
on a punctured open disk centered at 0. Let Rpptqqconv be the subfield of elements that have real
coefficients. We define the fields of real and complex Puiseux series by
K “
ď
kě1
Rppt1{kqqconv and K “
ď
kě1
Cppt1{kqqconv.
Any nonzero element of K is a series of the form
sptq “ c1ta1 ` c2ta2 ` c3ta3 ` ¨ ¨ ¨ ,
where c1, c2, . . . are nonzero complex numbers and a1 ă a2 ă ¨ ¨ ¨ are rational numbers that
have a common denominator. The leading coefficient of sptq is c1, and the leading exponent of sptq
is a1. A nonzero element of K is positive if its leading coefficient is positive. The valuation map is
the function
val : K ÝÑ RY t8u,
that takes the zero element to 8 and a nonzero element to its leading exponent. For a nonzero
element sptq P K, we have
val
`
sptq˘ “ lim
tÑ0`
logt
`
sptq˘.
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Since the theory of real closed fields has quantifier elimination [Mar02, Section 3.3], for any first-
order formula ϕpx1, . . . , xmq in the language of ordered fields and any s1ptq, . . . , smptq P K, we
have´
ϕps1ptq, . . . , smptqq holds in K
¯
ðñ´
ϕps1pqq, . . . , smpqqq holds in R for all sufficiently small positive real numbers q
¯
.
In particular, Tarski’s principle holds for K: A first-order sentence in the language of ordered
fields holds in K if and only if it holds in R.
Definition 8.4. Let ft “ řαP∆dn sαptqwα be a nonzero homogeneous polynomial with coeffi-
cients in Kě0. The tropicalization of ft is the discrete function defined by
troppftq : ∆dn ÝÑ RY t8u, α ÞÝÑ val
`
sαptq
˘
.
We say that ft is log-concave on Kną0 if the function logpfqq is concave on Rną0 for all sufficiently
small positive real numbers q.
Note that the support of ft is the effective domain of the tropicalization of ft. We write
MdnpKq for the set of all degree d homogeneous polynomials in Kě0rw1, . . . , wns whose support
is M-convex.
Definition 8.5 (Lorentzian polynomials over K). We set L0npKq “ M0npKq, L1npKq “ M1npKq, and
L2npKq “
!
ft P M2npKq | The Hessian of ft has at most one eigenvalue in Ką0
)
.
For d ě 3, we define LdnpKq by setting
LdnpKq “
!
ft P MdnpKq | Bαft P L2npKq for all α P ∆d´2n
)
.
The polynomials in LdnpKqwill be called Lorentzian.
By Proposition 5.6, the log-concavity of homogeneous polynomials can be expressed in the
first-order language of ordered fields. It follows that the analog of Theorem 5.3 holds for any
homogeneous polynomial ft with coefficients in Kě0.
Theorem 8.6. The following conditions are equivalent for ft.
(1) For any m P N and any mˆ n matrix paijqwith entries in Kě0,´ mź
i“1
Di
¯
ft is identically zero or
´ mź
i“1
Di
¯
ft is log-concave on Kną0,
where Di is the differential operator
řn
j“1 aijBj .
(2) For any α P Nn, the polynomial Bαft is identically zero or log-concave on Kną0.
(3) The polynomial ft is Lorentzian.
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The field K is real closed, and the field K is algebraically closed [Spe05, Section 1.5]. Any
element sptq of K can be written as a sum
sptq “ pptq ` i qptq,
where pptq P K is the real part of sptq and qptq P K is the imaginary part of sptq. The open upper
half plane in K is the set of elements in K with positive imaginary parts. A polynomial ft in
Krw1, . . . , wns is stable if ft is non-vanishing on HnK or identically zero, where HK is the open
upper half plane inK. According to [Bra¨10, Theorem 4], tropicalizations of homogeneous stable
polynomials over K are M-convex functions.7 Here we prove that tropicalizations of Lorentzian
polynomials over K are M-convex, and that all M-convex functions are limits of tropicalizations
of Lorentzian polynomials over K.8
Theorem 8.7. The following conditions are equivalent for any function ν : ∆dn Ñ QY t8u.
(i) The function ν is M-convex.
(ii) There is a Lorentzian polynomial in Krw1, . . . , wnswhose tropicalization is ν.
Let M be a matroid with the set of bases B. The Dressian of M, denoted DrpMq, is the tropical
variety in RB obtained by intersecting the tropical hypersurfaces of the Plu¨cker relations in RB
[MS15, Section 4.4]. Since DrpMq is a rational polyhedral fan whose points bijectively correspond
to the valuated matroids with underlying matroid M, Theorem 8.7 shows that
DrpMq “ closure
!
´ pi troppftq | ft is a Lorentzian polynomial with supppftq “ B
)
,
where pi is the projection onto RB.We note that the corresponding statement for stable polyno-
mials fails to hold. For example, when M is the Fano plane, there is no stable polynomial whose
support is B [Bra¨07, Section 6].
8.3. The proofs of Theorems 8.2 and 8.7 take a path through the theory of phylogenetic trees
and the problem of isometric embeddings of metric spaces in Hilbert spaces. A phylogenetic tree
with n leaves is a tree with n labelled leaves and no vertices of degree 2. A function d :
“
n
2
‰Ñ R
is a tree distance if there is a phylogenetic tree τ with n leaves and edge weights `e P R such that
dpi, jq “
´
the sum of all `e along the unique path in τ joining the leaves i and j
¯
.
The space of phylogenetic trees Tn is the set of all tree distances inRpn2q. The Fundamental Theorem
of Phylogenetics shows that
Tn “ Drp2, nq,
7In [Bra¨10], the field of formal Puiseux series with real exponents Rttu containing K was used. The tropicalization
used in [Bra¨10] differs from ours by a sign.
8If Rttu is used instead of K, then all M-convex functions are tropicalizations of Lorentzian polynomials. More
precisely, a discrete function ν with values in RY t8u is M-convex if and only if there is a Lorentzian polynomial over
Rttuwhose tropicalization is ν. In this setting, the Dressian of a matroid M can be identified with the set of tropicalized
Lorentzian polynomials ft with supppftq “ B, where B is the set of bases of M.
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where Drp2, nq is the Dressian of the rank 2 uniform matroid on rns [MS15, Section 4.3].
We give a spectral characterization of tree distances. For any function d :
“
n
2
‰ Ñ R and any
positive real number q, we define an nˆ n symmetric matrix Hqpdq by
Hqpdqij “
#
0 if i “ j,
qdpi,jq if i ‰ j.
We say that an nˆ n symmetric matrix H is conditionally negative definite if
p1, . . . , 1qw “ 0 ùñ wTHw ď 0.
Basic properties of conditionally negative definite matrices are collected in [BR97, Chapter 4].
Lemma 8.8. The following conditions are equivalent for any function d :
“
n
2
‰Ñ R.
(1) The matrix Hqpdq is conditionally negative semidefinite for all q ě 1.
(2) The matrix Hqpdq has exactly one positive eigenvalue for all q ě 1.
(3) The function d is a tree distance.
Lemma 8.8 is closely linked to the problem of isometric embeddings of ultrametric spaces in
Hilbert spaces. Let d be a metric on rns. Since dpi, iq “ 0 and dpi, jq “ dpj, iq for all i, we may
identify d with a function
“
n
2
‰Ñ R. We define an nˆ n symmetric matrix Epdq by
Epdqij “ dpi, jq2.
We say that d admits an isometric embedding into Rm if there is φ : rns Ñ Rm such that
dpi, jq “ |φpiq ´ φpjq|2 for all i, j P rns,
where | ¨ |2 is the standard Euclidean norm on Rm. The following theorem of Schoenberg [Sch38]
characterizes metrics on rns that admit an isometric embedding into some Rm.
Theorem 8.9. A metric d on rns admits an isometric embedding into some Rm if and only if the
matrix Epdq is conditionally negative semidefinite.
Recall that an ultrametric on rns is a metric d on rns such that
dpi, jq ď max
!
dpi, kq,dpj, kq
)
for any i, j, k P rns.
Equivalently, d is an ultrametric if the maximum of dpi, jq,dpi, kq,dpj, kq is attained at least twice
for any i, j, k P rns. Any ultrametric is a tree distance given by a phylogenetic tree [MS15, Section
4.3]. In [TV83], Timan and Vestfrid proved that any separable ultrametric space is isometric to a
subspace of `2. We use the following special case.
Theorem 8.10. Any ultrametric on rns admits an isometric embedding into Rn´1.
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Proof of Lemma 8.8. Cauchy’s interlacing theorem shows (1) ñ (2). We prove (2) ñ (3). We may
suppose that d takes rational values. If (2) holds, then the quadratic polynomial wTHqpdqw is
stable for all q ě 1. Therefore, by the quantifier elimination for the theory of real closed fields,
the quadratic form ÿ
iăj
t´dpi,jqwiwj P Krw1, . . . , wns
is stable. By [Bra¨10, Theorem 4], tropicalizations of stable polynomials are M-convex9, and hence
the function ´d is M-convex. In other words, we have
d P Drp2, nq “ Tn.
For (3) ñ (1), we first consider the special case when d is an ultrametric on rns. In this case,
qd is also an ultrametric on rns for all q ě 1. It follows from Theorems 8.9 and 8.10 that Hqpdq is
conditionally negative semidefinite for all q ě 1. In the general case, we use that Tn is the sum
of its linearity space with the space of ultrametrics on rns [MS15, Lemma 4.3.9]. Thus, for any
tree distance d on rns, there is an ultrametric d on rns and real numbers c1, . . . , cn such that
d “ d`
nÿ
i“1
ci
´ÿ
i‰j
eij
¯
P Rpn2q.
Therefore, the symmetric matrix Hqpdq is congruent to Hqpdq, and the conclusion follows from
the case of ultrametrics. 
8.4. We start the proof of Theorems 8.2 and 8.7 with a linear algebraic lemma. Let paijq be an
nˆ n symmetric matrix with entries in Rą0.
Lemma 8.11. If paijq has exactly one positive eigenvalue, then pa pijq has exactly one positive
eigenvalue for 0 ď p ď 1.
Proof. If pviq is the Perron eigenvector of paijq, then p aijvivj q is conditionally negative definite
[BR97, Lemma 4.4.1]. Therefore, p a
p
ij
v pi v
p
j
q is conditionally negative definite [BCR84, Corollary
2.10], and the conclusion follows. 
Let f be a degree d homogeneous polynomial written in the normalized form
f “
ÿ
αPsupppfq
cα
α!
wα.
For any nonnegative real number p, we define
Rppfq “
ÿ
αPsupppfq
c pα
α!
wα.
We use Lemma 8.11 to construct a homotopy from any Lorentzian polynomial to the generating
function of its support. The following proposition was proved in [ALOVII] for strongly log-
concave multi-affine polynomials.
9The tropicalization used in [Bra¨10] differs from ours by a sign.
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Proposition 8.12. If f is Lorentzian, then Rppfq is Lorentzian for all 0 ď p ď 1.
Proof. Using the characterization of Lorentzian polynomials in Theorem 5.1, the proof reduces
to the case of quadratic polynomials. Using Theorem 2.10, the proof further reduces to the case
f P P2n. In this case, the assertion is Lemma 8.11. 
Set m “ nd, and let ν : ∆dn Ñ R Y t8u and µ : ∆dm Ñ R Y t8u be arbitrary functions. Write
eij for the standard unit vectors in Rm with 1 ď i ď n and 1 ď j ď d, and let φ be the linear map
φ : Rm ÝÑ Rn, eij ÞÝÑ ei.
We define the polarization of ν to be the function ΠÒν : ∆dm Ñ RY t8u satisfying
dom
`
ΠÒν
˘ Ď „m
d

and ΠÒν “ ν ˝ φ on
„
m
d

.
We define the projection of µ to be the function ΠÓµ : ∆dn Ñ RY t8u satisfying
ΠÓµpαq “ min
!
µpβq | φpβq “ α
)
.
It is straightforward to check the symmetric exchange properties of ΠÒν and ΠÓµ from the sym-
metric exchange properties of ν and µ.10
Lemma 8.13. Let ν : ∆dn Ñ RY t8u and µ : ∆dm Ñ RY t8u be arbitrary functions.
(1) If ν is an M-convex function, then ΠÒν is an M-convex function.
(2) If µ is an M-convex function, then ΠÓµ is an M-convex function.
As a final preparation for the proof of Theorems 8.2 and 8.7, we show that any M-convex
function on ∆dn can be approximated by M-convex functions whose effective domain is ∆dn.
Lemma 8.14. For any M-convex function ν : ∆dn Ñ R Y t8u, there is a sequence of M-convex
functions νk : ∆dn Ñ R such that
lim
kÑ8 νkpαq “ νpαq for all α P ∆
d
n.
The sequence νk can be chosen so that νk “ ν in dompνq and νk ă νk`1 outside dompνq.
Proof. Write eij for the standard unit vectors in Rn
2
. Let ϕ and ψ be the linear maps from Rn2 to
Rn given by
ϕpeijq “ ei and ψpeijq “ ej .
For any function µ : ∆dn Ñ RY t8u, we define the function ϕ˚µ : ∆dn2 Ñ RY t8u by
ϕ˚µpβq “ µ
´
ϕpβq
¯
.
10In the language of [KMT07], the polarization of ν is obtained from ν by splitting of variables and restricting to
“m
d
‰
,
and the projection of µ is obtained from µ by aggregation of variables.
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For any function µ : ∆dn2 Ñ RY t8u, we define the function ψ˚µ : ∆dn Ñ RY t8u by
ψ˚µpαq “ min
!
µpβq | ψpβq “ α
)
.
Recall that the operations of splitting [KMT07, Section 4] and aggregation [KMT07, Section 5]
preserve M-convexity of discrete functions. Therefore, ϕ˚ and ψ˚ preserve M-convexity. Now,
given ν, set
νk “ ψ˚p`k ` ϕ˚νq,
where `k is the restriction of the linear function on Rn
2
defined by
`kpeijq “
#
0 if i “ j,
k if i ‰ j.
It is straightforward to check that the sequence νk has the required properties. 
Proof of Theorem 8.7, (ii)ñ (i). Let ft be a polynomial in LdnpKq whose tropicalization is ν. We
show the M-convexity of ν by checking the local exchange property: For any α, β P dompνq
with |α´ β|1 “ 4, there are i and j satisfying
αi ą βi, αj ă βj and νpαq ` νpβq ě νpα´ ei ` ejq ` νpβ ´ ej ` eiq.
Since |α´ β|1 “ 4, we can find γ in ∆d´2n and indices p, q, r, s in rns such that such that
α “ γ ` ep ` eq and β “ γ ` er ` es and tp, qu X tr, su “ H.
Since Bγft is stable, the tropicalization of Bγft is M-convex by [Bra¨10, Theorem 4]. The conclu-
sion follows from the local exchange property for the tropicalization of Bγft. 
Proof of Theorem 8.2. We prove (1)ñ (3). We first show the implication in the special case
dompνq “
„
n
d

.
Since dompνq is M-convex, it is enough to prove that Bαgνq is has exactly one positive eigenvalue
for all α P “ nd´2‰, which is the content of Lemma 8.8. This proves the first special case. Now
consider the second special case
dompνq “ ∆dn.
By Lemma 8.13, the polarization ΠÒν is an M-convex function with effective domain
“
nd
d
‰
, and
hence we may apply the known implication (1)ñ (3) for ΠÒν. Therefore,
ΠÒδpgνq q “
1
dd
gΠ
Òν
q is a Lorentzian polynomial for 0 ă q ď 1,
where δ “ pd, . . . , dq. Thus, by Proposition 6.1, the polynomial gνq is Lorentzian for all 0 ă q ď 1,
and the second special case is proved. Next consider the third special case
dompνq is an arbitrary M-convex set and q “ 1.
By Lemma 8.13, the effective domain of ΠÒν is an M-convex set. Therefore, by Theorem 7.1,
ΠÒδpgν1 q “
1
dd
gΠ
Òν
1 is a Lorentzian polynomial.
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Thus, by Proposition 6.1, the polynomial gν1 is Lorentzian, and the the third special case is
proved. In the remaining case when q ă 1 and the effective domain of ν is arbitrary, we ex-
press ν as the limit of M-convex functions νk with effective domain ∆dn using Lemma 8.14. Since
q ă 1, we have
gνq “ lim
kÑ8 g
νk
q .
Thus the conclusion follows from the second special case applied to each gνkq .
We prove (1) ñ (2). Introduce a positive real number p, and consider the M-convex function
ν
p . Applying the known implication (1) ñ (3), we see that the polynomial gν{pq is Lorentzian for
all 0 ă q ď 1. Therefore, by Proposition 8.12,
Rppgν{pq q “
ÿ
αPdompνq
pα!qp
ˆ
δ
α
˙p
qνpαq
α!
wα
is Lorentzian for all 0 ă p ď 1. Taking the limit p to zero, we have (2).
We prove (2) ñ (1) and (3) ñ (1). By the quantifier elimination for the theory of real closed
fields, the polynomial fνt with coefficients in K is Lorentzian if (2) holds. Similarly, the polyno-
mial gνt is Lorentzian if (3) holds. Since
ν “ troppfνt q “ troppgνt q,
the conclusion follows from (ii)ñ (i) of Theorem 8.7. 
Proof of Theorem 8.7, (i)ñ (ii). By Theorem 8.2, fνq is Lorentzian for all sufficiently small positive
real numbers q. Therefore, by the quantifier elimination for the theory of real closed fields, the
polynomial fνt is Lorentzian over K. Clearly, the tropicalization of fνt is ν. 
Corollary 8.15. Tropicalizations of Lorentzian polynomials over K are M-convex, and all M-
convex functions are limits of tropicalizations of Lorentzian polynomials over K.
Proof. By Theorem 8.7, it is enough to show that any M-convex function ν : ∆dn Ñ RY t8u is a
limit of M-convex functions νk : ∆dn Ñ QY t8u. By Lemma 8.14, we may suppose that
dompνq “ ∆dn.
In this case, by Lemma 8.13, the polarization ΠÒν is M-convex function satisfying
dom
`
ΠÒν
˘ “ „nd
d

.
In other words, ´ΠÒν is a valuated matroid whose underlying matroid is uniform of rank d on
nd elements. Since the Dressian of the matroid is a rational polyhedral fan [MS15, Section 4.4],
there are M-convex functions µk : ∆dnd Ñ QY t8u satisfying
ΠÒν “ lim
kÑ8µk.
By Lemma 8.13, ν “ ΠÓΠÒν is the limit of M-convex functions ΠÓµk : ∆dn Ñ QY t8u. 
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9. CONVEX BODIES AND LORENTZIAN POLYNOMIALS
For any collection of convex bodies K “ pK1, . . . ,Knq in Rd, consider the function
volK : Rně0 ÝÑ R, w ÞÝÑ volpw1K1 ` ¨ ¨ ¨ ` wnKnq,
where w1K1 ` ¨ ¨ ¨ ` wnKn is the Minkowski sum and vol is the Euclidean volume. Minkowski
noticed that the function volK is a degree d homogeneous polynomial in w “ pw1, . . . , wnq with
nonnegative coefficients. We may write
volKpwq “
ÿ
1ďi1,...,idďn
V pKi1 , . . . ,Kidqwi1 ¨ ¨ ¨wid “
ÿ
αP∆dn
d!
α!
VαpKqwα,
where VαpKq is, by definition, the mixed volume
VαpKq “ V pK1, . . . ,K1looooomooooon
α1
, . . . ,Kn, . . . ,Knlooooomooooo
αn
q– 1
d!
BαvolK.
For any convex bodies C0,C1, . . . ,Cd in Rd, the mixed volume V pC1,C2, . . . ,Cdq is symmetric
in its arguments and satisfies the relation
V pC0 ` C1,C2, . . . ,Cdq “ V pC0,C2, . . . ,Cdq ` V pC1,C2, . . . ,Cdq.
We refer to [Sch14] for background on mixed volumes.
Theorem 9.1. The volume polynomial volK is a Lorentzian polynomial for any K “ pK1, . . . ,Knq.
When combined with Theorem 5.1, Theorem 9.1 implies the following statement.
Corollary 9.2. The support of volK is an M-convex for any K “ pK1, . . . ,Knq.
In other words, the set of all α P ∆dn satisfying the non-vanishing condition
V pK1, . . . ,K1looooomooooon
α1
, . . . ,Kn, . . . ,Knlooooomooooo
αn
q ‰ 0
is M-convex for any convex bodies K1, . . . ,Kn in Rd.
Example 9.3. The mixed volume V pC1, . . . ,Cdq is positive precisely when there are line segments
`i Ď Ci with linearly independent directions [Sch14, Theorem 5.1.8]. Thus, when K consists of n
line segments in Rd, Corollary 9.2 states the familiar fact that, for any configuration of n vectors
A Ď Rd, the collection of linearly independent d-subsets of A is the set of bases of a matroid.
Proof of Theorem 9.1. By continuity of the volume functional [Sch14, Theorem 1.8.20], we may
suppose that every convex body in K is d-dimensional. In this case, every coefficient of volK
is positive. Thus, by Theorem 5.1, it is enough to show that BαvolH is Lorentzian for every
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α P ∆d´2n . For this we use a special case of the Brunn-Minkowski theorem [Sch14, Theorem
7.4.5]: For any convex bodies C3, . . . ,Cd in Rd, the function
w ÞÝÑ V
˜
nÿ
i“1
wiKi,
nÿ
i“1
wiKi,C3, . . . ,Cd
¸1{2
is concave on Rną0. In particular, the function´ 2!
d!
BαvolKpwq
¯1{2 “ V˜ nÿ
i“1
wiKi,
nÿ
i“1
wiKi,K1, . . . ,K1looooomooooon
α1
, . . . ,Kn, . . . ,Knlooooomooooo
αn
¸1{2
is concave on Rną0 for every α P ∆d´2n . The conclusion follows from Proposition 5.6. 
The Alexandrov–Fenchel inequality [Sch14, Section 7.3] states that
V pC1,C2,C3, . . . ,Cdq2 ě V pC1,C1,C3, . . . ,CdqV pC2,C2,C3, . . . ,Cdq.
We show that an analog holds for any Lorentzian polynomial.
Proposition 9.4. If f “ řαP∆dn cαα!wα is a Lorentzian polynomial, then
c2α ě cα`ei´ejcα´ei`ej for any i, j P rns and any α P ∆dn.
Proof. Consider the Lorentzian polynomial Bα´ei´ejf . Substituting wk by zero for all k other
than i and j, we get the bivariate quadratic polynomial
1
2
cα`ei´ejw2i ` cαwiw` 12cα´ei`ejw
2
j .
The displayed polynomial is Lorentzian by Theorem 2.10, and hence c2α ě cα`ei´ejcα´ei`ej . 
We may reformulate Proposition 9.4 as follows. Let f be a homogeneous polynomial of de-
gree d in n variables. The complete homogeneous form of f is the multi-linear functionFf : pRnqd Ñ
R defined by
Ff pv1, . . . , vdq “ 1
d!
B
Bx1 ¨ ¨ ¨
B
Bxd fpx1v1 ` ¨ ¨ ¨ ` xdvdq.
Note that the complete homogeneous form of f is symmetric in its arguments. By Euler’s for-
mula for homogeneous functions, we have
Ff pw,w, ¨ ¨ ¨ , wq “ fpwq.
Proposition 9.5. If f is Lorentzian, then, for any v1 P Rn and v2, . . . , vd P Rně0,
Ff pv1, v2, v3, . . . , vdq2 ě Ff pv1, v1, v3, . . . , vdqFf pv2, v2, v3, . . . , vdq.
Proof. For every k “ 1, . . . , d, we write vk “ pvk1, vk2, . . . , vknq, and set
Dk “ vk1 BBw1 ` vk2
B
Bw2 ` ¨ ¨ ¨ ` vkn
B
Bwn .
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By Corollary 2.11, the quadratic polynomial D3 ¨ ¨ ¨Ddf is Lorentzian. We may suppose that the
Hessian H of the quadratic polynomial is not identically zero and vT2 Hv2 ą 0. Note that
vTi Hvj “ DiDjD3 ¨ ¨ ¨Ddf “ d!Ff pvi, vj , v3, . . . , vdq for any i and j.
Since H has exactly one positive eigenvalue, the conclusion follows from Cauchy’s interlacing
theorem. 
10. PROJECTIVE VARIETIES AND LORENTZIAN POLYNOMIALS
Let Y be a d-dimensional irreducible projective variety over an algebraically closed field F. If
D1, . . . ,Dd are Cartier divisors on Y , the intersection product pD1 ¨ . . . ¨ Ddq is an integer defined
by the following properties:
– the product pD1 ¨ . . . ¨Ddq is symmetric and multilinear as a function of its arguments,
– the product pD1 ¨ . . . ¨Ddq depends only on the linear equivalence classes of the Di, and
– if D1, . . . ,Dn are effective divisors meeting transversely at smooth points of Y , then
pD1 ¨ . . . ¨Ddq “ #D1 X . . .XDd.
Given an irreducible subvariety X Ď Y of dimension k, the intersection product
pD1 ¨ . . . ¨Dk ¨Xq
is then defined by replacing each divisor Di with a linearly equivalent Cartier divisor whose
support does not contain X and intersecting the restrictions of Di in X . The definition of the
intersection product linearly extends toR-linear combination of Cartier divisors. If D is a Cartier
divisor on Y , we write pDqd for the self-intersection pD¨. . .¨Dq. We refer to [Ful98] for background
on intersection theory.
Let H “ pH1, . . . ,Hnq be a collection of Cartier divisors on Y . We define the volume polynomial
of H by
volHpwq “ pw1H1 ` ¨ ¨ ¨ ` wnHnqd “
ÿ
αP∆dn
d!
α!
VαpHqwα,
where VαpHq is the intersection product
VαpHq “ pH1 ¨ . . . ¨H1looooomooooon
α1
¨ . . . ¨Hn ¨ . . . ¨Hnloooooomoooooo
αn
q “ 1
d!
BαvolH.
A Cartier divisor D on Y is said to be nef if pD ¨ Cq ě 0 for every irreducible curve C in Y .
Theorem 10.1. If H1, . . . ,Hn are nef divisors on Y , then volHpwq is a Lorentzian polynomial.
When combined with Theorem 5.1, Theorem 10.1 implies the following theorem of Castillo,
Li, and Zhang [CLZ, Theorem 1.1].
Corollary 10.2. If H1, . . . ,Hn are nef divisors on Y , then the support of volHpwq is M-convex.
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In other words, the set of all α P ∆dn satisfying the non-vanishing condition
pH1 ¨ . . . ¨H1looooomooooon
α1
¨ . . . ¨Hn ¨ . . . ¨Hnloooooomoooooo
αn
q ‰ 0
is M-convex for any d-dimensional projective variety Y and any nef divisors H1, . . . ,Hn on Y .
Example 10.3. Let A “ tv1, . . . , vnu be a collection of n vectors in Fd. In [HW17, Section 4], one
can find a d-dimensional projective variety YA and nef divisors H1, . . . ,Hn on YA such that
volHpwq “
ÿ
αPrnds
cαw
α,
where cα “ 1 if α corresponds to a linearly independent subset of A and cα “ 0 if otherwise.
Thus, in this case, Corollary 10.2 states the familiar fact that the collection of linearly indepen-
dent d-subsets of A Ď Fd is the set of bases of a matroid.
Proof of Theorem 10.1. By Kleiman’s theorem [Laz04, Section 1.4], we may suppose that every
divisor in H is very ample. In this case, every coefficient of volH is positive. Thus, by Theorem
5.1, it is enough to show that BαvolH is Lorentzian for every α P ∆d´2n . Note that
2!
d!
BαvolHpwq “
˜
nÿ
i“1
wiHi ¨
nÿ
i“1
wiHi ¨H1 ¨ . . . ¨H1looooomooooon
α1
¨ . . . ¨Hn ¨ . . . ¨Hnloooooomoooooo
αn
¸
.
By Bertini’s theorem [Laz04, Section 3.3], there is an irreducible surface S Ď Y such that
2!
d!
BαvolHpwq “
˜
nÿ
i“1
wiHi ¨
nÿ
i“1
wiHi ¨ S
¸
.
Now the Hodge index theorem [Ful98, Example 15.2.4] for any resolution of singularities of S
implies that the displayed quadratic form has exactly one positive eigenvalue. 
11. POTTS MODEL PARTITION FUNCTIONS AND LORENTZIAN POLYNOMIALS
The q-state Potts model, or the random-cluster model, of a graph is a much studied class of
measures introduced by Fortuin and Kasteleyn [FK72]. We refer to [Gri06] for a comprehensive
introduction to random-cluster models.
Let M be a matroid on rns, and let rkM be the rank function of M. For a nonnegative integer k
and a positive real parameter q, consider the degree k homogeneous polynomial in n variables
Zkq,Mpwq “
ÿ
APrnks
q´rkMpAqwA, w “ pw1, . . . , wnq.
We define the homogeneous multivariate Tutte polynomial of M by
Zq,Mpw0, w1, . . . , wnq “
nÿ
k“0
Zkq,Mpwqwn´k0 ,
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which is a homogeneous polynomial of degree n in n`1 variables. When M is the cycle matroid
of a graph G, the polynomial obtained from Zq,M by setting w0 “ 1 is the partition function of
the q-state Potts model associated to G [Sok05].
Theorem 11.1. For any matroid M and 0 ă q ď 1, the polynomial Zq,M is Lorentzian.
We prepare the proof with two simple lemmas.
Lemma 11.2. The support of Zq,M is M-convex for all 0 ă q ď 1.
Proof. Writing Z6q,M for the polynomial obtained from Zq,M by setting w0 “ 1, we have
supp
`
Z6q,M
˘ “  0, 1(n.
It is straightforward to verify the augmentation property in Lemma 3.3 for t0, 1un. 
For a nonnegative integer k and a subset S Ď rns, we define a degree k homogeneous poly-
nomial ekSpwq by the equation
nÿ
k“0
ekSpwq “
ÿ
AĎS
wA.
In other words, ekSpwq is the k-th elementary symmetric polynomial in the variables twiuiPS .
Lemma 11.3. If S1 \ . . .\ Sm is a partition of rns into m nonempty parts, then
1
n
e1rnspwq2 ď e1S1pwq2 ` ¨ ¨ ¨ ` e1Smpwq2 for all w P Rn.
Proof. Since m ď n, it is enough to prove the statement when m “ n. In this case, we have
pw1 ` ¨ ¨ ¨ ` wnq2 ď npw21 ` ¨ ¨ ¨ ` w2nq,
by the Cauchy-Schwarz inequality for the vectors p1, . . . , 1q and pw1, . . . , wnq in Rn. 
The proof of Theorem 11.1 parallels that of Theorem 12.1.
Proof of Theorem 11.1. Let α be an element of ∆n´2n`1. By Theorem 5.1 and Lemma 11.2, the proof
reduces to the statement that the quadratic form BαZq,M is stable. We prove the statement by
induction on n. The assertion is clear when n “ 1, so suppose n ě 2. When i ‰ 0, we have
BiZq,M “ q´rkMpiqZq,M{i,
where M{i is the contraction of M by i [Oxl11, Chapter 3]. Thus, it is enough to prove that the
following quadratic form is stable:
n!
2
w20 ` pn´ 1q! Z1q,Mpwqw0 ` pn´ 2q! Z2q,Mpwq.
As in the proof of Theorem 12.1, it suffices to show that the discriminant of the displayed qua-
dratic form with respect to w0 is nonnegative:
Z1q,Mpwq2 ě 2 nn´ 1Z
2
q,Mpwq for all w P Rn.
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We prove the inequality after making the change of variables
wi ÞÝÑ
#
wi if i is a loop in M,
qwi if i is not a loop in M.
Write L Ď rns for the set of loops and P1, . . . , P` Ď rnszL for the parallel classes in M [Oxl11,
Section 1.1]. The above change of variables gives
Z1q,Mpwq “ e1rnspwq and Z2q,Mpwq “ e2rnspwq ´ p1´ qq
`
e2P1pwq ` ¨ ¨ ¨ ` e2P`pwq
˘
.
When q “ 1, the desired inequality directly follows from the case m “ n of Lemma 11.3. There-
fore, when proving the desired inequality for an arbitrary 0 ă q ď 1, we may assume that
e2P1pwq ` ¨ ¨ ¨ ` e2P`pwq ă 0.
Therefore, exploiting the monotonicity of Z2q,M in q, the desired inequality reduces to
pn´ 1qe1rnspwq2 ´ 2n
´
e2rnspwq ´ e2P1pwq ´ ¨ ¨ ¨ ´ e2P`pwq
¯
ě 0.
Note that the left-hand side of the above inequality simplifies to
n
´
e1P1pwq2 ` ¨ ¨ ¨ ` e1P`pwq2 `
ÿ
iPL
w2i
¯
´ e1rnspwq2.
The conclusion now follows from Lemma 11.3. 
Mason [Mas72] offered the following three conjectures of increasing strength. Several au-
thors studied correlations in matroid theory partly in pursuit of these conjectures [SW75, Wag08,
BBL09, KN10, KN11].
Conjecture 11.4. For any matroid M on rns and any positive integer k,
(1) IkpMq2 ě Ik´1pMqIk`1pMq,
(2) IkpMq2 ě k`1k Ik´1pMqIk`1pMq,
(3) IkpMq2 ě k`1k n´k`1n´k Ik´1pMqIk`1pMq,
where IkpMq is the number of k-element independent sets of M.
Conjecture 11.4 (1) was proved in [AHK18], and Conjecture 11.4 (2) was proved in [HSW18].
Note that Conjecture 11.4 (3) may be written
IkpMq2`
n
k
˘2 ě Ik`1pMq` n
k`1
˘ Ik´1pMq`
n
k´1
˘ ,
and the equality holds when all pk ` 1q-subsets of rns are independent in M. Conjecture 11.4
(3) is known to hold when n is at most 11 or k is at most 5 [KN11]. See [Sey75, Dow80, Mah85,
Zha85, HK12, HS89, Len13] for other partial results.
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Theorem 11.5. For any matroid M on rns and any positive integer k,
IkpMq2`
n
k
˘2 ě Ik`1pMq` n
k`1
˘ Ik´1pMq`
n
k´1
˘ ,
where IkpMq is the number of k-element independent sets of M.
In [BH], direct proofs of Theorems 11.1 and 11.5 were given.11. Here we deduce Theorem 11.5
from the Lorentzian property of
fMpw0, w1, . . . , wnq “
ÿ
APIpMq
wAw
n´|A|
0 , w “ pw1, . . . , wnq,
where IpMq is the collection of independent sets of M.
Proof of Theorem 11.5. The polynomial fM is Lorentzian by Theorem 11.1 and the identity
fMpw0, w1, . . . , wnq “ lim
qÑ0 Zq,Mpw0, qw1, . . . , qwnq.
Therefore, by Theorem 2.10, the bivariate polynomial obtained from fM by settingw1 “ ¨ ¨ ¨ “ wn
is Lorentzian. The conclusion follows from the fact that a bivariate homogeneous polynomial
with nonnegative coefficients is Lorentzian if and only if the sequence of coefficients form an
ultra log-concave sequence with no internal zeros. 
The Tutte polynomial of a matroid M on rns is the bivariate polynomial
TMpx, yq “
ÿ
AĎrns
px´ 1qrkMprnsq´rkMpAqpy ´ 1q|A|´rkMpAq.
Theorem 11.1 reveals several nontrivial inequalities satisfied by the coefficients of the Tutte poly-
nomial. For example, if we write
wrkMprnsqTM
´
1` q
w
, 1` w
¯
“
nÿ
k“0
´ ÿ
APrnks
qrkMprnsq´rkMpAq
¯
wk “
nÿ
k“0
ckq pMqwk,
then the sequence ckq pMq is ultra log-concave whenever 0 ď q ď 1.
12. M-MATRICES AND LORENTZIAN POLYNOMIALS
We write In for the n ˆ n identity matrix, Jn for the n ˆ n matrix all of whose entries are 1,
and 1n for the nˆ 1 matrix all of whose entries are 1. Let A “ paijq be an nˆ n matrix with real
entries. The following conditions are equivalent if aij ď 0 for all i ‰ j [BP94, Chapter 6]:
– The real part of each nonzero eigenvalue of A is positive.
– The real part of each eigenvalue of A is nonnegative.
– All the principal minors of A are nonnegative.
– Every real eigenvalue of A is nonnegative.
11Independent proofs of Theorems 11.1 and 11.5 were given by Anari et al. in [ALOVII] and [ALOVIII].
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– The matrix A`  In is nonsingular for every  ą 0.
– The univariate polynomial detpxIn `Aq has nonnegative coefficients.
The matrix A is an M-matrix if aij ď 0 for all i ‰ j and if it satisfies any one of the above
conditions. One can find 50 different characterizations of nonsingular M-matrices in [BP94,
Chapter 6]. For a discussion of M-matrices, ultrametrics, and potentials of finite Markov chains,
see [DMS14].
We define the multivariate characteristic polynomial of A by the equation
pApw0, w1, . . . , wnq “ det
´
w0In ` diagpw1, . . . , wnqA
¯
.
In [Hol05, Theorem 4], Holtz proved that the coefficients of the characteristic polynomial of an
M-matrix form an ultra log-concave sequence. We will strengthen this result and prove that the
multivariate characteristic polynomial of an M-matrix is Lorentzian.
Theorem 12.1. If A is an M-matrix, then pA is a Lorentzian polynomial.
Using Example 5.2, we may recover the theorem of Holtz by setting w1 “ ¨ ¨ ¨ “ wn.
Corollary 12.2. If A is an M-matrix, then the support of pA is M-convex.
Since every M-matrix is a limit of nonsingular M-matrices, it is enough to prove Theorem 12.1
for nonsingular M-matrices.
Lemma 12.3. If A is a nonsingular M-matrix, the support of pA is M-convex.
Proof. It is enough to prove that the support of p6A is M6-convex, where
p6Apw1, . . . , wnq “ pAp1, w1, . . . , wnq.
If A is a nonsingular M-matrix, then all the principal minors of A are positive, and hence
supppp6Aq “ t0, 1un.
It is straightforward to verify the augmentation property in Lemma 3.3 for t0, 1un. 
We prepare the proof of Theorem 12.1 with a proposition on doubly sub-stochastic matrices.
Recall that an n ˆ n matrix B “ pbijq with nonnegative entries is said to be doubly sub-stochastic
if
nÿ
j“1
bij ď 1 for every i and
nÿ
i“1
bij ď 1 for every j.
A partial permutation matrix is a zero-one matrix with at most one nonzero entry in each row
and column. We use Mirsky’s analog of the Birkhoff-von Neumann theorem for doubly sub-
stochastic matrices [HJ94, Theorem 3.2.6]: The set of nˆn doubly sub-stochastic matrix is equal
to the convex hull of the nˆ n partial permutation matrices.
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Lemma 12.4. For n ě 2, define nˆ n matrices Mn and Nn by
Mn “
¨˚
˚˚˚˚
˚˝˚˚
2 1 0 ¨ ¨ ¨ 0 1
1 2 1 ¨ ¨ ¨ 0 0
0 1 2 ¨ ¨ ¨ 0 0
...
...
...
. . .
...
...
0 0 0 ¨ ¨ ¨ 2 1
1 0 0 ¨ ¨ ¨ 1 2
‹˛‹‹‹‹‹‹‹‚
, Nn “
¨˚
˚˚˚˚
˚˝˚˚
2 1 0 ¨ ¨ ¨ 0 0
1 2 1 ¨ ¨ ¨ 0 0
0 1 2 ¨ ¨ ¨ 0 0
...
...
...
. . .
...
...
0 0 0 ¨ ¨ ¨ 2 1
0 0 0 ¨ ¨ ¨ 1 2
‹˛‹‹‹‹‹‹‹‚
.
Then the matrices Mn ´ 2nJn and Nn ´ 2nJn are positive semidefinite. Equivalently,
Mn`1 –
˜
Mn 1n
1Tn
n
2
¸
, Nn`1 –
˜
Nn 1n
1Tn
n
2
¸
are positive semidefinite.
Proof. We define symmetric matrices Ln`1 and Kn`1 by
Ln`1 “
¨˚
˚˚˚˚
˚˚˚˚
˚˝
1 1 0 ¨ ¨ ¨ 0 0 1
2
1 2 1 ¨ ¨ ¨ 0 0 1
0 1 2 ¨ ¨ ¨ 0 0 1
...
...
...
. . .
...
...
...
0 0 0 ¨ ¨ ¨ 2 1 1
0 0 0 ¨ ¨ ¨ 1 1 1
2
1
2
1 1 ¨ ¨ ¨ 1 1
2
n
2
‹˛‹‹‹‹‹‹‹‹‹‚
, Kn`1 “
¨˚
˚˚˚˚
˚˚˚˚
˚˝
1 1 0 ¨ ¨ ¨ 0 0 1
2
1 2 1 ¨ ¨ ¨ 0 0 1
0 1 2 ¨ ¨ ¨ 0 0 1
...
...
...
. . .
...
...
...
0 0 0 ¨ ¨ ¨ 2 1 1
0 0 0 ¨ ¨ ¨ 1 2 1
1
2
1 1 ¨ ¨ ¨ 1 1 n
2
‹˛‹‹‹‹‹‹‹‹‹‚
.
As before, the subscript indicates the size of the matrix. We show, by induction on n, that the
matrices Ln`1 and Kn`1 are positive semidefinite. It is straightforward to check that L3 and
K3 are positive semidefinite. Perform the symmetric row and column elimination of Ln`1 and
Kn`1 based on their 1ˆ 1 entries, and notice that
Ln`1 »
¨˚
˚˚˚˚
˚˚˚˚
˚˝
1 0 0 ¨ ¨ ¨ 0 0 0
0 1 1 ¨ ¨ ¨ 0 0 1
2
0 1 2 ¨ ¨ ¨ 0 0 1
...
...
...
. . .
...
...
...
0 0 0 ¨ ¨ ¨ 2 1 1
0 0 0 ¨ ¨ ¨ 1 1 1
2
0 1
2
1 ¨ ¨ ¨ 1 1
2
n
2
´ 1
4
‹˛‹‹‹‹‹‹‹‹‹‚
, Kn`1 »
¨˚
˚˚˚˚
˚˚˚˚
˚˝
1 0 0 ¨ ¨ ¨ 0 0 0
0 1 1 ¨ ¨ ¨ 0 0 1
2
0 1 2 ¨ ¨ ¨ 0 0 1
...
...
...
. . .
...
...
...
0 0 0 ¨ ¨ ¨ 2 1 1
0 0 0 ¨ ¨ ¨ 1 1 1
0 1
2
1 ¨ ¨ ¨ 1 1 n
2
´ 1
4
‹˛‹‹‹‹‹‹‹‹‹‚
,
where the symbol » stands for the congruence relation for symmetric matrices. Since Ln is
positive semidefinite, Ln`1 is congruent to the sum of positive semidefinite matrices, and hence
Ln`1 is positive semidefinite. Similarly, since Kn is positive semidefinite, Kn`1 is congruent to
the sum of positive semidefinite matrices, and hence Kn`1 is positive semidefinite.
We now prove that the symmetric matrices Mn`1 and Nn`1 are positive semidefinite. Per-
form the symmetric row and column elimination of Mn`1 and Nn`1 based on their 1ˆ1 entries,
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and notice that
Mn`1 »
¨˚
˚˚˚˚
˚˚˚˚
˚˝
2 0 0 ¨ ¨ ¨ 0 0 0
0 3
2
1 ¨ ¨ ¨ 0 ´ 1
2
1
2
0 1 2 ¨ ¨ ¨ 0 0 1
...
...
...
. . .
...
...
...
0 0 0 ¨ ¨ ¨ 2 1 1
0 ´ 1
2
0 ¨ ¨ ¨ 1 3
2
1
2
0 1
2
1 ¨ ¨ ¨ 1 1
2
n´1
2
‹˛‹‹‹‹‹‹‹‹‹‚
, Nn`1 »
¨˚
˚˚˚˚
˚˚˚˚
˚˝
2 0 0 ¨ ¨ ¨ 0 0 0
0 3
2
1 ¨ ¨ ¨ 0 0 1
2
0 1 2 ¨ ¨ ¨ 0 0 1
...
...
...
. . .
...
...
...
0 0 0 ¨ ¨ ¨ 2 1 1
0 0 0 ¨ ¨ ¨ 1 2 1
0 1
2
1 ¨ ¨ ¨ 1 1 n´1
2
‹˛‹‹‹‹‹‹‹‹‹‚
.
Since Ln is positive semidefinite, Mn`1 is congruent to the sum of two positive semidefinite
matrices, and hence Mn`1 is positive semidefinite. Similarly, since Kn is positive semidefinite,
Nn`1 is congruent to the sum of two positive semidefinite matrices, and hence Nn`1 is positive
semidefinite. 
Proposition 12.5. If B is an n ˆ n doubly sub-stochastic matrix, then 2In ` B ` BT ´ 2nJn is
positive semidefinite.
Proof. Let Cn be the symmetric matrix 2In ` B` BT , and let Cn`1 be the symmetric matrix
Cn`1 –
˜
Cn 1n
1Tn
n
2
¸
.
It is enough to prove that Cn`1 is positive semidefinite. Since the convex hull of the partial per-
mutation matrices is the set of doubly sub-stochastic matrix, the proof reduces to the case when
B is a partial permutation matrix. We use the following extension of the cycle decomposition
for partial permutations: For any partial permutation matrix B, there is a permutation matrix P
such that PBPT is a block diagonal matrix, where each block diagonal is either zero, identity,¨˚
˚˚˚˚
˚˝˚˚
0 0 0 ¨ ¨ ¨ 0 1
1 0 0 ¨ ¨ ¨ 0 0
0 1 0 ¨ ¨ ¨ 0 0
...
...
...
. . .
...
...
0 0 0 ¨ ¨ ¨ 0 0
0 0 0 ¨ ¨ ¨ 1 0
‹˛‹‹‹‹‹‹‹‚
or
¨˚
˚˚˚˚
˚˝˚˚
0 0 0 ¨ ¨ ¨ 0 0
1 0 0 ¨ ¨ ¨ 0 0
0 1 0 ¨ ¨ ¨ 0 0
...
...
...
. . .
...
...
0 0 0 ¨ ¨ ¨ 0 0
0 0 0 ¨ ¨ ¨ 1 0
‹˛‹‹‹‹‹‹‹‚
.
Using the cyclic decomposition for B, we can express the matrix Cn`1 as a sum, where each
summand is positive semidefinite by Lemma 12.4. 
Proof of Theorem 12.1. Since every M-matrix is a limit of nonsingular M-matrices, we may sup-
pose that A is a nonsingular M-matrix. For k “ 0, 1, . . . , n, we set
pkApwq “
ÿ
αPrnks
Aαw
α, w “ pw1, . . . , wnq,
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where Aα is the principal minor of A corresponding to α, so that
pApw0, w1, . . . , wnq “
nÿ
k“0
pkApwqwn´k0 .
Lemma 12.3 shows that the support of pA is M-convex. Therefore, by Theorem 5.1, it is enough
to prove that BippAq is Lorentzian for i “ 0, 1, . . . , n. We prove this statement by induction on n.
The assertion is clear when n “ 1, so suppose n ě 2. When i ‰ 0, we have
BippAq “ pA{i,
where A{i is the M-matrix obtained from A by deleting the i-th row and column. Thus, it is
enough to prove that the following quadratic form is stable:
n!
2
w20 ` pn´ 1q! p1Apwqw0 ` pn´ 2q! p2Apwq.
Recall that a homogeneous polynomial f with nonnegative coefficients in n ` 1 variables is
stable if and only if the univariate polynomial fpxu´ vq has only real zeros for all v P Rn`1 for
some u P Rn`1ě0 satisfying fpuq ą 0. Therefore, it suffices to show that the discriminant of the
displayed quadratic form with respect to w0 is nonnegative:
p1Apwq2 ě 2nn´ 1p
2
Apwq for all w P Rn.
In terms of the entries of A, the displayed inequality is equivalent to the statement that the
matrix
´
aijaji ´ 1naiiajj
¯
is positive semidefinite. According to the 29-th characterization of
nonsingular M-matrices in [BP94, Chapter 6], there are positive diagonal matrices D and D1
such thatDAD1 has all diagonal entries 1 and all row sums positive. Therefore, we may suppose
that A has all diagonal entries 1 and all the row sums of A are positive. Under this assumption,´
aijaji ´ 1
n
aiiajj
¯
“ In ´ B´ 1
n
Jn,
where ´B is a symmetric doubly sub-stochastic matrix all of whose diagonal entries are zero.
The conclusion follows from Proposition 12.5. 
13. LORENTZIAN PROBABILITY MEASURES
There are numerous important examples of negatively dependent “repelling” random vari-
ables in probability theory, combinatorics, stochastic processes, and statistical mechanics. See,
for example, [Pem00]. A theory of negative dependence for strongly Rayleigh measures was de-
veloped in [BBL09], but the theory is too restrictive for several applications. Here we introduce
a broader class of discrete probability measures using the Lorentzian property.
A discrete probability measure µ on t0, 1un is a probability measure on t0, 1un such that all
subsets of t0, 1un are measurable. The partition function of µ is the polynomial
Zµpwq “
ÿ
SĎrns
µ
`tSu˘ź
iPS
wi.
The following notions capture various aspects of negative dependence:
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– The measure µ is pairwise negatively correlated (PNC) if for all distinct i and j in rns,
µpEi X Ejq ď µpEiqµpEjq,
where Ei is the collection of all subsets of rns containing i.
– The measure µ is ultra log-concave (ULC) if for every positive integer k ă n,
µ
´“
n
k
‰¯2
`
n
k
˘2 ě µ
´“
n
k´1
‰¯`
n
k´1
˘ µ
´“
n
k`1
‰¯`
n
k`1
˘ .
– The measure µ is strongly Rayleigh if for all distinct i and j in rns,
Zµpwq BiBjZµpwq ď BiZµpwq BjZµpwq for all w P Rn.
Let P be a property of discrete probability measures. We say that µ has property P if, for every
x P Rną0, the discrete probability measure on t0, 1un with the partition function
Zµpx1w1, . . . , xnwnq{Zµpx1, . . . , xnq
has property P. The new discrete probability measure is said to be obtained from µ by applying
the external field x P Rną0. For example, the property PNC for µ is equivalent to the 1-Rayleigh
property
Zµpwq BiBjZµpwq ď BiZµpwq BjZµpwq for all distinct i, j in rns and all w P Rną0.
More generally, for a positive real number c, we say that µ is c-Rayleigh if
Zµpwq BiBjZµpwq ď cBiZµpwq BjZµpwq for all distinct i, j in rns and all w P Rną0.
Definition 13.1. A discrete probability measure µ on t0, 1un is Lorentzian if the homogenization
of the partition function wn0 Zµpw1{w0, . . . , wn{w0q is a Lorentzian polynomial.
For example, if A is an M-matrix of size n, the probability measure on t0, 1un given by
µ
`tSu˘9´the principal minor of A corresponding to S¯, S Ď rns,
is Lorentzian by Theorem 12.1. Results from the previous sections reveal basic features of
Lorentzian measures, some of which may be interpreted as negative dependence properties.
Proposition 13.2. If µ is Lorentzian, then µ is 2-Rayleigh.
Proof. Lemma 3.2 and Corollary 4.5 show that Zµ is a 2
´
1´ 1n
¯
-Rayleigh polynomial. 
Proposition 13.3. If µ is Lorentzian, then µ is ULC.
Proof. Since any probability measure obtained from a Lorentzian probability measure by ap-
plying an external field is Lorentzian, it suffices to prove that µ is ULC. By Theorem 2.10, the
bivariate homogeneous polynomial wn0 Zµpw1{w0, . . . , w1{w0q is Lorentzian. Therefore, by Ex-
ample 5.2, its sequence of coefficients must be ultra log-concave. 
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Proposition 13.4. The class of Lorentzian measures is preserved under the symmetric exclusion
process.
Proof. The statement is Corollary 6.9 for homogenized partition functions of Lorentzian proba-
bility measures. 
Proposition 13.5. If µ is strongly Rayleigh, then µ is Lorentzian.
Proof. A multi-affine polynomial is stable if and only if it is strongly Rayleigh [Bra¨07, Theorem
5.6], and a polynomial with nonnegative coefficients is stable if and only if its homogeniza-
tion is stable [BBL09, Theorem 4.5]. By Proposition 2.2, homogeneous stable polynomials with
nonnegative coefficients are Lorentzian. 
For a matroid M on rns, we define probability measures µM and νM on t0, 1un by
µM “ the uniform measure on t0, 1un concentrated on the independent sets of M,
νM “ the uniform measure on t0, 1un concentrated on the bases of M.
Proposition 13.6. For any matroid M on rns, the measures µM and νM are Lorentzian.
Proof. The homogenized partition function fM of µM is Lorentzian by Theorem 11.1 and
fMpw0, w1, . . . , wnq “ lim
qÑ0 Zq,Mpw0, qw1, . . . , qwnq.
The partition function of νM is Lorentzian by Theorem 7.1. Since the product of Lorentzian
polynomials is Lorentzian, it follows that νM is Lorentzian. 
Let G be an arbitrary finite graph and let i and j be any distinct edges of G. A conjecture of
Kahn [Kah00] and Grimmett-Winkler [GW04] states that, if F is a forest in G chosen uniformly
at random, then
PrpF contains i and jq ď PrpF contains iqPrpF contains jq.
Clearly, the conjecture is equivalent to the statement that µM is 1-Rayleigh for any graphic ma-
troid M. Propositions 13.2 and 13.6 show that µM is 2-Rayleigh for any matroid M.
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