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Résumé
Les algorithmes GSAT et WalkSAT ont un compor-
tement, bien connu expérimentalement, mais relative-
ment peu étudié théoriquement. Nous étudions ici un
modèle de GSAT et WalkSAT sous la forme de châınes
de Markov, modèle exact pour la partie gloutonne, ap-
proché pour la version avec random restart. Les résultats
classiques sur les châınes de Markov permettent d’en dé-
duire deux nouvelles majorations de l’espérance du temps
de calcul de WalkSAT sans random restart, en fonction
des valeurs propres de la matrice de transition associée.
Nous montrons expérimentalement sur de petites ins-
tances que cette borne permet de retrouver le paramé-
trage optimal observé dans la littérature. Nous donnons
ensuite deux résultats sur l’espérance de GSAT ou Walk-
SAT avec random restart en fonction du nombre d’ité-
rations avant random restart (entre autres). Même si
les résultats restent à approfondir, ce modèle donne une
piste vers une étude théorique du paramétrage optimal
et, au delà, du comportement de ces algorithmes.
1 Introduction
Les algorithmes incomplets sont devenus des mé-
thodes de choix pour la résolution de problèmes d’op-
timisation combinatoire en raison de leur efficacité.
On s’intéressera ici aux méthodes trajectoire (par op-
position aux méthodes maintenant une population de
points de l’espace de recherche comme les algorithmes
génétiques ou fourmis), dont les plus courants sont
le tabu search, le recuit simulé ou encore les mé-
thodes dédiées à SAT souvent dérivées de GSAT[10] et
WalkSAT[9]. Le but est d’optimiser itérativement une
fonction de coût f définie sur l’espace de recherche, à
partir d’un point choisi aléatoirement. On trouve tou-
jours une étape d’optimisation gloutonne sur un voisi-
nage du point courant, et divers mécanismes d’échap-
pement : les méthodes gloutonnes étant par nature
bloquées dans des minima locaux de f , il faut autori-
ser l’algorithme à détériorer f de temps en temps pour
éviter ces bloquages.
1.1 Algorithmes incomplets et probabilités
Quelle que soit la méthode de recherche locale consi-
dérée, on trouve généralement une composante aléa-
toire, souvent à plusieurs niveaux : choix du meilleur
voisin (aléatoirement parmi les meilleurs voisins), pro-
babilité de random walk pour WalkSAT, conditionne-
ment à la température pour le recuit simulé, etc. Le
comportement de ces algorithmes est donc intrinsèque-
ment aléatoire.
La littérature fournit pléthore de tels algorithmes
pour un ensemble de problèmes extrêmement vaste, ce
qui donne une connaissance assez large de leur com-
portement expérimental. On peut considérer comme
communément admis les faits expérimentaux suivants :
(a) les algorithmes sont très efficaces (ie répondent
en moyenne plus vite que les méthodes complètes
si le problème est satisfiable) en général. Cepen-
dant, pour une même classe de problèmes (SAT
par exemple), cette efficacité peut varier forte-
ment selon les instances, même satisfiables ;
(b) en général, le comportement de l’algorithme dé-
pend assez fortement d’un certain nombre de pa-
ramètres : tabu tenure, probabilité de random
walk, itérations avant random restart, etc ;
(c) pour un problème dont la satisfiabilité est incon-
nue, le caractère incomplet de ces algorithmes in-
terdit de conclure quand ils ne répondent pas. En
général, la recherche est coupée après un nombre
suffisamment grand d’itérations, l’information dé-
duite étant ”il est fort possible que le problème
soit insoluble”.
S’agissant d’algorithmes probabilistes, un certain
nombre de ces observations devraient pouvoir s’expli-
quer au niveau théorique. Il existe pourtant assez peu
de résultats théoriques, et ceux qui existent concernent
principalement le recuit simulé ou les algorithmes gé-
nétiques. La convergence asymptotique est en général
prouvée. C’est le cas du Tabu Search [3] ou de Walk-
SAT [5]. Des résultats plus précis sur l’évolution du
temps de calcul en fonction du paramètre de random
walk p sont donnés dans [7], et testés sur de petites
instances.
1.2 Pourquoi un modèle probabiliste
Le but de ce travail est de donner un modèle pro-
babiliste du comportement d’algorithmes de recherche
locale. Qu’il s’agisse du Tabu Search, du recuit simulé
ou de WalkSAT, ces algorithmes se traduisent naturel-
lement en châınes de Markov, objets probabilistes qui
évoluent dans le temps en ne tenant pas compte du
passé. Ce modèle a été largement utilisé pour prouver
des convergences ou dépendances au paramétrage des
algorithmes génétiques ou du recuit simulé. Sur Walk-
SAT, il est aussi utilisé dans [7] pour une étude du
paramétrage du random walk, donnant des résultats
statistiques vérifiés sur de petites instances.
Au niveau même du modèle, plusieurs difficultés
apparaissent. D’abord, les mécanismes d’échappement
comme le random restart ou le tabu introduisent une
mémoire. Cette mémoire n’est que partielle, limitée à
un certain nombre d’itérations, mais cela complique le
modèle. Ensuite, la nature de l’algorithme et du pro-
blème d’optimisation peut compliquer encore le mo-
dèle, avec par exemple des voisinages complexes, des
fonctions de coût délicates à exprimer ou très variables
sur l’espace de recherche, etc. Pour toutes ces raisons,
on s’intéresse aux algorithmes GSAT et WalkSAT, qui
sont facilement exprimables sans mémoire de l’espace
visité, bien connus expérimentalement, et s’attaquent
à un problème propre (au sens où toutes les variables
sont booléennes et ont le même rôle, et toutes les
contraintes sont de la même forme).
Donner un modèle probabiliste à des algorithmes
de résolution de problèmes fortement combinatoires
semble à la fois capital (il s’agit de comprendre leur
comportement) et näıf : sans perte d’information, la
complexité du modèle est évidemment équivalente à
celle du problème de départ, ou pire. Un calcul sur le
temps d’exécution par exemple, sans changer la taille
du problème (nombre de variables dans le cas de SAT),
est inutile car de complexité au moins égale à celle
du problème de départ, difficulté que l’on rencontrera
dans la suite. Dans ce cas, pourquoi donner un tel mo-
dèle ? D’abord, on peut envisager des résultats appro-
chés ou en probabilité. Ce que dit l’intuition en (a) ou
(c) est peut-être ainsi quantifiable en probabilité. En-
suite, même si les calculs pratiques sont impossibles en
temps raisonnables, en théorie rien n’interdit d’obte-
nir des calculs exacts et de faire une approximation en
pratique, ce qui permettrait d’envisager des encadre-
ments des paramètres, cf (b). C’est le sens des résultats
préliminaires donnés dans cet article.
La section 2 rappelle quelques résultats classiques
sur les châınes de Markov, et décrit le modèle de GSAT
et WalkSAT dans ce formalisme. La section 3 donne
deux majorations du temps de calcul pour WalkSAT
en fonction de caractéristiques de la châıne associée.
Ces majorations sont d’une complexité trop grande
pour être calculées systématiquement, mais on montre
dans la section 4 qu’elles permettent de retrouver le
paramétrage optimal observé dans la littérature pour
de petites instances de SAT. Enfin, la section 5 décrit
une manière d’ajouter le mécanisme de random restart
au modèle de façon approchée.
2 Eléments sur les châınes de Markov
Nous présentons ici quelques résultats classiques sur
les châınes de Markov, uniquement dans la mesure où
ils sont nécessaires dans la suite. C’est un formalisme
très classique en théorie des probabilités, pour une pré-
sentation complète voir par exemple [1]. Les deux pre-
miers paragraphes sont indépendants des algorithmes
considérés. Nous ne nous intéresserons qu’à des châınes
homogènes à temps discret et espace d’états fini.
2.1 Châınes d’ordre 1 homogènes
Soit un espace d’états fini S = {s1 . . . sn}. Une
châıne de Markov d’ordre t sur S est une suite de va-
riables aléatoires (Xi)i∈N à valeurs dans S, telle que Xi
ne dépend que de Xi−1 . . . Xi−t. On s’intéressera uni-
quement à des châınes d’ordre 1, dont chaque variable
aléatoire ne dépend que de la précédente, et homo-
gènes, c’est-à-dire que la dépendance est constante au
cours du temps.
Dans ce cas, il est pratique de représenter les pro-
babilités de transition de si à sj sous la forme d’une
matrice M appelée matrice de transition, définie par
Mi,j = P(Xi+1 = sj |Xi = si). On vérifie aisément que
Mp donne les probabilités de transition pour p itéra-
tions de la châıne, et que si µ est une distribution sur
les états S, alors Mp ∗ µ est la distribution après p
itérations. La matrice M peut aussi être vue comme
définissant un graphe sur l’espace de recherche, dont
les arêtes sont étiquetées par les probabilités de tran-
sition.
2.2 Châınes absorbantes
La plupart des résultats classiques sur les châınes
de Markov concernent des châınes irréductibles, telles
que de chaque état il est possible d’atteindre tout autre
état en un nombre fini d’itérations. Ce n’est hélas pas
le cas des châınes qui nous intéressent : GSAT comme
WalkSAT ne ressortent pas des états solutions du pro-
blème SAT considéré. Quand l’algorithme trouve une
solution, il s’arrête et la probabilité de passer à tout
autre état est 0. C’est une des conditions définissant
les châınes absorbantes : intuitivement, une châıne ab-
sorbante a des états ”puits”, dont elle ne peut ressortir,
et de tout autre état il est possible d’atteindre un état
puit.
Formellement, un état si d’une châıne de Markov est
dit absorbant si il est impossible à quitter, ie Mi,i = 1
et Mi,j = 0 pour i 6= j. Une châıne de Markov est dite
absorbante si
– elle a au moins un état absorbant,
– de chaque état, il est possible d’atteindre un état
absorbant.
Dans ce cas, il est pratique d’écrire la matrice de
transition en réordonnant les états : d’abord, les états







où I est l’identité et 0 est la matrice remplie de 0.
On notera ainsi ces deux matrices indépendamment de
leurs dimension, de même que M , pour ne pas alourdir
les notations.
Intuitivement, R est la matrice qui permet de
s’échapper des états transients pour arriver à une solu-
tion. Q au contraire représente le sous-graphe associé
aux états transients. La châıne boucle un certain temps
dans Q, puis passe une fois par R pour tomber un état
puit, et ne plus en ressortir.
Dans toute la suite on notera 1 =t (1, . . . , 1), Sol
l’ensemble des états absorbants, α le nombre d’états
absorbants et T l’ensemble des états transients. Les
matrices absorbantes vérifient les propriétés suivantes
(résultats courants de la littérature, voir par exemple
[1]) :
(i) soit N l’inverse de I − Q, N = I + Q + Q2 +
Q3 . . .. N est bien définie et Ni,j est l’espérance
du nombre de passages en sj en partant de si.
(ii) soit t = N ∗ 1. Soit µ une distribution sur S.
L’espérance du nombre d’itérations avant absorp-
tion, avec la distribution initiale µ, est donnée par∑
i|si∈T µ(si)ti.
(iii) soit ||t||1 =
∑
1≤i≤n−α |ti| (norme classique
sur les espaces vectoriels appelée norme un). Soit
E(abs) l’espérance du temps d’absorption. Si la
distribution de départ µ est uniforme sur l’espace,
égale à x, on a E(abs) = x||t||1.
(iv) t est la solution de l’équation t = Q ∗ t + 1.
(v) la probabilité que la châıne soit absorbée est 1,
ie Qz → 0 quand z →∞.
2.3 Expression de GSAT et WalkSAT
On traduit ici les algorithmes considérés, GSAT et
WalkSAT, en châınes de Markov. Intuitivement, ces
deux algorithmes effectuent des sauts de voisinage en
voisinage dans l’espace de recherche sans mémoire de
l’espace visité, et la traduction doit être naturelle. Ce-
pendant, les mécanismes de random walk et surtout de
random restart demandent un minimum d’attention.
Soit F une formule sur n variables, S l’espace de re-
cherche pour l’algorithme GSAT associé (de taille 2n),
Sol l’ensemble des solutions, α = |Sol| le nombre de
solutions, f : S → N la fonction comptant le nombre
de clauses fausses dans F , V : S → P(S) la fonction de
voisinage habituelle (flip d’une variable apparaissant
dans une clause fausse).
On considère d’abord l’algorithme donné sur la fi-
gure 1, prenant en entrée une instanciation s ∈ S et
un paramètre de random walk p ∈ [0, 1]. Pour p = 0,
cet algorithme est la boucle gloutonne de GSAT, sans
random restart et sans limite du nombre d’itérations.
Pour p > 0, c’est la boucle interne de WalkSAT, qui
ne peut plus vraiment être qualifiée de gloutonne car
elle autorise des pas aléatoires sur le voisinage avec
probabilité p.
Dans ce cas, l’information calculée est toujours lo-
cale à l’itération courante et strictement indépendante
du passé (pas de condition d’arrêt, donc pas besoin
de compter les itérations). L’espace de recherche S est
l’ensemble des états noté également S ci-dessus. L’al-
gorithme définit une châıne de Markov d’ordre 1 dont
la matrice de transition dépend de F .
Pour GSAT et WalkSAT, les états absorbants sont
exactement les solutions Sol du problème SAT asso-
cié à F . On notera MG la matrice de transition as-
sociée à GSAT, MW celle associée à WalkSAT. Dans
la suite, les notations introduites précédemment se-
ront conservées, indicées par G s’il s’agit de GSAT
1: while f(s) 6= 0 do
2: v ← V (s)
3: if f(s) = 0 then
4: return s
5: else
6: if random(1) ≤ 1− p then
7: s← random({s′ ∈ v, s′ différent de s d’une







Fig. 1 – La boucle interne de GSAT et WalkSAT, sans
random restart, sans limite du nombre d’itérations.
et par W s’il s’agit de WalkSAT. On peut remarquer
qu’en posant V la sous-matrice de taille 2n − α du
graphe des voisinages (tels que définis ci-dessus), on a
QW = (1−p)∗QG +p∗V . Enfin, la matrice MG a une
forme très particulière : sur une ligne i, si βi < n est la
taille du voisinage restreint (cf ligne 7 de l’algorithme
donné sur la figure 1), elle vaut 0 sauf en βi cases où
elle vaut 1/βi.
2.4 Expression du random restart
Qu’il s’agisse de GSAT ou WalkSAT, un mécanisme
de random restart est ajouté à la boucle donnée en 1.
Toutes les m itérations, l’algorithme repart aléatoire-
ment avec une probabilité uniforme sur S. La figure
2 rappelle précisément l’algorithme, prenant en entrée
le paramètre p, et un nombre maximum d’itérations
avant random restart m.
1: while f(s) 6= 0 do
2: int i=0 ;
3: while f(s) 6= 0 et i < m do
4: s← random(S)





Fig. 2 – Le mécanisme de random restart, sans limite
du nombre de random restarts
Du point de vue des châınes de Markov, cela si-
gnifie que l’information calculée à l’itération i ne dé-
pend plus seulement de l’itération précédente. On a
donc naturellement une châıne d’ordre m+1. En théo-
rie, cela ne gêne en rien l’application du formalisme :
tout châıne d’ordre t > 1 peut en effet s’exprimer
comme une châıne d’ordre 1 équivalente, et les résul-
tats s’appliquent. Cependant, la châıne ainsi formée
a un nombre d’états exponentiel en le nombre initial
d’états, qui est déjà 2n dans notre cas.
Pour contourner ce problème on peut aussi exprimer
le random restart sous une forme sensiblement diffé-
rente : au lieu de redémarrer toutes les m itérations,
on choisit à chaque itération de redémarrer, avec une
probabilité de x = 1/(m + 1), ou de continuer le fonc-
tionnement normal de GSAT ou WalkSAT, avec une
probabilité m/(m + 1). L’avantage est bien sûr de re-
trouver une châıne d’ordre 1, bien plus facile à traiter.
Cela n’est pas rigoureusement équivalent. Mais le
nombre moyen de random restarts est le même dans
les deux cas. Les châınes qui nous intéressent ne sont
pas complètement indépendantes, cependant la dépen-
dance est limitée (ordre 1) et constante. Or pour des
variables aléatoires indépendantes, les deux modèles
sont équivalents. En revanche, pour des variables aléa-
toires non indépendantes, on trouve aisément des cas
de non-équivalence : dans le premier modèle, tout ce
qui se passe après m est de l’information perdue et on
peut placer des pics où l’on veut après m pour per-
turber l’espérance. Mais la construction suppose une
forme de dépendance à long terme (supérieure à 1).
L’approximation réalisée semble donc raisonnable.
2.5 Convergence
Le même type de modèle probabiliste est utilisé par
[5] pour étudier la convergence de GSAT et WalkSAT,
résultats que l’on rappelle brièvement ici. Pour GSAT,
on peut construire des instances telles qu’il peut rester
bloqué autour d’un minimum local et ne pas terminer.
Il est également impossible de démontrer la conver-
gence de WalkSAT : l’algorithme peut rester bloqué
dans un cycle en modifiant indéfiniment le même bit
par exemple (même si c’est extrêmement peu pro-
bable). Hoos [5] prouve que WalkSAT vérifie une pro-
priété plus faible appelée Probabilistic Approximate
Completeness (PAC). Si on note pl la probabilité
que l’algorithme (sans restart) ait trouvé une solution




Remarque Plus généralement, en définissant un al-
gorithme de recherche locale comme d’habitude (itéra-
tions de voisinage en voisinage), on peut montrer qu’il
y a équivalence entre ”l’algorithme vérifie la PAC” et
”la châıne associée est absorbante” [8].
3 Majoration du temps de calcul
On cherche ici une propriété sur le temps d’ab-
sorption de la châıne associée à WalkSAT, qui cor-
respond au temps de calcul moyen de l’algorithme.
D’après (iii), cette espérance dépend du vecteur t, qui
d’après (ii) mesure le temps d’absorption pour chacun
des états de départ. Pour WalkSAT, la loi de départ
est uniforme sur S et µ est constante égale à 1/2n.
L’espérance du temps d’absorption est donc égale à
1/2n||t||1. Elle dépend de la forme de Q, qui dépend
elle même de F (donc de n). On la notera E(F ).
On s’intéresse ici à ||t||1, que l’on calcule en fonction
des valeurs propres de QW . Dans cette section, tous les
calculs concernent WalkSAT et on omettra l’indice W
par souci de clarté.
Intuitivement, l’idée du calcul est la suivante : on
utilise l’équation (iv) pour calculer les composantes
de t. Cependant, le calcul de Q ∗ t contient beaucoup
trop de termes. On ne sait pas si Q est diagonalisable
dans R ou C, mais elle est en tous cas jordanisable
dans C, et cela simplifie beaucoup la forme de Q ∗ t.
Inconvénient, il n’existe pas nécessairement de base de
Jordan orthonormée, d’où une difficulté pour prendre
les normes un en fonction des coordonnées de t et de
1. On calcule donc d’abord les composantes de t dans
une base de Jordan normée pour Q, en fonction des
valeurs propres de Q. Ensuite, on utilise ce calcul et les
propriétés de la norme un pour donner une majoration
||t||1.
3.1 Calcul de t dans la base de Jordan
Soit B = (eik)1≤i≤p,1≤k≤ti une base de Jordan pour
Q, que l’on choisit normée pour la norme un, et QJ la
réduction de Jordan de Q dans cette base :
QJ =






. . . . . . 0
0 . . . 0 Jp






. . . . . .
...
. . . . . . 1
0 . . . 0 λk

Soit tJ l’expression de t dans B et tik sa coordon-
née sur eik. Pour calculer le produit QJ ∗ tJ il suffit









λi ∗ ti1 + ti2
λi ∗ ti2 + ti3
...





L’équation (iv) se traduit de même indépendam-
ment sur chaque bloc. On a besoin des coordonnées
de 1 dans B que l’on notera (uik)i,k. On a alors{ titi = λi ∗ titi + ui1
tik = λi ∗ tik + tik+1 + uik si k 6= 1
En dépliant les équations, on en déduit une expres-






3.2 Majoration de ||t||1
La base B permet de faire le calcul, mais elle n’est
pas nécessairement orthonormée ce qui est gênant pour
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et pour tout i,k, |uik| ≤ ||1||1 = 2n − α d’où






















On obtient une majoration de E(F ), qui représente
le temps de calcul de WalkSAT, en fonction des valeurs
propres de la matrice de la châıne de Markov associé
et de leur ordre de multiplicité.
3.3 Majoration grossière
On donne ici une majoration grossière de E(F ), en
majorant d’un coup tous les termes 1|1−λi|k−r . On uti-
lisera la proposition 1.
Proposition 1. La valeur propre |λ∗| de Q la plus
proche de 1 (au sens où |1−λ| est minimal) est unique,
réelle et correspond à la valeur propre de plus grand
module de Q.
Démonstration. La matrice Q est irréductible par
construction. Par le théorème de Perron-Frobenius, le
rayon spectral de Q (rayon de la plus petite boule
contenant toutes les valeurs propres) est une valeur
propre simple, strictement positive. Soit λ∗ ∈ R+ cette
valeur propre. Comme toutes les valeurs propres sont
dans le disque de rayon λ∗, cette valeur propre est
l’unique valeur propre la plus proche de 1.
On peut alors majorer 1|1−λi|k−r par
1
|1−λ∗|k−r et si
on pose t = maxiti, par 1|1−λ∗|t . Il s’ensuit :









































La majoration donnée ci-dessus peut être améliorée
en calculant plus précisément la série géométrique en
1






































|1− λi|ti − 1
|1− λi|ti
× |1− λi|














(|1− λi| − 1)|1− λi|ti−1
)
Le comportement est celui attendu : relativement
petit pour les valeurs propres éloignée de 1 et augmen-
tant très vite pour les valeurs proche de 1. Le majorant
trouvé pour E(F ) s’exprime ainsi comme une somme
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4 Tests et discussion
La section précédente donne deux majorations de
l’espérance du nombre d’itérations de WalkSAT en
fonction des valeurs propres de la matrice de transition
associée. On vérifie d’abord expérimentalement que ces
majorations sont raisonnables : elles permettent de re-
trouver le paramètre p optimal observé dans la litté-
rature pour de petites instances de SAT sur lesquelles
le calcul est possible. On donne ensuite quelques résul-
tats sur les valeurs propres en question puis on discute
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Fig. 3 – Valeur propre λ∗ pour WalkSAT sans random
restart en fonction de p.
4.1 Vérification expérimentale
Dans l’absolu, rien ne permet de savoir si les ma-
jorations données sont proches de E(F ), ou pas, en
particulier pour les variations et minima.
Il est difficile de savoir théoriquement si les majo-
rations sont fidèles ou pas. On peut cependant noter
que des cas d’égalité sont possibles pour la majoration
fine : les seules étapes majorantes concerne le problème
de la base B qui n’est pas nécessairement orthonormée
et l’expression de 1 dans cette base. Si B est orthonor-
mée, on a un cas d’égalité à l’étape ”inégalité triangu-
laire” de 3.2. Même si les cas d’égalité sont difficiles à
caractériser, cela constitue un indice de ce que la ma-
joration fine n’est pas trop éloignée de la réalité. La
majoration grossière ajoute une majoration de toutes
les valeurs propres λi par λ∗, et des tailles des espaces
de Jordan ti par t, ce qui est très probablement beau-
coup plus mauvais (les cas limites devenant vraiment
improbables : toutes les valeurs propres égales). On la
vérifie expérimentalement.
Cette majoration a été calculée expérimentalement
pour mille instances aléatoires satisfiables à 20 va-
riables, étudiées par Hoos dans [6] (disponibles dans
SATLib). Les matrices associées sont de taille 220×220
et impossibles à trigonaliser entièrement en temps rai-
sonnable avec des logiciels classiques. Cependant, elles
sont incluses dans V la matrice des voisinages, au sens
suivant : si Vi,j = 0 alors Mi,j = 0. Elles contiennent
donc au plus n termes non nul sur chaque ligne (et
même en général beaucoup moins), sont des matrices
creuses et des algorithmes de calcul dédiés existent.
Les tests ont été faits avec la librairie SLEPc [4].
4.2 Résultats
La moyenne de λ∗ sur les mille instances de Hoos
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Fig. 4 – Les minima des valeurs propres sous domi-
nantes de chaque instance en fonction de p pour les
châınes associées à WalkSAT sans random restart.
.
que l’on retrouve la valeur optimale de p observée par
Hoos à 0.55. On retrouve la même observation avec le
modèle de Markov de [7] avec un p optimal à 0.5. On en
déduit que la majoration, au moins sur ces instances,
est suffisamment fiable pour optimiser p.
Cependant, le minimum en p de la moyenne sur les
mille instances ne correspond pas nécessairement à la
moyenne des minima. La répartition des minima de
λ∗ en fonction de p est instructive. La figure 4 montre,
pour chaque instance, la valeur minimale de λ∗ et le
p qui la réalise (en abscisse). On observe que le p réa-
lisant le minimum de λ∗ varie fortement selon les ins-
tances. En d’autres termes, le p = 0.55 observé est
un pis-aller moyen, mais certaines instances devraient
être paramétrées avec un p très différent, jusqu’à 0.15
soit 85% de random walk.
4.3 Discussion et travaux futurs
L’intérêt pratique des majorations proposées reste
faible. En effet, elles sont données en fonction des va-
leurs propres des matrices de transition associées à
WalkSAT. Or, d’une part, ces matrices sont de taille
2n × 2n, en carré de la taille de l’espace de recherche,
d’autre part, une valeur propre est une information
globale sur toute la matrice : il faut connâıtre l’inté-
gralité de la matrice pour la calculer.
Cependant, un certain nombre d’observations intui-
tives donnent l’espoir d’approximer la majoration de
façon à la rendre calculable :
– les valeurs propres sont les racines du polynôme
caractéristique. De manière générale, il semble
bien plus probable d’obtenir un polynôme scindé
qu’avec des racines multiples (cela se voit intuiti-
vement avec la représentation en produit de mo-
nômes), de sorte que les tk en puissance dans la
majorations ne devraient pas être trop grands ;
– expérimentalement, nous avons calculé toutes les
valeurs propres pour certaines instances et bien
que cela soit conditionné aux approximations sur
les flottants, les valeurs calculées étaient simples,
ce qui confirme l’observation ci-dessus ;
– un théorème hérité de Perron-Frobenius donné
par Flajolet dans [2] donne des propriétés de
l’ordre de multiplicité de la valeur propre sous-
dominante en fonction des cycles du graphe asso-
cié, dont il est possible de déduire des propriétés
sur les ti ;
– enfin, les matrices associées à WalkSAT ont une
forme bien particulière : sur une ligne, on a exac-
tement n termes non nuls, et seulement deux va-
leurs possibles pour ces termes (selon qu’ils mini-
misent f ou non). C’est une information à exploi-
ter. Ces termes dépendent du nombre de flips par
état, dont la distribution exacte est donnée dans
la matrice, et qu’on l’on doit pouvoir approcher
en moyenne en temps raisonnable.
Les majorations données devraient donc pouvoir
s’approximer, notamment en fonction de t.
5 Etude du random restart
On donne ici deux résultats préliminaires concer-
nant le random restart. Ces deux résultats n’ont pas
encore été testés expérimentalement, cependant, ils
montrent bien le type de calculs que permet de faire le
modèle probabiliste et l’intérêt qui peut en découler.
5.1 Random restart strict
On reprend ici le mécanisme habituel de random res-
tart, celui donné sur la figure 2. Dans ce cas, il est
possible de donner un encadrement de l’espérance de
l’algorithme avec random restart en fonction de l’espé-
rance sans random restart et d’un nombre raisonnable
de variables (m le nombre d’itérations avant random
restart et probabilité de répondre avant m).
On note P(X, s, t), (resp. P(X, s,< t), etc) la proba-
bilité pour X de passer en s pour la première fois au
temps t (resp. à un temps t′ < t, etc).
Proposition 2. Soit (Xi)i∈N une châıne de Markov
d’ordre 1 sur S, R la loi uniforme sur S et m un entier.
On définit la suite de variables aléatoires Y par
– Yi = Xi mod m si m ne divise pas i
– Yi = R si m|i
On note P(X, s, t), (resp. P(X, s,< t), etc) la proba-
bilité pour X de passer en s pour la première fois au
temps t (resp. à un temps t′ < t, etc).
Soit s0 ∈ S. Soit E(Y, s0) l’espérance du temps de
premier passage de Y en s0, et a(m) la probabilité que
X ne passe pas en s0 avant le temps m. On a :
E(Y, s0) =
∑m−1
i=0 i ∗ P(X, s0, i) + m ∗ a(m)
1− a(m)
Démonstration. On cherche d’abord P(Y, s0, t). Y ar-
rive pour la première fois en s0 au temps t ssi dans les t
div m cycles complets effectués avant t, les itérées de X
correspondantes ne sont pas passées par s0, et le cycle
commencé en t div m arrive en s0 pour la première
fois en t mod m, ces évènements étant indépendants
car Y est coupé à chaque cycle. D’où :
P(Y, s0, t) = P(X, s0, > m)t div m ∗ P(X, s0, t mod m)
On remarque que P(X, s0, > m) ne dépend pas de
t, on le note a dans la suite. L’espérance du temps de
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La somme intérieure est la somme de deux séries

















On obtient le résultat en réinjectant dans l’expres-

















i ∗ P (X, s0, i) +
m ∗ a(m)
1− a(m)
Le résultat est montré pour un seul état puit s0
mais la démonstration est analogue en remplaçant s0
par Sol. On vérifie notamment que pour m → ∞,
E(Y, s0) → E(X, s0) On retrouve ce qui était intuiti-
vement évident : quand le nombre d’itérations avant
random restart tend vers l’infini, le comportement de
Y devient celui de X (au moins pour l’espérance).
Ce résultat est difficile à analyser en l’état car on
ne connâıt pas la distribution du temps d’absorption.
On peut cependant quitter le domaine rigoureux pour
interpréter le résultat avec des approximations asymp-
totiquement raisonnables. On peut faire ici deux hy-
pothèses :
– a(m) est la probabilité de ne pas avoir trouvé de
solution en m itérations, donc de rester à l’in-
térieur de T (ou de la matrice Q) en m itéra-
tions, soit 1/2n||Qm||1 ≈ 1/2n||Q||m1 . On pose
γ = ||Q||1, et on prend a(m) ≈ 1/2n ∗ γm ;
– plus délicat est le cas de la somme. On peut
approximer P(X, s0, i) par la probabilité de ne
pas être passé en s0 avant i, qui vaut γi−1, fois
la probabilité de passer en s0 au temps i, qui
vaut 1 − γ. On a alors
∑m−1
i=0 i ∗ P (X, s0, i) ≈
1/2n ∗ (1 − γ)
∑m−1
i=1 iγ
i−1. C’est le début d’une
série entière classique.
Les courbes correspondantes sont données sur la fi-
gure 5 pour γ = 0.99 et n = 20. On observe que le
début de la courbe (à gauche), pour des itérations de
1 à 1000, est assez fortement en dessous de E(X, Sol),
ce qui justifie l’intérêt du random restart mais est à
prendre avec précaution car l’approximation réalisée
est plutôt valide asymptotiquement. Plus intéressante
est la courbe asymptotique, à droite, pour des itéra-
tions de 1 à 10000 : on voit que pour des m trop grand,
le random restart devient vite négligeable. Cela justi-
fie la nécessité d’un paramétrage assez fin de m : à le
fixer trop grand, on perd vite l’intérêt du mécanisme
de random restart.
5.2 Random restart itératif
On s’intéresse maintenant au deuxième modèle,
dans lequel le random restart consiste à effectuer un
pas aléatoire avec probabilité 1/(m + 1). L’étude est
identique qu’il s’agisse de GSAT ou WalkSAT d’où
l’omission des indices dans la suite.
On décompose comme précédemment M avec T en






Soit MR la matrice de transition de la châıne de
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Fig. 5 – Evolution d’une approximation de l’expres-
sion de l’espérance de Y en fonction de m, le nombre
d’itérations avant random restart.
– si s ∈ Sol alors la châıne reste en s avec probabi-
lité 1
– sinon, la châıne saute sur tous les états S\Sol avec
une probabilité égale.













Soit enfin x ∈ [0, 1], la probabilité d’effectuer un
random restart. On considère la châıne de Markov
d’ordre 1 dont la matrice de transition est : M ′ =
x ∗ M + (1 − x) ∗ MR. C’est une châıne absorbante








Q′ = x ∗Q + (1− x) ∗QR
On cherche à calculer l’espérance du temps d’ab-
sorption pour la châıne M ′. Soit t le vecteur des es-
pérances du nombre de sauts avant absorption comme
défini plus tôt. t est solution de
t = Q′ ∗ t + 1 = (x ∗Q + (1− x) ∗QR) ∗ t + 1
Or QR est constante, tous termes égaux à 1/2n d’où
QR ∗ t =t (1/2n ∗
∑
1≤i≤2n−α
ti . . .) = 1/2n||t||11
car toutes les composantes de t sont positives. On a
donc
t = xQt + ((1− x)/2n||t||1 + 1)1
En utilisant l’inégalité triangulaire et la majoration
du produit des normes un, on obtient
||t||1 ≤ x||Q||1||t||1 + (1− x)/2n||t||1||1||1 + ||1||1
Comme ||1||1 = (2n − α), on en déduit
||t||1 ≤
2n − α
1− x||Q||1 − (1− x)(2n − α)/2n
On obtient ainsi une majoration de l’espérance du
temps de calcul de l’algorithme sans random restart,
en fonction de l’algorithme avec. C’est une fonction
décroissant très rapidement en x. C’est conforme à
l’intuition : x = 0 signifie un processus entièrement
aléatoire sur S. Pour x = 1 en revanche, la châıne
de Markov associée est seulement celle de l’algorithme
sans random restart et l’espérance est faible. La dé-
croissance de la courbe n’est pas très satisfaisante, car
elle signifie qu’il vaut mieux ne pas faire de random
restart, du tout. Cependant, il ne s’agit que d’une ma-
joration. Une analyse plus poussée est nécessaire pour
conclure, notamment sur la possibilité de cas d’égalité,
ainsi qu’une vérification expérimentale et une compa-
raison aux valeurs de la littérature.
6 Conclusion
Cet article présente des résultats préliminaires sur
l’utilisation d’un modèle de Markov pour décrire le
comportement de GSAT et WalkSAT. Le modèle étant
d’une complexité équivalente au problème de départ,
il est inutile d’espérer faire des calculs exacts. Cepen-
dant, on montre qu’il permet de donner des encadre-
ments ou résultats approchés sur ces deux algorithmes.
L’une des majorations est confirmée expérimentale-
ment sur de petites instances.
Il ne s’agit encore que de résultats préliminaires,
dont l’application pratique n’est pas immédiate. Plu-
sieurs sont encore à approfondir. Mais on constate déjà
que le modèle permet de donner des informations no-
tamment sur le paramétrage, qui est en général étu-
dié statistiquement. C’est un cadre prometteur pour
une approche systématique de l’étude du paramétrage
et du comportement probabilistes des algorithmes de
recherche locale : à terme, on peut envisager d’effec-
tuer un paramétrage en s’appuyant sur ces résultats
en moyenne ou bien en majoration.
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