In the context of part segmentation from 2D edge images, this paper presents some interesting results with a novel method that addresses the problem of ltering a redundant set of part hypotheses that retains only those that are likely to correspond to actual parts. In the proposed method, supporting evidence for hypotheses are put in competition in a Minimum Description-Length (MDL) framework to select part hypotheses that most economically represent supporting edges in the \language" of generic parts.
Introduction
The recovery of generic solid parts is a hard fundamental step towards the realization of general-purpose vision systems.
A wealth of previous works has been proposed in the past to perform part segmentations that, with a couple of exceptions, always used silhouette data: symmetry axes or skeleton techniques, contour-based techniques, and many more.
However, in a primitive-based framework suggested by Pentland 13] , the procedure of producing the nal interpretation of an image in terms of generic part models can be recast into a robust estimation framework where we \ t" each of those models to the right data regardless of extraneous disturbances originating from all sort of noise, cluttering and right distinct elements in the image. For instance, in the noisy edge image of the tree in Figure  2 -A, we would like to nd the two models (dashed in the gure) representing the trunk and the bush.
The key to many robust estimation methods is the notion of support region which de nes the data deemed to be originated by a single process, such as the contour of an object part. Although many works make an implicit use of support regions, three roughly concomitant seminal works proposed the explicit use of support regions in computer vision, namely by Pednault 12] , Leclerc 8] and Pentland 13] . The introduction of the concept of support regions in computer vision allows multiple processes to be naturally dealt with. Support regions can also be disconnected and hence, in principle, occlusions could be handled in a rather natural way.
The unifying idea behind all these works is that a number of concurrent interpretations are weighted against each other, and accepted or rejected in order to produce an \economic" representation of the image based on the Occam's razor criterion. For this purpose, they all make use of information theoretical arguments under the umbrella of the Minimum Description-Length (MDL) framework 20, 8] .
Thus far, MDL-based methods has been very promisingly used in the context of surface segmentation, as in 3], and to achieve part segmentation from range data 9]; In both these two works, the MDL principle was used for selecting the best representation out of a large set of competing hypotheses produced by earlier tting stages.
Following the same strategy, in this paper we present some interesting results with a novel method that addresses the problem of ltering a redundant set of part hypotheses from single unsegmented edge images that retains only the hypotheses that are likely to correspond to actual parts. In this context, the method is pushed to the limits in that it has to cope with incomplete data, coarse models and multiple objects.
The structure of the paper is as follows. Next section overviews the rationale of the method that has been used to generate the initial redundant set of part hypotheses. Section 3 discusses in detail the MDL-based hypotheses ltering method, followed by some experimental evidence in Section 4. Although good results have been obtained, some principled limitations have been discovered that have not been mentioned in previous MDL works and an account of them is given in Section 5. The paper concludes with a summary and proposals for future work.
Part hypotheses generation
Let us think of the noisy contour image of a tree, such as that in Figure 2 -A; to our eyes the tree is coarsely structured in two parts: the trunk and the foliage. To achieve this abstract part-level description, a computer system should not only employ some means for \smoothing" the shape but also have a notion of the essential \thing-like" nature of parts. This is also valid for the three-dimensional case as, according to Hu man and Richard's part theory 5], solid parts can be inferred from their 2D projection by looking for nonaccidental invariant properties in edge images. The \thing-like" nature of parts, also called objectness, had often been neglected as a guideline to the computational study of the part segmentation problem until the work of Pentland 13] , who argued that objectness can also be expressed by a set of generically applicable part models, and this line of thought is the hinge of the approach.
Partition image contour into codons Find small part-plausible seed groups of codons for each seed group do Initialise the part model to the seed group Pre-shape the part model to the seed group Find supporting codons to the pre-shaped model Fit the part model to the additional support end for A set of part hypothesis is now available Figure 1 : Pseudo-code of the model-driven part-based grouping method used for generating part hypotheses. See text for details.
Objectness is represented here by the closed contour of a simple generic-part Point Distribution Models (PDM) 2] whose training set was built by random deformable superellipses 17]. However, as Pentland put it, there is no known computational model to \begin immediately with recognition of part models " 13] .
The infeasibility of a method that directly looks for parts in an image suggests that perhaps it is necessary to step one level back from whole-part models in an hypothetical representational hierarchy of objects.
A computational approach to instantiate part models, called model-driven part-based grouping is proposed in 14] and consists of four distinct stages. A brief description of the method { in terms of pseudo-code { is given in Figure 1 .
In the rst stage codons, contour portions of similar curvature 19], are extracted from the raw edge image. They are considered as indivisible image features because they have the desirable property of belonging either to single parts or joints. Codons are represented by second order polynomials, and are currently recovered from ordinary edge images by a polynomial variation of the simple iterative end point t and split algorithm 18].
Once codons are available, a method should be devised for \grouping" codons belonging to single parts. Most works { notably symmetry-based { assume that each codon covers most of the part sides. Unfortunately, this is not the case in real images: often codons are over-segmented, whole boundary segments missing, and marking, shadows and shading edges are always present. Codons can be considered as seeds of perception 1] from which more and more complicated descriptions of the images are constructed. In the same frame of mind and to overcome the above limitations, in the second stage small seed groups (currently pairs) of codons are found that give enough structural information for part hypotheses to be created.
The third stage consists in initialising and pre-shaping the models to all the seed groups. First, coarse positions and orientations of the part-like models are determined by tting ellipses 16] to the pixel belonging to each seed groups of codons. Successively, the PDMs are pre-shaped to the seed groups of codons; in this phase, coarse bending and/or tapering estimates are recovered along with positions and dimensions. Note that the concept of pre-shaping to few signi cant features is a relatively new concept for deformable models that has helped to dramatically increase the robustness of the tting stage; pre-shaping can also be seen as a way of reducing complexity and facilitating convergence, as much as done in, e.g., hand pre-shaping for robot grasping 22] .
Finally, in the fourth stage, a full tting of the generic part PDMs is performed to a large neighbourhood of each pre-shaped model.
The outcome of this procedure is to e ectively produce a part-based grouping hypotheses of edges and at the same time provide part model instantiation. Many hypotheses are thus created but the great majority of them will represent the contour data poorly due to the lack of image evidence and can be discarded straight away. However, a number of good or plausible hypotheses end up contending for describing the image evidence, such as those shown in Figure 2 -B and Figure 4 ; the ltering of these hypotheses to produce a part segmentation is the subject of the next section.
To conclude, it is necessary to stress that this model-driven grouping method is complementary to other grouping techniques, such as symmetry recovery 21] and convex grouping 6], in the sense that it cannot alone solve the grouping problem. These matters are discussed more extensively in 14]. 
Filtering hypotheses by MDL of supports
This paper deals with the signi cant stage of globally ltering all the hypotheses generated as outlined in the previous section in order to produce a correct part segmentation of the edge image.
The proposed method is inspired by a recently developed successful segmentation technique based on the Minimum Description-Length (MDL) criterion which is used in 9] and 3] to segment range data into 3D patches; here, its basic principles are for the rst time applied to the segmentation of geometric primitives from real 2D images.
For doing so, each piece of supporting edge evidence of the hypotheses is put in mutual competition in a Minimum Description-Length framework to nally select the part hypotheses that most economically represent the edge image in the \language" of generic parts. The ltering is actually performed by the maximisation of a boolean quadratic objective function (by a genetic algorithm) which expresses the encoding length of the image in terms of the contours of the generic-part PDM models.
Let us rst introduce the notation that is going to be used to describe the MDL based cost function: E: the edge image; E has the same form of the original image I and (i; j) 2 E is 1 if an edge has been detected at (i; j) 2 I and 0 otherwise; C: the set of N codons C = fC 1 ; C 2 ; : : : ; C N g, which are the indivisible entities by which the original edge image E is expressed at this stage; each C i is a connected chain of edge points (i; j).
B: the set of background (non-edge) pixels; it is B E and E = B + C; C j , the error of t function is de ned as 2 (M i ; C j ) = P h k 2M i d(h k ; C j ) 2 ; 2 (M X ; R X ): the error of t function which expresses the displacement between the supported pixels M X of set of models X H and its supporting codons R X .
Let us now explicitly formulate the problem in MDL terms. Let us indicate by L( ) a generic function that gives the number of bits needed to represent a certain entity.
Since the edge image E can be decomposed into two distinct elements, namely the background and the codons, the number of bits needed to represent it can be written as:
When we interpret part of the edge image E by a set of models X, the encoding length changes to what we indicate with L(EjX ):
where ?L(M X ) is a negative term representing the saving due to support regions being now described by supported portions M X of the set of models X, L(B X ) represents the additional cost of having to encode unsupported background portions of the contour model, L( 2 (M X ; R X )) expresses the additional number of bits needed to encode the displacement between support regions and supported model contours and, nally, L(X ) (called model overhead) expresses the additional cost of having to encode the parameters of the models.
In the MDL framework, the minimal subset of modelsĤ of H that most economically represents the image is given by: Ĥ = arg min X H fL(EjX)g By using the de nition given in Eqn. (1) and by noticing that the term L(E) is constant for a given image, the above minimisation becomes:
The maximiser expression in braces, which we call S(EjX ), is normally termed as \bit saving", because in fact it represents the decrease of encoding length due to the use of models.
Let us now suppose we can determine four constant K 1 , K 2 , K 3 and K 4 such that K 1 is the average number of bits necessary to represent each supported pixel of a model contour, K 2 is the average number of bits necessary to represent each unsupported pixel of a model contour, K 3 is a constant such that when multiplied by 2 (X ; C) gives the average encoding length for representing the residuals and, nally, K 4 is the average number of bits for specifying the parameters of a model.
Then, following the philosophy of 9], we can rewrite the bit saving S(EjX ) as follows:
where j j indicates the number of image pixels represented by M X and B X , respectively.
It is fundamental that savings due to supports and overheads caused by the residuals are not accounted for more than once when portions of contour are shared by the same models in the nal description 13].
The inclusion of the term K 2 jB X j gives favour to models which have higher contour covering and constitute a fundamental variation with respect to the MDL cost functions used in 3] and 9]. Without this term, models could be selected regardless the amount of unsupported contour portions.
A practical method for the minimisation of a similar cost function was proposed by Pentland 13 ] and here we follow his footsteps.
If we presume that in the nal solution the only kind of model overlapping taken into account is pairwise 2 13] , the maximisation in Eqn. (2) can be operatively achieved by transforming Eqn. (3) into a more compact matrix form, which is derived from 9]. This pairwise overlapping assumption is a fairly sensible choice that helps keep the computational cost down, eases optimisation and is also justi ed by the fact that three or more parts are very seldom jointly together in the same region.
Under this assumption, the maximisation can be rewritten as: 
Intuitively, with this de nition m T Qm is large when the smallest number of models best describe the image and do not have too many unsupported contour portions.
2 Di erently from 13], overlapping here refers to sharing codons.
Optimisation
Equation (4) is, technically speaking, a Quadratic Boolean Optimisation Problem, as the solution space can be represented as corners of an M-dimensional hypercube. Several methods have been used in the past for tackling similar optimisation problems. In 13], Pentland had a set of hypotheses, many of which were rather poor; he performed the optimisation, perhaps after 8], by using a continuation method. In 9] even a more straightforward method was used, a greedy winner-takes-all optimisation. Their good results were due to the clear statement that the input should be \well-behaved": his major concern was to eliminate overlapping models and once one was selected, the optimisation reduced to just rejecting other overlapping models. In 3] gradient descent was successfully used but the framework proposed there was pretty much equivalent to 9]. Mohan et al. 11] performed the optimisation by a constraint satisfaction network; although the formulation in probabilistic terms of our problem is not straightforward, the use of a probabilistic network solution is certainly a promising path to be explored in future work.
Unfortunately, our cost function is much more ragged and with narrower peaks than both Pentland's and Leonardis et al. 's, because the quality of our hypotheses is generally very poor. In fact, early experiments that we carried out using this technique showed that a plausible solution is never obtained except in few exceptional cases where, not surprisingly, the hypotheses were good.
Needless say that those strategies would not be of any use to our problem because we do not have, in general, good hypotheses. An ideal optimisation procedure should, more than anything else, try to nd out which are the best hypotheses by putting them in relation to others; this problem is of an inherently global nature { in principle combinatorial { and needs a more powerful optimisation tool to be successfully solved.
As far as the optimisation strategy employed here is concerned, in earlier experiments the boolean quadratic form L(m) = m T Qm was maximised by simulated annealing 7] 3 .
Although the initial results looked very promising, a more careful analysis revealed that the hypotheses that were most likely to be selected were those that scored the highest in isolation, yielding good but still sub-optimal minima. This is not surprising, because the hill-climbing direction in the space of m is always biased to hypotheses that contribute most to the cost function in isolation. Since our intention was to investigate the real properties and limitations of the proposed segmentation method, a simple, standard genetic algorithm has been implemented to perform the optimisation.
The chromosomes used are simply instances of the boolean hypotheses presence vector m, which is a natural choice for boolean optimisation. In the examples shown in this papers and many others { not shown here for reasons of space { good results have been obtained with a population size of 500 and mutation rate of 1%. Convergence was always obtained within 50 generations. The initial population was chosen keeping in mind that it is likely that just 10-15% of the initial set of hypotheses are the correct ones and therefore a random 10 % of the genes were set to one. Interestingly, we have noticed that this heuristic choice yielded quicker convergence. Figure 3 shows two GA runs with 10% (left) and 90% (right) of the genes set to one: in the former case convergence is achieved relatively more quickly.
As noticed by 13], the matrix Q is symmetric and banded and this could be used to reduce the load of computing the cost ( tness) function m T Qm.
On the determination of the constants
The MDL principle states that the choice of the constants K 1 , K 2 , K 3 and K 4 should be theoretically guided by prior probability distributions of edges, gaps, residuals and model parameters.
In 15] it is shown that if p m1 is the probability that a pixel on a model contour is supported (matching a feature) and if p b1 is the probability of detecting an edge at a For instance, for the sensible values of p m1 = 0:8 and p b1 = 0:05 we obtain K 1 = 4 and K 2 = 2:3, which are amazingly close to what the experiments (Sec. 4) indicated as an optimal combination. In the case of K 3 , the experiments show that the above equation slightly over estimates the value found to be optimal in the experiments ( = 1 : : : 3 for 128x128 images), probably because the model/codon residual distribution is not Gaussian.
The value of K 4 represents the number of bits necessary to encode the model parameters. A good range value of K 4 has been experimentally found to be from 40 to 80.
Experimental Results
In this section we present four examples of the proposed MDL ltering method and some experiments designed to assess the robustness to variations of the key constants K 1 , K 2 , K 3 and K 4 , which have revealed interesting properties. Figure 4 describes four examples of ltering with the same set of parameters K 1 , K 2 , K 3 and K 4 . In each experiment, the original image, the initial set of part hypotheses and the nal ltered set are shown on the left, centre and right gures, respectively. The two top examples are synthetic images whereas the two bottom ones are from real grey level images of a hand (128x128) and a marker, screwdriver and wooden stick (256x256), respectively.
It can be seen that the initial set includes many poor hypotheses and multiple ambiguous interpretations of the edge data. In all the examples, the MDL method proposed here managed to lter down this redundant set and produce a good part segmentation: the surviving part hypotheses are the minimal set of models that most economically represent the edge image in the \language" of generic parts, in the very spirit of the MDL principle.
In Fig. 5 through Fig. 7 , three experiments are given that illustrate the sensitivity of the solutions to changes in K 4 , K 3 and for some combinations of K 1 and K 2 in the case of the the screwdriver, stick&marker test image. Similar experiments are shown for the hand test image in Fig. 8 and 9 . Each experiment is extensively commented upon in the relative captions.
Summarising, it can be seen that, besides obtaining good solutions with the same parameter con gurations, i.e. K 1 = 3:6, K 2 = 2:5, K 3 = 0:1 and K 4 = 40 (see Section 3.2), the insensitivity to rather large variations of these parameters is noteworthy. Moreover, when errors crop up, they do it in an equally explainable and predictable fashion 14], which further supports the claim of stability of the MDL based method made in many previous works (e.g., 8]).
In 14] many more experiments (not included here for reasons of space) are given that further support the validity of the method and its stability. B) little PDMs inside the marker appear because somehow they describe portions of the images without much con ict with other hypotheses. Both the outline of the marker and the screw-driver handle and shaft are stably selected throughout the large range of K 4 ; this is due to the relatively high perceptual salience of the models, neither of which have too many competitors. In the case of the wooden stick, the correct segmentation is achieved until a large value of K 4 , when an incorrect hypothesis describing the outer contour of the object is elected as most economical (one model versus three); it must be noticed that the elongation of this latter PDM is due to a poor initialisation and to the fact that it has been attracted by the lower part of the marker. xed. In this case, the stability with respect to K 3 is noteworthy; this can be attributed to the low tting residuals between model and data that have a small contribution on the overall cost. This situation is very much close to the ones dealt with in 10] or 3], where the residuals were assumed small and Gaussian and hence the high stability of these results is hardly surprising. Note that the two models representing the screw-driver shaft in gs. A and B are slightly di erent. , weird things happen and bigger models tend to appear. In fact, a big K 4 signi es that much weight is given to models supported by as many pixels as possible rather than to ones having a good ratio between supported and unsupported contour portions. The very opposite happens in g. A, where the lower branch of the wooden stick was not selected because it has too much unsupported contour.
, as 
Discussion
From recent literature it appeared that the MDL hypothesis competition method would be able to handle in principle several middle-level segmentation problems.
However, some problems have surfaced up from experiments with di erent values of the constants K 1 , K 2 , K 3 and K 4 (as extensively discussed 14]), and in our opinion the considerations that follow bear a certain signi cance. Most of these problems can be attributed to the well known gure-ground ambiguity in edge images but some issues are more speci c to the MDL method. Figure 10 shows how, within the proposed framework, three parallel lines can give rise to an ambiguity in terms of their interpretation by part models. This situation arises often in images with multiple objects and it is even accentuated when parts of the lines are missing because of occlusion or poor edge detection.
In 14] it is shown that by changing the constants K 1 , K 2 and K 4 , the highest values of the bit saving S could be obtained in diverse situations. Cases B and C are theoretically equivalent 14] for the ideal situation shown in Fig. 10 . Case D is slightly favoured over B and C (less non-supported contour portions) but unbalanced lengths and some cluttering could favour either. Case A could be favoured if the length of the segments is small and therefore the saving due to the description of the edge by the models cannot compensate for the model overhead itself (e.g., see the nal segment of the index in the hand test image). Case E is very unlikely to happen because is too costly to encode.
Although the MDL method is in principle very stable, situations like the above can lead to some instabilities, as shown in 14]; ambiguities and instability of this kind have not been previously noted in related literature Tuning the parameters on a simple test example to favour a particular solution would clearly be useless because in real conditions even a small percentage of missing contour would turn the balance towards alternative solutions.
Finally, there is the problem of scale. Although it has been advocated elsewhere 12, 9] that one of the main advantages of MDL is its scale-independence, practically we have found that bigger model hypotheses are slightly favoured over small ones (such as the last segment of the index nger in the hand example) because they lead to higher savings in bits. These scale problems have actually been considered assets in works such as 9] and 3] because bigger models were supposed to more economically describe the surface being segmented under their Gaussian-noise assumption. A simplistic solution could be to tie K 4 to the model scale but this not only would contradict one of the main assumptions of the MDL method but has no theoretical support; further work has to be done in this regard.
Conclusion and future work
In this paper, a principled approach is described that allows an initial set of part hypotheses produced from ordinary edge images to be ltered down to a few ones that have a high likelihood of corresponding to actual parts of objects. The method was inspired by recent work in surface segmentation by the Minimum Description-Length principle 9, 3]. A number of relevant contributions can be identi ed. First above all, the segmentation strategy proposed in 9] and 3] (that was shown to produce good results in 3D surface segmentation) is for the rst time used here to perform part segmentation from ordinary unsegmented edge images. Together with the part-based grouping method in 14], the ltering method proposed here constitutes one of the very few, if not the only, method for part segmentation from unsegmented edge images.
The agreement between theory and experimental results for the values of the constants K 1 , K 2 , K 3 and K 4 , as described in Section 3.2 is also of a certain relevance and validates claims made in 15] .
Another contribution regards the use of a genetic algorithm to maximise the quadratic boolean cost function in Eqn. (4) . In other works, this minimisation was performed by greedy methods, which have been found impractical when the quality of the initial hypotheses is poor.
As a nal contribution, some theoretical limitations of the MDL method have been experimented and discussed (e.g. the problem of ambiguities described in Sec. 5) which had not been pointed out in previous work. These problems are inherent to the use of sole edge information but could also arise whenever the data is incomplete, cluttered or the tting residuals are simply too high and no noise model is available. However, the work could improved upon in several aspects.
Codons have been used as atomic entities both for generating part hypotheses and for nding additional image support, expressed in fact in terms of codons. This assumption, although yielding good results, is rather simplistic and perhaps image support should be directly found in the raw edge or gradient image, which would ease some problems in determining support regions.
Another signi cant improvement could come from the integration of more information (such as regions, colour and depth) under the MDL framework. Thus far, no work has been done on merging di erent kinds of information under an MDL framework but this could be just incidental, since a clear derivation could be made from a Bayesian frame of mind. Such an integration could resolve some ambiguities, as shown for a simple case in 14].
Finally, an intriguing possibility would be to explore the use of a multi-population GA in which equally high scoring alternative solutions could be left to evolve, up to migrations, in parallel; a similar possibility was also investigated in 4].
