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Space holder methoda b s t r a c t
This paper focuses on the development of an algorithm capable of generating morphologically-
representative foam structures using the Representative Volume Element (RVE) approach. Stereology, a
sampling method based on direct observations of the foam cross-sections, is used to characterize the pore
size and shape distributions. Using the morphology generation algorithm, the smallest RVEs correspond-
ing to the numerically-convergent foammorphologies are calculated for different foam porosities. To val-
idate the foam generation algorithm, the pore size and shape distributions of the numerically-generated
foams are compared to those of the titanium foams manufactured by the space holder method.
 2014 Elsevier Ltd. All rights reserved.1. Introduction
In orthopedics, the use of conventional, essentially bulk, metal-
lic implants to replace damaged bones and worn articulations pre-
sents a well-known drawback caused by the substantial difference
between the stiffness of an implant and that of bone. This differ-
ence, called stress-shielding, means that the loads become almost
entirely supported by the implant, thus leaving bone tissues
unloaded. This pathological change in stress distribution within
the bone tissues provokes bone-resorption around the implant
(Huiskes et al., 1987) and may eventually lead to loss of the
bone-implant union, aseptic loosening of the implant, or bone
fracture.
To address the stress-shielding problem, one solution is to use
porous superelastic structures instead of conventional bulk mate-
rials (Bansiddhi et al., 2008; Zhao and Taya, 2006). Indeed, due to
open-cell porous morphology and superelasticity, such an implant
will ensure ﬁrm ﬁxation through bone ingrowth while mimicking
the mechanical behavior of bone (Brailovski et al., 2011). In other
words, by adequately controlling the pore volume fraction (PVF),
implant osseointegration ability and stiffness can be optimized.
To simulate the mechanical behavior of an entire device made
of porous superelastic metal, we use the multiscale approach with
three modeling scales. A macroscale model (Fig. 1a) simulates theimplant’s response at a global level; it represents a bulk compo-
nent with ﬁctive material properties equivalent to those of the
porous material. These equivalent properties are calculated using
a mesoscale model (Fig. 1b) that explicitly represents the morphol-
ogy of the porous material. Finally, each element of the mesoscale
model is driven by a microscale model (Fig. 1c) which implements
the constitutive relations of the bulk superelastic material
(Terriault and Brailovski, 2013).
One of the main challenges in implementing the multiscale
modeling approach is the development of a numerically efﬁcient
and morphologically-representative mesoscale model (Shahbeyk,
2013). On one hand, micromechanical averaging techniques
(Nemat-Nasser et al., 2005) and the Unit Cell ﬁnite element
approach (Qidwai et al., 2001) are limited to low-porosity or
regular cellular structures. On the other hand, the Representative
Volume Element (RVE) approach seems to be promising, provided
that particular care is paid to the size of the RVE, since the length
scale of an individual pore and that of an entire implant differs by
several orders of magnitude (Maitrejean et al., 2013a).
To preserve the morphological features of the studied porous
materials, Michailidis et al. (2010) and Shen et al. (2006) devel-
oped RVE models based on the 3D reconstruction of the metallic
foam architecture from a series of 2D metallographic cross-
sections. Shen et al. (2006) note that such an approach repre-
sents a valuable alternative to X-ray tomography, as shown in
Maire et al. (2007) and Singh et al. (2010), where the 3D foam
morphology is directly measured. However, in all of these cases
the RVEs were created based on the experimentally-produced
foams of a given porosity.
Fig. 1. Schematization of the multiscale modeling approach for superelastic
metallic implants.
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and Maitrejean et al. (2013b) developed an original foam genera-
tion algorithm capable of numerically and randomly creating
foams with different target pore volume fractions (PVFs). In that
work, RVEs generated by this algorithm were composed of inter-
connected matter voxels (or volumetric pixels) contained within
a cubic domain (see the mesoscale model of Fig. 1b). To decrease
the computation time of ﬁnite element simulations, the smallest
possible size of the RVE capable of exhibiting suitable (or represen-
tative) mechanical behavior was targeted. However, even though
the overall mechanical behavior of the RVEs generated by this algo-
rithm has been partially validated, the role of the foammorphology
(pore size, shape and distribution) has not yet been evaluated. The
absence of this validation represents a major limitation, since the
mechanical strength and the biological functionality of porous
metals are strongly inﬂuenced by their morphology (Ho and
Hutmacher, 2006).
Consequently, the main objective of this work is to create and
validate an RVE-based algorithm capable of generating morpholog-
ically-representative foams. A morphological analysis is performed
on the RVEs generated by this algorithm for the target open-cell
porosities ranging from 0.05 to 0.95. Based on the results obtained,
efforts are made to calculate the minimum RVE size capable of ade-
quately representing the pore morphology for the whole range of
the studied porosity. Finally, the proposed foam generation algo-
rithm is validated experimentally, and its advantages and limita-
tions are discussed.
2. Characterization of the foam morphology (metrics)
Several methods are available to characterize foam morphology
(Banhart, 2001; Ho and Hutmacher, 2006; Mateˇjícˇek et al., 2006;
Rouquerol et al., 1994). The method employed in this work, stere-
ology, is based on direct observations of the foam cross-sections.
Stereology has often been used in studies involving metallic foams
for medical applications (Ho and Hutmacher, 2006; Marshall and
Ratner, 2005; Niu et al., 2009). Rouquerol et al. (1994) have
established two practical requirements for using stereology: (1)
plane cross-sections with clear contrast between matter and pores
must be prepared prior to optical microscopy, and (2) a sufﬁcient
number of micrograph cross-sections must be collected in order
to produce representative results.
In this work, prior to optical microscopy, the samples were
prepared according to the following procedure. Firstly, the foamswere sectioned, incorporated into bakelite and ground with
abrasive paper to open the surface pores (240, 320, 400, 600 and
800 grit). Then, an epoxy resin (ULTRATHINTM 2, Pace technolo-
gies, AZ, USA) was pumped through the sample. Finally, the
samples were ground again with abrasive paper (240, 320, 400,
600 and 800 grit) followed by polishing using 6 and 1 lm polycrys-
talline diamond solutions.
The use of epoxy resin (Banhart, 2001) has two main advanta-
ges: it prevents small pores from closing and bigger pores from
being deformed during subsequent operations and also prevents
the light from penetrating thought the sample during the optical
microscopy. In other words, the risk to observe metal struts that
are still in the microscope depth of ﬁeld (but not on the plane
cross-section) and that could cause a possible bias in the pore size
measurement is avoided.
Direct observations of the foam cross-sections are taken by a
Leica DM Light Microscope and are subsequently analyzed using
either the ‘‘Analyse Particles’’ function of ImageJ (Rasband), a soft-
ware dedicated to image analysis, or the built-in MATLAB function
‘‘RegionProps’’ (MATLAB, 2011b). Prior to the analysis, each image
must be binarized (black and white) to clearly distinguish pores
ﬁlled with resin from metal struts. Both the ImageJ and MATLAB
calculations lead to identical results and allow evaluation of the
following geometrical parameters of each pore, using pixel-based
units: the section (S), the perimeter (P) and the best-ﬁt ellipse’s
major (Ma) and minor (Mi) axes. The best-ﬁt ellipse corresponds
to an ellipse that has the same area, orientation and centroid as
the pore (Rasband).
Fig. 2 illustrates a typical image analysis procedure: Fig. 2a pre-
sents a binarized optical micrograph of 0.39-porosity Ti foam,
while Fig. 2b corresponds to the enlargement up to pixel dimen-
sions of a square zone containing six pores (white) surrounded
by matter (black). Fig. 2c contains the best-ﬁt ellipses for each pore
(Ma and Mi of pore #5 are identiﬁed). Conversion of pixel to length
unit is given by the microscope resolution (1280  1080 pixels)
and enlargement (25X): in this case 1 pixel width equals 3.49 lm.
Once the images are analyzed, the equivalent projection area of
a circle, or equivalent diameter (d), circularity (c) and roundness (r)











The circularity (0 < c < 1) indicates how close the shape of a
pore comes to that of a circle, whereas the roundness (0 < r < 1)
is the inverse of the aspect ratio commonly employed in ﬁnite ele-
ments (FE) analysis for the FE shape assessment (ANSYS , 2011).
To illustrate a distinction between circularity and roundness, note
that the circularity of pores #1 and #2 are c = 0.78 and 0.28,
respectively, while their roundness are both r = 1 (Fig. 2c).
By applying the described procedure to every pore of a cross-
section, the distributions of the pore equivalent diameter, circular-
ity and roundness can be obtained. Note that, generally, the pore
equivalent diameter distribution refers to the total area occupied
by the pores on an optical micrograph; therefore, its cumulative
value always corresponds to 100%, irrespective of the global pore
surface area fraction (Brailovski et al., 2011).
From these results, it is now possible to extract the following six
metrics that characterize foam morphology:
Fig. 2. (a) Binarized optical micrograph of a Ti foam cross-section (PVF = 0.39) at 25X, (b) enlarged cross-section up to pixel size, and (c) best-ﬁt ellipses for each pore of the
enlarged cross-section.
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d10, d50 and d90 correspond to the equivalent diameters of pores,
which occupy respectively up to 10%, 50% and 90% of the total
pores’ surface area;
 The circularity and roundness and their distributions, c50 and
r50, correspond respectively to the mean circularity and round-
ness of the d50 pores; and
 The total number of pores, Np.
Finally, it has to be mentioned that the procedure described
above, which quantiﬁes the foammorphology using image analysis
of 2D-cross sections, is applied in this work for both the experi-
mentally-obtained and the numerically-generated foams.3. Modeling the foam morphology
3.1. The modeling algorithm
To generate a foam structure, the proposed algorithm requires
two input parameters: the size of the Representative Volume
Element (SRVE) and the pore volume fraction (PVFin). Depending
on the value of the PVFin, the algorithm takes one of two alternative
routes to generate open-cell interconnected foams.
If 1 > PVFinP 0.50 (1st route), a cubic domain of empty voxels is
deﬁned in the ﬁrst step (for example, when SRVE = 103, a domain of
10  10  10 = 1000 voxels is considered). The ﬁrst voxel of matter
is then created in the center of the domain, and the foam (a path-
way of matter voxels) is generated by affecting the matter to a
randomly picked neighbor, sharing a face with the just previously
created matter voxel. This affectation process is performed until
the target pore volume fraction is reached. This approach guaran-
tees that all matter voxels share at least one common face.
Meanwhile, if 0.50 > PVFin > 0 (2nd route), the algorithm takes
an inverse approach by ﬁrst deﬁning a cubic domain of matter
voxels. The same procedure as for the 1st route is then applied,
but instead, a pathway of empty voxels is created within the mat-
ter. Since both the algorithms imply random choices in pathway
creation, foam architectures generated during their execution are
never exactly identical.
After a matter pathway has been created (with the 1st route), a
ﬁnal scan over the entire domain is carried out to locate the empty
voxels completely surrounded by matter (closed porosity) and to
transform them into matter voxels. Conversely, once a pathway
of empty voxels has been created (the 2nd route), a scan is carried
out to locate the groups of matter voxels that are not connected to
other matter voxels (loose particles) and to transform them intovoid voxels. After this scanning-correction procedure, the resulting
open-cell pore volume fraction (PVFout) may be slightly different
than the targeted PVFin, but the maximum difference between
PVFin and PVFout would not exceed 0.015 (and this case occurred
when PVFin = 0.5 and PVFout  0.485). Finally, the generated foams
contain only two distinct components: a macro-path of matter and
a macro-path of voids, in which all the matter/void voxels are
interconnected.
The following considerations were taken into account when jus-
tifying these two alternative routes. If, contrarily to the established
procedure, the 2nd route (a void pathway in a matter domain) is
employed when PVFin > 0.50, the generated foam would contain a
signiﬁcant amount of loose matter, since the path of void voxels
would repeatedly intersect itself; and the higher the PVFin, the
greater the risk. Similarly, if the 1st route (matter pathway in an
empty domain) is followed when PVFin < 0.5, there is the risk of
generating a signiﬁcant quantity of closed cells. As an example,
the use of the 1st route for PVFin = 0.30 resulted in an unacceptable
level of 30% of closed pores (PVFout = 0) (Maitrejean et al., 2013b).
For illustration purposes, Fig. 3 presents the progression of mat-
ter voxels for SRVE = 123 and PVFin = 0.75, Fig. 4 shows three differ-
ent SRVE–PVFin combinations, and Fig. 5 presents 2D-slices of three
RVEs of the same size (SRVE = 403) with porosities ranging from
0.25 to 0.70. If these 2D-slices are analyzed in conformity with
the image-based morphology evaluation approach presented in
Section 2, the metrics d10, d50 d90, c50, r50 and Np would be
obtained. Adding these six metrics to the value of the resulting
open-cell porosity (PVFout) provides a complete set of seven output
parameters that will be employed later in this work.3.2. Minimum size of the RVE
The size of the smallest RVE capable of representing foam
morphology is obtained from a convergence analysis where SRVE
is incremented until it satisﬁes some convergence criteria. It is
expected that the minimum size of the RVE will depend on the
pore volume fraction. To realize this analysis, for a PVFin ranging
from 0.05 to 0.95 by steps of 0.05, RVEs are generated by increasing
their size from a minimum of 43 up to a maximum of 2003 by steps
of 23. Then, for each RVE, a total of 3  SRVE slices are made. For
example, with SRVE = 203, three sets of 20 slices, for a total of 60,
are realized in plans XY YZ and XZ (parallel to the RVE faces).
Finally, for each RVE, each slice is analyzed using the built-in
MATLAB function ‘‘RegionProps’’ and all the resulting pores are
combined to calculate the seven metrics d10, d50 d90, c50, r50, Np,
and PVFout.
Fig. 3. Evolution of the path of matter voxels (SRVE = 123 and PVFin = 0.75).
Fig. 4. Typical RVEs for the following SRVE–PVFin combinations: (a) 153–0.40, (b) 303–0.40 and (c) 303–0.75.
Fig. 5. RVE slices for SRVE = 403 with PVFin of 0.25 (a), 0.40 (b) and 0.70 (c).
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that the greater the number of individual pores analyzed, the clo-
ser each metric is to its stabilized value. In this work, for a given
RVE, we sum up all the 2D pore contours from the 3  SRVE slices.
We are aware that with this approach, each individual pore is
intersected, and therefore analyzed, more than once. It has been
veriﬁed, however, that these redundancies do not affect the results
of the convergence analysis. Indeed, every pore analyzed is a cross-
section of the same ‘‘macro-pore’’ since there is only a single path
of empty voxels.
Fig. 6 is a typical set of diagrams illustrating the evolution of the
seven output parameters for a given PVFin = 0.45 when SRVE
increases from 43 to 2003. Fig. 6a–c contain the following metrics:
(a) PVFout, Np; (b) d10, d50 and d90; and (c) c50 and r50. To compensatefor the algorithm’s randomness, the plots have been smoothed
using a MATLAB curve-ﬁtting function, LOESS, a ‘‘local regression
using weighted linear least squares and a 2nd degree polynomial
model’’ (MATLAB, 2011b).
It can be observed that as SRVE increases, all output parameters,
except the constantly increasing Np, converge to some stable val-
ues, but with different convergence rates. Indeed, convergence of
the pore size metrics (d10, d50 and, especially, d90) is reached at
higher RVEs than the foam porosity (PVFout), or the pore shape
metrics (c50 and r50) convergences. The RVEs corresponding to
the convergent values of each metric are called ‘‘the respective
minimum Representative Volume Element’’, or SminRVE.
Convergence is considered to be reached when the deviation
between six consecutive smoothed values of d10, d50 or d90
Fig. 6. Convergence study for SRVE varying from 43 to 2003 (PVFin = 0.45): (a) PVFout and Np, (b) d10, d50 and d90, and (c) c50 and r50, as functions of the SRVE.
Fig. 7. Convergence of d90 as a function of SRVE for PVFout values of 0.05 to 0.95.
Fig. 8. SminRVE for d10, d50 and d90, and d90/S
min
RVE as functions of PVFout.
Table 1
Converged value of SminRVE for different values of PVF.





0.05 0.05 30 36 42
0.10 0.10 28 36 48
0.15 0.10 32 38 52
0.20 0.20 32 44 56
0.25 0.25 32 44 66
0.30 0.30 34 48 70
0.35 0.35 34 52 80
0.41 0.40 34 64 98
0.46 0.45 46 102 136
0.49 0.50 52 144 182
0.54 0.55 94 – –
0.60 0.60 162 – –
0.65 to 0.95 0.65 to 0.95 – – –
C. Simoneau et al. / International Journal of Solids and Structures 51 (2014) 3633–3641 3637becomes smaller than 0.1%. For example, when PVFin = 0.45, values
SminRVE for d10, d50 and d90 correspond to 46
3 (triangle mark), 1023
(square mark) and 1363 (dot mark), respectively (Fig. 6b).
This convergence study is applied to numerically-generated
foams with target porosity ranging from 0.05 to 0.95 to determine
at which SRVE their metrics d10, d50 and d90 become convergent. The
results of this convergence study for the most restrictive pore size
metric (d90) as a function of SRVE are illustrated in Fig. 7. It can be
seen that convergence is reached only for PVFout smaller than 0.49
(the converged d90 and the corresponding S
min
RVE are marked with
dots, while the run-out (unconverged) plots end with arrows).
To summarize, SminRVE for d10, d50 and d90 are plotted as functions
of PVFout in Fig. 8. These results are also in Table 1, where the cor-
responding PVFin values are also speciﬁed. Thus, for a selected
PVFout, it is possible to determine the input parameters PVFin and
SminRVE leading to the smallest model size respecting one of the three
convergence criteria: d10, d50 or d90. The evolution of the pore size
to the minimum RVE size ratio (d90/S
min
RVE) as a function of PVFout is
also plotted in Fig. 8. The interrelations between the drastic
increase of this ratio and the loss of convergence observed in the
vicinity of PVFout  0.49 (Fig. 7) are discussed in more detail in
Section 5.
Table 2
Pore size metrics for manufactured Ti foams.
PVF d10 [lm] d50 [lm] d90 [lm]
0.18 24 85 225
0.33 34 136 409
0.38 41 183 541
3638 C. Simoneau et al. / International Journal of Solids and Structures 51 (2014) 3633–3641In summary, this section describes how to establish the mini-
mum sizes of the RVEs beyond which no further increases in size
will result in noteworthy changes in foam morphology (pore size
& shape metrics). Multiple values of SminRVE were calculated according
to the different convergence criteria (d10, d50 or d90) valid for
PVFout < 0.49 (d50 and d90) or PVFout < 0.60 (d10).0.48 67 426 1634
0.68 163 1712 30244. Validation
4.1. Foams manufacturing
The metallic foams produced in this study to validate the mor-
phology generation algorithm are manufactured using the space
holder method (Imwinkelried, 2007; Niu et al., 2009). The process-
ing starts with two components in powder form: a metal and a
spacer. The metal powder is commercially pure titanium grade 2
(TiCp) obtained from TLS Technik Spezialpulver (Germany). As
received, the powder is composed of spherical particles smaller
than 250 lm in diameter. The spacer is a polymethylmethacrylate
(PMMA, Solarkote PB, Arkema, USA). Both the metallic and PMMA
powders are sieved to obtain an appropriate log-normal particle
size distribution: d10 = 18 lm, d50 = 36 lm and d90 = 60 lm (metal)
and d10 = 51 lm, d50 = 120 lm and d90 = 228 lm (spacer) (Laser
diffraction Mastersizer 3000 system, Malvern Instr.). This distribu-
tion results in the highest compression resistance of the produced
foams (testing results are not presented here).
The metal-spacer powder ratio is adjusted to obtain the desired
pore volume fraction, and a custom-built rotating container
equipped with blades is then used to ensure a homogeneous distri-
bution of the constituents. The mixture is uniaxially compressed at
180 MPa in a hardened steel cylindrical mold to yield a 14 mm-
diameter, 16 mm-height green product.
The green product is then introduced into the sintering furnace
(WEBB 120) for spacer pyrolysis under 102 mbar vacuum atmo-
sphere. The pyrolysis temperature (450 C), heating rate (2 C/
min) and time were experimentally determined to allow the spacer
material to progressively leave the metal matrix without provok-
ing specimen collapse. The resulting brown product is sintered in
the same furnace under vacuum (107 mbar) at 1300 C for 3 h
with subsequent furnace cooling. Note that in this work, the foams
obtained from the space holder method present the same intercon-
nected open-cell pore architecture as the numerically-generated
foams, which makes their comparison appropriate. The architec-
tural similarity also means that the numerical foam generation
resembles at a certain extent their manufacturing process.
Five lots of foams with different open-cell pore volume fractions
(0.18, 0.33, 0.38, 0.48 and 0.68) were manufactured and their mor-
phology was analyzed using 12 cross-section optical micrographs
per specimen. A typical Ti foam specimen and the binarized
cross-section optical micrographs (25X) of foams with PVF of
0.18, 0.48 and 0.68 are shown in Fig. 9. Table 2 contains the pore
size metrics obtained from the micrographs using the ‘‘Region-
Props’’ function from MATLAB software (Section 2).Fig. 9. (a) Ti foam specimen (PVF = 0.39); binarized cross-section4.2. Experimental validation
The ﬁnal step prior to the validation of the morphology gener-
ation algorithm is to ﬁnd a conversion factor (a) linking the image
unity of the numerical model (voxel width) to that of the experi-
mental foam length unit (lm). To perform such a mapping, 1 voxel
width is ﬁrst converted to 1 lm, and then to 2, 3 . . ., and, ﬁnally, to
50 lm; after each conversion, the resulted numerical pore size dis-
tribution is compared with the experimental data. The match is
deemed to be successful when the sum of squared errors (SSE)
between the numerical and experimental pore size metrics
(d10–d50–d90) for the whole range of PVFs reaches a minimum
(Eq. (4)). Moreover, since the deviations between the numerical
and the experimental values of three pore size metrics differ signif-
icantly (d90 > d50 > d10), they have been normalized (relative to the
numerical values) to compensate for such disparities (Eq. (5)). Also,
note that since the PVFs of the numerical and experimental foams
are not exactly identical (Tables 1 and 2), SminRVE values of the numer-
ical foams with the same PVF as the experimental foams are found





Dd210 þ Dd250 þ Dd290 ð4ÞDdxx ¼ dxx;num  dxx;expdxx;num ð5Þ
Following this mapping (calibration) procedure, the conversion fac-
tor a = 36 lm/voxel width was found to lead to the best match of
the numerical and experimental pore size metrics and their distri-
bution. The comparisons of pore size and shape distributions for a
speciﬁc PVF are shown in Fig. 10. Fig. 10a, b show the pore size dis-
tribution for the experimental (a) and the numerical (b) foams,
while Fig. 10c compares their cumulative distributions along with
their best-ﬁt log-normal distributions (l = 10.11 and r = 1.69 for
the experimental distribution and l = 10.14 and r = 1.39 for the
numerical distribution). Finally, Fig. 10d superposes the numerical
and the experimental pore shape distributions (circularity and
roundness). Note also that since the Ti foam selected for this exper-
imental–numerical comparison possesses a PVF of 0.38, the mini-
mum RVE size has been determined with a linear interpolation
from Table 1, it corresponds to SminRVE = 90
3 (d90). The generated
SRVE = 903 therefore has an apparent volume of 3.2  3.2  3.2 mm3.optical micrographs for PVF = 0.33 (b), 0.48 (c) and 0.68 (d).
Fig. 10. (a) Experimental pore size distribution, (b) numerical pore size distribution, (c) pore size cumulative distributions comparison including the best-ﬁt log-normal
distributions, and (d) pore shape distribution comparison (PVF = 0.38).
Fig. 11. Comparison of experimental and numerical pore size metrics as a function
of PVFout.
C. Simoneau et al. / International Journal of Solids and Structures 51 (2014) 3633–3641 3639In Fig. 11, the d10, d50 and d90 pore size metrics are superposed
for the experimental (0.18 to 0.68) and the numerical (0.05 to 0.49)
pore volume fraction ranges. This last comparison determines
whether the RVE approach employed for modeling the metallic
foam morphology is efﬁcient. Note that in Fig. 11, the numerical
pore size metrics correspond to the values obtained from the con-
vergence study of d50 (Table 1).5. Discussion
5.1. Convergence of the RVE metrics
In Section 3.2, the convergence process fails for RVEs higher
than PVFout = 0.60 (d10) and PVFout = 0.49 (d50 and d90), as observed
in Figs. 7 and 8. Indeed, above these limits, it can be considered
that each slice contains a unique macropore having an equivalent
diameter that can be fairly estimated by Eq. (6). In other words,









Note also that when PVFout = 0.49, d90/S
min
RVE  0.15, i.e., the
equivalent diameter of larger pores (d90) approaches 1/6 of the size
of the RVE. When this threshold value is exceeded, d90/S
min
RVE rapidly
increases, tending to unity when PVFout > 0.7 (Fig. 8).
The observed effect is not related to the convergence criterion
nor to the modeling algorithm, since foams with consistent mor-
phology (matters elements interconnected by at least one face)
are always obtained regardless of the target PVF. In fact, this should
be interpreted as a limit of the use of the pore size metrics d10, d50
and d90. Indeed, for highly porous open-cell foams, the classical
stereology approach may not be ideal for characterizing foam
morphology (Schladitz et al., 2008). Furthermore, the concept of
pore size relies on the fact that the pores must be well-deﬁned
isolated objects with a convex shape (Pabst et al., 2011), and such
Fig. 12. RVE creation and FEA solving time as functions of the number of voxels or
elements (PVF = 0.46).
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of (Fig. 5). In other words, when PVFout > 0.49, the foam morphol-
ogy modeling algorithm is still relevant, but the foam morphology
characterization method used in this work is no longer
appropriate.
In such situations, other metrics such as a mean chord length
for poorly-deﬁned pores (Hilliard and Lawson, 2003), or edge
thickness for foams with ordered morphology (Gibson and
Ashby, 1999) should be applied. However, these new metrics or
characterization methods will inevitably measure morphological
features that are different from those quantiﬁed using stereology
(Maire et al., 2007), such as interpore connections or pore throat
size, for example (Otsuki et al., 2006).
5.2. Mapping of the RVE
From Fig. 8 or Table 1, it is clear that convergence of d90 leads to
larger SminRVE values than convergences of d50 and d10 and, conse-
quently, to different pore size metrics (see Fig. 6b for instance).
On this last ﬁgure, it can be observed that when SminRVE (d10) is
reached (463), d50 and especially d90 pore size metrics are deﬁ-
nitely not converged. However, when SminRVE (d50) has reached
(1023), d90 is almost stabilized and d10 is converged. Finally, when
SminRVE (d90) reaches (136
3), the three pore size metrics are converged.
This trend has been observed for the whole range of the porosities
covered in this study.
For this work, SminRVE (d50) has been deﬁned as the smallest RVE
size capable of representing the foammorphology, even if the sizes
of larger pores have not yet completely stabilized. This choice was
made in order to have a good compromise between morphological
preciseness and the size of the RVE. Further details are given later
regarding the SRVE and its impact on computing time. This deﬁni-
tion explains why Fig. 11 has been plotted with data obtained from
the convergence of d50. However, the minimum sizes of the RVE
obtained from the convergence of d90 might be useful for modeling
the real impact that the foam morphology has on its mechanical
behavior.
5.3. Experimental validation
In Fig. 11, for PVFout less than 0.40, good agreement is obtained
between the numerical and the experimental pore size metrics.
However, for PVFout between 0.40 and 0.49 (where convergence
was still reached), comparison of pore size metrics is only valid
for d10 and d50, while a signiﬁcant deviation is observed for d90.
Considering that the morphology generation algorithm was exe-
cuted without any modiﬁcation and that the convergence of the
numerical model was reached, this deviation could be attributed
to the peculiarities of the manufacturing process.
Indeed, as Brailovski et al. (2011) encountered a similar situa-
tion when they manufactured Ti–Nb–Zr foams at 0.46 to 0.65 of
PVF; and the emergence of large pores as PVF rises has been fre-
quently observed during manufacturing (see Fig. 9c and d in partic-
ular). This could be attributed to pressure increase in some regions
of the foam during spacer pyrolysis (the foaming effect). In sum-
mary, the appearance of such large pores, which become prevalent
as the PVF increases, is due to the speciﬁcity of the manufacturing
process, and is not replicated in the actual modeling algorithm.
When comparing the pore circularity data of Fig. 10d, both the
experimental and numerical distributions follow an exponential
law. However, an offset is clearly distinguishable between the
two curves. This is in part due to the fact that the circularity of
the smallest numerical pore observed in the RVE slices corresponds
to that of a square (c = 0.78), while circularity of the experimental
pore tends to 1. Still from Fig. 10d, an analysis of the experimental
pore roundness distribution for large pore size is difﬁcult to realize,as the pores become strongly distorted. However, for both
approaches, a mean roundness akin to r50 is a good metric to quan-
tify this aspect of the pore shape. Finally, it should be mentioned
that for medical applications, the inﬂuence of pore shape is not a
high priority when compared to that of pore size (Turner et al.,
1986).
5.4. Medical applications
Keeping in mind that these metallic foams will be used for med-
ical implants, it must be mentioned that successful bone ingrowth
into the foamed implant is strongly inﬂuenced by pore size. An efﬁ-
cient level of bone ingrowth will occur with interconnected pore
size varying from 50 to 800 lm (Lefebvre, 2013).
The lower limit is generally established as the size of an osteo-
blast, which is about 50 lm. When PVF < 0.30, d10 < 60 lm
(Fig. 11), which means that the PVF smaller than 0.30 would inhibit
efﬁcient bone ingrowth. For the higher limit, it has been widely
observed that the risk of ﬁbrous tissue formation increases when
pore size is larger than 1 mm (Bobyn and Miller, 1994). That means
that the practical use of PVF > 0.49 is also limited, since the
d90 metric of our numerical foams is higher than 850 lm in this
porosity range (Fig. 11).
In summary, the PVFout of metallic foams should be within the
range of 0.30 to 0.49, which corresponds to Shen et al. (2006). Note
that this assumption is made from a strictly morphological point of
view. Indeed, from the mechanical point of view, some compro-
mises will need to be done in order to match the stiffness of the
foam and that of bone.
5.5. RVE creation time
The computing time required by the algorithm for the foam
morphology generation is proportional to the number of voxels
created. This evolution can be seen in Fig. 12 when SRVE varies from
43 to 2003, for a pore volume fraction of 0.46.
In this paper, where we have only studied the foam morphol-
ogy, almost linear increase in computing time when the number
of voxels exceeds 2  106 is not such disturbing. However, if a ﬁnite
element analysis (FEA) needs to be performed on these foams, any
increase in SRVE will have a much more severe impact on the com-
puting time. To illustrate this, we superimposed on the ’’number of
voxelsRVE creation time’’ plot of Fig. 12, the solving time of a
basic FEA as a function of number of elements (we consider one
element per voxel). This simpliﬁed FEA consisted of a one-step,
small-deﬂection, uniaxially-stretched, displacement-controlled,
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same number of elements (or voxels), the FEA solving time is
always much higher than the RVE creation time, thus representing
a strongest incentive to keep SRVE as low as possible. All the RVE
creation and FEA simulation routines were conducted in this study
on a desktop computer: Intel Core(TM) i7-3930 K CPU@ 3.20 GHz
with 32 GB RAM.
6. Conclusions
The objective of this study is to experimentally validate an algo-
rithm developed to generate the explicit morphology of foams with
the Representative Volume Element (RVE) approach. Such an RVE
creation algorithm is an alternative to the 3D reconstruction using
X-ray tomography. The foam morphology was analyzed using ster-
eology, a characterization method based on the direct observation
of foam cross-sections, to quantify the pore size, shape and
distribution. It has been shown that the morphology generation
algorithm is capable of generating open-cell foams containing
neither loose matter, nor close cells. Finally, the smallest sizes of
the RVE that will preserve the essential morphological features of
our foams in terms of their pore size, shape and distribution were
determined and experimentally validated up to PVF  0.49.
For PVF > 0.49 however, the morphology characterization
method used in this work (stereology) failed to provide detailed
morphology data. However, such a limitation cannot be attributed
to our foam-generation algorithm, since consistent foams were
continually obtained up to PVFs as high as 0.95, but simply indi-
cates to the inherent limitation of the stereology, as a foam charac-
terization technique.
Finally, future works needs to be devoted to modeling and
experimental validation of the mechanical behavior of such RVEs.
Special attention should be taken when minimizing the RVEs so
that they are not only morphologically but also mechanically
representative of the real foam structures. Also, the quality of the
morphology modeling algorithm could be improved by considering
a higher order voxels connectivity (18- or 26-connectivity) instead
of the 6-connectivity used in this study. Such an improvement
could also positively affect the mechanical resistance of such por-
ous structures.
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