The manner in which the spatial characteristics of simple discrimination tasks change with time after the onset of a stimulus were examined. The experiments measured the improvements in sensitivity to the length, orientation, curvature, and stereoscopic depth of short lines that accrue with increased exposure durations. These improvements can be consistently interpreted in terms of a change of the spatial scale of analysis from coarse to fine over a period of at least 1000 msec. Variations in visual resolution acuity over the same period are negligible, and it is concluded that the changes in spatial characteristics concern the range of spatial filters in operation. This range progressively shrinks after stimulus presentation.
INTRODUCTION
It has become widely accepted that one can sensibly study the visual system as a static device: if the system is provided with a static stimulus and exposed indefinitely, one should find a single structure to the system that remains consistent from experiment to experiment. A valid example of this logic is found in the work of Watt and Morgan.' However, the understanding of vision so gleaned can only be regarded as a special case of a more general understanding of vision as a dynamic system.
Another widely held principle is that there are two coherent structures in the visual system. One is the static or sustained system referred to above and the other is a transient system that operates only for a brief period after something in the visual field changes. This logic has been used successfully to model differences between stimuli that are presented abruptly and briefly and those that are presented gradually and for longer periods. 2 Both of these are strictly static models in that it is supposed that there is a transient system of spatial filters whose outputs are available under some conditions and that there is a sustained system of filters whose outputs are available under other conditions. Breitmeyer 3 has suggested that the transient filters actually inhibit the sustained ones, which suggests that there is a simple switch from one set to the other at some instant in time after the stimulus onset.
There are many ways in which the visual system is dynamic. Eye movements, visual motion perception, and temporal sequence perception are all instances in which the role of time is unavoidable, because the stimulus description has a time component. This paper is concerned with a less obvious way in which the visual system is dynamic: the concern here is with continuous changes in the visual structure as a function of time that are imposed on the output representations but do not mirror changes in the stimulus itself.
These changes would appear in the analysis of spatial discrimination sensitivities as changes in the spatial nature of the response of the visual system with increasing exposure duration. Notice the logic employed: it is not of particular interest to note that judgments of Vernier alignment became more accurate the longer subjects are allowed to see the target. There are a multitude of factors that might be responsible for such improvements. Instead, the interest lies in how spatial factors, at any particular exposure duration, affect the accuracy of spatial judgments: is there any spatial interaction with exposure duration?
PREVIOUS EXPERIMENTS Lines and Dots
Exposure duration has an effect on judgments involving line or dot stimuli: For exposures less than about 100 msec, orientation sensitivity decreases, 4 5 as do Vernier acuity 6 7 and precision in the three-dot alignment task. 8 This is accounted for by the loss of target energy to a temporal integrator with a time constant of about 100 msec. 7 ,8 None of these studies assessed the possibility of a spatial interaction with exposure duration. It has been found that the introduction of irrelevant contour into the vicinity of the test target causes impairment of Vernier acuity, 9 of line-orientation sensitivity,' 0 and of stereoacuity." For brief exposures of the test target (50, 100, and 200 msec, respectively in the three studies) it was found that maximum disruption occurred if the flanking contour was presented after the onset of the test target (at delays of 50, 50 , and 100 msec, respectively). Once again, however, spatial-temporal interactions were not investigated. Foster' 2 -' 4 has found that the spatial characteristics of discrimination performance are different for long and brief exposures (2500 and 100 msec) in displays of three or more targets. For example, subjects were shown three curved lines; two had the same curvature, and one was different. In a three-alternative forced-choice design, the subjects were
Gratings
It has been known for some time that the shape of the contrast-sensitivity function depends on the manner in which the test grating is presented to the subject. Sensitivity is increased at low spatial frequencies if the stimulus contrast is modulated in time at a relatively high rate. 15 Sensitivity to low spatial frequencies is enhanced if the target is introduced abruptly.' 6 It is possible to show a gradual transition from spatial low-pass filter characteristics for very brief exposures to spatial bandpass characteristics for long exposures. 7 This result has sometimes been taken to indicate spatiotemporal inseparability in the initial filters of the visual system. However, such a conclusion would follow only if subjects were employing a single strategy or cue in making their judgments. Consideration of the two extremes shows that this is not the case: at a spatial frequency of 0 cycle/ deg, the only cue is temporal modulation of luminance; at a temporal frequency of 0 Hz, the only cue is spatial modulation of luminance.
There are several other experimental reasons for supposing that the initial filters are spatiotemporally separable.
One such case is found by masking the onset and offset of a test grating and measuring contrast sensitivity as a function of spatial frequency and as a function of the duration of the unmasked period.' 8 Little change was found in the shape of the contrast-sensitivity function, although there was a general increase in sensitivity with increasing exposure duration. In the same study, unmasked sensitivities were also measured, and these showed the usual changes in the shape of the contrast-sensitivity function. It may be concluded that the apparent spatiotemporal inseparability is due to a change in the cue that the subject employs.
The subthreshold summation technique shows no change in the size of summation bandwidth with brief presentations of the stimulus for detecting gratings at 1, 3, and 13.3 cycles/ deg.1 9 It is now generally agreed that the spatiotemporal contrast-sensitivity surface does not exhibit overall spatiotemporal separability, but it seems likely that this is due to the existence of at least two different types of temporal response. The higher-spatial-frequency filters appear to have low-pass temporal characteristics, and the lower-spatial-frequency filters tend to have bandpass temporal characteristics. These filters have been called sustained and transient filters, respectively.
2 0 These differences can be characterized with a variety of different techniques, and the evidence seems robust.
2 ' 2 ' The existence of two different temporal responses has also been inferred from judgments of flicker. 22 If the low-level stages of vision are implemented in parallel across the scene, then most kinds of neighborhood operation can be achieved in real time, including convolution, addition, rectification, nonlinear compression, and logical operations, by appropriate electrical connections. Global operations present more of a problem, especially if they involve iteration. It is still possible to implement these in real time if enough memory is available so that each iteration has its own data store and processor. The more iterations are implemented, the longer the time lag is between stimulus and representation, but there is no slowing of the rate at which the representation is able to change. If the number of iterations were variable, then a buffer store would also be necessary to keep the sequence of data valid. For an interacting organism a time lag between stimulus and representation could have disastrous consequences.
An alternative is to have an incremental representation that is updated at each iteration so that there is no time lag for the initial approximate representation. If the visual scene is stable, then further iterations are possible, leading to a refined representation. For this process to work in real time, the representation must be informed when the scene has changed, so that it may interpret the incoming signals accordingly and build a new representation rather than continue updating the previous one. This is the kind of representation envisaged by Ferraro and Foster' 4 for the curvature of a line in order to account for the transition from a sparse, discrete code for curvature at brief exposures to a dense, effectively continuous code at long exposures. There are some important aspects to this argument. The data suggest the initial use of three categories of curvature representation with relatively sharp category boundaries. The data cannot be accounted for by the simple hypothesis that time allows more than one estimate of curvature to be calculated, leading to better discrimination. The limitation lies in the device that represents curvature, not in the device that measures it. This implies that the accurate description of line curvature that is accumulated over time is hierarchical. One can imagine the description being transmitted as a bit string, with the most significant bit first. This arrangement would be a coarse-to-fine sequence of data. Ferraro and Foster offer no reason that the visual system should behave like this.
Marr and Poggio 24 proposed a computational theory of human stereopsis that has one particularly interesting aspect. They proposed that image correspondence between the zero crossings of spatial filter outputs are solved in a coarse-to-fine hierarchical structure. Their reasons for this proposal were as follows:
(1) They assumed that the ordering of zero crossings must be the same in two eyes.
(2) Within any one spatial filter, zero crossings of like sign are matched.
(3) The largest distance over which matching will be allowed is '/ 2 w, where w is the width of the excitatory center of the spatial filter.
This line of reasoning leads to the conclusion that the greatest disparity is available only to the largest filter, and hence the coarse-to-fine strategy of processing is necessary to provide the greatest disparity limit for the system. Stated in this way, the coarse-to-fine strategy is seen to be a special rule for stereopsis that arises because of the nature of the correspondence problem. It is a sensible strategy because the distance between zero crossings increases with spatial scale. It is an efficient strategy for another, complementary reason. The number of zero crossings in an image is lowest at the coarsest scale (this follows from the diffusion equation 25 ). Any process, such as matching, that becomes more complex with an increase in the number of elements that are operated on is naturally more efficient at a large scale than at a small scale. Watt 2 6 has argued that the process of computing positions, whether in two dimensions or three, is of this type.
The basic argument can be outlined as follows:
(1) Relative positions (distance and orientation) of features, such as line terminations, are measured off the image.
(2) These are individually calibrated for distortions, but in this process the constraints of Euclidean geometry are violated.
(3) The requirements of Euclidean geometry are then satisfied by an iterative process that adjusts all the relative measurements until the residual error is low. This iterative process is obviously time-consuming, and it becomes more so the more measurements that it must adjust. Given this argument, it then follows that a coarse-tofine strategy is efficient in saving time.
Suppose that the number of iterations, N, is a linear function of the number of elements, n, that it has to adjust:
If we can group the n elements together into m groups, each containing an average of n/m elements, then the number of iterations Nm to solve for group positions is given by
Within each group there are n/m elements, and the time to solve, N, for the elements within a group is given by
N (n _ 1
The total time to solve, Nt, assuming that the solution within each group can be processed concurrently by the same process in all other groups, is then given by
Nt =Nm+Ng
This process is efficient, provided that Nt is less than N:
from which we obtain
which implies that n > mn>1, which was the starting assumption.
A coarse-to-fine strategy for computing spatial position meets this requirement in a natural fashion, provided that the filters are based on or at least close to Gaussian diffusion. 2 5 
DESIGN OF THE EXPERIMENTS Spatial Factors
The expectation following from the above argument is that judgments of spatial arrangement will show a zooming in from a coarse to a fine spatial scale as the exposure duration increases. The stimulus employed in the experiments was a thin bright line because it has no changes in spatial structure or number of elements as the spatial scale of analysis changes. This condition provides the greatest possibility of falsifying the hypothesis. The spatial scale of a filter (specifically with a standard deviation of about 2.8 arcmin, corresponding to a spatial frequency of about 4 cycles/deg) results in increases in the orientation threshold for line lengths shorter than about 10 arcmin and results in an increase in the Weber fraction for line-length judgments with lines shorter than about 10 arcmin. 27 The distance of 10 arcmin in each case was attributed to the size of the spatial filter involved, and this provides a means of assessing the spatial scale of analysis in these tasks.
Temporal Factors
In the present experiments the stimulus exposure always had an abrupt onset and offset, and the target offset was simultaneous with the onset of a mask comprising 240 dots scattered randomly over the general area previously occupied by the target. The random scattering of dots was selected afresh for each trial. Abrupt-stimulus onset and offset were chosen to ensure that both putative transient and putative sustained filtered would be activated, at least initially, by the target. The mask was used to render any retinally persisting image useless to the observer. Cursory experiments without the mask suggested that an unmasked stimulus behaves rather like a masked timulus that lats 50-100 macc longer than its physical duration. It is not thought that any specific pattern masking is involved.
observed. If the time gap is shorter than the time required by a particular process, then disruption will occur at that process, and there are several forms that the disruption could take. For example, the processing of the stimulus could be abandoned at that point, so that no subsequent stages of processing received the data, or it could be contaminated by the mask so that the output was the same as if the J stimulus and the mask had been presented simultaneously.
This latter case might arise if the process concerned had no means of either receiving a time segmentation signal or segmenting in time itself. Another possibility is that the stages of processing continually transmit approximations to the eventual outcome, so that at the time that the mask arrives at the slowest stage, it will have transmitted a partial solution. Processing at the subsequent stages will thus be less effective because their data are poorer, but nonetheless all stages will be able to form some output. In considering the actions of the mask on processing of the target, there is a fallacy to be avoided. Suppose that a stimulus is presented and followed by a mask that effectively obliterates the stimulus. It is tempting to imagine that the longer the mask is delayed, the more stages in visual processing will occur and the more complete the final representation will be. The mental model is that of a sequence of different processes with the data passing from one to the next until the mask appears, at which point the entire system shuts down. The resultant representation, which is inferred from visual performance, is then an indication of how far through the sequence the data had passed. Stated in this way, the notion of a system shutdown seems absurd, but what alternatives are there?
If the sensory data pass through a sequence of processes, then the mask might simply follow them at the appropriate time interval. If none of the stages of processing takes longer than the time gap between the onset of the target and the onset of the mask, then no effect of the mask will be Methods Subjects were men and women, less than 40 years old, with normal or corrected-to-normal (6/6) vision. The author (RJW) served as a subject in all conditions; all other subjects were drawn from the Applied Psychology Unit subject panel and had no previous experience of psychophysical testing. All panel subjects were naive about the purpose and design of the experiments.
Stimuli were created on a Hewlett-Packard HP1336S display oscilloscope by driving custom-built multiplying digital-to-analog converters from a Motorola VME/10 microcomputer. The stimuli comprised a number of dots, each of which was drawn by setting the X and Y voltages to appropriate values and then triggering a logic TTL pulse of programmable duration to unblank the cathode-ray tube. The display was refreshed at 60 Hz.
Viewing conditions were those of a normal cluttered office.
The background luminance was about 100 cd/M 2 . Subjects viewed the display binocularly and through natural pupils from a distance of 1.9 m. The viewing distance was decreased for lines longer than 2 deg. The intensity for all the dots in the display (those making up the line target as well as those making up the random dot mask) was set to 1.5 log units above the visibility threshold for the line target when displayed indefinitely and unmasked. For target durations less than 100 msec the target intensity was increased to keep the product of intensity and duration constant. The intensity of the mask was not increased, although casual observations suggest that this was not an important factor in the design. The target intensity was manipulated by controlling the duration of the TTL unblanking pulse in the range of 1-255 ,asec. This avoids any problems with nonlinearities in the Z-axis amplifier.
Procedure was based on adaptive probit estimation, 2 8 which selects stimulus levels and records responses to obtain a complete psychometric function. The threshold was defined as the standard deviation of the Gaussian response error distribution, as obtained by probit analysis 29 for a run of 64 trials.
After a response was made, the next trial began, with a 0.5-sec pause for the subject before the next stimulus was presented. The mask that followed the target and any reference lines remained on until the subject made a response.
The subject could make one of the two forced-choice re- whether the target line had been rotated clockwise or counterclockwise from the vertical. 
Results

Figure 4 shows
12
(3) Figure 5 shows the effects of exposure duration on orientation thresholds for a line 10 aremin in length. Notice the improvement in sensitivity over at least 1 sec. Figure 5 also shows the same data but with Sf plotted against time. Notice that the value for Sf reduces in inverse proportion to duration from about 100 arcmin to about 2.5 arcmin.
EXPERIMENT 2: LINE-WIDTH SENSITIVITY EXPERIMENT 1: ORIENTATION SENSITIVITY Model
The orientation content, X, of a blurred line is given by the ratio of the spatial variance along its long axis VL to the spatial variance along its short axis Vs:
When VL = VS, i.e., when the line is circular, this ratio is equal to kr 2 , and when Vs is equal to zero, this ratio is infinite. We may rearrange this so that the orientation threshold, do, ranges from infinity to kr:
( VL VS (VL -VS)
Model
The comparison of line lengths is a Weber's-law process, so the threshold line-length difference is proportional to the line length at which it is measured: (4) where L, is the effective visual length of the line after blurring, and dL, is the threshold length difference in the same metric. Convolution with a spatial filter causes L, to be Model 100 (1) If the blurring is due to a spatial filter of standard deviation Sf, then we have 
This function is shown in Fig. 6 for a variety of different values of Sf.
Task
Subjects were shown an array of three vertical lines separated by 1 deg. The two outer lines were reference lengths, and the central line was the target. Subjects were required to judge whether the target was longer or shorter than the reference lines. The vertical and horizontal positions of each line were randomly varied through an interval of 10 greater than L, the physical length of the line. If we take the filter to be a Gaussian blurring function, then the effective visual length of the line can be taken as the distance between the two extreme inflections:
This value is equivalent to the distance between the two extreme zero crossings in the response of a Laplacian of a Gaussian filter. If we take a line whose length is greater than L by an amount dL, the differential threshold, then this length corresponds to the effective visual length (L, + dLv):
Substituting Eq. (4) and solving for dL, we have (6) where e is the standard deviation of the dispersion and m is the mass of the distribution. In visual terms, e is the blur of the distribution, and m is the contrast. In each case the effect of a spatial filter must be considered. The effective standard deviation is given by the joint effects of the stimulus blur, B, and the filter blur, Sf.
If we keep the contrast of the target constant, then the effective mass is also determined by the stimulus blur and the filter blur: 
EXPERIMENT 3: CURVATURE SENSITIVITY
Many spatial factors affect the sensitivity of an observer to the curvature of a line. 27 ' 30 - 32 Two of these factors will be considered in this paper, and both are concerned with the spatial accuracy with which the points making up a line are located. The first model will consider blurring of the line; the second model will consider a random spatial error, or a scrambling of points on the line.
Model for Blurring
The accuracy with which the position of a point on a line can be measured is related to the spread of the light distribution of the line and its intensity. 3 3 The effects of blurring an Notice that k is not markedly affected by exposure duration, whereas Sf is. Notice also that the values of Sf obtained are in fair agreement with the orientation threshold estimates (Fig. 4) . 
Model for Random Spatial Error
If the line target were composed of an infinite number of dots, and each dot were displayed with a random spatial error, then a blurred target would result. If, however, the number of dots were relatively small, then a target with spatial error would result. This latter case is now considered. Sensitivity to line curvature, dC, will be proportional to dL, and so
By measuring dC as a function of B, it is possible to assess
Sf. Figure 9 shows the predicted effects of various values of Sf on functions relating B to dC. The model for spatial error across the line is straightforward. It is assumed that the positions of points on the line are measured with finite accuracy, leading to a distribution of spatial uncertainty. It is also assumed that the standard deviation of curvature measures, dC (i.e., the curvature threshold), is proportional to the standard deviation of spatial uncertainty, e: 
We can add spatial jitter to the target, of standard deviation et, that will add independently to any spatial error in the visual system, e,: 
By measuring dC as a function of et, it is possible to estimate noise source to the x amplifier of the oscilloscope. This produced a Gaussian luminance profile for each spot in the horizontal direction. The parameter specifying the amount of blur refers to the spatial standard deviation of the Gaussian distribution.
In the second condition, sensitivity to curvature was measured as a function of the one-dimensional spatial error of the target. The x position of each dot was plotted with an error drawn from a Gaussian distribution of values, and the curvature threshold was measured as a function of the standard deviation of this distribution. Figure 11 shows the variation in curvature threshold with blur for three different durations. Figure 12 shows the variation in curvature threshold as a function of x error for three different durations and for two subjects. The value of s was 5 arcmin in each case. The continuous lines drawn through the data points are least-squares fits of Eqs. (7) and (9) to the data, and the values for kc, Sf, k,, and e, are tabulated in the figures. Both the additive error and the multiplicative error decrease with increasing exposure duration in each case. Figure 13 shows the effect of exposure duration on curvature threshold for the case in which s is set to 5 arcmin and et is zero. It can be seen that there is a reciprocal relationship between curvature threshold and exposure duration.
Results
Discussion
The changes in the spatial characteristics revealed by this study are consistent with a progressive decrease in the space constant of the spatial filter involved.
The additive error is a measure of the spatial uncertainty or the inaccuracy of the system, and it is quite plausible that this quantity will be proportional to the space constant of the filter. The changes in multiplicative error will reflect the fact that a filter that is large with respect to the space constant of the curvature cue will tend to straighten the line out and so will reduce the effective value of the cue amplitude m roughly in proportion to the filter space constant.
The data in Fig. 11 suggest that the range of filters employed for this task at the three exposure durations is the same as that employed for the line-orientation and linelength tasks. This result is further emphasized when Eq. (7) is used to convert the values of curvature threshold as a function of exposure duration to values of filter space constant as a function of exposure duration. These values are also shown in Fig. 13 , and they are comparable with the equivalent data in Figs. 5 and 8.
EXPERIMENT 4: STEREOACUITY Model
Measurements of stereoacuity assess the smallest horizontal disparity that can be detected. Just as the largest disparity that can be accepted is related to the size of the filter, it is reasonable to suppose that the finest detectable disparity should be a fixed proportion of the filter size.
Task
Subjects were shown two aligned vertical bright lines, separated vertically by 15 arcmin, one of which, because of a relative horizontal disparity, appeared to be in front of the other. The two eyes each viewed one half of the screen through a darkened tube; prisms at the eye corrected the geometry to allow normal convergence and accommodation. There were cues to vergence and fusion available at all times, and these appear to have been quite stable regardless of stimulus duration. Figure 14 shows the effect of exposure duration on stereoacuity. There is a reciprocal relationship between the stereodisparity threshold and the exposure duration. This result agrees with the findings of experiments 1-3, that the size of the largest filter decreases with time. The range of thresholds is very similar to that for curvature sensitivity ( Fig. 13) , and it seems likely that the same filters are being used.
Results
EXPERIMENT 5: DOT RESOLUTION
Model Two dots will be resolved by a Laplacian of a Gaussian filter when there is a zero crossing in the response between the positions of the two dots. 3 4 This will happen when the distance between the dots, R, is given by arcmin in length. One was made up of dots spaced at intervals of 0.25 arcmin (the reference), at which distance they are unresolved to the subject. The other line was made up of dots spaced farther apart (the target); the intensity of the dots was increased to keep the line energy constant. Subjects were asked to identify which line was the target, and by varying the dot spacing in the target and the side of the screen on which it was presented, it was possible to measure the resolution threshold as a function of exposure duration.
Results
The effect of exposure duration on the visual resolution is shown in Fig. 15 . There is no variation in the resolution threshold with exposure duration. The data are also plotted in Fig. 15 smallest filter available. Since the estimates of filter size obtained from orientation, length, curvature, and stereodisparity-sensitivity measurements are similar to one another but always much larger than the estimate obtained from resolution, it is plausible that these estimates concern the largest filter available at the end of the exposure (see Fig.   16 ).
Support for this hypothesis can be found. The range of filter sizes found for the longest exposure duration (1 sec) is approximately 0.3-3.0 arcmin (corresponding, in the case of Laplacian-of-Gaussian filters, to a range of peak frequencies of 45-4.5 cycles/deg). If a Laplacian of a Gaussian filter has a standard deviation of Sf, then the filter will be most sensitive to a spatial frequency, Ff, given by (1) All filters are switched on at all times but are read by more central processes sequentially. In order for this hypothesis to be viable it would have to be assumed that the direction of scanning was slowly coarse to fine for most of the tasks but not for the resolution task, for which a fine-tocoarse direction would produce the correct threshold behavior over time. Given the option of scanning in both directions, one might ask why the visual system uses the optimum strategy only for resolution and not for the other tasks.
(2) The visual system progressively switches on filters of higher and higher frequency. The objection to this is, once again, that the resolution data indicate that the highestfrequency filters are active all the time.
(3) The visual system progressively switches off the lowest-frequency filters, and for computational reasons the lowest currently switched on is used for the geometric tasks of orientation, length, and curvature.
This third hypothesis has two advantages. First, as was described in the Theory section above, the coarse-to-fine strategy is logical. Second, as I will describe in the next section, it extends very simply the model of spatial processing described by Watt and Morgan. 
CONCLUSION: A MODEL
In one dimension, the MIRAGE model of Watt and Morgan' can be said to preserve the finest spatial scale as well as coarser scales. An instance of this is illustrated in Fig. 17 , which shows at the top a one-dimensional luminance waveform, taken from a study by Morgan and Watt. 36 Beneath the waveform are the responses of a series of different-sized filters. Notice how the two spatial scales, the sinusoidal luminance modulation and the impulse stream, are carried by different-sized filters. The MIRAGE algorithm takes the positive portions of the filter outputs and adds them all together, and, quite separately, it adds together all the negative portions of the filter outputs. This produces just two signals, T+ and T-, as shown beneath the filter responses in Fig. 17 . Finally, each of these signals is examined for zerobounded response distributions, which are then represented in the terms of their central moments, mass, centroid, and standard deviation. These results are shown at the bottom of the Fig. 17 , with the convention that each zero-bounded response distribution is represented graphically by a marker with its apex at the distribution centroid, its height equal to the distribution mass and its base width equal to twice the distribution standard deviation. There are two comments to make about this. First, the MIRAGE algorithm has many of the advantages that accrue from averaging filter outputs, although, since the system averages together only filter responses of the same sign, the resolution of the system is maintained. The second comment is more subtle. The representation of the waveform in The MIRAGE algorithm has imposed a symmetry on the representation that was not present in the stimulus. At A in Fig. 17 , the actual luminance impulses are not explicitly represented at all; only the gaps between them are.
In two dimensions this effect can present a more serious difficulty, and the original assertion that the MIRAGE algorithm preserves the finest spatial scale is found to be an overstatement. 17, by adding all the positive portions of the filter responses together and, separately, adding all the negative portions together. The fourth row shows the T signals that result when the largest filter is switched out of the addition step. In the fifth row, the two target filters are switched out, and in the sixth row only the smallest filter remains. It is suggested that the data of the experiments summarized in Fig. 16 reflect this zooming in spatial scale, in which case the third to sixth rows can be considered successive in time.
size. MIRAGE analyzes only response distributions for these attributes.
In the example of random dots, the representation that is formed is structured as follows:
(1) There is an area of darkness, with a particular position, shape, size, degree of darkness, etc. This representation is far from complete. The finest spatial scale has been preserved by the algorithm, but in this case only in a topological sense. There is no direct information available concerning the positions of the dots individually. How might this shortcoming be overcome? A simpler answer is to switch the large filters off. Figures  18 and 19 also show the effect that this has on the T signals from the MIRAGE algorithm. Notice how the positions of the dots become revealed in a spatial hierarchy that is rather similar to the application of the diffusion equation to space scale.
