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Abstract
The purpose of this paper is to study categorifications of tensor prod-
ucts of finite dimensional modules for the quantum group Uq(sl2). The
main categorification is obtained using certain Harish-Chandra bimodules
for the complex Lie algebra gln. For the special case of simple modules we
naturally deduce a categorification via modules over the cohomology ring
of certain flag varieties. Further geometric categorifications and the rela-
tion to Steinberg varieties is discussed. We also give a categorical version
of the quantised Schur-Weyl duality and an interpretation of the (dual)
canonical bases and the (dual) standard bases in terms of projective, tilt-
ing, standard and simple Harish-Chandra bimodules.
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Introduction
A categorification program of the simplest quantum group, Uq(sl2), has been for-
mulated in [BFK99]. Its ultimate goal is to construct a certain tensor 2-category
with a Grothendieck ring equivalent to the representation category of Uq(sl2).
In [BFK99], the categorification problem was studied for modules over the clas-
sical algebra U(sl2). There, two versions of categorification of the U(sl2)-action
on V ⊗n1 , the n-th power of the two-dimensional fundamental representation for
sl2, were obtained: one using certain singular blocks of the category O(gln) of
highest weight gln-modules, another one via certain parabolic subcategories of
the regular block of O(gln). The quantum versions of these two categorifications
were conjectured in [BFK99] and established for the parabolic case in [Str05]
using the graded version of the category O(gln) from [Soe90] and [BGS96] and
graded lifts of translation functors. In the present paper, among other results,
we develop a categorification of the Uq(sl2)-action on V
⊗n
1 using (a graded ver-
sion of) certain singular blocks of O(gln) (see Section 3). It was also conjectured
in [BFK99] that the two categorifications, the one using parabolic subcategories
of the regular block of O(gln) and the one using singular blocks of O(gln), are
related by the Koszul duality functor of [BGS96]. In fact, it was shown in [RH04]
that the key functors used in both categorifications, namely graded versions of
translation functors and Zuckerman functors, are Koszul dual to each other.
This completes the general picture of categorifications of the Uq(sl2)-action in
V ⊗n1 initiated in [BFK99] and opens a way for further steps in the general pro-
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gram.
The main purpose of the present paper is to study the categorification of the
tensor products of arbitrary finite dimensional irreducible Uq(sl2)-modules (as
recalled in Section 1), i.e. of modules of the form
Vd = Vd1 ⊗ Vd2 ⊗ · · · ⊗ Vdr , (1)
where Vdi denotes an irreducible representation of dimension di + 1. Our basic
observation is that Vd admits a categorification via blocks of the category of
Harish-Chandra bimodules H for gln, where n =
∑r
i=1 di. To make this more
precise, we go back and recall, from [BFK99], that the U(sl2)-module V
⊗n
1 has
a categorification via the category
n⊕
i=0
ωiO(gln), (2)
where ωiO(gln) is the block corresponding to an integral weight ωi with stabiliser
Si × Sn−i. We establish a categorification of the corresponding Uq(sl2)-module
using a graded version of the category (2). The categorification of an arbitrary
tensor product Vd is then given by a graded version of
Hµ :=
n⊕
i=0
ωiHµ,
where ωi, i = 0, . . . , n are as above, and µ is a dominant integral weight with
stabiliser isomorphic to
Sd = Sd1 × Sd2 × · · · × Sdr .
The connection of our categorification with the one in [BFK99] is given by a
functor, introduced in [BG80], namely the functor of tensoring with some Verma
module, M(µ):
λFµ : λH
1
µ → λO(gln) (3)
X 7→ X ⊗U(gln) M(µ),
for dominant integral λ and µ. This functor defines an equivalence of categories
for regular µ. If µ is not regular, then λFµ yields an equivalence with a certain
full subcategory of λO. (Note that, although λH
1
µ is in fact a full subcategory
of λHµ, they have the same Grothendieck group.)
In the present paper we study a categorification based on singular blocks of
Harish-Chandra bimodules. By analogy with [BFK99] one expects the existence
of a second categorification that uses parabolic subcategories, related to the first
by (a certain generalisation of) the Koszul duality functor. (The first steps in
this direction will appear in [MOS05].)
To achieve our main goal, we first construct a categorification of tensor products
3
of the form (1) for the classical algebra U(sl2) in Section 2. After recalling and
further developing the graded version of the category O(gln) in Section 3 we
obtain the categorification of the tensor products (1) for the quantum algebra
Uq(sl2) in Section 4.
Our approach to the grading of the category O and the category of Harish-
Chandra modules is based on the Soergel functor ([Soe90])
λV : λO → C
λ,
where Cλ is the algebra of endomorphisms of the unique indecomposable pro-
jective tilting module in λO. One of the main results of [Soe90] is an explicit
description of Cλ as a ring of invariants in coinvariants. The latter is known
to be isomorphic to the cohomology ring of the partial flag variety Fλ corre-
sponding to λ. In particular, there is a natural Z-grading on Cλ. Moreover, it
was shown in [Soe90] that the functor λV intertwines the translation functors
T
µ
λ : λO → µO in the category O with the induction C
µ ⊗Cλ • : C
µ → Cλ or
with the restriction functor Resλµ : C
λ -mod→ Cµ -mod, depending on whether
the stabiliser of µ is contained in the stabiliser of λ or vice versa. This fact
is employed for constructing the functors that provide a categorification of the
U(sl2)-action. The natural grading of the algebra C
λ is used to define graded
lifts of the previous functors which yield the quantum counterpart.
The categorification of tensor products (1) of Uq(sl2)-modules via Harish-
Chandra bimodules gives rise to special bases resulting from indecomposable
tilting, simple, standard and dual standard modules. In Section 5 we prove in
the special case of V ⊗n1 (i.e. d1 = d2 = · · · = dn = 1) that, at the Grothendieck
level, these bases can be identified as canonical, dual canonical, standard and
dual standard bases in V ⊗n1 . This is established using the Kazhdan-Lusztig
theory, Schur-Weyl duality and the graphical calculus for tensor products. A
generalisation of these results to arbitrary tensor products requires a more exten-
sive study of the category of Harish-Chandra bimodules which will be postponed
to a future paper.
Our main theorem about the categorification of the tensor products of the
form (1) in the special case of a single factor (i.e. r = 1), combined with the
properties of Soergel’s functor leads to a “geometric” categorification of irre-
ducible representations of Uq(sl2) which we explain in Section 6. We conclude
this section with a discussion and a conjecture about a possible geometric cate-
gorification of the general tensor product, based on the Borel-Moore homology
of the generalised Steinberg varieties Xλ,µ of triples (see [DR04]). The proposed
geometric approach is connected with our geometric categorification of simple
Uq(sl2)-modules, since in the special case r = 1, the generalised Steinberg vari-
ety degenerates into the partial flag variety Fλ. It is important to note that the
generalised Steinberg varieties Xλ,µ are precisely the tensor product varieties of
Malkin ([Mal03]) and Nakajima ([Nak01]) in the special case of tensor products
of finite dimensional irreducible Uq(sl2)-modules (see [Sav03]). The geometric
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categorification that we propose is a natural next step in the geometric descrip-
tion of tensor products of the form (1) of Uq(sl2)-modules via Steinberg varieties,
which was started in [Sav03]. We also remark that the generalised Steinberg va-
rieties naturally appear as characteristic varieties of Harish-Chandra bimodules
([BB85]). These facts strongly indicate that the geometric categorification (via
Borel-Moore homology), its relation to the algebraic categorification (by means
of Harish-Chandra bimodules), and to the theory of characteristic varieties is a
very rich area for future research.
Finally, we would like to mention that the categorification of the represen-
tation theory of Uq(sl2) has powerful applications to different areas in mathe-
matics and physics. In particular, the general notion of an sl2-categorification
via abelian categories has been introduced in [CR05] and effectively used to
solve various outstanding problems in the representation theory of finite groups.
Also, in the same way as the representation theory of Uq(sl2), especially in the
framework of the tensor products (1), is applied to invariants of knots in three
dimensions, the categorification of all these structures is believed to produce
invariants of 2-knots in four dimensions. So far, invariants of link cobordisms
were obtained via a categorification of the Jones polynomial in [Jac04] and
[Kho02]. Their representation theoretic interpretation requires further steps
in the “categorification program” of the representation theory of the quantum
group Uq(sl2).
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1 Quantum sl2 and its finite dimensional repre-
sentations
1.1 Definitions and preliminaries
We start by recalling some basics about the quantised enveloping algebra of sl2.
For details we refer for example to [CP94], [Jan98]. Let C(q) be the field of
rational functions with complex coefficients in an indeterminate q.
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Definition 1.1. The quantum group Uq(sl2) is an associative algebra over C(q)
with generators E,F,K,K−1 and relations
KE = q2EK, KF = q−2FK, KK−1 = 1 = K−1K,
EF − FE =
K −K−1
q − q−1
.
We will also denote Uq(sl2) by U . For a ∈ Z denote E
(a) = E
a
[a]! and F
(a) =
F (a)
[a]! where [a]! = [a][a − 1] . . . [1] and [a] =
qa−q−a
q−q−1 . Let [a, b] =
[a]!
[b]![a−b]! for
0 ≤ b ≤ a. Let be the C-linear involution of C(q) which changes q into q−1. A
C-linear (anti-)automorphism φ of U is called C(q)-antilinear if φ(fx) = fφ(x),
for f ∈ C(q), x ∈ U .
The algebra U has an antilinear anti-automorphism τ given by
τ(E) = qFK−1, τ(F ) = qEK, τ(K) = K−1. (4)
Let σ : U → U be the C(q)-linear algebra involution defined by
σ(E) = F, σ(F ) = E, σ(K) = K−1. (5)
Let ψ : U → U be the C(q)-antilinear algebra involution
ψ(E) = E, ψ(F ) = F, ψ(K) = K−1.
The algebra U is also a Hopf algebra with the comultiplication △ given by
△(E) = 1⊗ E + E ⊗K−1, △(F ) = K ⊗ F + F ⊗ 1,
△(K∓1) = K∓1 ⊗K∓1.
(6)
(The antipode S is defined as S(K) = K−1, S(E) = −EK and S(F ) =
−K−1F .)
1.2 The n+ 1-dimensional representation Vn
For any positive integer n, the algebra U has a unique (up to isomorphism)
irreducible (n+ 1)-dimensional representation Vn on which K acts semi-simply
with powers of q as eigenvalues. The Vn constitute a complete set of represen-
tatives for the iso-classes of simple U -modules of type I. We can choose in Vn a
basis of weight vectors {v0, v1, . . . , vn} such that U acts as follows
K±1vk = q
±(2k−n)vk, Evk = [k + 1]vk+1, Fvk = [n− k + 1]vk−1. (7)
We call this basis the canonical basis of Vn, since it is a special, though rather
trivial, case of the Lusztig-Kashiwara canonical bases in finite-dimensional irre-
ducible modules over quantum groups (see [Lus90], [Kas91]). Let U(sl2) denote
the universal enveloping algebra of the semisimple complex Lie algebra sl2. We
denote by V n the n+ 1-dimensional irreducible representation of sl2.
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Given a C(q)-vector space V , a C-bilinear form V ×V → C(q) is called semi-
linear if it is C(q)-antilinear in the first variable and C(q)-linear in the second,
i.e.
< fx, y > = f < x, y >, < x, fy > = f < x, y > f ∈ C(q), x, y ∈ U. (8)
On Vn, there is a (unique up to scaling) nondegenerate semi-linear form
<,>: Vn × Vn → C(q) (9)
which satisfies < xu, v >=< u, τ(x)v > for any x ∈ Uq(sl2) and u, v ∈ Vn. In
the basis {vk}0≤k≤n the form is given by
< vk, vl >= δk,lq
k(n−k)[n, k] (10)
Define the dual canonical basis {vk}0≤k≤n of Vn by < vl, v
k >= δk,lq
k(n−k).
Then vk = [n, k]v
k and the action of E, F and K in the dual canonical basis is
K±1vk = q±(2k−n)vk, Evk = [n− k]vk+1, Fvk = [k]vk−1. (11)
The involutions ψ and σ of U give rise to endomorphisms of Vn as follows: Let
σn : Vn → Vn be the C(q)-linear map defined by σn(vn) = v0 and σn(xa) =
σ(x)σn(a) for x ∈ U and a ∈ Vn. Then
σn(vk) = vn−k for any k. (12)
Let ψn : Vn → Vn be the C-linear map defined by ψn(vn) = vn and ψn(xa) =
ψ(x)ψn(a) for x ∈ U and a ∈ Vn. Then ψn is C(q)-antilinear and
ψn(vk) = vk for any k. (13)
1.3 Tensor products of finite dimensional representations
Given a positive integer n and a composition d = (d1, d2, . . . , dr) of n we use
the comultiplication (6) to define the U -module
Vd = Vd1 ⊗ Vd2 ⊗ · · · ⊗ Vdr .
Let V d = V d1 ⊗ V d2 ⊗ · · · ⊗ V dr be the corresponding sl2-module. The stan-
dard basis (and dual standard basis) of Vd is given by {va = va1 ⊗ · · · ⊗ var},
({va = va1 ⊗ · · · ⊗ var} respectively), where a runs through all sequences
a = (a1, a2, . . . , ar) ∈ Z
r such that 0 ≤ aj ≤ dj for 1 ≤ j ≤ r. Both bases
are C(q)-bases for Vd. Likewise, we get the standard and the dual standard
C-bases for V d. We denote by Sd = Sd1 × Sd2 × · · · × Sdr the Young subgroup,
corresponding to d, of the symmetric group Sn.
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2 The Grothendieck group of O and of the cat-
egory of Harish-Chandra bimodules
2.1 Preliminaries
For an abelian categoryB letG(B) = C⊗Z[B], where [B] denotes the Grothendieck
group of B. The latter is the (free) abelian group generated by symbols [M ], as
M ranges over all objects of B, subject to relations [M2] = [M1] + [M3] for all
short exact sequences
0→M1 →M2 →M3 → 0 (14)
in B. An exact functor F : B → B′ between abelian categories B and B′ induces
a C-linear map FG : G(B)→ G(B′).
For a complex Lie algebra g we denote by U(g) its universal enveloping
algebra with centre Z(g). We fix an integer n ≥ 2 and set g = gln. We fix a
triangular decomposition g = n− ⊕ h ⊕ n+ of g. Let O = O(gln) denote the
corresponding Bernstein-Gelfand-Gelfand category for g = gln (see [BGG76]),
i.e. the category of finitely generated g-modules which are h-diagonalisable and
locally U(n+)-nilpotent. Let W = Sn denote the Weyl group generated by the
simple reflections si, 1 ≤ i ≤ n − 1, where sisj = sjsi if |i − j| > 1. Let ρ be
the half-sum of positive roots. For w ∈ W and λ ∈ h∗ let w · λ = w(λ+ ρ)− ρ.
Let Wλ = {w ∈W | w ·λ = λ} be the stabiliser of λ with respect to this action.
We denote by Wλ the set of (with respect to the length function) shortest coset
representatives in W/Wλ. We denote by w0 the longest element in W and by
wλ0 the longest element in Wλ. A weight λ ∈ h
∗ is integral, if 〈λ, αˇ〉 ∈ Z for
any coroot αˇ. We call a weight λ ∈ h∗ (strictly) dominant if 〈λ+ ρ, αˇ〉 ≥ 0 (or
〈λ, αˇ〉 ≥ 0 resp.) for any coroot αˇ corresponding to a positive root α such that
〈λ, αˇ〉 ∈ Z. Note that this terminology is not commonly used in the literature,
usually a weight is called dominant and integral if it is strictly dominant and
integral in our terminology. With this notion, the action of the centre of U(gln)
gives a block decomposition O = ⊕ λO, where the sum runs through the set
of dominant weights λ. The finite dimensional simple objects in O, however,
are naturally indexed by strictly dominant and integral weights. For λ ∈ h∗ let
M(λ) = U(g) ⊗U(b) Cλ denote the Verma module with highest weight λ. Let
P (λ) be its projective cover with simple head L(λ). If λ ∈ h∗ is dominant and
integral, then λO denotes the block containing all M(x ·λ) with x ∈ W . (Based
on the functor (3) we prefer the notation λO to the more common notation Oλ
in order to be consistent with the fact that the objects of O are left g-modules.)
We denote by d the usual contravariant duality on O preserving the simple
objects. Recall that a module in λO having a Verma flag and a dual Verma
flag is called a tilting module. Let T (x · λ) ∈ λO be the indecomposable tilting
module with M(x · λ) occurring as a submodule in any Verma flag. (For the
classification we refer to [CI89], for the general theory to [DR89], for example.)
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2.2 Tensor products of finite dimensional U(sl2)-modules
and Harish-Chandra bimodules
The purpose of this section is to associate with any finite tensor product V d
of finite dimensional U(sl2)-modules an abelian category B of Harish-Chandra
bimodules together with an isomorphism Φ : G(B) ∼= V d of C-vector spaces.
In the following section we will define exact endofunctors on B which give rise
to a U(sl2)-module structure on G(B) and show that the morphisms Φ become
isomorphisms of U(sl2)-modules.
We choose an ONB {ei}1≤i≤n of R
n and identify C ⊗R R
n with h∗ such
that R+ = {ei − ej | i < j} is the set of positive roots. The simple reflection
si ∈ W acts by permuting ei and ei+1. For a = (a1, a2, . . . , an) ∈ Z
n let
M(a) also denote the Verma module with highest weight
∑n
i=1 aiei − ρ. If
I = {i1, i2 · · · ir} ⊆ {1, . . . n} then we denote WI = 〈si | i /∈ I〉. Corresponding
to I we fix an integral block I,nO = λIO, such that {w ∈W | w ·λI = λI} =WI
and λI is minimal with this property. In the following we will also just write
i1,i2,··· ,ir ;nO = I;nO, WI = Wi1,i2,··· ,ir , W
I = W i1,i2,··· ,ir etc. In particular,
we have the “maximal singular” blocks ωiO = i;nO where 0 ≤ i ≤ n, and ωi
is the i-th fundamental weight. (Note that by definition W∅ = Wn = W . We
remark also that 1;2O is in fact regular.) Let i;nO be the category containing
only the zero module for n < i or i < 0. Note that M(a) ∈ i;nO if and only if
aj ∈ {0, 1} for all j and a contains exactly i ones. For x ∈W/WI we denote by
a(x) = aI(x) ∈ Z
n the sequence such that
M(x · λI) =M(a(x)). (15)
By definition, the vector space V
⊗n
1 has a basis of the form {va}, where a runs
through all {0, 1}-sequences of length n. On the other hand G(i;nO) has a
basis of the form {[M(a)]}, where a runs through all {0, 1}-sequences of length
n, containing exactly i ones. Therefore, (see also [BFK99, (34)]) there is an
isomorphism of vector spaces
G
( n⊕
i=0
i;nO
)
∼= V
⊗n
1 (16)
1⊗
[
M(a)
]
7→ va1 ⊗ · · · ⊗ van .
Before generalising this to arbitrary tensor products we give an
Example 2.1. If n = 2 then 0;2O and 2;2O are semisimple with one simple
object L((0, 0)) = M((0, 0)) = P ((0, 0)) = T ((0, 0)) (or L((1, 1)) = M((1, 1)) =
P ((1, 1)) = T ((1, 1)) respectively), whereas 1;2O has the two simple objects
L((1, 0)) and L((0, 1)) = M((0, 1)) = T ((0, 1)) and [M((1, 0))] = [P ((1, 0))] =
[L((1, 0))] + [L((0, 1))] and [P ((0, 1))] = [M((1, 0))] + [M((0, 1))] = [L((0, 1))] +
[L((1, 0))] + [L((0, 1))]. Hence G
(⊕2
i=0 i;2O
)
∼= V
⊗2
1 as vector spaces.
Let H = H(g) denote the category of Harish-Chandra bimodules for g. That
is the full subcategory, inside the category of finitely generated U(g)-bimodules
9
of finite length, given by all objects which are locally finite with respect to the
adjoint action of g (see e.g. [BG80], or for an overview [Jan83, Kapitel 6]). As
for the category O, the action of Z(g) gives a block decomposition H = ⊕λHµ,
where λ, µ ∈ h∗ are dominant weights. More precisely it is given as follows: Let
λ ∈ h∗ be dominant. We denote by kerχλ the Z(g)-annihilator of the Verma
module M(λ). Note that kerχλ is a maximal ideal in Z(g). A Harish-Chandra
bimodule X is an object of λHµ if and only if (kerχλ)
mX = 0 = X(kerχµ)
m
for large enough m ∈ Z>0.
For any two g-modules M and N , the space HomC(M,N) is naturally a
U(g)-bimodule. Let L(M,N) denote its maximal submodule which is locally
finite with respect to the adjoint action of g. Then the simple objects in λHµ
are of the form L(M(µ), L(x · λ)) where x is a longest coset representative in
Wµ\W/Wλ (see e.g. [Jan83, 6.26]). However, λHµ does not have enough pro-
jective objects. Therefore, we consider the category λH
1
µ which is by definition
the full subcategory of λHµ given by all objects such that X kerχµ = 0. (Note
that the simple objects stay the same.) Let λ ∈ h∗ be integral and dominant. If
µ is integral, regular and dominant then the functor Fµ = • ⊗U(g)M(µ) defines
an equivalence of categories
λFµ : λH
1
µ
∼= λO. (17)
The inverse functor is given by L(M(µ), • ). If µ is singular, then the functor
λFµ defines only an embedding. (All this is proved in [BG80], for an overview
see also [Jan83]).
In this setup, one of the main ideas of this paper is that formula (16) is in
fact only a very special case of the following more general fact:
Proposition 2.2. Let d = (d1, . . . dr) be a composition of n. Let µ ∈ h
∗ be
dominant and integral such that Wµ = Sd. There is an isomorphism of vector
spaces
Φ : G
( n⊕
i=0
ωiH
1
µ(gln)
)
∼= V d,
1⊗
[
L(M(µ),M(a))
]
7→ va(µ) = va(µ)1 ⊗ va(µ)2 ⊗ · · · ⊗ va(µ)r ,
where a(µ)j = |{ak = 1 | dj−1 < k ≤ dj}| with d0 = 0, dr+1 = n.
Note that Proposition 2.2 is in fact a generalisation of (16), because if d =
(1, 1, · · · 1), then ωiH
1
d(gln)
∼= i;nO via the equivalence (17) and the isomorphism
Φ gives rise to the one from (16), because vk = v
k in V1. The “asymmetry”
with respect to the central characters associated to
⊕n
i=0 ωiH
1
µ(gln) (i.e. we
consider bimodules with a fixed central character from the right hand side,
but with a fixed generalised character from the left hand side, appears to be
unnatural. In fact, we could also work with the category
⊕n
i=0 ωiHµ(gln)
instead, since its Grothendieck group coincides with the one of the previous
category and the functors E and F (which will be introduced later) can be
extended naturally. However, proofs become much simpler if we make use of
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the functor Fµ. Moreover, the interpretation of the canonical basis in terms of
tilting objects (see Theorem 5.3 and Remark 5.6) also militate in favour of using
the category
⊕n
i=0 ωiH
1
µ(gln). Before we prove the Proposition 2.2 we give an
Example 2.3. We consider the Lie algebra gl3. The block 0;3O is semisimple
with the only (simple and projective) Verma module M((0, 0, 0)). Likewise, the
block 3;3O is semisimple with the only (simple and projective) Verma module
M((1, 1, 1)). Each of the blocks 1;3O and 2;3O contains exactly three Verma
modules, namely M((1, 0, 0)), M((0, 1, 0)) and M((0, 0, 1)) (or the Verma mod-
ules M((1, 1, 0)), M((1, 0, 1)) and M((0, 1, 1)) respectively). We have the fol-
lowing possibilities
• Wµ is trivial, i.e. µ is regular: the simple objects in
⊕n
i=0 ωiH
1
µ are
exactly the L(M(µ), L(a)), where L(a) occurs is the head of one out of
these eight Verma modules. This “models” the 8-dimensional vector space
V ⊗31 .
• Wµ ∼= S1 × S2: the simple objects in
⊕n
i=0 ωiH
1
µ are the L(M(µ), L(a)),
where a ∈ {(0, 0, 0), (1, 0, 0), (0, 0, 1), (1, 0, 1), (0, 1, 1), (1, 1, 1)}. This “mod-
els” the 6-dimensional vector space V1 ⊗ V2.
• Wµ ∼= S2 × S1: the simple objects in
⊕n
i=0 ωiH
1
µ are the L(M(µ), L(a)),
where a ∈ {(0, 0, 0), (0, 1, 0), (0, 0, 1), (0, 1, 1), (1, 1, 0), (1, 1, 1)}. This “mod-
els” the 6-dimensional vector space V2 ⊗ V1.
• Wµ ∼= S3: the simple objects in
⊕n
i=0 ωiH
1
µ are the L(M(µ), L(a)), where
a ∈ {(0, 0, 0), (0, 0, 1), (0, 1, 1), (1, 1, 1)}. This “models” the 4-dimensional
vector space V3.
Note that the simple objects in
⊕n
i=0 ωiH
1
µ are of the form L(M(µ), L(a)),
where a = (a1, a2, a3) such that the ai’s are (weakly) increasing within the
parts of the composition given by µ.
Proof of Proposition 2.2. Recall that the simple objects in ωiH
1
d(gln) are of the
form L(M(µ), L(x · ωi)) where x runs through the set of longest coset repre-
sentatives D for the double cosets Wµ\W/Wi. On the other hand x ∈ D if
and only if x · ωi =
∑n
j=1 ajej − ρ, where ak ≤ aj if dl−1 < k < j ≤ dl for
some l ∈ {1, 2, . . . , r} and the number of j’s such that aj = 1 is i. That is,
the simple objects in
⊕n
i=0 ωiH
1
µ(gln) are exactly the bimodules of the form
L(M(µ), L(a)), where a = (a1, a2, . . . , an) is a {0, 1}-sequence with exactly i
ones such that the ai’s are (weakly) increasing within the parts of the com-
position given by µ. Let now y ∈ Wµ and x ∈ Wµ\W/Wi be a longest coset
representative. The following formula holds (see [Jos82, Lemma 2.5]):
L(M(µ),M(x · ωi)) = L(M(y · µ),M(x · ωi)) (18)
∼= L(M(µ),M(y−1x · ωi)).
Therefore, the isomorphism classes [L(M(µ),M(x ·ωi))] (x ∈ D) give rise to
a basis of G
(
ωiH
1
d(gln)
)
. The statement of the proposition follows.
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In the situation of Proposition 2.2 let x ∈ Wµ\W/Wi be a longest coset repre-
sentative. Set [∆(a(x))] =
∑
[M ], where [M ] ∈ {[L(M(µ),M(yx ·λ)] | y ∈Wµ}.
(Note the difference between the symbols ∆ and △, the latter denoting the co-
multiplication.) From the formula (18) it follows that the 1⊗ [∆(a(x))], where
x runs through all longest coset representatives in Wµ\W/Wi form a basis of
G
(
ωiH
1
d(gln)
)
(although the [∆(a(x))] do not form a basis of [ωiHd(gln)
]
in
general, see e.g. Remark 2.5 (2)).
The following holds
Corollary 2.4. With the assumption of Proposition 2.2 we have
Φ
(
1⊗ [∆(a)]
)
= va(µ) := va(µ)1 ⊗ va(µ)2 ⊗ · · · ⊗ va(µ)r ,
where a(µ)j = |{ak = 1 | dj−1 < k ≤ dj}| with d0 = 0, dr+1 = n.
Proof. The statement follows immediately from the definitions of Φ and [∆(a)]
together with the formula (18) and the equality vk = [n, k]v
k in Vn.
Remark 2.5. 1. In general, the category
⊕n
i=0 ωiH
1
µ is not necessarily a
highest weight category, in the sense of [CPS88]. However (see [KM02]),
it is equivalent to a module category over a properly stratified algebra (as
introduced in [Dla00], generalising the notion of quasi-hereditary algebras
and highest weight categories). In particular, this algebra might have
infinite global dimension. If A is a properly stratified algebra then, by
definition, the projective A-modules have a filtration such that subquo-
tients are so-called standard modules ∆(a); any standard module ∆(a)
has a filtration with subquotients, each isomorphic to the (same) proper
costandard module ∆(a). If the standard modules coincide with proper
standard modules, then A is quasi-hereditary. For example, for any block
of category O, the (proper) standard modules are given by the Verma
modules. In λH
1
µ, the proper standard modules are given by bimodules of
the form L(M(µ),M(a)), whereas the standard modules are certain mod-
ules ∆(a), where its image in the Grothendieck group [∆(a)] is as above
(for definition and general theory see e.g. [Dla00], for the special situation
see e.g. [MS05]).
2. As an example let us consider the case g = gl2. The category 0H
1
−ρ has
one indecomposable projective object, P = L(M(−ρ), P (−2ρ)), and one
simple object, S = L(M(−ρ),M(−2ρ)). Then P is the unique standard
module, whereas S is the unique proper standard module and P is a
self-extension of S. The category 0H
1
−ρ is equivalent to C[x]/(x
2) -mod
(by [Soe90, Endomorphismensatz]), in particular, it has infinite global
dimension. Note that the functor 0F−ρ maps S to the dual Verma module
dM(0) with highest weight zero.
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2.3 The submodule Vn inside V
⊗n
1
There is a unique direct summand isomorphic to Vn inside V
⊗n
1 . The inclusion
is given by the map
in : Vn →֒ V
⊗n
1 ,
vk 7→
∑
|a|=k
qa
−
va, (19)
where |a| =
∑r
i=n ai and a
− is the cardinality of the set {(i, j) | 1 ≤ i < j ≤
r, ai > aj}. A split of this inclusion is given by the projection
πn : V
⊗n
1 → Vn,
va 7→ q−a
+
v|a| (20)
where a+ is the cardinality of the set {(i, j) | 1 ≤ i < j ≤ n, ai < aj} (see e.g.
[FK97, Proposition 1.3]). The composition in ◦πn is the Jones-Wenzl projector.
We define a linear map F : G
(⊕n
i=0 ωiH
1
µ(gln)) → G
(⊕n
i=0 ωiO) as follows:
For x ∈ Wµ\W/Wi a longest coset representative let F (1⊗ [∆(a(x))]) =
∑
1⊗
[M ], where the sum runs over all [M ] ∈ {[M(yx · ωi)] | y ∈ Wµ}. Then the
following holds:
Proposition 2.6. Let d = (d1, . . . dr) be a composition of n. Let µ ∈ h
∗ be
dominant and integral such that Wµ = Sd. The following diagrams commute
G
(⊕n
i=0 ωiH
1
µ(gln))
F

Φ //

V d,
id1⊗···⊗idr

G
(⊕n
i=0 ωiO)
Φ // V
⊗d1
1 ⊗ · · · ⊗ V
⊗dr
1 = V
⊗n
1
G
(⊕n
i=0 ωiH
1
µ(gln))
F

Φ //

V d,OO
pid1⊗···⊗pidr
G
(⊕n
i=0 ωiO)
Φ // V
⊗d1
1 ⊗ · · · ⊗ V
⊗dr
1 = V
⊗n
1
Proof. Let x ∈ Wµ\W/Wi be a longest coset representative. By Corollary 2.4
we have i ◦Φ([∆(a(x))]) = i(va(µ)). Now idj (va(µ)j) =
∑
|b(j)|=a(µ)j
vb(j). This
means
i ◦ Φ([∆(a(x))]) =
r⊗
j=1
( ∑
|b(j)|=a(µ)j
vb(j)
)
.
On the other hand we get Φ ◦ F ([∆(a(x))]) =
∑
Φ([M ]), where the sum runs
over all [M ] ∈ {[M(yx · ωi)] | y ∈ Wµ}. This means
Φ ◦ F ([∆(a(x))]) =
r⊗
j=1
( ∑
|b(j)|=a(µ)j
vb(j)
)
.
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Hence, the first diagram commutes. Let now π = πd1 ⊗ · · · ⊗ πdr . The first
diagram says that i ◦ Φ = Φ ◦ F . We get Φ = π ◦ i ◦ Φ = π ◦ Φ ◦ F , hence the
second diagram commutes as well.
We would like to remark that the map F has in fact a categorical interpreta-
tion. To explain this we have to recall some facts on the properly stratified struc-
ture of λH
1
µ for integral dominant weights λ and µ. The indecomposable projec-
tive objects in λH
1
µ are exactly the bimodules X such that λFµ(X)
∼= P (x ·λ) ∈
λO for some longest coset representative x ∈Wµ\W/Wλ (see [BG80] or [Jan83,
6.17, 6.18]). For a longest coset representative x ∈ Wµ\W/Wλ let P (x) be
the indecomposable projective object λH
1
µ, such that λFµ(P (x)) = P (x · λ).
Let P<x = ⊕P (y), where the sum runs over all longest coset representatives
y ∈ Wµ\W/Wλ, and y < x in the Bruhat ordering. Then the standard module
corresponding to x is defined as ∆(x) = P (x)/M , where M is the trace of P<x
in P (x) (see [Dla96, Definition 3]). One can show that in fact [∆(x)] = [∆(a(x))]
as defined above, and, moreover, the images of the standard modules from λH
1
µ
under the functor λFµ are objects in λO having a Verma flag (i.e. a filtration
with subquotients isomorphic to Verma modules). A proof of this fact can be
found for example in [MS05]. More precisely we have that [λFµ∆(x)] =
∑
[M ],
where the sum runs over all [M ] ∈ {[M(yx · λ)] | y ∈ Wµ} (see [MS05, Propo-
sition 2.18], note that the proof there works also for singular λ). So, F should
be considered as a replacement for λF
G
µ (which is not defined in general, since
λFµ is not necessarily exact). The properties of the derived functor of λFµ were
studied by J. Sussan, who constructed a categorification of the Jones-Wenzl
projector in the setting of derived categories ([Sus05]).
2.4 Categorification of finite tensor products of finite di-
mensional U(sl2)-modules via representations of gln.
The purpose of this section is to lift the isomorphisms Φ from Proposition 2.2 to
isomorphisms of U(sl2)-modules. In other words, we categorify tensor products
of finite dimensional U(sl2)-modules. Our main results (Theorem 2.7 and Theo-
rem 4.1) are categorifications of the modules V d and Vd. Let us make this more
precisely: By a categorification of V d we mean an abelian category C together
with exact endofunctors E and F and an isomorphism (of vector spaces) Ψ :
G(C) ∼= V d such that
Ψ([EM ]) = EΨ([M ]) and Ψ([FM ]) = FΨ([M ]) (21)
for any object M ∈ C. That is, if C is a categorification of V d then the functors
E and F define an sl2-action on G(C) such that Ψ becomes an isomorphism of
sl2-modules.
For λ, µ ∈ h∗ dominant and integral let Tµλ : λO → µO denote the trans-
lation functor (see [BG80], [Jan83]). With the notations above we also denote
T
J
I = T
j1,j2,...,js
i1,i2,...,ir
: IO → JO for J = {j1, j2 . . . js} ⊆ {1, 2, . . . n}. Let k ∈ Z>0.
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Recall from [BFK99] the projective functors E
(k)
i : i;nO(gln) → i+k;nO(gln)
given by tensoring with the k-th exterior power of the natural representa-
tion for gln composed with the projection onto O(gln)i+k;n. In particular,
Ei = E
(1)
i is given by tensoring with the natural representation composed with
the projection onto O(gln)i+1;n. Let F
(k)
i : i;nO → i−k;nO be the adjoint of
E
(k)
i−k : i−k;nO → i;nO. Set E = ⊕
n
i=0Ei, F = ⊕
n
i=0Fi. Since the functor Fµ
commutes with tensoring with finite dimensional (left) g-modules, the functors
E and F give rise to endofunctors of
⊕n
i=0 ωiH
1
µ via restriction. We will denote
these functors with the same letter E and F respectively.
We get the following result (which can also be viewed as a specialisation of
Theorem 4.1):
Theorem 2.7. Let d = (d1, . . . , dr) be a composition of n. Let µ ∈ h
∗ be
dominant and integral such that Wµ = Sd. Then the isomorphism
Φ : G
( n⊕
i=0
ωiH
1
µ(gln))
∼= V d,
[
L(M(µ),M(a))
]
7→ vb = vb(µ)1 ⊗ vb(µ)2 ⊗ · · · ⊗ vb(µ)r ,
where bj(µ) = |{ak = 1 | dj−1 < k ≤ dj}| with d0 = 0, dr+1 = n, together with
the endofunctors E, F of
⊕n
i=0 ωiH
1
µ(gln) give rise to a categorification of V d.
Proof. By Proposition 2.2 and [BFK99, Theorem 1], we only have to check the
formulas (21) for Ψ = Φ, that is Φ([E•]) = EΦ([•]), and Φ([F•]) = FΦ([•]).
Let now M = L(M(µ),M(a)) for some {0, 1}-sequence a of length n. Then we
get
Φ([EM ]) = Φ([L(M(µ), EM(a))]) = Φ(
∑
a′
[L(M(µ),M(a′))]),
where the sum runs over all sequences a′ built up from a by replacing one zero
by a one (see [BFK99, (38)]). From the definition of Φ and formula (18) we get
Φ([EM ]) =
∑
a′ αa,a′v
a′(µ), where the sum runs over all a′ where a′jo = b(µ)jo+1
for some j0 and a
′
j = b(µ)j for j 6= j0 and αa,a′ is the number of zeros occurring
in {ak | dj0 − 1 < k ≤ dj0}. On the other hand Ev
b =
∑
a′ βa,a′v
a′ , where
the sum runs over all a′ where a′jo = b(µ)jo + 1 for some j0 and a
′
j = b(µ)j
for j 6= j0 and βa,a′ is defined by the equation Ev
b(µ)j0 = βa,a′v
b(µ)j0+1 in
Vdj0−dj0−1+1. By formula (11) we actually have βa,a′ = dj0−dj0−1 + 1− b(µ)j0 .
The latter is, by definition of b(µ)j0 , exactly the number of zeros occurring in
{ak | dj0 − 1 < k ≤ dj0}. We therefore get that Φ([EM ]) = EΦ([M ]), even
for all objects M . The similar arguments to show Φ([FM ]) = FΦ([M ]) are
omitted.
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3 The graded version of O and the action of
Uq(sl2).
Our main goal is to “categorify” the U -modules Vd. In Theorem 2.7, we al-
ready obtained a categorification of the U(sl2)-modules Vd via certain Harish-
Chandra bimodules. The main idea is to introduce a graded version, say Hgrµ , of⊕n
i=0 ωiH
1
µ(gln). Then the complexified Grothendieck group G(H
gr
µ ) becomes
a C(q)-module, where q acts by shifting the grading. The second step will be to
introduce exact functors E, F, K, K−1 which induce an U -action on G(Hgrµ )
such that G(Hgrµ )
∼= Vd as U -modules. In the present section we consider first
the special case V ⊗n1 and work with category O instead of Harish-Chandra
bimodules. The general case will easily be deduced afterwards.
3.1 Graded algebras and modules
For a ring or algebra A we denote by A -mod (resp. mod-A) the category
of finitely generated left (resp. right) A-modules. If A is Z-graded then we
denote the corresponding categories of graded modules by A -gmod and gmod-A
respectively. For k ∈ Z we denote by 〈k〉 : gmod-A → gmod-A the functor of
shifting the grading by k, i.e. (〈k〉M)i = Mi−k for M = ⊕i∈ZMi ∈ gmod-A.
We will normally write M〈k〉 instead of 〈k〉M . For a finite dimensional non-
negatively graded algebra A such that A0 is semisimple, the Grothendieck group
[gmod-A] is the free Z[q, q−1]-module, freely generated by a set of isomorphism
classes of simple objects in gmod-A which give rise to a basis of [mod-A] after
forgetting the grading. The Z[q, q−1]-module structure comes from the grading,
namely, for an object M of gmod-A we define qi[M ] = [M〈i〉].
3.2 The graded version of O
We first recall (from [BGS96]) the graded version of each integral block of
category O which is defined by introducing a (Koszul-)grading on the endo-
morphism ring of a minimal projective generator in this block. Fixing Pλ =⊕
x∈Wλ P (x · λ) ∈ λO a minimal projective generator defines an equivalence of
categories ǫλ : λO ∼= mod- Endg(Pλ) via the functor M 7→ Homg(Pλ,M) (see
e.g. [Bas68]). We fix such pairs (Pλ, ǫλ) for any dominant integral λ. Now
we have to introduce a grading on Endg(Pλ). This is done in [BGS96] using
the connection between category O and modules over the cohomology ring of
certain partial flag varieties (as described in [Soe90]). Which partial flag we
have to take depends on the block of O we consider. More precisely we have to
do the following: In each integral block λO, there is a unique indecomposable
self-dual projective-injective (tilting) module Tλ. We consider Soergel’s functor
Vλ : λO → mod-Endg(Tλ), M 7→ HomO(Tλ,M) which has been introduced in
[Soe90]. By [Soe90, Endomorphismensatz], the algebra EndO(Tλ) is canonically
isomorphic to the invariants CWλ inside the coinvariants C = S(h)/(S(h)W+ ), i.e.
it is isomorphic to the cohomology ring of the partial flag variety corresponding
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to λ inside the cohomology ring of the full flag variety (see e.g. [Hil82]).
With the notation from above we also denote by Ti1,i2,··· ,ir ∈ IO the unique
indecomposable projective-injective (tilting) module with corresponding functor
VI : IO → mod−EndO(TI) and denote C
I = EndO(TI). We will abbreviate
CWλ as Cλ.
If we fix a Z-grading on the algebra S(h) by putting h in degree two, then C,
and hence also any Cλ, inherit a grading (which is known to coincide with the
cohomology grading, see e.g. [Hil82] and references therein). For any x ∈ Wλ,
the module VP (x ·λ) has a graded lift (see [BGS96]); i.e. there exists a module
M ∈ Cλ -gmod which is isomorphic to VP (x · λ) after forgetting the grading.
Since EndCλ(VP (x · λ)) ∼= EndO(P (x · λ)) ([Soe90, Struktursatz]), the module
VP (x · λ) is indecomposable. Hence a graded lift is unique up to isomorphism
and grading shift (see e.g. [BGS96, Lemma 2.5.3]). We fix for any x ∈ Wλ
a graded lift of VP (x · λ) such that its lowest degree is −l(x). By abuse of
language we denote this graded lift also VP (x · λ). This defines a grading on
VPλ = ⊕x∈WλP (x · λ) and induces a grading on EndO(Pλ) = EndCλ(VPλ) by
Soergel’s structure theorem ([Soe90]). In fact it turns EndO(Pλ) into a (non-
negatively graded) Koszul algebra (see [BGS96]) which we denote by λA. As
usual we also write iA instead of ωiA.
3.3 Graded lifts of modules and functors
Now we have a graded version for any integral block of O. We need graded lifts
of modules in λO which are defined as follows:
Definition 3.1. Let λ, µ be dominant and integral weights. Let fµ : gmod- µA→
mod- µA denote the functor which forgets the grading.
1. Let M ∈ µO. A graded lift of M is a module M ∈ gmod- µA such that
fλ(M) ∼= ǫµ(M).
2. Let F : λO → µO be a functor. A graded lift of F is a functor F :
gmod- λA→ gmod- µA such that
(i) F 〈k〉 ∼= 〈k〉F , and
(ii) fµF ∼= ǫµFǫ
−1
λ fλ.
If M ∈ λO is indecomposable, then a graded lift of M , if it exists, is unique
up to isomorphism and grading shift (see e.g. [BGS96, Lemma 2.5.3]). In gen-
eral, for an arbitrary module M ∈ λO, a graded lift does not have to exist
(see e.g. [Str03, Section 4]). However, it is known that indecomposable pro-
jective modules, (dual) Verma modules and simple modules have graded lifts,
see [BGS96, Section 3.11], [Str03, Section 3]. (For a more general setup for
quasi-hereditary algebras we refer to [Zhu04]). We denote by P˜ (x ·λ), M˜(x ·λ),
L˜(x · λ) the (uniquely defined up to isomorphism) graded lifts of the modules
P (x · λ), M(x · λ), L(x · λ) with the property that their heads are concen-
trated in degree zero. Let ∇˜(x · λ) be the graded lift of the dual Verma module
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∇(x · λ) = d∆(x · λ) such that the socle is concentrated in degree zero. Let
I˜(x ·λ) be the injective hull of L˜(x ·λ). Let d = HomC(•,C) denote a graded lift
of the duality functor such that d(L) = L for any simple module L concentrated
in degree zero (for properties see e.g. [Str03]).
3.4 Projective functors and the cohomology ring of the
flag variety
The purpose of this section is to give the tools for a construction of graded lifts
of the functors E and F . The following result gives first of all a categorical
interpretation of the divided powers of E and F and secondly provides an al-
ternative description of the functors E and F which makes it possible to relate
them to the cohomology ring of the flag variety in Proposition 3.3 afterwards.
From these results, the desired graded lifts of functors can be constricted easily.
Proposition 3.2. Let 0 ≤ i ≤ n and k ∈ Z>0.
(a) There are isomorphisms of projective functors
k!⊕
j=1
E
(k)
i
∼= Ei+k−1 · · · Ei+1Ei, (22)
k!⊕
j=1
F
(k)
i
∼= Fi+k+1 · · · Fi−1Fi. (23)
(b) Let k ∈ Z>0. There are isomorphisms of indecomposable projective functors
E
(k)
i
∼= Ti+ki,i+k T
i,i+k
i , (24)
F
(k)
i
∼= Ti−ki,i−k T
i,i−k
i . (25)
Proof. By adjointness properties it is enough to prove the formulas (22) and
(24). Recall (see e.g. [Jan83, 4.6 (1)]) that for any λ ∈ h∗ and any fi-
nite dimensional g-module E we have [M(λ) ⊗ E] = [⊕νM(λ + ν)], where ν
runs through the multiset of weights of E. From the definition of E
(k)
i we
get in particular [E
(k)
i (M(a))] = [⊕a′M(a
′)], where a′ = (a′1, a
′
2, . . . , a
′
n) runs
through the set of {0, 1}-sequences containing exactly i + k ones and where
aj = 1 implies a
′
j = 1 for 1 ≤ j ≤ n. In particular [⊕
k!
j=1E
(k)
i (M(λi))] =
[Ei+k−1 · · · Ei+1Ei(M(λi))] (see [BFK99, Proposition 6]). Hence, (22) follows
from the classification of projective functors ([BG80]). To prove the second
part let first be k = 1. The formula [BFK99, Proposition 6] shows that
Ei(M(ωi)) has a Verma flag with subquotients isomorphic to M(x ·ωi+1), where
x ∈ Wi/Wi,i+1 is a shortest coset representative. The same is true for the
module Ti+1i,i+1 T
i,i+1
i M(ωi) (using [Jan83, 4.13 (1), 4.12 (2)]). Since both mod-
ules are projectives, they are isomorphic. The classification theorem of projec-
tive functors ([BG80, Section 3]) provides the required isomorphism of functors
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for k = 1. Using again the formulas [Jan83, 4.13 (1), 4.12 (2)] we easily get
[E
(k)
i (M(λi))] = [T
i+k
i,i+k T
i,i+k
i M(λi)]. The classification theorem of projective
functors ([BG80]) implies E
(k)
i
∼= Ti+ki,i+k T
i,i+k
i . Note that M(λi+k) occurs with
multiplicity one in E
(k)
i M(λi), hence E
(k)
i (M(λi)) is indecomposable, and there-
fore so is E
(k)
i (again by the classification of projective functors [BG80]).
We have restriction functors ResIJ : C
I − mod → CJ − mod if J ⊆ I and
Resλµ : C
λ −mod→ Cµ −mod if Wλ ⊆Wµ.
Proposition 3.3. Let λ, µ be dominant and integral weights such that Wλ ⊆
Wµ. There are isomorphisms of functors
Vµ T
µ
λ
∼= ResλµVµ,
Vλ T
λ
µ
∼= Cλ ⊗Cµ Vµ(•).
In particular
Vi+k E
(k)
i
∼= Res
i,i+k
i+k C
i,i+k ⊗Ci Vi(•),
Vi−k F
(k)
i
∼= Res
i,i−k
i−k C
i,i−k ⊗Ci Vi(•),
for any k ∈ Z > 0.
Proof. This is [Soe92, Theorem 12, Proposition 6] together with Proposition 3.2.
To keep track of the grading, we first need the following well-known, but
crucial fact that CI is a free CJ -module of finite rank whenever J ⊆ I. More
precisely we need the following statement:
Lemma 3.4. Let 1 ≤ i ≤ (n−1). There are isomorphisms of graded Ci-modules
Ci,i+1 ∼=
n−i−1⊕
r=0
Ci〈2r〉,
Ci,i−1 ∼=
i−1⊕
r=0
Ci〈2r〉.
Proof. By classical invariant theory ([Hil82, II.3]), Ci,i±1 is a free Ci-module
of rank |Wi/Wi,i±1|, and a basis can be chosen homogeneous in the degrees
length of x, where x runs through the set of shortest coset representatives from
Wi/Wi,i±1.
The following adjoint pairs of functors will be used later
Proposition 3.5. Let λ, µ be dominant and integral. Assume Wλ ⊆Wµ. Then
there are pairs of adjoint functors
(Cλ ⊗Cµ • ,Res
λ
µ ) and (Res
λ
µ , C
λ ⊗Cµ • )
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between Cλ -mod and Cµ -mod; and
(Cλ ⊗Cµ • ,Res
λ
µ ) and (Res
λ
µ , C
λ ⊗Cµ • 〈−max〉) (26)
considered as functors between Cλ -gmod and Cµ -gmod. Here max ∈ I denotes
the maximal element in I where Cλ ∼= ⊕i∈IC
µ〈i〉 as graded Cµ-module.
Proof. By Proposition 3.3, the pairs of adjoint functors (Tλµ,T
µ
λ) and (T
µ
λ,T
λ
µ)
give rise to the pairs (Cλ ⊗Cµ • ,Res
λ
µ ) and (Res
λ
µ , C
λ ⊗Cµ • ), since V is a
quotient functor. However, for the graded version we have to be more explicit.
For M ∈ Cµ -mod we consider the inclusion iM :M →֒ C
λ⊗Cµ M , m 7→ 1⊗m.
This is a Cµ-morphism and defines a map
ΦM,N : HomCλ(C
λ ⊗Cµ M,N) → HomCµ(M,Res
λ
µN)
f 7→ f ◦ iM
for any N ∈ Cλ -mod. The map is functorial in M and N , and it is injective,
since f ◦iM = 0 implies f(c⊗m) = cf(1⊗m) = c(f ◦iM (m)) = 0 for anym ∈M ,
c ∈ Cλ. To show the surjectivity it is enough to compare the dimensions.
Moreover, the functors are exact and additive. Therefore, it is sufficient to
consider the case M = Cµ (for general M choose a free 2-step resolution and
use the Five-Lemma). In this case we have dimHomCλ(C
λ ⊗Cµ C
µ, N) =
dimHomCλ(C
λ, N) = dimN = dimHomCµ(C
µ,ResλµN). This proves the first
adjunction. Moreover, the adjunction is compatible with the grading, since iM
is homogeneous of degree zero for graded Cµ-modules M .
Let pN : C
λ ⊗Cµ N ∼= ⊕i∈IN〈i〉 → N〈max〉 be the projection for N ∈
Cµ -gmod. It defines a natural morphism
Φ′M,N : HomCλ(M,C
λ ⊗Cµ N) → HomCµ(Res
λ
µM,N)
f 7→ pN ◦ f.
We show that Φ′ is injective: Assume pN ◦f = 0. Then f(M) ⊆
⊕
i∈I−maxN〈i〉.
On the other hand, for any n ∈ Cλ ⊗Cµ N there exists a c ∈ C such that
cn 6∈ ⊕i∈I−{max}N〈i〉. Hence f = 0 and the injectivity of Φ
′
M,N follows. The
map Φ′M,N is surjective for M = C
λ, because dimHomCλ(C
λ, Cλ ⊗Cµ N) =
dim(Cλ ⊗Cµ N) = i · dimN = dimHomCµ(C
λ, N), where i = |Wµ/Wλ| is the
rank of Cλ as Cµ-module. The surjectivity in general follows then from the
Five-Lemma. By construction, the isomorphism Φ′ is homogeneous of degree
max. The existence of the second adjunction from (26) follows.
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3.5 A functorial action of Uq(sl2)
We are prepared to introduce the graded lifts of our functor E and F . We define
E
(k)
i = HomCi+k
(
VPi+k,Res
i,i+k
i+k C
i,i+k ⊗Ci VPi〈−ri,k〉
)
(27)
with ri,k =
i+k−1∑
r=i
(n− r − 1);
F
(k)
i = HomCi−1
(
VPi−k,Res
i,i−k
i−k C
i,i−k ⊗Ci VPi〈−r
′
i,k〉
)
(28)
with r′i,k =
i+k−1∑
r=i
r − 1.
We have E
(k)
i ∈ EndCi(VPi) -gmod-EndCi+k(VPi+k) via g.f.h = (Id⊗g) ◦ f ◦ h
for g ∈ EndCi(VPi), h ∈ EndCi+k and f ∈ E
(k)
i . From the definitions we
may also consider E
(k)
i as an object in iA -gmod- i+kA. Tensoring with E
(k)
i
defines a functor E
(k)
i : gmod- iA → gmod- i+kA (which we denote, abusing
language, by the same symbol). Analogously, F
(k)
i defines a functor F
(k)
i :
gmod- iA→ gmod- i−kA. Set E
(k) = ⊕ni=0E
(k)
i , considered as an endofunctor of
⊕ni=0 gmod- iA. Similarly, F
(k) = ⊕ni=0F
(k)
i . Let Ki = 〈2i−n〉 be the endofunc-
tor of gmod- iA which shifts the degree by (2i− n) and K = ⊕
n
i=0Ki.
The following result is the crucial step towards our main categorification
theorem (Theorem 4.1):
Theorem 3.6. (a) The functors E
(k)
i and F
(k)
i are graded lifts of E
(k)
i and F
(k)
i
respectively.
(b) The functors E, F, and K satisfy the relations
KE ∼= EK〈2〉,
KF ∼= FK〈−2〉,
KK−1 ∼= Id ∼= K−1K,
Ei−1Fi ⊕
n−i−1⊕
r=0
Id〈n− 1− 2r − 2i〉 ∼= Fi+1Ei ⊕
i−1⊕
r=0
Id〈2i− n− 2r − 1〉.
(c) In the Grothendieck group we have the equality
(q − q−1)
(
EGi−1F
G
i − F
G
i+1E
G
i
)
= KGi − (K
−1
i )
G.
Moreover Ei−1Fi is a summand of Fi+1Ei if n− 2i > 0. Likewise, Fi+1Ei
is a summand of Ei−1Fi if n− 2i < 0.
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Proof. The first statement follows from the definitions, as well as Ki+1Ei ∼=
EiKi〈2〉, and Ki−1Fi ∼= FiKi〈−2〉. Obviously K is an auto-equivalence with
inverse K−1. To prove the remaining isomorphisms we first claim that
Ei−1 Fi ∼= G⊕
i−1⊕
r=1
Id and Fi+1 Ei ∼= G⊕
n−i−1⊕
r=1
Id (29)
for some indecomposable endofunctor G of i;nO. Let M(a) be the projective
Verma module in i;nO, i.e. a = (1, . . . , 1, 0, . . . , 0) with i ones. Then
[Ei−1FiM(a)] =
[
Ei−1 ⊕
i
k=1 M(a(k))
]
=
[
⊕ik=1 ⊕
n
l=i+1M(a(k, l))] + [⊕
i
k=1M(a)],
where a(k), a(k, l) ∈ Zn such that
a(k)j =
{
0 if i < j ≤ n or j = k,
1 otherwise,
a(k, l)j =
{
0 if i < j 6= l ≤ n or j = k,
1 otherwise.
On the other hand
[Fi+1EiM(a)] =
[
Fi+1 ⊕
n
l=i+1 M(b(l))
]
=
[
⊕ik=1 ⊕
n
l=i+1M(b(l,k))] + [⊕
n
k=i+1M(a)],
where b(l),b(l,k) ∈ Zn such that
b(l)j =
{
1 if 1 ≤ j ≤ i or j = l,
0 otherwise,
b(l,k)j =
{
1 if 1 ≤ j 6= k ≤ i or j = l,
0 otherwise,
=
{
0 if i < j 6= l ≤ n or j = k,
1 otherwise.
In particular, [Fi+1EiM(a)] =
[
⊕ik=1 ⊕
n
l=i+1M(a(k, l))] + [⊕
n
k=i+1M(a)].
Let P be the projective cover of M((0, 1, . . . , 1, 0, . . . , 0, 1)) ∈ i;nO. An easy
calculation (in the Hecke algebra) shows that [P ] =
[
⊕ik=1⊕
n
l=i+1M(a(k, l))] +
[M(a)]. The decompositions (29) follow then from the classification theorem
([BG80]) of projective functors. The functor G is the indecomposable projective
functor which sends M(a) to P .
Now we have to consider the graded picture. By Lemma 3.4 we get isomor-
phisms of graded Ci-modules
Ci,i+1 ⊗Ci+1 C
i,i+1 ⊗Ci C ∼= ⊕
i
l=0 ⊕
n−i−1
k=0 C〈2k + 2l〉,
Ci,i−1 ⊗Ci−1 C
i,i−1 ⊗Ci C ∼= ⊕
n−i
l=0 ⊕
i−1
k=0 C〈2l + 2k〉. (30)
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Since their lowest degrees coincide and G is indecomposable, the decomposi-
tions (29) give rise to isomorphisms of endofunctors of gmod- iA
Ei−1Fi ∼= G⊕
i−1⊕
r=0
Id〈mr〉 and Fi+1 Ei ∼= G⊕
n−i−1⊕
r=0
Id〈nr〉, (31)
where G is a certain graded lift of G and mr, nr ∈ Z. The formulas (30),
together with the definition of the Ei, Fi and the formula Hom(M,N〈i〉) =
Hom(M,N)〈−i〉 for graded morphisms between graded modules M , N , imply
that, if n− 2i ≥ 0, then
FGi+1E
G
i −E
G
i−1F
G
i =
(
⊕n−i−1k=0 〈−(2k + 2i)〉〈−(−n+ 1)〉
)G
−
(
⊕i−1k=0 〈−(2(n− i) + 2k)〉〈n− 1〉
)G
=
{
0 if n− 2i = 0,(
⊕n−i−1k=0 〈−(2i+ 2k)〉〈n− 1〉
)G
if n− 2i > 0,
= [n− 2i] id .
If n− 2i < 0, then
EGi−1F
G
i − F
G
i+1E
G
i
∼=
(
⊕i−1k=0 〈−(2(n− i) + 2k)〉〈−(−n+ 1)〉)
G
−
(
⊕n−i−1k=0 〈−(2k + 2i)〉〈n− 1〉
)G
=
(
⊕n−i−1k=0 〈−(n− 2i+ 1 + 2k)〉
)G
= [2i− n] id .
In particular,
(q − q−1)
(
EGi−1F
G
i − F
G
i+1E
G
i
)
= KGi − (K
−1
i )
G,
and the formula of part (c) hold.
Since for n − 2i ≥ 0 the element FGi+1E
G
i − E
G
i−1F
G
i is a (positive) sum of
certain (〈k〉)G with k ∈ Z, the decomposition (31) implies that Ei−1Fi is a
summand of Fi+1Ei. Likewise, Fi+1Ei is a summand of Ei−1Fi if n− 2i < 0.
If now n− 2i > 0 then the formula from (c) implies
Ei−1Fi ⊕
n−2i−1⊕
k=0
Id〈n− 2i− 1− 2k〉 ∼= Fi+1Ei.
If n− 2i < i then we get
Fi+1Ei ⊕
2i−n−1⊕
k=0
〈2i− n− 1− 2k〉 ∼= Ei−1Fi.
From this we finally deduce the last formula in part (b).
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4 Harish-Chandra bimodules and graded cate-
gory O
4.1 The categorification theorem
In this section we deduce the main result which provides a categorification of
arbitrary finite tensor products Vd of finite dimensional Uq(sl2)-modules.
This will be in fact a rather easy consequence from the previous Theorem 3.6
using the embedding of categories λH
1
µ →֒ λO for any reductive Lie algebra
and dominant integral weights λ, µ from [BG80]. The image of this functor
is a full subcategory of λO given by Pµ-presentable objects; an object M is
Pµ-presentable if there is an exact sequence of the form P2 → P1 → M → 0
such that P2, P1 are direct sums of projective modules, each indecomposable
summand isomorphic to some P (x · λ) such that x is a longest double coset
representative in Wµ\W/Wλ. Let A
µ
i = A
µ
i (gln) be the full subcategory of
gmod- iA given by Pµ-presentable objects; i.e. by objects M such that there
is an exact sequence (in gmod- iA) of the form P2 → P1 → M → 0, where
P2, P1 are direct sums of projective modules, each indecomposable summand
after forgetting the grading isomorphic to some ǫλ(P (x ·λ)) where x is a longest
double coset representative inWµ\W/Wi. The category A
µ
i is abelian, since the
categories λH
1
µ are abelian. (It is not completely trivial to describe this abelian
structure of Aµi when realized as a subcategory of gmod−iA, see e.g. [MS05]).
The previous Theorem 3.6 implies the following main result
Theorem 4.1 (Categorification Theorem). Let d be a composition of n
and let µ ∈ h∗ be dominant and integral such that Wµ ∼= Sd. There is an
isomorphism of Uq(sl2)-modules
G(
n⊕
i=0
Aµi (gln))
∼= Vd.
where the left hand side becomes a Uq(sl2)-module structure via the induced
action of the exact functors E, F, and K.
Proof. We only have to show that the functors in question preserve the category⊕n
i=0A
µ
i , then the statement follows from the previous Theorem 3.6, Propo-
sition 2.2 and Theorem 2.7. Recall that the embedding λH
1
µ →֒ λO is given
by X 7→ X ⊗U(g) M(µ). In particular, it commutes with translation functors.
Hence
⊕n
i=0A
µ
i is stable under E and F. That it is also stable under grading
shifts, in particular under K, follows directly from the definitions.
Additionally, we are able to give a categorical interpretation of the involu-
tions introduced in Section 1. This will be the topic of the following subsections.
4.2 The anti-automorphism τ as taking left adjoints
The anti-automorphism τ (and its inverse) can be considered as the operation
of taking left (respectively right) adjoints:
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Proposition 4.2. There are pairs of adjoint functors
(E,FK−1〈1〉), (F,EK〈1〉), (K,K−1), (K−1,K)
and (〈−k〉, 〈k〉) for k ∈ Z.
Proof. This follows directly from the definitions (27) and (28) using the Propo-
sition 3.5 and Lemma 3.4.
4.3 The Cartan involution σ as an equivalence of cate-
gories
The involution σ (see (5)) has the following functorial interpretation:
Proposition 4.3. There is an equivalence of categories
σˆ :
n⊕
i=0
gmod- iA→
n⊕
i=0
gmod- iA
such that
Σ(E) ∼= F, ΣF ∼= E, Σ(K) ∼= K−1, Σ(〈k〉) ∼= 〈k〉
where k ∈ Z and Σ(F ) = σˆF σˆ−1 for any endofunctor F of
⊕n
i=0 gmod- iA.
Moreover Σ(G1G2) ∼= Σ(G1)Σ(G2) and Σ
2(G1) ∼= G1 for any endofunctor G1,
G2 of
⊕n
i=0 gmod- iA.
Proof. Let t :W →W be the isomorphism given by si 7→ sn−i. By [Soe90, The-
orem 11], this induces an equivalence of categories σˆi : mod- iA → mod- n−iA
such that σˆiM(x · ωi) ∼= M(t(x) · ωn−1) which lifts even to an equivalence of
categories σˆi : gmod- iA → gmod- n−iA. In particular σˆiKi ∼= K
−1
n−iσˆi. Set
ω = ⊕ni=0σˆi. From the definitions we get Σ(〈k〉)
∼= 〈k〉. We also have σˆi+1 Ei ∼=
Fn−i σˆi after forgetting the grading, hence σˆi+1 Ei ∼= Fn−i σˆi〈j〉 for some j, be-
cause the involved functors are indecomposable (see Proposition 3.2). A direct
calculation in the Grothendieck group shows that in fact σˆi+1 Ei ∼= Fn−i σˆi and
σˆi−1 Fi ∼= En−i σˆi. Since t is an involution, we get that σˆ is an involution as
well and so is Σ by definition. The formula Σ(G1G2) ∼= Σ(G1)Σ(G2) is then
also clear.
4.4 The involution ψ as a duality functor.
For λ ∈ h∗ dominant and integral let d = HomC(·,C) : C
λ -gmod → Cλ -gmod
be the graded duality, ie. d(M)i = HomC(M−i,C). With the conventions on
the graded lifts of VλP (x · λ) we get in particular that VP (x · λ) ∼= dVP (x · λ)
is self-dual ([Soe90, Lemma 9]). Hence, d defines an isomorphism of graded
algebras λA ∼= λA
opp. We get a contravariant duality dλ : gmod- λA →
λA -gmod ∼= gmod- λA, M 7→ HomC(M,C), where HomC(M,C) has the dual
grading, that is HomC(M,C)i = HomλA(M−i,C). Let d = ⊕
n
i=0 dωi be the
duality on ⊕ni=0 gmod- iA. Put d
′
i = 〈2i(n − i)〉dωi . Of course, d and d
′ are
involutions. We first mention an important fact:
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Lemma 4.4. There are isomorphisms of functors
Ei d
′
i
∼= d′i+1Ei,
Fi d
′
i
∼= d′i−1Fi,
Ki d
′
i
∼= d′iK
−1
i ,
for any 0 ≤ i ≤ n.
Proof. Set di = dωi . After forgetting the grading we have di+1Ei
∼= Ei di
([Jan83, 4.12 (9)]). Since, considered as a functor from i;nO to i+1;nO, the
functor di+1 Ei di ∼= Ei is indecomposable (Proposition 3.2), we get di+1 Ei ∼=
Ei di〈k〉 for some k ∈ Z ([BGS96, Lemma 2.5.3] applied to i+1A ⊗ iA
opp).
Hence, it is enough to prove that there exists some M ∈ gmod- iA which is not
annihilated by di+1 Ei and satisfies d
′
i+1 Ei(M)
∼= Ei d
′
i(M). LetM ∈ gmod- iA
be the graded lift of the projective module P (w0 · ωi) with head concentrated
in degree zero. From the definition of d′i it follows that d
′
iM
∼= M , since
P (w0 · ωi) ∈ O is self-dual and the grading filtration of M is of length 2i(n− i)
([BGS96, Theorem 3.11 (ii)]). By definition we have
EiM = M ⊗iA HomCi+1(Vi+1Pi+1, C
i,i+1 ⊗Ci ViPi〈−(n− i− 1)〉)
= M ⊗
iA HomCi+1(Vi+1Pi+1, C
i,i+1 ⊗Ci ViTi〈−(n− i− 1)〉).
By definition of the iA-action we only have to consider
M ⊗
iA HomCi+1(Vi+1Pi+1, C
i,i+1 ⊗Ci ViTi〈−(n− i− 1)〉).
From Lemma 3.4 we have isomorphisms
HomCi+1(Vi+1Pi+1, C
i,i+1 ⊗Ci ViTi〈−(n− i− 1)〉)
∼= HomCi+1(Vi+1Pi+1,⊕
i
k=0C
i+1〈−(n− i− 1)〉〈−i(n− i)〉〈2k〉)
Since we are in fact only interested in knowing the head and the socle of EiM
it is enough to consider
HomCi+1(Vi+1Ti+1,⊕
i
k=0C
i+1〈−(n− i− 1)〉〈−i(n− i)〉〈2k〉)
= HomCi+1(C
i+1,⊕ik=0C
i+1〈−(n− i − 1)〉〈−i(n− i)〉〈2k〉〈(i+ 1)(n− i− 1)〉).
There are (up to scalars) unique morphisms of minimal (resp. maximal) degree
namely of degree s = −(n − i − 1) − i(n − i) + (i + 1)(n − i − 1) = −i (and
t = −i+ 2i+ 2(i+ 1)(n− i− 1) = i+ 2(i+ 1)(n− i− 1) respectively). Hence,
the module EiM = Ei d
′
iM has minimal degree −i and maximal degree t.
Therefore, di+1EiM has maximal degree i and minimal degree−t. By definition
of d′i+1, we get that d
′
i+1EiM has maximal degree i+2(i+1)(n− i−1) = t and
minimal degree −t+2(i+1)(n− i−1) = −i. This proves the first formula. The
second follows then by the adjointness properties from Proposition 4.2 as follows:
The functor Ei has right adjoint Fi+1(Ki+1)
−1〈1〉 and the functor d′i+1 Ei d
′
i
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has right adjoint
d′iKi〈1〉Fi+1 d
′
i+1
∼= d′iFi+1〈2i− n+ 1〉d
′
i+1
∼= d′iFi+1 d
′
i+1〈n− 2i− 1〉
∼= d′iFi+1 d
′
i+1(Ki+1)
−1〈1〉.
Hence Fi+1 ∼= d
′
iFi+1 d
′
i+1, or d
′
i Fi+1
∼= Fi+1 d
′
i+1. The last isomorphism of
the lemma follows from the isomorphisms Ki d
′
i = Ki〈2i(n − i)〉di
∼= 〈2i(n −
i)〉diK
−1
i
∼= d′iK
−1
i .
Let d′ = ⊕ni=0 d
′
i : ⊕
n
i=0 gmod- iA be the duality from above. For an endo-
functor F of ⊕ni=0 gmod- iA let Ψ(F ) denote the functor d
′ F d′. The involution
ψ has the following functorial interpretation:
Proposition 4.5. The functor Ψ is an involution satisfying Ψ(E) ∼= E, Ψ(F) ∼=
F, Ψ(K) ∼= K−1, and Ψ(〈k〉) ∼= 〈−k〉 for any k ∈ Z.
Proof. By definition, Ψ is an involution satisfying Ψ(〈k〉) ∼= 〈−k〉. The rest
follows from Lemma 4.4.
5 Schur-Weyl duality and special bases
Permuting the factors of the sl2-module V
⊗n
1 gives rise to an additional Sn-
module structure which commutes with the action of the Lie algebra. In the
quantised version we get an action of the Hecke algebra corresponding to the
symmetric group Sn. We would like to give a categorical version of this bimodule
V ⊗n1 .
5.1 A categorical version of the Schur-Weyl duality
Let (W,S) be a Coxeter system. The corresponding Hecke algebra H (W,S) is
the associative algebra (with 1) over Z[q, q−1], the ring of Laurent polynomials
in one variable, with generators Hs, for s ∈ S and relations
(Hs + q)(Hs − q
−1) = 0,
HsHtHs · · ·Ht = HtHsHt · · ·Hs, if sts · · · t = tst · · · s
HsHtHs · · ·Hs = HtHsHt · · ·Ht, if sts · · · s = tst · · · t.
In particular, if x ∈ W with reduced expression x = si1 · · · sir then Hx =
Hsi1Hsi2 · · ·Hsir does not depend on the reduced expression and {Hx | x ∈ W}
is a Z[q, q−1]-basis of H (W,S). For any subset S′ of S we get WS′ ⊂ W and
define MS
′
= H (W,S) ⊗H (WS′ ,S′) Z, the corresponding permutation module.
(Here, Hs ∈ (WS′ , S
′) acts on Z by multiplication with q−1.) We denote by
H the complexified Hecke algebra corresponding to the symmetric group Sn
and by Mi = C⊗Z M
i the complexified permutation module corresponding to
W = Sn and WS′ = Wi. Then the M
i has a basis {M ix = 1 ⊗ (Hx ⊗ 1) | x ∈
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W i}. For more details we refer for example to [Soe97]. (Note that, beside the
complexification, we work with left H -modules, whereas the modules in [Soe97]
are right H -modules).
In [FKK98], the authors describe explicitly a well-known isomorphism of
H -modules
α :
n⊕
i=0
Mi ∼= V ⊗n1 , (32)
M ix 7→ va(x)
where a(x) is the {0, 1}-sequence such that M(x · ωi) = M(a(x)). The algebra
H acts on the right hand side via the so-called R-matrix. We refer to [FKK98,
Proposition 2.1’] for details. (Note that our q is the v there and our Hi is vTi
there.)
On the other hand, there is an isomorphism of C(q)-modules
β :
n⊕
i=0
Mi ∼= G(
n⊕
i=0
gmod- iA
)
, (33)
M ix 7→ 1⊗ [M˜(x · ωi)].
It induces an H -action on the space on the right hand side.
Our next task will be to “categorify” this action. For any simple reflection
s ∈ W , there is a twisting functor Ts : O → O which preserves blocks, in
particular induces Ts : λO → λO for any integral dominant weight λ. These
functors were studied for example in [AL03], [AS03], [KM05]. The most con-
venient description (for our purposes) of these functors is given in [KM05] in
terms of partial coapproximation: Let M ∈ λO be projective. Let M
′ ⊂ M be
the smallest submodule such that M/M ′ has only composition factors of the
form L(x · λ), where sx > x. Then M 7→ M ′ defines a functor Ts from the
additive category of projective modules in λO to λO. This functor extends in
a unique way to a right exact functor Ts : λO → λO (for details see [KM05]).
This definition of Ts has the advantage that it is immediately clear that this
functor is gradable. Moreover, we have the following:
Proposition 5.1. For any simple reflection s ∈ W and integral dominant
weight λ, the twisting functor Ts : λO → λO is gradable. A graded lift is
unique up to isomorphism and shift in the grading.
Proof. We only have to show the uniqueness of a graded lift. Since Ts is right
exact, it is given by tensoring with some bimodule (see e.g. [Bas68, 2.2]). By
[BGS96, Lemma 2.5.3] it is enough to show that Ts is indecomposable. Let
Gs be the right adjoint functor of Ts. If λ is regular then GsTs ∼= ID on the
additive category given by all projective modules in λO ([AS03, Corollary 4.2]).
Since Ts and Gs commute with translation functors ([AS03, Section 3]), the
adjunction morphism defines an isomorphism GsTs ∼= ID on the additive cate-
gory given by all projective modules in λO even for singular integral λ. Hence
28
EndO(TsP ) ∼= EndO(P ) for any projective module P ∈ λO. In particular, TsP
is indecomposable, if so is P . Assume now Ts ∼= F1 ⊕ F2. For any indecompos-
able projective P ∈ λO there exists i(P ) ∈ {1, 2} such that Fi(P )(P ) = 0. Since
M(λ) is a submodule of any projective module P , we have i(P ) = i(M(λ))
for any P . Hence Ts is indecomposable when restricted to projective modules,
hence also when considered as a functor on λO.
The next result lifts the action of the Hecke algebra to a functorial action
(this should be compared with [FKK98, Proposition 1.1] or [Soe97, page 86]):
Proposition 5.2. Fix i ∈ {0, 1, . . . , n}. There are right exact functors Hj :
i;nO → i;nO, 1 ≤ j < n satisfying the following properties
(a) they are exact on the subcategory of modules having a filtration with subquo-
tients isomorphic to Verma modules.
(b) they have graded lifts Hj satisfying[
Hj(M˜(x · ωi)
]
=


[(M˜(sjx · ωi)] + (q
−1 − q)[(M˜ (x · ωi)] if sjx < x, sjx ∈ W
i,
[(M˜(sjx · ωi))] if sjx > x, sjx ∈ W
i,
q−1[(M˜(x · ωi))] if sjx /∈W
i.
(34)
(c) Let w0 = si1si2 · · · sir be a reduced expression for the longest element in Sn
and Hwo = Hi1Hi2 · · ·Hir the corresponding composition of functors. Then
Hwo is exact on modules with Verma flag and
HwoM˜(x · λ)
∼= (d M˜(w0x · λ)) 〈−l(w
i
0)〉, (35)
Hwo P˜ (x · λ)
∼= T˜ (w0x · λ) 〈−l(w
i
0)〉, (36)
Hwo T˜ (x · λ)
∼= I˜(w0x · λ) 〈−l(w
i
0)〉. (37)
where T˜ (x ·λ) denotes the graded lift of the tilting module T (x ·λ) such that
M˜(x · λ) occurs as a submodule in a Verma flag and I˜(x · λ) = d P˜ (x · λ) is
the injective hull of the simple module L˜(x · λ).
Proof. We claim that if we forget the grading, these functors are the twisting
functors Tsi . They are right exact by definition, are exact when restricted to the
subcategory of modules having a Verma flag ([AS03, Theorem 2.2]) and satisfy
the relations (34) if we forget the grading ([AL03, 6.5 and 6.6 or Lemma 2.1]).
We know that these functors are gradable and indecomposable when re-
stricted to an integral block (Proposition 5.1). Therefore, we just need a “cor-
rect” lift of these functors. We choose a graded lift T˜s of Ts : λO → λO such
that
T˜sM˜(λ) ∼= M˜(s · λ) if s ∈ W
λ,
T˜sM˜(λ) ∼= M˜(s · λ)〈−1〉 otherwise.
(38)
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Let sx > x then TsM(x · λ) ∼= M(sx · λ) ([AL03, Lemma 2.1]). Hence
T˜sM˜(x · λ) ∼= M˜(sx · λ)〈k〉 for some k ∈ Z. On the other hand we have an
inclusion
M˜(x · λ)〈l(x)〉 →֒ M˜(λ) (39)
for any x ∈ Wλ (for example by [BGS96, Proposition 3.11.6]).
• Assume sx > x, sx ∈Wλ. Then M˜(sx ·λ)〈l(x)+k〉 ∼= T˜sM˜(x ·λ)〈l(x)〉 →֒
T˜sM˜(λ). From (38) it follows that M˜(sx · λ)〈l(x) + k〉 →֒ M˜(λ)〈−1〉,
hence l(x) + k + 1 = l(sx) = l(x) + 1. That means k = 0. We get
T˜sM˜(x · λ) ∼= M˜(sx · λ).
• Assume sx 6∈Wλ (in particular sx > x), hence T˜sM˜(x ·λ) ∼= M˜(sx ·λ)〈k〉
for some k ∈ Z ([AL03, 6.5 and 6.6 or Lemma 2.1]). Then
M˜(x · λ)〈l(x) + k〉 ∼= T˜sM˜(x · λ)〈l(x)〉 →֒ T˜sM˜(λ).
From (38) it follows M˜(x · λ)〈l(x) + k〉 →֒ M˜(λ)〈−1〉, hence l(x) + k =
l(x)− 1. That means k = −1. We get T˜sM˜(x · λ) ∼= M˜(x · λ)〈−1〉.
• Assume sx < x, sx ∈ Wλ. From the translation principle it follows that
there is a unique non-split extension
0→M(y · λ)→M →M(sy · λ)→ 0
whenever y, sy ∈ Wλ and sy > y. (To see this one could first consider
the case where λ is regular. If we write sy = yt for some simple reflection
t then the statement becomes familiar. The general statement follows
then by translation). If λ is regular, the main result of [KM05] says that
Ts is adjoint to Joseph’s completion functor (see [Jos82]), in particular
TsM(z · λ) is the cokernel of the inclusion M(z · λ)→M for z ∈ {y, sy}.
In the graded picture we have a unique non-split extension
0→M(y · λ)〈1〉 →M →M(sy · λ)→ 0
whenever y ∈ W , sy > x and then T˜sM˜(y · λ) is the cokernel of the
inclusion M˜(y · λ)〈1〉 → M if y < sy, and T˜sM˜(sy · λ) is the cokernel of
the inclusion M˜(sy · λ)〈1〉 →M〈−1〉 if y > sy (compare [Str03, Theorem
5.3, Theorem 3.6]). We get the following formula for regular integral λ:[
T˜s(M˜(x · λ))
]
= [(M˜(sx · λ))] + (q−1 − q)[(M˜(x · λ))]. (40)
To see this we just calculate
[M〈−1〉]− [M˜(x · λ)〈1〉] = [M˜(sx · λ)] + [M˜(x · λ)〈−1〉]− [M˜(x · λ)〈1〉],
and the formula follows.
To get the result for singular blocks we use translation functors. Let λ,
µ be dominant integral weights with µ dominant. Then the translation
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functors Tµλ and T
λ
µ are gradable. This follows from Proposition 3.3 as
follows. Since the functor Vµ induces an isomorphism Homg(Pµ,T
µ
λPλ)
∼=
HomCµ(VµPµ,VµT
µ
λPλ) (by the Struktursatz of [Soe90]), a graded lift
T˜
λ
µ of T
λ
µ is given by tensoring with the (EndCµ(VµPµ),EndCλ(VλPλ))-
bimodule HomCλ -gmod(VλPλ,Res
µ
λ VPµ). We have T˜
λ
µM(µ)
∼= M(λ)〈k〉
for some k ∈ Z. The inclusion (39) implies T˜λµM(x · µ)
∼= M(x · λ)〈k〉 for
any x ∈Wλ. Without loss of generalities we may assume k = 0. We have
the following equalities
[T˜sM˜(x · λ)] = [T˜sT˜
λ
µM˜(x · µ)]
= [T˜λµT˜sM˜(x · µ)] (41)
= [T˜λµM˜(sx · µ)] + (q + q
−1)[T˜λµM˜(x · µ)] (42)
= [M˜(sx · λ)] + (q + q−1)[M˜(x · λ)].
The first and the last equality follow from the definitions. To see the equal-
ity (41) observe that twisting functors and translation functors commute
(see [AS03, Section 3]). With standard arguments one can check that
TsT
λ
µ is indecomposable, hence T˜sT˜
λ
µ is isomorphic to T˜
λ
µT˜s up to a shift
in the grading. However, they agree on M˜(µ), hence they are isomorphic.
Finally (42) follows from the equation (40).
This finishes the proof of part (b) of the proposition. After forgetting the grading
we have HwoM(x · λ)
∼= dM(w0x · λ) (this is [AS03, (2.3) and Theorem 2.3]
for the regular case, the general case follows easily by translation). Since the
left derived functor of Hwo defines an equivalence of derived categories ([AS03,
Corollary 4.2]), by general arguments, we get isomorphisms of modules
HwoM(x · λ)
∼= dM(w0x · λ),
HwoP (x · λ)
∼= T (w0 · λ),
HwoT (x · λ)
∼= I(w0 · λ).
For details we refer for example to [GGOR03, Proposition 4.2]. In particular,
tilting modules and injective modules are gradable. We are left with checking
the graded version. Since all modules involved are indecomposable, we have
HwoM˜(x · λ)
∼= (d M˜(w0x · λ))〈k
1
x〉
HwoP˜ (x · λ)
∼= T˜ (w0 · λ)〈k
2
x〉,
Hwo T˜ (x · λ)
∼= I˜(w0 · λ)〈k
3
x〉.
for some kix ∈ Z. Set s = −l(w
i
o). We claim that L˜(wox · λ)〈s〉 occurs as
a composition factor in HwoM˜(x · λ). This is clear from the formulas (34),
hence k1x = s. The inclusion M˜(x · λ) →֒ T˜ (x · λ) gives rise to an inclusion
(d M˜(w0x·λ))〈s〉 →֒ HwoT (x·λ). This implies k
3
x = s. The surjection P˜ (x·λ)→
M˜(x · λ) gives rise to a surjection HwoP˜ (x · λ) → (d M˜(w0x · λ))〈s〉. Hence
L˜(w0x · λ)〈s〉 occurs as a composition factor in HwoP˜ (x · λ). This implies
k2x = s. The proposition follows.
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In the previous Proposition 5.2, to categorify the action of the Hecke algebra
we restricted the (graded lifts) of the twisting functors Hj to the category
of modules with Verma flag, to force them to be exact. J. Sussan studied a
categorification of the Hecke algebra action by considering the derived functors
associated to the twisting functors ([Sus05]).
5.2 The canonical, standard and dual canonical bases
We will now combine the three pictures: the Hecke module, the Grothendieck
group of the graded version of certain blocks of O and the Uq(sl2) module V
⊗n
1 .
We consider V ⊗n1 as a U -module via the comultiplication △.
We first have to introduce a bilinear form on V ⊗n1 for n ≥ 2. There is a
nondegenerate bilinear form <,> on V ⊗21 defined by < vi⊗ vj , v
k⊗ vl >= δliδ
k
j .
It satisfies
< △(x)(vi ⊗ vj), v
k ⊗ vl >=< vi ⊗ vj ,△
′(σ(x))(vk ⊗ vl) >,
where △′ = ψ ⊗ ψ ◦ △ ◦ ψ, explicitly
△′(E) = 1⊗E+E⊗K, △′(F ) = K−1⊗F +F ⊗1, △′(K∓1) = K∓1⊗K∓1.
Let (V ⊗n1 )
′ denote the Uq(sl2)-module V
⊗n
1 but with comultiplication △
′. The
form above can be extended to a bilinear form <,>: V ⊗n × (V ⊗n)′ → C by
putting
〈va, v
b〉 =
n∏
i=1
δai,bn−i+1 (43)
Then it satisfies < xu, v >=< u, σ(x)v > for any x ∈ Uq(sl2) and u, v ∈ V
⊗n
1 .
The module V ⊗n1 has two distinguished C(q)-bases, namely
• the standard basis {va = va1 ⊗ va2 ⊗ · · · ⊗ van | aj ∈ {0, 1}},
• the canonical basis {v✸a = va1✸va2✸ · · ·✸van | aj ∈ {0, 1}}.
There are also two distinguished basis in the space (V ⊗n1 )
′ namely
• the dual standard basis {va = va1 ⊗ va2 ⊗ · · · ⊗ van | aj ∈ {0, 1}},
• the dual canonical basis {va♥ = v
a1♥va2♥ · · ·♥van | aj ∈ {0, 1}}.
The canonical and dual canonical bases were defined by Lusztig and Kashiwara
([Lus90], [Lus92], [Kas91]). Lusztig ([Lus93, Chapter 27]) defined a certain
semilinear involution Ψ on V ⊗n1 which determines the canonical basis uniquely
by the following two properties
(i) Ψ(v✸a ) = v
✸
a .
(ii) v✸a − va ∈
∑
b 6=a q
−1Z[q−1]vb.
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Given the canonical basis, the dual canonical basis is defined by
〈v✸a , v
b
♥〉 =
n∏
i=1
δai,bn−i+1 . (44)
(For an explicit graphical description of these bases we refer to [FK97].)
On the other hand, the permutation module Mi has also several distin-
guished C[q, q−1]-bases, namely
• the standard basis {M ix = 1⊗Hx ⊗ 1 | x ∈ W
i},
• the (positive) self-dual basis {M ix | x ∈W
i},
• the (negative) self-dual basis {M˜
i
x | x ∈ W
i},
• the “twisted” standard basis {(M ix)
Twist := ql(w
i
0)Hw0M
i
x | x ∈W
i},
• the “twisted” positive self-dual basis
{(M ix)
Twist := ql(w
i
0)Hw0M
i
x | x ∈ W
i},
• the “twisted” negative self-dual basis
{(M˜
i
x)
Twist := ql(w
i
0)Hw0M˜
i
x | x ∈ W
i}.
These bases were defined by Kazhdan, Lusztig and Deodhar (see [KL79], [Deo87]).
We use here the notation from [Soe97], except that we have the upper index i
to indicate that M ix ∈ M
i
x and we also use q instead of v. The bases can be
characterised as follows ([KL79] in the notation of [Soe97]): Let Ψ : H → H
be the Z-linear involution given by Hx 7→ (Hx−1)
−1, q 7→ q−1. It induces an
involution on any Mi. Then the M ix are uniquely defined by
(i) Ψ(M ix) =M
i
x,
(ii) M ix −M
i
x ∈
∑
y 6=x vZ[v]M
i
y .
The basis elements M˜
i
x are characterised by
(i) Ψ(M˜
i
x) = M˜
i
x,
(ii) M˜
i
x −M
i
x ∈
∑
y 6=x v
−1Z[v−1]M iy.
Note that what we call the “twisted” bases are in fact bases, since Hw0 is
invertible in H .
The following theorem gives a categorical interpretation of all these bases:
33
Theorem 5.3. (a) There is an isomorphism of Uq(sl2)-modules
Φ : G(
n⊕
i=0
gmod- iA) ∼= V
⊗n
1
1⊗
[
M˜(a)〈i〉
]
7→ qiva = q
i(va1 ⊗ va2 ⊗ · · · ⊗ van),
where the Uq(sl2)-structure on the left hand side is induced by the functors
E, F and K.
(b) There is an isomorphism of Uq(sl2)-modules
Φ′ : G
( n⊕
i=0
gmod−iA
)
∼= (V ⊗n1 )
′
1⊗
[
∇˜(a)〈i〉
]
7→ qiva = qiva1 ⊗ · · · ⊗ van .
where the Uq(sl2)-structure on the left hand side is induced by the functors
E′ = ⊕ni=0E
′
i, F
′ = ⊕ni=0F
′
i and K, where
E′i = 〈−2(i+ 1)(n− i− 1)〉Ei〈2i(n− 1)〉
F′i = 〈−2(i− 1)(n− i+ 1)〉Fi〈2i(n− 1)〉.
(c) The isomorphism β defines bijections:
positive self-dual basis ↔ standard lifts of indec. projectives
M ix 7→ [P˜ (x · ωi)],
standard basis ↔ standard lifts of Verma modules
M ix 7→ [M˜(x · ωi)].
(d) The bilinear form 〈 , 〉 can be realized as follows
< 1⊗ [M ], 1⊗ [N ] >=
∑
i
∑
j
(−1)j dimHomjD(dN,HM〈−i〉)[j]) q
i,
where D denotes the bounded derived category of
⊕
gmod- iA with shift
functors [j], and H denotes the derived functor of the twisting functor Hw0
from Proposition 5.2, but shifted in the grading such that the standard lifts
of Verma modules are sent to standard lifts of dual Verma modules.
(e) We have Φ = α ◦ β−1 (from (32) and (33)) and these isomorphisms, to-
gether with Φ′, define bijections:
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twisted positive self-
dual basis
↔ standard lifts of in-
dec. tilting modules
↔ canonical basis
(M ix)
Twist 7→ 1⊗ [T˜ (w0x · ωi)],
1⊗ [T˜ (a)] 7→ v✸a
standard basis ↔ standard lifts of
Verma modules
↔ standard basis
M ix 7→ 1⊗ [M˜(x · ωi)],
1⊗ [M˜(a)] 7→ va
twisted standard basis ↔ standard lifts of dual
Verma modules
↔ dual standard basis
(M ix)
Twist 7→ 1⊗ [∇˜(w0x · ωi)],
1⊗ [∇˜(a)] 7→ va
twisted negative self-
dual basis
↔ standard lifts of
simple modules
↔ dual canonical basis
(
M˜
i
x
)Twist
7→ 1⊗ [L˜(w0x · ωi)],
1⊗ [L˜(a)] 7→ v♥a
(f) There is an isomorphism of C(q)-modules
γ :
n⊕
i=0
Mi ∼= G(
n⊕
i=0
gmod- iA
)
,
M ix 7→ 1⊗ [∇˜(w0x · ωi)].
Under this isomorphism, the negative self-dual basis corresponds to standard
lifts of simple modules and the (twisted) positive self-dual basis corresponds
to standard lifts of tilting (resp. injective) modules; more precisely
M˜
i
x 7→ 1⊗ [L˜(w0x · ωi)],
M ix 7→ 1⊗ [T˜ (w0x · ωi)],
(M ix)
Twist 7→ 1⊗ [I˜(x · ωi)].
Before we proof the theorem we give an
Example 5.4. Consider gl2 (i.e. n = 2). Let i = 1. Then gmod−iA is
equivalent to the graded version of the principal block of O(gl2). Consider the
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Hecke module M1. To avoid too many indices we will omit the sup-index i.
The module M = M1 has the standard basis given by the elements Me and
Ms, where s is the (only) simple reflection in the Weyl group. One can easily
calculate the distinguished bases in the Hecke moduleM; together with [BGS96,
Theorem 3.11.4 (ii)] and [FK97, Section 1.5] we get the following:
• the twisted standard basis is given by (Me)
Twist = Ms and (Ms)
Twist =
Me+(q
−1−q)Ms. The corresponding equations in the Grothendieck group
are
[
d ∆˜(s · 0)
]
=
[
∆˜(s · 0)
]
and
[
d ∆˜(0)
]
=
[
∆˜(0)
]
+
[
∆˜(s · 0)〈−1〉
]
−[
∆˜(s · 0)〈1〉
]
.
• the positive self-dual basis is given by M e = Me and M s = Ms +
qMe. These equations correspond to the equalities
[
P˜ (0)
]
=
[
∆˜(0)
]
, and[
P˜ (s)
]
=
[
∆˜(s · 0)
]
+
[
∆˜(e)〈1〉
]
via the isomorphism β.
Under the isomorphism γ the equations above correspond to the equalities[
T˜ (s · 0)
]
=
[
∇˜(s · 0)
]
and
[
T˜ (0)
]
=
[
∇˜(0)
]
+ q
[
∇˜(s · 0)
]
.
• the twisted positive self-dual basis is given by (M e)
Twist = Ms and
(M s)
Twist = (Ms)
Twist+q(Me)
Twist =Me+q
−1Ms. These equations cor-
respond to
[
T˜ (s ·0)
]
=
[
∆˜(s ·0)
]
and
[
T˜ (0)
]
=
[
∆˜(0)
]
+
[
∆˜(s ·0)〈−1〉
]
. Or,
equivalently, to the equations
[
T˜ ((0, 1))
]
=
[
∆˜((0, 1))
]
and
[
T˜ ((1, 0))
]
=[
∆˜((1, 0))
]
+
[
∆˜((0, 1))〈−1〉
]
. On the other hand we have v0 ⋄v1 = v0⊗v1
and v1 ⋄ v0 = v1 ⊗ v0 + q
−1v0 ⊗ v1. Under the isomorphism γ the twisted
positive self-dual basis corresponds to the basis given by the standard lifts
of the indecomposable injective modules, the corresponding relations are[
I˜(0)
]
=
[
∇˜(0)
]
and
[
I˜(s · 0)
]
=
[
∇˜(s · 0)
]
+
[
∇˜(0)〈−1〉
]
.
• the negative self-dual basis is given by M˜ e =Me and M˜ s =Ms− q
−1Me.
Via the isomorphism γ, these equations become
[
L˜(s · 0)
]
=
[
d ∆˜(s · 0)
]
and
[
L˜(0)
]
=
[
d ∆˜(0)
]
−
[
d ∆˜(s·0)〈−1〉
]
, or to the equations
[
L˜((0, 1))
]
=[
d ∆˜((0, 1))
]
and
[
L˜((1, 0))
]
=
[
d ∆˜((1, 0))
]
−
[
d ∆˜((0, 1))〈−1〉
]
. These
formulas correspond to the following expressions of the dual canonical
basis in terms of the dual basis: v0♥v1 = v0 ⊗ v1 and v1♥v0 = v1 ⊗ v0 −
q−1v0 ⊗ v1.
• the twisted negative self-dual basis is given by (M˜ e)
Twist = Ms and
(M˜ s)
Twist = Me − qMs. The corresponding equalities are
[
L˜(s · 0)
]
=[
∆˜(s · 0)
]
and
[
L˜(0)
]
=
[
∆˜(0)
]
−
[
∆˜(s · 0)〈1〉
]
.
We still have to proof the Theorem:
Proof of Theorem 5.3. We have Φ = α ◦ β−1, since they agree by definition on
standard modules. The existence of the isomorphism Φ in (16) implies that
Φ is an isomorphism of C(q)-modules. We have to show that it is a Uq(sl2)-
morphism. LetM = M˜(a) ∈ gmod- iA. From the definitions we get Φ(K[M ]) =
Φ([M〈2i−n〉]) = q2i−nΦ([M ]). On the other hand Kva = q
mva, where m is the
number of ones minus the numbers of zeros occurring in a, hencem = i−(n−i) =
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2i− n. We get Φ(K±1[M ]) = K±1Φ([M ]) for any M ∈ ⊕ni=0 gmod- iA.
Note that EM(1i0n−i) is projective. From [BFK99, Proposition 6] we get that
P (1i0n−i−11) is a direct summand and that M(1i0n−i) occurs with multiplicity
one in any Verma flag. Hence we get in fact EM(1i0n−i) ∼= P (1i0n−i−11), since
M(1i0n−i) would occur in a Verma flag of any other direct summand. Because of
the indecomposability of P (1i0n−i−11) we get EM˜(1i0n−i) ∼= P˜ (1i0n−i−11)〈k〉
for some k ∈ Z ([BGS96, Lemma 2.5.3]). To determine k we calculate j such
that
Homgmod- i+1A(M˜(1
i+10n−i−1)〈j〉,EM˜(1i0n−i)) 6= 0.
(Since the homomorphism space in question is one-dimensional, the number j
is well-defined.) We set M = M(1i0n−i) and N = M(1i+10n−i−1) From our
definitions we get
Homgmod- i+1A
(
M˜(1i+10n−i−1)〈j〉,EM˜(1i0n−i)
)
= Homgmod- i+1A(X,Y ),
where Y = HomC
(
Vi+1Pi+1,Res
i,i+1
i+1 C
i,i+1 ⊗Ci ViM〈−n + i + 1〉
)
and X =
HomCi+1(Vi+1Pi+1,Vi+1N)〈j〉. Then
Homgmod- i+1A(X,Y )
= HomCi+1
(
Vi+1N〈j〉,Res
i,i+1
i+1 C
i,i+1 ⊗Ci ViM
)
〈−n+ i+ 1〉)
= HomCi+1
(
C〈j〉,Resi,i+1i+1 C
i,i+1 ⊗Ci C〈−n+ i+ 1〉
)
.
Now Lemma 3.4 tells us that j has to be the highest nonzero degree occurring
in ⊕n−i−1k=0 C〈2k〉〈−n+ i+ 1〉. That is j = 2n− 2i− 2− n+ i+ 1 = n− (i+ 1).
On the other hand, the formula [BGS96, Theorem 3.11.4 (ii)] gives
[P˜ (1i+10n−i)] =
n−i−1∑
k=0
[M˜(1i0n−i−1−k10k〈k〉].
Hence we finally get
EM˜(1i0n−i) ∼= P˜ (1i0n−i−11) (45)
and Ψ([EM˜(1i0n−i)]) =
∑n−i
k=0Ψ([M˜(1
i0n−i−k10k〈k〉]). On the other hand we
have to calculate △(E)va, where a = 1
i0n−i. We get △(E)va =
∑n−i
k=0 qvak ,
where ak = 1i0n−i−1+k10k. We get Ψ([EM ]) = EΨ([M ]). The relation
Ψ([FM ]) = FΨ([M ]) follows from analogous calculations. The existence of
the desired isomorphism Φ follows. This proves part (a).
Obviously, Φ′ is an isomorphism of C(q)-modules. We first have to ver-
ify, that the functors E′, F′ and K satisfy the Uq(sl2) relations from Defini-
tion 1.1. Since we know that the functors E, F and K satisfy these relations
(see Theorem 3.6) it is enough to verify the last equation. Since, however,
F′i+1E
′
i = Fi+1Ei and E
′
i−1F
′
i = Ei−1Fi this follows also directly from The-
orem 3.6. It is left to show that Φ′ is in fact a Uq(sl2)-morphism. We will
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deduce this from part (a). Recall that if d = ⊕ni=0 di denotes the duality on
⊕ni=0 gmod- iA which fixes simple modules concentrated in degree zero, then we
put d′i = 〈2i(n− i)〉di (see Section 4.4). Let for the moment be ∇ = d ∆˜(a) for
some {0, 1}-sequence containing exactly i ones. Set mi = 2i(n − i). We have
the following equalities
Φ′
(
E′∇) = Φ′(〈−mi+1〉Ei〈mi〉∇
)
= Φ′
(
〈−mi+1〉Ei d
′
i∆(a)
)
= Φ′
(
〈−mi+1〉d
′
i+1 Ei∆(a)
)
= Φ′
(
di+1 Ei∆(a)
)
.
The first equation holds by definition of E′, the second and the last one by
definition of d′. The remaining third equation is given by Lemma 4.4. From the
definitions of Φ, Φ′, and the duality d we get that Φ′
(
di+1〉Ei∆(a)
)
is noth-
ing else than Φ(Ei∆(a)), expressed in the standard basis, but the involution
q 7→ q−1 applies to all coefficients. From part (a) we know that this is the
same as EΦ(∆(a)), expressed in the standard basis, but the involution q 7→ q−1
applied to all coefficients. Since Φ′(∇) = va, whereas Φ(∆(a)) = va we get
directly from the definition of the comultiplication △′ (in comparison with △)
that Φ′(E′∇) = Φ′(di+1 Ei∆(a)) = EΦ
′(∇), where E acts on the latter via
the comultiplication △′. Analogous calculations show that Φ′(F′∇) = EΦ′(∇).
The equality Φ′(K∇) = KΦ′(∇) is clear. The map Φ′ is now in fact a Uq(sl2)-
morphism because the standard lifts of the dual Verma modules give rise to a
C(q)-basis of G
(⊕n
i=0 gmod−iA
)
. Part (b) of the theorem follows.
Part (c) is well-known and follows for example from [BGS96, Theorem 3.11.4
(ii)] and [Soe97, Remark 3.2 (2)].
To prove part (d) we first verify that the form is bilinear. This follows from
the equalities
< 1⊗ [M〈k〉], 1⊗ [N〈l〉] >
=
∑
i
∑
j
(−1)j dimHomD
(
d(N〈l〉),HM〈−i+ k〉[j]
)
qi
=
∑
i
∑
j
(−1)j dimHomD
(
d(N)〈−l〉,HM〈−i+ k〉[j]
)
qi
=
∑
r
∑
j
(−1)j dimHomD
(
d(N),HM〈−r〉[j]
)
qk+lqr
= qk+l < 1⊗ [M ], 1⊗ [N ] > .
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On the other hand we also have
< 1⊗ [M˜(y · ωi)], 1 ⊗ [d M˜(x · ωi)] >
=
∑
i
∑
j
(−1)j dimHomD
(
M˜(x · ωi),HM˜(y · ωi)〈i〉[j]
)
qi
=
∑
i
∑
j
(−1)j dimHomD
(
M˜(x · ωi), d M˜(w0y · ωi)〈i〉[j]
)
qi
= dimHomD(M˜(x · ωi), d M˜(w0y · ωi)) = δx,woy.
From (43) the statement (d) of the theorem follows.
Let us prove part (e). By definition the standard basis of M is mapped to
the standard lifts of Verma modules, and they are mapped to the standard basis
in V ⊗n1 . By Proposition 5.2 (36), the twisted standard basis is mapped to the
standard lifts of the dual Verma modules, and they are (by definition) mapped
to the dual standard basis in (V ⊗n1 )
′. From part (c) and Proposition 5.2 we get
that the twisted positive basis of M corresponds to the standard lifts of tilting
modules. The formula [FKK98, Theorem 2.6] together with [Soe97, Proposition
3.4] explicitly show that the twisted positive basis corresponds to the canonical
basis. Finally we have
< [T˜ (y · λ)], [d L˜(x · λ)]〉
=
∑
i
∑
j
(−1)j dimHomD
(
L˜(x · λ),HT˜ (y · λ)〈i〉[j]
)
qi
= dimHomD
(
L˜(x · λ), d I˜(w0y · λ)
)
qi
= δx,woy.
From formula (44) it follows that the standard lifts of the simple modules corre-
spond to the dual canonical basis. Finally, it is known that the negative self-dual
basis corresponds to the dual canonical basis (see e.g. [FKK98, Theorem 2.5’].
It is left to prove part (f) of the theorem. Of course, γ defines an isomorphism
of C(q)-modules. That tilting modules correspond to the positive self-dual bases
as stated follows directly from part (c) of the theorem together with the isomor-
phisms (35) and (36). That simple modules correspond to the negative self-dual
basis elements follows directly from the second half of part (e). So we are done,
the theorem follows.
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We finish with two additional remarks:
Proposition 5.5. (a) There are isomorphisms of functors
Hw0 E
∼= EHw0 , Hw0 F
∼= FHw0 , and Hw0 K
∼= KHw0 .
(b) The “categorical” bilinear form <,> from Theorem 5.3(d) satisfies
< △(x)(vi ⊗ vj), v
k ⊗ vl >=< vi ⊗ vj ,△
′(ω(x))(vk ⊗ vl) >,
Proof. The first statement is clear if we forget the grading. To prove the first
isomorphism it is therefore enough to showH2w0E
∼= EH2w0 , evenH
2
w0
EiM˜(a) ∼=
EiH
2
w0
M˜(a), where a = (1, 1, . . . , 1, 0, 0, . . .0) with exactly i ones. From the
formula (45) we know that EiM˜(a) ∼= P˜ (b) for some {0, 1}-sequence b. Hence
H2w0EiM˜(a)
∼= H2w0P˜ (b)
∼= I˜(b)〈−2l(wi0)〉
by Proposition 5.2. On the other hand
EiH
2
w0
M˜(a) ∼= Ei(d M˜(a))〈−2l(w
i
0)〉
∼= (dEiM˜(a))〈−2l(w
i
0)〉
∼= (dP (b))〈−2l(wi0)〉
∼= I˜(b)〈−2l(wi0)〉
by Lemma 4.4 and, again, Proposition 5.2. The first isomorphism of the propo-
sition follows. The second is proved analogously, and the third is clear.
To prove statement (b) set mi = i(n − i) and write just hom(N,M), short
for
∑
i
∑
j(−1)
j dimHomjD(N,M)q
i, and calculate
< EiM,N >
=hom(dN,HEiM)
=hom
(
dN,Hw0EiM〈l(w
i+1
0 )〉
)
(by definition of H)
=hom
(
dN,EiHw0M〈l(w
i+1
0 )〉
)
(by part (a))
=hom
(
dN,EiKi〈1〉Hw0K
−1〈−1〉M〈l(wi+10 )〉
)
=hom
(
Fi+1(di+1N),Hw0K
−1〈−1〉M〈l(wi+10 )〉
)
(Prop. 4.2)
=hom
(
Fi+1 d
′
i+1〈mi+1〉N,Hw0K
−1〈−1〉M〈l(wi+10 )〉
)
(see Section 4.4)
=hom
(
d′i Fi+1〈mi+1〉N,Hw0K
−1〈−1〉M〈l(wi+10 )〉
)
(Lemma 4.4)
=hom
(
〈mi〉di Fi+1〈mi+1〉N,Hw0K
−1〈−1〉M〈l(wi+10 )〉
)
(see Section 4.4)
=hom
(
di〈−mi〉Fi+1〈mi+1〉N,Hw0K
−1〈−1〉M〈l(wi+10 )〉
)
(by definition of d)
=hom
(
di F
′
i+1N,Hw0K
−1〈−1〉M〈l(wi+10 )〉
)
(by definition of F′)
We claim that the latter is isomorphic to
hom
(
dF′i+1(N),Hw0M〈(n− 2i− 1 + l(w
i+1
0 )〉
)
= hom
(
dF′i+1(N),Hw0M
)
= < M,F′i+1N > .
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To verify the claim we used the following: Note that l(wi0) =
1
2 (i(i − 1) +
(n− i)(n− i− 1)). Hence
l(wi+10 )− l(w
i
0)
=
1
2
(
(i + 1)i+ (n− i− 1)(n− i − 2)− (i(i− 1) + (n− i)(n− i− 1))
)
=
1
2
(2i− 2n+ 2i+ 2) = 2i− n+ 1.
Together with the definition of H, the formula (∗) follows. Similarly we get
< FiM,N >=< M,E
′
i−1N >. The formula < KiM,N >=< M,KiN > is
obvious from the bilinearity of the form. The proposition follows.
Remark 5.6. Theorem 5.3 generalises to arbitrary tensor products Vd such that
the standard basis corresponds to standard modules, the dual standard basis
to dual standard modules, the canonical basis to tilting modules and the dual
canonical bases to simple modules. Since the proofs involve deeply the properly
stratified structure of the category of Harish-Chandra bimodules, the arguments
will appear in another paper, where we moreover show that Proposition 2.6 is
also true in the graded setup.
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5.3 Categorification dictionary
Quantum sl2 and its representations Functors and categories
category C-Vect
ring Z[q, q−1] of graded vector spaces
multiplication by q grading shift up by 1
representation Vn category C ∼= ⊕
n
i=0C
i -gmod,
where Ci is the cohomology ring
of a Grassmannian
weight spaces of Vn the summands of C ∼= ⊕
n
i=0C
i -gmod,
semilinear form <,>: Vn × Vn → C(q) bifunctor HomC(∗, ∗)
canonical basis of Vn indecomposable projective modules in
⊕
n
i=0C
i -gmod
dual canonical basis of Vn simple modules ⊕
n
i=0C
i -gmod
representation V ⊗n1 graded version of ⊕
n
i=0 i;nO,
certain blocks of the category O(gln).
weights spaces of V ⊗n1 blocks in the graded version of ⊕
n
i=0 i;nO,
standard basis of V ⊗n1 standard (=Verma) modules
dual standard basis of V ⊗n1 dual standard (=dual Verma) modules
canonical basis of V ⊗n1 indecomposable tilting modules
dual canonical basis of V ⊗n1 simple modules
representation Vd graded version of ⊕
n
i=0 µHωi(gln),
certain blocks of the category
of Harish-Chandra bimodules H(gln).
weight spaces of Vd blocks in the graded version of ⊕
n
i=0 µHωi(gln),
anti-automorphism τ taking the right adjoint functor
involutions ψn, ψ duality functor
Cartan involution σ and σn the equivalences σˆ and σˆn
arising from the equivalences of categories
A
µ
i
∼= A
µ
n−i−1.
42
6 Geometric categorification
Our treatment of the graded version of categoryO (based on [BGS96]) uses sub-
stantially the cohomology rings of partial flag varieties. A more systematic study
of the structure of these rings naturally leads to an alternative categorification
which we call “geometric”. We first consider the geometric categorification of
simple finite dimensional Uq(sl2)-modules using the cohomology rings of partial
flag varieties and relations between them. Then we proceed to the geometric
categorification of general tensor products using certain algebras of functions
which generalise the cohomology rings and point towards the Borel-Moore ho-
mology of generalised Steinberg varieties. We conclude this section formulating
open problems related to the geometric categorification.
6.1 From algebraic to geometric categorification
The categorification of simple Uq(sl2)-modules we propose gives rise to a cate-
gorification of simple U(sl2)-modules by forgetting the grading. The categorifi-
cation for simple U(sl2)-modules obtained in this way is exactly the one appear-
ing in [CR05]. It doesn’t seem to be obvious from the approach of [CR05] why
exactly this categorification plays an important role. As a motivation for choos-
ing this categorification we first show that it naturally emerges from our Theo-
rem 4.1 as follows: Theorem 4.1 provides an isomorphism Vn ∼= G(
⊕n
i=0A
−ρ
i ),
since W−ρ = W . Each of the categories A
−ρ
i contains (up to isomorphism
and shift in the grading) one single indecomposable projective object ([Jan83,
6.26]), hence also (up to isomorphism and grading shift) one simple object. On
the other hand the categories Ci -gmod also have (up to isomorphism and shift
in the grading) one single simple object Si. In particular, the Grothendieck
groups of the two categories coincide. However, we have the following stronger
result:
Proposition 6.1. There is an equivalence of categories
F :
n⊕
i=0
A−ρi →
n⊕
i=0
Ci -gmod,
which intertwines the functors Ei, Fi, and Ki with the functors
Ei = Res
i,i+1
i+1 C
i,i+1 ⊗Ci 〈−n+ i+ 1〉,
Fi = Res
i,i−1
i−1 C
i,i−1 ⊗Ci 〈−i+ 1〉,
Ki = 〈2i− n〉.
Proof. Let P ∈ A−ρi be the (up to isomorphism) unique indecomposable projec-
tive module such that its head is concentrated in degree zero. Then we have an
isomorphism of graded algebras EndA−ρi
(P ) ∼= EndAi(P (w0 · ωi))
∼= Ci. (The
first isomorphism follows just from the definition of A−ρi , the second is [Soe90,
Endomorphismensatz] together with the definition of the grading on Ai.) Note
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that any module in A−ρi is a quotient of some P 〈k〉, k ∈ Z. In other words, P
is a Z-generator of A−ρi in the sense of [AJS94, E.3.]. Hence (see e.g. [AJS94,
Proposition E.4.]), the functor⊕
k∈Z
HomA−ρi
(P 〈k〉, •) : A−ρi −→ gmod−EndA−ρi
(P ) ∼= Ci − gmod
defines an equivalence. Of course, we could fix any li ∈ Z and still have an
equivalence of categories⊕
k∈Z
HomA−ρi
(P 〈k + li〉, •) : A
−ρ
i −→ gmod−EndA−ρi
(P 〈li〉) ∼= C
i − gmod .
Up to a grading shift, these equivalences obviously intertwine the functors in
question. (This follows directly from the definitions of the functors and general
arguments, see e.g. [Bas68, 2.2].) It follows easily from the definitions of the
graded lifts that li = −i(n− i) gives the required equivalences.
From Proposition 6.1 it follows in particular, that G(
⊕n
i=0 C
i -gmod) be-
comes a Uq(sl2)-module via the functors E = ⊕
n
i=0Ei, F = ⊕
n
i=0Fi and K =
⊕ni=0Ki. From Theorem 4.1 we know that the resulting module is isomorphic
to Vn. One could, of course, ask the question which C
i-modules correspond to
the (dual) canonical basis elements. This will be answered in the next section.
6.2 Categorification of simple Uq(sl2) modules via modules
over the cohomology rings of Grassmannians
We now want to describe the geometric categorification, motivated by Proposi-
tion 6.1 separately, not as a consequence of the main categorification theorem.
The reason for this is that we propose a generalisation of this construction to
a “geometric” categorification of Vd using certain algebras of functions (Sec-
tion 6.4). Later on we will discuss the relation of these function algebras with
the Borel-Moore homology rings of Steinberg varieties and to the algebraic cat-
egorification from Section 4.
Let n ∈ Z>0 and let I := {i1, i2, . . . ik} ⊆ {1, 2, . . . n}. We consider the
corresponding partial flag variety GI given by all flags {0} ⊂ F1 ⊂ F2 ⊂ · · · ⊂
Fk ⊂ C
n where {dimC Fj} = I. Let C
I = H•(GI ,C) denote its cohomology.
We will be only interested in the cases k = 1, k = 2 and I = i, and I =
{i1, i2}. Let denote C
I -mod the category of finitely generated CI -modules.
Each of these categories has exactly one simple object, the trivial module C.
If I = {i} then the corresponding variety is a Grassmannian and we denotes
its cohomology ring by Ci. The Grothendieck group of ⊕ni=0C
i -mod is free of
rank n+1. The rings CI have a natural (positive, even) Z-grading and we may
consider the categories CI -gmod of finitely generated graded CI -modules and
the category ⊕ni=0C
i -gmod. Its Grothendieck group is then a free Z[q, q−1]-
module of rank n+ 1, where qi acts by shifting the grading degree by i. Hence
we have a candidate for a categorification of the simple Uq(sl2)-module Vn. We
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need also functors giving rise to the Uq(sl2)-action. If J ⊆ I then there is an
obvious surjection GI → GJ inducing an inclusion C
J → CI of rings. Let
ResIJ : C
I -gmod→ CJ -gmod denote the restriction functor. For 0 ≤ i ≤ n set
Ei = Res
i,i+1
i+1 C
i,i+1 ⊗Ci 〈−n+ i+ 1〉,
Fi = Res
i,i−1
i−1 C
i,i−1 ⊗Ci 〈−i+ 1〉,
Ki = 〈2i− n〉.
Let Si ∈ C
i -gmod be the simple (trivial) module concentrated in degree 0.
Denote by ViTi ∈ C
i -gmod the projective cover of Si〈−i(n− i)〉. (The notation
coincides with the one from Section 3.2.) We consider the following functors
E := ⊕ni=0Ei, F := ⊕
n
i=0Fi, K := ⊕
n
i=0Ki from ⊕
n
i=0C
i -gmod to itself. Since
the functors are exact, and commute with shifts in the grading, they induce
Z[q, q−1]-morphisms on [⊕ni=0C
i -mod]. Note that q
j−q−j
q−q−1 =
∑j−1
k=0 q
j−1−2k for
j ∈ Z>0. Therefore, if 2i− n > 0, we use the notation
Ki −K
−1
i
q − q−1
= −
Kn−i −Kn−i
−1
q − q−1
=


2i−n−1⊕
k=0
ID〈2i− n− 1− 2k〉 if 2i− n > 0,
0 if 2i− n = 0,
(46)
(as endofunctors of ⊕ni=0C
i -gmod).
The following result categorifies simple Uq(sl2)-modules:
Theorem 6.2 (The categorification of Vn). Fix n ∈ Z>0.
(a) The functors E, F and K, K−1 satisfy the relations
KE = 〈2〉EK, KF = 〈−2〉FK, KK−1 = ID = K−1K, (47)
Ei−1Fi ∼= Fi+1Ei ⊕
Ki −K
−1
i
q − q−1
, if 2i− n ≥ 0, (48)
Fi+1Ei ∼= Ei−1Fi ⊕−
Ki −K
−1
i
q − q−1
, if n− 2i > 0. (49)
In the Grothendieck group we have the equality
(q − q−1)
(
EGi−1F
G
i − F
G
i+1E
G
i
)
= KGi − (K
−1
i )
G.
Hence they induce a Uq(sl2)-structure on G(⊕
n
i=0C
i -mod).
(b) With respect to this structure, there is an isomorphism of Uq(sl2)-modules
Vn ∼= G(
⊕n
i=0 C
i -gmod)
vi 7→ 1⊗ [Si]
vi 7→ 1⊗ [ViTi].
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(c) The involution σn from (12) can be categorified in the following sense: There
is an equivalence of categories
σˆn :
n⊕
i=0
Ci -gmod ∼=
n⊕
i=0
Ci -gmod
Si 7→ Sn−i
ViTi 7→ Vn−iTn−i
such that
σˆn σˆn ∼= ID,
σˆnE σˆn ∼= F,
σˆn F σˆn ∼= E,
σˆnK σˆn ∼= K
−1
σˆn〈k〉 σˆn ∼= 〈k〉
for any k ∈ Z.
(d) The involution ψn from (13) can be categorified in the following sense: The
duality M 7→ dM := HomC(M,C) defines an involution
ψˆn :
n⊕
i=0
Ci -gmod ∼=
n⊕
i=0
Ci -gmod
ViPi 7→ ViPi,
and
ψˆnE ψˆn ∼= F
ψˆn F ψˆn ∼= E
ψˆnK ψˆn ∼= K
−1
ψˆn 〈i〉 ψˆn ∼= 〈−i〉.
for any i ∈ Z.
(e) The semilinear form becomes the form
< [M ], [N ] >=
∑
i
∑
j
(−1)j dim(ExtjC(N,M〈−i〉))q
i
(f) The antilinear anti-automorphism τ can be viewed as the operation of taking
right adjoint functors, namely: There are pairs of adjoint functors
(E,FK−1〈1〉), (F,EK〈1〉), (K,K−1), (K−1,K)
and (〈−k〉, 〈k〉) for k ∈ Z.
We would like to stress again that essentially the same categorification, in the
ungraded case (without q), was previously constructed by Chuang and Rouquier
[CR05]. Before we prove the proposition we state the following
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Lemma 6.3. Consider the graded duality d : ⊕ni=0C
i -gmod → ⊕ni=0C
i -gmod,
M 7→ d(M), where (dM)j = HomC(M−j ,C). Then there are isomorphisms of
functors dE ∼= E d and dF ∼= F d.
Proof. To establish an isomorphism dE ∼= E d it is enough to show that dEiVi ∼=
Ei dVi. Let us for a moment forget the grading. From Proposition 3.3 we get
dEiVi ∼= dViEi. On the other hand, dViEi ∼= Vi dEi ∼= ViEi d by [Soe90,
Lemma 8] and [Jan83, 4.12 (9)]. Finally we have ViEi d ∼= EiVi d ∼= Ei dVi
again by Proposition 3.3 and [Soe90, Lemma 8]. We get an isomorphism of
functors dEi ∼= Ei d : ⊕
n
i=0C
i -mod → ⊕ni=0C
i -mod. Since the functors Ei are
indecomposable (see Proposition 3.3), we can find (see e.g. [BGS96, Lemma
2.5.3]) some ki ∈ Z such that dEi ∼= Ei d〈ki〉 : ⊕
n
i=0C
i -gmod→ ⊕ni=0C
i -gmod.
On the other hand, using Lemma 3.4 we get isomorphisms of graded vector
spaces
Ei(Si) ∼= C
i,i+1 ⊗Ci C〈−n+ i+ 1〉
∼= ⊕n−i+1r=0 C〈2r − n+ i− 1〉
∼= C〈n− i− 1〉 ⊕ C〈n− i− 3〉 ⊕ · · · ⊕ C〈−n+ i+ 3〉 ⊕ C〈−n+ i+ 1〉
∼= dEi(Si).
Hence ki = 0 and so dE ∼= E d. The arguments establishing an isomorphism
dF ∼= F d are analogous.
Proof of Proposition 6.2. The relations (47) follow directly from the definitions.
The verification of the relations (48) and (49) is much more involved. We prove
it here only on the level of the Grothendieck group. For the full statement we
refer to Theorem 3.6 and Proposition 6.1. By Lemma 3.4 we get isomorphisms
of graded Ci-modules
Fi+1Ei(C) ∼= C
i,i+1 ⊗Ci+1 C
i,i+1 ⊗Ci C〈−n+ 1〉
∼= ⊕il=0 ⊕
n−i−1
k=0 C〈2k + 2l〉〈−n+ 1〉,
Ei−1Fi(C) ∼= C
i,i−1 ⊗Ci−1 C
i,i−1 ⊗Ci C〈−n+ 1〉
∼= ⊕n−il=0 ⊕
i−1
k=0 C〈2l + 2k〉〈−n+ 1〉.
If n− 2i ≥ 0, then
FGi+1E
G
i − E
G
i−1F
G
i =
(
⊕n−i−1k=0 〈(2k + 2i)〉〈(1− n)〉
)G
− (⊕i−1k=0〈(2(n− i) + 2k)〉〈1− n〉)
G
=
{
0 if n− 2i = 0,(
⊕n−2i−1k=0 〈(2i + 2k)〉〈1− n〉
)G
if n− 2i > 0,
= [n− 2i] id .
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If n− 2i < 0, then
EGi−1F
G
i − F
G
i+1E
G
i
∼=
(
⊕i−1k=0 〈(2(n− i) + 2k)〉〈(−n+ 1)〉
)G
−
(
⊕n−i−1k=0 〈(2k + 2i)〉〈1− n〉
)G
=
(
⊕2i−n−1k=0 〈(n− 2i+ 1+ 2k)〉
)G
= [2i− n] id .
In particular,
(q − q−1)
(
EGFG − FGEG
)
= KG − (K−1)G.
This proves the part (a) of the proposition on the level of the Grothendieck
group.
Obviously, the map vi 7→ [Si] from part (b) defines an isomorphism of vector
spaces. We first have to verify that this is in fact a morphisms of Uq(sl2)-
modules. Using Lemma 3.4 we get isomorphisms of Z[q, q−1]-modules
[Ei(Si)] = [C
i,i+1 ⊗Ci C〈−n+ i+ 1〉]
= [⊕n−i−1r=0 C〈2r − n+ i− 1〉]
= [C〈n− i− 1〉 ⊕ C〈n− i− 3〉 ⊕ · · · ⊕ C〈−n+ i+ 3〉 ⊕ C〈−n+ i+ 1〉]
= [Si+1〈n− i− 1〉 ⊕ Si+1〈n− i− 3〉 ⊕ · · · ⊕ Si+1〈−n+ i+ 3〉 ⊕ C〈−n+ i+ 1〉]
=
n−i−1∑
k=0
[Si+1〈−n+ i+ 1 + 2k〉].
Similarly we have
[Fi(Si)] = [C〈−i+ 1〉 ⊕ C〈−i+ 3〉 ⊕ · · · ⊕ C〈i− 3〉 ⊕ C〈i − 1〉]
= [Si−1〈−i+ 1〉 ⊕ Si−1〈−i+ 3〉 ⊕ · · · ⊕ Si−1〈i − 3〉 ⊕ Si−1〈i − 1〉]
=
i−1∑
k=0
[Si−1〈1 − i+ 2k〉].
This fits with the formula (11). Hence, the assignment vi 7→ [Si] defines a
Uq(sl2)-morphism, where the simple modules concentrated in degree zero corre-
spond to the dual canonical basis elements. It is left to show that vi is mapped
to [ViTi]. Recall that the algebra C
i has a basis by naturally indexed by ele-
ments y ∈W i. With our convention on the grading by is homogeneous of degree
2l(y). Hence, from the definition of ViTi we get
[ViTi] = [n, i][Si], (50)
and the part (b) of the proposition follows directly from the formula vi = [n, i]v
i.
To prove statement (c) we fix the standard basis {bi}1≤i≤n of C
n. Then
there is an isomorphism of vector spaces sending bi to bn−i+1. This induces an
48
isomorphism Ci ∼= Cn−i of graded algebras, hence an equivalence of categories
σˆn :
n⊕
i=0
Ci -gmod ∼=
n⊕
i=0
Ci -gmod
Si 7→ Sn−i,
ViTi 7→ Vn−iTn−i.
The remaining isomorphisms of functors of part (c) follow then directly from
the definitions.
To prove statement (d), recall first that ViPi is self-dual, hence we have
ψˆnVPi ∼= VPi. The isomorphisms ψˆn◦K
i ∼= K−i◦ψˆn and ψˆn◦〈i〉 ∼= 〈−i〉◦σˆn fol-
low directly from the definitions. For the remaining isomorphisms of functors of
part (d) we refer to Lemma 6.3. The semi-linearity of the form in part (e) follows
directly from the formula HomC(M〈k〉, N) = HomC(M,N〈−k〉) = HomC(M,N)k
of graded vector spaces. On the other hand we have∑
i
∑
j
(−1)j dimExtjC(Sk,VlTl〈−i〉)q
i =
∑
i
dimHomC(Sk,VlTl〈−i〉)q
i
= δk,lq
l(n−l) = δk,lq
k(n−k),
since VlTl is injective and its socle is concentrated in degree l(n− l). From for-
mula (50) it follows< [VlTl], [VkTk] >= δl,kq
l(n−l)[n, l]. Looking at formula (10)
completes the proof. It is left to prove statement (f). From Lemma 3.5 and
Lemma 3.4 we get the followings pairs of adjoint functors(
Resi,i+1i+1 C
i,i+1 ⊗Ci 〈−n+ i+ 1〉,Res
i,i+1
i C
i,i+1 ⊗Ci+1 〈−2i〉〈n− i− 1〉
)
=
(
Ei, Fi+1〈n− 2(i+ 1)〉〈1〉
)
.
and (
Resi,i−1i−1 C
i,i−1 ⊗Ci 〈−i+ 1〉,Res
i,i−1
i C
i,i−1 ⊗Ci−1 〈−2(n− i)〉〈i− 1〉
)
=
(
Fi, Ei−1〈2(i− 1)− n〉〈1〉
)
.
This gives the first two pairs of adjoint functors. The remaining ones are obvious
from the definitions.
The answer to the question raised at the end of the previous section follows
now directly: Theorem 4.1 together with Theorem 6.2 (b) and Proposition 6.1
provide isomorphisms of Uq(sl2)-modules
Vn ∼= G(
⊕n
i=0A
−ρ
i )
∼= G(
⊕n
i=0 C
i -gmod)
vk 7→ 1⊗ [Li] 7→ 1⊗ [Si]
vk 7→ 1⊗ [Pi] 7→ 1⊗ [ViTi].
where Li denote a graded lift of L(M(−ρ), L(wo · ωi)) with head concentrated
in degree zero and Pi denotes its projective cover.
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6.3 An elementary categorification of V
⊗n
1
using algebras
of functions
Next we would like to give a geometric categorification of the tensor products
V d. Since we do not have a general version of Soergel’s theory which on the one
hand side naturally leads to the algebras Ci and on the other hand generalises
directly Proposition 6.1, we will start from the opposite end and propose a class
of finite dimensional algebras whose graded modules yield the desired geometric
categorification.
In this subsection we will do the first step in this direction by giving a
rather elementary categorification of V
⊗n
1 using the algebras B
i of functions
on the finite set of cosets W/Wi (Proposition 6.4). We believe that this is a
necessary ingredient of a more substantial and general construction which will
be considered in the next subsection.
Let W = Sn be the symmetric group of order n! with subgroup Wi as
above. For any 0 ≤ i ≤ n Let Bi = Func(W/Wi) be the algebra of com-
plex valued functions on the (finite) set W/Wi. Similarly, for 0 ≤ i, i + 1 ≤ n
let Bi,i+1 = Func(W/Wi,i+1) be the algebra of functions on W/Wi,i+1. For
any w ∈ W/Wi we have an idempotent e
(i)
w ∈ Bi, namely the characteristic
function on w, i.e. e
(i)
w (x) = δw,x. In fact, the e
(i)
w , w ∈ W/Wi form a com-
plete set of primitive, pairwise orthogonal, idempotents. The algebra Bi is
semisimple with simple (projective) modules Siw = B
ie
(i)
w . On the other hand
Bi,i+1 is both, a Bi-module and a Bi+1-module as follows: Because Wi,i+1 is
a subgroup of Wi and Wi+1 we have surjections πi : W/Wi,i+1 → W/Wi and
πi+1 : W/Wi,i+1 → W/Wi+1. If g ∈ B
j for j ∈ {i, i + 1} and f ∈ Bi,i+1
we put g.f(x) = g(πj(x))f(x) for x ∈ W/Wi,i+1. The B
i’s are commutative,
hence we get a left and a right module structure. Clearly, Bi,i+1 becomes a free
Bj-module of rank equal to the order of the group (W/Wi,i+1)/(W/Wi), hence
equal to the order of Wi/Wi,i+1. Let
Cfunc :=
n⊕
i=0
Bi -mod .
For technical reasons, if i > n or i < 0, let Bi -mod denote the category consist-
ing of the zero C-module. We define the following endofunctors of B:
• Efunc =
⊕n
i=0Ei,
where Ei : B
i -mod→ Bi+1 -mod is the functor Bi,i+1 ⊗Bi • if i < n and
the zero functor otherwise.
• Ffunc =
⊕n
i=0 Fi,
where Fi : B
i -mod → Bi−1 -mod is the functor Bi,i−1 ⊗Bi • if i > 0 and
the zero functor otherwise.
For any w ∈ W we denote by aw,n,i the {0, 1}-sequencew(1, 1, . . . 1, 0, 0, . . .0)
of length n, where we used exactly i ones. We get the following elementary
categorification:
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Proposition 6.4. The category Cfunc together with the isomorphism
η : G(Cfunc) −→ V
⊗n
1
Siw = B
ie(i)w 7−→ vaw,n,i,
and the functors Efunc and Ffunc is a categorification (in the sense of Subsec-
tion 2.4) of the module V
⊗n
1 .
Proof. Clearly, the map η is an isomorphism of vector spaces and the functors
Efunc and Ffunc are exact. As B
i,i+1 is a free Bi-module of rank equal to
n− i, the order of Wi/Wi,i+1, it follows that the B
i+1-module Bi,i+1 ⊗Bi S
i
w is
of dimension n − i. Hence it is a direct sum of n − i simple Bi+1-modules.
A basis of Bi,i+1 ⊗Bi S
i
w is given by elements of the form fx ⊗ 1, where
x ∈ Wi/Wi,i+1 and fx is the characteristic function for xw ∈ Wiw. If x ∈ Wi
then xa(w, n, i+1) is equal to xa(w, n, i), but exactly one zero occurring in the
sequence replaced by a one. If we allow only x ∈ Wi/Wi,i+1 then the xa(w, n, i)
provide each sequence exactly once. Therefore, η(EfuncS
i
w) = Eη(S
i
w). Simi-
larly, η(FfuncS
i
w) = Fη(S
i
w). The statement follows.
Given any finite dimensional algebra, say A, we could equip A with a trivial
Z-grading by putting A = A0. Then a graded A-module is nothing else than
an A-module M which carries the structure of a Z-graded vector space. In
particular, we could consider the function algebras Bi as trivially graded. Then
Bi,i+1 becomes a Z-graded (Bi+1, Bi)-bimodule by putting the characteristic
function corresponding to the shortest coset representative w ∈ W/Wi,i+1 in
degree l(w). Similarly Bi,i−1 becomes a Z-graded (Bi−1, Bi)-bimodule. In this
way, we get graded lifts
Efunc : ⊕
n
i=0B
i -gmod −→ ⊕ni=0B
i -gmod
Ffunc : ⊕
n
i=0B
i -gmod −→ ⊕ni=0B
i -gmod
of our functors Efunc and Ffunc. We define Cfunc = ⊕
n
i=0B
i -gmod with the
endofunctor K = ⊕ni=0〈2i − n〉. The following statement follows directly from
Proposition 6.4 and the definition of the grading and provides a categorifica-
tion of the Uq(sl2)-module V
⊗n
1 in terms of graded modules over our function
algebras:
Corollary 6.5. The isomorphism
η : G(Cfunc) −→ V
⊗n
1
Siw = B
ie(i)w 7−→ vaw,n,i,
defines an isomorphism of Uq(sl2)-modules, where the module structure on the
left hand side is induced by the functors Efunc, Ffunc and Kfunc.
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6.4 A categorification of V d using finite dimensional alge-
bras
Now we combine the categorification of irreducible modules from Section 6.2 and
the elementary categorification from Proposition 6.4 to a (partly conjectural)
categorification of an arbitrary tensor product V d. The present construction is
parallel to the categorification of irreducible modules as described in Section 6.2
and coincides with this categorification in the special case when V d has a single
factor.
Let again W = Sn with the Young subgroup Sd corresponding to the com-
position d. Let Bd = Func(W/Sd) be the algebra of (complex values) functions
on W/Sd. Recall (from Section 2.4) the subalgebras C
i, Ci,i+1, Ci,i−1 in the
coinvariant algebra corresponding to W . The Weyl group W is acting on both,
Bd and C.
We set
Hid = (B
d ⊗ C)Wi , Hi,i+1d = (B
d ⊗ C)Wi,i+1 , (51)
where we take the Wi-invariants with respect to the diagonal action. For any
w ∈ Wi\W/Sd, there is an idempotent fw = ew ⊗ 1, where ew(x) = ew(yx) =
δw,x for any x ∈ Wi\W/Sd and y ∈ Wi. These fw form in fact a complete set of
primitive pairwise orthogonal idempotents. In particular, the simple modules of
Hid are naturally indexed by (longest coset representatives of) the double cosets
Wi\W/Sd. Let P
i
d,x = H
i
dfw be the corresponding indecomposable projective
module with simple head Sid,x. We define
Cgeom :=
n⊕
i=0
Hid -mod .
Obviously, Hjd is a subset of H
i,i+1
d for j = i, i + 1 (if they are defined). For
technical reasons we denote by Hid -mod the category containing only the zero
C-module if i > n or i < 0.
Analogous to our elementary construction we define for 0 ≤ i ≤ n the
functors
Ei : H
i
d -mod→ H
i+1
d -mod, as H
i+1
d ⊗Hid • if 0 ≤ i < n,
Fi : H
i
d -mod→ H
i−1
d -mod, as H
i−1
d ⊗Hid • if 0 < i ≤ n,
otherwise it should be just the zero functor. We set
Egeom =
n⊕
i
Ei, Fgeom =
n⊕
i
Fi,
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Proposition 6.6. There are isomorphisms of vector spaces
Φ1 : G(Cgeom) −→ V d
Sid,w 7−→ v
a(µ).
Φ2 : G(Cgeom) −→ V d
P id,w 7−→ va(µ).
where a(µ) = w(1, . . . 1, 0, . . .0).
Proof. This follows directly from the definitions.
Note that if the tensor product V d has only one factor, that is µ = (n)
and hence Sd = W we get H
i
d
∼= Ci and the functors EG and FG become
the functors E and F from Section 6.2. For the general case we would like to
formulate the following
Conjecture 6.7. The isomorphisms Φ1 and Φ2 agree and are isomorphisms of
sl2-modules, where the action on the left hand side is induced by the functors
Egeom and Fgeom.
The quantum version of this conjectural categorification should again arise
from the corresponding graded version.
Remark 6.8. The Conjecture implies in particular, that the functors Egeom
and Fgeom preserve the additive category of projective modules. By direct
calculations it can be shown that the conjecture is true for all cases where
n = 2, 3. In these cases we also know that (Bd ⊗ C)W
′
is a free (Bd ⊗ C)W
′′
-
module of rank |W ′′/W ′| for any subgroups W ⊇W ′′ ⊇W ′.
6.5 Open problems related to a geometric categorification
The categorification of V d via the modules over the finite dimensional algebras
Hid from the previous section strongly suggest that the geometry of Grassman-
nians and partial flag varieties used in the case of a single factor V n should
be replaced by the geometry of generalised Steinberg varieties (as defined in
[DR04]) for the general linear group GLn(C) to obtain a geometric categori-
fication of arbitrary tensor products V d. Note first that the dimension of the
algebra B⊗C coincides with the dimension of the Borel-Moore homologyH∗(Z)
of the (full) Steinberg variety for GLn(C) and is equal to |W |
2 (see e.g. [CG97,
Proposition 8.1.5, Lemma 7.2.11]). Moreover, the algebras Hid can be viewed
as the subalgebra of Wd⊗Wi-invariants in B⊗C, and it was proven in [DR05,
(1.1”)] that the Borel-Moore homology of the generalised Steinberg variety Zid
associated to the pair (Wd,Wi) is isomorphic to the subspace of H∗(Z) given
by Wd ⊗Wi-invariants. We expect that using intersection theory, (see [Ful98])
one can define a commutative algebra structure on Zid which yields the algebras
Hid introduced in Section 6.4.
We also note that the generalised Steinberg varieties Zid are precisely the
tensor product varieties of Malkin ([Mal03]) and Nakajima ([Nak01]) in the
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special case of tensor products of finite dimensional irreducible Uq(sl2)-modules.
Thus the geometric categorification we propose is also a natural next step in
the geometric description of the tensor products Vd from [Sav03].
Looking from the algebraic categorification side of the picture one notices
that the generalised Steinberg varieties also appear as characteristic varieties of
Harish-Chandra bimodules ([BB85]). Thus one expects that the geometry of
characteristic varieties that underlies our Categorification Theorem 4.1 should
provide a conceptual relation between the algebraic and the geometric categori-
fications giving rise to isomorphisms of U(sl2) modules:
G
( n⊕
i=0
Aµi (gln)
)
∼= G(
n⊕
i=0
Hid -mod)
∼= Vd.
One can also relate the algebraic categorification with a geometric cate-
gorification by studying the projective functors acting on the category O(gln),
extending our constructions in Section 3. In fact the complexified Grothendieck
ring of projective endofunctors of the principal block of O(gln) is isomorphic
to the group algebra of the Weyl group W by the classification theorem from
[BG80] and the Kazhdan-Lusztig theory. On the other hand, the group algebra
of W is canonically isomorphic to the top degree Htop(Z) of the Borel-Moore
homology H∗(Z) with respect to the convolution product (see e.g. [CG97, The-
orem 3.4.1]). One can show that the whole Borel Moore homology ring H∗(Z)
encodes the Grothendieck ring of these projective functors together with the ac-
tion of the centre of the category. This picture can be generalised to Htop(Z
i
d)
and H∗(Z
i
d) by looking at projective functors between different singular blocks
of the category O(gln). Details of this alternative approach will appear in a
subsequent paper.
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