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1. INTRODUCTION 
Let E be a real Banach space with norm denoted by /I jl . Consider the 
differential equation 
x’ =f(t, N), w(0) = x0 (1.1) 
wheref: RI x E+ E. 
Iff is only assumed continuous, it has been shown that continuity of the 
right-hand side (or even uniform continuity on bounded sets) is insufficient 
for existence of solutions [S], even if E is a Hilbert space, EJ’ or Ln space, 
1 <p < 03 [9, 121. See also the general “nonexistence” result in Ref [IO]. 
Nonetheless, Lasota and Porke show that “most” (in the sense of Baire 
Category) differential equations have solutions when the right-hand side is 
continuous (see Ref. [12]). 
For Eq. (1 .l) there is a close relationship between conditions guaranteeing 
bounds on the growth of solutions and conditions guaranteeing that solutions 
exist. Conditions guaranteeing growth bounds thus motivate existence 
results. Let x(t, 0, x,,) denote the solution of Eq. (1. 1) with x(O) = .rO , and 
x(t, 0, X) = {x(t, 0, x0) : xc) E Xl. 
If ,f is Lipschitzean with constant L then 
diam(x((t, 0, X) < eLt diam(X), for bounded X, and t > 0. (1.2) 
It is also well known that for f Lipschitzean, Eq. (1.1) has a solution. How- 
ever, there is a more general assumption guaranteeing Eq. (1.2), in particuiar 
that f(t, x) -L x is monotone for some constant L (see condition (2.5)). 
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Martin showed in Ref. [4] that this condition implies existence and uniqueness 
of solutions when f is continuous. 
Conditions can be given guaranteeing types of bounds of the growth of the 
“size” of .z.(t, 0, X) which are not stated in terms of diameter of the set. 
Kuratowski [3] defines a(X), a measure of the noncompactness of X. He 
defines a(X) to be the infimum of all E > 0, for which there exists a finite 
covering of X by sets of diameter E. Ambrosetti [l] and Szufla [2] use the 
condition that f is a-Lipschitzean, that is that there is an L > 0 such that 
4 f(X)> G -wX)9 for bounded X 
to guarantee the existence of solutions. This condition guarantees 
(1.3) 
a(x(t, 0, X)) < e%(X), t > 0. (1.4) 
Furthermore, any Lipschitzean f is also ol-Lipschitzean. If f maps bounded 
sets into compact sets, f is again a-Lipschitzean, and in fact Eq. (1.3) is 
satisfied with L = 0. Goebel and Rzymowski [6] extended condition Eq. (1.3) 
by the use of Kamke functions (see Definition 3.1). 
A more general condition which also guarantees Eq. (1.4) when f is uniform- 
ly continuous is that there is an L > 0 such that for each set X C E, f satisfies 
a({x - Ibf(t, x) : x E X}) > (1 - Lh) lx(X) for all h > 0. (l-5) 
We show in Theorem 3.1 that iff is uniformly continuous then condition (1.5) 
implies the existence of solution. A possibly more intuitive condition which 
may be substituted for (1.5) is 
a({x + hf(t,.%g : x EX)) < (1 + Lh)a(X) for all h > 0. (1.6) 
See the remark in Section 3. Condition (1.5) is weaker than Martin’s condition 
and applicable for any Banach space; however, unlike Martin, we must 
assume f to be uniformly continuous (at least in a neighborhood of each 
point). In our main existence theorem, (1.5) is actually weakened slightly 
by substituting a Kamke function for Lx. This “Kamke” form of (1.5) is 
then also weaker than the conditions used by Goebel and Rzymoski [6] and 
by Wazewski [14]. Hence, for uniformly continuous f, our existence result 
generalizes those in [6], [14]. Although, Wazewski requires f to be continuous 
rather than uniformly continuous. Proposition 2.2 and Proposition 3.1 show 
that condition (1.5) is more general than Cellina’s a-dissipative condition [7] 
(See Definition 2.1) which guarantees that a(x(t, 0, X)) is nonincreasing as a 
function of t > 0, provided E is a uniformly convex space. Therefore, our 
main theorem generalizes an existence result of Cellina when f is uniformly 
continuous. 
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We emphasis that it is not known if (1.5) implies (1.4) whenfis continuous 
but not uniformly continuous. Similary our existence result says nothing for 
such f. For existence results concerning such f along this line we refer to 
Refs. [2, 71, and [13]. 
In Section 4, we give an example which shows that (1.5) is strictly more 
general than Goebel-Rzymoski’s condition [6]. 
2. ,%N EXISTENCE RESULT IN UNIFORMLY CONVEX SPACES 
For each x in E define the duality map j : E---f E* by 
j(x) = {fe E* : (s,f) = /I N I!‘? = \lfii”>. 
It is well known that j is single-valued and uniformly continuous if E* is 
uniformly convex on bounded sets. We let B,.[A] be the open r-neighborhood 
of A C E. For a given interval I, C(I) is the Banach space of continuous 
functions from I into E with the usual norm jjj x I/j = sup{\! x(t)11 : t ~1) and 
Cl(l) is the subspace of C(I) consisting of x( .) with continuous first derivative. 
Let R, be the rectangle 0 < t < a, jl x - x0 /I ,( b and f : R, -+ E be con- 
tinuous and such that Ij f /I < n/i on Rb (we assume that M is chosen so that 
M > 1). Cellina [7] g ave the following definition which we alter in 
Definition 2.2 in an obvious way. 
DEFINITION 2.1. The mapping f : Rb --f E is called a-dissipative if for 
any given E > 0 there exists a finite covering {OS} of Rb such that 
whenever (t r , XJ and (te , ~a) belong to the same 0”. 
DEFIKXTION 2.2. The mapping f : Rb -+ E is called cl-Lip-dissipative if 
there exists L > 0 such that for any given E > 0 there exists a finite covering 
(0”) of R, such that 
<f(h F x1> - f (t2 , x2), [j(.q - x,)]/li x1 - x2 ii? <L I! x1 - x8 [I + F (2.1) 
whenever (t i ? x1) and (tz , ~a) belong the same 0” and x1 + xz . 
This concept is motivated by and extends the one of Cellina’s [7] and the 
following preliminary result generalizes Cellina’s result. The proof is quite 
similar to Cellina’s and is omitted. In Section 3 we give our main result which 
includes this one in the case of uniformly continuous f. 
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PROPOSITION 2.1. Let E be a Banach space such that E* is uniformly convex 
and R, as before. Let f : R, -+ E be continuous and or-lip-dissipative. Let 
T = min[a, b/(4&J)] and I = [0, T]. Then the set of solutions of Eq. (1.1) is a 
nonempty and compact subset of C(I). 
Remark. In fact we may use, through Proposition 2.1, a more general 
condition by replacing Eq. (2.1) by the following condition 
(f(t1 ) Xl) - f(ta ) XJ,j(Xl - X2)) <L jj x1 - x2 118 + E. (2.2) 
In Ref. [7], Cellina shows that the conclusion of Proposition 2.1 is valid in 
the case that f is “ol-dissipative”, which is the special case of Eq. (2.2) where 
L =o. 
In Ref. 141, Martin proves a theorem concerning the existence of solutions 
of Eq. (1.1) by using one-side derivative (see Eq. (2.5) below). The following 
Proposition indicates that both Eqs. (2.1) and (2.2) are generalizations of 
Eq. (2.5). 
PROPOSITION 2.2. If f is a mapping from R, --f E and L is a constant, then 
the following conditions are equivalent: 
<f(t, 9 Xl> -At2 9 x2), MXl - “%)l/ll Xl - x2 II> bL II zc1 - x2 II (2.3) 
for all (tl , x1), (t2, xe) in R, with x1 # x2 . 
(f(t1 , Xl) -f (te , ‘)L.J,j(“% - xJ> <L II x1 - x2 II2 (2.4) 
for all (tl , x1) and (te , xg) in R, . 
$$L (II xl - ~2 + h[f @I> 4 - f(t2 3 ~Jlll - II ~1 - x2 IIV~ G L II ~1 - xz II 
for all (tl , x1) and (t2 , xJ in R, . 
For a proof see Ref. [5, Corollary 2.21. 
(2.5) 
3. KAMKE FUNCTIONS AND EXISTENCE RESULTS FOR 
ARBITR~~RY BANACH SPACES 
DEFINITION 3.1. We shall say w is a Kamke function on [0, T] if 
(9 w : [0, T] x [0, co) --f [0, co) 
(ii) w(t, 0) = 0 
(iii) u(t) = 0 is the unique continuous solution of 
u(t) d Jot w(s, +)I ds 
for which h$+ u(t)/t exists and is 0. 
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Proposition 2.1 can be generalized by using the terminology of Kamke 
functions. The restatement is left to the reader. We use these functions in 
stating Theorem 3.1. In Theorem 3.1 we omit the assumption that E is 
uniformly convex at the expense of having to assumefis uniformly continuous 
by using a different dissipation condition for f. 
THEOREM 3.1. Let f : R1 x E + E be uniformly continuous on 
[O, T] x Bb(x,,) for some T > 0, b > 0 and x,, E E. Let w be a Kamke fzdnctiun 
on [O, T]. Assume T is chosen so that jl f (t, WV)!\ < b/T, for all 
(t, x) E [0, T] x B&J. 
Write gh(t, x) = x - hf(t, x) for h > 0. Assume for any subset X C B,(s,) 
a(gh(t, X)) > a(X) - hw(t, a(X)) for all t E [O, T]. (3.1) 
Then Eq. (1 .l) has at least one solutiou defined on [0, T] with u(0) = x0 . 
Renzarks on special cases. In Ref. [I] Ambrosetti proves that the conclusion 
of Theorem 3.1 is valid under the condition 
ci( f(t, X)) <La(X) f or any subset X C Bb(xO) and some L > 0. (3.2) 
In Ref. [6] K. Goebel and Rzymowski generalize (3.2) as 
a(f(t, X)) < w(t, a(X)) for any XC &(x0) (3.3) 
where w is any Kamke function. Inequality (3.1) is a generalization of (3.3) 
since 
m(gli(t, X)) = c+ - hf(t, x): x E X> < m(X) + ha(f(t, X)). 
By letting w(t, r) = Lr, one sees that (3.3) is a generalization of (3.2) and 
also Martin’s condition (2.5) becomes a special case of (3.1), this, of course, 
unlike hIartin’s we have to assume f is uniformly continuous. 
We now prove several lemmas which are used in proving Theorem 3.1. 
LEkIMA 3.1. 
(1) If A C B then a(A) < a(B), 
(2) a(M) = 1 h j a(A) for h E R1, (where AA = {ha : a E A)), 
(3) a(A + B) < a(A) f a(B) where A + I3 = (x + y : x E A a& 
Y Ef% 
(4) a(& = a(A) where A denotes the closure of A, 
(5) a(Aj = 0 0 A is compact. 
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LEMMA 3.2. If H = {U,} C C(I) is any equicontinuous family of functions 
then 
st”,~ 4VMt>: u, E HI) = GO 
For a proof see Ambrosetti [l]. 
LEMMA 3.3. Let P = {p.,}, Q = {qn} 6 e t wo countable sets of points in E. 
Then 
Proof. ForanyE>O,let&CE,i=O,l,..., kBjCE,j=O,l ,..., m,be 
two families of open sets such that 
with diam i4j < a(Q) + ~12 and diam Bj < ~((p, - qn)) + c/2 for each i and 
j. Let Cij = rZi + Bj for i = 0, l,..., k and j = 0, l,..., m. Then {Cij} is a 
finite cover of P with 
diam Cij < diam Ai + diam Bj ,< a(Q) + a({plz - qJ) + E. 
It follows that a({~,)) < ol({q,}) + ~({p, - qJ) + E and since E is arbitrary, 
the lemma is proved. 1 
In the following two lemmas we assume the hypotheses of Theorem 3.1 
are satisfied. 
LEMMA 3.4. Let {en} be a decreasing sequence of positive real numbers 
tending to zero. Then letting Ad = T/b there exists for each n a mapping 
u, : [0, T] + E 
such that 
%2(O) = zc, 3 (3.4) 
1) un(t) - uJt’)ll < M/j t - t’ 11 for all t, t’ E [0, T]. (3.5) 
II dt) - 4’) - s,t f (St S(S)) ds II -G 6, I t - t’ I. (3.6) 
The proof of Lemma 3.4 is standard and so is omitted. The function u, 
may be choosen to be polygonal curves satisfying (3.4), (3.5), and (3.6). 
Using the notation of Lemma 3.4, define p(t) = ol(X(t)) for each t in [0, T] 
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where X(t) = {tin(t) : for all n E N). We will omit “: for all II E M” from now 
on in specifying such sets. Hence we would write X(t) = {z~,Jt)>. 
LEMMA 3.5. 
Proof. First we prove p(t) is continuous. Let 6 > 0. By Lemma 3.3 and 
Ineq. (3.5) 
p(t + S) - p(t) = cr({u,(t + 6))) - +,(t)>> G 4@& + 3 
- us(t)}) < 2MS. 
Therefore p is continuous and thus w(s, p(s)) is integrable. For proving (3.7), 
let t E [O, T]. Since f is uniformly continuous, for any given E > 0 there exists 
6 > 0 such that ] t - t’ j < S,jI 3~’ - x’ [I < 6 implies 
For a positive integer k > J&/S, let h = t/k < 6/M and 
0 = t, < t, < t, < *** < t,z = t 
where tZ = ti-l + h, i = l,..., k. Then, 
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where 
By using Lemma 3.3 
a(x(ti-J> - &hCti 3 x(ti))) G ol(“n(ti-rJ - %dtJ + V(b Y %(4>))~ 
But, by (3.6) 
II %dti> - %dti-l> - Izf lti ? %a(4)>ll 
d jJ %dti) - %(4-l) - ~~~l f Cs, %A(~>) A 11 
+ 1) jt:, LOS> 44 ds - f (ti , u&i>)1 ds 1) I 
< E% . A + eh/4 < <h/2 for sufficient large n. 
Therefore, (~l(X(t~-r)) - a(gh(ti , X(Q)) < E * h and S, > p(t) - &r E . h = 
p(t) - et. Hence, 
At) < j” +, P(S)) ds + ct. 
0 
Since E is arbitrary, we have, 
At) G jot 4, P(S)) A. I 
Proof of Theorem 3.1. Since?(O) = 0 and w(t, 0) = 0 it follows from (3.5) 
lim,,o+p(t)/t = 0. Hence p(t) = 0 for all t E [O, T]. Since (un} is an equi- 
continuous family, by Lemma 3.2 a!({~~}) = 0. Therefore, there exists a 
subsequence (~~3 of {u,~> converging uniformly to a function u from [O, T] 
into E such that U(O) = x,, . Since f is uniformly continuous and u,~ + u 
uniformly on [0, T] as k + co it follows thatf(t, unk(t)) + f (t, u(t)) uniformly 
on [0, T] as k + co. Replacing n by nh in (3.6) and letting R + co, we obtain 
u(t) = $0 + i’f ($3 44) ds. 
It is clear from this that zl is a solution of x’ = f (t, x) on [0, T] such that 
u(0) = x0 which completes the proof. 1 
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Remark. In the proof of Theorem 3.1 we may replace (3.1) by more 
intuitive condition 
a((x + hf(t, x) : x E X>) < CL(X) t hw(t, a(X)) (3.9 
and the theorem remains true. 
Condition (3.1) seems quite similar in some ways to the condition that f is 
a-Lip-dissipative. The following proposition shows any a-lip-dissipative .I’ 
automatically satisfies (3.1). 
PROPOSITION 3.1. Assume f is a-Lip-dissipative in [0, T] x B&J. For ~11 
(t, x) in [0, T] x B&J and h E R1 write gh(t, x) = x - hf (t, x). Then for aq 
subset X C Bb(xo) and h > 0, we have 
a(gh(t, x)) 2 (1 - Lh) a(X) for all t in [0, T]. (3.1) 
Proof. Let h be arbitrary, t in [0, T], and X C Br(xo>. Then for any E > 0 
there exists finite covering (Bi)Fz=, of gfb(t, X) with 
diam Ba < u(gh(t, X)) + 43. 
Let Ai = (x : x - hg(t, x) in Bi} then 
XC(Ij& 
i=l 
By assumption there exists finite covering (Oj) of [0, T] x &,(x0) such that 
for all (tr , x1), (tz , x2) belonging to the same Oj. Set Aj’ = (x ](t, xj E Oj> and 
Aij = Ai n Aj’. We have XCUA,,i = 1, 2 ,..., n;i = 1, 2 ,..., m. For 
(h 9 xJ, (G Y x2) E 4j s 
(1 - Lh) jl x1 - x, I/ - 43 
< ll(xr - J$(f(tr , x1)) - (xs - hf(t., , xs))li < diam Bi 
e 4g& X)) + 43. 
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Therefore, 
&am Aj < dg&, Xl) + e/3 + l /3 =c &l& X)) + E 
and hence 
(1 - -4 4X) < &5‘(4 X)) + E- 
Since E is arbitrary, we have 
(1 - -w 4X) < &dt, 0. I 
As a result of this proposition and Theorem 3.1, we see that Proposition 2.1 
can be extended to any Banach space, providedf is uniformly continuous. 
COROLLARY 3.1. If f is a-lip-dissipative and uniformly continuous then 
Eq. (1.1) has a solution. 
4. A.N E‘XAMPLE 
Condition (3.1) is automatically satisfied for any f in finite dimensional 
space since a(X) = 0 for every bounded set X, so it is strictly more general 
than (2.5). In this section we give an example showing that condition (3.1) is 
strictly more general than Goebel-Rzymoski’s condition (3.3) which is weaker 
than Ambrosetti’s a-Lipschitzean condition. It will be shown that there 
exists a continuous function f from lm to 1” satisfying (2.5) but f does not 
satisfy a( f (5)) < w(ol(S)) f or any Kamke function W, where S is a bounded 
set in E. 
Consider the function g(u) = --u1i3. It is easily verified that the function g 
satisfies the following inequalities: 
mlu-VI <I&>-&)I 
for all U, v E [-(3n~)-~/~, (3m)-3/z] and m > 0. 
(4.1) 
I a~ - v + h(&) - g(v>>l 2 I u - v I 
forallh<Oandu,vE(--,co). 
(4.2) 
Let E = lm, i.e., the set of all bounded sequences with the supremum 
norm. For x = (x1 , x2 ,..., x, ,... ) E E, define f(x) = (g(xi) ,..., g(x,) ,... ). Let 
D-(x, y,J) = lim kl(iI x - y + h(f(x) -f(y))]\ - Ij x - y 11) 
h-O- 
= lim h-l(sup 
i&-o- i 
I% -Yyi + wi(4 -fi(Y>>l - "YP 1% -Yyi 0 
= lim qsup 
h-o- z 
I xi - Yi + 4gbk) -dYi)ll - "YP I% -YYd I>. 
For h < 0, 
SOLUTIONS FOR EQUATIONS IK BANACK SPACES 39 
fi(x) denote the ith components off(x). It is easiIy verified thatf is continuous. 
Also, 
“UP I xi - Yi -!- W&i) - &i))/ - s;P I xi - 3’i I 
> “UP I xi - yi + q&t) - B(Yi))l - sup I % - yi I. 
By (4.2), sup ; xi - yi + h(g(x,) - g(yJ)j > sup / xi - yi j , hence, 
D-(x, y, f) d 0. 
Therefore, (2.5) is satisfied with L = 0. 
On the other hand, for any m > 0, we define a set 
A, = (x E E : 11 s /[ < (3m)-39 
Then c@,) = 2 x (~wz-“/“. By applying (4.1), we have, 
IlfW - f(Y>II = sup I”&(~) -fi(Y)l = “YP ]&,) - g(yJl 
> sup [g(q) -g(yJl = m jj x -y ji. 
i 
Hence, i/f(x) -f( y)/j 3 nz /) x - y Ij . It follows that 
4f(-%i)) 3 ~~~(4?,). (4.3) 
The proof of (4.3) is standard. See, for example, Szufla [2]. Suppose that 
there exists a Kamke function w from [0, XI) + [0, ox) such that 
a(f(s)) < w(ol(S)) for all bounded S C E. 
Then, by (4.3), we have, 
~4%) G 4fMx)> G 4&L))* 
Let Y = cu(A,) = 2 x (3”)-312. Then, nz = kir-“/3 with 
k, = (l/2)-2/3 x (l/3) and kl+/3 < w(t) 
(4.4) 
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for all Y > 0. For u(t) = (2Klt/3)“p, we have, 





k1[u(t)]l13 dt o 
Also, both u(t)/t = (2K,/3)3/z W and u(t) go to zero as t--f O+. This contra- 
dicts to the fact that w is a Kamke function. 
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