In this paper, we review recent developments in network analysis using the graph theory, and introduce ongoing research area with relevant theoretical results. In specific, we introduce basic notations in graph, and conditional and marginal approach in constructing the adjacency matrix. Also, we introduce the Marcenko-Pastur law, the Tracy-Widom law, the white Wishart distribution, and the spiked distribution. Finally, we mention the relationship between degrees and eigenvalues for the detection of hubs in a network.
Introduction
Recently Big data is one of the most hot issues in many branches of science, and complex network problem is the central issue in Big data. Lots of interest arose in complex networks such as the world-wide web, the internet, biological networks, social networks, and so on. A wonderful scientific fact is that any complex network can be represented by a graph, and any graph can be represented by an adjacency matrix. Further, degree matrix and/or Laplacian matrix are derived by the adjacency matrix.
Graph theory has been developed by mathematicians for a long time, and mathematicians are interested in properties of eigenvalues of adjacency matrix, distribution of eigenvalues (Wigner, 1955; Marcenko and Pastur, 1967) and distribution of the largest eigenvalue (Tracy and Widom, 1996) , lower and/or upper bound of eigenvalues, relationship between degree and eigenvalues, and so on. There are numerous books on the graph theory, and one of the recent and best references is Mieghem (2010) .
On the other hand, statisticians paid attention to the graph theory quite recently, and they are mainly interested in graphical models and estimation of adjacency matrix using available observations. Recently, statisticians are interested in the case where p (number of variables) is larger than n (sample size) because lots of recent networks such as biological networks and social networks reveal p n pattern. The seminal paper in this area is Dempster (1972) . Since then, inspired by Dempster (1972) , outstanding achievements have been made. Among them, Whittaker (1990) , Edward (2000) , Meinshausen and Buhlmann (2006) , Yuan and Lin (2007) , Peng et al. (2009) , Rothman et al. (2010) , Bien and Tibshirani (2011) , Cai and Yuan (2012) and Chandrasekaran et al. (2012) are often referred. Also, noticeable results on the distribution of the largest eigenvalue of the sample covariance matrix under various assumptions are done by Johnstone (2001 Johnstone ( , 2008 , Bickel and Levina (2008) , Rothman et al. (2009 ), Cai and Liu (2011 ), Cai and Zhou (2012 and Birnbaum et al. (2013) . Recently, Won and Choi (2014) applied the network theory to the comparison of citations in journals.
When a graph is given, scientists are interested in many aspects of a graph. Among them, interesting questions are as follows; (1) How many hubs in a graph and how to find hubs? (2) How many clusters in a graph? (3) How to sample a random graph? etc. In this paper, we review recent developments in network analysis using the graph theory, and introduce ongoing research area with relevant theoretical results. In specific, we introduce basic notations in graph, and conditional and marginal approach in constructing the adjacency matrix. Also, we introduce the Marcenko-Pastur law, the Tracy-Widom law, the white Wishart distribution, and the spiked distribution. Finally, we mention the relationship between degrees and eigenvalues for the detection of hubs in a network.
Graph theory and networks

Graph and network
We introduce the notations and examples of graphs. A given network is often represented by a graph G = G(V, E), where V = {1, · · · , p} is the set of nodes (vertices) and E is the set of edges in V × V . Let a ij , i = 1, · · · , p, j = 1, · · · , p denotes the connectivity between two nodes i and j. If (i, j) ∈ E, then two nodes i and j are said to be adjacent and a ij has a nonzero arbitrary value. Therefore, a ij denotes the closeness (or adjacency, connectivity) between two nodes i and j, and A = (a ij ) is often called an adjacency matrix. If a ij takes only either 1 or 0, then it called unweighted adjacency. When a ij can take any real values (usually takes real values between 0 and 1), it called weighted adjacency. A graph is called directed if a ij = a ji , and called undirected if a ij = a ji . Throughout this thesis, we assume that the adjacency matrix is undirected, and therefore, the adjacency matrix is symmetric. The degree of ith node is defined as the magnitude of connectivity, and it is denoted as d i , i.e., d i = p j=1 a ij . In unweighted adjacency case, the degree of ith node d i is the number of adjacent nodes to ith node. We denote D = diag(d 1 , · · · , d p ) the degree matrix, and the Laplacian matrix is defined as L = D − A. 
1109
The unweighted graph, given in Figure 2 .1, has 9 nodes and 11 edges, and the degrees of each node are 3, 1, 2, 2, 3, 4, 2, 2 and 1, respectively.
Results on graph theory
There are lots of theoretical results on graphs, however, we only list very important and relevant results to statistics. First, we introduce the Wigners Semicircle law (Wigner, 1955) . Let A be a random p×p real symmetric matrix with independent and identically distributed elements a ij with V ar(a ij ) = σ 2 and an eigenvalue of the set of the p real eigenvalues of the scaled matrix A p = A/ √ p denoted by λ(A p ). Then, the probability density function of
Second, the most important result in random matrix theory is the Marcenko-Pastur law (Marcenko and Pastur, 1967) , and it can be described as follows. Let C be a random p × n matrix with independent and identically distributed elements c ij with E(c ij ) = 0 and V ar(c ij ) = σ 2 . Let y = p/n as n → ∞ and let a(y) = σ 2 (1 − √ y) 2 and b(y) = σ 2 (1 + √ y) 2 , and an eigenvalue of the set of the p real eigenvalues of the scaled Hermitian matrix S = CC * /n denoted by λ(S). Then, the probability density function of λ(S) converges to
Third, the most relevant result to statisticians is the Tracy-Widom law (Tracy and Widom, 1996) studied by Widom (1996, 2000) , Johnstone (2001 Johnstone ( , 2008 , Birnbaum et al. (2013) , and many others. The main result is as follows; Suppose that X = (X ij ) p×n has entries which are iid N (0, 1). Let the sample eigenvalues of the white Wishart matrix XX
Then, the Tracy-Widom law of order 1 has the distribution function defined as
where the function q solves the Painleve II differential equation
and q(x) is the Airy function. This result was first found by Tracy and Widom (1996) as the limiting distribution of the largest eigenvalue of the Gaussian symmetric matrix. Johnstone (2001) showed that if n/p → γ ≥ 1 then (λ 1 − µ np )/σ np converges in distribution to F 1 . Since the distribution F 1 cannot be expressed as an analytic form, Tracy and Widom (2000) evaluated F 1 numerically. They showed that F 1 is unimodal and asymmetric with mean −1.21 and standard deviation 1.27. Recently, Pillai and Yin (2012) showed that the largest eigenvalue of the correlation matrix also follows the same distribution. Recently, Birnbaum et al. (2013) studied minimax bounds in the sparse spiked distribution, where the covariance matrix Σ is not an identity matrix but
, and M is an unknown parameter. In the setup of spiked distribution, it is assumed that there are M hubs. Therefore, the white Wishart corresponds to the null hypothesis (no hubs), and the spiked distribution corresponds to the alternative hypothesis (M hubs). See references in Birnbaum et al. (2013) for studies in the spiked distribution.
Construction of adjacency matrix
Note that the Laplacian matrix is defined by the adjacency matrix, and the adjacency between two nodes i and j, denoted by a ij , reveals the strength of connectivity between two nodes. Therefore, network analysis starts with efficient estimation of adjacency matrix. In most statistical literature, a ij is estimated as either 0 or 1, i.e., unweighted adjacency case only. This assumption is very restrictive and unrealistic because there exists weak or strong relation between two nodes. Hence, it is reasonable to consider the weighted adjacency case. To deal with the weighted adjacency matrix, we start with the investigation of correlation matrix which is a basic building block in constructing the weighted adjacency matrix.
Interpretations of correlation matrix
. Now, we mention that the jth diagonal element of the inverse of correlation matrix is
where R 2 j is the coefficient of determination when regressing the jth variable (i.e., response variable) to other variables (i.e.,covariates). This result implies that if the jth diagonal element of the inverse of correlation matrix is large, then the jth variables is highly correlated with others. In networks, this result can be interpreted as follows; If the jth diagonal element of the inverse of correlation matrix is large, then d j , the jth diagonal element of the degree matrix, is large. Therefore, the diagonal elements of the inverse of correlation matrix show the dependency of each node to others. For the unweighted adjacency matrix case, each diagonal element of the inverse of correlation matrix denotes the number of connected nodes to each node.
To verify (3.1), without loss of generality, let j = 1 and let 
and use the lemma for the inverse of partitioned matrix, i.e.,
Therefore, 1/(1 − R 2 1 ) is equivalent to the first diagonal element of the inverse of correlation matrix.
The next issue in correlation matrix is marginal and conditional independency, and it is a crucial aspect of network theory. For notational convenience, we consider p = 3 case only. Let X = (X 1 , X 2 , X 3 ) t be distributed as a multivariate normal with mean µ and covariance matrix Σ, where
Note that the conditional distribution of (X 1 , X 2 ) given X 3 is a bivariate normal with mean vector µ * and covariance matrix Σ * , where
Then, the conditional correlation of (X 1 , X 2 ) given X 3 is
.
On the other hand, the marginal correlation of X 1 and X 2 is
Therefore, Corr(X 1 , X 2 |X 3 ) = Corr(X 1 , X 2 ) only when ρ 13 = ρ 23 = 0. Note that Corr(X 1 , X 2 ) is large when ρ 12 is large irrespective of the magnitudes of ρ 13 and ρ 23 , however, Corr ( X 1 , X 2 |X 3 ) is large only when two conditions are satisfied; First, ρ 12 is large and both ρ 13 and ρ 23 are small. Second, ρ 12 is small and both ρ 13 and ρ 23 are large. Now, the above arguments can be generalized to the p-dimensional case. Consider a scaled version of the inverse of the correlation matrix, called scaled inverse correlation matrix, in which diagonals have unit entries. Then, the off diagonal elements of the scaled inverse correlation matrix are the negative of the conditional (also called partial) correlation coefficients between the corresponding pair of variables given the remaining variables. Here is an illustration based on a real data set.
Example 3.1 Table 3 .1 shows the sample covariance matrix based on marks in five mathematics exams (mechanics, vector, algebra, analysis, statistics) for 88 students (Mardia et al., 1979) From the sample covariance matrix, we can easily compute the correlation matrix (Table  3 .2) and the inverse correlation matrix (Table 3. 3). Off-diagonal elements of the correlation matrix show the marginal correlation between two variables. For example, the marginal correlation between vector and statistics is 0.44. Also, each diagonal element of the inverse correlation matrix is related to the coefficient of determination when the variable is regressed to the remaining variables, i.e., each diagonal element is 1/(1−R 2 j ), j = 1, · · · , 5. Therefore, R 2 j = (f j −1)/f j , j = 1, · · · , 5, where f j is the jth diagonal element of the inverse correlation matrix. For example, R 2 3 = (3.04 − 1)/3.04 = 0.667, and the algebra is most predictable variable, i.e., the algebra is most explained by other variables. While, the mechanics is least predictable. Hence, each diagonal element of the inverse correlation matrix shows the degree of connectivity to other variables. On the other hand, off-diagonal elements of the scaled inverse correlation matrix (Table 3 .4) show negatives of the conditional correlation between two variables given others. For example, the Developments in network analysis 1113 conditional correlation between vector and statistics given other variables is 0.02 which is totally different from the marginal correlation 0.44. 
Conditional and marginal dependency
Let X = (X 1 , · · · , X p ) be distributed as N p (µ, Σ) and X −(i,j) denote p − 2 dimensional vector without X i and X j , i.e., X −(i,j) = {X k |1 ≤ k = i, j ≤ p}. Also, let σ ij be the ijth component of the inverse covariance matrix Σ −1 . Then, it is well known that the conditional (partial) correlation between the ith variable and the jth variable given other variables is represented by
In fact, ρ ij is the ijth component of the scaled inverse correlation matrix. Therefore, nonzeros in the inverse of covariance matrix (called concentration matrix or precision matrix) imply conditional dependence between variables. For this reason, covariance selection is called that the selection problem of nonzeros in inverse of covariance matrix. This approach, which consists of identification and estimation of nonzero entries in concentration matrix, is a very useful method in detecting associations among a set of random variables. The seminal paper in covariance selection is Dempster (1972) which mitigate the situation by reducing the effective number of parameters through imposing sparsity in concentration matrix. Inspired by Dempster (1972) , many authors studied the covariance selection problem. Whittaker (1990) and Edward (2000) noted that traditional methods do not work when p (number of variables) is larger than n (sample size). Since then, several authors studied the covariance selection problem when p n. Among them, Meinshausen and Buhlmann (2006) suggested an algorithm for identification of zeros in inverse of covariance matrix using lasso. Yuan and Lin (2007) discussed penalized maximum likelihood with a lasso penalty on inverse of covariance matrix. Peng et al. (2009) suggested an algorithm called SPACE (Sparse PArtial Correlation Estimation) for selecting nonzero partial correlations and hub identification by the lasso in high dimensional setting. All the approaches mentioned above are called conditional dependency, and its corresponding graphical model is called a Markov network.
On the other hand, marginal dependency approach is based on Σ rather than Σ −1 . Butte et al. (2000) studied interactions between genes in a graphical model by estimating Σ which represents covariance between genes. Chaudhuri et al. (2007) suggested a method of estimating Σ when zero patterns of the graph is prespecified. Rothman et al. (2010) studied a shrinkage method to obtain a sparse estimate of covariance, and Bien and Tibshirani (2011) suggested a penalized likelihood method for estimating Σ. Recently, Cai and Yuan (2012) proposed the method of estimation of covariance matrix by block thresholding when p >> n. 
Issues in network analysis
Clustering and classification
The p n (small n, large p) problem often occurs in cDNA microarray data representing the gene expression, and they can be expressed as p × n matrix
. . . . . . . . .
where x ij denotes genetic information for the ith gene and the jth sample. Usually, p is thousands and n is tens. For example, x ij represents gene expression of the ith gene and the jth patient in leukemia. With this example, we might be interested either in clustering or classification depending on type of data -unsupervised or supervised, respectively. There are numerous methods on clustering and classification; see Speed (2003) among others for the analysis of microarray data. Recently, Kim et al. (2008) suggested a simultaneous approach to clustering and classification. In microarray data, one may be interested in two ways of inference. To do this row-wise normalization is required, i.e., n j x ij = 0 and n j x 2 ij = 1. If we let row-wise normalized matrix be X * , then the corresponding adjacency matrix is either X * X * T for the marginal dependency or the inverse of X * X * T for the conditional dependency. One is inference on variables, i.e., investigating networks of genes such as finding hub genes and clustering of genes.
The other is inference on samples and the primary interest is classification or clustering of patients. To do this column-wise normalization is required, i.e., 
Detection of hub
As far as we know, there does not exist an explicit and rigorous definition of hub in networks literature. In fact, in most literature, hub is loosely defined as, for example, vertices with unusually high degree (Newman, 2010) . Some relevant measures such as centrality were studied and suggested by Katz (1953) and Bonacich (1987) , however, it is somewhat different measure. Therefore, it is highly required for a mathematical definition of hub, and it would be useful if explicit tools are developed for detection of hubs if they exist. Also, if there exist hubs in a given network, then the estimation of the number of hubs are in the given network is also very important.
As a relevant result for the detection of hub, we introduce preliminary results on the relationship between degrees and eigenvalues. There are interesting relationships between degrees and eigenvalues of the Laplacian matrix L = D − A. For simplicity, let the ordered degrees be
Also, let the eigenvalues of L be ordered as
The first relation can be obtained by the spectral decomposition of L, i.e.,
where Γ = (γ 1 , · · · , γ p ), Λ = diag (λ 1 , λ 2 , · · · , λ p ). Here, γ i is the ith eigenvector corresponding to the ith eigenvalue λ i . Then, by comparing the jth diagonal component of both sides, we have
The second relationship is (Mieghem, 2010) 
Concluding remarks
In this paper we reviewed recent developments in the network analysis using the graph theory. We introduced interesting research area in the network analysis with some important theoretical results. Especially, we reviewed marginal and conditional approach in estimating the adjacency matrix, and argued that methods of defining and finding hubs in a network are highly recommended. Studies on the the Tracy-Widom law should be pursued in the case of the scaled inverse correlation matrix and the Laplacian matrix. Also, for the spiked distribution, in which the variance of some variables are far away from 1, the corresponding Tracy-Widom law is also worth pursuing.
