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Abstract
Let P and Q be hereditary classes of graphs. Suppose that the stability number (H) is
bounded above for all H ∈P, and the clique number !(H) is bounded above for all H ∈Q. An
ordered partition A∪B=V (G) is called a Ramseian (P; Q)-partition if G(A)∈P and G(B)∈Q,
where G(X ) denotes the subgraph of G induced by X . Let R(P; Q) be the set of all graphs
which have a Ramseian (P; Q)-partition. It is proved that if both P and Q have 6nite forbidden
induced subgraph (FIS) characterizations then R(P; Q) also has such a characterization. In par-
ticular, every class of (; )-polar graphs (which are generalizations of split graphs) has a 6nite
FIS-characterization.
For the proof we use the following model. Let H 0 and H 1 be hypergraphs with the same vertex
set V . The ordered pair H =(H 0; H 1) is called a bihypergraph. A bihypergraph H =(H 0; H 1)
is called bipartite if there is an ordered partition V 0 ∪ V 1 =V (H) such that V i is stable in
Hi; i=0; 1. If the maximum cardinality of hyperedges in H is at most r and every k-subset
of V (H) contains at least one hyperedge then H ∈C(k; r). We prove that there exists a 6nite
number of minimal non-bipartite bihypergraphs in C(k; r) (when k and r are 6xed). c© 2002
Elsevier Science B.V. All rights reserved.
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1. r-Bounded k-complete bipartite bihypergraphs
Let V be a 6nite set (possibly, empty) and E be a set of subsets of V (possibly,
∅∈E). The pair H =(V; E) is called a hypergraph with the vertex set V =V (H) and
the hyperedge set E=E(H). The number of vertices n(H)= |V (H)| is the order of
H and the maximum cardinality among hyperedges is the rank r(H). A hypergraph
H is called r-bounded if r(H)6 r. A set S ⊆ V (H) is stable in H if S contains no
hyperedges of H . A set T ⊆ V (H) which intersects every hyperedge of H is called a
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transversal. A minimal transversal does not contain any other transversal. A transversal
T is called t-bounded if |T |6 t. Denote by MTt(H) the set of all minimal t-bounded
transversals in H . Note that ∅∈MTt(H) if and only if E(H)= ∅. Also, H has no
transversals if and only if ∅∈E(H).
Denition 1. Let H 0 and H 1 be hypergraphs with the same vertex set V . The ordered
pair H =(H 0; H 1) is called a bihypergraph. Every hyperedge of either H 0 or H 1 we
consider as an hyperedge of H .
The order of H is n(H)= |V |. The rank of H is r(H)=max{r(H 0); r(H 1)}.
Denition 2. If r(H)6 r then H is r-bounded.
For a 6xed k¿ 1 a bihypergraph H is called k-complete if every k-subset of V (H)
contains at least one hyperedge.
We denote by C(k; r) the class of all k-complete r-bounded bihypergraphs.
Denition 3. A bihypergraph H =(H 0; H 1) is called bipartite if there exists an ordered
partition V 0 ∪ V 1 =V (H) (bipartition) such that the set V i is stable in Hi; i=0; 1.
We denote by Bip the set of all bipartite bihypergraphs.
When H 0 =H 1, the problem of recognizing the bipartiteness of H coincides with
the NP-complete problem [3] of recognizing the bipartiteness of H 0. As follows from
Theorem 1 below, there is a polynomial algorithm for recognizing bipartite bihyper-
graphs in the class C(k; r).
Let G be a hypergraph and X ⊆ V (G). By G(X ) we denote the induced subhy-
pergraph which has the vertex set X and the hyperedge set {e∈E(G): e ⊆ X }. Note
that if X = ∅ then either E(G(X ))= ∅ (when ∅ ∈ E(G)) or E(G(X ))= {∅} (when
∅∈E(G)). Given a bihypergraph H =(H 0; H 1) and X a subset of V (H), the subhy-
pergraph induced by X is H (X )= (H 0(X ); H 1(X )). Let us denote by ISub(H) the set
of all induced subhypergraphs of H .
Denition 4. A class P of bihypergraphs is hereditary if ISub(H) ⊆ P for every H ∈P.
Let Z be a set of bihypergraphs. We put
FIS(Z)= {H : ISub(H) ∩ Z = ∅}:
Clearly, a class P is hereditary if and only if P=FIS(Z) for a set Z . All bihy-
pergraphs in Z are forbidden induced subhypergraphs for P. A forbidden induced
subhypergraph G for P is a minimal if ISub(G)\P= {G}.
Lemma 1. There is a function f(r; t) with the property that every r-bounded hy-
pergraph H contains a subset U ⊆ V (H) such that |U |6f(r; t) and MTt(H)=
MTt(H (U )).
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Proof. Let H is an r-bounded hypergraph. If ∅∈E(H) then we put U = ∅. It is clear
that both H and H (U ) do not have any transversals (H (U ) has ∅ as an hyperedge).
Let ∅ ∈ E(H). If E(H)= ∅, then we put U = ∅. Clearly, H (U ) has no hyperedges. In
that case we have MTt(H)=MTt(H (U ))= {∅}.
Now, let ∅ ∈ E(H) and E(H) = ∅. We de6ne sets S1; S2; : : : ; St (Si will consist of
some i-subsets of V (H)), F ⊆ E(H), and T =MTt(H) by the following algorithm:
Step 0. Put S0 = ∅; F = ∅, and T = ∅.
Step i (i=1; 2; : : : ; t + 1). For every X ∈ Si−1 we produce as follows:
(a) if X is a transversal in H , then add to T all minimal transversals of H which
are contained in X ;
(b) if X is not a transversal in H , then choose e∈E(H) which does not intersect
X , add e to F , and, when |X |= i − 1¡t, add X ∪ {x} to Si for every x∈ e.
Now, we show that this algorithm gives T =MTt(H). The inclusion T ⊆ MTt(H) is
obvious. Let X ∈MTt(H). We denote by Y a subset of X which is contained in some Sl
and has the maximum cardinality among all such subsets of X . Since Y ∈ Sl, |Y |= l. If
Y =X then Y is not a transversal in H (by the minimality of X ) and l= |Y |¡ |X |6 t.
So on the step l+ 1 the algorithm performs (b) and choose e∈E(H) which does not
intersect Y . Since X is a transversal in H , there is x∈X ∩ e. So the set Sl+1 contains
Y ∪ {x}, a contradiction with the choice of Y . Hence, Y =X . Since X ∈MTt(H) ∩ Sl,
in Step (l+1) the algorithm performs (a) and add X to T . Thus, MTt(H) ⊆ T . We put
U =
⋃
e∈F
e:
Claim A. Every t-bounded transversal X in H (U ) is a transversal in H .
Proof. Let m be the largest integer such that X contains some subset Y ∈ Sm. The exis-
tence of Y follows from Step 0. By the de6nition of Sm, |Y |=m. Clearly, m6 |X |6 t.
If Y is not a transversal in H , then on the step m+1 a hyperedge e which does not
intersect Y is included in F . Since X is a transversal of H (U ), there exists x∈X ∩ e.
Since Y ∩ e= ∅, Y is not a transversal in H (U ), but X is. Therefore Y =X , and it
follows that m¡t. According to (b) (Step (m + 1)) Y ∪ {x} is included to Sm, a
contradiction to the choice of Y .
Now we prove that MTt(H)=MTt(H (U )).
Let X ∈MTt(H). Since MTt(H)=T and, by the algorithm, every vertex x∈X be-
longs to some hyperedge e∈F , then x∈U and X ⊆ U . We show that X ∈MTt(H (U )).
Obviously, X is a t-bounded transversal in H (U ). We prove the minimality of X . If
X contains a transversal Y ∈MTt(H (U )) then, by Claim A, Y is a transversal in H .
By the minimality of X in H , Y =X . The minimality of X in H (U ) is proved. Thus,
MTt(H) ⊆ MTt(H (U )).
To prove the reverse inclusion we consider now a minimal t-bounded transver-
sal X in H (U ). By Claim A, X is a transversal in H . The minimality of X in
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H (U ) implies the minimality of X in H . We obtain X ∈MTt(H). Thus, MTt(H)=
MTt(H (U )).
Let us estimate the cardinality of the set U .
After step 1, we have s1 = |S1|6 r and f1 = |F |=1. After step i, we denote si = |Si|
and fi = |F |. By the algorithm, si+16 rsi, so si+16 ri+1 and
fi+16fi + si6f1 + (s1 + s2 + · · ·+ si)6 1 + r + r2 + · · ·+ ri:
We obtain |U |6 rft+16 r + r2 + · · ·+ rt+1.
Theorem 1. Let k¿ 1; r¿ 1 and $=FIS(Z$) ⊆ C(k; r) be a hereditary class of
bihypergraphs. Then there is a ;nite set Z($; k; r) ⊆ $ of bihypergraphs such that
$ ∩ Bip=FIS(Z$ ∪ Z($; k; r)):
Proof. Since both $ and Bip are hereditary classes, $∩Bip is also a hereditary class.
Let G=(G0; G1) be a minimal forbidden induced subhypergraph for $ ∩ Bip.
If G ∈ $=FIS(Z$) then G ∈Z$ (by the minimality of G).
Let G ∈$. Since G ∈ $∩Bip, G ∈ Bip. By the minimality, ISub(G)\{G} ⊆ $∩Bip.
Hence
G ∈Z($; k; r) and $ ∩ Bip=FIS(Z$ ∪ Z($; k; r));
where
Z($; k; r)= {G ∈$: ISub(G)\Bip= {G}}
is the set of all minimal non-bipartite bihypergraphs in $.
To show that Z($; k; r) is 6nite it is suIcient to prove that n(G) is bounded above
by a function of k and r.
Since G ∈Z($; k; r) ⊆ $ and $ ⊆ C(k; r), G ∈C(k; r).
Let us 6x a vertex u∈V (G). By the minimality, G − u∈Bip, i.e., there exists a
bipartition of V (G − u) into parts V 0 and V 1. (The bihypergraph G − u is produced
from G by deleting u with all incident hyperedges).
Claim B. Let G′ ∈ ISub(G) and W 0∪W 1 =V (G′) is a bipartition of G′ (Wi is stable
in Gi; i=0; 1). Then both A0 =V 0 ∩ W 1 and A1 =V 1 ∩ W 0 contains at most k − 1
vertices.
Proof. Since A0 ⊆ V 0, E(G0(A0))= ∅. Since A0 ⊆ W 1, E(G1(A0))= ∅. Hence A0
does not contain hyperedges of G. It follows from G ∈C(k; r) that |A0|¡k. Similarly,
|A1|¡k.
Firstly, we give an informal description of the construction below. We consider two
possible variants for adding u to the partition V 0 ∪ V 1:
((V 0 ∪ A1 ∪ {u})\A0) ∪ ((V 1 ∪ A0)\A1) (1)
I.E. Zverovich /Discrete Mathematics 247 (2002) 261–270 265
and
((V 0 ∪ A1)\A0) ∪ ((V 1 ∪ A0 ∪ {u})\A1); (2)
where A0 ⊆ V 0 and A1 ⊆ V 1.
It follows from G ∈ Bip that neither (1) nor (2) is a bipartition of G. We will
construct a subhypergraph G′ ∈ ISub(G) of bounded order such that u∈V (G′) and
neither (1) nor (2) induces a bipartition of G′ for all A0 ⊆ V 0 and A1 ⊆ V 1. By Claim
B, we may assume that |A0|¡k and |A1|¡k.
Firstly, we consider the case (1), i.e. we try to add u to V 0. Since G is not
bipartite, adding u to V 0 produces at least one hyperedge of G0 in a hypergraph
F0 =G0(V 0 ∪ {u}). Then some minimal transversal X ⊆ V 0 distinct from {u} in F0
must be transferred to V 1. If |X |¡k then we include X into A0 (the set A0 depends
on X ). By Claim B, we may omit the case when |X |¿ k (otherwise |A0|¿ |X |¿ k).
The set (V 0\X ) ∪ {u} is stable in G0.
Further, let F1 =G1(V 1 ∪X ). If F1 has no transversal Y ⊆ V 1 for every transversal
X (|X |¡k), then u cannot be added to V 0. Otherwise we include a transversal Y
into A1 (the set A1 depends on X and Y ). By Claim B, we may assume that |Y |¡k
(otherwise |A1|¿ |Y |¿ k). The set (V 1 ∪ X )\Y is stable in G1. Then we add A1 to
(V 0 ∪ {u})\A0 and so on.
Now we begin a formal description. To consider all possible variants for A0 and
A1 we de6ne the rooted tree T 0 recursively. The vertices of T 0 are some non-empty
subsets of V (G).
• The root of T 0 is R0 = {u}. We will consider the root as a unique vertex of the
level 0.
• Every vertex of the level i in T 0 is on the distance i from the root.
• When i¿ 1 is even (respectively, odd) every vertex of the level i is a subset of V 1
(respectively, V 0).
• Suppose that for a 6xed i¿ 0 all vertices of the level i are already de6ned. We will
de6ne the level i + 1. For every path
P=(R0 = {u}; R1; R2; : : : ; Ri)
in T 0 (where each Rj is a vertex of level j) we put
A0 =
⋃
{Ri : i¿ 1 is odd} ⊆ V 0
and
A1 =
⋃
{Ri : i¿ 2 is even} ⊆ V 1:
When i=0 (respectively, i=1) we put A0 =A1 = ∅ (respectively, A1 = ∅).
The following de6nitions of a hypergraph F =FP and an integer t depend on P and
the parity of i.
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Denition 5. If i¿ 0 is even then V (F)=V 0\A0 and
E(F)= {e\(A1 ∪ {u}): e∈E(G0); e ⊆ (V 0\A0) ∪ (A1 ∪ {u})}:
Put t= k − |A0| − 1.
If i¿ 1 is odd then V (F)=V 1\A1 and
E(F)= {e\A0: e∈E(G1); e ⊆ (V 1\A1) ∪ A0}:
Put t= k − |A1| − 1.
• Since G is r-bounded, F is also r-bounded. By Lemma 1, there is a function f(r; t)
and a subset UP ⊆ V (F) such that |UP|6f(r; t) and MTt(F)=MTt(F(UP)). In
particular, the number of minimal t-bounded transversals in F is bounded above by
a function ((k; r) (because t6 k).
• If MTt(F)= ∅ (i.e., ∅∈E(F)) then Ri is de6ned as a pendant vertex of T 0. Otherwise
all elements of MTt(F)=MTt(F(UP)) are included to the level i + 1 as vertices of
T 0 and all of them are adjacent to Ri.
• The construction of T 0 is 6nished when we obtain an empty level.
Note that every new vertex Ri+1 ∈MTt(F) in T 0 satis6es Ri+1 ∩ A0 =Ri+1 ∩ A1 = ∅,
so R0; R1; : : : are pairwise disjoint (for a 6xed path P).
Show that Ri+1 = ∅ for every vertex Ri+1 of T 0. Suppose that Ri+1 is obtained from
the path P above. As G is not bipartite, (1) is not a bipartition of V (G). Hence
E(F) = ∅. If ∅∈E(F), then MTt(F)= ∅ and Ri+1 is not de6ned as a vertex of T 0.
Otherwise every minimal t-bounded transversal in F is not empty (regardless of the
particular value of t). In particular, Ri+1 = ∅.
Show that the level 2k of the tree T 0 does not contain any vertices. Indeed, consider
a path P=(R0 = {u}; R1; R2; : : : ; R2k−1) in T 0. Since Rj = ∅ for all j=0; 1; : : : ; 2k − 1,
we have |A0|¿ k. Since A0 ⊆ V 0, V 0 is stable in G0 and G is k-complete, there exists
a hyperedge e∈E(G1) such that e ⊆ A0. It follows that the hypergraph F =FP has
∅= e\A0 as a hyperedge. Hence, F has no transversals and T 0 has no vertices on the
level 2k.
Further, every vertex in T 0 of the level i is adjacent to at most ((k; r) vertices
of the level i+1. Since the number of all levels is at most 2k (including the level 0),
the order of T 0 is bounded above by a function of k and r. Hence the number of
all paths in T 0 connecting the root with a vertex of T 0 is bounded above by a
function of k and r. Finally, the union S0 of all sets UP constructed for every
path P=(R0; R1; : : :) in T 0 has cardinality which is bounded above by a function
g(k; r).
Claim C. The bihypergraph G({u}∪ S0) has no bipartition of the form (W 0 ∪{u})∪
W 1; where W 0 ∪ {u} is stable in G0 and W 1 is stable in G1.
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Proof. Suppose that G({u} ∪ S0) has a bipartition (W 0 ∪ {u}) ∪W 1. Denote
• B0 =V 0 ∩W 1,
• B1 =V 1 ∩W 0,
• C0 =V 0 ∩W 0,
• C1 =V 1 ∩W 1.
We have W 0 =B1 ∪ C0 and W 1 =B0 ∪ C1. By Claim B, |B0|¡k and |B1|¡k.
We construct a sequence of pairwise disjoint sets
R0; R1; : : : ; R2k−1
of S0. Put R0 = {u}, P0 = (R0) and A0 =A1 = ∅. We will use the notation F =FP and
UP de6ned above.
The set R0 ∪V 0 is not stable in G0 (since G is not bipartite). Hence the hypergraph
F0 =FP0 has an hyperedge. By the construction of T
0, S0 contains the set U0 =UP0 such
that U0 ⊆ V (F0)=V 0 and MTk−1(F0)=MTk−1(F0(U0)). It follows from E(F0) = ∅
that MTk−1(F0) = {∅}. So a minimal (k − 1)-bounded non-empty transversal R1 of
F0(U0) is contained in B0 (otherwise W 0 ∪ {u} is not stable in G0).
Suppose that a sequence Pi =(R0; R1; : : : ; Ri), i ≥ 1, of pairwise disjoint non-empty
sets Rj is already de6ned and
• A0 =⋃{Rj: j¿ 1 is odd} ⊆ B0;
• A1 =⋃{Rj: j¿ 2 is even} ⊆ B1;
• for each j=1; 2; : : : ; i, the set Rj ⊆ Uj =UPj is a minimal transversal of Fj−1 =
F(Pj−1);
• when i¿ 1 is odd, the set (V 0 ∪ A1 ∪ {u})\A0 is stable in G0;
• when i¿ 2 is even, the set (V 1 ∪ A0)\A1 is stable in G1.
If i is odd then (V 1∪A0)\A1 is not stable in G1 (since G is not bipartite). So Fi =FPi
contains a hyperedge. By the construction of T 0, MTt(Fi)=MTt(Fi(Ui)), where t= k−
|A1| − 1 (since |B1|¡k) and Ui =UPi ⊆ V (Fi). It follows from E(Fi) = ∅ that there
is a minimal non-empty t-bounded transversal Ri+1 ⊆ Ui in B1 (otherwise W 1 is not
stable in G1).
When i is even, we de6ne Ri+1 ⊆ B0 in a similar way.
The existence of P2k−1 leads to a contradiction: B0 contains k disjoint non-empty
sets R1; R3; : : : ; R2j−1; : : : ; R2k−1 and |B0|¡k.
In a symmetric way we de6ne a rooted tree T 1 changing V 0 (respectively, V 1) by V 1
(respectively, V 0) and we 6nd the corresponding set S1 such that |S1|6 g(k; r) and
G({u}∪S1) has no bipartition of the form W 0∪ (W 1∪{u}) (an analogue of Claim C).
It follows that G′=G({u}∪S0∪S1) ∈ Bip. By the minimality of G, we have G=G′
and n(G)6 1 + 2g(k; r).
Corollary 1. For ;xed k and r the set of all minimal non-bipartite bihypergraphs in
C(k; r) is ;nite.
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2. Ramseian partitions of graphs
The set of all induced subgraphs of a graph G we denote by ISub(G). A class P of
graphs is called hereditary if ISub(G) ⊆ P for every G ∈P. Let Z be a set of graphs.
We put FIS(Z)= {G: ISub(G) ∩ Z = ∅}. If P=FIS(Z) then Z is a set of forbidden
induced subgraphs for P. Clearly, P is a hereditary class if and only if P=FIS(Z) for
a set Z . A class P is called ;nitely generated if P=FIS(Z) for a 6nite set Z .
The stability number (G) of a graph G is the maximum cardinality of stable sets in
G. The clique number !(G) of a graph G is the maximum order of complete subgraphs
in G. A class P of graphs is called -bounded (respectively, !-bounded) if there is a
constant c such that (G)6 c (respectively, !(G)6 c) for every G ∈P.
Denition 6. Let P and Q be classes of graphs.
An ordered partition A ∪ B=V (G) is called a (P;Q)-partition of a graph G if
G(A)∈P and G(B)∈Q.
Let P be an -bounded hereditary class and Q be a !-bounded hereditary class.
Then a (P;Q)-partition will be called Ramseian.
We denote by R(P;Q) the set of all graphs which have a Ramseian (P;Q)-partition.
Theorem 2. Let P be -bounded hereditary class and Q is !-bounded hereditary
class. If both P and Q are ;nitely generated; then the class R(P;Q) is also ;nitely
generated.
Proof. Denote by ZP (respectively, ZQ) the set of all minimal forbidden induced
subgraphs for P (respectively, for Q). Let G be an arbitrary graph. We de6ne a bi-
hypergraph  (G)=H =(H 0; H 1) in the following way: V (H)=V (G)=V ,
E(H 0)= {X ⊆ V : G(X )∈ZP}
and
E(H 1)= {X ⊆ V : G(X )∈ZQ}:
Let $= { (G): G is a graph}. Clearly, $ is a hereditary class of bihypergraphs;
$=FIS(Z$). Since P and Q are both 6nitely generated, there is
r=max{|V (G)|: G ∈ZP ∪ ZQ}:
So every bihypergraph H ∈$ is r-bounded.
Let (G)¡n for every G ∈P and !(G)¡m for every G ∈Q. Denote by k the
Ramsey number r(m; n). Then every graph of order k contains either a complete sub-
graph Km or an stable set of the cardinality n. Hence either G(X ) ∈ P or G(X ) ∈ Q
for every graph G and every k-subset X ⊆ V (G), i.e., X contains a hyperedge of
 (G). So $ consists of k-complete bihypergraphs only. Thus, $ ⊆ C(k; r).
By Theorem 1, there exists a 6nite set Z($; k; r) ⊆ $ such that
$ ∩ Bip=FIS(Z$ ∪ Z($; k; r)):
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Denote by ZPQ the set of all minimal forbidden induced subgraphs for R(P;Q).
Claim D. If G ∈ZPQ then  (G)∈Z($; k; r).
Proof. Since G ∈ R(P;Q),  (G) ∈ Bip.
For every F ∈ ISub( (G))\{ (G)} we have F =  (H), where H =G(V (F)). By
minimality of G, H ∈R(P;Q). So F =  (H)∈Bip.
Since F =  (H)∈$ ∩ Bip and  (G) ∈ $ ∩ Bip, then  (G) is a minimal forbid-
den induced subhypergraph for$ ∩ Bip. It follows that  (G)∈Z$ ∪ Z($; k; r). We
have $=FIS(Z$) and Z$ ∩ $= ∅. Since  (G)∈$,  (G) ∈ Z$. Thus,  (G)∈
Z($; k; r).
The set  −1(H)= {G:  (G)=H} is 6nite for every bihypergraph H . Then the set
 −1(Z($; k; r))=
⋃
H∈Z($;k;r)
 −1(H)
is 6nite. By Claim D, ZPQ ⊆  −1(Z($; k; r)). Thus, the set ZPQ is 6nite, i.e. R(P;Q)
is a 6nitely generated class.
As an example we consider the classes of (; )-polar graphs.
Denition 7 (Tyshkevich and Chernyak [4]). G ∈ (; ) if and only if there exists a
partition A ∪ B=V (G) such that
• G(A)∈FIS(K1 ∪ K2;O+1) (the complete multipartite graphs having the cardinality
of parts at most ) and
• G(B)∈FIS(P3;K+1) (disjoint union of complete graphs of orders at most ).
In particular, the class of all split graphs coincides with the class of (1; 1)-polar
graphs and it can be characterized by three forbidden induced subgraphs, namely
2K2; C4 and C5 (FKoldes and Hammer [1]). Recently, Gagarin and Metelsky [2] proved
that the class of all (1, 2)-polar graphs has a 6nite FIS-characterization (18 minimal for-
bidden induced subgraphs). Theorem 2 implies the existence of a 6nite FIS-characteri-
zation for every class of (; )-polar graphs ( and  are 6nite). Note that (; )-polar
graphs are de6ned also when  is in6nite and=or  is in6nite [4].
Since each class of (; )-polar graphs is de6ned as a class of type R(P;Q), we
obtain
Corollary 2. For every (;nite) ¿ 1 and ¿ 1 the class of all (; )-polar graphs
has a ;nite forbidden induced subgraph characterization.
Problem. Find a forbidden induced subgraph characterization for the class R(P;Q);
where P=FIS(O2) (complete graphs) and Q=FIS(K3) (triangle-free graphs).
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Vadim Zverovich used his software Graph Navigator to 6nd 350 minimal forbidden
induced subgraphs for this class. The maximum order among them is 10.
Conjecture. Let P and Q be hereditary classes (distinct from the class of all graphs).
The class of all graphs having (P;Q)-partition is 6nitely generated if and only if
either (i) P is -bounded 6nitely generated class and Q is !-bounded 6nitely gen-
erated class (or vice versa);
or (ii) P is a 6nite class and Q is a 6nitely generated class (or vice versa).
Acknowledgement
The author would like to thank the referees for their valuable suggestions, especially
concerning Lemma 1 and Theorem 2.
Supported by INTAS and Belarus Government (Project INTAS-BELARUS 97-0093).
References
[1] S. FKoldes, P.L. Hammer, Split graphs, in: Proc. 8th Southeastern Conference on Combinatorics, Graph
Theory and Computing, Congressus Numerantium XIX (1977) 311–315.
[2] A.V. Gagarin, Yu. M. Metelsky, Characterization of (1, 2)-polar graphs, Vestsi Nats. Akad. Navuk
Belarusi Ser. Fiz.-Mat. Navuk (3) (1999) 107–112 (in Russian).
[3] M.R. Garey, D.S. Johnson, Computers and Intractability. A Guide to the Theory of NP-Completeness,
W. H. Freeman and Co., San Francisco, 1979.
[4] R.I. Tyshkevich, A.A. Chernyak, Decomposition of graphs, Kibernetika (Kiev) (2) (1985) 67–74
(in Russian); translated in Cybernetics 21 (1985) 231–242.
