Abstract: In a recent paper a method to study fuzzy measures by means of certain sets of associated probabilities has been developed. In this paper, distances in the set of fuzzy measures are defined trough distances between the associated probabilities. Finally, some applications of these distances to measure the uncertainty and specificity of fuzzy measures as well as to approximate fuzzy measures, are considered.
Introduction
Fuzzy measures are appropriate tools to represent information or opinion states.
Recently, a method for associating a set of probabilities to each fuzzy measure has been developed (see Campos and Bolafios [4] ). The purpose of this paper is to use this method to define distances between fuzzy measures, and briefly to show how distances could be used for studying some characteristics of fuzzy measures.
Section 2 is devoted to show the necessary elements we need for further development. Specifically the associated probabilities to a fuzzy measure and some properties of them are presented.
In Section 3 we build distances between fuzzy measures through distances between their associated probabilities. It is appropriate to underline the flexibility of this method, which permits us to define many different distances.
In Section 4 we study some applications of the distance concept: the probability nearest to a fuzzy measure, which permits us to evaluate the lack of specificity of fuzzy measures; the problem of approximating fnz~j measures, and the investigation of the quantity of uncertainty contained in a fuzzy measure.
Preliminary concepts L.M. de Campos et al.
Let us consider a finite reference set X = (Xl, x2 ..... x,}. A fuzzy measure on X in Sugeno's sense [15] ; that is, g is a normalized and monotone set function. We denote by rig(X) the set of fuzzy measures on X, and by ~(X) the set of probability measures on X.
Two fuzzy measures g and g* are called dual fuzzy measures if and only if the following relation is satisfied:
where A is the complement of A. Duality is an important concept, since it permits us to obtain alternative representations of a piece of information: we will consider the situation that two dual fuzzy measures contain the same information, but codified in a different way.
The following property of the Choquet integral [5] (also called monotone expectation): the integral of a function h with respect to a fuzzy measure g coincides with the mathematical expectation of h with respect to a probability measure which depends only on g and the ordering of the values of h, was the starting point for Campos and Bolafios in [4] to associate a set of n! probabilities to each fuzzy measure, in the following way: Definition 2.1. Let g be a fuzzy measure on X. The probability functions Po defined by
for each o = (o(1), 0(2) .... , a(n))~ Sn, are called the associated probabilities to the fuzzy measure g, where S. is the group of permutations of a set with n elements.
For example, the associated probability for the permutation ( Another interesting case is when the fuzzy measure is a probability: A fuzzy measure is a probability if and only if its n[ associated probabilities coincide.
Proofs of these results can be found in [4] .
Distances between fuzzy measures
Several applications of the concept of associated probabilities are possible. Now we focus our attention on the definition of distances between fuzzy measures. This may be interesting because we could measure differences between information or opinion states. Moreover, in the next section we will study other possible applications of distances.
The procedure that we use is to extend distances between probabilities to fuzzy measures by means of the associated probabilities.
There are many distances for probability measures (see, for example, [2] or [10] ). Any of them could be used by our method, depending on the particular problem that we consider.
Given two fuzzy measures g and g', we need a function that starting from the distance between their associated probabilities, gives a value representing the distance between g and g'.
We rank the n! permutations of Sn with some criterion (for example by means of the lexicographical order) to number them, and thus to represent the set {Po ] a • S,} as an n!-tuple (P1, Pz, • • • , P,,.,).
For convenience, we will call m = n [ and 
(2) f is monotone non-decreasing: 
. , m, defined on the set ~(X), the function D : ~(X) x JI(X)--~ R defined by
is a distance on the set ~ff(X).
Proof. As d/(P~, P;) I> 0 Vi and f is non-negative (because of properties (1) and (2)), it follows that
Finally, Vg, g', g"e ~ff(X), by properties (2) and (3), and taking into account that d~ are distances,
and the triangular inequality holds. Therefore D is a distance on ~ff(X). [] Remark. Although we can use a distance di for each variable, it seems reasonable to use always the same distance: d~ = d Vi.
If we want the distance D to be an extension of the distance d (used to define it), we must also demand the property of idempotency to f.
On the other hand, since the ordering of permutations (which has permitted us to change the set of associated probabilities by an m-tuple) is very arbitrary, it is desirable that the distance does not depend on this ordering. We can obtain it by requiring f to be a function symmetric with respect to its arguments.
Thus, we define a function generatrix of distances as follows: V~e Sin.
Proposition 3.2. Let f : T---> R be a function generatrix of distances, and let d be a distance on ~(X). Then the function
, where g* and g'* are the dual fuzzy measures of g and g' respectively.
Proof. D is a distance because of properties (1)- (3) and Proposition 3.1.
(a) As P and P' are probabilities, their associated probabilities satisfy P~ = P, P; = P' Vi = 1,..., m. Therefore
D(P, P') =f(d(el, P~) ..... d(Pm, e')) =f(d(P, e') ..... d(e, P')) = d(e, P'),
because of condition (4). 
Some applications of distances
In this section we will outline some applications of distances between fuzzy measures. We intend to show how the concept of distance may be used to measure the non-specificity of a fuzzy measure, to measure the uncertainty and to solve the problems of approximation and convergence of fuzzy measures.
Approximation of a.fuzzy measure by a probability
The problem is the following: Is it possible to find the probability nearest to a given fuzzy measure? Since we have a tool (the distance) for measuring proximity, we can set out the problem in the following way"
Given g e ~(X), find Pg e ~(X) such that D(g, Pg)= min D(g, P).
e~(x)
It can be interesting to solve this problem for replacing a fuzzy measure by a probability and for other reasons specific for some types of fuzzy measures (see [61) .
We have solved the problem before for a particular distance, which has been generated by the function f2(Yl,''',Ym)= j and the distance on ~(X) d~(e, e')= (p(x,)-p'(x,)) ~.
So, the distance/92 is
O2(g, g') = (ps(x,) -p;(x,) ) ~

= (po(X,) -p ~(x,)) 2.
• oES,, i=l
The probability nearest to a fuzzy measure g is 1
pg(xi) = ~ o~s, pa(xi), i = I .... , n,
that is, it is the uniform average of the associated probabilities to g. To find this distribution we calculate the values that make zero the partial derivatives of the convex function
with respect to each p(xi). It can be easily verified that these values are a minimum probability distribution and equal to pg(xi).
An interesting particular case are the evidence measures (Sharer [14] ). Dubois and Prade in [6] suggest to associate the probability obtained by the distribution of the evidence mass of each focal set among its elements in each evidence measure. They also develop a method to associate a probability to each possibility measure.
It can be proved (see [3] ) that our nearest probability coincides with the probabilities proposed by Dubois and Prade in both cases.
Degree of non -specificity
The concept of non-specificity is well established in the case of evidence and possibility measures (see [7, 9, 16] ); it is connected with the size of the subsets (focal elements) that are designated as prospective locations of an unknown element in the reference set. The larger the subsets, the less specific the characterization.
Non-specificity is related with the concept of imprecision in the sense that the range of variability between the lower measure (belief) and the upper measure (plausibility) increases as non-specificity increases.
In the case of more general fuzzy measures, where we do not have a basic probability assignment, we may define non-specificity or imprecision by falling back on this last idea. So, a non-specificity measure or imprecision measure Nsp must satisfy the following conditions:
(a) Nsp is minimum only for the probability measures.
(b) Nsp is maximum only for the complete ignorance measure.
(c) Nsp is monotonic with respect to some inclusion relation between fuzzy measures.
Since the probability measures are the most specific measures (see [16] ), if we evaluate the expression NA(g) = D2(g, Ps), we have a value that could represent the degree of non-specificity of the fuzzy measure g. It is easy to check the following properties of NA(-)" (I) NA(g) = 0 ¢~ g is a probability measure. strained to A, whereas m~(A) measures the total portion of belief that is confined to A yet none of which is confined to any proper subset of A.
The associated probabilities to g are Vi=I ..... n, VoeSn.
The probability nearest to g~ is
that is, the uniform probability on X. The distance D2(g,, P,) is 7 i n-1
Therefore NA(g,) = e~/(n -1)In. This result is reasonable: For e = 0, g, is the uniform probability. For e = 1, g~ is the measure of complete ignorance. For 0 < e < 1 we obtain intermediate situations. Thus NA(.) depends only on e and non-specificity increases as e increases.
A more suitable option is to consider the situation that the fuzzy measures with less specificity are the pair dual of measures of complete ignorance (Sharer [14] ):
Then, we can use the distance between any fuzzy measure g and one of those two fuzzy measures as a specificity index:
If C(g) is a value near zero, then g is near Beio or Plo, and therefore g has not much specificity. However, if C(g) has a high value, g is not like Belo or Plo, and thus g has a high degree of specificity. It is not difficult to prove the following properties of C(.):
(1) C: 3/(X)--* R is a continuous function. Table 1 . We choose the distance generated by f,(Yl, ., y,.) 1
and that is,
Under these conditions, C(Bel) = DI(Bel, Belo) = 13(2ml + 2m2 + 2m3 + mlz + m13 + mE3) = 13{(3 -1)(ml + mz + m3) + (3 -2)(mlz + m13 + m23) + (3 -3)m123} = 1 -13(ml + m2 + m3 + 2m12 + 2m~3 + 2mz3 + 3m123).
This expression can be generalized to a Bel on any finite set X, and we obtain This index has the properties of a specificity measure: C(Bel) is maximum and equal to (1 -(I/n)) if Bel if a probability measure, and it is minimum and equal to zero if Bel is the measure of complete ignorance Belo. and the index C(-) is monotonic with respect to disjunctive inclusion [8] and strong inclusion [13, 17] .
Degree of uncertainty
Another topic that can be studied using distances between fuzzy measures is the problem of determining the quantity of uncertainty having a fuzzy measure. This problem has been studied by several authors from different points of view (see [7, 9, 12, 16] ) for some classes of fuzzy measures (evidence and possibility measures)• The basic idea is to assume that the least uncertain fuzzy measures are the n Dirac measures:
It seems reasonable to use some of the distances defined before as uncertainty index: the minimum distance between any fuzzy measure g and the Dirac measures could be an uncertainty index of g:
). (12) l~i~n If U(g) is near zero, then g is near some Dirac measure pi, and therefore g has not much uncertainty. On the other hand, if U(g) is high, g is like no measure pi, and we say that g generates great uncertainty.
It is not dittieult to prove the following properties of U(.): (1) U: d~(X)--+ R is a continuous function. The following examples show the performance of index U(.) for evidence and possibility measures. U(.) seems a mixture of non-specificity and dissonance measures: it is minimum and equal to zero only in the case of Dirac measures, which have minimum dissonance and non-specificity; it is maximum for the complete ignorance measure and the uniform probability, which have respectively maximum nonspecificity and dissonance. Moreover, Dubois and Prade [7] proved that the specificity measure defined by Yager [16] , On the other hand, in the ease of probability measures (which only have dissonance as source of uncertainty), the index U(-) is U(p) = 1 -max p(xi). (16) l~i~n That is, in absence of non-specificity U(-) measures only dissonance. So, U(.) may be considered as an index of global uncertainty.
re(A)
Remark. In the general case the uncertainty index U(.) can also be written as
where P8 is the probability nearest to g studied above (Eq. (8)).
Approximation and convergence of fuzzy measures
The problem considered here is a generalization of the above problems. If we have a family of fuzzy measures 3-, a distance D and an arbitrary fuzzy measure g, the problem of approximating g by an element of 3 may be stated in the following way:
Find the measure g' ~ 3" such that
D(g, g') ---min D(g, h).
h~9"
The value D(g, g') may be considered as a degree of resemblance between g and the elements from ~-. Another problem that we may solve using the distance is to determine if a succession of fuzzy measures {g.},,N converges to a fuzzy measure g ({D(g., g)}.~N---~0) . For this problem all the distances we have considered are equivalent.
Concluding remarks
Starting from the concept of associated probabilities to a fuzzy measure, we have defined distances between fuzzy measures in a very flexible way. Some of these distances have allowed us to study several characteristics of fuzzy measures.
Perhaps the use of other distances would be interesting to improve our indices.
