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Last-passage time for linear diffusions and application to the emptying time of
a box
Alain Comtet · Franc¸oise Cornu · Gre´gory Schehr
Abstract We study the statistics of last-passage time for linear diffusions. First we present an elementary
derivation of the Laplace transform of the probability density of the last-passage time, thus recovering known
results from the mathematical literature. We then illustrate them on several explicit examples. In a second step
we study the spectral properties of the Schro¨dinger operator associated to such diffusions in an even potential
U(x) = U(−x), unveiling the role played by the so-called Weyl coefficient. Indeed, in this case, our approach
allows us to relate the last-passage times for dual diffusions (i.e., diffusions driven by opposite force fields) and
to obtain new explicit formulae for the mean last-passage time. We further show that, for such even potentials,
the small time t expansion of the mean last-passage time on the interval [0, t] involves the Korteveg-de Vries
invariants, which are well known in the theory of Schro¨dinger operators. Finally, we apply these results to study
the emptying time of a one-dimensional box, of size L, containing N independent Brownian particles subjected
to a constant drift. In the scaling limit where both N →∞ and L→∞, keeping the density ρ = N/L fixed, we
show that the limiting density of the emptying time is given by a Gumbel distribution. Our analysis provides
a new example of the applications of extreme value statistics to out-of-equilibrium systems.
1 Introduction
First-passage times of random walks or diffusion processes have been extensively studied in the physics literature
[1,2,3,4]. Several physical or chemical properties are controlled by first-passage events, a key example being
reaction rates. In the Kramers approach they are given in terms of the inverse mean first-passage time [1].
First-passage times also play a crucial role in the study of transport properties, in particular in the context of
biochemical reactions [4,5,6] and in the description of persistence properties of spatially extended systems [3].
However, there are several cases of physical interest where the mean first-passage does not give the proper time
scale. In particular, in nuclear physics, it is known that the fission rates of heavy nuclei are best described in
terms of last-passage time events [7]. The simpler case of the overdamped motion of a particle in a potential
well already allows for a better understanding of the problem. In this case, it has been shown [8] that the mean
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last-passage time provides a more accurate formula for the escape rate at a saddle point than the usual mean
first-passage time.
The purpose of this paper is to revisit the concept of last-passage time in the case of one-dimensional
diffusion processes (see Fig. 1) and illustrate its physical relevance by studying the emptying time of a box,
namely the first time after which the box, containing initially a large number of particles, remains empty forever.
The concept of last-passage time has been studied in detail in the mathematical literature. For instance, for
Brownian motion, it is well known that the probability density of the last-passage at the origin is given by the
famous “arcsine law” [9,10]. More recently, last-passage times have also been studied in mathematical finance
where last exit problems are commonly used, in particular as theoretical models of default risks [11]. In contrast,
it seems that last-passage times have not been much exploited in the physics literature with the exception of
Ref. [12] where the last exit distribution from a wedge is obtained in closed form as well as Ref. [13] which
deals with the last-passage problem on graphs. More recent works have also studied last-passage times for
other processes like the fractional Brownian motion [14] or for the run-and-tumble particle (also known as the
persistent random walk model) [15]. In this paper we provide an elementary derivation of the probability laws
of the last-passage time in various cases and make contact with results known in the mathematical literature.
We provide detailed formulae in terms of spectral properties of the generator of the diffusion which are very
useful for explicit calculations. Similar spectral representations, which have been used in the study of the local
and occupation time of a particle diffusing in a random medium [16,17], also appear in the so-called spectral
theory of Krein strings [18,19,20].
As an interesting application of these general formulae, we calculate the statistics of the emptying time of a
box, Tvac (the subscript “vac” refereeing to “vacuum”), for the following simple one-dimensional model: a box
of size L and opened on the right-hand side contains a gas consisting of N independent particles, each of which
is reflected on the left wall of the box located at the origin and subjected to a white noise and a constant drift
towards the right (see Fig. 6 below). In the initial state the particles are uniformly distributed on the interval
[0, L]. Due to the drift term, each particle i = 1, 2, · · · , N will eventually leave the box for ever, with probability
one, at some random time τ (i). This time coincides with the last-passage time in L for the i-th particle. Our aim
is to compute the probability distribution of the emptying time Tvac after which no particle will ever again go
into the box : thus Tvac coincides with the largest last-passage times at position L among the N particles, i.e.
Tvac = max{τ (1), τ (2), · · · , τ (N)}. Note that since the ordering of the particles does not matter, the problem
here is somewhat simpler than the one treated in [21]. Thus we see that this emptying time problem can
be formulated as an extreme value question for a set of N independent but non identically distributed random
variables, since the random variable τ (i) depends on the initial position of the i-th particle. In the scaling limit
where both N and L are large, at fixed density ρ = N/L, we show that the distribution of the emptying time,
properly centered and scaled, converges to a Gumbel distribution [see Eq. (168)], which is well known in the
theory of extreme value statistics (EVS) for independent and identically distributed random variables [22] (for
a recent review see [23]). This result is interesting because it provides a new physical observable, as other ones
found before like the convex hull of N planar Brownian motions [24,25] or the number of distinct and common
sites visited by N independent random walkers [26], which is directly related to extreme value statistics. In
fact the connection between exit-time problems and extreme value statistics goes back to Ref. [27] and it was
recently extended in Ref. [28] and used to model the incubation period of certain diseases [29]. In these works
only the first exit time is considered and the connection with extreme value statistics only holds in the limit of
vanishing noise. Our work is in some sense complementary since we focus here on the last exit time and explore
different scaling regimes.
The rest of the paper is organized as follows. In Section II, we present a general framework to compute
the distribution of the last-passage time gx?,t at position x? up to the observation time t, for a general linear
diffusion starting from x0. This leads to a rather explicit expression for the double Laplace transform of the
distribution of gx?,t with respect to both its argument as well as the observation time t, given in Eq. (32).
In Section III, we apply this general formalism to several specific cases, where x0 = x?, for which explicit
formulae can be obtained: this includes in particular the Brownian motion with a drift (49), the hyperbolic
tangent force (55), the Ornstein-Uhlenbeck process (62) as well as the Bessel process reflected at the origin (72).
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Section IV is devoted to the case of a force deriving from an even potential U(x) = U(−x) (again with x0 = x?).
In this case, we demonstrate the key role played by the so-called “Weyl coefficient” [see Eqs. (85) and (87)],
which plays an important role in the theory of Sturm-Liouville operators. We obtain an explicit expression
for the average last-passage time in terms of quantum partition functions (96) associated to the Schro¨dinger
operator corresponding to the diffusion. This, in turn, allows us to obtain the short time t expansion of the
average last-passage time up to time t in terms of the Korteweg-de Vries (KdV) invariants [see Eq. (104)]. In
Section V, we consider the limit of an infinite observation time t→∞ for a transient process. In this case, we
obtain fairly explicit expressions for different transient behaviours (at +∞ and/or −∞) and various boundary
conditions, as given in Eqs. (111)-(114). In Section VI, we apply the results of Section V to the specific example
of the reflected Brownian motion with a constant drift, for which we provide an interesting semi-classical
interpretation, together with an explicit expression of the density of the last-passage time in the limit of an
infinite observation time [see Eqs. (126) and (133)]. In Section VII, we use these results on last-passage times to
compute the distribution of the emptying time Tvac of a box of size L, for N independent particles performing
a reflected Brownian motion with a constant drift, as mentioned above. Finally, Section VIII contains our
conclusion and perspectives. Some technical details have been relegated to Appendices A to E.
2 Last-passage time distribution: general framework
2.1 Linear diffusions on the real axis
We consider the time-homogeneous one-dimensional overdamped Langevin equation
dx(t) = F (x) dt+
√
2D dB(t), (1)
where
F (x) = −dU(x)
dx
(2)
is a time-independent force and B(t) is a Brownian motion dB(t) = η(t)dt where η(t) is a Gaussian white noise
with zero mean E [η(t)] = 0 and variance E
[
η(t)η(t′)
]
= δ(t− t′). In Eq. (1), D is the diffusion constant.
The central object is the transition kernel P (x, t|x0, 0) for paths which start at x0 at time 0 and go through
x at time t. The transition kernel obeys the forward Fokker-Planck equation
∂
∂t
P (x, t|x0, 0) = G†xP (x, t|x0, 0) , (3)
where
G†xP (x, t|x0, 0) = D ∂
2
∂x2
P (x, t|x0, 0)− ∂
∂x
[F (x)P (x, t|x0, 0)] . (4)
Here G†x is the adjoint of the diffusion operator which governs the backward Fokker-Planck equation
∂
∂t
P (x, t|x0, 0) = Gx0P (x, t|x0, 0), (5)
where
Gx = D ∂
2
∂x2
+ F (x)
∂
∂x
. (6)
We denote by Tx? the first-passage time at position x?
Tx? = inf {τ ≥ 0, x(τ) = x?} (7)
and gx?,t the last-passage time at position x? during the observation time t,
gx?,t = sup {τ ≤ t, x(τ) = x?} . (8)
In the following, x? will be sometimes called the “target position” or “target level”. Our primary focus is to com-
pute the probability distribution of gx?,t for linear diffusion processes described by the Langevin equation (1).
Before that, we briefly recall some well known results for the first-passage distribution.
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2.2 A reminder on the distribution of the first-passage time
y
tu
x0
time
space
x?
Tx? gx?,t
Fig. 1: Case x? < x0: sketch of a path starting at x0 and arriving at y at a given time u ∈ [0, t] such that y < x?.
The time Tx? denotes the first-passage time at x? while gx?,t denotes the last-passage time at x? on the time
interval [0, t]. Such a path which starts at x0 and goes through y at time u necessarily also goes through x?
before u. Hence it contributes both to Probx0(Tx? ≤ u) and Probx0(gx?,t ≤ u).
In the case x? < x0, let us consider all the paths starting at x0, i.e. x(0) = x0, and arriving at y at a given
time u ∈ [0, t], i.e. x(u) = y, such that y < x? (see Fig. 1). These paths cross the level x? and can thus be
decomposed into two parts: (i) a first part that starts from x(0) = x0 and hits level x? for the first time at time
Tx? and (ii) a second part which goes from x? to y. For paths starting at x0, we denote by Probx0(Tx? < τ)
the probability that the first passage time Tx? at x? is less than some given time τ . From the above path
decomposition for y < x?, the transition kernel can be written as
P (y, u|x0, 0) =
∫ u
0
P (y, u|x?, τ) ∂Probx0(Tx? ≤ τ)
∂τ
dτ, (9)
where ∂Probx0(Tx? ≤ τ)/∂τ is the first passage time density at τ . Since the process is time-homogeneous, i.e.
translationally invariant in time, one has P (y, u|x?, τ) = P (y, u − τ |x?, 0) and the above integral is therefore a
convolution. A Laplace transform with respect to t then gives
Ex0
[
e−λTx?
]
=
∫ ∞
0
e−λτ ∂
∂τ
Probx0(Tx? ≤ τ) =
P̂λ(y|x0)
P̂λ(y|x?)
, (10)
where Ex0 [. . .] denotes an average all the trajectories starting at x0 and we have used the notation
P̂λ(y|x) =
∫ ∞
0
e−λu P (y, u|x, 0) du , (11)
for the Laplace transform of the transition kernel with respect to the final time. As recalled in Appendix A,
P̂λ(y|x) can be written in the following form
P̂λ(y|x) = 1D
φλ,L(x ∧ y)φλ,R(x ∨ y)
φλ,R(y)φ
′
λ,L(y)− φ′λ,R(y)φλ,L(y)
, (12)
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where x ∧ y = inf(x, y) (respectively x ∨ y = sup(x, y)) denotes the smaller (respectively the larger) one among
x and y, while φλ,R and φλ,L are the so-called fundamental solutions [30] of the differential equation
Gxφλ = λφλ. (13)
The functions φλ,R and φλ,L, defined up to a multiplicative constant, are such that φλ,R is non-increasing
and obeys some right spatial boundary condition, while φλ,L is non-decreasing and obeys some left spatial
boundary condition. The specific boundary conditions obeyed by φλ,R and φλ,L are derived from those obeyed
by the transition kernel, as discussed in Appendix A. In the case of a diffusion along the whole real axis
limx→+∞ e−U(x)/Dφλ,R(x) = 0 while limx→−∞ e−U(x)/Dφλ,L(x) = 0. In the case of a diffusion along the positive
real half-axis with reflection at x = 0 the derivative of φλ,L vanishes at x = 0, φ
′
λ,L(0) = 0.
The general expression for the transition kernel (12), once inserted in Eq. (10), yields a formula for the
Laplace transform of the distribution of the first passage Tx∗ . For all y < x? < x0, inf(y, x0) = inf(y, x?) = y
and after inserting the expression (12) into the ratio (10) we get
Ex0
[
e−λTx?
]
=
φλ,R(x0)
φλ,R(x?)
if x0 > x?. (14)
In the case x0 < x? if we consider all paths such that x(0) = x0 and x(t) = y with y < x? then a similar
argument leads to
Ex0
[
e−λTx?
]
=
φλ,L(x0)
φλ,L(x?)
if x0 < x?. (15)
As we will see, these expressions (15) and (14) will be useful for the computation of the probability density of
the last-passage time, which we now focus on.
2.3 Last-passage time
2.3.1 Last-passage time density
In the case of the last-passage time before the observation time t the argument is slightly more subtle than for
the first-passage time. It requires a careful analysis of all paths such that x(0) = x0 and x(t) takes any value.
For each path one can define the random variable gx?,t as the last time during the interval [0, t] at which the
path crosses level x? (see Fig. 1). The last-passage time can also be considered as the time after which the path
never crosses the level x? before the last observation time t; as a consequence gx?,t = 0 if the path never crosses
x? during the time interval [0, t]. Then for a given u < t, a path for which gx?,t ≤ u can be decomposed into
two parts (see Fig. 2): the first part goes from x0 to some value y (and possibly never crosses x?) during the
time interval [0, u], while the second part starts from y and never crosses x? during the remaining time interval
[u, t] (and goes through any arbitrary level at time t). The probability weight associated to the first part of the
path is the transition kernel P (y, u|x0, 0), and the weight of the second part is Proby(Tx? > t− u). Eventually
the cumulative distribution function of the last-passage time reads
Probx0(gx?,t ≤ u) =
∫ +∞
x?
Proby (Tx? > t− u)P (y, u|x0, 0) dy
+
∫ x?
−∞
Proby (Tx? > t− u)P (y, u|x0, 0) dy . (16)
We have split the integral into two parts (y > x? and y < x?) because the expression for the probability
Proby(Tx? > t− u) depends on the relative positions of y and x?, as can be checked from the expressions (14)
and (15) for the Laplace transforms of the first-passage time density for each relative position.
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x?
g
(1)
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T (1)x? u t T
(2)
x?
Path (1)
Path (2)
time
space
Fig. 2: Case x? < x0: sketch of two paths starting at x0 and arriving at y at a given time u ∈ [0, t] such that y > x?. Such paths
do not necessarily go through x? before u. For example, path (1) contributes both to Probx0 (Tx? ≤ u) and Probx0 (gx?,t ≤ u),
but path (2) does not go through x? in the time interval [0, t] (the crossing happens later): therefore path (2) does not contribute
to Probx0 (Tx? ≤ u) but it contributes to the event “gx?,t = 0” and hence to Probx0 (gx?,t ≤ u) because it never crosses x?
after time 0 in the observation window [0, t].
It is convenient to introduce the last-passage time density Πgx?,t(u), whose integral is equal to the cumulative
distribution function : Probx0(gx?,t ≤ u) =
∫ u
0
Πgx?,t(u) du. This density is the sum of a smooth part, the
probability that gx?,t lies in ]u, u+ du], namely
∂Probx0 (gx?,t≤u)
∂u du, and a Dirac mass at u = 0
Πgx?,t(u) = Probx0(Tx? > t) δ(u) +
∂Probx0(gx?,t ≤ u)
∂u
. (17)
The Dirac mass comes from those paths which never cross the level x? during [0, t]. Their weight is equal to
the probability that the first passage time at x? is larger than t. Indeed by letting u→ 0+ in (16) we get
Probx0(gx?,t = 0) = Probx0(Tx? > t). (18)
In the following we shall refer to the smooth part as the last-passage time “density”. Note that, as a consequence
of (17), the normalization of the latter density reads∫ t
0
∂Probx0(gx?,t ≤ u)
∂u
du = Probx0(Tx? ≤ t). (19)
The density is said to be “defective” (as it is not normalized to one) and the identity (19) will be checked
explicitly below in the case of the Brownian motion.
We aim to derive an expression of the density starting from (16). The partial derivative with respect to u
involves both the first-passage time probability and the transition kernel. The equation satisfied by the the first-
passage time probability for y > x? and y < x? can be derived from the expression of the survival probabilities
in terms of two independent Dirichlet Green’s functions,
wR(y, t− u) = Proby (Tx? > t− u) =
∫ +∞
x?
GD,x?(x, t|y, u) dx if y > x? , (20)
wL(y, t− u) = Proby (Tx? > t− u) =
∫ x?
−∞
GD,x?(x, t|y, u) dx if y < x? .
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From this representation, it follows that wR,L(y, t− u) obey the backward Fokker-Planck equation
∂
∂u
w(y, t− u) = −Gyw(y, t− u) , (21)
with the boundary conditions wR(y, 0) = 1 for y > x?, wL(y, 0) = 1 for y < x? and ∀t > 0, wR(x?, t) =
wL(x
?, t) = 0. On the other hand, the transition kernel P (y, u|x0, 0) obeys the forward Fokker-Planck equation
[see Eq. (3)]. Then, remarkably, one can check that the derivative with respect to u of each integral in (16) can
be rewritten as the integral over y of a total derivative with respect to y. Thus the integration over y can be
performed explicitly and gives two boundary terms,
∂
∂u
Probx0(gx?,t ≤ u) = [K(y)]x
−
?−∞ + [K(y)]
+∞
x+?
(22)
with
K(y) = −DP (y, u|x0, 0) ∂
∂y
Proby (Tx? > t− u) + Proby (Tx? > t− u)
[
D
∂
∂y
+
dU
dy
]
P (y, u|x0, 0). (23)
We notice that on the r.h.s. the second term coincides with the probability current at y at time u, JP (y, u|x0, 0),
by virtue of (182). When y → +∞ and y → −∞ all probabilities vanish as well as the probability current.
In the case where the boundary −∞ is replaced by a reflecting boundary at x = 0 the probability current
JP (y, u|x0, 0) vanishes as well as ∂Proby (Tx? > t− u) /∂y|y=0, as shown in Appendix B. Eventually, for any
boundary condition of interest, the last-passage time density is given by the two boundary terms at x−? and x+?
and it factorizes into a function of t− u times a function of u
∂Probx0(gx?,t ≤ u)
∂u
= ht−u(x?)P (x?, u|x0, 0) , (24)
where the “boundary term” hτ (x?) reads
hτ (x?) = D
[
∂
∂y
Proby (Tx? > τ)
∣∣∣∣
y=x+?
− ∂
∂y
Proby (Tx? > τ)
∣∣∣∣
y=x−?
]
. (25)
One can provide a heuristic interpretation of the formula for the density in Eq. (24). Roughly speaking, the
probability density that the last-passage in x? is u, i.e. ∂Probx0(gx?,t ≤ u)/∂u, is the probability to go through
x? at time u, which is given by P (x?, u|x0, 0), multiplied by the probability for a trajectory starting from x?
not to come back to x? during the time interval (t − u). This interpretation is made clearer if the final point
x(t) = x, is kept fixed. Then the trajectories which contribute to the density can be decomposed into two parts:
• A bridge, i.e. a path x(τ) such that x(0) = x0 and x(u) = x?;
• A meander, i.e. a path x(τ) such that x(u) = x?, x(t) = x with the constraint that x(τ) > x? ∀τ ∈]u, t]
(upper meander) or x(τ) < x? ∀τ ∈]u, t] (lower meander).
Then one can prove that the two boundary terms in Eq. (25) come respectively from the contribution of the
upper and lower meanders.
2.3.2 Double Laplace transform
It turns out to be useful to consider the double Laplace transform of the last-passage time density with respect
to the two time variables t and u, with 0 < u < t,∫ +∞
0
e−λt Ex0
[
e−λ
′gx?,t
]
dt =
∫ +∞
0
e−λt dt
∫ t
0
e−λ
′u ∂Probx0(gx?,t ≤ u)
∂u
du . (26)
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According to the factorization property (24) the double Laplace transform is also a product∫ +∞
0
e−λt Ex0
[
e−λ
′gx?,t
]
dt = ĥλ(x?)P̂λ+λ′(x?|x0) , (27)
where we have used the same notation for the Laplace transform as in (11) : ĥλ(x?) =
∫∞
0
e−λτ hτ (x?) dτ .
As in the case of the first-passage time, it is convenient to rewrite everything in terms of the fundamental
solutions of the diffusion generator Gx and their derivatives. This standard approach in the study of linear
diffusion processes [30] has been also used in the physics literature [16,17]. The Laplace transform ĥλ(x?) can
be obtained by inserting the expression (186) derived in Appendix B into the definition (25) and then, using
the expressions (15) and (14) for Ex0
[
e−Tx?
]
, we obtain the final result
ĥλ(x?) = −D 1λ
 φ′λ,R(y)
φλ,R(y)
∣∣∣∣∣
y=x?
− φ
′
λ,L(y)
φλ,L(y)
∣∣∣∣∣
y=x?
 , (28)
where φ′λ,R/L(y) denotes the derivative of φλ,R/L(y) with respect to y. The latter expression involves logarithmic
derivatives which will play a crucial role in the following
mR(λ;x?) =
φ′λ,R(y)
φλ,R(y)
∣∣∣∣∣
y=x?
, mL(λ;x?) =
φ′λ,L(y)
φλ,L(y)
∣∣∣∣∣
y=x?
, (29)
and it can be rewritten as
ĥλ(x?) = D
mL(λ;x?)−mR(λ;x?)
λ
. (30)
For the Laplace transform of the transition kernel, comparison of its expression (12) in terms of the eigenfunc-
tions of the diffusion generator with the corresponding expressions (14) and (15) for Ex0
[
e−Tx?
]
leads to
P̂λ(x?|x0) = 1D
1
mL(λ;x?)−mR(λ;x?) Ex0
[
e−λTx?
]
. (31)
By inserting (30) and (31) into (27) we get∫ +∞
0
e−λt Ex0
[
e−λ
′gx?,t
]
dt =
1
λ
m(λ;x?)
m(λ+ λ′;x?)
Ex0
[
e−(λ+λ
′)Tx?
]
, (32)
where the expectation Ex0
[
e−λ
′gx?,t
]
is to be taken only with respect to the smooth part of the last-passage
time density, see (26), and where we have introduced the notation
m(λ;x?) = mL(λ;x?)−mR(λ;x?) . (33)
In the case where the target level x? coincides with the initial value x0, Tx? = 0 and therefore Ex?
[
e−λTx?
]
= 1
for all λ ≥ 0. Then the last passage time density (17) is reduced to its smooth part. Therefore the double Laplace
transform (32) takes the simple form∫ +∞
0
e−λt Ex?
[
e−λ
′gx?,t
]
dt =
1
λ
m(λ;x?)
m(λ+ λ′;x?)
. (34)
One can check that the latter formula is equivalent to the expression given on page 27 in [30] in terms of
the so-called Green’s function associated to the diffusion generator. A proof in the context of subordinators
is given in [18]. Finally, we notice that if the potential U(x) is even, i.e. U(x) = U(−x), one can show that
φλ,R(x) = φλ,L(−x). Then mR(λ;x?) = −mL(λ;x?) and∫ +∞
0
e−λt Ex?
[
e−λ
′gx?,t
]
dt =
1
λ
mR(λ;x?)
mR(λ+ λ′;x?)
, (35)
which will be useful in the following.
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2.3.3 Mean last-passage time
The Laplace transform of the mean last-passage time with respect to the observation time can be obtained
from the double Laplace transform given in (32). It reads∫ +∞
0
e−λt Ex0 [gx?,t] dt =
1
λ
(
d lnm(λ;x?)
dλ
Ex0
[
e−λTx?
]
− d
dλ
Ex0
[
e−λTx?
])
(36)
where the expression of Ex0
[
e−λTx?
]
in terms of the fundamental solutions φλ,R and φλ,L is given in (15)
and (14) while m(λ;x?) is given in (33). The mean last-passage time can thus be obtained by inverse Laplace
transform of the latter relation (36).
2.3.4 Explicit formulae for the Brownian motion
In the case of a one-dimensional Brownian motion, described by Eq. (1) with F (x) = 0, the generator (6) reads
Gx = D∂2/∂x2 and the corresponding solutions defined in (13) are simply given by
φλ,R(x) = e
−x
√
λ/D and φλ,L(x) = e
x
√
λ/D. (37)
The Laplace transform of the transition kernel, P̂λ(y|x), can be obtained from its representation (12) : P̂λ(y|x) =
1/(2
√
λD)e−
√
λ/D|x−y|. By inverse Laplace transform of the definition (11) we recover the well-known kernel
P (y, t|x, 0) = 1√
4piDt
e−(x−y)
2/4Dt . (38)
The first-passage time density can also be determined explicitly by Laplace inversion of the representations
(14)-(15), Ex0
[
e−λTx?
]
= e−
√
λ/D|x0−x?|, and we retrieve the well-known first-passage time distribution for a
Brownian motion
∂Probx0(Tx? ≤ τ)
∂τ
=
1√
4piD
|x? − x0|
τ3/2
e−(x?−x0)
2/4Dτ . (39)
The cumulative distribution for the first-passage time is readily obtained by integration over τ with the result
Probx0(Tx? ≤ τ) = 1− erf
( |x? − x0|√
4Dτ
)
, (40)
where the error function reads
erf(τ) =
2√
pi
∫ τ
0
e−u
2
du . (41)
The last-passage time density can be obtained from the product representation (24) : the expression for the
kernel has been given in (38) and the function ht(x?) can be determined from its Laplace transform given in
(28). The expressions of the eigenfunctions (37) lead to ĥλ(x?) = 2
√
D/λ, and after inverse Laplace transform
we get
ht(x?) =
√
4D
pi
1√
t
. (42)
Eventually the last-passage time probability density reads
∂Probx0(gx?,t ≤ u)
∂u
=
1
pi
√
u(t− u)
e−(x?−x0)
2/4Du . (43)
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In the special case x? = x0, this expression yields back the celebrated arcsine law [see also Eq. (52) below]. By
integration over u we get ∫ t
0
∂Probx0(gx?,t ≤ u)
∂u
du = 1− erf
( |x? − x0|√
4Dt
)
. (44)
By comparison with the expression (40) for Probx0(Tx? ≤ τ) we check that the normalization (19) is indeed
satisfied. The mean value of the last-passage time can be obtained by Laplace inversion of the relation (36),
using the definition of m(λ;x?) in (33), which implies that d lnm(λ;x?)/dλ = 1/(2λ), while Ex0
[
e−λTx?
]
=
e−|x?−x0|
√
λ/D from (15), (14) and (37). This yields
Ex0 [gx?,t] = t g
( |x? − x0|√
4D t
)
, g¯(u) =
(
1
2
− u2
)
Erfc(u) +
u√
pi
e−u
2
, (45)
where the complementary error function is defined as erfc(x) = 1 − erf(x). Formula (45) can also be obtained
directly from the probability density in (43). For u → 0, one easily checks that g¯(u) → 1/2 while g¯(u) ∼
e−u
2
/(
√
piu) as u→∞ (we recall that gx?,t = 0 if the path never crosses the level x?).
3 Solvable linear diffusion processes in the case x0 = x? = 0
In this section, we illustrate the general framework developed in the previous section, in particular the formula
in Eq. (35), by considering a few solvable models in the case where the initial and target points coincide with
the origin, i.e. x0 = x? = 0.
3.1 Brownian motion with constant drift
In the case of a one-dimensional Brownian process with constant drift, F (x) = µ, the generator (6) reads
Gx = D ∂
2
∂x2
+ µ
∂
∂x
. (46)
The fundamental solutions of interest are
φλ,R(x) = e
−x[µ+
√
µ2+4λD]/(2D) and φλ,L(x) = e
x[−µ+
√
µ2+4λD]/(2D). (47)
Therefore, by injecting these expressions (47) in Eqs. (29) and (33), we get
m(λ; 0) = mR(λ; 0)−mL(λ; 0) = − 1
D
√
µ2 + 4λD. (48)
By substituting this formula (48) in Eq. (35) and using standard results for inverse Laplace transforms (see
e.g. [31]), we obtain
∂Prob0(g0,t ≤ u)
∂u
=
1
pi
e−
µ2t
4D√
u(t− u)
+
|µ|√
4D
e−(µ
2/4D)u
√
piu
erf
( |µ|√
4D
√
t− u
)
, (49)
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Fig. 3: Plot of the probability density of the last-passage time g0,1 at x? = 0, starting from x0 = 0, on the unit
time interval [0, 1] for the Brownian motion with a constant drift µ, as given in Eq. (49), for two different values
of the drift µ = 2 and µ = 0 [in the latter case case, the density is given by the arcsine law (52)]. In both cases
we set D = 1.
where the the error function is given in (41). A plot of this function is shown in Fig. 3. In particular, its
asymptotic behaviors are given by
∂Prob0(g0,t ≤ u)
∂u
=

1√
u
e−µ2t4D
pi
√
t
+
|µ|Erf
(√
t|µ|
2
√
D
)
√
4piD
+O(√u) , u→ 0
1√
t− u
e−
µ2t
4D
pi
√
t
+O(
√
t− u) , u→ t .
(50)
Note that since |µ| > 0, the expression in (49) has a finite limit as t→ +∞ (using erf(x→∞) = 1). This means
that g0,t converges at large time to a limiting random variable g0,∞ such that
∂Prob0(g0,∞ ≤ u)
∂u
=
|µ|√
4D
e−(µ
2/4D)u
√
piu
. (51)
On a physical basis this result is expected. Indeed, since the process is transient, at a certain random time
g0,∞, it will never return to the origin.
In the case µ = 0, which corresponds to the standard Brownian motion (which is of course not transient
but recurrent), this formula (49) reduces to
∂Prob0(g0,t ≤ u)
∂u
=
1
pi
√
u(t− u)
, (52)
which is the famous arc-sine law which also gives the occupation time density of the positive real half-axis [9,
10]. It also coincides with the formula obtained by setting x? = x0 in the the expression (43).
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3.2 Hyperbolic tangent force
The case F (x) = 2nD tanhx where n ∈ N leads to reflectionless potentials [32] and is thus explicitly solvable.
In the case n = 1, first studied by Hongler [33], one gets
φλ,R(x) =
1
coshx
e−x
√
1+λ/D , (53)
and φλ,L(x) = φλ,R(−x). Then
mR(λ; 0) = −
√
1 +
λ
D
. (54)
By analogy with the calculations in the case of the constant drift we get
∂Prob0(g0,t ≤ u)
∂u
=
1
pi
e−Dt√
u(t− u)
+
√
D
pi
e−Du√
u
erf
(√
D(t− u)
)
. (55)
Note that this is the same law as in the case of Brownian motion with drift µ = 2D.
As for the Brownian with a non-zero drift, the expression in Eq. (55) has a finite limit. Again, this means
that g0,t converges at large time to a limiting random variable g0,∞ such that
∂Prob0(g0,∞ ≤ u)
∂u
=
√
D
piu
e−Du. (56)
On a physical basis this result is expected. Indeed, since the process is transient, at a certain random time
g0,∞, it will never return to the origin.
The case F (x) = −2D tanhx can also be studied but the corresponding process is now recurrent. One
obtains
mR(λ; 0) = − λ/D√
1 + λ/D
, (57)
which gives
∂Prob0(g0,t ≤ u)
∂u
=
1
pi
e−Dt√
u(t− u)
+
√
D
pi
e−D(t−u)√
t− u erf
(√
Du
)
. (58)
Note that the probability density differs from (55) by the exchange u ↔ t − u, an observation which we will
come back to in subsection 4.1.
3.3 Ornstein-Uhlenbeck process
For the Ornstein-Uhlenbeck process F (x) = −γx with γ > 0 and the generator (6) reads
Gx = D ∂
2
∂x2
− γx ∂
∂x
. (59)
A straightforward derivation would start from the Dirichlet kernel, constructed by the image method, and then
use (20). One can as well use the general formalism. The fundamental solution of interest is
φλ,R(x) = e
(γ/4D)x2U
(
λ
γ
− 1
2
, x
√
γ
D
)
(60)
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Fig. 4: a): Plot of the probability density of the last-passage time g0,1 at x? = 0, starting from x0 = 0, on
the unit time interval [0, 1] for the Ornstein-Uhlenbeck process, i.e. F (x) = −γx, as given in Eq. (62), for two
different values of γ = 1 and γ = 3. b): Plot of the probability density of the last-passage time g0,1 at x? = 0,
starting from x0 = 0, on the unit time interval [0, 1] for the inverted Ornstein-Uhlenbeck process, i.e. F (x) = γx,
as given in Eq. (66), for two different values of γ = 1 and γ = 3. In both panels we set D = 1. A comparison of
the two panels clearly shows the symmetry u↔ t− u between the two problems.
where U(a, x) is the parabolic cylinder function (see for instance [35]), and φλ,L(x) = φλ,R(−x). One finds
mR(λ; 0)
mR(λ+ λ′)
= 2
λ′
γ
Γ
(
λ
γ
)
Γ 2
(
λ
2γ
) Γ 2
(
λ+λ′
2γ
)
Γ
(
λ+λ′
γ
) . (61)
Finding the inverse Laplace transform is still feasible and gives
∂Prob0(g0,t ≤ u)
∂u
=
2γ
pi
e−γ(t−u)√
[1− e−2γu] [1− e−2γ(t−u)] . (62)
A plot of this probability density is shown in Fig. 4 a) for two different values of γ. In particular, we see that
the probability that “g0,t is close to t” increases with γ, which is expected since the trajectory of the particle
gets more and more confined close to x = 0 as γ is increased. This observation can be made more quantitative
by analysing the asymptotic behaviors of the function in (62) which read
∂Prob0(g0,t ≤ u)
∂u
=

1√
u
e−γt/2
pi
√
γ
sinh(γt)
+O(
√
u) , u→ 0 ,
1√
t− u
eγt/2
pi
√
γ
sinh(γt)
+O(
√
t− u) , u→ t .
(63)
In fact the result in (62) can be readily derived by making a suitable change of time
t→ T (t) = e
2γt − 1
2γ
, (64)
which maps the Ornstein-Uhlenbeck process dx/dt = −γx + √2Dη(t) to the standard Brownian problem
dX/dT =
√
2Dη(T ). One can check that
x(t) = e−µtX
(
e2γt − 1
2γ
)
(65)
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and by using (52) the result (62) follows immediately.
It is also instructive to study the inverted Ornstein-Uhlenbeck, i.e. the repulsive case F (x) = γx with γ > 0.
In this case, we obtain
∂Prob0(g0,t ≤ u)
∂u
=
2γ
pi
e−γu√
[1− e−2γu] [1− e−2γ(t−u)] . (66)
As in the previous examples (51) and (56), we notice that in the limit t→∞, the density goes to a finite limit
which means that g0,t → g0,∞. Its density is given by
∂Prob0(g0,∞ ≤ u)
∂u
=
2γ
pi
e−γu√
[1− e−2γu]
. (67)
A plot of this probability density is shown in Fig. 4 b) for two different values of γ. Note also that, as before
in (55) and (58), the probability densities (62) and (66) differ by the exchange u ↔ t − u (see also Fig. 4),
an observation which we shall come back to in subsection 4.1. Consequently, the asymptotic behaviors of the
probability density in (66) can be read off from (63) by changing u in t− u.
3.4 Bessel process reflected at the origin
We consider a Bessel process with the diffusion constant D = 1/2.
Gx = 1
2
∂2
∂x2
+
1− 2µ
2x
∂
∂x
(68)
with 0 < µ < 1 and reflected at the origin. One obtains
φλ,R(x) =
(
x
√
2λ
)µ
Kµ(x
√
2λ) (69)
φ′λ,R(x)
φλ,R(x)
∼
x→0 −
Γ (1− µ)
Γ (µ)
(
x
2
)2µ−1
(2λ)µ. (70)
Therefore
m(λ; 0)
m(λ+ λ′)
=
(
λ
λ+ λ′
)µ
. (71)
By inverse Laplace transform one gets
∂Prob0(g0,t ≤ u)
∂u
=
sin(piµ)
pi
uµ−1(t− u)−µ. (72)
For a general discussion of this result, see [18] and references therein. In particular, for µ = 1/2, we recover
the arcsine law, which is somehow expected from Eq. (68) (note however that there is a reflecting boundary
condition at x = 0). However, it is interesting to note that, for µ 6= 1/2, the asymptotic behavior of this
probability density (72) as u→ 0 (respectively as u→ t) diverges with an exponent µ (respectively 1−µ) which
is different from 1/2, and thus different from the cases studied above [see Eqs. (50) or (63)], and in particular
different from the arcsine law (52).
4 Case of a force deriving from an even potential with x0 = x? = 0
In this section we continue our study of the case where the initial and target point coincide. It is shown that a
certain duality relation between diffusions is the key to explain the symmetry properties satisfied by last-passage
densities under the exchange u ↔ t − u observed above. Furthermore we show that the basic objects which
enter into (35) have an interesting spectral interpretation in the context of the Weyl theory. As an interesting
application we show that the small-t expansion of the expected last-passage time involves the Korteveg-de Vries
invariants.
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4.1 Duality properties for a symmetric potential
It is convenient to express the density of last-passage time in the following form
∂Prob0(g0,t ≤ u)
∂u
= h(t− u)f(u). (73)
The decomposition of the density in terms of two functions h(t) and f(t) is made explicit on the various
examples which have been treated above. For instance in the case of the hyperbolic tangent force (55) one has
f(t) =
e−Dt√
pit
(74)
h(t) =
e−Dt√
pit
+
√
D erf
(√
Dt
)
. (75)
As seen on (58), under the change F (x)→ F˜ (x) = −F (x), and denoting the corresponding last-passage time in
x? = x0 by g˜0,t, the functions f(t) and h(t) are exchanged, namely
∂Prob0(g˜0,t ≤ u)
∂u
= h˜(t− u)f˜(u) (76)
where h˜ = f and f˜ = h. This property which we observed in a few particular cases above turns out to be generic
for any arbitrary even potential U(x) = U(−x) (see Appendix C for details).
In fact the time-reversal symmetry which connects (73) and (76) arises from the following duality between
processes driven by opposite forces. Let x(τ) and x˜(τ) be two independent diffusion processes starting from the
origin and evolving via the overdamped Langevin equations
dx(τ) = F (x) dτ +
√
2D dB(τ), (77)
dx˜(τ) = −F (x˜) dτ +
√
2D dB˜(τ) (78)
where B(τ) and B˜(τ) are two independent Brownian motions. Let g0,t and g˜0,t be the corresponding last-passage
times at the origin before t. When the potential is even, i.e. U(x) = U(−x), one can prove (see appendix C) that
g˜0,t
law
= t − g0,t. Stated differently if h(t − u)f(u) is the density of g0,t, the density of g˜0,t will be h(u)f(t − u).
The diffusion processes x(τ) and x˜(τ) are said to be dual (or conjugate). This concept of duality has been used
in several contexts, in particular non-intersecting diffusions [34] and continued fractions [20], just to mention
a few.
4.2 A trace formula for the mean last-passage time
In this subsection we explore the relationship between the mean last-passage time and the so-called Weyl
coefficient which is a central object in the Sturm-Liouville theory. Using this correspondence, we derive a trace
formula, which expresses the mean last-passage time as a difference of two partition functions. This result
is illustrated on some examples. For simplicity we shall restrict ourselves to the case of an even potential,
although our approach has a much wider scope. A thorough presentation making extensive use of the trace
formula derived in [36] will be discussed in a separate publication.
In the case of an even potential U(x) = U(−x), the right and left eigenfunctions are related by φλ,R(x) =
φλ,L(−x), and according to the definitions of the various logarithmic derivatives in Eqs. (29) and (33), one has,
in this case, m(λ;x?) = 2mL(λ;x?). Then, for x0 = x? = 0, the expression (36) for the Laplace transform of the
mean value of the last-passage time becomes∫ +∞
0
e−λt E0 [g0,t] dt =
1
λ
d lnmR(λ; 0)
dλ
, (79)
where mR(λ;x) is defined in (29) in terms of the non-decreasing eigenfunction of the diffusion generator φλ,R(x)
which obeys the boundary condition on the right.
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4.2.1 Relation between the mean last-passage time and the Weyl coefficient
In Appendix A we recall how to express the transition kernel for the Langevin equation (1) in terms of the
eigenfunctions of the Hamiltonian H given in (170), namely
H = −D d
2
dx2
+ V (x) (80)
with
V (x) =
1
4D
[
dU
dx
]2
− 1
2
d2U
dx2
. (81)
The fundamental solutions φλ,R and φλ,L of the diffusion generator are related to the eigenfunctions ψE,R
and ψE,L of the Hamiltonian with E = −λ ∈ R− according to (176) and (177). If the potential is even and
differentiable, then U ′(0) = 0, and therefore
mR(λ; 0) =
ψ′−λ,R(x)
ψ−λ,R(x)
∣∣∣∣∣
x=0
. (82)
The logarithmic derivative in (82) is in fact related to the so-called “Weyl function” WR(E), a central object
of the Sturm-Liouville theory, whose definition is briefly recalled below.
For every E ∈ C, any solution of the Schro¨dinger equation Hψ = Eψ can be constructed as a linear
combination of two independent solutions ψE,1(x) and ψE,2(x) which satisfy the Cauchy problem{
ψE,1(0) = 1
ψ′E,1(0) = 0
and
{
ψE,2(0) = 0
ψ′E,2(0) = 1
. (83)
Under suitable conditions (see for instance [37] or [38]), there exists a unique linear combination
ψE,R(x) = ψE,1(x) +WR(E)ψE,2(x) (84)
which is in L2(R+). The corresponding solution is called the Titchmarch-Weyl function and the logarithmic
derivative
WR(E) =
ψ′E,R(x)
ψE,R(x)
∣∣∣∣∣
x=0
(85)
is the Weyl coefficient. For the Schro¨dinger equation on the full line there exist two Weyl functions ψR and ψL
which are respectively in L2(R+) and L2(R−). In the case of the half-line problem, or if the potential is even,
it is sufficient to work with WR(E). Since mR(λ; 0) is related to the logarithmic derivative of ψλ,R at x = 0 by
(82), the right Weyl function coincides with mR(λ; 0) for λ ∈ R+
WR(−λ) = mR(λ; 0) . (86)
Recall that mR(λ;x) is defined in (29) in terms of the non-increasing eigenfunction of the diffusion generator
φλ,R(x) which obeys the boundary conditions on the right. As a consequence the Laplace transform of the mean
value of the last-passage time becomes∫ +∞
0
e−λt E0 [g0,t] dt =
1
λ
d lnWR(−λ)
dλ
, (87)
and subsequently the Laplace transform of its rate of variation with respect to the observation time t reads∫ +∞
0
e−λt d
dt
E0 [g0,t] dt =
d lnWR(−λ)
dλ
. (88)
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4.2.2 A trace formula
When the potential V (x) is even, the eigenstates of H defined on the whole real axis, can be classified by their
parity and the spectral problem is reduced to a Schro¨dinger problem on the positive half-axis with Dirichlet
or Neumann boundary conditions at x = 0 . The Green’s functions of the corresponding Hamiltonians HD and
HN, defined for E ∈ C \R+, are denoted by ĝD(x, y;E) and ĝN(x, y;E) respectively. They can be expressed in
terms of the previous eigenfunctions of H (see for instance [39]). For our purpose we need only to consider the
case x ≥ y > 0 where
ĝD(x, y;E) =
1
D
ψE,2(y)ψE,R(x) (89)
and
ĝN(x, y;E) = − 1
DWR(E)ψE,1(y)ψE,R(x). (90)
The difference between the Neumann and Dirichlet Green’s functions at coinciding points reads
ĝN(x, x;E)− ĝD(x, x;E) = − 1
DWR(E)
[
ψE,R(x)
]2
. (91)
Since ψE,R(x) is an eigenfunction of H given in (80) with eigenvalue E,
[
ψE,R(x)
]2
= −D ∂
∂x
(
ψE,R
∂2ψE,R
∂x ∂E
− ∂ψE,R
∂x
∂ψE,R
∂E
)
= −D ∂
∂x
([
ψE,R(x)
]2 ∂2 lnψE,R(x)
∂x ∂E
)
. (92)
As a consequence, since ψE,R(x) is integrable when x → +∞, the difference between the integrated Green’s
functions at coinciding points reads∫ +∞
0
[ĝN(x, x;E)− ĝD(x, x;E)] dx = − 1WR(E)
[
ψE,R(0)
]2 ∂2 lnψE,R(x)
∂x ∂E
∣∣∣∣
x=0
. (93)
Moreover, ψE,R(x) obeys the Sturm-Liouville boundary conditions given in (83) and eventually, according to
the definition (85) of the Weyl coefficient, we get∫ +∞
0
[ĝN(x, x;E)− ĝD(x, x;E)] dx = −∂ lnWR(E)
∂E
. (94)
The relation (94) can be rewritten in terms of operator traces by noticing that for E = −λ ∈ R−∫ +∞
0
[ĝN(x, x;E)− ĝD(x, x;E)] dx =
∫ +∞
0
Tr
(
e−tHN − e−tHD
)
e−λtdt (95)
By comparison with the Laplace transform in (88) one gets that the variation rate of the mean value for the
last-passage time takes the form
d
dt
E0 [g0,t] = Tr
(
e−tHN − e−tHD
)
. (96)
If the spectrum of H is discrete, then Tr e−tHN = Tr + e−tH , where Tr + denotes a partial trace over
the even eigenstates. Similarly Tr e−tHD coincides with the partial trace over the odd eigenstates, namely
Tr e−tHD = Tr− e−tH , where Tr− denotes a trace over the odd eigenstates. Therefore (96) becomes
d
dt
E0 [g0,t] = Tr + e−tH −Tr− e−tH . (97)
The traces in (96) or (97) play the role of “ quantum partition functions”. In order to obtain the mean
value of the last-passage time one can first calculate the latter partition functions and then get the mean value
of interest by integrating the relation (97) with the initial condition limt→0 E0 [g0,t] = 0.
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E0 [g0,t] = t+
∑
n 6=0
[
1− e−E+n t
E+n
− 1− e
−E−n t
E−n
]
, (98)
The term linear in t comes from the ground state E0 = 0, and E
+
n (E
−
n ) denotes the nth even (odd) energy.
Another derivation of this result, using an identity given in [40,41], is presented in Appendix D.
4.2.3 Examples and remarks
Let us first return to the case of the Ornstein-Uhlenbeck process discussed in subsection 3.3. In this case,
according to (80)-(81), the corresponding Hamiltonian is that of the harmonic oscillator shifted by a constant
H = −D ∂
2
∂x2
+
γ2
4D
x2 − γ
2
. (99)
The eigenvalues of H read En = γ(n+ 12 )− γ2 = γn with n ∈ N. Therefore
Tr + e
−tH = 1
1− e−2γt (100)
and
Tr− e−tH =
e−γt
1− e−2γt . (101)
Since the mean value vanishes at the initial time, Eq. (97) gives
E0 [g0,t] =
1
γ
ln
(
1 + eγt
2
)
. (102)
Note that obtaining this result (102) from the probability density given in Eq. (62) is actually not so simple.
An alternative expression for (96) involving Schro¨dinger operators on the whole real axis is
d
dt
E0 [g0,t] = Tr
(
e−tH − e−tHD,0
)
. (103)
In this expression H is the Schro¨dinger operator on L2(R) and HD,0 the Schro¨dinger operator with Dirichlet
boundary condition at the origin defined on L2(R−)⊕L2(R+). The right hand side of (103) has been studied in
depth in [42,43] where it is shown that the coefficients of the small-time expansion are related to the Korteveg-de
Vries invariants. Using these results one obtains the small-t expansion of the last-passage time
Ex [gx,t] =
t
2
− t
2
4
V (x)− t
3
12
(
D
V ′′(x)
2
− V 2(x)
)
+O(t4) . (104)
This formula is valid for any starting point x and any smooth diffusion process on the line. In particular,
specifying this formula (104) to the Ornstein-Uhlenbeck process corresponding to V (x) = γ2x2/(4D)− γ/2 [see
Eq. (99)] and setting x = 0, one obtains Ex [gx,t] = t/2 + γt2/2 +O(t4), which coincides with the direct small-t
expansion of the exact formula in (102).
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5 Limit of an infinite observation time for a transient process
The previous examples in subsections 3.2 and 3.3 invite us to treat within our framework the general case of a
transient process with exit at +∞ and/or −∞. Our aim in this section is to determine the last-passage time
limiting density when the observation time t goes to infinity.
When the observation time t goes to infinity the last-passage time density for a transient process becomes
proportional to the transition kernel by virtue of its factorized expression (24),
∂Probx0(gx?,∞ ≤ u)
∂u
∝ P (x?, u|x0, 0) . (105)
In order to determine the prefactor we notice that
lim
t→∞ht(x?) = limλ→0
λ
∫ +∞
0
e−λtht(x?) dt . (106)
and then, by virtue of (24), the limit (105) reads
∂Probx0(gx?,∞ ≤ u)
∂u
=
(
lim
λ→0
λ ĥλ(x?)
)
P (x?, u|x0, 0) (107)
where, according to (28),
lim
λ→0
λ ĥλ(x?) = −D
[
φ′0,R(x?)
φ0,R(x?)
− φ
′
0,L(x?)
φ0,L(x?)
]
. (108)
By using the definition of m(λ, x?) in (33), the last-passage time density can therefore be rewritten for any
transient process as
∂Probx0(gx?,∞ ≤ u)
∂u
= Dm(0;x?)P (x?, u|x0, 0). (109)
In fact the expression of the multiplicative coefficient in (109) can be expressed explicitly in terms of the
potential U(x). In order to do this we must determine the zero modes of the diffusion generator G with the
proper boundary conditions. The function φ0,L is non-decreasing and obeys the left boundary condition, while
φ0,R is non-increasing and obeys the right boundary condition. According to (13) they both satisfy the equation[
D
∂2
∂y2
− dU
dy
∂
∂y
]
φ0(y) = 0 . (110)
We now consider the following four cases:
• 1) For a diffusion along the real axis which is transient with exit at +∞, ∫+∞
y
eU(x)/D dx < +∞ and∫ y
−∞ e
U(x)/D dx = +∞, there exists a decreasing solution which vanishes when y → +∞, namely φ0,R(y) =∫+∞
y
eU(x)/D dx, while the solution which is non-increasing on the left is a constant, namely φ0,L(y) = Cste.
Therefore, according to (107) and (108),
∂Probx0(gx?,∞ ≤ u)
∂u
= D
eU(x?)/D∫+∞
x?
eU(x)/D dx
P (x?, u|x0, 0) (111)
• 2) For a diffusion along the real axis which is transient with exit at −∞, ∫ y−∞ eU(x)/D dx < +∞ and∫+∞
y
eU(x)/D dx = +∞, there exists an increasing solution φ0,L(y) which vanishes when y → −∞, namely
φ0,L(y) =
∫ y
−∞ e
U(x)/D dx, while the solution which is non-increasing on the right is φ0,R(y) = Cste. In this
case, according to (107) and (108), one has
∂Probx0(gx?,∞ ≤ u)
∂u
= D
eU(x?)/D∫ x?
−∞ e
U(x)/D dx
P (x?, u|x0, 0) . (112)
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• 3) If the diffusion is transient on both sides, which happens if ∫+∞−∞ eU(x)D dx < +∞, one gets
∂Probx0(gx?,∞ ≤ u)
∂u
= D
[
1∫ x?
−∞ e
U(x)/D dx
+
1∫+∞
x?
eU(x)/D dx
]
eU(x?)/D P (x?, u|x0, 0) . (113)
• 4) For a diffusion along the positive real half-axis which is transient with exit at +∞ and a reflection at y = 0
the non-decreasing solution φ0,L(y) whose derivative vanishes at y = 0 is a constant function : φ
′
0,L(y) = 0
for all y and then
∂Probx0(gx?,∞ ≤ u)
∂u
= D
eU(x?)/D∫+∞
x?
eU(x)/D dx
P (x?, u|x0, 0) . (114)
One can check that our formulae are in agreement with the general case treated in [44,45].
Finally, we notice that the Laplace transform of the last-passage time density in the infinite observation
time limit can be determined from the relation
Ex0
[
e−λ
′gx?,∞
]
= lim
λ→0
λ
∫ +∞
0
e−λt Ex0
[
e−λ
′gx?,t
]
dt (115)
and the expression (32). We get
Ex0
[
e−λ
′gx?,∞
]
=
m(0;x?)
m(λ′;x?)
Ex0
[
e−λ
′Tx?
]
(116)
The mean last-passage time can be derived from the Laplace transform of the last-passage time density
given in (116) with the result
Ex0 [gx?,∞] =
d lnm(λ;x?)
dλ
∣∣∣∣
λ=0
+ Ex0 [Tx? ] , for x0 < x? . (117)
6 Reflected Brownian motion with a constant drift
6.1 Semi-classical interpretation of the transition kernel
In this section we derive an explicit expression of the transition kernel for the Brownian motion with drift
reflected at the origin. We are not just rederiving a well known result, see for instance [30], instead our
approach provides an interpretation in terms of classical paths which will be used for the multi-particle problem.
The starting point is to express the transition kernel P (x, t|x0, 0) in terms of a Schro¨dinger Green’s function.
According to (169)-(170), when U(x) = −µx
P (x, t|y, 0) = eµ(x−y)2D 〈y|e−tH |x〉 (118)
where the Hamiltonian reads
H = −D ∂
2
∂x2
+
µ2
4D
. (119)
The Green’s function 〈y|e−tH |x〉 is symmetric under the exchange of x and y. Following Refs. [46] and [47], it
can be computed by using a complete set of eigenstates of H. Since the problem is free, we can take a set of
plane waves
ψk(x) =
[
e−ikx + r(k)eikx
]
(120)
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parametrized by their momentum k and energy Ek = Dk
2 + µ2/(4D). The reflection coefficient r(k) is fixed
by the boundary conditions. These are inherited from the diffusion process which obeys reflecting boundary
conditions at the origin : the probability current vanishes at the origin so that, by virtue of (182),
D
∂P
∂x
− µP = 0. (121)
Therefore one gets
r(k) =
−2ikD − µ
−2ikD + µ, (122)
and the Schro¨dinger Green’s function takes the form
〈y|e−tH |x〉 =
∫ ∞
0
ψk(y)ψ
∗
k(x)e
−Ekt dk . (123)
After some rearrangements it reads
〈y|e−tH |x〉 = 1√
4piDt
e−
(x−y)2
4Dt −µ
2t
4D +
1√
4piDt
e−
(x+y)2
4Dt −µ
2t
4D +
1
2pi
∫ ∞
−∞
[r(k)− 1] eik(x+y)−Ekt dk . (124)
Using a set of identities discovered by Gautschi [48], one can show that for z > 0
i
pi
∫ +∞
−∞
e−u
2
iz + u
dt = ez
2
erfc(z) . (125)
By using (125) with z = (x+y+µt)/
√
4Dt , the last term of (124) can be expressed in terms of the complementary
error function, and the transition kernel (118) takes the final form
P (x, t|y, 0) = e
µ x−y
2D√
4piDt
[
e−
(x−y)2
4Dt −µ
2t
4D + e−
(x+y)2
4Dt −µ
2t
4D
]
− µ
2D
e
µx
D erfc
(
x+ y + µt√
4Dt
)
. (126)
In several cases the Green ’s function and the transition kernel can be interpreted in terms of classical paths.
However in the presence of singularities such as wedges or corners such expansions have to be modified. This
reflects the fact that there exist so-called diffractive orbits which obey the law of classical mechanics everywhere
except on the singularities of the potential (see for instance [49]). In our simple one-dimensional setting, there
are only two classical paths connecting y and x in a given time t, namely the direct path and the one which is
reflected at the origin. However the transition kernel (126) is not simply given as a sum of two contributions.
There are indeed three terms which have the following interpretation:
• The first exponential term involves the action S1 = (x − y − µt)2/(4Dt) of the direct path travelled at a
constant velocity v = (x− y)/t.
• Similarly the second exponential term involves the action S2 = (x+ y + µt)2/(4Dt)− µx/D of the reflected
path travelled at a constant velocity v = (x+ y)/t.
• The last term should be interpreted as a diffractive contribution which arises because there is an infinite
potential barrier at x = 0 and the particle is scattered non-classically. The reflection coefficient which enters
in (124) gives a finite contribution when µ 6= 0. Another interpretation, of a more probabilistic nature, is
suggested in [50] in which the last term reflects the fact that the particle spends a certain finite time, the
so-called local time, at the origin.
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6.2 Mean value of the first-passage time
The mean value of the first passage time can be obtained from
Ex0 [Tx? ] = −
∂
∂λ
Ex0
[
e−λTx?
]∣∣∣∣
λ=0
, (127)
by using (14) and (15), which requires the determination of the fundamental solutions φλ,R(x) and φλ,L(x) of
the diffusion generation Gx given in (46). They are linear combinations of e−ρ+x and e−ρ−x, where ρ± is the
solution of the quadratic equation Dρ2 − µρ− λ = 0 namely
− ρ± = 1
2D
[
∓
√
µ2 + 4Dλ− µ
]
. (128)
Therefore φλ,R(x), the decreasing function which vanishes when x goes to infinity, reads (up to a multiplicative
constant)
φλ,R(x) = e
−ρ+x , (129)
while φλ,L(x), the increasing function whose derivative vanishes at x = 0 can be chosen as
φλ,L(x) = ρ+e
−ρ−x − ρ−e−ρ+x . (130)
We get
Ex0 [Tx? ] =
x? − x0
µ
+
D
µ2
[
e−(µ/D)x? − e−(µ/D)x0
]
, if x0 < x? (131)
Ex0 [Tx? ] =
x0 − x?
µ
e−(µ/D)(x0−x?) , if x0 > x? , (132)
thus recovering standard results.
6.3 Last-passage time density in an infinite observation time limit
Setting U(x) = −µx in (114) we get
∂Probx0(gx?,∞ ≤ u)
∂u
= µP (x?, u|x0, 0) ,
= µ
(
eµ
x?−x0
2D√
4piDu
[
e−
(x?−x0)2
4Du −µ
2u
4D + e−
(x?+x0)
2
4Du −µ
2u
4D
]
− µ
2D
e
µx?
D erfc
(
x? + x0 + µu√
4Du
))
, (133)
where we have used the expression of P (x?, u|x0, 0) given in (126). A plot of this probability density is shown
in Fig. 5. From the explicit expression in (133), we obtain the asymptotic behavior, for x0 < x∗
∂Probx0(gx?,∞ ≤ u)
∂u
≈

µ
eµ
x?−x0
2D√
4piDu
e−
(x?−x0)2
4Du , u→ 0
2
√
D
µ
√
piu3
e−
µ2u
4D +
µ(x?−x0)
2D (1 + µ(x?+x0)2D +
µ2x?x0
4D2 ) , u→∞ .
(134)
For x0 < x?, the mean value of the last-passage time can be conveniently obtained from the relation (117)
with the result
Ex0 [gx?,∞] =
2D
µ2
− D
µ2
e−
µx?
D + Ex0 [Tx? ] . (135)
According to (132) the mean last-passage time thus reads
Ex0 [gx?,∞] =
x? − x0
µ
+
2D
µ2
− D
µ2
e−
µx0
D if x0 < x? . (136)
This formula will be used in the next section.
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Fig. 5: Plot of the probability density of the last-passage time gx?,∞, for the reflected Brownian motion, starting
at x0 = 1 with constant drift µ = 1 and diffusion constant D = 1, in the case of an infinite observation time, as
given in Eq. (133). The two curves correspond to two different values of the target point x? = 2 and x? = 3.
7 Application to the emptying time of a box
In this section, we show how the results on last-passage times obtained in the previous sections, and in particular
the ones concerning the reflected Brownian motion with a constant drift in Section 6, can be used to study the
statistics of the emptying time of a box.
7.1 Emptying time for a generic diffusion process
We consider a set of N independent and non-interacting particles x(1)(t), · · · , x(N)(t), whose initial positions
x(i)(t = 0) = x
(i)
0 are distributed inside the region [0, L] with probability density
∏N
i=1 P (x
(i)
0 ; t = 0) where the
probability law is independent of the particle label. In the following, we will mainly consider the case where
the particles are initially uniformly distributed over [0, L], which corresponds to P (x
(i)
0 ; t = 0) = 1/L, for all
i = 1, · · · , N . At later times t > 0, the particles move inside the region [0,+∞[. If they are subjected to an
external potential U such that
∫+∞
x
eU(x)/D dx < +∞ for any x ≥ 0, then the process is transient with exit
at +∞ and the particles will leave the region [0, L] forever with probability one. When the observation time is
infinite the emptying time of the region 0 < x < L, denoted by Tvac, is the first time when all particles are at
positions x(i)(t = Tvac) > L and will never cross the abscissa L again. In other words Tvac is the maximum of
the last-passage times for the N particles. As a consequence, if the last-passage time for the particle with label
i in a realization of the process is denote by g
(i)
L,∞, the cumulative distribution function of Tvac is given by
Prob (Tvac ≤ τ) = Prob
(
g
(i)
L,∞ ≤ τ , ∀i ∈ {1 . . . , N}
)
. (137)
For a given realization of the initial positions, the study of the statistics of Tvac thus amounts to compute
the distribution of the maximum of a set of N independent but non-identically distributed random variables.
Interestingly, extreme value questions concerning independent but non-identically distributed arose recently
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L0 space
time drift µ
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Fig. 6: Trajectories of N = 4 non-interacting Brownian particles x(1)(t), · · · , x(N)(t) in the presence of a positive
drift µ with a reflecting boundary condition at x = 0. Initially, the particles are uniformly distributed inside
the box [0, L] and we denote by τ (i) = g
(i)
L,+∞ the last-passage time at x = L of the i-th particle. The emptying
time of the box Tvac is given by Tvac = max{τ (1), · · · , τ (N)} = max{g(1)L,∞, · · · , g
(N)
L,∞} [see Eq. (137)], here
Tvac = τ
(2) = g
(2)
L,∞.
in various problems, in particular in random matrix theory [51] or in the quantum mechanics of trapped
fermions [52].
Here the initial positions x
(i)
0 of the particles are randomly distributed on [0, L] and, to make progress, one
would like to average the distribution of Tvac over the initial conditions. In analogy with disordered systems
where a realization of the disorder plays an analogous role to the initial condition in our problem, it was argued
by Derrida and Gerschenfeld [53], in the related albeit different context of current fluctuations in diffusive
systems (see also [54] for a similar study in the context of active particles) that one has to distinguish between
two different ways of averaging over the initial conditions: (i) the annealed average, where the probability
distribution of Tvac is averaged over all the realizations of the initial condition and (ii) the quenched average
where the probability distribution is computed for the typical realizations of the initial configurations. The
annealed and quenched averages are defined respectively as
Pan(τ) = Prob (Tvac ≤ τ) , (138)
Pqu(τ) = exp
[
ln(Prob (Tvac ≤ τ))
]
, (139)
where · · · denotes an average over the initial conditions. It turns out that, for our problem, in the scaling limit,
considered here, of a large number of particles, N →∞, and large box size L→∞ at fixed density ρ = N/L, the
typical behaviors of Pan(τ) and Pqu(τ) are actually similar (they differ only at the level of large deviations) and
therefore, in the following we will only present the computation for the annealed average Pan(τ), and relegate
the analysis of Pqu(τ) to Appendix E.
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Starting from Eq. (138), the annealed average Pan(τ) can be written in a quite simple way, by taking
advantage of the fact that the particles are independent and identically distributed in the initial state, i.e.,
Pan(τ) = Prob (Tvac ≤ τ) = [p(τ)]N (140)
where p(τ) is an average over the initial position of a particle,
p(τ) =
∫ L
0
Probx(gL,∞ ≤ τ)P (x; t = 0) dx . (141)
For a transient process, a path starting from x ∈ [0, L] crosses L in a finite time with probability one during an
infinite observation time, i.e., Probx(TL < +∞) = 1. Therefore the coefficient of the Dirac mass in (17) vanishes
and
∫∞
0
∂Probx(gL,∞ ≤ u)/∂udu = 1. Moreover since the single particle probability density at the initial time
is normalized, i.e.,
∫ L
0
P (x; t = 0) dx = 1, we can check from (141) that
lim
τ→+∞ p(τ) = 1 . (142)
To analyse the large-τ limit of Pan(τ), it is convenient to introduce q(τ) = 1 − p(τ) and write the cumulative
distribution function of the emptying time as
Pan(τ) = Prob (Tvac ≤ τ) = [1− q(τ)]N . (143)
Hence, after averaging over the initial condition, one is back to the problem of extreme statistics of N inde-
pendent and identically distributed random variables with an effective cumulative distribution p(τ) = 1− q(τ).
Nevertheless, the problem remains non-trivial because here q(τ) depends on an additional parameter, namely
L, which itself depends also on N since we will be interested in the limit where N/L = ρ is fixed.
For the sake of conciseness, we introduce the notation Πx,L(u) for the probability density function (PDF)
of gL,∞, i.e.,
Πx,L(u) =
∂Probx(gL,∞ ≤ u)
∂u
(144)
in terms of which we have
q(τ) =
∫ L
0
q(τ, x)P (x; t = 0) dx , where q(τ, x) =
∫ +∞
τ
Πx,L(u) du . (145)
During an infinite observation time the PDF Πx,L(u) is proportional to the transition kernel and, since the
process in question corresponds to case 4) of Section 5, we get from (114)
q(τ, x) =
D∫+∞
L
e[U(y)−U(L)]/D dy
∫ +∞
τ
P (L, u|x, 0) du , (146)
where P (L, u|x, 0) is the transition kernel, which can be expressed in terms of the eigenfunctions of the generator
(see Appendix A for details). This expression (146), together with (143) and (145) allows to compute, in
principle, the cumulative distribution of Tvac for N particles, for any arbitrary transient process with exit at
+∞ and any initial distribution of the positions.
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7.2 Emptying time for a single reflected Brownian motion with a constant drift
In the following, we will focus on the case of the reflected Brownian motion with a constant drift, i.e. U(x) = −µx
with µ > 0, and we first consider the case of a single particle, which can be studied in detail thanks to the results
presented in Section 6. In particular, in view of future applications to N particles, we derive the asymptotic
form of the PDF Πx,L(u) in the limit of large L.
Specializing the general formula (146) to the case U(x) = −µx we obtain
q(τ, x) = µ
∫ +∞
τ
P (L, u|x, 0) du , (147)
where the transition kernel P (L, u|x, 0) has been computed previously and is given in (126). The PDF Πx,L(u) =
µP (L, u|x, 0) can thus be naturally split into three contributions
Πx,L(u) = µ [P1(L, u|x, 0) + P2(L, u|x, 0) + P3(L, u|x, 0)] (148)
with
P1(L, u|x, 0) = 1√
4piDu
e−(L−x−µu)
2/(4Du) , (149)
P2(L, u|x, 0) = 1√
4piDu
eµL/De−(L+x+µu)
2/(4Du) , (150)
P3(L, u|x, 0) = − µ
2D
eµL/Derfc
(
L+ x+ µu√
4Du
)
, (151)
where P1 is the constant drift kernel (associated to direct paths from x to L), P2 is its image kernel with
respect to x = 0 (associated to paths which have been reflected at x = 0) and P3 is a diffractive contribution
as discussed in the context of the semi-classical interpretation in subsection 6.1.
In the following, we consider the case where the particles are initially distributed uniformly over [0, L], i.e.
P (x
(i)
0 ; t = 0) = 1/L for all i = 1, · · · , N and, in the limit of large L, it is thus natural to study Πx,L(u), with
x = yL, with y = O(1) for large L (and 0 ≤ y ≤ 1). To get an idea of the large L limit of the PDF Πx=yL,L it
is useful to analyse the mean last-passage time which can be read off from (136) by setting x0 = x = yL and
x? = L. It reads
Ex=yL(gL,∞) =
L
µ
(1− y) + 2D
µ2
− D
µ2
e−
µyL
D (152)
=
L
µ
(1− y) +O(1) , as L→∞ . (153)
Hence, for large L, the average last-passage time is of order O(L) and is simply the time needed for a particle
moving at a constant velocity µ to travel a distance L−x = L(1−y), which corresponds to the distance to travel
to escape from the box, starting from x. From the semi-classical interpretation of the transition probability,
this term clearly comes from the direct paths, described by the kernel P1 in (149).
In fact, in the limit of large L, one can show that the leading contribution to the full PDF Πx=yL,L(u) is
given by P1. In this limit, one can then show that Πx=yL(u) takes the scaling form
Πx,L(u) ∼
L→∞
√
µ3
DL
F
[√
µ3
DL
(
u− 1
µ
(L− x), x
L
)]
, F (z, y) =
1√
4pi(1− y)
e−
z2
4(1−y) , (154)
which shows that the fluctuations of gx,∞ around the average “deterministic” or advective value Tad(x) =
(L − x)/µ are of order O(√L) and Gaussian. We see on this scaling form (154) that these fluctuations are
controlled by a “diffusive” time scale Tdiff =
√
DL/µ3. This time scale can be understood as follows. At a
given large time τ , the position of the Brownian motion in the presence of a drift µ, starting from x = Ly, can
Last-passage time for linear diffusions and application to the emptying time of a box 27
u
400 450 500 550 600 650
0.000
0.002
0.004
0.006
0.008
0.010
0.012
0.014
⇧
x
,L
(u
)
Fig. 7: Plot of Πx,L(u) as given in Eqs. (148)-(151) (solid black line) compared to the Gaussian scaling form
(dotted orange line), valid for large L, given in Eq. (154) for D = 1, µ = 1, x = 1 and L = 500.
be estimated (neglecting the effects of the reflecting boundary) as x(τ) ≈ Ly + µτ +√2DτχG, where χG is a
centred Gaussian random variable of unit variance. If one estimates gx,∞ by setting x(gyL,∞) ≈ L, one finds,
to leading order for large L
gyL,∞ − Tad ≈ Tdiff
√
2(1− y)χ˜G , with Tdiff =
√
DL
µ3
, (155)
where χ˜G = −χG is also a centred Gaussian random variable of unit variance. Hence, this diffusive time scale
appears naturally as a consequence of the fact that, to escape the box, the “effective” distance to be travelled,
driven by the external force µ, is not exactly (L − x) but instead (L − x) ±
√
2DL/µ, because of diffusion.
In Fig. 7, we compare the exact expression of Πx,L(u) to the Gaussian scaling form (154) for L = 500. This
supports the fact that, for large L, the PDF Πx,L(u) is almost a Gaussian.
One can then easily compute the variance from Eq. (154), which is given by
Var(gx=yL,∞) = L
2D(1− y)
µ3
+ o(L) = 2T 2diff(1− y) + o(L) . (156)
Note that a direct computation of the variance from the full expression in (148) shows that the corrections in
(156) are actually of order O(1). In fact, one can show that all higher cumulants are also of order O(L) for large
L, namely
E
[
gpx=y L,∞
]c
=
µL
2D
(1− y)
(
2D
µ2
)p
(2p− 3)!! + o(L) , (157)
where n!! = n(n− 2)(n− 4) · · · denotes the double factorial, with the convention (−1)!! = 1. This yields back,
for p = 1, E
[
gy L,L
] ≈ L(1 − y)/µ as well as, for p = 2, the result for the variance given in (156). One further
obtains E
[
g3x=yL,L
]
c
≈ 12D2L(1− y)/µ5 as well as E [g4x=yL,L]c ≈ 120D3 L(1− y)/µ7.
By inserting the scaling form for Πx,L(u) given in Eq. (154) into Eq. (145), we obtain straightforwardly the
scaling form of q(τ, x)
q(τ, x) ≈ G
[
1
Tdiff
(
τ − L− x
µ
)
,
x
L
]
, G(z, y) =
1
2
erfc
(
z
2
√
(1− y)
)
. (158)
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To proceed, we now need to average this expression over the initial condition to obtain q¯(τ) given in Eq. (145).
Here we focus on the case where the particles are initially uniformly distributed over [0, L], i.e. we substitute
P (x; t = 0) = 1/L in Eq. (145). We then see, from the first argument of the function G in (158) that the integral
over x in (145) is actually dominated by the region of x = O(
√
L)1 – we remind indeed that Tdiff = O(
√
L).
Performing this integral, we find that q¯(τ) can be written in the scaling form
q¯(τ) ≈ µTdiff
L
H
[
τ − Tad
Tdiff
]
, (159)
where Tdiff is given in (155) and where we used the notation Tad = Tad(x = 0) = L/µ. In Eq. (159), the scaling
function H(z) is given by
H(z) =
∫ ∞
z
G(z′, 0) dz′ =
√
1
pi
e−
z2
4 − z
2
erfc
(
z
2
)
. (160)
Its asymptotic behaviors, which will be useful in the following, are given by
H(z) ∼

2√
piz2
e−
z2
4 , z → +∞ ,
|z| , z → −∞ .
(161)
We will now use this scaling form (159) to study the emptying time for N reflected Brownian motions with a
drift.
7.3 Emptying time for N reflected Brownian motions with a constant drift
The starting point of our analysis in the case of N Brownian motions with a drift is the exact relation given in
Eq. (143), which can be analysed, for large N , along the lines of what is usually done in extreme value statistics
(see for instance [22] or [23] for a more recent review). Here, we consider the limit where both N → ∞ and
L→∞ but keeping the ratio N/L = ρ fixed. In this limit, q¯(τ) is small [see Eq. (159)] and one can thus write,
to leading order for large N and L
Pan(τ) = (1− q¯(τ))N ' e−Nq¯(τ) . (162)
By setting N = ρL and injecting the scaling form (159) in (162), we get
Pan(τ) ≈ exp
[
−ρµTdiffH
(
τ − Tad
Tdiff
)]
. (163)
We have to keep in mind that Tdiff is actually large, namely of order O(
√
L), and therefore, this form (163)
should be considered as a large deviation form. To obtain the distribution of the typical fluctuations of τ from
(163) we need to center and scale properly the distribution. This is a rather common procedure in the context
of extreme value statistics [23]. To this purpose, let us define the function a(σ) such that
2σ√
pia2(σ)
e−
a2(σ)
4 = 1 . (164)
It turns out that a(σ) can be expressed in terms of the W -Lambert function
a(σ) = 2
√
W
(
σ
2
√
pi
)
(165)
1 This is indeed the case for a uniform initial density but this might not be the case for other choices of the initial density.
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where we recall that the W -Lambert function is the reciprocal function of f(w) = w ew. This form (165) is
particularly useful to obtain a precise asymptotic behavior of a(σ) for large σ [55], which is the limit of interest
here. To leading order, we have
a(σ) = 2
√
lnσ + o(1) , as σ →∞ . (166)
Then, from the scaling form given in (163), together with the asymptotic behavior of H(z) for large z, we have,
setting the dimensionless parameter σ = ρµTdiff
lim
L→∞
Pan
(
τ = Tad + Tdiff
(
a(σ) +
z
a(σ)
))
= e−e
−z
, (167)
which is the well known Gumbel distribution [22]. This relation (167) can equivalently be written as
Tvac
d
= Tad + a(σ)Tdiff + Tdiff
a(σ)
γ , with σ = ρµTdiff = ρ
√
DL
µ
, as L→∞ , (168)
where a(σ) is given in (165) and γ is a random variable which is distributed according to a Gumbel law, i.e.,
Prob(γ ≤ z) = e−e−z .
8 Conclusion and perspectives
In this work we have studied different aspects of the last-passage time of linear diffusions. By using the mapping
on a Schro¨dinger problem we have identified the role of the Weyl coefficient and demonstrated its usefulness on
several examples. It provides a complete description of the spectral properties of Dirichlet-Schro¨dinger operators
on the half line which is precisely the information which is needed in the study of last-passage times. It would
be of great interest to extend this approach in higher dimension by using generalizations of the Weyl theory
[56].
As an application of these results we have studied the emptying time of a box containing N independent
Brownian particles subject to a constant drift. The analysis of this problem involves statistical properties of
independently but not identically distributed random variables which is a subject of current interest (see for
instance [51,52]). It would be very interesting to extend these results to other types of stochastic processes,
such as run-and-tumble particles (RTP). Questions related to first [57,58] and last [15] passage times of a single
RTP started only recently to be investigated and it would be natural to extend the computations performed
here for the emptying time of a box to N independent RTPs.
Finally the extension in higher dimension raises interesting problems similar to those encountered in the
study of the narrow escape problem, a topic which continues to draw significant interest for its biophysical
applications [6].
Acknowledgments: We acknowledge Michel Bauer, Eugene Bogomolny and Yves Tourigny for several useful
remarks.
A Transition kernel
The transition kernel P (y, t|x, 0) is related to the Schro¨dinger kernel by the well known formula (see for instance [59])
P (y, t|x, 0) = e− 12D [U(y)−U(x)]〈y|e−tH |x〉 (169)
where
H = −D d
2
dx2
+
1
4D
[
dU
dx
]2
− 1
2
d2U
dx2
. (170)
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By Laplace transform one gets
P̂λ(y|x) = e−
1
2D
[U(y)−U(x)]〈y| 1
H + λ
|x〉. (171)
Now, it is a standard property of the Sturm-Liouville problem that, for the values of λ which are not in the spectrum of H, the
resolvent can be expressed in terms of two independent solutions of the Schro¨dinger problem
(H + λ)ψ−λ,R = 0 (172)
(H + λ)ψ−λ,L = 0 (173)
which vanish in +∞ and −∞. Therefore
P̂λ(y|x) = e−
1
2D
[U(y)−U(x)] ψ−λ,L(y)ψ−λ,R(x)
DW
if y < x , (174)
and
P̂λ(y|x) = e−
1
2D
[U(y)−U(x)] ψ−λ,L(x)ψ−λ,R(y)
DW
if y > x , (175)
where W = ψ−λ,R(x)ψ′−λ,L(x)− ψ′−λ,R(x)ψ−λ,L(x) (with ψ′ = dψ/dx)) is the Wronskian which is independent of x.
Let us set
φλ,R(x) = e
1
2D
U(x) ψ−λ,R(x) (176)
φλ,L(x) = e
1
2D
U(x) ψ−λ,L(x) . (177)
One can easily check that φλ,R(x) and φλ,L(x) are two fundamental solutions satisfying (6), Gxφλ = λφλ. One obtains
P̂λ(y|x) = e−
1
D
U(y) φλ,L(y)φλ,R(x)
DW
if y < x (178)
P̂λ(y|x) = e−
1
D
U(y) φλ,L(x)φλ,R(y)
DW
if y > x . (179)
By noticing that eU(y)/DW = φλ,R(y)φ
′
λ,L(y)−φ′λ,R(y)φλ,L(y) the latter expressions for the transition kernel can be rewritten
only in terms of the functions φλ,L and φλ,R ; the corresponding expression is given in (12).
The boundary conditions obeyed by φλ,R and φλ,L are derived from those satisfied by the transition kernel. In the case
of a diffusion along the whole real axis the transition kernel P (y, t|x, 0) vanishes when |y − x| → +∞, as well as its Laplace
transform, and according to (178)
lim
y→−∞ e
− 1
D
U(y)φλ,L(y) = 0 (180)
while (179) leads to
lim
y→+∞ e
− 1
D
U(y)φλ,R(y) = 0 . (181)
In the case of a diffusion along the positive real half-axis with reflection at y = 0 the probability current JP (y, t) (for a given
initial position x) vanishes at y = 0. The expression for the probability current JP (y, t) is given by the probability conservation
∂JP /∂y = −∂P/∂t and the forward Fokker-Planck equation (3) obeyed by the probability P (y, t|x, 0) for a given initial position,
∂P/∂t = G†yP , with the result
JP (y, t) =
[
D
∂
∂y
+
dU
dy
]
P (y, t) . (182)
The relation also holds after Laplace transformation and, according to the expression (178) for the transition kernel when
x > y = 0, the vanishing of the probability current at y = 0 is equivalent to
φ′λ,L(0) = 0 . (183)
B Boundary with reflection
The Laplace transform of Proby(Tx? > t) for y 6= x? can be related to the time-derivative of the probability Proby(Tx? ≤ t)
by using an integration by parts with the result∫ +∞
0
e−λt
∂
∂t
Proby(Tx? ≤ t) dt = λ
∫ +∞
0
e−λtProby(Tx? ≤ t) dt = 1− λ
∫ +∞
0
e−λtProby(Tx? > t) dt (184)
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On the other hand the time derivative of the probability Proby(Tx? ≤ t) is the probability density function for the first passage
time and its Laplace transform can be expressed as an average over the trajectories∫ +∞
0
e−λt
∂
∂t
Proby(Tx? ≤ t) dt = Ey
[
e−λTx?
]
(185)
As a consequence of the latter two relations the Laplace transform of ∂Proby(Tx? > t)/∂y reads∫ +∞
0
e−λt
∂
∂y
Proby (Tx? > t) dt = −
1
λ
∂
∂y
Ey
[
e−λTx?
]
(186)
The Laplace transform of ∂Proby (Tx? > t− u) /∂y|y=0 can be obtained from the relation (186) and the expression (15) : the
Laplace transform reads for y < x? ∫ +∞
0
e−λt
∂
∂y
Proby (Tx? > t) dt = −
1
λ
φ′λ,L(y)
φλ,L(x?)
(187)
In the case where y = 0 is a reflecting boundary φ′λ,L(0) = 0 and then ∂Proby (Tx? > t− u) /∂y|y=0 vanishes at y = 0.
C Duality and time reversal
We consider two diffusions x(τ) and x˜(τ) whose generators are respectively
Gx = D ∂
2
∂x2
+ F (x)
∂
∂x
(188)
G˜x = D ∂
2
∂x2
− F (x) ∂
∂x
(189)
where F (x) = −dU/dx. Denoting by φλ,R and φ˜λ,R the corresponding fundamental solutions, one can prove that
φ˜λ,R = e
−U(x)
D
d
dx
φλ,R
d
dx
φ˜λ,R =
λ
D
e−
U(x)
D φλ,R. (190)
The corresponding logarithmic derivatives mR(λ; 0) =
φ′λ,R(x)
φλ,R(x)
∣∣∣∣
x=0
, m˜R(λ; 0) =
φ˜′λ,R(x)
φ˜λ,R(x)
∣∣∣∣
x=0
therefore satisfy
mR(λ; 0) =
λ
Dm˜R(λ; 0)
. (191)
When the potential is symmetric, we can for simplicity set m = 2mR and m˜ = 2m˜R. The Laplace transforms of the probability
density of the last-passage time at the origin are thus given by∫ +∞
0
e−λt E0
[
e−λ
′g0,t
]
dt =
1
λ
m(λ)
m(λ+ λ′)
= D
m(λ)
λ
m˜(λ+ λ′)
λ+ λ′
(192)
∫ +∞
0
e−λt E0
[
e−λ
′g˜0,t
]
dt =
1
λ
m˜(λ)
m˜(λ+ λ′)
= D
m˜(λ)
λ
m(λ+ λ′)
λ+ λ′
. (193)
Exchanging λ and λ+ λ′ in the latter equation gives∫ +∞
0
e−λt E0
[
e−λ
′g0,t
]
dt =
∫ +∞
0
e−λ
′t E0
[
e−λg˜0,t
]
dt. (194)
Therefore h(t− u)f(u) = h˜(u)f˜(t− u). More intrinsically this means that g0,t and g˜0,t have the same law.
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D Another derivation for the mean value of the last-passage time when x? = x0 = 0
In this appendix, we present an alternative derivation of (97) and (98). It is based on a set of remarkable identities [40] satisfied
by the spectral determinant of the Schro¨dinger Hamiltonian
H = − d
2
dx2
+ V (x) (195)
defined on R+ with Neumann (+) or Dirichlet (-) boundary conditions at the origin. There are essentially two different pre-
scriptions to define the spectral determinant. It can be defined either through the generalized zeta function
Z(s, λ) =
∑
n≥0
1
(En + λ)s
(196)
as
D(λ) = e−
d
ds
Z(s,λ)|s=0 (197)
or as an ordinary Fredholm determinant
∆(λ) =
∏
n≥0
(
1 +
λ
En
)
(198)
with an appropriate Weierstrass prefactor if necessary (see [40]). One can also define the corresponding Neumann and Dirichlet
determinants
∆±(λ) =
∏
n≥0
(
1 +
λ
E±n
)
. (199)
where E+n and E
−
n denote the nth even and odd eigenvalues respectively. Let us for simplicity restrict ourselves to the case where
∆(λ) is an entire function of order µ < 1. In this case ([41]) the two determinants ∆(λ) and D(λ) just differ by a multiplicative
constant independent of λ. Moreover the Weyl function ψ−λ,R can be normalized in such a way that the following identities
hold {
ψ′−λ,R(0) = −D+(λ)
ψ−λ,R(0) = D−(λ) .
(200)
Since D+ and ∆+ just differ by a multiplicative constant, it follows that
mR(λ, 0) =
ψ′−λ,R(0)
ψ−λ,R(0)
= C
∆+(λ)
∆−(λ)
. (201)
By inserting (201) and (199) into (79) we get
∫ +∞
0
e−λt E0 [g0,t] dt =
∑
n
[
1
λ(λ+ E+n )
− 1
λ(λ+ E−n )
]
, (202)
where the summations run over the even and odd states respectively. The contribution from the ground state must be subtracted
in order to perform partial fraction decompositions,∫ +∞
0
e−λt E0 [g0,t] dt =
1
λ2
+
∑
n 6=0
[
1
E+n
(
1
λ
− 1
λ+ E+n
)
− 1
E−n
(
1
λ
− 1
λ+ E−n
)]
. (203)
By inverse Laplace transform we get the mean value of the last-passage time
E0 [g0,t] = t+
∑
n6=0
[
1− e−E+n t
E+n
− 1− e
−E−n t
E−n
]
(204)
and its rate of variation reads
d
dt
E0 [g0,t] = Tr +
(
e−tH
)
− Tr−
(
e−tH
)
, (205)
where Tr± denotes the trace over the even (odd) eigenfunctions of H. This formula coincides with the one given in Eq. (97),
obtained in the text by another method.
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E Quenched distribution of the emptying time
In this appendix, we perform the computation of the quenched average Pqu(τ) as defined in Eq. (139). We restrict ourselves to
the case of a uniform initial distribution of the positions, i.e. P (x
(i)
0 ; t = 0) = 1/L. In this case, Pqu(τ) reads
Pqu(τ) = exp
[∫ L
0
dx
(1)
0
L
· · ·
∫ L
0
dx
(N)
0
L
ln Prob(Tvac ≤ τ)
]
. (206)
Using the fact that Tvac is the maximum among the N random random variables g
(i)
L,∞ [see Eq. (137)], i.e. Prob(Tvac ≤ τ) =∏N
i=1 Probxi (g
(i)
L,∞ ≤ τ), the argument of the exponential in (206) reads∫ L
0
dx
(1)
0
L
· · ·
∫ L
0
dx
(N)
0
L
ln Prob(Tvac ≤ τ) = ρ
∫ L
0
ln Probx(gL,∞ ≤ τ)dx (207)
= ρ
∫ L
0
ln [1− q(τ, x)] dx , (208)
where q(τ, x) = Probx(gL,∞ ≥ τ) [see (145)]. We now focus on the scaling limit where N →∞, L→∞ keeping N/L = ρ fixed.
In this limit, one can replace q(τ, x) by its scaling form obtained in Eq. (158). As for the annealed average, the integral over x
in (208) is then dominated, for large L, by x = O(Tdiff) = O(
√
L) and we find that Pqu(τ) in (206) takes a similar scaling form
as Pan(τ) in (163), namely
Pqu(τ) ≈ exp
[
−ρµTdiffHqu
(
τ − Tad
Tdiff
)]
, (209)
where the scaling function Hqu(z) is given by
Hqu(z) = −
∫ ∞
0
ln
(
1− 1
2
erfc
(
1
2
(z + v)
))
dv = −
∫ ∞
0
ln
(
1
2
erfc
(−1
2
(z + v)
))
dv , (210)
where we have used erfc(x) + erfc(−x) = 2. Interestingly, the same function Hqu(z) (up to scale factors) appears in the context
of extreme eigenvalues in the Ginibre ensemble of random matrix theory [51] (it is denoted φI(z) in that paper), as well as in
the context of current distribution of independent Brownian particles [53]. In particular, its asymptotic behaviors are given by
(see Eq. (22) of Ref. [51])
Hqu(z) ∼

2√
piz2
e−
z2
4 , z → +∞
1
12
|z|3 , z → −∞ .
(211)
Note that while the behaviour for z → +∞ coincides with the one of Han(z) [see Eq. (161)], the behaviour for z → −∞ is
actually different. Since the behavior of Hqu(z) for z → +∞ coincides with the one of H(z), the same analysis carried out in
the text in Section 7.3 yields the large L typical behavior of Pqu(τ)
lim
L→∞
Pqu
(
τ = Tad + Tdiff
(
a(σ) +
z
a(σ)
))
= e−e
−z
, σ = ρµTdiff , (212)
where the function a(σ) is given in (165), which yields the same result as in Eq. (167) for Pan(τ). This shows, as announced
in the text, that the typical behaviors of Pan(τ) and Pqu(τ) are actually exactly the same in the scaling limit considered here
where N →∞, L→∞ with ρ = N/L fixed.
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