(Bogor, Indonesia). 4 Non-Member, State Agriculture Polytechnic of Kupang (West Timor, East Nusa Tenggara, Indonesia) Accurate rainfall predictions, especially for tropical monsoonal rainfall, are among the most difficult tasks in hydrology. In this article, we discuss ANN-based long-term rainfall predictions for Oekabiti, West Timor, Indonesia. Due to the remoteness of the area, the only information available is historical rainfall data. However, by basing on previous studies into the time lag relationship between the El Niño Southern Oscillation (ENSO) and Indonesian rainfall, we utilized Sea Surface Temperature Anomaly (SSTA) Zone Niño 3.4 and the Southern Oscillation Index (SOI) to improve accuracy levels of rainfall prediction models efficiently. During our model development, it was revealed that rainfall fluctuation is more influenced by the lag 0 to lag -1 of the SOI than by the SSTA. We also found that the resulting models could dynamically predict long-term rainfall, but tended to underestimate some extreme values, which limited their utility for irrigation management planning.
INTRODUCTION
Accurate rainfall prediction, especially for tropical monsoonal rainfall, has become a major interest in hydrology due to its complexity. Tropical monsoonal rainfall is typified by high peak rainfall that occurs during a four to six month rainy season while the remainder of the year remains relatively dry. Although a number of advanced weather prediction models have been developed, most are only useful for short-term predictions and have not produced satisfactory month-long rainfall predictions 1) . For example, numerical weather prediction (NWP), which is based on complicated physical dynamics, is unable to provide accurate predictions because it is incapable of analyzing meso-and small-scale weather problems.
In tropical monsoonal rainfall areas, monthly rainfall predictions are very important water management tools, and are commonly used to anticipate drought conditions during the dry season as well as potential flooding during the rainy season. Such predictions often involve the use of an artificial neural network (ANN), which is a statistical method that imitates biological neurons and is well known for its ability to accurately predict nonlinear relationships 2)3)
. ANN-based rainfall prediction techniques require trial and error processes in order to determine the best prediction models, and several previous studies have proposed rainfall prediction models based on ANN techniques using various inputs such as the Southern Oscillation Index (SOI), the Pacific Decadal Oscillation index (PDOI), sea surface temperature anomalies (SSTAs), the North Pacific Index (NPI), sea level pressure (SLP), relative humidity, wind information, precipitable water, and historical rainfall data 2)4)5)
. However, even though most such models have shown superior accuracy levels in the areas for which they were created their application in other areas tends to produce unsatisfactory results because rainfall is a very spatially and temporally dependent climate variable. For example, in the Fukuoka region of Japan, the NPI is among the most important predictors used for monthly rainfall forecasts 4) , while other research has found SLP and winter Sea Surface Temperature (SST) to be more significant predictors for China's Yangtze River 5) . Additionally, in Australia, the SOI is acceptable for predicting short-term rainfall, but cannot be used for monthly rainfall forecasting 1) . It should be noted that not all of the variables contribute beneficially, and it is also important to realize that input data on such variables are not always readily available, especially in remote areas. Furthermore, most of the ANN-based rainfall models produced thus far are not dynamic in situations where the predicted monthly rainfall values are produced independently of other monthly rainfall values. In fact, seasonal rainfall characteristics indicate that there are firm relationships between each month's rainfall values that are specifically related to each location.
In Indonesia, tropical monsoonal rainfall variability is influenced by El Niño Southern Oscillation phenomena, especially SSTAs and SOI 5)6) , and most prior studies have shown that rainfall fluctuation is related to earlier SOI and SSTA values, even though the relationships between ENSO and rainfall are not always associated with time lags 7) . SOI compares the difference of air pressure measured in Tahiti and Darwin. If air pressure in Tahiti is lower than in Darwin, stronger west wind blows and weaken the trade winds that make the masses of warm water in western pacific flow to the east and together with equatorial currents create accumulation of hot water in the eastern pacific hence SST would increase faster than in western region. Convection in the eastern pacific and subsidence over the Indonesian maritime area occur which inhibit the growth of convective cloud resulting in below normal precipitation in some part of Indonesia, called as El Niño. The opposite condition is La Niña which triggers heavy rainfall in some part of Indonesia.
In the western part of Java, rainfall is more likely to be influenced by lag -1 and lag -3 of SSTA 7) . Generally speaking, a time lag shorter than -3 of SSTA at Niño 3.4 and the SOI will be reflected in Indonesian rainfall variability 9)10) . Based on these results, we could conclude that such variables are important predictors for rainfall prediction models in Indonesia.
In some remote region in Indonesia, since information of climatic variables is not readily available, rainfall prediction becomes even more challenging. As a result, applying NWP in this area is inefficient because data on a large number of meteorological variables, such as air temperature, specific humidity, relative humidity, geopotential height, wind, and precipitable water are unavailable.
In this study, we built ANN-based monthly tropical monsoonal rainfall prediction models for Oekabiti Station in Timor, Indonesia, which is a location where the only available data are historical rainfall levels. Since the climate in this area is categorized as semi-arid, it is also easily affected by drought. The superiority of an ANN-based model in comparison to other statistical methods was expected to be its ability to predict dynamic rainfall fluctuations by solving limited data problems. Therefore, the objectives of this study are as follows: (1) to identify the most important predictors that influence rainfall variability at Oekabiti station, and (2) to build dynamic rainfall prediction models with the best performance levels.
STUDY AREA AND METHOD (1) Study Area and Data Used
The research area of this study is West Timor, Indonesia, in the Amarasi Sub-district represented by the Oekabiti Rainfall Station (123.81 S; -10.21 E). This ground-based rainfall measurement station was designed to cover a 737.47 km 2 area of the Amarasi Sub-District. Monthly rainfall data from 1996 to 2011 at Oekabiti station, which was provided by the Meteorology, Climatology and Geophysics Agency (BMKG) of Indonesia in Kupang, was separated into two data sets: a training data set (1996-2008) and a validation data set (2009) (2010) . Data from 2011 were used for testing. Training data should be long enough so it could cover rainfall anomalies history at this station. Real-time and monthly SOI and El Niño 3.4 SSTA prediction data were obtained from the U.S. National Oceanic and Atmospheric Association (NOAA) website. . There are at least three layers in a MLFB: the input, hidden, and output layers (Fig. 2) . The variables used for input in our models are the following: average monthly rainfall ( ), current until six months prior rainfall values (R t , R t-1 , R t-6 ), previous until next month SSTA values (SSA t-1 , SSTA t , SSTA t+1 ), and previous until next month SOI values (SOI t-1 , SOI t , SOI t+1 ). These inputs were utilized in ANN technique learning process in order to predict the next month's rainfall values (R t+1 ) as a single output.
Inputs are chosen from the type of data and their combination. For efficiency we limited the number of nodes in hidden layer from 3 to 10 10)11) . The selected activation functions in the hidden and output layers of the networks were sigmoid, as shown in Eq. (2a). 2a) where a i describes weight parameters that connect variable inputs, the hidden layer, and the output layer. Random numbers between 0 until 1 were selected to initiate the iteration process for gathering these weights. The aim is to obtain the least mean square error (MSE). MSE is mathematically defined as:
where n is numbers of data, t kp was target or actual data and y kp is predicted values generated by models.
Iteration during training was stopped using the "earlystop" technique in order to facilitate optimal learning 12) . This stopping technique provides an efficient way to constrain the training of an ANN by monitoring network training progress using the second (validation) data set. Earlystop stops the training when MSE over validation set is found to be rising instead of declining even though the MSE over the training set is declining. At the point where the MSE of the validation set reaches the least value, the network achieves the best generalization.
In the next section, we show the prediction testing performed to determine the best performance model for 2011 rainfall. During this process, model outputs were used to predict future monthly rainfall levels.
RESULT AND DISCUSSION (1) Monthly Rainfall and ENSO Indicators
Relationship The time-series data for Oekabiti's monthly rainfall, monthly SSTA El Niño 3.4, and monthly SOI data, and data from 1996 to 2010 are shown in Fig. 3, while a correlating . However, as shown in Fig. 3 and in the correlation coefficients given in Table 1 
(2) Rainfall Models Performance
A summary of best models is provided in Table  2 . The best model structure that used only rainfall data was the 3-6-1 model, where 3 is the number of input variables ( , R t , R t-1 ), 6 is the number of nodes in hidden layer, and 1 is the output of the next month's rainfall prediction.
When SOI data were added to the rainfall prediction input variables, the best result was obtained with the 4-4-1 structure. In contrast, the effects of SSTA addition to the rainfall prediction models yielded less accurate models. This was due to geographic position of Oekabiti station in Timor Island, where the semiannual rainfall pattern in Timor Island had significantly less response toward the SSTA at Niño 3.4 8) .
Most of the models still have limitation for predicting the highest extreme value of rainfall indicated by normalized interval range of rainfall shown in Table 2 . First model by rainfall input ( , R t , R t-1 ) could predict highest value but unable to predict the lowest (0 mm) of rainfall amount, which make it unreliable since it could not show dry condition that happen regularly. Further addition of historical rainfall data could not improve model's accuracy (Fig. 4) hence it is concluded that rainfall could explain about 71 % of monthly rainfall variability, and for predicting the lowest values of rainfall other predictors are needed. Nodes selection for models development were based on previous studies that usually used at least 3 nodes. For efficiency, maximum number of nodes is set at the values of: h = 2i+k (3b) where h is number of nodes, i is number of input and k is number of output 11) . Based on the trial and error procedure conducted during the learning process, it was also determined that the number of nodes in the hidden layer had a nonlinear effect on model accuracy because increasing the number of nodes in the hidden layer did not always result in improved accuracy. 
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Therefore, it was suggested that the model accuracy change is more related to different sets of input data variables, and we could conclude that, even though ANN model is nonlinear, and was believed to capable of error learning during the training process, variables selection still depends on user and is, therefore, a very important component of model development. This is especially relevant when it is remembered that, when predicting rainfall fluctuations, some variable inputs are more significant and play more important roles than others.
Models that used combination of SOI and SSTA data gave the best performance with R 2 = 0.84 (Fig.  5) . Model's improvement by the involvement of both SOI and SST as predictors have proved the influence of both factors on Indonesian monsoonal tropical rainfall at Oekabiti station since these factors are responsible for the accumulation of water mass above Indonesian region.
The model's structure was 6-6-1, and even though validation set has only two years monthly rainfall data but it also shown acceptable which indicated the ability of model to generalize the rainfall pattern and fluctuation in this station. This model then was deemed sufficiently reliable for prediction purpose use. It is also important to note that for predicting the next month rainfall (R t+1 ), SSTA predictor gave the best result in situations where no time lag value (lag 0) was involved in the training. This condition shows that, if SST changes are present at Niño 3.4, this area would be affected during the same period. In Pacific Ocean, strong easterly trade winds known as the Walker Circulation lead to the development of ocean currents flowing east to west across the tropical Pacific. During La Niña, the Walker Circulation shifts to the west along the warm western Pacific Ocean and picks up significant amounts of moisture, thus leading to higher regional rainfall. Since this trade wind reaches West Timor earlier than West Java, it most likely explains the shorter time lags created by the impact of ENSO in West Timor when compared to Java.
(3) Rainfall Model Prediction
Next, we created rainfall predictions for 2011 and the results are shown in Fig. 6 . As can be seen in the figure, even though our model seems to underestimate some of the highest rainfall values for the rainy season at the beginning of the year, the rainfall trends remain within the range of average values, as indicated by the similar trends between average rainfalls and prediction.
In Indonesia, rainfall is categorized as Above Normal (AN), Normal (N), and Below Normal (BN). Rainfall values that are greater than 115% of the average condition are classified as AN, while rainfall within the range of 85 to 115% of their average values is classified as N. Less than 85% is categorized as BN. Actual rainfall data for 2011 showed several AN conditions in 2011, especially in April 2011. This month's high rainfall rate was felt to be due to the high rate of SOI lag -1. Therefore, even though our model uses this variable as one of variables in input layer, the model was still unable to predict the extreme values condition due to its inability to predict extreme values during the training process. However, even though predicting Indonesian tropical monsoonal rainfall during February to , it could be predicted that approximately 388 mm of surplus water would be experienced during April 2011. This condition had several implications for area residents especially in terms of irrigation.
The onset of drought, which is a time when there is usually no surplus water, was postponed for a month, thus producing a longer planting period. For short-duration rice cultivation, planting should have begun in March 2011, because 200 mm of water is needed over its growing period. Furthermore, even though area residents are aware of the potent dangers of flooding, periods of drought are considered more serious disasters in West Timor since they are directly related to food insecurity. Based on processed Indonesian agriculture statistical data, when rainfall increases during the La Niña period of the year, rice productivity increases approximately 14% in Kupang, West Timor 16) . Unfortunately the model could not predict this advantage.
For the dry period of May to October, the models showed good agreement with both actual and average data. During this period, most farmers do not grow rice, but it is still possible to grow vegetables and local maize. To ensure higher productivity, it is important to store as much water as possible during the rainy season. The amount of water needed for irrigation peaks in August, when approximately 168 mm is needed, while it is the lowest in April, when approximately 50 mm of water is required to satisfy the anticipated water deficit.
CONCLUSION
Rainfall prediction models were built for predicting next month rainfall levels at the Oekabiti station of West Timor, Indonesia. In our research, we found that SOI played a more important role in determining tropical monsoonal rainfall variability in Oekabiti when compared to SSTA. Furthermore, we found that best models resulted from a combination of rainfall values, average rainfall, and ENSO indicators. Our model was then tested to determine its prediction performance levels in comparison with actual 2011 rainfall levels. From the results, we determined that the model tends to underestimate some rainfall values, but still showed close correlations to other actual recorded values.
