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Diese Arbeit besch¨ aftigt sich mit dem Einﬂuß beschr¨ ankter Interaktion auf die Eﬃ-
zienz von Kommunikationsprotokollen. Es werden Resultate ¨ uber die Eigenschaften
der Kommunikationskomplexit¨ at wie auch ¨ uber deren Anwendungen auf andere Be-
rechnungsmodelle vorgestellt.
In der Theorie der Kommunikationskomplexit¨ at wird folgendes Modell untersucht:
Zwei Spieler erhalten jeweils eine Eingabe. Sie m¨ ussen eine Funktion auf der Kon-
katenation dieser Eingaben berechnen. Das betrachtete Komplexit¨ atsmaß ist die
ben¨ otigte Kommunikationsl¨ ange. Weiterhin kann es sein, daß die F¨ ahigkeiten der
Spieler zur Interaktion eingeschr¨ ankt sind, das heißt, daß nur eine beschr¨ ankte An-
zahl von Kommunikationsrunden erlaubt ist, im Extremfall nur ein Monolog eines
Spielers.
Diese Arbeit beschreibt Resultate, welche zeigen, daß einige Funktionen im Kommu-
nikationsmodell wesentlich eﬃzienter berechnet werden k¨ onnen, wenn hinreichend
viele Kommunikationsrunden zur Verf¨ ugung stehen. Solche Rundenhierarchien wa-
ren zuvor f¨ ur deterministische und probabilistische Kommunikation bekannt. Die
Arbeit verbessert das Ergebnis f¨ ur probabilistische Kommunikation und zeigt ei-
ne Rundenhierarchie f¨ ur nichtdeterministische Kommunikation mit beschr¨ anktem
Nichtdeterminismus.
Desweiteren wird quantenmechanische Kommunikation betrachtet. In diesem Mo-
dell tauschen die Spieler Partikel aus, welche den Regeln der Quantenmechanik
gehorchen. Es wird gezeigt, daß quantenmechanische Einwegkommunikation der
Kommunikation mit unbeschr¨ ankten Runden unterlegen ist. Quantenmechanische
Einweg Protokolle mit beschr¨ anktem Fehler k¨ onnen f¨ ur totale Funktionen exponen-
tiell schlechter als deterministische Zweiweg Protokolle sein.
Weiterhin wird quantenmechanische Las Vegas Kommunikation untersucht. Es wird
gezeigt, daß quantenmechanische Las Vegas Protokolle mit vielen Runden f¨ ur ei-
ne bestimmte totale Funktionen polynomiell eﬃzienter sein k¨ onnen als klassische
probabilistische Protokolle. Dann wird gezeigt, daß quantenmechanische Las Vegas
Einweg Protokolle f¨ ur totale Funktionen nie wesentlich eﬃzienter sein k¨ onnen als
deterministische Einweg Protokolle. Auch hier ist Interaktion also wesentlich.
Eine Analyse ihrer internen Kommunikationseigenschaften erlaubt oft, das Verhal-
ten von Berechnungsmodellen zu analysieren. Dieser Ansatz erlaubt dann, untere
Schranken f¨ ur die Kommunikation auf andere Modelle zu ¨ ubertragen, und dort
untere Schranken f¨ ur bestimmte Resourcen zu beweisen. Oft gilt, daß die zu unter-
suchenden Kommunikationsprobleme mit beschr¨ ankter Interaktion gel¨ ost werden.
Es werden Anwendungen der Kommunikationsergebnisse f¨ ur endliche Automaten
mit beschr¨ ankter Reversalkomplexit¨ at und Einweg Automaten gezeigt. Die Neˇ ci-
poruk Methode f¨ ur untere Schranken f¨ ur die L¨ ange von Formeln wird mit Hilfe
von Einweg Kommunikation neu hergeleitet und verallgemeinert, so daß untere
Schranken f¨ ur probabilistische, f¨ ur beschr¨ ankt nichtdeterministische und f¨ ur Quan-
ten Formeln folgen. Außerdem werden untere Schranken f¨ ur die Tiefe von monoto-
nen Schaltkreisen mit beschr¨ anktem Nichtdeterminismus bewiesen.
Die meisten der Resultate nutzen aus, daß Kommunikationsprotokolle mit be-
schr¨ ankter Interaktion h¨ auﬁg ineﬃzient sind.Inhaltsverzeichnis
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2Kapitel 1
Einleitung
1.1 Fragestellungen der Arbeit
Kommunikation ist ein wichtiger Bestandteil der L¨ osung von Berechnungs-
aufgaben aller Art. Es gibt viele Aspekte von Kommunikation, welche in
verschiedenen Anwendungen und Situationen relevant sind, wie Sicherheit,
Privatheit von Information, Fehlertoleranz. Einer der grundlegenden Aspek-
te ist Eﬃzienz. In der auf Shannon zur¨ uckgehenden Informationstheorie
(siehe z.B. [G90]) wird ein bestimmtes Einwegkommunikationsmodell (mit
oder ohne Fehler bei der Daten¨ ubertragung) betrachtet. Die Grundfrage ist
dabei die Eﬃzienz von Kodierungen. Aber viele Kommunikationsprozesse
sind komplizierter und enthalten Interaktion zwischen den kommunizieren-
den Parteien.
Im folgenden wird ein formales Kommunikationsmodell [Y79] betrachtet, in
welchem zwei Spieler das Ziel verfolgen, eine Funktion auf der Konkatenati-
on ihrer privaten Eingaben zu berechnen. Die Spieler, gew¨ ohnlich Alice und
Bob genannt, k¨ onnten beispielsweise w¨ ahrend eines Telefongespr¨ achs versu-
chen, herauszuﬁnden, ob es eine CD gibt, welche beiden gef¨ allt. Wenn beide
einen ungew¨ ohnlichen Geschmack sowie relativ große Sammlungen besit-
zen, kann eine solche Kommunikation sehr aufwendig werden. Allgemeiner
betrachtet erh¨ alt jeder Spieler eine Eingabe aus {0,1}n, und das Ziel ist
es, eine Funktion auf der Konkatenation der Eingaben zu berechnen (im
Beispiel also die Frage zu beantworten, ob die Mengen der CDs, welche die
beiden m¨ ogen, disjunkt sind). Sicherlich kann ein solches Problem nur durch
Kommunikation gel¨ ost werden. Dabei nehmen wir an, daß diese Kommuni-
kation nach einem vorher vereinbarten Schema abl¨ auft, einem sogenannten
Protokoll, welches beschreibt, wie ein Spieler aus seiner Eingabe und den
bisher erhaltenen Nachrichten seine n¨ achste Nachricht ermittelt.
Die Theorie der Kommunikationskomplexit¨ at befaßt sich mit der Frage, wie-
viel Kommunikation Alice und Bob ben¨ otigen, und welche Struktur ihre
Kommunikation haben sollte. Dabei wird angenommen, daß Alice und Bob
3unbeschr¨ ankte Berechnungskraft besitzen und all ihre internen Berechnun-
gen kostenfrei sind. Die Spieler kennen allerdings die Eingabe des jeweils
anderen Spielers nicht. Dies erlaubt, sich auf den reinen Kommunikations-
bedarf zu konzentrieren.
Diese Arbeit besch¨ aftigt sich mit der Erforschung beschr¨ ankter Interaktion
im formalen Kommunikationsmodell. Die Alltagsintuition, welche den ma-
thematischen Resultaten zugrundeliegt, ist, daß Interaktion notwendig ist,
um bestimmte Kommunikationsaufgaben zu l¨ osen. Selten ist ein Monolog
so n¨ utzlich wie eine (fruchtbare) Diskussion. Und Interaktion ist eine der
wesentlichen Eigenschaften, welche Yaos Kommunikationsmodell von Shan-
nons Kanalmodell unterscheiden.
Man betrachte zum Beispiel die folgende Situation: Alice besitzt eine sehr
gute Kenntnis der Lokalit¨ aten in einer Stadt (vielleicht besitzt sie eine pho-
tographische Erinnerung an einen Stadtplan). Bob kennt sich ¨ uberhaupt
nicht aus, weiß aber, wo die Party stattﬁndet, zu der beide gehen wollen
(eine Adresse). W¨ ahrend nun weder Alice noch Bob das Orientierungspro-
blem alleine l¨ osen k¨ onnen, geht es, wenn beide kommunizieren. Sollte Alice
allerdings Bob nicht zu Wort kommen lassen, so bleibt ihr nichts anderes
¨ ubrig, als den ganzen Inhalt des Stadtplans vorzutragen, bis Bob den Weg
weiß. Das ist sicherlich ineﬃzient im Vergleich zu der L¨ osung, in der Bob das
Ziel benennt, und Alice den besten Weg sucht. Es kommt auf die richtige
Interaktion an. Sollte diese spezielle Interaktion nicht erlaubt sein, wird das
Kommunikationsproblem ¨ außerst schwierig, wenn nicht praktisch unl¨ osbar.
Wir schließen also, daß es wichtig ist zu wissen, in welchen Situationen wel-
che Beschr¨ ankungen der Interaktion relevant sind. Aber erstens haben wir
hiermit noch keine mathematische Analyse, und zweitens kann die Situation
komplizierter sein. Gibt es Funktionen, die in k Runden eﬃzienter zu be-
rechnen sind als in k−1 Runden? Was, wenn Alice und Bob probabilistisch
arbeiten, oder gar ein Kommunikationsmedium nutzen, in dem sie verschie-
den polarisierte Photonen austauschen, welche den Regeln der Quantenme-
chanik folgen statt der klassischen Informationstheorie? Es ist notwendig,
die Intuition in solchen Situationen durch formale Beweise zu erh¨ arten und
Abh¨ angigkeiten zu quantiﬁzieren.
Eine weitere wichtige Frage ist, ob es Berechnungsmodelle gibt, welche im-
plizit interaktionsbeschr¨ ankte Kommunikationsprozesse auszuf¨ uhren haben.
Kommunikation scheint ein wesentlicher Bestandteil aller Berechnungen zu
sein, denn viele Berechnungsmodelle lassen sich so auﬀassen, daß einfache
Bestandteile, die zu elementaren Operationen f¨ ahig sind, durch Kommuni-
kationsmedien verbunden sind.
Im Schaltkreismodell sind beispielsweise die Gatter durch Kanten verbun-
den, welche Ergebnisse der Berechnungen der Gatter kommunizieren. Im
Modell der endlichen Automaten kommuniziert der Zustand Information von
einem Ende der Eingabe zum anderen. Im Turingmaschinenmodell kommu-
nizieren die Arbeitsb¨ ander Ergebnisse usw.
4Yao [Y79] hat das zwei Spieler Kommunikationsmodell als Verallgemeine-
rung von Betrachtungen ¨ uber den Informationsﬂuß in einem formalen Mo-
dell f¨ ur VLSI Chips deﬁniert. Das Modell ist seitdem auf viele Probleme
erfolgreich angewendet worden, siehe die Monographien [Hr97], [KN97].
Es gibt zwei wesentliche Aspekte der Forschung im Kommunikationsmodell.
Erstens wurde eine erstaunliche Anzahl von Anwendungen gefunden, welche
es erlauben, untere Schranken f¨ ur die Kommunikationskomplexit¨ at auf be-
stimmte Resourcen in diesen Modelle zu ¨ ubertragen (wobei sich z.B. untere
Schranken f¨ ur die Tiefe von Schaltkreisen, die Fl¨ ache von VLSI Chips, die
Gr¨ oße endlicher Automaten usw. ergeben). Diese Forschung konzentriert
sich auf die Anwendungen von Kommunikationsergebnissen, und auf den
Beweis unterer Schranken f¨ ur konkrete Probleme. Der Vorteil des Ansatzes
besteht darin, daß untere Schranken f¨ ur die Kommunikationskomplexit¨ at im
allgemeinen einfacher zu beweisen sind, da im Kommunikationsmodell alle
¨ uberﬂ¨ ussige Struktur abgestreift ist.
Der zweite Forschungsansatz besteht in der Untersuchung der mathema-
tischen Eigenschaften des Kommunikationsmodells. Es ergibt sich hier ein
Kontext, in dem Fragen ¨ uber die Natur von Berechnungsmodi wie Nichtde-
terminismus, Probabilismus usw. untersucht werden k¨ onnen. Oft sind sol-
che Untersuchungen auch relevant f¨ ur Anwendungen. Als Beispiel soll eine
untere Schranke f¨ ur die Tiefe monotoner Schaltkreis f¨ ur das Matchingpro-
blem dienen. In der Arbeit [RW92] wird im Beweis eine untere Schranke
f¨ ur die probabilistische Kommunikationskomplexit¨ at eines bestimmten Pro-
blems eingesetzt, obwohl deterministische Schaltkreise betrachtet werden.
Das eher von der Theorie motivierte Ergebnis ¨ uber probabilistische Kom-
munikation fand also sp¨ ater eine Anwendung.
Abgesehen von den eher klassischen Berechnungsmodi, wie Probabilismus
und Nichtdeterminismus, untersuchen wir auch quantenmechanische Kom-
munikation. In den letzten Jahren ist das Interesse am Thema quantenme-
chanischer Berechnungsmodelle sprunghaft angestiegen. Die grundlegenden
Kommunikationsprobleme, die beim Entwurf klassischer Rechner auftreten,
werden vermutlich auch bei der Konstruktion von Quantenrechnern auftre-
ten. Es gibt allerdings noch keine so weit entwickelte Theorie der quan-
tenmechanischen Kommunikation wie die der klassischen Kommunikation.
Ein wichtiges Theorem von Holevo [H73] besagt, daß in n quantenmecha-
nischen Bits, sogennanten Qubits, nicht mehr als n klassische Bits Infor-
mation enthalten sein k¨ onnen. In einer einfachen informationstheoretischen
Hinsicht ist quantenmechanische Kommunikation also nicht außergew¨ ohn-
lich m¨ achtig. Aber eine solche Aussage ersetzt ebensowenig eine Theorie
der Quantenkommunikation, wie die Shannonsche Informationstheorie die
klassische Kommunikationstheorie enth¨ alt.
Diese Arbeit besteht aus drei Kapiteln, die sich mit probabilistischer, (be-
schr¨ ankt) nichtdeterministischer und quantenmechanischer Kommunikation
befassen. In jedem Kapitel gibt es einen Teil, der strukturelle Aussagen zur
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Interaktion. In einem weiteren Teil werden verschiedene Anwendungen oder
verwandte Resultate f¨ ur andere Berechnungsmodelle beschrieben.
1.2 Resultate und Aufbau der Arbeit
Abschnitt 2.1 gibt die wesentlichen Deﬁnitionen der betrachteten Berech-
nungsmodelle, sowie grundlegende Resultate, welche im Verlauf der Arbeit
wichtig sind. Abschnitt 2.2 beschreibt den notwendigen Hintergrund aus der
Wahrscheinlichkeitstheorie, 2.3 einige Resultate aus der Informationstheorie.
Abschnitt 2.4 deﬁniert die Vapnik Chervonenkis Dimension (VC-Dimension,
siehe [VC71]), eine kombinatorische Gr¨ oße, welche sehr n¨ utzlich im Zusam-
menhang mit Einweg Kommunikation ist.
Abschnitt 3.1 gibt einen ¨ Uberblick ¨ uber Kapitel 3. Abschnitt 3.2 erkl¨ art
einige Resultate ¨ uber probabilistische Einweg Kommunikation und unter-
sucht die probabilistische Komplexit¨ at der ”Pointer Jumping“ Funktion.
Gegen¨ uber vorigen Arbeiten verbesserte untere und obere Schranken wer-
den angegeben. Auch wird eine asymptotisch schlechtere untere Schranke
angegeben, die aber f¨ ur kleine Rundenzahlen wegen besserer Konstanten
interessant ist. Die Abschnitte 3.3.1 und 3.3.2 studieren die Gr¨ oßenkom-
plexit¨ at probabilistischer Automaten, Abschnitt 3.3.3 erforscht die Gr¨ oße
probabilistischer Boolescher Formeln.
Abschnitt 4.1 gibt einen ¨ Uberblick ¨ uber Kapitel 4. Abschnitt 4.2 untersucht
nichtdeterministische Kommunikation mit beschr¨ anktem Nichtdeterminis-
mus und beschr¨ ankter Interaktion. 4.3 beschreibt Anwendungen und Resul-
tate ¨ uber nichtdeterministische Automaten, Formeln und die Tiefe nichtde-
terministischer monotoner Schaltkreise.
Abschnitt 5.1 gibt einen ¨ Uberblick ¨ uber Kapitel 5 und 5.2 gibt eine kur-
ze Einf¨ uhrung in die ben¨ otigten Begriﬀe aus der Quantenmechanik, sowie
einige Resultate der Quanteninformationstheorie. 5.3 f¨ uhrt die betrachte-
ten Modelle von Quantenrechnern ein, 5.4 ist der Quantenkommunikation
gewidmet, 5.5 den Anwendungen auf Quanten Automaten und Formeln.
Die Hauptresultate der Arbeit sind die folgenden:
1. Eine verbesserte Analyse der Komplexit¨ at des Pointer Jumping Pro-
blems (Theoreme 3.1, 3.2, 3.3).
2. Eine Methode zum Beweis unterer Schranken f¨ ur probabilistische und
quantenmechanische Formeln (Korollar 3.3 und Theorem 5.13).
3. Beweis eines polynomiellen Unterschiedes zwischen den L¨ angen von
(sogar quantenmechanischen) Las Vegas Formeln und von (klassischen)
Monte Carlo Formeln (Korollare 3.6 und 5.9).
64. Ein polynomieller Unterschied zwischen den L¨ angen von quantenme-
chanischen Formeln mit und ohne mehrfach lesbare Zufallseingaben
(Korollar 5.6).
5. Eine Rundenhierarchie f¨ ur beschr¨ ankt nichtdeterministische Kommu-
nikationskomplexit¨ at (Theorem 4.2).
6. Reversalhierarchien f¨ ur nichtdeterministische Zweiweg Automaten
(Theoreme 4.4, 4.5).
7. Eine polynomielle untere Schranke f¨ ur die L¨ ange beschr¨ ankt nichtde-
terministischer Boolescher Formeln (Theorem 4.6).
8. Tiefenhierarchien f¨ ur beschr¨ ankt nichtdeterministische monotone Schalt-
kreise (Theoreme 4.8, 4.9, 4.10).
9. Entwurf eines programmierbaren Quanten Gatters mit beliebig hoher
Erfolgswahrscheinlichkeit (Theorem 5.2).
10. Ein polynomieller Unterschied zwischen quantenmechanischer Las Ve-
gas Kommunikation und klassischer probabilistischer Kommunikation
f¨ ur eine totale Funktion (Theorem 5.5).
11. Untere Schranken f¨ ur quantenmechanische Einweg Kommunikation
(Theoreme 5.7, 5.8, 5.9, 5.10).
12. Untere Schranken f¨ ur quantenmechanische Automaten (Theorem 5.11).
Ein Großteil der Resultate wurde bereits in den folgenden Arbeiten ver¨ oﬀent-
licht: [Kl97], [Kl98], [Kl00a], [Kl00b], [HKKSS00].
Resultate anderer Autoren sind generell als ”Fakt“ angegeben, manchmal
werden solche Resultate der Vollst¨ andigkeit halber auch bewiesen.
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Deﬁnitionen und Grundlagen
In diesem Kapitel wird der zum Verst¨ andnis der Kapitel ¨ uber klassische
Kommunikation notwendige Hintergrund beschrieben. Grundlagen zum The-
ma Quantenrechner werden in Kapitel 5 gegeben.
Zu Beginn einige Notationen: P(S) sei die Potenzmenge einer Menge S.
P(m,n) sei die Menge der Teilmengen der Gr¨ oße n aus dem Universum
{1,...,m}. Logarithmen sind stets zur Basis 2 gemeint, außer eine ande-
re Basis ist explizit angegeben. Weiterhin bezeichne log(1) n = logn und
log(k) n = log(log(k−1) n), sowie log∗ n = min{k|log(k) n ≤ 1}.
2.1 Die Berechnungsmodelle
2.1.1 Das Kommunikationsmodell
Das wichtigste Berechnungsmodell f¨ ur diese Arbeit ist das zwei Spieler Kom-
munikationsmodell von Yao [Y79]. Unreferenzierte Fakten in diesem Ab-
schnitt sind in [Hr97] oder [KN97] zu ﬁnden. Alice und Bob heißen von jetzt
ab A und B.
Deﬁnition 2.1 Es sei f : XA × XB → Y eine Funktion ¨ uber abz¨ ahlbaren
Mengen XA,XB,Y . Zwei Spieler A und B mit unbeschr¨ ankter Berechnungs-
kraft erhalten Eingaben xA,xB aus XA und XB. Ihr Ziel ist es, mit Hilfe
eines Kommunikationsprotokolls den Wert f(xA,xB) zu berechnen.
Hierzu tauschen die Spieler bin¨ ar kodierte Nachrichten aus. Ein Spieler be-
ginnt, indem er die erste Nachricht sendet, der andere Spieler antwortet
usw. Wir nehmen an, daß keine zwei zu einem Zeitpunkt m¨ oglichen Nach-
richten die Eigenschaft haben, daß eine ein echter Pr¨ aﬁx der anderen ist,
und somit auf ein spezielles Ende-Symbol verzichtet werden kann. A beginnt,
berechnet ihre erste Nachricht aus der Eingabe, sendet die Nachricht zu B.
B berechnet seine n¨ achste Nachricht aus der erhaltenen Nachricht und sei-
ner Eingabe, sendet seine neue Nachricht usw. Dies geht so lange, bis ein
8Spieler die Ausgabe kennt. Dieser Spieler sendet dann die Ausgabe zu dem
anderen Spieler. Alle Berechnungen sind deterministisch.
Die Kommunikationskomplexit¨ at eines solchen Protokolls ist die maximale
Anzahl ausgetauschter Bits ¨ uber alle Eingaben, wobei die letzte Nachricht mit
der Ausgabe nicht mitgerechnet wird. Ist die Kommunikationskomplexit¨ at
eines Protokolls nicht endlich, so wird sie als unendlich (∞) deﬁniert. Die
deterministische Kommunikationskomplexit¨ at D(f) einer Funktion f ist die
Komplexit¨ at eines optimalen Protokolls f¨ ur f.
Die Kommunikationsmatrix einer Funktion f ist die Matrix M mit der Ei-
genschaft M(xA,xB) = f(xA,xB) f¨ ur alle xA ∈ XA,xB ∈ XB.
Deterministische Protokolle induzieren auf nat¨ urliche Art und Weise einen
sogenannten Protokollbaum. Die Wurzel ist indiziert mit der Kommunika-
tionsmatrix. Knoten entsprechen Situationen im Protokoll. Jeder Knoten
hat so viele Kinder, wie es M¨ oglichkeiten f¨ ur die n¨ achste Nachricht im Pro-
tokoll gibt. F¨ ur jedes Kind gibt es eine reduzierte Kommunikationsmatrix,
welche die mit den Nachrichten auf dem Weg von der Wurzel konsistenten
Eingaben enth¨ alt. Da ein Spieler jeweils nur weiß, welche Zeile oder welche
Spalte der Gesamteingabe entspricht, wird jeweils die Zeilen- oder Spalten-
menge eingeschr¨ ankt. Die Bl¨ atter des Baums sind mit monochromatischen
Matrizen assoziiert, da nun beide Spieler die Ausgabe kennen, und somit
der Funktionswert feststeht.
Das Hauptthema der Arbeit ist die Abh¨ angigkeit der Kommunikationskom-
plexit¨ at von der Anzahl der Kommunikationsrunden.
Deﬁnition 2.2 Ein Protokoll benutzt k Runden auf einer Eingabe, wenn
die Spieler auf dieser Eingabe k Nachrichten austauschen, wobei der Sender
der Nachricht jeweils wechselt, und in einer k+1ten Nachricht die Ausgabe
bekanntgegeben wird. Ein Protokoll hat k Runden, wenn f¨ ur alle Eingaben
h¨ ochstens k Runden benutzt werden. Die Komplexit¨ at von Funktionen, wenn
das Kommunikationsmodell auf Protokolle mit maximal k Runden einge-
schr¨ ankt ist, wird durch Superskripte der Form D(k) notiert. Hierbei startet
Spieler A. Wenn Spieler B startet, wird die Notation D(B,k) benutzt. Im Fall
k = 1 wird auch der Ausdruck Einweg Kommunikationskomplexit¨ at verwen-
det.
Eine weitere m¨ ogliche Einschr¨ ankung der Interaktion besteht darin, verschie-
dene Schranken der erlaubten Kommunikation f¨ ur Spieler A und B festzule-
gen. Dieser Ansatz wird in [MNSW95] verfolgt und f¨ uhrt zu Anwendungen
auf Datenstrukturprobleme. In dieser Arbeit wird der Ansatz jedoch nicht
weiter betrachtet.
Verschiedene weitere Akzeptanzmodi (außer Determinismus) werden f¨ ur Kom-
munikationsprotokolle betrachtet. Zun¨ achst Nichtdeterminismus.
9Deﬁnition 2.3 In einem nichtdeterministischen Protokoll f¨ ur eine Boole-
sche Funktion f : XA × XB → {0,1} d¨ urfen beide Spieler zun¨ achst eine
beliebig lange bin¨ are Zeichenkette nichtdeterministisch raten. Abh¨ angig von
dieser Zeichenkette darf jeder Spieler eine beliebige deterministische Stra-
tegie w¨ ahlen, nach der seine Nachrichten berechnet werden. Die Ratewor-
te sind allerdings privat, d.h. nur dem ratenden Spieler zug¨ anglich. Eine
Eingabe wird akzeptiert, wenn es ein Ratewort gibt, bei dem das Protokoll
akzeptiert. Ansonsten wird eine Eingabe verworfen.
Im Modell des beschr¨ ankten Nichtdeterminismus ist die L¨ ange der bin¨ aren
Rateworte durch einen Wert s begrenzt.
Die Komplexit¨ at eines nichtdeterministischen Protokolls wird als das Maxi-
mum der Kommunikation ¨ uber alle akzeptierten Eingaben und alle verwen-
deten Rateworte gemessen.
Die nichtdeterministische Kommunikationskomplexit¨ at N(f) ist die Kom-
plexit¨ at eines optimalen nichtdeterministischen Protokolls f¨ ur f mit priva-
tem, unbeschr¨ anktem Nichtdeterminismus.
Ns(f) bezeichnet die Komplexit¨ at eines optimalen nichtdeterministischen
Protokolls f¨ ur f, welches f¨ ur alle Eingaben h¨ ochstens s private Ratebits ver-
wendet.
Wir stellen zun¨ achst fest, daß unbeschr¨ ankt nichtdeterministische Protokolle
keine Interaktion ben¨ otigen.
Fakt 2.1 N(1)(f) = N(f) f¨ ur alle Funktionen f : XA × XB → {0,1}.
Beweis: Es sei ein beliebiges optimales nichtdeterministisches Protokoll f¨ ur
f gegeben. Spieler A r¨ at die gesamte auf der Eingabe xA,xB stattﬁndende
Kommunikation und pr¨ uft, ob diese Kommunikation konsistent mit einer
Berechnung ist, die A auf einem Ratewort ausf¨ uhren w¨ urde. Wenn ja, so
schickt sie das Ratewort zu B, der ebenfalls Konsistenz pr¨ uft. B akzeptiert,
wenn auch seine Kommunikation im geratenen Dialog konsistent mit seiner
Eingabe ist und das Protokoll mit der geratenen Kommunikation akzeptie-
ren w¨ urde. Ansonsten verwirft B. Hat A keine aus ihrer Sicht konsistente
Nachrichtenfolge geraten, so r¨ at sie erneut, bis dies der Fall ist. Die Kommu-
nikationskomplexit¨ at des Protokolls bleibt oﬀensichtlich unver¨ andert, und es
werden dieselben Eingaben akzeptiert. So erh¨ alt man ein Protokoll mit nur
einer Runde. 2
Die obige Tatsache erlaubt eine einfache kombinatorische Charakterisie-
rung der nichtdeterministischen Kommunikationskomplexit¨ at. Eine Teilma-
trix der Kommunikationsmatrix heiße 1-chromatisch, wenn sie nur Einsen
enth¨ alt. Eine ¨ Uberdeckung der Einsen der Kommunikationsmatrix ist eine
Menge von 1-chromatischen Teilmatrizen, so daß jede Eins in mindestens
einer derselben enthalten ist.
10Fakt 2.2 Ein nichtdeterministisches (Einweg) Protokoll f¨ ur f, welches ge-
nau c verschiedene Nachrichten verwendet, existiert genau dann, wenn es
eine ¨ Uberdeckung der Kommunikationsmatrix mit c 1-chromatischen Teil-
matrizen gibt (d.h. mit Teilmatrizen, welche nur Einsen enthalten).
W¨ ahrend nichtdeterministische Kommunikation ein theoretisch motiviertes
Modell ist, beschreibt probabilistische Kommunikation das abgesehen von
quantenmechanischen Modellen m¨ achtigste realistische Modell der Kommu-
nikation.
Deﬁnition 2.4 In einem probabilistischen Protokoll mit privaten Zufalls-
bits besitzen A und B je eine Quelle von unabh¨ angigen Zufallsbits mit der
Verteilung 1/2 f¨ ur 1 und 1/2 f¨ ur 0. Die Spieler d¨ urfen jeweils auf ihre Zu-
fallsquelle zugreifen und ihre Kommunikation von den gelesenen Bits abh¨ an-
gig machen. Wir unterscheiden folgende Akzeptanzmodi:
1. In einem Las Vegas Protokoll m¨ ussen die Spieler immer das korrekte
Ergebnis ausgeben. Die Kosten eines Protokoll werden bestimmt als
das Maximum (¨ uber alle Eingaben) der erwarteten Kommunikation
des Protokolls, wobei der Erwartungswert ¨ uber alle Zufallswahlen geht.
Die Las Vegas Komplexit¨ at von f ist deﬁniert als die Komplexit¨ at eines
optimalen Las Vegas Protokolls f¨ ur f und wird mit R0(f) bezeichnet.
Eine zweite Variante der Las Vegas Protokolle ist wie folgt deﬁniert.
Die Kosten eines Protokolls sind das Maximum der Kommunikati-
on ¨ uber alle Eingaben und alle M¨ unzw¨ urfe. Allerdings darf nun das
Protokoll f¨ ur jede Eingabe mit einer bestimmten Wahrscheinlichkeit
 aufgeben, ohne das Ergebnis zu liefern. Ansonsten wird wieder ver-
langt, daß alle Ausgaben korrekt sind. Die Komplexit¨ at von f als die
Komplexit¨ at eines optimalen Protokolls dieses Typs wird mit R0,(f)
bezeichnet.
2. In einem probabilistischen Protokoll mit beschr¨ anktem Fehler  darf
das Protokoll f¨ ur jede Eingabe mit der Wahrscheinlichkeit h¨ ochstens 
eine falsche Ausgabe machen. Die Komplexit¨ at eines Protokolls ist als
das Maximum der Kommunikation ¨ uber alle Eingaben und alle Zufalls-
wahlen deﬁniert. Die probabilistische Komplexit¨ at von f bei beschr¨ ank-
tem Fehler ist die Komplexit¨ at eines optimalen solchen Protokolls und
wird mit R(f) bezeichnet. F¨ ur  = 1/3 wird auch R(f) geschrieben.
3. Ein Protokoll mit beschr¨ anktem Fehler heißt Monte Carlo Protokoll,
wenn die Spieler eine Eingabe mit f(xA,xB) = 0 mit Sicherheit ver-
werfen, und ansonsten mit beschr¨ anktem Fehler arbeiten.
Weiterhin untersuchen wir probabilistische Kommunikation mit ¨ oﬀentlichem
Zufall. Hier haben beide Spieler Zugriﬀ auf eine (beliebig lange) Liste von
11Zufallsbits, ohne daß hierf¨ ur Kosten entstehen. Die Komplexit¨ at in diesem
Modell wird mit Rpub bezeichnet, die verschiedenen Akzeptanzmodi sind wie
oben deﬁniert.
Untere Schranken f¨ ur probabilistische Kommunikationskomplexit¨ at werden
¨ ublicherweise bewiesen, indem man untere Schranken f¨ ur deterministische
Protokolle zeigt, die auf fast allen Eingaben bez¨ uglich einer Wahrscheinlich-
keitsverteilung korrekt sind.
Deﬁnition 2.5 Ein deterministisches Protokoll berechnet f mit Fehler 
unter der Verteilung µ, wenn die Wahrscheinlichkeit eines Fehlers des Pro-
tokolls unter dieser Verteilung durch  beschr¨ ankt ist. Die Komplexit¨ at eines
optimalen deterministischen Protokolls f¨ ur f mit Fehler  bez¨ uglich µ wird
mit Dµ
 (f) bezeichnet.
Die folgende Konsequenz einer fundamentalen Beobachtung von Yao stellt
eine Verbindung zwischen den oben deﬁnierten Maßen her und folgt aus dem
Minimax Prinzip der Spieltheorie (siehe [Y77] und [KN97]).
Fakt 2.3 F¨ ur alle  > 0, Verteilungen µ und alle Funktionen f:
Rpub
 (f) = maxµ Dµ
 (f).
F¨ ur alle k: R
(k,pub)
 (f) = maxµ D
(k,µ)
 (f).
Vergleicht man optimale Protokolle mit ¨ oﬀentlichem Zufall, und solche mit
privatem Zufall, so ergibt sich nur ein kleiner Unterschied [Ne91]:
Fakt 2.4 F¨ ur alle 1 > ,δ > 0, alle f : {0,1}n × {0,1}n → {0,1}, alle k:
R(1+δ)(f) ≤ Rpub
 + logn + O(log(1/(δ)).
R
(k)
(1+δ)(f) ≤ R
(k,pub)
 + logn + O(log(1/(δ)).
R0,(1+δ)(f) ≤ R
pub
0, + logn + O(log(1/(δ)).
R
(k)
0,(1+δ)(f) ≤ R
(k,pub)
0, + logn + O(log(1/(δ)).
Durch (parallele) Wiederholung mit unabh¨ angigen Zufallsexperimenten kann
die Fehlerwahrscheinlichkeit probabilistischer Protokolle verringert werden,
indem man die Mehrheitsausgabe bestimmt.
Fakt 2.5 F¨ ur alle 1 >  > δ > 0 und f¨ ur alle f, f¨ ur alle k:
Rδ(f) ≤ R(f) · O(log δ).
R
(k)
δ (f) ≤ R
(k)
 (f) · O(log δ).
Seit der Einf¨ uhrung des Modells der Kommunikationskomplexit¨ at sind vie-
le Resultate zum Thema bewiesen worden, siehe etwa die Monographien
[Hr97],[KN97]. Im folgenden stellen wir einige Resultate zusammen, wel-
che f¨ ur die Arbeit wichtig sind. Eine erste Frage ist, um wieviel die Kom-
munikation durch probabilistische oder nichtdeterministische Protokolle im
Vergleich zu deterministischen Protokollen verringert werden kann. Standar-
dargumente zeigen (siehe etwa [KN97] oder [Hr97]):
12Fakt 2.6 F¨ ur alle f:
D(1)(f) ≤ 2O(R(f)).
D(1)(f) ≤ 2N(f).
Fakt 2.7 F¨ ur alle f : XA × XB → {0,1}:
D(f) ≥ R0(f) ≥ R(f),N(f).
D(f) = D(¬f).
R(f) = R(¬f).
R0(f) = R0(¬f).
An dieser Stelle f¨ uhren wir einige wichtige Kommunikationsprobleme ein,
die in dieser Arbeit ben¨ otigt werden.
Deﬁnition 2.6 Das Disjunktheitsproblem DISJn(x1 ...xn,y1 ...yn) = 1
⇐⇒ ∀i : ¬xi ∨ ¬yi. Die Funktion akzeptiert eine Eingabe, wenn die von
der Eingabe beschriebenen Mengen disjunkt sind.
Das Gleichheitsproblem EQn(x1 ...xn,y1 ...yn) = 1 ⇐⇒ ∀i : xi = yi. Die
Funktion akzeptiert eine Eingabe, wenn x = y.
Das innere Produkt IPn(x1 ...xn,y1 ...yn) = 1 ⇐⇒
P
xiyi ≡ 0 mod 2.
Die Index Funktion IX2n(x1 ...x2n,y1 ...yn) = 1 ⇐⇒ xy = 1.
Die Gr¨ oßer-Gleich Funktion GTn(x1 ...xn,y1 ...yn) = 1 ⇐⇒ die von x
kodierte Zahl ist nicht kleiner als die von y kodierte Zahl.
Als ein Beispiel bestimmen wir die Kommunikationskomplexit¨ at des Gleich-
heitsproblems. Wir geben den Beweis an, weil er die wichtige Idee des Finger-
abdrucks eines Objekts einf¨ uhrt. Um zwei Objekte zu vergleichen, bestimmt
man jeweils eine kurze von ihnen abh¨ angige Information, welche man mit-
einander vergleicht. Diese soll mit hoher Wahrscheinlichkeit eine Unterschei-
dung erm¨ oglichen, siehe [MR95] f¨ ur eine Diskussion des Ansatzes. Weiterhin
werden wir sehen, daß f¨ ur dieses fundamentale Problem keine Interaktion
notwendig ist.
Fakt 2.8 R
(1,pub)
 (EQn) = O(log(1/)).
R
(1)
 (EQn) ≤ logn + O(log(1/)).
R(EQn) = Θ(logn).
N(EQn) = n.
N(¬EQn) = Θ(logn).
Beweis: Zum Beweis der ersten Behauptung betrachte man das folgen-
de Protokoll. Die Spieler raten log(1/) ¨ oﬀentliche bin¨ are Zufallsworte der
L¨ ange n. F¨ ur jedes Wort r(j) sendet Spieler A das Bit
Ln
i=1 xi ∧ r
(j)
i . B be-
rechnet
Ln
i=1 yi∧r
(j)
i , und akzeptiert, wenn beide Werte gleich sind. Die be-
hauptete Kommunikationsschranke gilt also. Man sieht leicht ein, daß jeder
13Test ungleiche Worte x,y mit Wahrscheinlichkeit 1/2 verwirft. Die Wahr-
scheinlichkeit, fehlerhaft zu akzeptieren, ist also h¨ ochstens . Gleiche Worte
werden oﬀensichtlich immer mit Wahrscheinlichkeit 1 akzeptiert.
Die obere Schranke im Modell mit privatem Zufall folgt mit Fakt 2.4. Die
untere Schranke f¨ ur die probabilistische Kommunikationskomplexit¨ at ist ei-
ne direkte Konsequenz von Fakt 2.6 und der folgenden unteren Schranke
f¨ ur nichtdeterministische Kommunikation (und damit f¨ ur deterministische
Kommunikation).
Diese wird wie folgt bewiesen: Jedes nichtdeterministische Protokoll mit
Kommunikation c induziert eine ¨ Uberdeckung der Einsen der Kommunika-
tionsmatrix mit h¨ ochstens 2c 1-chromatischen Teilmatrizen. Da die Einsen
der Kommunikationsmatrix auf der Diagonalen liegen, kann eine solche Ma-
trix nur einen Eintrag bedecken und es sind 2n Teilmatrizen notwendig, also
n ≤ c. Andererseits reicht es, wenn A ihre gesamte Eingabe sendet, daher
ist die nichtdeterministische Kommunikationskomplexit¨ at von EQn genau
n.
Die untere Schranke f¨ ur die nichtdeterministische Komplexit¨ at des Komple-
ments von EQn folgt aus den Fakten 2.6 und 2.7. F¨ ur die obere Schranke
betrachte man folgendes Protokoll: A r¨ at eine Position i, an der x und y
sich m¨ oglicherweise unterscheiden und sendet i sowie xi. B akzeptiert, wenn
xi 6= yi. Daher sind logn + O(1) Bits Kommunikation ausreichend. 2
Das Komplement des Disjunktheitsproblems besitzt die nichtdeterministi-
sche Kommunikationskomplexit¨ at O(logn), d.h., N(¬DISJn) = O(logn),
aber seine probabilistische Komplexit¨ at ist hoch, wie in [KS92] und [R92]
bewiesen wird.
Fakt 2.9 R(DISJn) = Ω(n).
Daher ergibt sich folgendes Korollar der Fakten 2.8 und 2.9, welches zeigt,
daß Probabilismus und Nichtdeterminismus in der Kommunikationskomple-
xit¨ at nicht vergleichbar sind.
Korollar 2.1 Es gibt eine totale Funktion mit R(f) = Ω(n), aber N(f) =
O(logn). Es gibt eine totale Funktion mit N(f) = n, aber R(f) = O(logn).
Diese Unterschiede sind wegen Fakt 2.6 maximal.
W¨ ahrend Nichtdeterminismus verglichen mit Determinismus eine exponenti-
elle Einsparung in der Kommunikation erm¨ oglicht, zeigt das folgende funda-
mentale Resultat von [AUY83] (siehe auch [HR93]), daß eine solch drastische
Einsparung nicht zugleich f¨ ur eine Funktion f und ihr Komplement m¨ oglich
ist, wenn f eine totale Funktion ist.
Fakt 2.10 F¨ ur alle totalen Booleschen Funktionen f:
D(f) ≤ (1 + o(1))(N(f) · N(¬f)).
D(f) ≤ (1 + o(1))R2
0(f).
14Es ist wichtig zu bemerken, daß die obige Simulation im allgemeinen deter-
ministische Protokolle mit einer großen Anzahl von Runden ergibt. F¨ urer
[F¨ u87] hat gezeigt, daß der obige maximale Unterschied auch erreicht wird.
Fakt 2.11 Es gibt ein totale Boolesche Funktion so daß R0(f) = Θ(
√
n),
aber D(f) = Θ(n).
Eine verallgemeinerte Fassung von Fakt 2.10 wird in [L90] bewiesen. Es sei
trank(M(f)) die maximale Anzahl von Zeilen in einer Teilmatrix der Kom-
munikationsmatrix von f, in der sich oberhalb einer Diagonale mit Einsen
nur Nullen beﬁnden.
Fakt 2.12 F¨ ur alle totalen Booleschen Funktionen f:
D(f) ≤ (1 + o(1))(N(¬f) · trank(f)).
Las Vegas Probabilismus kann also eine quadratische Beschleunigung erge-
ben, Probabilismus mit beschr¨ anktem Fehler eine exponentielle Beschleu-
nigung im Vergleich zu Determinismus. An dieser Stelle ist ein weiterer
Vergleich m¨ oglich: gibt es eine totale Funktion, so daß probabilistische Pro-
tokolle quadratische teurer sind als nichtdeterministische Protokolle f¨ ur die
Funktion und f¨ ur ihr Komplement (und daher so teuer wir deterministische
Protokolle schlimmstenfalls)? Eine Antwort wurde von Beame und Lawry
[BL92] gegeben:
Fakt 2.13 Es gibt eine totale Funktion f : {0,1}n × {0,1}n → {0,1} mit
R0(f) = Ω(log2 n) und N(f),N(¬f) = O(logn).
Diese Aussage kann noch in gewisser Hinsicht verbessert werden. Zuerst
wenden wir uns jedoch der nichtdeterministischen Kommunikation mit be-
schr¨ anktem Nichtdeterminismus zu. Man betrachte die folgende iterierte
Version des (komplementierten) Disjunktheitsproblems.
Deﬁnition 2.7 Sei Dn,s die folgende Boolesche Funktion:
Dn,s(x1x2 ...xs,y1y2 ...ys) = 1 ⇐⇒ ∀i : xi,yi ∈ P(n32,n) und xi ∩ yi 6= ∅
Man beachte, daß die Eingabel¨ ange Θ(nslogn) ist und daß oﬀensichtlich
nichtdeterministische Protokolle Dn,s bzw. das Komplement von Dn,s mit
Kommunikation O(slogn) bzw. O(nlogn) berechnen k¨ onnen. Hromkoviˇ c
und Schnitger [HrS96] haben die Frage betrachtet, wie eﬃzient ein nichtde-
terministisches Protokoll f¨ ur Dn,s sein kann, wenn es nur s nichtdetermini-
stische Bits verwendet.
Fakt 2.14 1. Es gibt ein  > 0 so daß jedes deterministische Proto-
koll, welches Dn,s korrekt auf einem Bruchteil 1/2s der Einsen be-
rechnet, ohne eine Null zu akzeptieren, mindestens Kommunikation
Ω(ns) ben¨ otigt.
152. Es gibt ein  > 0 so daß jedes nichtdeterministische Protokoll f¨ ur Dn,s,
welches h¨ ochstens s nichtdeterministische Bits verwendet, Kommuni-
kation Ω(ns) ben¨ otigt.
Jedes Monte Carlo Protokoll (und jedes Las Vegas Protokoll) f¨ ur eine Boo-
lesche Funktion hat die folgende Eigenschaft: f¨ ur eine beliebige Verteilung
auf den zu akzeptierenden Eingaben gibt es ein deterministisches Protokoll,
welches die Funktion korrekt auf der H¨ alfte der zu akzeptierenden Eingaben
(gem¨ aß der Verteilung) berechnet, ohne eine einzige zu verwerfende Eingabe
zu akzeptieren. Das folgt aus dem Minimax Prinzip (Fakt 2.3). Somit gilt
Teil 1 des obigen Resultates auch f¨ ur Monte Carlo Protokolle. Das Resultat
kann aber sogar f¨ ur Protokolle mit beidseitigem Fehler gezeigt werden.
Lemma 2.1 Es gibt ein  > 0 so daß jedes probabilistische Protokoll, wel-
ches mit zweiseitigem beschr¨ anktem Fehler eine Teilmenge der Gr¨ oße 1/2s
der Einsen gegen die Menge aller Nullen von Dn,s entscheidet, Kommuni-
kation Ω(ns) ben¨ otigt.
Skizze des Beweises: Der Beweis folgt mit einigen Modiﬁkationen des
Beweises f¨ ur Fakt 2.14 in [HrS96]. Wir beschreiben nur die notwendigen
Modiﬁkationen, lassen aber alle Details wegen der L¨ ange des Beweises aus.
In der Herleitung ihres Theorems 2.1 argumentieren die Autoren, daß ein
deterministisches Protokoll, welches einen großen Anteil der Einsen akzep-
tiert, aber keine Null, viele 1-chromatische Teilmatrizen in der Kommuni-
kationsmatrix als Nachrichten verwenden muß. Wir verwenden stattdessen
fast 1-chromatische Teilmatrizen, d.h. Teilmatrizen mit 1−δ Einsen gem¨ aß
der Gleichverteilung. Dann kann das Lemma 2.1 von [HrS96] approxima-
tiv bewiesen werden. Ein probabilistisches Protokoll mit kleinem zweiseiti-
gem Fehler f¨ uhrt zu einem deterministischen Protokoll mit kleinem Fehler
bez¨ uglich der Gleichverteilung, und damit zu einer Zerlegung der akzep-
tierten Eingaben in eine Menge fast 1-chromatischer Matrizen (die wenigen
von nicht fast 1-chromatischen Matrizen akzeptierten Eingaben k¨ onnen oh-
ne wesentlichen Verlust weggelassen werden). Der Beweis von Lemma 2.4
von [HrS96] kann dann ohne wesentliche ¨ Anderungen ¨ ubernommen werden
und das obige Lemma folgt. 2
Lemma 2.1 impliziert
Theorem 2.1 N(Dn,n),N(¬Dn,n) ≤ O(
√
mlogm), aber
R(Dn,n) = Ω(m/logm) f¨ ur die Eingabel¨ ange m = Θ(n2 logn).
2.1.2 Endliche Automaten
In diesem Abschnitt deﬁnieren wir die in der Arbeit betrachteten Modelle
endlicher Automaten.
16Endliche Automaten sind ein Beispiel eines Berechnungsmodells, das in sei-
ner Kommunikationsf¨ ahigkeit eingeschr¨ ankt ist: es muß Information von
der linken Seite zur rechten Seite der Eingabe transportiert werden, und
dazu steht nur der im Zustand vorhandene endliche ”Speicherplatz“ zur
Verf¨ ugung. Eine hohe Kommunikationskomplexit¨ at f¨ ur eine Zerlegung der
Sprache in eine zweistellige Funktion bedingt dann eine große Zustandszahl.
Wir geben jetzt die ¨ ublichen Deﬁnitionen f¨ ur endliche Einweg Automaten.
Deﬁnition 2.8 Ein deterministischer (endlicher) Einweg Automat, kurz
dfa, ist ein Tupel (Q,Σ,δ,q0,F), wobei Q die endliche Menge der Zust¨ ande
ist, Σ ein endliches Alphabet, δ : Q×Σ → Q die Transitionsfunktion, q0 ∈ Q
der Startzustand und F ⊆ Q die Menge der akzeptierenden Zust¨ ande.
Ein dfa startet seine Berechnung auf einem Wort x ∈ Σ∗ im Zustand q0.
Dann wird die Transition e δ : Q×Σ∗ → Q angewendet, die wie folgt deﬁniert
ist: e δ(q,) = q f¨ ur das leere Wort , und e δ(q,xa) = δ(e δ(q,x),a) f¨ ur jeden
Buchstaben a ∈ Σ, alle Worte x, und alle Zust¨ ande q. Der dfa akzeptiert
ein Wort x, wenn e δ(q0,x) ∈ F. Die von einem dfa A erkannte Sprache ist
die Menge der akzeptierten Worte. Die Gr¨ oße von A ist die Gr¨ oße von Q.
Sprachen, die von einem dfa erkannt werden k¨ onnen, heißen regul¨ ar.
Ein nichtdeterministischer (endlicher) Einweg Automat, kurz nfa, ist ¨ ahn-
lich wie ein dfa durch ein Tupel (Q,Σ,δ,q0,F) deﬁniert, wobei Q die endliche
Menge der Zust¨ ande ist, Σ ein endliches Alphabet, δ : Q × Σ → P(Q) die
Transitionsfunktion, q0 ∈ Q der Startzustand und F ⊆ Q die Menge der
akzeptierenden Zust¨ ande ist. Man beachte, daß δ diesmal eine Abbildung auf
die Potenzmenge von Q ist.
Wieder kann δ zu einer Abbildung auf Worten expandiert werden, so daß
e δ(q,x) die Menge der Zust¨ ande bezeichnet, die beim Lesen von x ab Zustand
q erreichbar sind.
Ein nfa A akzeptiert ein Wort x, wenn e δ(q0,x)∩F 6= ∅. Die von A erkannte
Sprache ist die Menge der von A akzeptierten Worte. Die Gr¨ oße von A ist
die Gr¨ oße von Q.
Ein probabilistischer (endlicher) Einweg Automat, kurz pfa, ist ¨ ahnlich wie
ein dfa als ein Tupel (Q,Σ,δ,q0,F) deﬁniert, wobei Q die endliche Menge
der Zust¨ ande ist, Σ ein endliches Alphabet, δ : Q × Σ × Q → [0,1] die
Transitionsfunktion. Diese hat die Eigenschaft, daß f¨ ur alle a ∈ Σ,q ∈ Q
gilt: X
q0∈Q
δ(q,a,q0) = 1,
d.h. auf den Nachfolgezust¨ anden ist eine Wahrscheinlichkeitsverteilung de-
ﬁniert. q0 ∈ Q ist der Startzustand und F ⊆ Q ist die Menge der akzeptie-
renden Zust¨ ande. Die Gr¨ oße eines pfa ist die Gr¨ oße von Q.
Wieder kann δ zu einer Abbildung auf Worten expandiert werden, so daß
e δ(q,x,q0) die Wahrscheinlichkeit ist, daß der pfa von Zustand q nach q0
gelangt, wenn x gelesen wird.
17Wir betrachten zwei verschiedene Akzeptanzmodi.
Bei einem pfa mit beschr¨ anktem Fehler verlangen wir, daß f¨ ur alle Worte
x entweder
P
q∈F
e δ(q0,x,q) ≥ 2/3, oder
P
q∈Q−F
e δ(q0,x,q) ≥ 2/3 gilt. Im
ersten Fall wird x akzeptiert, im zweiten Fall verworfen. Die von einem pfa
mit beschr¨ anktem Fehler erkannte Sprache ist die Menge der akzeptierten
Worte.
Ein Las Vegas pfa ist ein Tupel (Q,Σ,δ,q0,Fa,Fr), wobei die ersten f¨ unf
Komponenten wie f¨ ur normale pfa deﬁniert sind, aber es eine weitere Teil-
menge Fr ⊆ Q mit Fa ∩ Fr = ∅ gibt. Es sei F? = Q − Fa − Fr.
Alle Worte, welche mit Wahrscheinlichkeit gr¨ oßer als 0 einen Zustand in
Fa erreichen, werden akzeptiert. Alle Worte, welche mit Wahrscheinlich-
keit gr¨ oßer als 0 einen Zustand in Fr erreichen, werden verworfen. Der
Automat muß die Eigenschaft haben, daß jedes Wort entweder akzeptiert
oder verworfen wird, aber niemals beides. Außerdem muß f¨ ur jedes Wort
die Wahrscheinlichkeit, einen Zustand in Fa ∪ Fr zu erreichen, mindestens
1 −  betragen, die sogenannte Erfolgswahrscheinlichkeit. Wenn nichts an-
deres vereinbart ist, gilt  = 1/2.
Ein Las Vegas pfa klassiﬁziert also eine Eingabe entweder korrekt als zur
Sprache geh¨ orig oder nicht zur Sprache geh¨ orig, oder gibt ohne Ergebnis
auf, das letztere allerdings mit beschr¨ ankter Wahrscheinlichkeit.
Als n¨ achstes fassen wir einige grundlegende Relationen zwischen den ver-
schiedenen Akzeptanzmodi zusammen, mit dem Hauptaugenmerk auf den
Komplexit¨ atsparameter Gr¨ oße, vergleiche [MF71]. Zun¨ achst zum Vergleich
der Sprachen, die ¨ uberhaupt erkannt werden k¨ onnen, siehe [HU79], [R63].
Fakt 2.15 F¨ ur alle regul¨ aren Sprachen gibt es einen dfa mit minimaler Zu-
standsanzahl, der aus einem gegebenen dfa in polynomieller Zeit konstruiert
werden kann.
Alle Sprachen, die von einem pfa mit beschr¨ anktem Fehler oder von einem
nfa erkannt werden, sind regul¨ ar.
Die Gr¨ oße eines minimalen dfa f¨ ur eine Sprache, die von einem nfa mit s
Zust¨ anden erkannt werden kann, ist h¨ ochstens 2s.
Die Gr¨ oße eines minimalen dfa f¨ ur eine Sprache, die von einem pfa mit
s Zust¨ anden und beschr¨ anktem Fehler erkannt werden kann, ist h¨ ochstens
sO(s).
Die minimale Gr¨ oße ist gleich dem Nerode Index der Sprache, siehe [HU79].
Das folgende Resultat wurde (im wesentlichen) in Arbeiten von Meyer und
Fischer [MF71] und Ambainis [A96] bewiesen.
Fakt 2.16 Es gibt eine Sprache L so daß ein minimaler pfa f¨ ur L Gr¨ oße s
hat, und ein nfa mit Gr¨ oße O(logs) f¨ ur L existiert.
Es gibt eine Sprache L so daß ein minimaler nfa f¨ ur L die Gr¨ oße s hat,
und ein pfa mit Gr¨ oße O(logs ·
loglogs
logloglogs) und beschr¨ anktem Fehler f¨ ur L
existiert.
18In [DHRS97] werden Einweg Las Vegas Automaten mit Erfolgswahrschein-
lichkeit 1/2 untersucht.
Fakt 2.17 F¨ ur jede Sprache, welche einen Las Vegas pfa mit s Zust¨ anden
besitzt, gibt es einen dfa mit O(s2) Zust¨ anden.
Es gibt eine Sprache L, so daß jeder dfa f¨ ur L mindestens s Zust¨ ande hat,
aber ein Las Vegas pfa f¨ ur L mit O(
√
s) Zust¨ anden existiert.
F¨ ur Arbeiten zum Thema des beschr¨ ankten Nichtdeterminismus bei Auto-
maten sei auf [KW80], [GKW90], [HKKSS00] verwiesen. Zun¨ achst deﬁnieren
wir, wie der Verbrauch von Nichtdeterminismus quantiﬁziert wird.
Deﬁnition 2.9 Sei A ein nfa und x1 ...xn ein Eingabewort. Ein Schritt der
Berechnung von A auf x ist ein Tripel q,a,q0, wobei q0 ∈ δ(q,a). Die (nicht-
deterministische) Ratekomplexit¨ at eines Schrittes (q,a,q0) ist dlog|δ(q,a)|e.
Die Ratekomplexit¨ at einer Berechnung qi0,qi1,...,qin−1, wobei qi0 = q0 und
alle (qij,xj+1,qij+1) Schritte sind, ist die Summe der Ratekomplexit¨ aten der
einzelnen Schritte.
Der Verbrauch an Nichtdeterminismus von A auf x ist das Maximum ¨ uber
alle Berechnungen von A auf x der Ratekomplexit¨ aten dieser Berechnungen.
Der Verbrauch an Nichtdeterminismus von A auf Eingabel¨ ange n ist das
Maximum ¨ uber alle Worte der L¨ ange n des Verbrauchs von Nichtdetermi-
nismus auf diesen Worten.
Der Verbrauch an Nichtdeterminismus von A ist dann eine Funktion von n.
Die obige Deﬁnition unterscheidet sich von der Deﬁnition [GKW90] inso-
weit, als hier ¨ uber alle Berechnungen auf einem Wort maximiert wird, an-
statt von minimiert. Der Grund f¨ ur diese Abweichung liegt darin, daß sich
so die Beziehung zu Kommunikationsprotokollen einfacher darstellen l¨ aßt.
Tats¨ achlich ist diese Unterscheidung bei Kommunikationsprotokollen jedoch
irrelevant, und alle unteren Schranken f¨ ur Automaten in unserer Deﬁnition,
welche ¨ uber Kommunikation bewiesen werden, gelten auch f¨ ur Automaten
gem¨ aß der anderen Deﬁnition. Die Deﬁnition mit Maximierung wurde auch
in z.B. [SV81] verwendet.
Unsere Deﬁnition unterscheidet sich auch von der Deﬁnition in [HKKSS00],
wo nicht die exakte Anzahl von Nachfolgern betrachtet wird, sondern nur,
ob ein Schritt nichtdeterministisch ist oder nicht. Unsere Deﬁnition erlaubt
also eine genauere Messung des Nichtdeterminismus’.
Lemma 2.2 Der Verbrauch an Nichtdeterminismus eines nfa mit s Zu-
st¨ anden ist entweder h¨ ochstens slogs oder mindestens (n−s)/s f¨ ur unend-
lich viele n.
Beweis: Wenn ein erreichbarer Zustand q eines nfa A zu einem Zyklus in A
geh¨ ort, und q zwei ausgehende Kanten mit demselben Buchstaben hat, dann
19gibt es ein Wort der L¨ ange n auf dem mindestens (n − s)/s ≥ n/s − 1 Bits
geraten werden. Der Zustand q kann von Startzustand ¨ uber ein Wort der
L¨ ange h¨ ochstens s − 1 erreicht werden. Dann kann die Berechnung auf den
restlichen n−s+1 Buchstaben immer in dem Kreis laufen, wobei mindestens
alle s Zeichen ein nichtdeterministisches Bit geraten wird.
Wenn andererseits f¨ ur alle Worte alle Zust¨ ande mit einer nichtdeterministi-
schen Entscheidung nur einmal durchlaufen werden, k¨ onnen h¨ ochstens slogs
Bits geraten werden. 2
Die Aussage von Lemma 2.2 gilt nicht in der Deﬁnition von [GKW90], wo
es m¨ oglich ist, sublinearen, aber superkonstanten Nichtdeterminismus zu
haben.
In der Arbeit [GKW90] wird gezeigt, daß f¨ ur jede regul¨ are Sprache L, welche
den Buchstaben # nicht verwendet, die Sprache (L#)∗ genauso eﬃzient von
einem dfa erkannt werden kann, wie von einem optimalen nfa mit konstantem
Nichtdeterminismus. Nach unserer Deﬁnition wird f¨ ur solche Sprachen also
linearer Nichtdeterminismus f¨ ur eﬃzientere nfa ben¨ otigt.
Weiterhin wird in [GKW90] folgendes gezeigt.
Fakt 2.18 Ein nfa mit s Zust¨ anden, der beschr¨ ankten Nichtdeterminismus
r hat, erkennt eine Sprache, deren minimaler dfa h¨ ochstens s2r
Zust¨ ande
hat.
Es gibt eine Sprache L, welche einen minimalen dfa mit 2n Zust¨ anden hat,
w¨ ahrend ein nfa mit r Ratebits und Gr¨ oße O(2r+n/2r
) f¨ ur L existiert und
der minimale nfa f¨ ur L nur n + 1 Zust¨ ande hat.
Außer Einweg Automaten betrachten wir auch Zweiweg Automaten. Hier
geben wir die Deﬁnition des Modells.
Deﬁnition 2.10 Ein (endlicher) Zweiweg Automat M ist durch ein Tupel
der Form (Q,Σ,δ,q0,F) gegeben. Q ist die endliche Menge von Zust¨ anden,
Σ ein endliches Alphabet. Sei Γ = Σ ∪ {$} das Bandalphabet. δ : Q × Γ ×
Q×{−1,0,+1} → [0,1] ist die Transitionsfunktion, q0 ∈ Q der Startzustand
und F ⊆ Q die Menge der akzeptierenden Zust¨ ande. Es muß gelten, daß f¨ ur
alle q ∈ Q,a ∈ Γ: X
q0∈Q,b∈{−1,0,+1}
δ(q,a,q0,b) = 1.
Die Gr¨ oße von M ist |Q|.
1. M ist deterministisch, wenn δ(q,a,q0,b) ∈ {0,1} f¨ ur alle q,q0,a,b.
2. Wenn M nichtdeterministisch ist, so muß gelten δ(q,a,q0,b) ∈ {0,1/cqa}
(f¨ ur ein cqa ≥ 1) f¨ ur alle q,q0,a,b.
3. im allgemeinen ist M probabilistisch, δ induziert eine Verteilung auf
Zust¨ anden und {−1,0,+1}, gegeben q,a.
20M rechnet auf einem Wort x1 ...xn in der folgenden Art: M besitzt einen
Lesekopf, der zu Beginn auf x1 plaziert ist. Dann w¨ ahlt M gegeben den Zu-
stand q und das Zeichen xi an der Kopfposition i den n¨ achsten Zustand q0
und die Bewegungsrichtung b des Kopfes gem¨ aß der Verteilung, welche durch
δ(q,xi,·,·) gegeben ist. b bestimmt die Kopfbewegung nach links, stehenblei-
ben, oder nach rechts. Links und rechts vom Eingabewort beﬁndet sich jeweils
das Zeichen $. Versucht der Automat, an diesem Zeichen vom Eingabewort
weg weiterzulaufen, so bleibt der Kopf an seiner Position stehen.
Ein Wort wird von einer Berechnung akzeptiert, wenn irgendwann am lin-
ken oder rechten Ende der Eingabe das Zeichen $ in einem akzeptierenden
Zustand besucht wird.
1. Ist M deterministisch, dann ist die Menge der mit Wahrscheinlichkeit
1 akzeptierten Worte die erkannte Sprache.
2. Ist M nichtdeterministisch, dann ist die von M erkannte Sprache die
Menge der mit positiver Wahrscheinlichkeit akzeptierten Worte.
3. Ist M probabilistisch mit beschr¨ anktem Fehler, dann ist die von M
erkannte Sprache die Menge der Worte, welche mit Wahrscheinlich-
keit 2/3 akzeptiert werden. Jedes Wort im Komplement dieser Sprache
muß mit Wahrscheinlichkeit mindestens 2/3 nicht akzeptiert werden.
Eine Kreuzungsfolge zwischen den Eingabebuchstaben xi und xi+1 ist die Fol-
ge der Zust¨ ande, in denen in einer Berechnung von xi nach xi+1 gewechselt
wird oder umgekehrt. Ein probabilistischer oder deterministischer Zweiweg
Automat ist k-kreuzungsbeschr¨ ankt, wenn in jeder seiner Berechnungen jede
Kreuzungsfolge h¨ ochstens k Elemente hat. Ein nichtdeterministischer Zwei-
weg Automat ist k-kreuzungsbeschr¨ ankt, wenn folgendes gilt: Versucht der
Automat in einer Berechnung, eine l¨ angere Kreuzungsfolge als k zu erzeu-
gen, so wird die Berechnung abgebrochen und die Eingabe verworfen.
Ein Zweiweg Automat f¨ uhrt in einer Berechnung k Reversals aus, wenn der
Lesekopf k mal die Bewegungsrichtung ¨ andert, wobei der Start der Berech-
nung mitgerechnet wird. Ein probabilistischer oder deterministischer Zwei-
weg Automat ist k-reversalbeschr¨ ankt, wenn er in allen seinen Berechnungen
nur h¨ ochstens k Reversals ausf¨ uhrt. Ein nichtdeterministischer Zweiweg Au-
tomat ist k-reversalbeschr¨ ankt, wenn er in jeder Berechnung nach mehr als
k Reversals nur noch verwerfen kann.
Eine Konﬁguration des Automaten auf einer Eingabe bestehe aus dem Zu-
stand q, einem Buchstaben xi und einer Kopfposition i. Die nichtdetermi-
nistische Ratekomplexit¨ at (gemessen in Bits) eines nichtdeterministischen
Zweiweg Automaten in einer Konﬁguration ist der aufgerundete Logarith-
mus der Kardinalit¨ at der Menge der Nachfolgekonﬁgurationen der Konﬁgu-
ration. Der Automat r¨ at s Bits in einer Berechnung, wenn die Summe der
Ratekomplexit¨ aten der Konﬁgurationen in den Berechnungsschritten s ist.
21Ein nichtdeterministischer Zweiweg Automat hat beschr¨ ankten Nichtdeter-
minismus s(n), wenn f¨ ur alle Eingaben der L¨ ange n und alle Berechnungen
auf den Eingaben h¨ ochstens s(n) Bits geraten werden.
Oﬀensichtlich sind k-kreuzungsbeschr¨ ankte Zweiweg Automaten mindestens
so m¨ achtig wie k-reversalbeschr¨ ankte Automaten. Jede Berechnung, die k-
reversalbeschr¨ ankt ist, ist auch k-kreuzungsbeschr¨ ankt. F¨ ur Ergebnisse zur
Reversalkomplexit¨ at siehe [CY91].
Die Beziehungen zwischen den Gr¨ oßen deterministischer und nichtdetermi-
nistischer Zweiweg Automaten sind ein wichtiges oﬀenes Problem der Auto-
matentheorie. Sipser [S80] hat gezeigt, daß f¨ ur den Spezialfall sogenannter
Sweepingautomaten ein exponentieller Gr¨ oßenunterschied zwischen determi-
nistischen und nichtdeterministischen Automaten f¨ ur eine Sprache besteht.
Andererseits ist bekannt, daß nichtdeterministische Zweiweg Automaten nur
regul¨ are Sprachen erkennen k¨ onnen (siehe [HU79]), w¨ ahrend probabilistische
Zweiweg Automaten mit beschr¨ anktem Fehler auch nichtregul¨ are Sprachen
erkennen k¨ onnen, allerdings nur in exponentieller Zeit (siehe [Fr81],[DS89]).
Las Vegas Zweiweg Automaten werden in [HrS99] untersucht.
2.1.3 Schaltkreise und Formeln
In diesem Abschnitt deﬁnieren wir die Modelle der Booleschen Schaltkreise
und Formeln, welche in den Kapiteln 3 und 4 betrachtet werden. Fragen der
Uniformit¨ at von Familien solcher Schaltkreise werden nicht betrachtet.
Deﬁnition 2.11 Die Architektur eines Booleschen Schaltkreises ist ein ge-
richteter azyklischer Graph. Die Knoten mit Ingrad 0 sind entweder Einga-
ben, in welchem Fall sie mit einer Eingabevariablen xi markiert sind, oder
Konstanten, in welchem Fall sie mit 0 oder 1 markiert sind. Knoten mit In-
grad k ≥ 1 sind Gatter und tragen als Beschriftung eine k-stellige Boolesche
Funktion g : {0,1}k → {0,1}. Der Ingrad eines Knotens heißt auch fan-
in, der Ausgrad auch fan-out. Als Ausgabegatter wird ein bestimmtes Gatter
festgelegt.
Die Gr¨ oße eines Booleschen Schaltkreises ist die Anzahl seiner Knoten, die
Tiefe die L¨ ange eines l¨ angsten Pfades im Schaltkreis von einer Eingabe zu
einer Ausgabe.
Ein Boolescher Schaltkreis rechnet auf einer Zuweisung von Werten zu den
Variablen x1,...,xn wie folgt. Bei der Berechnung wird allen Knoten suk-
zessive ein Wert aus {0,1} zugewiesen. Eingaben und Konstanten erhalten
den entsprechenden Wert. Ein mit einer Funktion g beschrifteter innerer
Knoten, der Vorg¨ anger mit bereits berechneten Werten v1,...,vk hat, be-
kommt den Wert g(v1,...,vk) zugewiesen. Der Wert des Ausgabegatters ist
die Ausgabe des Schaltkreises und demgem¨ aß berechnet der Schaltkreis eine
Funktion f : {0,1}n → {0,1}. Wenn nichts anderes gesagt wird, haben alle
Schaltkreise in dieser Arbeit nur Gatter mit fan-in h¨ ochstens 2.
22W¨ ahrend es wohlbekannt ist, daß fast alle Booleschen f : {0,1}n → {0,1}
nur Schaltkreise der Gr¨ oße Θ(2n/n) haben (siehe z.B. [BS90]), sind nicht-
lineare untere Schranken f¨ ur explizit deﬁnierte Funktionen bisher nicht be-
kannt. Deshalb werden eingeschr¨ ankte Modelle von Schaltkreisen betrachtet.
Deﬁnition 2.12 Ein monotoner Schaltkreis ist ein Boolescher Schaltkreis,
der ausschließlich die Gattertypen UND (∧) und ODER (∨) verwendet. Wir
betrachten fan-in 2 und, wenn besonders vermerkt, unbeschr¨ ankten fan-in.
Hohe untere Schranken f¨ ur die Gr¨ oße und die Tiefe monotoner Schaltkrei-
se sind in mehreren Arbeiten enthalten, siehe [BS90] f¨ ur einen ¨ Uberblick.
In unserem Kontext besonders interessant ist die Methode von Karchmer
und Wigderson [KW90], welche einen Zusammenhang zwischen Runden
und Kommunikation pro Runde in einem Kommunikationsspiel zu Tiefe
und Gr¨ oße von Booleschen Schaltkreisen herstellt, siehe auch [NW93]. Eine
Hierarchie f¨ ur monotone Schaltkreise mit polynomieller Gr¨ oße und polylo-
garithmischer Tiefe wird von Raz und McKenzie [RM97] bewiesen.
Probabilistische monotone Schaltkreise werden in dieser Arbeit nicht be-
trachtet, da der Probabilismus mit Hilfe der Nichtuniformit¨ at eﬃzient eli-
miniert werden kann. Als n¨ achstes deﬁnieren wie nichtdeterministische mo-
notone Schaltkreise.
Deﬁnition 2.13 Ein nichtdeterministischer monotoner Schaltkreis besitzt
als zus¨ atzliche nichtdeterministische Eingabevariablen a1,...,as,a1,...,as
und akzeptiert eine Eingabe x, wenn es eine Belegung a der zus¨ atzlichen
Variablen gibt, so daß die Eingabe x,a akzeptiert wird.
Die Ratebits werden in obiger Deﬁnition negiert und unnegiert gegeben,
ansonsten sind sie wirkungslos.
Die Gr¨ oße Boolescher Formeln ist ein wichtiges Komplexit¨ atsmaß. Formeln
sind ein grundlegendes Berechnungsmodell und eine universelle Datenstruk-
tur f¨ ur Boolesche Funktionen. Der Logarithmus der Formell¨ ange ist asym-
ptotisch ¨ aquivalent zur Tiefe von Schaltkreisen mit konstantem fan-in. An-
dererseits sind Formeln eingeschr¨ ankte Schaltkreise, f¨ ur deren Gr¨ oße super-
lineare untere Schranken bekannt sind.
Deﬁnition 2.14 Eine Boolesche Formel ist ein Boolescher Schaltkreis mit
fan-in 2 und fan-out 1. Die Booleschen Eingabevariablen x1,...,xn d¨ urfen
beliebig oft gelesen werden. Die Gatterfunktionen sind beliebig, Konstanten
0,1 d¨ urfen gelesen werden.
Die Gr¨ oße (oder L¨ ange) einer deterministischen Formel ist die Anzahl der
nichtkonstanten Bl¨ atter.
Es kann gezeigt werden, daß f¨ ur Boolesche Funktionen der Logarithmus der
optimalen Formell¨ ange in einer linearen Beziehung zur optimalen Schalt-
kreistiefe steht (siehe [BS90, W87]).
23Probabilistische Formeln wurden in [V84], [B85], [DZ97] mit der Absicht be-
trachtet, eﬃziente (deterministische) monotone Formeln f¨ ur die Majorit¨ ats-
funktion probabilistisch zu konstruieren.
Das gew¨ ohnlich betrachtete Modell einer probabilistischen Formel ist eine
Wahrscheinlichkeitsverteilung auf deterministischen Formeln. Da aber For-
meln auch als Datenstruktur interessant sind, f¨ uhren wir ein kompakteres
Modell ein. ”Faire“ probabilistische Formeln sind Formeln, die auf Eingabe-
variablen und zus¨ atzlichen Zufallsvariablen arbeiten. Das Modell, bei dem
eine probabilistische Formel eine Verteilung auf deterministischen Formeln
ist, nennen wir ”starke“ probabilistische Formeln.
Deﬁnition 2.15 Eine faire probabilistische Formel ist eine Boolesche For-
mel, die auf Eingabevariablen und zus¨ atzlichen Zufallsvariablen r1,...,rm
arbeitet, eine starke probabilistische Formel ist eine Wahrscheinlichkeitsver-
teilung D auf (deterministischen) Booleschen Formeln. Faire bzw. starke
probabilistische Formeln F berechnen eine Boolesche Funktion f mit be-
schr¨ anktem Fehler, wenn
Pr[F(x) 6= f(x)] ≤ 1/3.
Faire bzw. starke probabilistische Formeln F sind Monte Carlo Formeln f¨ ur
f (d.h. haben einseitigen Fehler), wenn
Pr[F(x) = 0|f(x) = 1] ≤ 1/2 und Pr[F(x) = 1|f(x) = 0] = 0.
Eine Las Vegas Formel besteht aus zwei Booleschen Formeln. Eine der For-
meln gibt die Ausgabe, die andere (veriﬁzierende) Formel zeigt durch ihre
Akzeptanz an, ob die Berechnung korrekt ist. Beide arbeiten auf derselben
Eingabe. Es gibt also vier verschiedene Ausgaben, von denen zwei als ”?“ zu
interpretieren sind (die veriﬁzierende Formel verwirft), und die anderen als
0 bzw. 1. Eine Las Vegas Formel F berechnet f, wenn die Ausgaben 0 oder
1 immer korrekt sind und
Pr[F(x) =?] ≤ 1/2.
Die Gr¨ oße einer fairen probabilistischen Formel ist die Anzahl ihrer nicht-
konstanten Bl¨ atter.
Die Gr¨ oße einer starken probabilistischen Formel ist die erwartete Gr¨ oße
einer deterministischen Formel bez¨ uglich der Verteilung D.
Es ist leicht zu sehen, daß man die Fehlerwahrscheinlichkeit probabilistischer
Formeln auf beliebig kleine Konstanten dr¨ ucken kann, wobei die Gr¨ oße ent-
sprechend um einen konstanten Faktor steigt. Deshalb werden wir in asym-
ptotischen Aussagen auch beliebige Konstanten als Fehlerwahrscheinlichkei-
ten betrachten.
24Eine starke probabilistische Formel kann man in eine deterministische For-
mel umwandeln. Bei Monte Carlo Formeln steigt dabei die Gr¨ oße um einen
Faktor von O(n): man w¨ ahlt O(n) zuf¨ allige Formeln gem¨ aß der Verteilung,
und verbindet sie durch ein ODER Gatter. Mit einer Anwendung der Cher-
nov Ungleichung folgt die Korrektheit, siehe Abschnitt 2.2.1. Starke Formeln
mit beschr¨ anktem Fehler derandomisiert man, indem man ebenfalls O(n)
zuf¨ allige Formeln w¨ ahlt, und sie durch eine approximative Majorit¨ atsfunk-
tion verbindet. Diese Funktion gibt auf n Booleschen Variablen die Aus-
gabe 1, wenn mindestens 2n/3 der Variablen den Wert 1 haben, und gibt
die Ausgabe 0, wenn h¨ ochstens n/3 der Variablen den Wert 1 haben. Die
approximative Majorit¨ atsfunktion kann von deterministischen Formeln der
L¨ ange O(n2) berechnet werden, siehe [V84], [B85]. Daher steigt so die Gr¨ oße
um den Faktor O(n2) an.
Es sei bemerkt, daß starke probabilistische Formeln auch sublineare L¨ ange
haben k¨ onnen, was bei fairen probabilistischen Formeln, die von allen Ein-
gaben abh¨ angen, nicht m¨ oglich ist. Wir werden aber in Korollar 3.5 zei-
gen, daß starke probabilistische Formeln sublineare Gr¨ oße nur dann haben
k¨ onnen, wenn sie partielle Funktionen berechnen oder nicht von allen Einga-
be abh¨ angen. Die approximative Majorit¨ at kann beispielsweise von starken
probabilistischen Formeln der L¨ ange 1 berechnet werden, indem man den
Wert einer zuf¨ alligen Variable zur Ausgabe macht.
Deﬁnition 2.16 Eine nichtdeterministische Formel mit s Ratebits ist eine
Formel mit zus¨ atzlichen Eingabevariablen a1,...,as. Die Formel akzeptiert
eine Eingabe x, wenn es eine Belegung der zus¨ atzlichen Variablen a gibt, so
daß (a,x) akzeptiert wird.
Die Gr¨ oße einer nichtdeterministischen Formel ist die Anzahl ihrer nicht-
konstanten Bl¨ atter.
Einige wohlbekannte Resultate geben untere Schranken f¨ ur die Formell¨ ange
an. Die Methode von Neˇ ciporuk ist dabei die Methode, welche f¨ ur Formeln,
bei denen alle zweistelligen Gatterfunktionen erlaubt sind, die h¨ ochsten
unteren Schranken ergibt (siehe [N66, BS90]). F¨ ur andere Methoden zum
Beweis unterer Schranken siehe z.B. [BS90] und [BNS92]; eine Charakte-
risierung der Formell¨ ange f¨ ur Formeln mit Gatterfunktionen UND, ODER
und NICHT durch die Komplexit¨ at eines bestimmten Kommunikationsspiels
wird in [KW90] angegeben, untere Schranken mit dieser Methode sind vor
allem f¨ ur monotone Formeln bekannt.
Die Neˇ ciporuk Methode werden wir in Abschnitt 3.3.3 mit Hilfe der Ein-
weg Kommunikationskomplexit¨ at deﬁnieren. Hier geben wir zun¨ achst die
Standarddeﬁnition, siehe z.B. [W87].
Sei f eine Funktion auf den n Variablen aus X = {x1,...,xn}. F¨ ur eine
Teilmenge S ⊆ X sei eine Subfunktion auf S eine von f durch Fixierung der
Variablen in X − S induzierte Funktion auf den Variablen in S. Die Menge
der Subfunktionen auf S heiße die Menge der S-Subfunktionen von f.
25Fakt 2.19 (Neˇ ciporuk) Sei f eine Boolesche Funktion auf n Variablen.
Weiter sei S1,...,Sk eine Partition der Eingabevariablen und si die Anzahl
der Si-Subfunktionen von f. Dann hat jede deterministische Formel f¨ ur f
eine L¨ ange von mindestens
(1/4)
k X
i=1
logsi.
Es ist leicht zu sehen, daß die Neˇ ciporuk Funktion (1/4)
Pk
i=1 logsi niemals
gr¨ oßer als n2/logn ist [W87].
Deﬁnition 2.17 Die Funktion ”indirekte Speicher-Adressierung“ ISA ist
wie folgt deﬁniert: es gibt drei Bl¨ ocke von Eingaben U,X,Y mit |U| =
logn − loglogn, |X| = |Y | = n. U adressiert einen Block der L¨ ange logn
in X, welcher ein Bit in Y adressiert. Dieses Bit ist die Ausgabe, also
ISA(U,X,Y ) = YXU.
Die folgende Aussage wird z.B. in [W87] und [Z95] bewiesen.
Fakt 2.20 Jede deterministische Formel f¨ ur ISA hat die L¨ ange Ω(n2/logn).
Es gibt eine deterministische Formel f¨ ur ISA mit der L¨ ange O(n2/logn).
2.2 Weitere Grundlagen
2.2.1 Wahrscheinlichkeitstheorie
In diesem Abschnitt geben wir die ben¨ otigten Deﬁnitionen aus der Wahr-
scheinlichkeitstheorie. Das meiste Material kann beispielsweise in [MR95]
gefunden werden.
Deﬁnition 2.18 Eine σ-Algebra (Ω,F) besteht aus einem Raum Ω und ei-
ner Menge F von Teilmengen des Raums, so daß folgende Bedingungen
gelten:
1. ∅ ∈ F
2. E ∈ F ⇒ E ∈ F
3. E1,E2,... ∈ F ⇒ E1 ∪ E2 ∪ ... ∈ F.
Die Menge von Mengen F ist abgeschlossen unter Komplementierung, Ver-
einigung, und daher auch unter Schnittbildung. Elemente von F heißen auch
Ereignisse.
Deﬁnition 2.19 F¨ ur eine σ-Algebra (Ω,F) ist ein Wahrscheinlichkeitsmaß
Pr : F → [0,1] eine Funktion mit den folgenden Eigenschaften:
261. Pr(Ω) = 1.
2. F¨ ur paarweise disjunkte E1,E2,... ∈ F: Pr(E1∪E2∪...) =
P
i Pr(Ei).
Ein Wahrscheinlichkeitsraum ist ein Tripel (Ω,F,Pr), wobei (Ω,F) eine σ-
Algebra ist und Pr ein Wahrscheinlichkeitsmaß.
Deﬁnition 2.20 F¨ ur einen Wahrscheinlichkeitsraum (Ω,F,Pr) ist die be-
dingte Wahrscheinlichkeit von E1 ∈ F gegeben E2 ∈ F deﬁniert durch
Pr(E1|E2) =
Pr(E1 ∩ E2)
Pr(E2)
,
falls Pr(E2) > 0.
Fakt 2.21 (Bayes Regel) Sei E1,...,Ek eine Partition von Ω. Dann gilt
f¨ ur jedes Ereignis E:
Pr(Ei|E) =
Pr(E|Ei)Pr(Ei)
Pk
j=1 Pr(E|Ej)Pr(Ej)
.
Deﬁnition 2.21 Eine Menge von Ereignissen {Ei|i ∈ I} ist unabh¨ angig,
wenn f¨ ur alle Teilmengen S ⊆ I gilt:
Pr(
\
i∈S
Ei) =
Y
i∈S
Pr(Ei).
Deﬁnition 2.22 Eine (diskrete) Zufallsvariable ist eine Funktion X : Ω →
S, wobei S ⊂ IR abz¨ ahlbar ist und f¨ ur alle x ∈ S gilt: {ω ∈ Ω|X(ω) = x} ∈ F.
Das Argument der Zufallsvariablen wird meistens nicht mit aufgef¨ uhrt. ¨ Ubli-
cherweise wird zu einer Zufallsvariablen eine Menge E ⊆ S mit dem Ereignis
{ω ∈ Ω|X(ω) ∈ E} ∈ F identiﬁziert und ebenfalls als Ereignis bezeichnet.
Zufallsvariablen X,Y mit Wertebereichen SX bzw. SY sind unabh¨ angig,
wenn f¨ ur alle x ∈ SX,y ∈ SY die Ereignisse X = x und Y = y unabh¨ angig
sind.
Die Dichtefunktion (oder Verteilung) einer Zufallsvariable X ist deﬁniert
durch pX(x) = Pr(X = x).
Sei X eine Zufallsvariable. Der Erwartungswert von X ist E[X] =
P
x∈SX x·
pX(x), der bedingte Erwartungswert ist E[X|Y = y] =
P
x x·Pr(X = x|Y =
y), und E[X|Y ] ist die Zufallsvariable f(Y ) mit f(y) = E[X|Y = y].
Die Varianz von X ist V ar[X] = E[X2] − E[X]2.
Fakt 2.22 F¨ ur alle Zufallsvariablen X,Y : E[X + Y ] = E[X] + E[Y ].
F¨ ur unabh¨ angige Zufallsvariablen X,Y : V ar[X + Y ] = V ar[X] + V ar[Y ].
27Als ein Beispiel betrachten wir unabh¨ angige Zufallsvariablen X1,...,Xn,
wobei die Zufallsvariable Xi die folgende Verteilung habe: Xi = 1 mit Wahr-
scheinlichkeit p, Xi = 0 mit Wahrscheinlichkeit 1 − p f¨ ur ein p ∈ [0,1]. Also
liegt eine Bernoulli Verteilung vor. Sei X = X1 + ··· + Xn. X hat eine Bi-
nomialverteilung mit den Parametern p und n. Der Erwartungswert von X
ist pn, die Varianz ist np(1 − p).
Die Binomialverteilung entsteht bei einem Experiment, bei dem B¨ alle aus
einem Topf gezogen werden, der pn schwarze und (1−p)n weiße B¨ alle enth¨ alt,
wobei die gezogenen B¨ alle jedesmal wieder zur¨ uckgelegt werden. Bei der
hypergeometrischen Verteilung liegt dasselbe Experiment zugrunde, wenn
gezogene B¨ alle nicht zur¨ uckgelegt werden.
Es seien also M schwarze und N−M weiße B¨ alle gegeben, und wir w¨ ahlen n
von den B¨ allen zuf¨ allig ohne Zur¨ ucklegen. Sei X die Zufallsvariable, welche
die Anzahl gezogener schwarzer B¨ alle anzeigt. Dann ist der Erwartungswert
von X gleich E[X] = nM
N . Die Varianz ist
V ar[X] = n
M
N
(1 −
M
N
)
N − n
N − 1
.
Abweichungen von Erwartungswert k¨ onnen allgemein wie folgt beschr¨ ankt
werden.
Fakt 2.23 (Markov) F¨ ur alle nichtnegativen Zufallsvariablen X und alle
positiven k:
Pr(X ≥ kE[X]) ≤ 1/k.
Bessere Schranken erh¨ alt man oft mit folgender Ungleichung.
Fakt 2.24 (Chebyshev) F¨ ur alle Zufallsvariablen X und alle positiven k:
Pr(|X − E[X]| ≥ k
p
V ar[X]) ≤ 1/k2.
F¨ ur Summen von unabh¨ angigen 0,1-wertigen Zufallsvariablen kann eine st¨ arke-
re Ungleichung gezeigt werden.
Fakt 2.25 (Chernov) Seien X1,...,Xn unabh¨ angige Zufallsvariablen, wo-
bei Xi = 1 mit Wahrscheinlichkeit pi und Xi = 0 mit Wahrscheinlichkeit
1 − pi f¨ ur ein pi ∈ [0,1]. Sei X =
P
i Xi. Dann ist f¨ ur 0 <  ≤ 1:
Pr(X ≤ (1 − )E[X]) ≤ e−2E[X]/2,
Pr(X ≥ (1 + )E[X]) ≤ e−2E[X]/3.
Sind Zufallsvariablen nicht unabh¨ angig, ist es oft schwer, gute Schranken
f¨ ur Abweichungen von Erwartungswert zu zeigen. Ein wichtiger Ansatz, be-
schr¨ ankte Abh¨ angigkeit auszunutzen, ist mit Martingalen verbunden. Als
n¨ achstes f¨ uhren wir einige Begriﬀe ein, welche in der Deﬁnition von Martin-
galen benutzt werden.
28Deﬁnition 2.23 Es sei eine σ-Algebra (Ω,F) mit F = P(Ω) gegeben. Eine
Folge F0 ⊆ F1 ⊆ F2 ⊆ ··· ⊆ Fm von Teilmengen von P(Ω) heißt ein Filter,
wenn
1. F0 = {∅,Ω}
2. Fm = P(Ω)
3. (Ω,Fi) f¨ ur alle i eine σ-Algebra ist.
Wenn E1,E2,... disjunkte Ereignisse sind, so daß F die minimale Menge
von Teilmengen ist, welche E1,E2,... und ∅ enth¨ alt und unter Komplemen-
tierung und Vereinigung abgeschloßen ist, dann sagen wir, daß die Ereignisse
E1,E2,... die Menge F erzeugen, und E1,E2,... werden als Elementarer-
eignisse bezeichnet.
Ein Filter kann so verstanden werden: Zu Ω wird eine Folge von sich ver-
feinernden Partitionen gew¨ ahlt, so daß die Elemente der iten Partition Fi
erzeugen. Die erzeugenden Ereignisse von Fm sind dann einelementig.
Deﬁnition 2.24 F¨ ur eine σ-Algebra (Ω,F) und eine Zufallsvariable X ist
der bedingte Erwartungswert E[X|F] deﬁniert durch E[X|Y ] f¨ ur eine Zu-
fallsvariable Y , die auf den Elementarereignissen von F jeweils unterschied-
liche Werte annimmt.
Die Deﬁnition von E[X|F] h¨ angt oﬀenbar nicht von den speziﬁschen Werten
ab, welche Y auf den Elementarereignissen hat, sondern nur davon, daß Y
jeweils einen anderen Wert auf jedem Elementarereignis hat.
Deﬁnition 2.25 F¨ ur eine σ-Algebra (Ω,F) ist eine Zufallsvariable X :
Ω → S genau dann F-meßbar, wenn f¨ ur alle x ∈ S das Ereignis ”X = x“
in F liegt.
Deﬁnition 2.26 Sei (Ω,F) eine σ-Algebra und F0 ⊆ F1 ⊆ F2 ⊆ ··· ⊆ Fm
ein Filter.
Weiterhin seien X0,X1,... Zufallsvariablen so daß jedes Xi Fi-meßbar ist.
Dann ist die Folge X0,X1,... ein Martingal, wenn f¨ ur alle i ≥ 0 gilt, daß
E[Xi+1|Fi] = Xi.
Wir geben jetzt einen einfachen Weg an, ein Martingal zu erzeugen.
Fakt 2.26 Sei (Ω,F,Pr) ein Wahrscheinlichkeitsraum mit einem Filter F0 ⊆
F1 ⊆ F2 ⊆ ··· ⊆ Fm.
X sei eine Zufallsvariable ¨ uber dem Wahrscheinlichkeitsraum und Zi =
E[X|Fi]. Die Folge der Z0,Z1,...,Zm ist ein Martingal. Solche Folgen hei-
ßen auch Doob Martingale.
29Folgende Ungleichung erlaubt es, Abweichungen vom Erwartungswert f¨ ur
Martingale zu beschr¨ anken.
Fakt 2.27 (Azuma) Sei Z0,Z1,... ein Martingal, bei dem f¨ ur alle i > 0
|Zi − Zi−1| ≤ ci,
wobei diese Distanz den maximalen Unterschied zwischen den Zufallsvaria-
blen angibt. Dann gilt f¨ ur alle t > 0 und λ > 0:
Pr(|Zt − Z0| ≥ λ) ≤ 2exp
 
−
λ2
2
Pt
i=1 c2
i
!
.
Ein weiterer wichtiger Begriﬀ ist die Distanz zwischen Verteilungen bzw. Dich-
tefunktionen von Zufallsvariablen.
Deﬁnition 2.27 Die Distanz zwischen den Dichtefunktionen pX und pY
von Zufallsvariablen X,Y mit Wertebereich {1,...,n} ist
||pX − pY || =
n X
i=1
|pX(i) − pY (i)|.
Im n¨ achsten Abschnitt wird folgendes n¨ utzlich sein.
Fakt 2.28 (Jensen) Sei f : IR → IR eine konkave Funktion und X eine
Zufallsvariable mit reellen Werten. Dann gilt
E[f(X)] ≤ f(E[X]).
2.2.2 Informationstheorie
Wir deﬁnieren nun einige wichtige Begriﬀe der Informationstheorie [Bl87,
G90].
Deﬁnition 2.28 Sei (Ω,F,Pr) ein Wahrscheinlichkeitsraum und X eine
Zufallsvariable mit Wertebereich S = {x1,...,xn} und Dichtefunktion pX.
Die Entropie von X ist H(X) = −
P
x∈S pX(x)logpX(x).
Die Entropie von X gegeben ein Ereignis E ist
H(X|E) = −
P
x∈S Pr(X = x|E)logPr(X = x|E).
Die bedingte Entropie von X gegeben eine Zufallsvariable Y ¨ uber demselben
Wahrscheinlichkeitsraum ist H(X|Y ) =
P
y Pr(Y = y)H(X|Y = y), wobei
die Summme ¨ uber die Werte von Y l¨ auft. Damit ist H(X|Y ) = H(XY ) −
H(Y ).
Die relative Entropie zwischen zwei Zufallsvariablen X,Y mit einem gemein-
samen Wertebereich S = {x1,...,xn} ist gegeben durch
R(X|Y ) =
P
x∈S Pr(X = x)log(Pr(X = x)/Pr(Y = x)). Gilt f¨ ur ein x, daß
Pr(Y = x) = 0 und Pr(X = x) > 0, so ist die relative Entropie unendlich.
30Die Information zwischen X und Y ist H(X : Y ) = H(X) − H(X|Y ).
Die bedingte Information zwischen X und Y , gegeben Z, ist H(X : Y |Z) =
H(XZ) + H(Y Z) − H(Z) − H(XY Z).
F¨ ur α ∈ [0,1] wird auch H(α) = −αlogα − (1 − α)log(1 − α) deﬁniert.
Alle obigen Deﬁnitionen benutzen die Konvention 0log0 = 0.
Das n¨ achste Ergebnis wird in [NW93] und [RW89] benutzt, um die Wahr-
scheinlichkeit von Ereignissen zu einer Zufallsvariable mit hoher Entropie
durch deren uniforme Wahrscheinlichkeit (d.h. unter der Gleichverteilung)
zu approximieren.
Fakt 2.29 Wenn E ⊆ S = {x1,...,xn} ein Ereignis zu einer Zufallsvaria-
ble X mit dem Wertebereich S ist, und wenn q = |E|/n ≤ 1/5 und
∆ =
s
4(logn − H(X))
q
≤
1
10
,
so gilt |Pr(E) − q| ≤ q∆.
Beweis: Wir zeigen, daß Pr(E) ≤ q(1+∆), der andere Fall Pr(E) ≥ q(1−∆)
kann analog gezeigt werden.
Die Ereignisse {X = xi} bezeichnen wir im folgenden als Elementarereig-
nisse. Zuerst verschieben wir die Wahrscheinlichkeiten von Pr zu einem
Maß Pr0, indem die Wahrscheinlichkeiten der nq gr¨ oßten Elementarereig-
nisse umverteilt werden, so daß alle die gleiche Wahrscheinlichkeit haben.
Dann wird die Gesamtwahrscheinlichkeit der restlichen Elementarereignisse
so umverteilt, daß alle die gleiche Wahrscheinlichkeit haben. Oﬀensichtlich
wird so die Summe a der Wahrscheinlichkeiten der gr¨ oßten qn Elementa-
rereignisse (f¨ ur die oﬀenbar a ≥ Pr(E) gilt) nicht ver¨ andert. Die Entro-
pie der Zufallsvariablen X0 mit der neuen Dichtefunktion kann durch die
Transformation nicht gegen¨ uber der Entropie von X gefallen sein, also gilt
logn − H(X0) ≤ logn − H(X). Angenommen
Pr 0(X = x) =
(
(1 + ξ)/n f¨ ur die qn gr¨ oßten Elementarereignisse
1−q(1+ξ)
(1−q)n f¨ ur die anderen Elementarereignisse.
Die zweite Wahrscheinlichkeit ist gleich (1 −
ξq
1−q)/n. Es gilt
logn − H(X) ≥ logn + nq · (1 + ξ)/n · log((1 + ξ)/n)
+ (1 − q)n · (1 −
ξq
1 − q
)/n · log((1 −
ξq
1 − q
)/n)
≥ q(1 + ξ)log(1 + ξ) + (1 − q)log(1 − ξq/(1 − q)).
Mit Hilfe von Taylorreihen kann man nun zeigen, daß f¨ ur α ≥ −1/10:
ln(1 + α) = α − α2/2 + Rα,
31wobei |Rα| ≤ |α|3 und Rα·α ≥ 0. Wir erhalten unter der Annahme ξ ≤ 1/10
und q ≤ 1/5:
logn − H(X) ≥ loge · [q(1 + ξ)(ξ − ξ2/2)
+ (1 − q)(−ξq/(1 − q) + ξ2q2/(2(1 − q)2) − ξ3q3/(1 − q)3)]
≥ loge · [(q + qξ)(ξ − ξ2/2) − (ξq − ξ2q2/2 + ξ3q3/(1 − q)2)]
≥ loge · [qξ2/2 − qξ3/2 − q3ξ3/(1 − q)2].
Angenommen ξ ≤ 1/10 und q ≤ 1/5, so erhalten wir logn − H(X) ≥ qξ2/4
bzw. ξ ≤
q
4(logn−H(X))
q = ∆.
Da aber logn − H(X0) streng monoton steigend in ξ ist, war die Annah-
me ξ ≤ 1/10 gerechtfertigt: w¨ are ξ > 1/10, so w¨ are
q
4(logn−H(X))
q ≥
q
4(logn−H(X0))
q > 4
r
4(logn−H(X1/10))
q ≥ 1/10, wenn X1/10 die Variable X0
f¨ ur ξ = 1/10 ist. Das ist aber ein Widerspruch zur Annahme an ∆.
Insgesamt erhalten wir Pr(E) ≤ a ≤ q(1 + ∆). 2
Das folgende Resultat ist eine vereinfachte Version von Fanos Ungleichung
(siehe [G90]).
Fakt 2.30 Sind X,Y zwei Boolesche Zufallsvariablen mit Pr(X 6= Y ) ≤ ,
dann gilt H(X : Y ) ≥ H(X) − H().
Beweis: Sei Z = 1 ⇐⇒ X = Y und Z = 0 ⇐⇒ X 6= Y . Dann gilt
H(X|Y ) = H(XY ) − H(Y ) = H(ZY ) − H(Y ) ≤ H(Z) ≤ H(). 2
Das n¨ achste Lemma ist ¨ ahnlich, allerdings in einer ”Las Vegas Variante“.
Lemma 2.3 Gegeben seien eine Zufallsvariable X mit endlichem Wertebe-
reich S sowie eine Zufallsvariable Y mit Wertebereich S ∪ {x?}, so daß
Pr(Y = x|X = x) ≥ 1 −  f¨ ur alle x ∈ S, Pr(Y = x|X 6= x) = 0
f¨ ur alle x 6= x? und Pr(Y = x?|X = x) ≤  f¨ ur alle x ∈ S. Dann gilt
H(X : Y ) ≥ (1 − )H(X).
Beweis: H(X : Y ) = H(X) − H(X|Y ). Sei δ = Pr(Y = x?) ≤  und
x = Pr(Y = x?|X = x) ≤  und px = Pr(X = x).
H(X|Y ) ≤ (1 − δ)H(X|Y 6= x?) + δH(X|Y = x?)
= δH(X|Y = x?)
= −δ
X
x
Pr(X = x|Y = x?)log(Pr(X = x|Y = x?))
= −δ
X
x
(xpx/δ)log(xpx/δ)
≤ −
X
x
px logpx + δ
X
x
(xpx/δ)log(δ/x)
≤ H(X) + δ log
X
x
px mit Jensens Ungleichung
≤ H(X). 2
32Wir ben¨ otigen noch die Kraftsche Ungleichung [MO00].
Fakt 2.31 Sei code : {1,...,k} → {0,1}∗ eine injektive Funktion und di
bezeichne die L¨ ange von code(i). Dann gilt
k X
i=1
2−di ≤ 1.
Das n¨ achste Resultat (siehe z.B. [Bl87]) verbindet die Distanz zwischen Dich-
tefunktionen mit der relativen Entropie. Ein verallgemeinerter Beweis f¨ ur
Quanteninformationstheorie wird in Abschnitt 5.2.2 gegeben.
Fakt 2.32 F¨ ur alle Zufallsvariablen X,Y mit gemeinsamem Wertebereich
gilt
R(X|Y ) ≥
1
2ln2
||pX − pY ||2.
2.2.3 Die VC-Dimension
Wir ben¨ otigen das kombinatorische Konzept der Vapnik-Chervonenkis Di-
mension [VC71].
Deﬁnition 2.29 Eine Menge S wird von einer Menge Boolescher Funktio-
nen F zerschmettert, wenn es f¨ ur jedes R ⊆ S eine Funktion f ∈ F gibt, so
daß f¨ ur alle x ∈ S: f(x) = 1 ⇐⇒ x ∈ R.
Die Gr¨ oße einer gr¨ oßten von F zerschmetterten Menge ist die VC-Dimension
V C(F) von F.
Fakt 2.33 Sei F eine Menge Boolescher Funktionen f : X → {0,1}. Dann
gilt
2V C(F) ≤ |F| ≤ (|X| + 1)V C(F).
Beweis:
F¨ ur die erste Ungleichung beobachte man, daß eine zerschmetterte Menge
mit d = V C(F) Elementen mindestens 2d Funktionen in F erzwingt, welche
die 2d Teilmengen erzeugen.
Die zweite Ungleichung wird per Induktion ¨ uber die Gr¨ oße von X bewiesen,
wobei X die Menge der Eingaben der Funktionen ist. F¨ ur |X| = 1 ist die
Behauptung trivial.
Sei also |X| > 1. Man nehme eine Eingabe x ∈ X und partitioniere die
Funktionen in zwei Mengen. F0 enthalte alle f so daß f(x) = 0 gilt und es
eine Funktion g ∈ F mit g(x) = 1 und g(y) = f(y) f¨ ur alle y 6= x gibt. Sei
F1 = F − F0.
Nat¨ urlich kann man F0 so betrachten, als h¨ atten die Funktionen in F0 die
Menge X − {x} als Deﬁnitionsbereich der Gr¨ oße |X| − 1. Außerdem ist
V C(F0) ≤ V C(F) − 1:
33Denn wenn F0 die Menge S ⊆ X − {x} zerschmettert, dann zerschmettert
F auch S ∪ {x}.
Sei T ⊆ S. Wenn x 6∈ T, dann gibt es eine Funktion f ∈ F0, so daß f(y) =
1 ⇐⇒ y ∈ T. Ansonsten gibt es eine Funktion f ∈ F0 mit f(y) = 1 ⇐⇒
y ∈ T − {x}. Dann erf¨ ullt die Funktion g gegeben f¨ ur f in der Deﬁnition
von F0 die Eigenschaft g(y) = 1 ⇐⇒ y ∈ T.
F1 kann man als eine Menge von Funktionen ¨ uber X −{x} betrachten, weil
alle f,g ∈ F1 sich auf Eingaben aus X −{x} paarweise unterscheiden. Auch
gilt V C(F1) ≤ V C(F).
Daher folgt
|F| = |F0| + |F1|
≤ (|X| − 1 + 1)V C(F)−1 + (|X| − 1 + 1)V C(F)
= |X|V C(F)−1(|X| + 1)
< (|X| + 1)V C(F).
2
Wir betrachten nun die VC-Dimension auch f¨ ur zweistellige Funktionen.
Deﬁnition 2.30 F¨ ur eine Funktion f : X × Y → {0,1} sei F = {g|∃x ∈
X : ∀y ∈ Y : g(y) = f(x,y)}. Dann deﬁnieren wir V C(f) = V C(F).
D(1)(f) ist die deterministische Einweg Kommunikationskomplexit¨ at der
(zweistelligen) Funktion f. Wir werden sehen, daß bei obiger Deﬁnition
dlog|F|e = D(1)(f) gilt (Fakt 3.1). Daher ist V C(f) ≤ D(1)(f) ≤ dlog(|Y |+
1) · V C(f)e.
34Kapitel 3
Probabilistische
Kommunikation
3.1 ¨ Uberblick
Probabilistische Kommunikation ist ein nat¨ urliches Modell der Kommunika-
tion, da es sowohl realisierbar als auch m¨ achtig ist. Wie bereits gesehen, kann
probabilistische Kommunikation exponentiell eﬃzienter als deterministische
Kommunikation sein (Fakt 2.8). Wir beschreiben im folgenden Resultate,
welche sich mit der Natur beschr¨ ankter Interaktion in der Kommunikations-
komplexit¨ at besch¨ aftigen.
Als neues Ergebnis geben wir eine Verbesserung einer Rundenhierarchie
f¨ ur probabilistische Kommunikationskomplexit¨ at gegen¨ uber dem Resultat in
[NW93] an. In gewisser Hinsicht rechtfertigen die Resultate dieses Kapitels,
daß ein Kapitel ¨ uber deterministische Kommunikation fehlt. Deterministi-
sche Einweg Kommunikation kann trivial charakterisiert werden, und die
Ergebnisse zur probabilistischen Rundenhierarchie in Abschnitt 3.2 f¨ uhren
auch zu einer deterministischen Hierarchie. Man kann sagen, daß probabi-
listische Kommunikation im wesentlichen fast genauso abh¨ angig von Inter-
aktion ist, wie deterministische Kommunikation und sich damit wesentlich
von nichtdeterministischer Kommunikation unterscheidet. Diese Abh¨ angig-
keit scheint eine wichtige Eigenschaft realistischer Kommunikationsmodelle
zu sein.
Der erste Abschnitt des Kapitels enth¨ alt Techniken zum Beweis unterer
Schranken f¨ ur probabilistische Einweg Kommunikation. Erstaunlicherwei-
se kann dieses Maß (im Fall beschr¨ ankten Fehlers) bisher jedoch nicht gut
kombinatorisch charakterisiert werden, w¨ ahrend solche Charakterisierungen
f¨ ur deterministische und nichtdeterministische Einweg Kommunikation tri-
vial sind. Die einzige bekannte generelle Methode f¨ ur untere Schranken f¨ ur
die probabilistische Einweg Kommunikation basiert auf der VC-Dimension
aus Abschnitt 2.2.3.
35Danach beschreiben und verbessern wir eine Rundenhierarchie f¨ ur proba-
bilistische Kommunikationskomplexit¨ at von Nisan und Wigderson [NW93],
und f¨ uhren dabei die Pointer Jumping Funktion fk ein, die zentral f¨ ur Be-
trachtungen ¨ uber beschr¨ ankte Interaktion ist. Bei dieser Funktion muß im
wesentlichen der k + 2te Knoten eines Pfades in einem bipartiten Graphen
mit 2n Knoten berechnet werden. F¨ ur diese Funktion gilt trivialerweise
D(k)(fk) ≤ klogn. Wir leiten das beste bisher bekannte probabilistische
Protokoll f¨ ur fk her, bei dem B beginnt und k Runden benutzt werden. Hier-
bei verwenden wir eine Kombination von Ideen aus [NW93] und [PRV99].
Es ist bekannt, daß D(B,k)(fk) = O(n) wenn k konstant [PRV99] und daß
R(B,k)(fk) = O(n
k logn + klogn) [NW93].
Theorem 3.1 R(B,k)(fk) = O(n
k · (log(k/2) n + logk) + klogn).
Nisan und Wigderson [NW93] haben R(B,k,pub)(fk) = Ω(n/k2 − klogn) ge-
zeigt. Das folgende Ergebnis kann mit einer Modiﬁkation ihres Beweises
gezeigt werden.
Theorem 3.2 R(B,k,pub)(fk) = Ω(n/k + k).
Wie die obere Schranke zeigt, gibt es eine Familie von probabilistischen Pro-
tokollen, welche fk in Abh¨ angigkeit von k eﬃzienter berechnen k¨ onnen als
O(n), obwohl B die Kommunikation beginnt und nur k Runden erlaubt sind.
Wir untersuchen in einem weiteren Abschnitt, wie der Informationsgewinn,
den die Spieler in jeder Runde machen, genau gemessen werden kann, was
in vorherigen Beweisen nicht m¨ oglich war. Wir erhalten eine weitere unte-
re Schranke f¨ ur Pointer Jumping mit einer neuen informationstheoretischen
Methode. Diese Schranke ist zwar asymptotisch schlechter als das obige Er-
gebnis, aber sowohl methodisch interessant, als auch von den konstanten
Faktoren der unteren Schranke, welche erheblich geringer sind als im Beweis
von Theorem 3.2.
Theorem 3.3 R
(B,k,pub)
 (fk) ≥
(1−2)2
2k2 · n − klogn.
Abschnitte 3.3.1 und 3.3.2 beschreiben Anwendungen auf probabilistische
Automaten. In Fakt 3.2 wird eine untere Schranke f¨ ur die probabilistische
Einweg Kommunikationskomplexit¨ at mittels des VC-Dimension gegeben. Ei-
ne ihrer Anwendungen ist das folgende Resultat.
Korollar 3.2 Sei L eine regul¨ are Sprache.
Dann hat jeder probabilistische Einweg Automat mit beschr¨ anktem Fehler
f¨ ur L mindestens 2Ω(V C(L)) Zust¨ ande.
Weiterhin wird gezeigt, daß der Ansatz, die Gr¨ oße von pfa durch probabili-
stische Einweg Kommunikation zu beschr¨ anken, manchmal im Vergleich zur
wirklichen Gr¨ oße exponentiell kleinere Schranken hervorbringt.
36F¨ ur probabilistische Zweiweg Automaten wird die folgende Hierarchie ge-
zeigt.
Theorem 3.4 F¨ ur alle k und n gibt es eine Sprache Lk ⊆ {0,1}n, wel-
che von einem deterministischen k-reversalbeschr¨ ankten Zweiweg Automa-
ten mit O(kn) Zust¨ anden erkannt wird. Probabilistische (k − 1)-kreuzungs-
beschr¨ ankte Zweiweg Automaten f¨ ur Lk haben mindestens 2Ω(n/(k2 logn)) Zu-
st¨ ande.
Danach wird in Abschnitt 3.3.3 die L¨ ange probabilistischer Formeln ein-
gehend untersucht. Als untere Schranken werden die Neˇ ciporuk Funktion
[N66] (siehe auch [BS90]) sowie eine neue Funktion hergeleitet. Diese neue
Funktion ist mit der Neˇ ciporuk Funktion verwandt, und entsteht informell
gesprochen durch eine Ersetzung des Logarithmus’ der Gr¨ oße der Menge der
Subfunktionen durch deren VC-Dimension.
Korollar 3.3 Die VC-Neˇ ciporuk Funktion ist eine asymptotische untere
Schranke f¨ ur die L¨ ange starker probabilistischer Formeln mit beschr¨ anktem
Fehler.
Die (konventionelle) Neˇ ciporuk Funktion ist asymptotisch eine untere Schran-
ke f¨ ur die L¨ ange von starken Las Vegas Formeln f¨ ur totale Funktionen.
Weiterhin wird der folgende Unterschied zwischen probabilistischen Formeln
mit und ohne Fehler gezeigt. Es wird auch bewiesen, daß dieser Unterschied
maximal ist unter der Annahme, daß die untere Schranke mit der (konven-
tionellen) Neˇ ciporuk Methode gezeigt wird.
Korollar 3.4 Es gibt eine Funktion, die von fairen Monte Carlo Formeln
der L¨ ange O(N) berechnet wird, f¨ ur die aber jede starke Las Vegas Formel
die L¨ ange Ω(N3/2) hat, d.h. es gibt einen Unterschied von Ω(N1/2) zwischen
Las Vegas und Monte Carlo Formell¨ ange.
Es gibt ebenfalls einen Unterschied von Ω(N1/2) zwischen Monte Carlo For-
mell¨ ange und der L¨ ange von probabilistischen Formeln mit beschr¨ anktem
Fehler.
Als einen Kandidaten f¨ ur eine Funktion, bei der ein gr¨ oßerer Unterschied
bestehen k¨ onnte, untersuchen wir verallgemeinerte Matrixmultiplikation.
Die Resultate dieses Kapitels sind zum Teil in [Kl97] und [Kl00a] publiziert.
3.2 Resultate zur Kommunikationskomplexit¨ at
3.2.1 Probabilistische Einweg Kommunikation
Die deterministische Einweg Kommunikationskomplexit¨ at einer Funktion
kann wie folgt charakterisiert werden [Hr97]. Sei row(f) die Anzahl der
verschiedenen Zeilen der Kommunikationsmatrix von f.
37Fakt 3.1 D(1)(f) = dlogrow(f)e.
Es ist also relativ einfach, die deterministische Einweg Kommunikations-
komplexit¨ at abzusch¨ atzen. Wenn man als Beispiel die Index Funktion an-
schaut, so gilt oﬀenbar D(B,1)(IXn) = logn. Es ist aber mit Fakt 3.1
leicht zu sehen, daß D(1)(IXn) = n, da es 2n verschiedene Zeilen in der
Kommunikationsmatrix von IXn gibt. In [KNR95] wird gezeigt, daß auch
R(1,pub)(IXn) = Ω(n), siehe auch [Ab93]. Daher ist Einweg Kommunikation
eine starke Einschr¨ ankung. Eine generelle untere Schranke wird ebenfalls in
[KNR95] gezeigt.
Fakt 3.2 R(1,pub)(f) = Ω(V C(f))
Wir verallgemeinern dieses Resultat auf Quanten Einweg Protokolle in Ka-
pitel 5. Da aber bekannt ist [KNR95], daß es Funktionen gibt, bei denen
V C(f) = O(1), aber R(1,pub)(f) = Ω(n) gilt, ist obige Methode unter
Umst¨ anden sehr schlecht. Es ist ein oﬀenes Problem, eine geeignete kombina-
torische Methode zum Beweis unterer Schranken f¨ ur probabilistische Einweg
Kommunikationskomplexit¨ at mit beschr¨ anktem Fehler zu ﬁnden, die f¨ ur alle
Funktionen gute Resultate liefert. Eine alternative Methode wird ebenfalls
in Kapitel 5 diskutiert.
Las Vegas Kommunikation f¨ ur totale Funktionen kann quadratisch eﬃzienter
sein als deterministische Kommunikation (Fakt 2.10/2.11). Die entsprechen-
de Aussage f¨ ur Einweg Protokolle ist falsch [DHRS97].
Fakt 3.3 F¨ ur alle totalen Funktionen f gilt:
R
(1,pub)
0,1/2 (f) ≥ D(1)(f)/2.
Auch dieses Resultat wird in Kapitel 5 f¨ ur Quantenkommunikation verall-
gemeinert.
3.2.2 Probabilistische k-Runden Protokolle
Die Pointer Jumping Funktion
In [PS84] wurde vermutet (und f¨ ur k = 2 bewiesen), daß Protokolle mit
k Runden bestimmte Funktionen wesentlich eﬃzienter berechnen k¨ onnen
als Protokolle mit k − 1 Runden. Ein erster allgemeiner Beweis beﬁndet
sich in [DGS87] f¨ ur deterministische Protokolle. Ein existentieller Beweis
einer solchen Rundenhierarchie f¨ ur probabilistische Protokolle beﬁndet sich
in [HR93], eine Hierarchie f¨ ur die sogenannte Pointer Jumping Funktion
wird von Nisan und Wigderson [NW93] gezeigt. Ponzio et.al. [PRV99] geben
eine genauere Analyse sowohl einer nicht Booleschen Variante als auch der
Booleschen Variante dieser Funktion f¨ ur den Fall von k ≤ log∗ n Runden an.
Wir deﬁnieren zun¨ achst die Pointer Jumping Funktion und gehen dann auf
das Resultat von [NW93] ein.
38Deﬁnition 3.1 Seien VA und VB disjunkte Mengen von jeweils n Knoten.
Sei FA = {fA|fA : VA → VB} und FB = {fB|fB : VB → VA}.
Weiter sei f¨ ur feste fA,fB deﬁniert, daß
f(v) = ffA,fB(v) =
(
fA(v) wenn v ∈ VA,
fB(v) wenn v ∈ VB.
Deﬁniere f(0)(v) = v und f(k)(v) = f(f(k−1)(v)).
Dann ist gk : FA ×FB → (VA ∪VB) deﬁniert durch gk(fA,fB) = f
(k+1)
fA,fB(v1),
wobei v1 ∈ VA ein ﬁxer Knoten ist.
Die Funktion fk : FA×FB → {0,1} ist das XOR aller Bits in der Bin¨ ardar-
stellung der Ausgabe von gk.
Nisan und Wigderson haben in [NW93] bewiesen, daß fk eine probabili-
stische k Runden Kommunikationskomplexit¨ at von Ω(n/k2 − klogn) hat,
wenn B zuerst spricht. Die deterministische k Runden Kommunikationskom-
plexit¨ at von gk ist oﬀensichtlich klogn, wenn A beginnt.
Protokolle f¨ ur Pointer Jumping
In [NW93] wird ein probabilistisches Protokoll f¨ ur gk mit einer Kommuni-
kation von O((n/k)logn+klogn) beschrieben, das k Runden hat, wobei B
beginnt. Ponzio et.al. [PRV99] zeigen, daß die deterministische Kommuni-
kation von fk in dieser Situation O(n) ist, falls k = O(1), dabei ist n wie
auch im folgenden immer die Anzahl der Knoten, d.h. die Eingabel¨ ange von
gk und fk ist 2nlogn.
Fakt 3.4 Wenn k = O(1), dann D(B,k)(fk) = O(n).
Wir beschreiben nun ein Protokoll, das f¨ ur alle Werte von k = ω(1) die
bestehenden Protokolle verbessert. Wir kombinieren dazu Ideen aus [NW93]
und [PRV99].
Theorem 3.1 R
(B,k)
0, (gk) = O( n
k· · (log(k/2) n + logk) + klogn).
Beweis: B r¨ at zuf¨ allig mit ¨ oﬀentlichen Zufallsbits d(4/) · (n/k)e Knoten-
nummern von 1 bis n. F¨ ur jeden geratenen Knoten v kommuniziert B die
ersten dlog(k/2) n + 3logke Bits des Pointers fB(v).
In Runde t ≥ 1 kommuniziert der jeweils n¨ achste Spieler den Knoten vt =
f(t−1)(v1). Ist Spieler A an der Reihe ist, so pr¨ uft A, ob vt in Bs Knotenliste
der ersten Runde ist. Diese Liste ist A bekannt, da die Knotennummern
¨ oﬀentliche Zufallsbits sind. Ist vt in der Liste, so kennt A log(k/2) n+3logk
Bits von f(vt). Dies geschieht mit Wahrscheinlichkeit 1 −  w¨ ahrend einer
der ersten k/2 Runden: da die geratenen Knoten relativ zu den Knoten des
Pfades zuf¨ allig sind, wird in in jeder geraden Runde mit Wahrscheinlichkeit
4/(k) die Liste ”getroﬀen“. Erwartet hat man also nach k/2 Runden einen
39solchen Erfolg, mit Wahrscheinlichkeit h¨ ochstens  ist dies nach k/2 Runden
immer noch nicht der Fall. Dann gibt das Protokoll auf.
Von der Runde i ab, in der A die ersten log(k/2) n + 3logk Bits von f(vi)
erf¨ ahrt, kommunizieren die Spieler in jeder Runde i + t f¨ ur alle m¨ ogli-
chen Werte von f(vi+t) jeweils die ersten log(k/2−t) n + 3logk Bits. Weil
es h¨ ochstens n/(log(k/2−t) n · k3) solche Werte gibt, reichen O(n/k2) Bits
Kommunikation daf¨ ur aus. In der letzten Runde ist vk+2 gefunden. Insge-
samt ist die Kommunikation h¨ ochstens
klogn + O((1/) · (n/k)(log(k/2) n + 3logk)) + k · O(n/k2).
Mit Fakt 2.4 erh¨ alt man ein Protokoll mit privatem Zufall. 2
Korollar 3.1 F¨ ur k ≥ 2log∗(n) gilt R(B,k)(gk) = O((n
k + k)logk).
Untere Schranken
Nisan und Wigderson [NW93] betrachten den Protokollbaum deterministi-
scher Protokolle mit k Runden f¨ ur fk, bei denen B die Kommunikation
beginnt, ein kleiner Fehler bez¨ uglich der Gleichverteilung gemacht wird und
die Kommunikation h¨ ochstens n − klogn betr¨ agt. Sie zeigen, daß solche
B¨ aume f¨ ur eine geeignet kleine Konstante  nicht existieren. Nach Yaos Lem-
ma (Fakt 2.3) impliziert dies eine untere Schranke f¨ ur die probabilistische
Kommunikationskomplexit¨ at von fk mit dem entsprechenden Fehler.
Jeder Knoten z des Protokollbaums ist mit einer Teilmatrix der Kommuni-
kationsmatrix assoziiert, welche genau die Eingaben enth¨ alt, welche diesen
Knoten im Protokollbaum erreichen. Zu der Teilmatrix geh¨ oren Zufallsvaria-
blen Fz
A,Fz
B, welche uniform auf den Zeilen bzw. Spalten der Teilmatrix ver-
teilt sind. Fz
A ist dabei als ein Vektor von Zufallsvariablen Fz
A(1),...,Fz
A(n)
zu verstehen. Wir nehmen an, daß in jeder Runde t > 1 der Knoten vt =
f(t−1)(v1) kommuniziert wird. Erzwingt man eine solche Eigenschaft, werden
h¨ ochstens klogn zus¨ atzliche Bits kommuniziert, und die Gesamtkommuni-
kation ist dann h¨ ochstens n.
vt+1 als t + 1ter Knoten des Pfades einer zuf¨ alligen Eingabe ist an einem
Knoten z in Tiefe t ≥ 1 im Baum eine Zufallsvariable, vt ist durch vorige
Nachrichten ﬁxiert. cz bezeichne die Anzahl von Bits, welche vom Protokoll
bis z gesendet sind.
Nisan und Wigderson nennen einen Knoten z im Protokollbaum gut, wenn
die Zufallsvariablen auf den Eingaben, welche den Knoten erreichen, folgende
Eigenschaften haben (o.B.d.A. gelte, daß vt auf der Seite von FB liegt und
A die vorige Nachricht gesendet hat, H sei die Entropie Funktion):
1. H(Fz
A) ≥ nlogn − 2cz
2. H(Fz
B) ≥ nlogn − 2cz
403. H(Fz
B(vt)) ≥ logn −
√
/20
(mit einer analogen Deﬁnition in der anderen Situation). Weiterhin sei die
Wurzel gut. Das Hauptlemma von [NW93] kann wie folgt formuliert werden.
Fakt 3.5 Angenommen z ist gut, und w ist a zuf¨ alliges Kind von z, wobei
Kinder gezogen werden, indem gleichverteilt eine Eingabe x ∈ Fz
A × Fz
B ge-
zogen und das durch x bestimmte Kind gew¨ ahlt wird (die Wahrscheinlichkeit
eines Kindes entspricht der Anzahl der Eingaben, die es erreichen). Dann
gilt
Pr[w ist nicht gut ] ≤ 22
√
 + 1
n.
Die Wurzel des Protokollbaums ist per Deﬁnition gut. Eine zuf¨ allige Ein-
gabe in der Teilmatrix eines guten Knotens liegt mit Wahrscheinlichkeit
1−22
√
− 1
n in einem guten Kind. Also gilt f¨ ur ein konstantes , daß immer
mit Wahrscheinlichkeit 1/2 ein gutes Kind erreicht wird. In Tiefe k+1 wird
also ein gutes Blatt mit Wahrscheinlichkeit 1/2k+1 erreicht (bei gleichver-
teilter Wahl einer Eingabe). In Tiefe k + 1 hat aber ein Spieler bereits das
Ergebnis bekanntgegeben.
Ein gutes Blatt hat einen Fehler von mindestens 1/2−O(1/4) auf den Ein-
gaben in seiner Teilmatrix (siehe [NW93]). Daher hat das Protokoll einen
Fehler von insgesamt mindestens Ω(1/2k) f¨ ur eine gen¨ ugend kleine Kon-
stante . Dies impliziert insbesondere eine untere Schranke f¨ ur fehlerlose
deterministische Protokolle von Ω(n) − klogn, diese Schranke dann noch
auf Ω(n) verbessert werden, siehe [NW93].
Wir versuchen nun, eine m¨ oglichst gute untere Schranke f¨ ur Protokolle mit
Fehler f¨ ur fk herzuleiten. Nisan und Wigderson zeigen, wie oben erl¨ autert,
daß deterministische Protokolle mit Kommunikation n−klogn einen Fehler
von mindestens c/2k auf der Gleichverteilung haben, f¨ ur Konstanten ,c.
Aber h¨ atten Protokolle mit γ ·n/k−logn Kommunikation einen Fehler von
h¨ ochstens 1/3 f¨ ur konstantes γ, so g¨ abe es Protokolle mit Kommunikation
(γ,c)n−klogn und Fehler c/2k f¨ ur eine von γ und c abh¨ angige Konstante
(γ,c), deren Wert mit γ monoton f¨ allt (siehe Fakt 2.5), und f¨ ur gen¨ ugend
kleines γ erg¨ abe sich ein Widerspruch zu den vorigen ¨ Uberlegungen.
F¨ ur Protokolle mit k Runden ist weiterhin eine untere Schranke von k trivial.
Entweder n/k oder k ¨ ubersteigen logn asymptotisch, und wir erhalten somit
eine untere Schranke von Ω(n/k + k).
Theorem 3.2 R(B,k,pub)(fk) = Ω(n/k + k).
Die folgende untere Schranke f¨ ur die nicht Boolesche Variante gk von Pointer
Jumping ist in [PRV99] bewiesen.
Fakt 3.6 R(B,k,pub)(gk) = Ω(nlog(k−1) n).
41Eine weitere untere Schranke f¨ ur Pointer Jumping
In der oben beschriebenen unteren Schranke f¨ ur Pointer Jumping werden in-
formationstheoretische Argumente benutzt. Insbesondere wird die Entropie
der Zufallsvariable des jeweils ”n¨ achsten“ Pointers betrachtet. Dann wird ge-
zeigt, daß diese Variable mit hoher Wahrscheinlichkeit ¨ uber die Bl¨ atter des
Protokollbaums hohe Entropie hat. Da die Verteilung auf den Bl¨ attern da-
bei der Gleichverteilung auf allen Eingaben entspricht, kann man also sagen,
daß eine zuf¨ allige Eingabe im Protokoll mit einer gewissen Wahrscheinlich-
keit in eine Situation f¨ uhrt, in der der ”letzte“ Pointer hohe Entropie hat.
Es stellt sich nun die Frage, ob es nicht der Fall ist, daß man einfacher infor-
mationstheoretisch argumentieren kann. Betrachtet man die Zufallsvariable
einer gleichverteilt gew¨ ahlten Eingabe, ist die Information zwischen den er-
sten t Nachrichten und dem Pointer FA/B(vt) klein? F¨ ur t = 1 ist dies sicher
wahr, denn die erste Nachricht kommt von B und hat keine Information
¨ uber FA(v1). Obwohl Entropie ein Erwartungswert ist, und man annehmen
k¨ onnte, daß die Information zwischen Nachrichten und ”n¨ achstem“ Pointer
immer klein ist, zeigt der Beweis der unteren Schranke nur, daß die Entropie
des n¨ achsten Pointers nach Fixieren der Nachrichten mit hoher Wahrschein-
lichkeit groß ist, dasselbe gilt f¨ ur einen ¨ ahnlichen Beweis in [PRV99].
Es handelt sich hierbei aber nicht um ein Problem des Beweises. Das Pro-
tokoll f¨ ur die Pointer Jumping Funktion gk bzw. fk zu Theorem 3.1 zeigt,
daß ab dem Punkt, an dem Spieler A einen Knoten in Bs Knotenliste aus
der ersten Runde ﬁndet, die Information der Nachrichten ¨ uber den n¨ achsten
Pointer Runde pro Runde stark ansteigt.
Zur Illustration betrachten wir folgendes Beispiel eines 2 Runden Proto-
kolls: B w¨ ahlt mit ¨ oﬀentlichen Zufallsbits n/loglogn Knoten und sendet
f¨ ur jeden davon die ersten 2loglogn Bits. Wenn der erste Pointer von A,
also fA(v1), zu einem der geratenen Knoten zeigt, sendet A alle n/log2 n
m¨ oglichen n¨ achsten Pointer fA(v3) sowie v2 = fA(v1). Die Information die-
ser Nachricht zusammen mit Bs Eingabe (welche v3 = fB(v2) enth¨ alt) ¨ uber
den Pointer fA(v3) erh¨ oht sich auf Θ(logn/loglogn), obwohl man diesen
nur mit Wahrscheinlichkeit Θ(1/loglogn) voraussagen kann, wenn man die
Nachricht und Bs Eingabe besitzt.
Wir betrachten im folgenden ein neues Maß von Information, um einen Wert
zu erhalten, der eine Schranke f¨ ur den Informationsanstieg pro Runde f¨ ur
die Pointer Jumping Funktion darstellt. Dies f¨ uhrt zu einem neuen Beweis
f¨ ur eine untere Schranke f¨ ur Pointer Jumping. W¨ ahrend die neue untere
Schranke asymptotisch schlechter als das Ergebnis ist, welches wir zuvor
mit der Methode von [NW93] hergeleitet haben, hat der neue Beweis zwei
Vorz¨ uge. Zuerst erhalten wir eine direktere informationstheoretische Argu-
mentation. Zum zweiten ist der konstante Faktor in der unteren Schranke
wesentlich besser als bei [NW93]. Dort liegt die untere Schranke ungef¨ ahr
bei (n/k) · 10−4 bei Fehler 1/3.
42Da das Hauptproblem ist, daß mit geringer Wahrscheinlichkeit ¨ uber die Zu-
fallswahlen eines probabilistischen Protokolls die gew¨ ohnliche Information
zwischen Nachrichten und ”n¨ achstem“ Pointer zu groß wird, betrachten wir
ein anderes Informationsmaß, das nie gr¨ oßer als konstant ist. Dieses Maß
f¨ uhren wir nun ein.
F¨ ur die gemeinsame Verteilung pAB zweier Zufallsvariablen A und B seien
pA und pB die Grenzverteilungen, d.h. pA(x) =
P
y pAB(x,y). Die Produkt-
verteilung der Grenzverteilungen sei dann pA ⊗ pB, d.h. pA ⊗ pB(x,y) =
pA(x) · pB(y). Wir erhalten mit Fakt 2.32.
H(A : B) = R(pAB|pA ⊗ pB) ≥
1
2ln2
||pAB − pA ⊗ pB||2,
wobei die Distanz zwischen Verteilungen wie in Deﬁnition 2.27 gemessen
wird. Also kann die Distanz zwischen der Produktverteilung und der realen
Verteilung durch die Information beschr¨ ankt werden. Wie nennen den Wert
D(A : B) = ||pAB − pA ⊗ pB|| die Distanzinformation.
Das n¨ achte Lemma stellt einige Eigenschaften der Distanzinformation zu-
sammen.
Lemma 3.1 F¨ ur alle Verteilungen pABC gilt:
1. D(A : B) = D(B : A).
2. D(AB : C) ≥ D(A : C).
3. 0 ≤ D(A : B) ≤ 2.
4. D(A : B) ≥ ||F(pAB) − F(pA ⊗ pB)|| f¨ ur alle Funktionen F, welche
Verteilungen auf Verteilungen abbilden.
5. D(A : B) ≤
p
2H(A : B).
Beweis: Oﬀensichtlich ist die Deﬁnition symmetrisch, daher gilt 1. 2. ist
eine Konsequenz von 4. Ist pAB = pA ⊗ pB, so ist die Distanzinformation
oﬀenbar 0, kleiner als 0 kann eine Distanz aber nicht werden. Die Distanz
ist immer kleiner als 2, 2 wird erreicht, wenn die beiden Verteilungen auf
disjunkten Mengen positive Werte haben, somit gilt 3. 4. kann per Induktion
gezeigt werden. 2
pAB sei die gemeinsame Verteilung von Zufallsvariablen A und B mit Wer-
ten a1,...,ak und b1,...,bl. p
(a)
B sei die (normalisierte) bedingte Verteilung
von B, welche durch Fixierung von A auf ein a entsteht. Pr(ab) ist die
Wahrscheinlichkeit von ab, Pr(a) =
P
b Pr(ab),Pr(b|a) = Pr(ab)/Pr(a). Ea|b
bezeichne bedingte Erwartungswerte ¨ uber a gegeben b. Die folgenden Eigen-
schaften der Distanzinformation werden sp¨ ater benutzt.
43Lemma 3.2 1. Sei pAB eine Verteilung, wobei pB die Verteilung einer
Zufallsvariable B auf {0,1} mit Pr(B = 1) = Pr(B = 0) = 1/2 sei.
Wenn es eine Abbildung von A auf eine Zufallsvariable X gibt, welche
Pr(X = B) ≥ 1 −  und Pr(X 6= B) ≤  erf¨ ullt (w¨ ahrend dieselbe
Abbildung f¨ ur die Verteilung pA⊗pB eine Verteilung auf X mit Pr(X =
B) = Pr(X 6= B) = 1/2 ergibt), so gilt D(A : B) ≥ 1 − 2.
2. F¨ ur alle pAB, wobei pB eine uniforme Verteilung U ist, gilt:
D(A : B) = Ea||p
(a)
B − U||.
3. F¨ ur alle pABC, wobei pC = U eine uniforme Verteilung ist, gilt:
D(A : C) = D(AB : C) ⇒
∀a mit Pr(a) > 0 : ||p
(a)
C − U|| = Eb|a||p
(ab)
C − U||.
Beweis: F¨ ur die erste Behauptung beobachte man, daß D(A : B) ≥ D(X :
B), und letzterer Wert ist durch 1 − 2 beschr¨ ankt.
Die zweite Behauptung folgt aus D(A : B) = ||pAB − pA ⊗ U||.
Die dritte Behauptung gilt, weil D(A : C) = D(AB : C) impliziert, daß
Ea||p
(a)
C − U|| = EaEb|a||p
(ab)
C − U||.
Weiterhin gilt f¨ ur alle a:
||p
(a)
C − U|| ≤ Eb|a||p
(ab)
C − U||.
Wenn also f¨ ur ein a (mit Wahrscheinlichkeit > 0)||p
(a)
C −U|| < Eb|a||p
(ab)
C −U||
w¨ are, h¨ atten wir einen Widerspruch. 2
Wir geben jetzt eine untere Schranke f¨ ur Pointer Jumping an, in deren
Beweis klar wird, daß die Distanzinformation zwischen Nachrichten und
”n¨ achstem Pointer“ Runde pro Runde nur wenig ansteigen kann. Außerdem
ist die erhaltene Schranke f¨ ur kleine k wegen ihrer Konstanten interessant.
Theorem 3.3 R
(B,k,pub)
 (fk) ≥
(1−2)2
2k2 · n − klogn.
Beweis: Wir betrachten also probabilistische Protokolle mit Fehler , k
Runden, bei denen B beginnt. Die Kommunikation sei δn/k2 − klogn. Wir
werden sehen, daß diese Kommunikation f¨ ur δ < (1−2)2/2 nicht ausreicht,
was die Behauptung beweist.
Wir betrachten die Gleichverteilung auf den Eingaben, d.h. FA und FB
sind uniform zuf¨ allig gew¨ ahlte linke und rechte Eingaben. Die zugeh¨ orige
Verteilung auf den Eingaben und den Nachrichten der ersten t Runden sei
pFAFBMt. F¨ ur jede Eingabe gibt es dabei eine Verteilung auf den Nachrich-
ten, da das Protokoll probabilistisch ist.
44Wir sind daran interessiert, daß das Protokoll die Eigenschaften D(MtFA :
FB) = D(Mt : FB) und D(MtFB : FA) = D(Mt : FA) f¨ ur alle t hat.
Diese Eigenschaft kann in einem Protokoll mit ¨ oﬀentlichem Zufall sehr ein-
fach erhalten werden, wenn man alle Zufallsbits ﬁxiert. Mt enthalte also
die gesendeten Nachrichten bis Runde t. Wir betrachten im folgenden die
¨ oﬀentlichen Zufallsbits als beliebig ﬁxiert.
Lemma 3.3 Das Protokoll erf¨ ullt D(MtFA : FB) = D(Mt : FB) und
D(MtFB : FA) = D(Mt : FA).
Wir zeigen zuerst H(MtFA : FB) = H(Mt : FA) und schließen dann das
Resultat f¨ ur das D-Maß. Der Beweis verl¨ auft per Induktion.
F¨ ur t = 1 ist die Behauptung trivial. Ansonsten ist Mt = Mt−1M, wobei M
die Nachricht der tten Runde ist. Dann ist H(MtFA : FB) = H(Mt−1MFA :
FB). Wir unterscheiden zwei F¨ alle: A sendet Nachricht M bzw. B sendet
Nachricht M.
Im ersten Fall gilt H(Mt−1MFA : FB) = H(Mt−1FA : FB) = H(Mt−1 :
FB) = H(Mt : FB), weil M aus Mt−1 und FA berechnet wird. Der zweite
Schritt gilt per Induktion.
Im zweiten Fall wird M von B gesendet. H(Mt−1MFA : FB) = H(Mt−1MFB :
FA) − H(Mt−1M : FA) + H(Mt−1M : FB). Per Induktion ist das gleich
H(Mt−1 : FA) − H(Mt−1 : FA) + H(Mt−1M : FB) = H(Mt : FB).
So gilt also H(MtFA : FB) = H(Mt : FB) und aus Symmetriegr¨ unden auch
H(MtFB : FA) = H(Mt : FA). Das ist ¨ aquivalent zu H(FA : FB|Mt) = 0.
Letzteres bedeutet, daß f¨ ur alle Werte von Mt die induzierte Verteilung auf
den Eingaben eine Produktverteilung ist.
Nun ist D(MtFA : FB) = Em||p
(m)
FAFB −p
(m)
FA ⊗U||, wobei U die Gleichvertei-
lung ist. Daher
D(MtFA : FB) = Em||p
(m)
FAFB − p
(m)
FA ⊗ U||
= Em||p
(m)
FA ⊗ p
(m)
FB − p
(m)
FA ⊗ U||
= Em||p
(m)
FB − U||
= D(Mt : FB).
2
Wir bezeichnen mit v1 den Startknoten und setzen vt = f(t−1)(v1). Wir
verlangen, daß das Protokoll in Runde t den Knoten vt kommuniziert. Dies
erh¨ oht die Kommunikation um klogn h¨ ochstens, die resultierende Kommu-
nikation ist h¨ ochstens δn/k2.
Die Strategie des Beweises ist eine Induktion ¨ uber die Runden. Die erste
Nachricht wird von B gesendet, oﬀensichtlich gilt H(M1FB : v2) = 0, weil B
bisher noch keine Nachricht empfangen hat und v2 von FA bestimmt wird.
Daher gilt auch D(M1FB : v2) = 0. Die Induktionsvoraussetzung ist, daß
45D(MtFA : vt+1) bzw. D(MtFB : vt+1) klein ist. Es kann allerdings sein,
daß H(MtFA : vt+1) gr¨ oßer als eine Konstante ist, dies geschieht z.B. im
Protokoll zu Theorem 3.1: mit kleiner Wahrscheinlichkeit ¨ uber die Zufalls-
wahlen (z.B. 1/loglogn) wird die Information groß (z.B. logn). Das kann
bei der Distanzinformation nicht passieren, da sie durch 2 beschr¨ ankt ist
und unwahrscheinliche ”Spitzen“ hoher Information abgeschnitten werden.
Da also H(M1 : v2) = 0 kann man schließen, daß H(M2FA : v3) = H(M1FA :
FB(v2)) ≤ δ/k2. Aber wenn H(Mt : vt+1) > 0 kann ein solches Argument
nicht weiter verfolgt werden. Stattdessen benutzen wir die Induktionsvor-
aussetzung D(Mt−1FA/B : vt) ≤ γt−1 f¨ ur γt = (t − 1) ·
√
2δ
k .
Wir beschr¨ anken zuerst D(Mt−1vt : F(vt)), und erhalten dann dieselbe
Schranke f¨ ur D(Mt−1FA/Bvt : F(vt)) mit Lemma 3.3, also f¨ ur D(MtFA/Bvt :
F(vt)) mit Lemma 3.1.4.
O.B.d.A. nehmen wir an, daß vt ein Knoten auf Bs Seite ist. Wir d¨ urfen
benutzen, daß D(Mt−1 : vt) ≤ γt−1 und daß
Pn
i=1
1
nH(Mt−1 : FB(i)) ≤ δ/k2,
was
Pn
i=1
1
nD(Mt−1 : FB(i)) ≤
√
2δ/k impliziert (nach Lemma 3.1.5).
Lemma 3.4 D(Mt−1vt : F(vt)) ≤ D(Mt−1 : vt) +
√
2δ/k.
Der Einfachheit halber schreiben wir v = vt und M = Mt−1.
D(Mv : F(v)) = EmEv|m||p
(mv)
F(v) −U||, wobei U die Gleichverteilung ist. Wir
wissen, daß D(M : v) = Em||p
(m)
v − U|| ≤ γt−1.
Betrachten wir irgendein m, f¨ ur das ||p
(m)
v −U|| = βm. Dann ist Ev|m||p
(m)
F(v)−
U|| ≤ βm +
Pn
i=1
1
n||p
(m)
F(i) − U||. Das gilt, weil h¨ ochstens βm/2 Gewicht zu
Verteilungen von F(v) auf {1,...,n} mit gr¨ oßerer Distanz von U als erwartet
verschoben wird, und alle Verteilungen voneinander h¨ ochstens Distanz 2
haben.
D(Mv : F(v)) = EmEv|m||p
(mv)
F(v) − U||
= EmEv|m||p
(m)
F(v) − U|| (wegen Lemma 3.3)
≤ Em[βm +
n X
i=1
1
n
||p
(m)
F(i) − U||]
= D(M : v) +
X
i
1
n
D(M : F(i))
≤ D(M : v) +
√
2δ/k
≤ γt.
2
Lemma 3.5 D(Mt−1vtFA : FB(vt)) = D(Mt−1vt : FB(vt)).
46Wieder sei v = vt und M = Mt−1. Nach Lemma 3.3 erf¨ ullt das Protokoll
D(MFA : FB) = D(M : FB). Daher gilt f¨ ur alle i: D(MFAv : FB(i)) =
D(Mv : FB(i)), weil v von M und FA allein abh¨ angt. Nach Lemma 3.2.3
folgt f¨ ur alle i und alle v:
||p
(v)
MFB(i) − p
(v)
M ⊗ U|| = Em|vEfA|vm||p
(vmfA)
FB(i) − U||
= Em|v||p
(vm)
FAFB(i) − p
(vm)
FA ⊗ U||.
Insbesondere gilt f¨ ur v = i:
||p
(v)
MFB(v) − p
(v)
M ⊗ U|| = Em|v||p
(vm)
FAFB(v) − p
(vm)
FA ⊗ U||
und daher
D(Mv : FB(v)) = Ev||p
(v)
MFB(v) − p
(v)
M ⊗ U|| = Ev||p
(v)
MFAFB(v) − p
(v)
MFA ⊗ U||
= D(MFAv : F(v)).
2
Wir k¨ onnen also schließen, daß D(MtFA : FB(vt)) ≤ D(Mt−1FA : FB(vt)) =
D(Mt−1vt : F(vt)) ≤ D(Mt−1 : vt) +
√
2δ/k ≤ γt. Dies gilt f¨ ur alle M¨ oglich-
keiten, die ¨ oﬀentlichen Zufallsbits zu ﬁxieren.
Nach Runde k gibt ein Spieler das Ergebnis bekannt, also enthalte Mk+1 die
Parit¨ at der Bin¨ ardarstellung von vk+2 mit hoher Wahrscheinlichkeit 1 − 
¨ uber die Zufallsbits. Daher ist nach Lemma 3.1
k ·
√
2δ/k ≥ E[D(Mk+1 : vk+2)] ≥ E[D(Mk+1 :
M
vk+2)] ≥ 1 − 2.
Es folgt δ ≥ (1 − 2)2/2. 2
Der obige Beweis zeigt, daß die Distanzinformation D(Mt : vt+1) pro Runde
nur um eine kleine additive Konstante steigt. Das gilt nicht f¨ ur H(Mt :
vt+1). Das neue Informationsmaß beschreibt also den Informationsgewinn
pro Runde besser.
3.3 Anwendungen
3.3.1 Probabilistische Einweg Automaten
Duris, Hromkoviˇ c, Rolim und Schnitger [DHRS97] haben beobachtet, daß
die Gr¨ oße eines minimalen deterministischen Einweg Automaten f¨ ur eine
Sprache L durch die Anzahl der Nachrichten in einem optimalen Einweg
Protokoll f¨ ur L charakterisiert werden kann.
Sei L ⊆ Σ∗ eine Sprache ¨ uber einem endlichen Alphabet Σ. Die (unendli-
che) Kommunikationsmatrix von L besitzt Zeilen und Spalten indiziert mit
Σ∗. Der Eintrag M(x,y) ist 1 wenn xy ∈ L und 0 ansonsten. Ein unifor-
mes Einweg Protokoll f¨ ur L ist ein Einweg Protokoll f¨ ur das von der Matrix
47induzierte Kommunikationsproblem. Begriﬀe wie Kommunikationskomple-
xit¨ at etc. sind wie zuvor deﬁniert. Die uniforme Einweg Kommunikations-
komplexit¨ at einer regul¨ aren Sprache L ist D(1)(L), eine analoge Notation
wird f¨ ur probabilistische Kommunikation verwendet.
Obwohl die Matrix unendlich ist, besitzt sie f¨ ur regul¨ are Sprachen nur end-
lich viele verschiedene Zeilen, da deren Anzahl genau dem Nerode Index der
Sprache entspricht. Andererseits ist die Anzahl verschiedener Zeilen aber
auch gleich der Anzahl der verschiedenen Nachrichten in einem optimalen
deterministischen Einweg Protokoll f¨ ur L, wenn A einen Pr¨ aﬁx x und B
einen Suﬃx y erh¨ alt, und beide die Zugeh¨ origkeit des Wortes xy zu L testen
wollen. Da aber der Nerode Index gleich der minimalen Gr¨ oße eines dfa f¨ ur
L ist, folgt:
Fakt 3.7 F¨ ur jede regul¨ are Sprache L gilt: Die Gr¨ oße des minimalen dfa f¨ ur
L ist gleich der Anzahl der verschiedenen Nachrichten in einem optimalen
deterministischen uniformen Einweg Protokoll f¨ ur L.
Die untere Schranke im obigen Resultat l¨ aßt sich leicht auf probabilistische
Automaten und Protokolle verallgemeinern.
Fakt 3.8 F¨ ur jede regul¨ are Sprache L gilt: Die Gr¨ oße eines minimalen pfa
f¨ ur L ist gr¨ oßer gleich der Anzahl der verschiedenen Nachrichten in einem
optimalen uniformen probabilistischen Einweg Protokoll f¨ ur L.
Dies gilt f¨ ur Las-Vegas pfa und Las-Vegas Protokolle, wie auch f¨ ur pfa und
Protokolle mit beschr¨ anktem Fehler.
Die VC-Dimension einer Sprache sei deﬁniert als die VC-Dimension der
Funktion f(x,y) = 1 ⇐⇒ xy ∈ L. Mit Fakt 3.2 erhalten wir:
Korollar 3.2 Sei L eine regul¨ are Sprache.
Dann hat jeder probabilistische Einweg Automat mit beschr¨ anktem Fehler
f¨ ur L mindestens 2Ω(V C(L)) Zust¨ ande.
F¨ ur Las-Vegas pfa wurde in [DHRS97] folgende Konsequenz von Fakt 3.3,
Fakt 3.7 und Fakt 3.8 beobachtet:
Fakt 3.9 F¨ ur jede regul¨ are Sprache L:
Ein minimaler Las Vegas pfa f¨ ur L hat mindestens Ω(
√
d) Zust¨ ande, wenn
d die Gr¨ oße des minimalen dfa f¨ ur L ist.
Die probabilistische Kommunikationskomplexit¨ at scheint die besten unte-
ren Schranken f¨ ur die Gr¨ oße probabilistischer Automaten zu liefern. Aber
w¨ ahrend die untere Schranke f¨ ur dfa f¨ ur alle Sprachen exakt ist, kann die
untere Schranke f¨ ur pfa manchmal sehr schlecht sein.
48Lemma 3.6 Es gibt eine regul¨ are Sprache L, so daß die Gr¨ oße probabili-
stischer Einweg Automaten f¨ ur L mindestens 2Ω(n) ist, w¨ ahrend es f¨ ur L
ein probabilistisches Einweg Protokoll mit O(n2) Nachrichten gibt (bei be-
schr¨ anktem Fehler).
Beweis:
Sei L = {xyz : |x| = |y| = |z| = n, und x 6= z oder es gibt i mit xi = yi = 1}.
Zuerst geben wir ein Protokoll mit O(n2) Nachrichten an.
Die Spieler A und B berechnen die L¨ angen lI,lII ihrer Eingaben. A kommu-
niziert lI und B verwirft, falls lI + lII 6= 3n. Im folgenden nehmen wir also
lI + lII = 3n an.
Fall 1: lI ≤ n.
A benutzt das probabilistische Einweg Protokoll f¨ ur das Gleichheitsproblem
aus Fakt 2.8 auf ihrer Eingabe und sendet die Nachricht des Protokolls (sowie
lI). B setzt das Protokoll auf den ersten lI Bits von z fort und akzeptiert,
falls das Protokoll verwirft, oder wenn die letzten n−lI Bits von x ungleich
den letzten n−lI Bits von z sind. Ansonsten akzeptiert B genau dann, wenn Wn
i=1 yi ∧ zi gilt.
Wenn also x 6= z, so akzeptiert das Protokoll mit Wahrscheinlichkeit minde-
stens 1−. Wenn aber x = z, so akzeptiert B genau dann, wenn
Wn
i=1 yi ∧zi
gilt, d.h. wenn
Wn
i=1 xi ∧ yi gilt.
Fall 2: n < lI ≤ 2n.
A benutzt das probabilistische Einweg Protokoll f¨ ur das Gleichheitsproblem
auf den x-Bits und sendet die Nachricht (sowie lI). Außerdem sendet A das
Bit b =
WlI−n
i=1 xi ∧ yi.
B setzt das Protokoll f¨ ur Gleichheit auf z fort und akzeptiert, wenn das
Protokoll verwirft. Ansonsten berechnet B den Wert c = b∨
Wn
i=lI−n+1 yi∧zi.
Wenn c = 1, so akzeptiert B, sonst verwirft B.
Wenn also x 6= z, so akzeptiert das Protokoll mit Wahrscheinlichkeit min-
destens 1 − . Sonst akzeptiert B genau dann, wenn
Wn
i=1 xi ∧ yi gilt.
Fall 3: 2n < lI ≤ 3n.
A benutzt das probabilistische Einweg Protokoll f¨ ur das Gleichheitsproblem
auf den letzten 3n−lI Bits seiner x-Eingabe und sendet die Nachricht (sowie
lI). Desweiteren berechnet A den Wert b =
Wn
i=1 xi ∧ yi und sendet b. A
vergleicht auch die ersten lI − 2n Bits von x und z und sendet c = 1 bei
Ungleichheit und c = 0 sonst.
Wenn b = 1, dann akzeptiert B. Wenn c = 1 so akzeptiert B. Sonst setzt B
das Gleichheitsprotokoll auf seiner Eingabe fort und akzeptiert genau dann,
wenn das Gleichheitsprotokoll verwirft.
Das Protokoll benutzt O(n2) Nachrichten, weil das Protokoll zu Fakt 2.8
O(n) Nachrichten benutzt, und das Kommunizieren von lI einen Faktor von
n kostet.
Nun geben wir eine untere Schranke f¨ ur die Anzahl der Zust¨ ande eines pro-
babilistischen Automaten f¨ ur L an. Dabei schr¨ anken wir uns auf Eingaben
49der Form xyx ein, wobei |x| = |y|. Der pfa muß also nur testen, ob
Wn
i=1 xi∧yi
gilt.
Wir simulieren einen probabilistischen endlichen Automaten M f¨ ur L mit
s Zust¨ anden durch ein probabilistisches Zweiweg Protokoll, bei dem A das
Wort x und B das Wort y erh¨ alt. A simuliert den Automaten und kommuni-
ziert den erhaltenen Zustand an B, B f¨ ahrt mit der Simulation fort, sendet
den erhaltenen Zustand an A, und A beendet die Simulation. Also erhal-
ten wir ein probabilistische Protokoll mit beschr¨ anktem Fehler, 2 Runden
und 2dlogse Bits Kommunikation. Da aber das Disjunktheitsproblem gel¨ ost
wird, ist die Kommunikation nach Fakt 2.9 mindestens Ω(n) und die Gr¨ oße
ist s = 2Ω(n). 2
3.3.2 Probabilistische Zweiweg Automaten
Theorem 3.4 F¨ ur alle k und n gibt es eine Sprache Lk ⊆ {0,1}n, wel-
che von einem deterministischen k-reversalbeschr¨ ankten Zweiweg Automa-
ten mit O(kn) Zust¨ anden erkannt wird. Probabilistische (k − 1)-kreuzungs-
beschr¨ ankte Zweiweg Automaten f¨ ur Lk haben mindestens 2Ω(n/(k2 logn)) Zu-
st¨ ande.
Beweis: Wir verwenden die Pointer Jumping Funktion fk auf n/logn Kno-
ten (wie in Abschnitt 3.2.2 deﬁniert). Dabei wird f¨ ur die Worte der Sprache
lediglich vorausgesetzt, daß die Pointer der linken Knoten in einem Einga-
bewort in irgendeiner festen Reihenfolge vor den Pointern der rechten Seite
stehen (welche wieder einer feste Reihenfolge haben).
Ein k-reversalbeschr¨ ankter Automat beginnt beim ersten Pointer, liest ihn
ein, l¨ auft zur Position des n¨ achsten Pointers usw. Dabei wechselt er nur k
mal (inklusive des Startes) die Bewegungsrichtung. Der Automat ist aus k
Teilautomaten zusammengesetzt. Jeder Teilautomat beginnt an der Position
des n¨ achsten zu lesenden Pointers, liest ihn, l¨ auft zu angezeigten Position.
Um dies zu implementieren enth¨ alt der Automat einen Pfad der L¨ ange O(n),
in dem die Eingabe nur ”¨ uberlesen“ wird. Nach Einlesen der Pointers (mit
O(n/logn) Zust¨ anden) ”springt“ er an die richtige Stelle in dem Pfad, um
genau die gesuchte Position zu erreichen. Der Pointer selbst kann dabei ver-
gessen werden. Es reichen also f¨ ur jede Stufe O(n) Zust¨ ande aus, insgesamt
O(kn).
Andererseits kann ein probabilistischer (k − 1)-kreuzungsbeschr¨ ankter Au-
tomat mit s Zust¨ anden von einem probabilistischen Protokoll mit k − 1
Runden und Kommunikation (k −1)·dlogse Bits Kommunikation simuliert
werden, das seine Eingaben genau wie bei fk erh¨ alt. Also ist s mindestens
2c mit c = Ω(n/(k2 logn)) nach Theorem 3.2.
503.3.3 Die L¨ ange probabilistischer Formeln
In diesem Abschnitt verallgemeinern wir die Neˇ ciporuk Methode von deter-
ministischen Formeln auf probabilistische Formeln. Dabei beobachten wir
eine Verbindung der Methode zur Einweg Kommunikation und damit zur
VC-Dimension. Informell gesagt ersetzen wir den Logarithmus der Anzahl
der Subfunktionen durch die VC-Dimension der Menge der Subfunktionen
und erhalten eine untere Schranke f¨ ur probabilistische Formeln.
Unsere unteren Schranken gelten f¨ ur das Modell starker probabilistischer
Formeln. Korollar 3.4 gibt eine Funktion an, bei der sogar starker Probabi-
lismus mit zweiseitigem Fehler nicht hilft, die Gr¨ oße zu senken. Alle oberen
Schranken werden f¨ ur faire Formeln angegeben.
Wir zeigen, daß die Neˇ ciporuk Schranke f¨ ur totale Funktionen h¨ ochstens
einen Faktor von O(
√
n) gr¨ oßer sein kann als die probabilistische Formell¨ ange
(Theorem 3.6). Wenn also eine totale Funktion kleine starke probabilistische
Formeln hat, kann die konventionelle Neˇ ciporuk Schranke nicht allzu groß
werden.
Andererseits beschreibt Korollar 3.6 eine Funktion, f¨ ur die faire probabili-
stische Formeln mit einseitigem Fehler um einen Faktor Θ(
√
n) kleiner sind
als starke Las Vegas Formeln. Ein analoger Unterschied besteht zwischen
Formeln mit zweiseitigem Fehler und solchen mit einseitigem Fehler.
Die untere Schranke f¨ ur Las Vegas Formeln benutzt die neue Beobach-
tung, daß die konventionelle Neˇ ciporuk Methode auch asymptotische untere
Schranken f¨ ur Las Vegas Formeln liefert.
Schließlich schlagen wir eine Funktion vor, welche eine eﬃziente Monte Carlo
Formel besitzt, und bei welcher es wahrscheinlich ist, daß deterministische
Formeln fast quadratisch gr¨ oßer als diese Formel sein m¨ ussen. Ein Beweis
einer solchen unteren Schranke ben¨ otigte allerdings neue Methoden zum
Beweis unterer Schranken f¨ ur die L¨ ange deterministischer Formeln.
Eine Methode f¨ ur untere Schranken
Wir leiten zun¨ achst die Neˇ ciporuk Schranke neu mit Hilfe der Einweg Kom-
munikation her, und verallgemeinern sie dann auf probabilistische Formeln.
Deﬁnition 3.2 Sei f eine Boolesche Funktion auf n Eingaben und sei y1 ...yk
eine Partition der Eingabevariablen in k Mengen.
Wir betrachten k Kommunikationsprobleme f¨ ur i = 1,...,k. Spieler B erh¨ alt
jeweils alle Eingaben in yi und Spieler A alle anderen Eingaben. Die determi-
nistische Einweg Kommunikationskomplexit¨ at von f unter dieser Aufteilung
der Eingaben heiße D(1)(fi). Die probabilistische Einweg Kommunikations-
komplexit¨ at von f (mit beschr¨ anktem Fehler und ¨ oﬀentlichen Zufallsbits)
unter dieser Aufteilung der Eingaben heiße R(1,pub)(fi).
Die probabilistische Neˇ ciporuk Funktion ist (1/4)
P
i R(1,pub)(fi).
51Es ist leicht zu sehen, daß (1/4)
P
i D(1)(fi) mit der ¨ ublichen Neˇ ciporuk
Funktion ¨ ubereinstimmt und daher eine untere Schranke f¨ ur deterministische
Formell¨ ange ist (vergleiche Fakt 2.19).
Theorem 3.5 Die probabilistische Neˇ ciporuk Funktion ist f¨ ur die L¨ ange
von starken probabilistischen Formeln mit beschr¨ anktem Fehler eine untere
Schranke.
Beweis: F¨ ur jede Partition y1,...,yk der Eingaben zeigen wir, wie eine
starke probabilistische Formel F in den k Kommunikationsspielen simu-
liert werden kann. Sei Fi die von F induzierte Verteilung auf denjenigen
Subb¨ aumen der deterministischen Formeln zu F, die als Bl¨ atter die Varia-
blen in yi enthalten und dazu alle Pfade von diesen Bl¨ attern bis zur Wurzel
enthalten. Wir wollen die Formel in Spiel i so simulieren, daß die probabi-
listische Einweg Kommunikation durch die erwartete Anzahl der Bl¨ atter in
Fi beschr¨ ankt ist.
Gegeben ist eine probabilistische Formel F. Die Spieler bestimmen nun eine
deterministische Formel F0 mit den ¨ oﬀentlichen Zufallsbits. Spieler A weiß
alle Eingaben außer denen in yi. Damit wird auch ein Subbaum F0
i ﬁxiert.
Vi enthalte die Knoten in F0
i, welche 2 Vorg¨ anger in F0
i haben und Pi alle
Pfade, welche in Vi oder an einem Blatt anfangen, und in Vi oder an der
Wurzel aufh¨ oren, aber keinen weiteren Knoten aus Vi enthalten. Es reicht
aus, wenn A f¨ ur jeden solchen Pfad 2 Bits sendet, die angeben, ob das letzte
Gatter des Pfades 0,1,g, oder ¬g berechnet, f¨ ur die Funktion g des ersten
Gatters des Pfades. Dann kann B die Formel alleine auswerten.
Es gibt aber h¨ ochstens 2|Vi| + 1 solche Pfade, da der fan-in der Formel 2
ist. Damit ist die gesamte Kommunikation h¨ ochstens 4|Vi| + 2. Die Men-
ge der Bl¨ atter Li mit Variablen aus yi hat |Vi| + 1 Elemente, und daher ist
R(1,pub)(fi) ≤ 4|Vi|+2 < 4|Li| und 1/4
P
i R(1,pub)(fi) ist eine untere Schran-
ke f¨ ur die L¨ ange E[
P
i |Li|] =
P
i E[|Li|] der probabilistischen Formel. 2
Sei V C(fi) die VC-Dimension des Kommunikationsproblems fi. Wir nennen P
i V C(fi) die VC-Neˇ ciporuk Funktion.
Korollar 3.3 Die VC-Neˇ ciporuk Funktion ist eine asymptotische untere
Schranke f¨ ur die L¨ ange starker probabilistischer Formeln mit beschr¨ anktem
Fehler.
Die konventionelle Neˇ ciporuk Funktion ist eine asymptotische untere Schran-
ke f¨ ur die L¨ ange von starken Las Vegas Formeln f¨ ur totale Funktionen.
Beweis: Nach Fakt 3.2 ist die VC-Dimension eine asymptotische untere
Schranke f¨ ur die probabilistische Einweg Kommunikationskomplexit¨ at einer
Funktion bei ¨ oﬀentlichem Zufall und beschr¨ anktem Fehler.
Nach Fakt 3.3 gilt, daß Las Vegas Einweg Protokolle f¨ ur totale Funktionen
h¨ ochstens einen konstanten Faktor eﬃzienter sein k¨ onnen als optimale de-
terministische Einweg Protokolle. Das gilt ebenfalls bei ¨ oﬀentlichem Zufall.
2
52Nach Fakt 2.20 ist Θ(n2/logn) die deterministische Formell¨ ange der Funk-
tion Indirekte Speicher Adressierung (ISA) aus Deﬁnition 2.17. Wir wenden
unsere Methode an, um eine untere Schranke derselben Gr¨ oßenordnung f¨ ur
starke probabilistische Formeln mit beschr¨ anktem Fehler zu zeigen. Daher ist
ISA eine konkrete Funktion, bei der starker Probabilismus die Formell¨ ange
nicht wesentlich reduzieren kann.
Korollar 3.4 Jede starke probabilistische Formel f¨ ur die ISA Funktion (mit
beschr¨ anktem Fehler) hat eine L¨ ange von mindestens Ω(n2/logn).
Beweis: ISA hat Eingaben Y,X,U und berechnet YXU, siehe Deﬁnition
2.17. Zuerst deﬁnieren wir die Partition. Wir teilen die Eingaben in X in
n/logn Bl¨ ocke mit jeweils logn Bits auf, alle anderen Eingaben kommen
in einen Block. In einem der Kommunikationsspiele erh¨ alt A alle Eingaben
außer einem Block von X. S sei die Menge der m¨ oglichen Werte der Va-
riablen in diesem Block. Diese Menge wird zerschmettert: Sei R ⊆ S und
R = {r1,...,rm}. Man l¨ aßt nun den Zeiger U auf den Block in der Eingabe
von B zeigen, und setzt dann Yi = 1 ⇐⇒ i ∈ R.
Also ist die VC-Dimension von fi genau |S| = n. Da es n/logn solche Spiele
gibt, folgt das Ergebnis. 2
Die n¨ achste Aussage w¨ are trivial f¨ ur deterministische oder faire probabilisti-
sche Formeln, aber f¨ ur starke probabilistische Formeln k¨ onnen Funktionen,
die von allen Eingaben abh¨ angen, sublineare Komplexit¨ at haben. Die appro-
ximative Majorit¨ atsfunktion ist 0, wenn die Eingabe weniger als n/3 Einsen
enth¨ alt, und 1, wenn die Eingabe mehr als (2/3)n Einsen enth¨ alt, ansonsten
undeﬁniert. Diese partielle Funktion kann von starken probabilistischen For-
meln der L¨ ange 1 berechnet werden, indem man zuf¨ allig eine Variable zieht.
F¨ ur totale Funktionen ergibt sich aber:
Korollar 3.5 Jede starke probabilistische Formel, welche eine totale Funk-
tion berechnet, die von n Variablen abh¨ angt, hat L¨ ange Ω(n).
Beweis: Wir teilen die Eingaben in n Bl¨ ocke von je einer Variable auf, von
denen A n − 1 und B einen erh¨ alt. Da die Funktion von der Eingabe von
B abh¨ angt, ist die deterministische Kommunikation mindestens 1. W¨ are die
probabilistische Kommunikation 0, so h¨ atte das Protokoll f¨ ur eine Eingabe
Fehler 1/2 und w¨ are nicht korrekt. 2
Fakt 2.33 zeigt, daß f¨ ur eine Funktion f : X×Y → {0,1} gilt, daß D(1)(f) ≤
dV C(f) · log(|Y | + 1)e. Das f¨ uhrt zu:
Theorem 3.6 F¨ ur alle totalen Funktionen f : {0,1}n → {0,1} mit einer
starken probabilistischen Formel der L¨ ange s und f¨ ur alle Partitionen der
Eingaben von f gilt: P
D(1)(fi)
s
= O(
√
n).
53Beweis: Oﬀensichtlich ist D(1)(fi) ≤ n f¨ ur alle i. Das es in einer Par-
tition h¨ ochstens
√
n Bl¨ ocke mit mehr als
√
n Variablen gibt, tragen die-
se zur Neˇ ciporuk Funktion
P
D(1)(fi) h¨ ochstens n
√
n bei. Alle kleineren
Bl¨ ocke erf¨ ullen D(1)(fi) ≤ d
√
n · V C(fi)e. Also gilt insgesamt
P
D(1)(fi) ≤
O(
√
n(n +
P
V C(fi))) = O(
√
ns). 2
Wenn eine totale Funktion eﬃziente probabilistische Formeln besitzt (mit
linearer L¨ ange), ergibt die Neˇ ciporuk Methode keine quadratische untere
Schranke.
Eine Funktion, f¨ ur die Monte Carlo Probabilismus hilft
Wir betrachten nun eine Funktion, f¨ ur die Monte Carlo Probabilismus so
viel hilft, wie nach obigen Betrachtungen mit der Neˇ ciporuk Methode maxi-
mal nachweisbar ist. Wir erhalten einen solchen Unterschied sogar f¨ ur faire
probabilistische Formeln.
Deﬁnition 3.3 Die Matrixprodukt Funktion MP erh¨ alt zwei n×n-Matrizen
T(1),T(2) ¨ uber Z Z2 als Eingaben und akzeptiert genau dann, wenn deren Pro-
dukt nicht die Nullmatrix ist.
Theorem 3.7 Die MP Funktion kann von einer fairen Monte Carlo For-
mel der L¨ ange O(n2) berechnet werden.
Beweis: Wir bestimmen zuerst mit Hilfe einiger Zufallsvariablen einen Vek-
tor als Fingerabdruck jeder Matrix. Nachher multiplizieren wir die Finger-
abdr¨ ucke und erhalten ein Bit. Dieses ist immer 0, wenn das Produkt der
Matrizen die Nullmatrix ist, ansonsten 1 mit Wahrscheinlichkeit 1/4. Wir
erhalten also eine Monte-Carlo Formel.
Es seien r(1),r(2) Zufallsstrings aus n Bits. Die Fingerabdr¨ ucke sind deﬁniert
als F(1)[i] =
Ln
l=1 r(1)[l]T(1)[l,i] und F(2)[i] =
Ln
l=1 T(2)[i,l]r(2)[l]. Dann sei
b =
Ln
i=1 F(1)[i] ∧ F(2)[i]. Oﬀenbar kann b von einer Formel mit linearer
L¨ ange berechnet werden.
Angenommen T(1)T(2) = 0. Dann gilt r(1)T(1)T(2)r(2) = 0 f¨ ur alle r(1) und
r(2).
Wenn aber T(1)T(2) 6= 0 ist, dann gibt es i,j so daß
L
k T(1)[i,k]T(2)[k,j] =
1. Seien alle Zufallsbits außer r(1)[i] und r(2)[j] beliebig ﬁxiert. Gleichg¨ ultig,
wie die Werte der anderen Summen aussehen, ergibt ein Wert von r(1)[i]
und r(2)[j] das Ergebnis b = 1, das geschieht zuf¨ allig mit Wahrscheinlichkeit
1/4. 2
Theorem 3.8 F¨ ur die MP Funktion gilt eine untere Schranke von Ω(n3)
f¨ ur die L¨ ange starker Las Vegas Formeln.
Beweis: Wir benutzen die Neˇ ciporuk Methode. Zun¨ achst zur Deﬁnition der
Partition der Eingaben. Es werden n Bl¨ ocke bj mit den Bits T(2)(i,j) f¨ ur alle
54i = 1,...,n sowie ein Block f¨ ur die restlichen Eingaben benutzt. Also erhal-
te A alle Bits außer den n Bits der jten Spalte T(2)(·,j) von T(2), welche B
erhalte. Wir zeigen, daß MP nun eine Einweg Kommunikationskomplexit¨ at
von Ω(n2) hat. Die Neˇ ciporuk Methode gibt uns damit eine untere Schran-
ke von Ω(n3) f¨ ur die L¨ ange von deterministischen und starken Las Vegas
Formeln. O.B.d.A. besitze B die Bits T(2)(i,1).
Wir konstruieren eine Menge von Werten der Eingabevariablen von A. Sei
U ein Unterraum von Z Zn
2 und TU eine Matrix mit TUx = 0 ⇐⇒ x ∈ U. F¨ ur
jedes U w¨ ahlen wir TU als T(1) und T(2)(i,j) = 0 f¨ ur alle i und f¨ ur j ≥ 2.
Wenn es nun 2Ω(n2) paarweise verschiedene Unterr¨ aume gibt, so erhalten wir
so viele Werte der Eingabevariablen. Aber jeder dieser Werte entspricht einer
eigenen Zeile der Kommunikationsmatrix, denn alle T(1) haben verschiedene
Kerne. Daher ist die deterministische Einweg Kommunikation Ω(n2).
Um zu sehen, daß es tats¨ achlich 2Ω(n2) paarweise verschiedene Unterr¨ aume
von Z Zn
2 gibt z¨ ahlen wir die Unterr¨ aume mit Dimension kleiner gleich n/2.
Es gibt 2n Vektoren. Es gibt
  2n
n/2

M¨ oglichkeiten, n/2 paarweise verschie-
dene Mengen von n/2 Vektoren zu ziehen. Jede solche Menge ergibt einen
Unterraum mit Dimension kleiner gleich n/2. Jeder solche Unterraum wird
von h¨ ochstens
 2n/2
n/2

Mengen von n/2 paarweise verschiedenen Vektoren aus
dem Unterraum aufgespannt. Daher wird jeder Unterraum h¨ ochstens so oft
gez¨ ahlt und es gibt mindestens
  2n
n/2

 2n/2
n/2
 ≥ 2Ω(n2)
paarweise verschiedene Unterr¨ aume von Z Zn
2. 2
Korollar 3.6 Es gibt eine Funktion, die von fairen Monte Carlo Formeln
der L¨ ange O(N) berechnet wird, f¨ ur die aber jede starke Las Vegas Formel
L¨ ange Ω(N3/2) hat, d.h. es gibt einen Unterschied von Ω(N1/2) zwischen
Las Vegas und Monte Carlo Formell¨ ange.
Es gibt ebenfalls einen Unterschied von Ω(N1/2) zwischen Monte Carlo For-
mell¨ ange und der L¨ ange von probabilistischen Formeln mit beschr¨ anktem
Fehler.
Beweis: F¨ ur den zweiten Teil betrachten wir die folgende Funktion mit vier
Matrizen als Eingaben. Es soll die Parit¨ at von der MP Funktion auf den
ersten beiden Matrizen und dem Komplement von MP auf den anderen
Matrizen berechnet werden.
Eine faire probabilistische Formel kann das Problem oﬀensichtlich mit L¨ ange
O(n2) l¨ osen. Hat man aber eine Monte Carlo Formel, so ﬁxiert man die ersten
zwei Eingabematrizen einmal, so daß ihr Produkt 0 ist, und einmal, so daß
dies nicht der Fall ist. Man erh¨ alt so Monte Carlo Formeln f¨ ur MP und das
Komplement von MP. L¨ aßt man beide auf derselben Eingabe rechnen und
55kombiniert das Ergebnis geeignet, so erh¨ alt man eine Las Vegas Formel und
damit die untere Schranke.
F¨ ur die Konstruktion einer Las Vegas Formel sei F die Monte Carlo Formel
f¨ ur MP und G die Monte Carlo Formel f¨ ur ¬MP. Dann sind F und ¬G
Formeln f¨ ur MP, so daß F niemals fehlerhaft akzeptiert, aber mit Wahr-
scheinlichkeit 1/2 korrekt ist und ¬G niemals fehlerhaft verwirft, aber mit
Wahrscheinlichkeit 1/2 korrekt ist. Angenommen der Funktionswert ist 0.
Dann wird F verwerfen. Mit Wahrscheinlichkeit 1/2 wird auch ¬G verwer-
fen, ansonsten wird aufgegeben. Angenommen der Funktionswert ist 1. Dann
wird ¬G akzeptieren. Mit Wahrscheinlichkeit 1/2 wird auch F akzeptieren,
ansonsten wird aufgegeben. Also wird immer mit Wahrscheinlichkeit 1/2
korrekt gerechnet, sonst aufgegeben. 2
Eine interessante Eigenschaft der Formel aus dem Beweis von Theorem 3.7
ist, daß sie jede Eingabe genau einmal liest, allerdings ihre Zufallseingaben
mehrmals. MP kann nicht von einer deterministischen Formel berechnet
werden, die ihre Eingaben nur je einmal liest, denn eine solche Formel h¨ atte
lineare Gr¨ oße. In Abschnitt 5.5.3 werden wir sehen, daß eine faire proba-
bilistische Formel, die ihre Zufallseingaben nur je einmal liest, durch die
Neˇ ciporuk Funktion geteilt durch logn in der L¨ ange beschr¨ ankt ist. Da-
her sind f¨ ur MP Zufallseingaben, welche nur einmal gelesen werden d¨ urfen,
praktisch wirkungslos.
Verallgemeinerte Matrix Multiplikation
Wir haben gesehen, daß wir bessere Schranken als in Korollar 3.6 nicht mit
der Neˇ ciporuk Methode nachweisen k¨ onnen. Im folgenden suchen wir nach
einer Funktion, die ein Kandidat f¨ ur einen gr¨ oßeren Unterschied zwischen
deterministischer und probabilistischer Formell¨ ange ist.
Deﬁnition 3.4 Das Boolesche verallgemeinerte Matrix Produkt ist deﬁniert
auf k-dimensionalen n × ··· × n Matrizen T(1),...,T(k):
V P(T(1),...,T(k))[i1,...,ik]
=
L
j1,...,jk−1(T(1)[j1,...,jk−1,i1] ∧ ··· ∧ T(k)[j1,...,jk−1,ik]).
Die verallgemeinerte Matrix Produkt Ungleichheitsfunktion (VMPU) hat als
Eingaben k-dimensionale n × ··· × n Matrizen T(i) und E ¨ uber Z Z2 und
entscheidet, ob das Produkt der T(i) ungleich E ist:
_
i1,...,ik
E[i1,...,ik] ⊕ V P(T(1),...,T(k))[i1,...,ik].
Theorem 3.9 Die V MPU Funktion kann von einer fairen Monte Carlo
Formel der L¨ ange O(2k · k · nk) berechnet werden.
56Beweis: Wieder nehmen wir von jeder verallgemeinerten Matrix einen Fin-
gerabdruck der Dimension k − 1, multiplizieren diese und erhalten ein Bit,
welches einen Ungleichheitstest mit Wahrscheinlichkeit 1/2k erlaubt.
Sei T(i) die ite verallgemeinerte Matrix und r
(i)
1 ,...,r
(i)
n seien Zufallsbits
(insgesamt werden kn Zufallsbits verwendet). Dann ist der Fingerabdruck
F(i) deﬁniert als
F(i)[j1,...,jk−1] =
Ln
l=1 r
(i)
l T(i)[j1,...,jk−1,l].
Es sei b =
L
j1,...,jk−1(F(1)[j1,...,jk−1] ∧ ··· ∧ F(k)[j1,...,jk−1]).
Dann ist b nach Auﬂ¨ osen mit dem Distributivgesetz gleich
M
i1,...,ik
r
(1)
i1 ∧···∧r
(k)
ik ∧
M
j1,...,jk−1
(T(1)[j1,...,jk−1,i1]∧···∧T(k)[j1,...,jk−1,ik]).
Als Ausgabe wird b⊕e verwendet mit e =
L
i1,...,ik r
(1)
i1 ∧···∧r
(k)
ik ∧E[i1,...,ik]
Angenommen V P(T(1),...,T(k)) = E. Dann ist L
j1,...,jk−1(T(1)[j1,...,jk−1,i1] ∧ ··· ∧ T(k)[j1,...,jk−1,ik]) = E[i1,...,ik]
f¨ ur alle i1,...,ik. Seien die r
(i)
l beliebige Bits. Es gilt b = e.
Angenommen V P(T(1),...,T(k)) 6= E. In diesem Fall gibt es i1,...,ik so
daß
M
j1,...,jk−1
(T(1)[j1,...,jk−1,i1] ∧ ··· ∧ T(k)[j1,...,jk−1,ik]) 6= E[i1,...,ik].
(3.1)
Seien alle r
(j)
l außer den r
(j)
ij beliebig ﬁxiert. Wir zeigen, daß mindestens ein
Wert der restlichen k Zufallsbits zu b 6= e f¨ uhrt. Wir sagen, daß eine Summe
Sl1,...,lk =
L
j1,...,jk−1(T(1)[j1,...,jk−1,l1]∧···∧T(k)[j1,...,jk−1,lk]) von ei-
nem Wert der restlichen Zufallsbits erzeugt wird, wenn Sl1,...,lk 6= E[l1,...,lk]
und die Zufallsbits r
(i)
li alle den Wert 1 haben (einige dieser Zufallsbits sind
eventuell schon ﬁxiert). Jede Summe außer (3.1) wird von einer geraden An-
zahl von Werten erzeugt, (3.1) wird von genau einem Wert erzeugt. Also
muß es einen Wert geben, der eine ungerade Anzahl von Summen erzeugt,
und daher zu b 6= e f¨ uhrt.
Es ist klar, daß b ⊕ e von einer Formel der L¨ ange O(knk) berechnet wer-
den kann. Um Fehlerwahrscheinlichkeit 1/2 zu erreichen, verwenden wir 2k
unabh¨ angige Versuche und verbinden sie durch einen ODER Baum. 2
Wir haben keine gute untere Schranke f¨ ur die L¨ ange deterministischer For-
meln f¨ ur V MPU. Daher betrachten wir eine leicht unterschiedliche Funkti-
on.
Deﬁnition 3.5 Die verallgemeinerte Matrix Produkt Nichtdisjunktheits Funk-
tion (VMPND) hat als Eingaben k-dimensionale n × ··· × n Matrizen T(i)
und E ¨ uber Z Z2 und entscheidet, ob
_
i1,...,ik
E[i1,...,ik] ∧ V P(T(1),...,T(k))[i1,...,ik]
57Theorem 3.10 V MPND hat starke Las Vegas Formeln der L¨ ange Ω(n2k−1).
Jede starke probabilistische Formel mit beschr¨ anktem Fehler f¨ ur V MPND
hat L¨ ange Ω(n2k−2/k).
Beweis: Der erste Teil kann mit der Neˇ ciporuk Methode bei einer Partition
mit Blockl¨ ange kn gezeigt werden. Dann sind aber Formeln mit beschr¨ ank-
tem Fehler ebenfalls ineﬃzient: da die VC-Dimension h¨ ochstens einen Faktor
kn kleiner als die deterministische Einweg Kommunikation sein kann, folgt
Teil 2 mit Fakt 2.33.
Nun zu der unteren Schranke. Spieler B besitzt im Kommunikationsspiel
(j1,...,jk−1) f¨ ur alle p und l die Eingaben T(p)[j1,...,jk−1,l], Spieler A hat
alle restlichen Eingaben. Somit gibt es nk−1 Spiele. Der Einfachheit halber
nehmen wir an, daß wir das Spiel (j1,...,jk−1) = (1,...,1) spielen.
Wir betrachten die Menge der Werte der Eingaben von A, wenn E beliebig
ist und alle anderen Eingaben 0. A muß f¨ ur jede solche Eingabe eine andere
Nachricht senden: zwei verallgemeinerte Matrizen E(1) und E(2) m¨ ogen sich
an der Position (i1,...,ik) unterscheiden. Werden die Eingaben von B genau
an den Positionen T(l)[1,...,1,il] auf 1 gesetzt und sonst auf Null, so erhal-
ten wir zwei verschiedene Ausgaben. Damit ist die deterministische Einweg
Kommunikation mindestens nk und die Formell¨ ange mindestens Ω(n2k−1).
2
Wir vermuten, daß deterministische Formeln f¨ ur V MPU nicht k¨ urzer sind
als solche f¨ ur V MPND. In der Kommunikationskomplexit¨ at ist das Dis-
junktheitsproblem schwer f¨ ur Probabilismus, w¨ ahrend Ungleichheit einfach
ist. Deterministisch sind jedoch beide schwer. Wenn also die Intuition aus
der Kommunikationstheorie richtig ist, so sollte V MPU f¨ ur beliebig großes,
aber konstantes k ein Kandidat sein, um einen fast quadratischen Unter-
schied zwischen deterministischer und probabilistischer Formell¨ ange zu zei-
gen. Ein solcher Beweis w¨ urde jedoch wegen Theorem 3.6 neue Techniken
erfordern.
58Kapitel 4
Nichtdeterministische
Kommunikation
4.1 ¨ Uberblick
Einige der fundamentalen oﬀenen Fragen der Komplexit¨ atstheorie betreﬀen
die M¨ achtigkeit von Nichtdeterminismus im Vergleich zu Determinismus.
W¨ ahrend in den Modellen der Turingmaschinen und der Registermaschi-
nen fast keine Resultate bekannt sind, die zeigen, daß Nichtdeterminismus
tats¨ achlich hilft (außer z.B. [PST83] und [Aj99]), ist Nichtdeterminismus in
der Theorie der Kommunikationskomplexit¨ at wesentlich besser verstanden.
Das Thema des beschr¨ ankten Nichtdeterminismus ist intensiv erforscht wor-
den, siehe [GLM96] f¨ ur einen ¨ Uberblick. Man betrachtet Nichtdeterminis-
mus als eine beschr¨ ankt vorhandene Resource. Einer nichtdeterministischen
Berechnung stehen hier nur ”wenige“ nichtdeterministische Entscheidungen
zur Verf¨ ugung. Andere Einschr¨ ankungen an nichtdeterministische Berech-
nungen, wie beschr¨ ankte Ambiguit¨ at [KNSW94, GLW92] wollen wir hier
nicht untersuchen.
Die Forschung im Bereich des beschr¨ ankten Nichtdeterminismus’ konzen-
triert sich auf die Bereiche Turingmaschinen, Schaltkreise und endliche Au-
tomaten. Eine generelle Deﬁnition von beschr¨ anktem Nichtdeterminismus
beﬁndet sich in [CC97]. F¨ ur Modelle wie beschr¨ ankt nichtdeterministische
Turingmaschinen oder Schaltkreise kennt man jedoch bisher keine unteren
Schranken f¨ ur konkrete Funktionen.
In diesem Kapitel geben wir untere Schranken f¨ ur explizit gegebene Funktio-
nen in verschiedenen Modellen von Berechnungen mit beschr¨ anktem Nicht-
determinismus an. Die beschr¨ ankt langen nichtdeterministischen Rateworte
kann man auch als beschr¨ ankt lange Beweise verstehen, die manchmal zu
erh¨ ohtem Veriﬁzierungsaufwand f¨ uhren.
Die Untersuchung von beschr¨ anktem Nichtdeterminismus in der Kommu-
nikationskomplexit¨ at wurde initiiert in [HrS96]. W¨ ahrend probabilistische
59Protokolle nur relativ wenige Ratebits ben¨ otigen, n¨ amlich logn+O(1) (sie-
he Fakt 2.4), kann eine scheinbar geringf¨ ugige Einschr¨ ankung der Anzahl
der nichtdeterministischen Ratebits die Kommunikation drastisch erh¨ ohen,
siehe Fakt 2.14.
Eine wichtige Eigenschaft der nichtdeterministischen Kommunikation ist die
Tatsache, daß Protokolle mit nur einer Runde optimal sind. Das ist ein schar-
fer Kontrast zu deterministischen und probabilistischen Protokollen (siehe
Fakt 2.1 und Abschnitt 3.2). Das zentrale Resultat dieses Kapitels (Theo-
rem 4.2) zeigt, daß Kommunikation mit beschr¨ anktem Nichtdeterminismus
sehr stark von Interaktion abh¨ angt. Diese Eigenschaft ist der gemeinsame
Ursprung der Resultate in diesem Kapitel.
Wir beginnen wieder mit Einweg Kommunikation. Ein fast optimaler Unter-
schied zwischen beschr¨ ankt nichtdeterministischer Einweg Kommunikation
und unbeschr¨ ankt nichtdeterministischer Kommunikation ist das Ergebnis
von Theorem 4.1.
Theorem 4.1 Es gibt eine Funktion ODn,s auf Θ(nslogn) Eingaben, so
daß folgendes gilt:
N
(1)
O(slogn)(ODn,s) = O(slogn).
D(B,1)(ODn,s) = O(slogn).
Es gibt eine Konstante  > 0 so daß f¨ ur s ≤ n gilt
N(1)
s (ODn,s) = Ω(nslogn).
Eine wichtige Eigenschaft der Funktion zu diesem Resultat ist eine asym-
metrische Aufteilung der Eingaben, in der A weitaus mehr Eingaben als B
erh¨ alt. Das wird f¨ ur eine Anwendung auf Formell¨ ange wichtig sein.
Dann wenden wir uns der Kommunikation mit mehr Runden zu. Eine Run-
denhierarchie f¨ ur Kommunikation mit beschr¨ anktem Nichtdeterminismus ist
in [HrS96] zu ﬁnden, aber nur f¨ ur eine weniger als logarithmische Anzahl von
Ratebits. Wir geben f¨ ur alle s,k eine Funktion auf n Eingaben an, die deter-
ministisch in k Runden mit Kommunikation O(sklogn) berechnet werden
kann, wenn A beginnt, w¨ ahrend jedes Protokoll mit k Runden, bei dem B
startet und welches s nichtdeterministische Ratebits verwendet, Kommuni-
kation Ω(n/(s2k2 logn)) ben¨ otigt.
Theorem 4.2 F¨ ur alle s,k und alle n gibt es eine Boolesche Funktion fs
k
mit n Eingaben und
• D(k)(fs
k) = O(sklogn)
• N
(B,k)
s (fs
k) = Ω(n/(s2k2 logn))
• N
(B,k)
O(slogn)(fs
k) = O(sklogn).
60Die Funktion ist eine Variante von Pointer Jumping, bei der man Θ(s) Pfa-
den in einem bipartiten Graphen bis zum k+2ten Knoten folgen muß. Man
kann leicht eine Runde sparen, indem man f¨ ur jeden Pfad eine Kante mit
logn nichtdeterministischen Bits r¨ at. Sind nun z.B. s,k polylogarithmisch
in n, so ergibt sich ein exponentieller Unterschied zwischen der beschr¨ ankt
nichtdeterministischen k − 1-Runden Kommunikationskomplexit¨ at und der
deterministischen k-Runden Kommunikationskomplexit¨ at.
Abschnitt 4.3 enth¨ alt Anwendungen der Resultate zur Kommunikationskom-
plexit¨ at. Zuerst zeigen wir, daß die uniforme nichtdeterministische Kommu-
nikationskomplexit¨ at nicht immer eine gute untere Schranke f¨ ur die Gr¨ oße
nichtdeterministischer Einweg Automaten ist. Dann zeigen wir, daß eine
Sprachversion von Dn,n (siehe Deﬁnition 2.7) eine bestimmte konstante An-
zahl von Ratebits zur Konstruktion eﬃzienter nichtdeterministischer Einweg
Automaten erfordert. Genauer, bis zu einem konstanten Wert (der polyno-
miell in der optimalen nfa-Gr¨ oße ist) bleibt die Gr¨ oße eines nfa nahe an der
minimalen dfa Gr¨ oße, um dann schnell exponentiell in die N¨ ahe der optima-
len nfa Gr¨ oße zu fallen, wenn die Anzahl der Ratebits um einen logarithmi-
schen Faktor steigt. Dieses Resultat ist eine Erg¨ anzung zu den Resultaten
in [GKW90], wo gezeigt wird, daß manchmal nur unbeschr¨ ankt viele Rate-
bits helfen, und manchmal die Gr¨ oße kontinuierlich mit jedem zus¨ atzlichen
Ratebit sinkt, bis das Optimum (fast) erreicht ist.
Theorem 4.3 Es gibt eine Sprache DN ⊆ {0,1}N, so daß DN von einem
nfa mit O(
√
N logN) Ratebits und poly(N) Zust¨ anden erkannt werden kann,
w¨ ahrend das Erkennen von DN mindestens 2Ω(
√
N/logN) Zust¨ ande erfordert,
wenn ein nfa nur 
p
N/logN Ratebits benutzt f¨ ur eine hinreichend kleine
Konstante  > 0. Der minimale dfa f¨ ur DN hat die Gr¨ oße 2Θ(
√
N logN).
Wir betrachten dann nichtdeterministische Zweiweg Automaten. Es gibt er-
staunlicherweise eine Hierarchie ¨ uber die maximal erlaubte L¨ ange der Kreu-
zungsfolgen k (oder die Anzahl der Reversals), in der die Gr¨ oße nichtde-
terministischer Automaten (mit unbeschr¨ anktem Nichtdeterminismus) bei
der Restriktion von k ansteigt. F¨ ur Automaten mit beschr¨ anktem Nichtde-
terminismus ist die entsprechende Hierarchie allerdings viel st¨ arker ausge-
pr¨ agt und ergibt exponentielle Unterschiede. Reversal Komplexit¨ at f¨ ur Zwei-
weg nfa wird auch z.B. in [Hr91] betrachtet. F¨ ur Turing Maschinen enth¨ alt
das Reversalmaß gew¨ ohnlich auch Reversals auf den Arbeitsb¨ andern, siehe
z.B. [CY91]. Andere Einschr¨ ankungen der Bewegungen von Zweiweg Auto-
maten werden z.B. in [Da96] untersucht.
Die maximalen Unterschiede zwischen den Gr¨ oßen nichtdeterministischer
Automaten mit verschiedenen Kreuzungsfolgenl¨ angen sind wie folgt beschr-
¨ ankt. Ein k-kreuzungsbeschr¨ ankter nichtdeterministischer Automat mit q
Zust¨ anden kann von einem Einweg nfa mit O(qk) Zust¨ anden simuliert wer-
den. Ein k-reversalbeschr¨ ankter nichtdeterministischer Automat mit q Zu-
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Automaten mit O(qj+2) Zust¨ anden simuliert werden, siehe Lemma 4.7.
Die Hierarchie f¨ ur unbeschr¨ ankten Nichtdeterminismus ist wie folgt.
Theorem 4.4 Es gibt eine von k unabh¨ angige Sprache L ⊆ {0,1}n, so daß
jeder nichtdeterministische k-kreuzungsbeschr¨ ankte Automat f¨ ur das Erken-
nen von L mindestens Ω(N1/k) Zust¨ ande ben¨ otigt. Ein deterministischer
k-reversalbeschr¨ ankter Automat mit O(N1/k log2 N) Zust¨ anden kann L er-
kennen. N = Θ(2n/2) ist die Gr¨ oße des minimalen Einweg dfa f¨ ur L.
Bei beschr¨ anktem Nichtdeterminismus ergibt sich eine st¨ arkere Hierarchie:
Theorem 4.5 F¨ ur alle s,k,n mit n ≥ s gibt es eine Sprache Ls,k ⊆ {0,1}n,
welche von einem deterministischen k-reversalbeschr¨ ankten Automaten mit
knO(s) Zust¨ anden erkannt wird. Zum Erkennen von Ls,k ben¨ otigt jeder nicht-
deterministische (k − 1)-kreuzungsbeschr¨ ankte Automat mit nur s nichtde-
terministischen Ratebits 2Ω(n/(s2k3 logn)) Zust¨ ande.
In Abschnitt 3.3.3 haben wir die Neˇ ciporuk Methode mit Hilfe von asymme-
trischer Einweg Kommunikation beschrieben. In Abschnitt 4.3.3 leiten wir
eine untere Schranke f¨ ur die L¨ ange von Formeln mit beschr¨ anktem Nicht-
determinismus her. Dazu entwerfen wir eine geignete Variante des iterierten
Disjunktheitsproblems.
Theorem 4.6 Es gibt eine Boolesche Funktion ADn,s (mit logn ≤ s ≤ n)
auf N = O(nslogn) Eingaben, so daß jede Formel mit s nichtdetermini-
stischen Bits f¨ ur ADn,s eine L¨ ange von mindestens Ω(n2slogn) hat. ADn,s
kann von einer Formel mit O(slogn) nichtdeterministischen Bits und L¨ ange
O(ns2 logn) berechnet werden.
Insbesondere sei f¨ ur 0 <  ≤ 1/2 s = n

1−, dann ist die untere Schranke
Ω(N2−/log1− N) bei N/log N erlaubten Ratebits. O(N log1− N) Ra-
tebits reichen, um eine L¨ ange von O(N1+/log N) zu erzielen.
Wegen Beschr¨ ankungen des Neˇ ciporuk Ansatzes kann man nur untere Schran-
ken von bestenfalls n2/s f¨ ur s Ratebits zeigen, wesentlich bessere Ergebnisse
ben¨ otigten also neue Techniken. Im Fall von unbeschr¨ anktem Nichtdetermi-
nismus wird die Asymmetrie der Eingabeaufteilung unwichtig und nur trivia-
le untere Schranken sind mit unserer Methode m¨ oglich. Das ist kein Zufall,
da allgemeine nichtdeterministische Formeln so m¨ achtig sind wie nichtdeter-
ministische Schaltkreise. Aber selbst f¨ ur deterministische Schaltkreise sind
f¨ ur konkrete Funktionen keine superlinearen unteren Schranken bekannt.
Schließlich untersuchen wir die Tiefe monotoner Schaltkreise. Karchmer und
Wigderson haben gezeigt, daß eine ¨ Aquivalenz zwischen der Kommunikati-
onskomplexit¨ at eines bestimmten Spiels und der Tiefe monotoner Schaltkrei-
se besteht [KW90]. Diese ¨ Aquivalenz kann auch ¨ uber Tiefe (bei unbeschr¨ ank-
tem fan-in) und Logarithmus des fan-in gegen Runden und Kommunikation
pro Runde dargestellt werden, siehe [NW93] und [K88].
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werden kann, wenn unbeschr¨ ankter Nichtdeterminismus vorhanden ist, da-
bei steigt die Gr¨ oße nicht wesentlich an. Wir zeigen, daß dies auch im Fall
monotoner Schaltkreise gilt.
Theorem 4.7 Ein monotoner nichtdeterministischer Schaltkreis mit c Gat-
tern kann in eine ¨ aquivalente monotone nichtdeterministische Formel mit
Tiefe logc+O(1) und O(c) Gattern umgewandelt werden. Bei unbeschr¨ ank-
tem fan-in reicht Tiefe 2 bei Gr¨ oße O(c).
Wir konstruieren eine Familie von Funktionen auf n Variablen f¨ ur jedes d
(mit
√
n ≥ d ≥ logn) so daß jede Funktion in monotoner Tiefe Θ(d) be-
rechenbar ist, wenn h¨ ochstens n/d nichtdeterministische Bits f¨ ur ein kon-
stantes  > 0 erlaubt sind. Sind n/d nichtdeterministische Bits vorhanden,
kann die monotone Tiefe auf O(logn) gesenkt werden. Die untere Schranke
benutzt die untere Schranke f¨ ur das Matching Problem aus [RW92].
Theorem 4.8 Seien d,n so, daß
√
n ≥ d ≥ logn. Dann gibt es eine ex-
plizite Boolesche Funktion gd
n auf n Variablen sowie eine Konstante  > 0
mit den folgenden Eigenschaften: gd
n kann von einer monotonen determini-
stischen Formel mit Tiefe O(d) berechnet werden, und jeder nichtdetermini-
stische monotone Schaltkreis mit n/d Ratebits braucht Tiefe Ω(d). gd
n kann
in monotoner Tiefe O(logn) mit n/d Ratebits berechnet werden.
s,t-connectivity ist ein wichtiges monotones Problem, bei dem zu entschei-
den ist, ob ein gegebener Graph mit zwei ausgezeichneten Knoten s und t
einen Pfad von s nach t besitzt. Die deterministische monotone Tiefe des
Problems ist Θ(log2 n) (siehe [KW90]). Intuitiv kann man vermuten, daß
viel Information ¨ uber den Pfad geraten werden muß, um die Tiefe drastisch
zu reduzieren. Wir best¨ atigen dieses.
Theorem 4.9 Sei d die Tiefe optimaler monotoner Schaltkreise f¨ ur s,t-
connectivity mit (n/k)logn nichtdeterministischen Ratebits.
Dann ist Ω(log2 k + logn) = d = O(lognlogk).
Wir vermuten, daß die ”wirkliche“ Schranke Θ(lognlogk) ist.
Nisan und Wigderson haben eine Separation der Tiefenhierarchie monoto-
ner Schaltkreise mit konstanter Tiefe und unbeschr¨ anktem fan-in bei poly-
nomieller Gr¨ oße, welche zuerst in [KPY84] bewiesen wurde, von der deter-
ministischen Rundenhierarchie der Kommunikationskomplexit¨ at abgeleitet
[NW93]. Wir verallgemeinern das Ergebnis f¨ ur den Fall von beschr¨ anktem
Nichtdeterminismus.
Theorem 4.10 F¨ ur alle k ≥ 3 und s ≥ n gibt es eine Funktion qs
k mit
N = Θ(snk−1) Eingaben, die von deterministischen monotonen Formeln
mit fan-in O(s), Tiefe k und Gr¨ oße O(N) berechnet werden kann.
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k mit Tiefe k − 1, unbeschr¨ anktem fan-in
und s/k nichtdeterministischen Bits hat Gr¨ oße 2Ω((N/s)1/(k−1)/k).
qs
k kann von monotonen Schaltkreisen mit unbeschr¨ anktem fan-in, O(slogn)
nichtdeterministischen Bits, Tiefe k−1 und Gr¨ oße O(N) berechnet werden.
Der Fall k = 3 ist eine Ausnahme mit der Gr¨ oße O(N logN).
Nichtdeterminismus erlaubt Vereinfachungen der Struktur von Berechnun-
gen in vielen Berechnungsmodellen. Die Schlußfolgerung unserer Resulta-
te ist, daß man daf¨ ur mit einem hohem Verbrauch von Nichtdeterminis-
mus rechnen muß. Ist diese Resource beschr¨ ankt, so treten Runden- und
Tiefenph¨ anomene wie in der deterministischen Welt auf. Diese Ph¨ anomene
tauchen in unseren Beispielen deshalb auf, weil Nichtdeterminismus Kom-
munikationsstrukturen vereinfachen kann, aber nur, wenn in ausreichendem
Maße Ratebits vorhanden ist.
Die Ergebnisse dieses Kapitels sind zum großen Teil in [Kl98] und (Lemma
4.6) [HKKSS00] publiziert.
4.2 Resultate zur Kommunikationskomplexit¨ at
In gewisser Hinsicht ist alles ¨ uber nichtdeterministische Kommunikation mit
beschr¨ ankter Interaktion bereits in Fakt 2.1 gesagt: Eine Kommunikations-
runde ist ausreichend, man ben¨ otigt keine Interaktion. Aber dies wird mit
einem hohen Verbrauch an nichtdeterministischen Bits erkauft und ist nicht
mehr wahr, wenn nur noch beschr¨ ankter Nichtdeterminismus zur Verf¨ ugung
steht. In diesem Fall besteht eine starke Abh¨ angigkeit der Kommunikati-
on von der Anzahl der Runden (je nachdem, wie viele Ratebits vorhanden
sind).
4.2.1 Eine Funktion mit asymmetrischer Eingabeaufteilung
und hoher Einweg Kommunikation
In diesem Abschnitt untersuchen wir nichtdeterministische Einweg Kommu-
nikationskomplexit¨ at bei beschr¨ anktem Nichtdeterminismus.
Es ist einfach zu beobachten, daß wenn Spieler B nur m Eingabebits besitzt
und Spieler A m nichtdeterministische Bits hat, die Einweg Kommunikation
gleich der nichtdeterministischen Kommunikationskomplexit¨ at ist: Die nicht-
deterministische Kommunikationskomplexit¨ at ist in diesem Fall h¨ ochstens
m, und daher kann A den gesamten Dialog raten.
F¨ ur eine Anwendung auf Formell¨ ange untersuchen wir Funktionen mit asym-
metrischer Aufteilung der Eingabebits, d.h. bei denen A viel mehr Einga-
bebits erh¨ alt als B. F¨ ur nichttriviale Resultate muß dann die Anzahl der
nichtdeterministischen Bits kleiner als die Anzahl der Eingaben eines Spie-
lers sein.
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Kommunikation (ausgehend von der deterministischen Kommunikation d)
bestenfalls auf d/2s dr¨ ucken kann. Ist also s sublogarithmisch, so folgen star-
ke untere Schranken oft bereits von Schranken f¨ ur deterministische Kommu-
nikation, z.B. ist Nlogn(¬EQ) ≥ n1−, w¨ ahrend Nlogn(¬EQ) = O(logn).
Andererseits gilt aber:
Lemma 4.1
N(1)
s (f) = c ⇒ N(1)
c ≤ c.
Beweis: Bei c Bits Kommunikation k¨ onnen nur 2c verschiedenen Nach-
richten verwendet werden (f¨ ur alle Eingaben). Um eine der Nachrichten zu
raten reichen daher immer c nichtdeterministische Bits aus. Alle Ratebits
sind privat. 2
Also ist es sinnlos, mehr zu raten als zu kommunizieren. Wir sind daran
interessiert, festzustellen, wie groß der Unterschied zwischen nichtdetermi-
nistischer Einweg Kommunikation mit s Ratebits und unbeschr¨ ankt nicht-
deterministischer Einweg Kommunikation sein kann. Dazu betrachten wir
den zu erreichenden Unterschied als eine Funktion G.
Korollar 4.1 Sei f : {0,1}n × {0,1}m → {0,1} eine Boolesche Funktion
und G : IN → IN eine monoton steigende Funktion mit
N(1)(f) = N(f) = c und Ns(f) = G(c) f¨ ur ein s.
Dann gilt N
(1)
G−1(n)(f) ≤ c und daher s ≤ G−1(n).
Beweis: Es ist G(c) ≤ n und somit c ≤ G−1(n). 2
Der Bereich der Werte von s, in dem ein Unterschied G zwischen N(f) und
N
(1)
s (f) beweisbar ist, ist daher eingeschr¨ ankt. Wenn z.B. ein exponentieller
Unterschied G(x) = 2x gezeigt werden soll, so muß s ≤ logn sein. Wenn
G(x) = r · x, dann muß s ≤ n/r gelten.
Wir zeigen nun einen Unterschied zwischen nichtdeterministischer Einweg
Kommunikation mit s Ratebits und unbeschr¨ ankt nichtdeterministischer
Einweg Kommunikation. Zuerst deﬁnieren wir die dabei betrachtete Funk-
tion.
Deﬁnition 4.1 ODn,s bezeichne folgende Boolesche Funktion f¨ ur 1 ≤ s ≤
n:
ODn,s(x1,...,xn;xn+1) = 1 ⇐⇒ ∀i : xi ∈ P(n3,s)
∧∃i : |{j|j 6= i;xi ∩ xj 6= ∅}| ≥ s.
Wir betrachten die Aufteilung der Eingaben, bei der B die Menge xn+1 und
A alle anderen Mengen erh¨ alt. Die oberen Schranken des folgenden Lemmas
sind trivial, weil B nur O(slogn) Eingaben erh¨ alt.
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N
(1)
O(slogn)(ODn,s) = O(slogn).
D(B,1)(ODn,s) = O(slogn).
Die folgende untere Schranke ergibt einen fast optimalen Unterschied zwi-
schen nichtdeterministischer Kommunikation und beschr¨ ankt nichtdetermi-
nistischer Einweg Kommunikation. Beschr¨ ankt nichtdeterministische Einweg
Kommunikation wird auch in [HrSa00] untersucht.
Theorem 4.1 Es gibt eine Konstante  > 0, so daß f¨ ur s ≤ n gilt
N(1)
s (ODn,s) = Ω(nslogn).
Beweis: Wir m¨ ussen zeigen, daß alle nichtdeterministischen Einweg Pro-
tokolle mit s Ratebits f¨ ur ODn,s eine hohe Kommunikation haben. Ein
nichtdeterministisches Einweg Protokoll mit s Ratebits und Kommunikati-
on c ist ¨ aquivalent zu einer ¨ Uberdeckung der Kommunikationsmatrix mit 2s
Booleschen Matrizen mit den folgenden Eigenschaften: Jeder 1-Eintrag der
Kommunikationsmatrix ist in mindestens einer der Matrizen ein 1-Eintrag,
kein 0-Eintrag der Kommunikationsmatrix ist in einer der Matrizen ein 1-
Eintrag, die Menge der verschiedenen Zeilen, welche in den Matrizen vor-
kommen, hat eine Gr¨ oße von h¨ ochstens 2c. Wir zeigen die untere Schranke
unter Verwendung der Eigenschaft, daß jede einzelne Matrix nur maximal 2c
verschiedene Zeilen hat. Diese Eigenschaft korrespondiert zu einem st¨ arkeren
Modell von Protokollen mit beschr¨ anktem, aber ¨ oﬀentlichem Nichtdetermi-
nismus.
Wir konstruieren eine Teilmatrix der Kommunikationsmatrix mit n¨ utzlichen
Eigenschaften, und zeigen dann das Theorem f¨ ur das ”einfachere“ Problem.
Hierzu partitionieren wir das Universum {1,...,n3} in n disjunkte Mengen
U1,...,Un mit |Ui| = n2 = m. Wir w¨ ahlen Vektoren von n Teilmengen des
Universums, so daß die ite Teilmenge jeweils aus Ui ist. Also sind alle n
Teilmengen eines Vektors paarweise disjunkt. Nun muß das Protokoll fest-
stellen, ob die Menge von Spieler B sich mit s der Mengen von Spieler A
nichtleer schneidet.
Wir schr¨ anken die Menge der Eingaben weiter ein. Es gibt
 m
s

Teilmengen
von Ui der Gr¨ oße s. Wir w¨ ahlen eine Menge solcher Teilmengen, so daß
je zwei von ihnen nicht mehr als s/2 gemeinsame Elemente haben. Dazu
beginnen wir mit irgendeiner Teilmenge, und entfernen alle Teilmengen in
”Distanz“ h¨ ochstens s/2. Dies setzen wir so lange wie m¨ oglich fort. Wir er-
halten eine Menge von Teilmengen von Ui, deren Elemente eine paarweise
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  s
s/2
  m
s/2

Teil-
mengen entfernt, daher erhalten wir mindestens
 m
s

  s
s/2
  m
s/2
 ≥

m
s
s/2
/23s/2 (4.1)
Mengen.
Wir ziehen die Eingaben von A wieder als Vektoren von Mengen, wobei wir
jetzt an Position i eine der eben konstruierten Teilmengen von Ui ziehen.
Diese Eingaben indizieren die Zeilen der Teilmatrix der Kommunikations-
matrix. Die Spalten der Teilmatrix sind eingeschr¨ ankt auf Elemente von
U1 × ··· × Un, bei denen nur s Positionen besetzt sind. Wir nennen die
konstruierte Teilmatrix M.
Wir nehmen nun an, es g¨ abe ein Protokoll f¨ ur das eingeschr¨ ankte Problem.
Durch Fixieren des Rateworts erhalten wir eine Matrix M0, welche minde-
stens 1/2r der Einsen von M ¨ uberdeckt, wobei r = s. Wir werden zeigen,
daß eine solche Matrix notwendigerweise viele verschiedene Zeilen hat, was
dazu f¨ uhrt, daß die Kommunikation hoch ist.
Zu jeder Zeile von M geh¨ ort ein Vektor mit n Positionen, an denen Mengen
stehen. i heiße eine Diﬀerenz Position zweier solcher Vektoren von Mengen,
wenn beide an Position i unterschiedliche Eintr¨ age/Mengen aus Ui haben.
Diese unterschiedlichen Teilmengen von Ui haben nach Konstruktion sogar
nicht mehr als s/2 gemeinsame Elemente.
Wir sagen, daß eine Menge von Zeilen k Diﬀerenz Positionen hat, wenn es k
Positionen gibt, so daß jede der Positionen f¨ ur die Vektoren von mindestens
zwei der Zeilen eine Diﬀerenz Position ist.
Wir zeigen nun, daß jede Zeile mit vielen Einsen mit vielen Zeilen von M
nicht ¨ ubereinstimmt, das heißt Einsen enth¨ alt, welche diese nicht haben. Da
M0 einseitigen Fehler hat, m¨ ussen die Zeilen von M0 daher entweder d¨ unn
mit Einsen besetzt sein, oder mit nur wenigen Zeilen von M vertr¨ aglich sein.
Man beobachte, daß jede Zeile von M genau
 n
s

ss Einsen enth¨ alt.
Lemma 4.3 Sei z eine Zeile von M0, die mehrfach in M0 auftaucht. Die
Zeilen von M, an deren Stelle in M die Zeile z in M0 auftaucht, m¨ ogen δn
Diﬀerenz Positionen haben. Dann enth¨ alt z h¨ ochstens 2
 n
s

ss/2δs/6 Einsen.
Beweis: Es seien also mehrere Zeilen von M mit δn Diﬀerenz Positionen
gegeben, so daß die Einsen von z in allen diesen Zeilen vorkommen. Es sei C
die Menge von
 n
s

ss Spalten/Mengen, die Einsen in der ersten solchen Zeile
seien. Alle anderen Spalten sind unerlaubt und d¨ urfen in z nicht Eins sein.
Eine Spalte in C wird zuf¨ allig gezogen, indem zuerst s aus n Positionen
gezogen werden, und dann eines aus s Elementen an jeder Position. Sei
k = δs.
Zuerst z¨ ahlen wir die Spalten in C, welche mit h¨ ochstens k/2 der Mengen
Ui an den Diﬀerenz Positionen einen nichtleeren Schnitt haben. Eine Spalte
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dann ein Element an der Position). Betrachten wir das Experiment, daß s
mal unabh¨ angig eine aus n Positionen gezogen wird, wobei eventuell eine
Position mehrfach gezogen werden kann. Erwartet werden nun δs = k der
Diﬀerenz Positionen gezogen. Mit Chernovs Ungleichung gilt dann aber, daß
mit Wahrscheinlichkeit h¨ ochstens
e− 1
4·2·k ≤ 2−δs/6
h¨ ochstens k/2 Diﬀerenz Positionen vorkommen. W¨ ahlt man nun stattdessen
eine zuf¨ allige Spalte in C, so ist diese Wahrscheinlichkeit noch kleiner, da hier
die Positionen ohne Zur¨ ucklegen gezogen werden. Also tragen die Spalten
in C, die weniger als k/2 Diﬀerenz Positionen treﬀen, h¨ ochstens 2−δs/6 n
s

ss
Einsen zu z bei.
Nun betrachten wir die Spalten/Mengen in C, welche mindestens k/2 Uni-
versen Ui an Diﬀerenz Positionen schneiden. Wie groß ist die Wahrschein-
lichkeit f¨ ur eine zuf¨ allige solche Spalte, daß ihre Menge auf alle Zeilen ”paßt“
? Dabei paßt eine Menge auf alle der Zeilen bzw. deren Vektoren von Men-
gen, wenn jedes Element an einer besetzten Position in der Menge in allen
Mengen der Vektoren an der Position liegt. An jeder Diﬀerenzposition gibt es
aber zwei Vektoren von Mengen, welche sich an der Position unterscheiden,
und dabei ist die Distanz der zwei Mengen an dieser Position mindestens
s/2.
Halten wir also eine beliebige Auswahl der Positionen fest, so daß k/2 Di-
stanzpositionen getroﬀen werden. Jetzt wird eine Spalte gew¨ ahlt, indem
eines von s Elementen an jeder Position ausgesucht wird. Aber wenn die
Position eine Diﬀerenz Position ist, so ist die Bedingung, mit allen Zei-
len ¨ ubereinzustimmen, nur f¨ ur h¨ ochstens s/2 der Elemente erf¨ ullbar. Daher
sind nur 2−k/2 aller Wahlen von Spalten zul¨ assig. So k¨ onnen nur h¨ ochstens  n
s

ss/2k/2 solcher Spalten eine Eins in z sein.
Insgesamt kann nur ein Bruchteil von 2−δs/6+1 aller Spalten in C eine Eins
in z sein. 2
Mindestens die H¨ alfte aller Einsen in M0 liegen in Zeilen mit ≥
 n
s

ss/2r+1
Einsen. Nach Lemma 4.3 wissen wir, daß eine solche Zeile nur auf einer Men-
ge von Zeilen von M erlaubt ist, die nicht mehr als δn Diﬀerenz Positionen
hat, wobei r + 1 = δs/6 − 1. Also kann eine solche Zeile nicht mehr als alle
Einsen in
 m
s
δn Zeilen von M bedecken, und damit nur
 m
s
δn n
s

ss Einsen.
Weil aber nach (4.1) mindestens (m/s)sn/2 n
s

ss/(23sn/22r+1) Einsen von
solchen Zeilen bedeckt werden, sind
(m/s)sn/2 n
s

ss
 m
s
δn n
s

ss23sn/22r+1
≥
(m/s)sn/2
(em/s)6sn+12n23sn/22s+1
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Zeilen notwendig (bei  = 1/20 und n ≥ s ≥ 400). 2
4.2.2 Eine Rundenhierarchie
Die Pointer Jumping Funktion aus Abschnitt 3.2.2 erfordert es, einem Pfad
der L¨ ange k + 1 in einem bipartiten Graphen mit Ausgrad 1 zu folgen. Ein
nichtdeterministisches Protokoll mit logn Ratebits, in dem B die Kommu-
nikation beginnt, kann nun einfach die erste Kante raten, und diese sowie
die zweite Kante an A schicken. Wurde richtig geraten, so kann man die
erste Runde sparen und nach k − 1 Runden fertig sein, ohne die Kommuni-
kation im Vergleich zur Situation, wenn A anf¨ angt, zu erh¨ ohen. Wenn wir
eine Rundenhierarchie f¨ ur (superlogarithmisch) beschr¨ ankten Nichtdetermi-
nismus nachweisen wollen, so brauchen wir also eine schwierigere Funktion.
Wir verallgemeinern dazu Pointer Jumping (die folgende Funktion wurde in
[Kl98] eingef¨ uhrt).
Deﬁnition 4.2 Seien VA und VB disjunkte Mengen von jeweils n Knoten.
Sei FA = {fA|fA : VA → VB} und FB = {fB|fB : VB → VA}.
Weiter sei f¨ ur feste fA,fB deﬁniert, daß
f(v) = ffA,fB(v) =
(
fA(v) wenn v ∈ VA,
fB(v) wenn v ∈ VB.
Deﬁniere f(0)(v) = v und f(k)(v) = f(f(k−1)(v)).
Dann ist gs
k : V s
A×FA×FB → (VA∪VB)s deﬁniert als gs
k(v1
1,...,vs
1,fA,fB) =
(f
(k+1)
fA,fB(v1
1),...,f
(k+1)
fA,fB(vs
1)).
Die Funktion fs
k : V s
A × FA × FB → {0,1} ist das XOR der Bits in der
Bin¨ arkodierung der Ausgabe von gs
k.
Obige Deﬁnition verallgemeinert Pointer Jumping, indem nun s Pfaden par-
allel gefolgt werden muß, auf einem einzelnen Graphen. Spieler A erh¨ alt ein
Element von FA, Spieler B ein Element von FB, und beide kennen s Start-
knoten. Intuitiv gesehen muß Spieler B slogn Bits raten, um die erste Runde
produktiv zu nutzen.
Ein probabilistisches Protokoll f¨ ur Pointer Jumping von [NW93] (siehe Ab-
schnitt 3.2.2) kann zu einem Las Vegas Protokoll mit Aufgabewahrschein-
lichkeit 1/2 und damit zu einem nichtdeterministischen Protokoll f¨ ur g1
k
ver¨ andert werden, das O(logn) nichtdeterministische Bits benutzt, und Kom-
munikation O((n/k +k)logn) hat, bei k Runden, wenn B startet. Das Pro-
tokoll l¨ aßt sich allerdings anscheinend nicht sinnvoll f¨ ur gs
k verallgemeinern.
In [PRV99] wird ein Protokoll beschrieben, das gs
k berechnet, und besser
als die triviale nlogn Schranke ist. Sei h(k)(n,s) = logn f¨ ur k ≤ 0 und
h(k)(n,s) = logh(k−1)(n,s) + logs sonst.
Fakt 4.1 D(B,k)(gs
k) = O(n · h(k−2)(n,s)).
69Das folgende Lemma gibt eine untere Schranke.
Lemma 4.4 N
(B,k)
s/3200(fs
k) ≥ n
2s2(k+1)2 − 2s(k + 2)logn.
Beweis: Wie in der Analyse von [NW93] f¨ ur das normale Pointer Jumping
Problem betrachten wir Protokolle f¨ ur fs
k mit folgenden Eigenschaften. Es
gibt k Runden, B beginnt die Kommunikation. In Runde t ≥ 1 werden die
Knoten vi
t = f(t−1)(vi
1) f¨ ur alle i kommuniziert, d.h. allen Pfaden mit einer
Runde ”Versp¨ atung“ gefolgt. Die Forderung der letzten Eigenschaft kostet
sklogn Bits zus¨ atzliche Komunikation. Insgesamt sei die Kommunikation
dann (/2)n−s(k+2)logn Bits mit  = 1/(s2(k+1)2). Wir werden zeigen,
daß diese Kommunikation nicht ausreicht, was die untere Schranke zeigt.
Ein nichtdeterministisches Protokoll mit s/3200 Ratebits f¨ uhrt auf 2s/3200
deterministische Protokolle, welche Sprachen erkennen, die zusammen fs
k
¨ uberdecken. Wir betrachten den Protokollbaum eines solchen determini-
stischen Protokolls. Jeder Knoten z des Baums wird mit einer Teilmatrix
Fz
A × Fz
B von Eingaben markiert, welche mit der Kommunikation auf dem
Pfad von der Wurzel zu z konsistent sind. Sei δ =
√
/20. Es seien cz Bits
bis zum Erreichen von Knoten z kommuniziert.
Unser Ziel ist es, zu zeigen, daß mit Wahrscheinlichkeit mindestens 1 −
2−s/3195+1 eine gem¨ aß der Gleichverteilung zuf¨ allig gezogene Eingabe ein
Blatt des Protokollbaums erreicht, in dem die Entropie der Endknoten von
Ω(s) Pfaden, jeweils unter der Bedingung, daß die anderen Pfade ﬁxiert
sind, hoch ist. Das erlaubt dann zu zeigen, daß die deterministische Kom-
plexit¨ at mit hohem, aber einseitigem Fehler, groß sein muß, und somit auch
die nichtdeterministische Komplexit¨ at bei einer beschr¨ ankten Anzahl von
Ratebits.
Wir untersuchen nun einen der s Pfade, denen gefolgt werden soll, sei dies
Pfad i. Alle anderen Pfade enthalten zusammen h¨ ochstens (s − 1)(k + 1)
Kanten. Die Zufallsvariable Yi entspreche den M¨ oglichkeiten, diese ¨ ubrigen
s−1 Pfade zu ﬁxieren. Sei Ω die Menge aller Eingaben. Yi bildet eine gleich-
verteilt gezogene Eingabe auf s−1 der Pfade in der Eingabe ab, beginnend
mit s−1 zuf¨ alligen Startknoten v
j
i mit j 6= i. Also ist Yi uniform verteilt auf
den M¨ oglichkeiten, alle s − 1 Pfade außer i zu ﬁxieren. Ein elementares Er-
eignis zu der Variable Yi besteht aus allen Eingaben, welche eine Menge von
s − 1 Pfaden gemeinsam haben. Ereignisse von Yi sind dann Vereinigungen
der Elementarereignisse. Manche Ereignisse entsprechen dem Fixieren von
r ≤ s − 1 Pfaden. Solche Ereignisse sollen pfadﬁxierende Ereignisse heißen.
Ein Knoten z in Tiefe t im Protokollbaum heiße sehr gut f¨ ur i, wenn 1 ≤ i ≤ s
und
1. H(Fz
A|Yi) ≥ nlogn − 2cz − 2s(k + 2)logn
2. H(Fz
B|Yi) ≥ nlogn − 2cz − 2s(k + 2)logn
703. H(Fz
B(vi
t)|Yi) ≥ logn − δ
mit einer analogen Deﬁnition, wenn A an der Reihe ist. An der Wurzel
(t = 0) sei der dritte Teil als H(vi
1|Yi) ≥ logn − δ deﬁniert.
Behauptung 4.1 Sei E ein pfadﬁxierendes Ereignis zu Yi. Eine Eingabe,
welche unter der Bedingung E gleichverteilt gew¨ ahlt wird, erreicht kein f¨ ur
i sehr gutes Blatt mit Wahrscheinlichkeit h¨ ochstens (k + 1)(22
√
 + 1/ns).
Beweis: Es sei bemerkt, daß in der Behauptung eine zweifache Bedingung
an die FA und FB betrachtet wird. Zuerst wird die Wahl der Eingaben
bzw. Knoten im Protokollbaum unter der Annahme des Ereignisses E be-
trachtet, und zweitens sind die Entropien ¨ uber die Zufallsvariable Yi bedingt.
Zun¨ achst zeigen wir, daß die ersten beiden Teile der Eigenschaft “sehr gut”
in Tiefe j im Protokollbaum mit Wahrscheinlichkeit mindestens 1 − j/ns
gelten.
Man betrachte den Protokollbaum. Wir schr¨ anken den Baum auf solche Ein-
gaben, welche E erf¨ ullen, ein. Der neue Protokollbaum hat eine Wurzel, zu
welcher alle mit E konsistenten Eingaben geh¨ oren. Da E pfadﬁxierend ist,
erhalten wir so eine Teilmatrix GA×GB der Kommunikationsmatrix, denn es
werden einfach einige der Pointer in FA und FB ﬁxiert. Die Matrix der Ein-
gaben an Knoten z, welche E erf¨ ullen, heiße Gz
A×Gz
B, dabei bezeichnen Gz
A
und Gz
B auch uniform auf den Zeilen/Spalten verteilte Zufallvariablen. Der
eingeschr¨ ankte Protokollbaum wird weiterhin zu den Kommunikationen im
alten Protokoll assoziiert, dabei sei wie bisher die L¨ ange der Kommunikation
bis Knoten z mit cz bezeichnet. Das eingeschr¨ ankte Protokoll kommuniziert
in Runde t alle vi
t, die Kommunikation hierzu wird in cz mitgerechnet, auch
wenn durch E ﬁxierte Knoten kommuniziert werden.
Es gilt an der Wurzel H(GA) = H(GB) ≥ nlogn−s(k+2)logn, weil durch
E h¨ ochstens (s − 1)(k + 1) Kanten ﬁxiert sind.
Wir gehen nun abw¨ arts im Baum. Sei w ein zuf¨ alliges Kind eines Knoten
z mit H(Gz
A) ≥ H(GA) − 2cz und H(Gz
B) ≥ H(GB) − 2cz. Das Kind wird
gew¨ ahlt mit der Wahrscheinlichkeit, die sich aus dem Verh¨ altnis der Anzahl
der Eingaben in dem Kind zu der Anzahl der Eingaben im Elternknoten
ergibt. Angenommen A sendet in z eine Nachricht, und aw sei die L¨ ange der
Nachricht, welche zu w f¨ uhrt. Dann ist cw = cz + aw.
Pr(H(Gw
B) < H(GB) − 2cw) = 0, weil B nichts gesendet hat.
Pr(H(Gw
A) < H(GA) − 2cw) ≤ 1/ns wie folgt. Sei µ die Gewichtsfunktion
der Gleichverteilung auf den Eingaben, die E erf¨ ullen. Ein Kind wird mit
Wahrscheinlichkeit µ(Gw
A)/µ(Gz
A) gew¨ ahlt und
H(Gw
A) = H(GA) + logµ(Gw
A).
71Daher gilt
Pr(H(Gw
A) < H(GA) − 2cw)
≤ Pr(µ(Gw
A) < 2−2cw)
≤ Pr(µ(Gw
A)/µ(Gz
A) < 2−2aw)
≤
X
w
2−2aw
≤
1
ns
X
w
2−aw ≤
1
ns.
Der vorletzte Schritt ist wahr, weil an Knoten z immer s Kanten kommu-
niziert werden und daher aw ≥ slogn gilt. Die letzte Ungleichung folgt mit
der Kraftschen Ungleichung Fakt 2.31 (jede Nachricht ”kodiert“ eine Zahl,
und die L¨ ange der Nachricht ist eine Kodierungsl¨ ange).
Die Wahrscheinlichkeit, einen Knoten in Tiefe j zu erreichen, der H(Gw
A) <
nlogn − 2cw − s(k + 2)logn oder H(Gw
B) < nlogn − 2cw − s(k + 2)logn
erf¨ ullt, ist also h¨ ochstens j/ns. Es gilt H(Fw
A) ≥ H(Gw
A) f¨ ur alle w. Weiterhin
gilt H(Fw
A|Yi) ≥ H(Fw
A) − log|Yi|, weil
H(X) ≥ H(X|Yi) ≥ H(X) − H(Yi) ≥ H(X) − log|Yi|
f¨ ur alle X und Yi, dabei sei |Yi| die Gr¨ oße des Wertebereichs von Yi.
Daher gelten die ersten beiden Teile der Eigenschaft sehr guter Knoten
in Tiefe j mit Wahrscheinlichkeit mindestens 1 − j/ns (oﬀensichtlich ist
log|Yi| ≤ (s − 1)(k + 2)logn).
Nun ist noch der dritte Teil der Eigenschaft sehr gut zu untersuchen. Wir
zeigen, daß bei einer unter der Bedingung E gezogenen Eingabe mit hoher
Wahrscheinlichkeit in Tiefe t im Protokollbaum ein Knoten z erreicht wird,
an dem vi
t+1 hohe Entropie (unter den Eingaben in Gz
A × Gz
B) hat, und
folgern dann Eigenschaft drei f¨ ur Bl¨ atter. Beginnen wir an der Wurzel des
Protokollbaums. Weil der Startknoten zuf¨ allig ist, gilt H(vi
1|Yi) = logn,
auch unter dem Ereignis E.
Als n¨ achstes untersuchen wir ein zuf¨ alliges Kind w eines Knotens z in Tiefe t.
O.B.d.A. sende B an z. z habe die Eigenschaft, daß H(vi
t+1) = H(GB(vi
t)) ≥
logn − δ und daß H(Gz
B) ≥ H(GB) − 2cz und H(Gz
A) ≥ H(GA) − 2cz.
Nach obigem gilt dann mit Wahrscheinlichkeit 1−1/ns, daß auch H(Gw
B) ≥
H(GB)−2cw und H(Gw
A) ≥ H(GA)−2cw. Diese Eigenschaften nehmen wir
im folgenden als gegeben an.
Wir benutzen Fakt 2.29, der uns erlaubt, die Wahrscheinlichkeit von Ereig-
nissen zu einer Verteilung mit hoher Entropie durch deren Wahrscheinlich-
keit unter der Gleichverteilung zu approximieren.
Wieder sei aw die L¨ ange der Nachricht, welche von z zu w f¨ uhrt, also
cw = cz + aw. Wir betrachten nur Kinder w, bei denen
P
v∈VA H(Gw
A(v)) ≥
H(Gw
A) ≥ nlogn − 2cw − s(k + 2)logn ≥ nlogn − n gilt. Wenn ein
72v gem¨ aß der Gleichverteilung gezogen wird, dann ist f¨ ur alle solchen w
PrU(H(Gw
A(v)) < logn − δ) ≤ /δ aufgrund der Markov Ungleichung.
Aber H(vi
t+1|E) = H(Gz
B(vi
t)) ≥ logn − δ. Bei der Wahl eines Kindes w
von z wird vi
t+1 also unter einer Verteilung mit hoher Entropie gew¨ ahlt. Mit
Fakt 2.29 gilt folgendes:
Pr(H(Gw
A(vi
t+1)) < logn − δ)
≤ /δ
 
1 +
s
4δ
/δ
!
= 22
√
.
Also ist mit Wahrscheinlichkeit 1−22
√
−1/ns die Entropie von Gw
A(vi
t+1)
mindestens logn − δ und H(Gw
A),H(Gw
B) ≥ nlogn − 2cw − s(k + 2)logn,
wenn die analogen Eigenschaften f¨ ur z gelten.
In Tiefe k wird also mit Wahrscheinlichkeit 1−k22
√
−k/ns ein Knoten z
mit H(Gz
A(vi
k)) ≥ logn−δ und H(Gz
A),H(Gz
B) ≥ nlogn−2cz−s(k+2)logn
erreicht. Ist dies der Fall, so wird mit Wahrscheinlichkeit 1−1/ns ein Blatt w
in Tiefe k+1 erreicht, bei dem H(Gw
A),H(Gw
B) ≥ nlogn−2cw−s(k+2)logn
gilt. Weiterhin gilt in diesem Fall auch H(Fw
A|Yi),H(Fw
B|Yi) ≥ nlogn−2cw−
2s(k + 2)logn ≥ nlogn − n.
Nun interessiert uns die Wahrscheinlichkeit, bei gleichverteilter Wahl einer
Eingabe unter der Bedingung E ein Blatt in Tiefe k + 1 zu erreichen, das
sehr gut ist. Wir nehmen an, daß die ersten zwei Teile der Eigenschaft sehr
gut gelten und daß ein Elternknoten z mit H(Gz(vi
k) ≥ logn − δ erreicht
wird. All das gilt mit Wahrscheinlichkeit 1 − (k + 1)/ns − k22
√
.
F¨ ur alle w mit den ersten zwei Eigenschaften der Eigenschaft sehr gut gilt
H(Fw
A|Yi) ≥ nlogn − 2cw − 2s(k + 1)logn ≥ nlogn − n. Dann ist wie-
der
P
v∈VA H(Fw
A(v)|Yi) ≥ H(Fw
A|Yi) ≥ nlogn − n f¨ ur solche w. Wenn
ein v gem¨ aß der Gleichverteilung gezogen wird, dann ist f¨ ur alle solchen w
PrU(H(Fw
A(v)|Yi) < logn − δ) ≤ /δ aufgrund der Markov Ungleichung.
Aber H(vi
k+1|E) = H(Fz
B(vi
k)|E) = H(Gz
B(vi
k)) ≥ logn − δ. Bei der Wahl
eines Kindes w unter der Bedingung E wird vi
k+1 also unter einer Verteilung
mit hoher Entropie gew¨ ahlt. Mit Fakt 2.29 gilt folgendes:
Pr(H(Fw
A(vi
k+1)|Yi) < logn − δ)
≤ /δ
 
1 +
s
4δ
/δ
!
= 22
√
.
Daher wird mit Wahrscheinlichkeit 1 − (k + 1)(22
√
 + 1/ns) ein sehr gutes
Blatt erreicht. 2
73Nun analysieren wir die Anzahl der i, f¨ ur die ein zuf¨ alliges Blatt sehr gut ist.
Wir betrachten das Experiment, eine Eingabe uniform zuf¨ allig zu ziehen. Die
Zufallsvariable Xi sei 1, wenn die Eingabe ein Blatt erreicht, welches nicht
sehr gut f¨ ur i ist. Es sei X =
P
Xi, wobei das Experiment weiterhin ist, eine
Eingabe zu ziehen.
Ein Filter (siehe Deﬁnition 2.23) auf dem Raum der Ereignisse kann durch
eine Folge von einander verfeinernden Partitionen erzeugt werden, wobei
jede Partition i einer Menge von Elementarereignissen von Fi entspricht.
Wir betrachten den Filter, der wie folgt erzeugt wird: F0 ist trivial, d.h. ent-
h¨ alt die Menge aller Eingaben sowie die leere Menge. F¨ ur F1 partitionieren
wir die Menge aller Eingaben anhand der M¨ oglichkeiten, den ersten Pfad
inklusive seines Startknotens zu ﬁxieren. F¨ ur Fi partitionieren wir vorherige
Partition anhand der M¨ oglichkeiten, den iten Pfad inklusive seines Startkno-
tens zu ﬁxieren, d.h. wir partitionieren die Menge aller Eingaben anhand der
M¨ oglichkeiten, Pfade 1 bis i inklusive der Startknoten zu ﬁxieren. Fs+1 ist
dann P(Ω).
Die Zufallsvariable unseres Interesses ist X =
P
Xi, die Anzahl der Pfade,
f¨ ur welche ein zuf¨ alliges Blatt nicht sehr gut ist. Es sei Z0 = E[X] und
Zi = E[X|Fi], d.h. der Erwartungswert der Summe und die Zufallsvariable
des Erwartungswertes der Summe, abh¨ angig davon, wie die ersten i Pfade
ﬁxiert sind. Wir beschr¨ anken die Wahrscheinlichkeit, daß |Zs −Z0|, d.h. die
Diﬀerenz zwischen X und seinem Erwartungswert, groß ist, mit Azumas
Ungleichung, Fakt 2.27. Man beobachte, daß die Folge Z0,...,Zs+1 wegen
Fakt 2.26 ein Martingal ist.
Was passiert mit der Erwartungswert der Summe, wenn ein Pfad mehr ﬁxiert
wird? Der letzte Knoten des Pfades kann eine geringe Entropie erhalten,
daher ist Xi = 1 anzunehmen. Andere Ver¨ anderungen in E[X] =
P
E[Xi]
k¨ onnen wie folgt beschr¨ ankt werden:
E[
X
j>i
Xj|Fi] ≤
X
j>i
E[Xj|Ej]
f¨ ur pfadﬁxierende Ereignisse Ej und so folgt
|Zi − Zi−1|
≤ 1 + E[
X
j>i
Xj|Fi] − E[
X
j>i
Xj|Fi−1]
≤ 1 +
X
j>i
E[Xj|Ej]
≤ 1 + s(22(k + 1)
√
 + (k + 1)/ns) ≤ 24
mit Behauptung 4.1. Mit
Z0 = E[X] =
X
E[Xi] ≤ s · (22(k + 1)
√
 + (k + 1)/ns) ≤ 23
74erhalten wir ¨ uber Fakt 2.27
Pr(
X
Xi > s/2 + 23) ≤ Pr(|Zs − Z0| ≥ s/2)
≤ 2e−
s2/4
2s·576 ≤ 2 · 2−s/3195.
Nun k¨ onnen wir das Lemma zeigen: Gegeben sei ein nichtdeterministisches
Protokoll, bei dem B startet, das k Runden hat und s/3200 Ratebits verwen-
det. Das Protokoll induziert ein deterministisches Protokoll, welches minde-
stens 2−s/3200 aller 1-Eingaben und daher 2−s/3200−1 aller Eingaben akzep-
tiert. Aber jedes derartige Protokoll mit der gegebenen Kommunikation hat
die Eigenschaft, daß im zugeh¨ origen Protokollbaum mit Wahrscheinlichkeit
h¨ ochstens 2−s/3195+1 ein Blatt erreicht wird, in dem kein vi
k+2 die bedingte
Entropie von mindestens logn − δ hat. Ein akzeptierendes Blatt des Pro-
tokollbaums ist zu einer Matrix von Eingaben assoziiert, die 1-chromatisch
ist, d.h. die Parit¨ at der kten Knoten aller Pfade ist bekannt. Aber dann
ist H(F(k+1)(vi
1)|Yi = y) ≤ logn − 1 f¨ ur alle i und y. Somit ist f¨ ur kein i
H(F(k+1)(vi
1)|Yi) ≥ logn − δ und monochromatische Bl¨ atter sind f¨ ur kein i
sehr gut.
Daher kann kein Protokollbaum mit der erlaubten Kommunikation und Tie-
fe, bei dem B startet, einen Anteil von 2−s/3200 aller 1-Eingaben akzeptieren,
aber keine 0-Eingabe. 2
Bevor wir Theorem 4.2 herleiten, betrachten wir noch die nichtdeterministi-
sche Kommunikationskomplexit¨ at bei unbeschr¨ anktem Nichtdeterminismus.
Lemma 4.5 N(fs
k) = Ω(sklog(n/(sk))).
Beweis: Wir zeigen eine Reduktion vom folgenden Problem:
p(x1,...,xs,y1,...,ys) =
s M
i=1
(xi = yi)
auf Worten xi,yi ∈ {0,1}Θ(k log(n/(sk))). Dieses Problem hat eine nichtdeter-
ministische Kommunikationskomplexit¨ at von Ω(sklog(n/(sk))), was bewie-
sen werden kann mit der Methode der gr¨ oßten monochromatischen Teilma-
trix, siehe [KN97].
Zuerst partitionieren wir die Knoten auf jeder Seite in s Mengen von je n/s
Knoten. Ein monotoner Pfad in Segment i ist ein Pfad, der zwischen linken
und rechten Knoten alterniert, die alle in der iten Knotenmenge liegen, wo-
bei der Pfad am ersten Knoten der iten Menge links beginnt, und bei einem
Knoten mit PARIT¨ AT 1 endet. Zus¨ atzlich muß die Folge der Knotennum-
mern des Pfades monoton ansteigend sein.
Sei also Pi die Menge der monotonen Pfade der L¨ ange k + 1 in Segment i.
Dann ist |Pi| = Ω(
 n/s
k+1

): man w¨ ahlt k+1 Knoten, sortiert sie. Nun identiﬁ-
zieren wir die linken und rechten Seiten eines solchen monotonen Pfades mit-
einander und mit einem Wort aus {0,1}log|Pi|. Das ist sinnvoll, weil die linke
75und rechte Seite zweier verschiedener monotoner Pfade nicht zusammenpas-
sen: bis zu einem Punkt verlaufen die Pfade gleich, dann geht ein Pfad zu
einem h¨ oher numerierten Knoten als der andere. Eine der links/rechts Kom-
binationen bricht hier ab, die andere Kombination muß irgendwann auch
abbrechen, da zu wenig Kanten auf einer Seite ¨ ubrig sind.
Wir betrachten die Menge von Eingaben, die zu allen s-Tupeln von mono-
tonen Pfaden der L¨ ange k korrespondiert, dazu nehmen wir alle anderen
Kanten, welche zu einem Knoten 0 in Segment 0 zeigen. Wir k¨ onnen jeden
Vektor von Pfaden mit einem Vektor von Zeichenketten identiﬁzieren und er-
halten die gew¨ unschte Reduktion: jeder falsch zusammengesetzte Pfad tr¨ agt
eine 0 bei, jeder korrekt zusammengesetzte Pfad tr¨ agt eine 1 bei. 2
Lemma 4.4 und 4.5 implizieren die untere Schranke f¨ ur die Funktion f3200s
k .
Die oberen Schranken sind oﬀensichtlich. In der Formulierung des Theorems
lassen wir die Konstante 3200 weg.
Theorem 4.2 F¨ ur alle s,k und alle n gibt es eine Boolesche Funktion fs
k
mit n Eingaben und
• D(k)(fs
k) = O(sklogn)
• N
(B,k)
s (fs
k) = Ω(n/(s2k2 logn))
• N
(B,k)
O(slogn)(fs
k) = O(sklogn).
4.3 Anwendungen
4.3.1 Nichtdeterministische Einweg Automaten
Die untere Schranke mittels Kommunikation
¨ Ahnlich wie bei deterministischen und probabilistischen Einweg Automaten
k¨ onnen untere Schranken f¨ ur die Gr¨ oße von nfa bewiesen werden, indem
man uniforme nichtdeterministische Einweg Kommunikationsprotokolle be-
trachtet. Ein uniformes nichtdeterministisches Protokoll ist ein nichtdeter-
ministisches Protokoll f¨ ur das Kommunikationsproblem induziert von der
uniformen Kommunikationsmatrix einer Sprache L wie in Abschnitt 3.3.1
deﬁniert. Nun kann die untere Schranke von Fakt 3.7 einfach an den nicht-
deterministischen Fall angepaßt werden [Hr97]. Wegen Fakt 2.1 sind nicht-
deterministische Einweg Protokolle so m¨ achtig wie generelle nichtdetermini-
stische Protokolle.
Fakt 4.2 Die Gr¨ oße eines minimalen nfa f¨ ur eine Sprache L ist von unten
beschr¨ ankt durch die Anzahl der Nachrichten in einem optimalen uniformen
nichtdeterministischen Protokoll f¨ ur L.
76Nichtdeterministische Kommunikationskomplexit¨ at scheint die besten unte-
ren Schranken f¨ ur die Gr¨ oße von nichtdeterministischen Automaten f¨ ur L
zu liefern. Alle anderen bekannten Techniken wie der Fooling Ansatz sind
Spezialf¨ alle davon, siehe auch [HKKSS00]. Es ist auch bekannt [DHS96], daß
der Fooling Ansatz manchmal nur exponentiell schlechtere untere Schranken
als der Kommunikationsansatz zeigen kann.
Ungl¨ ucklicherweise zeigt aber das folgende Resultat, daß die Anzahl nicht-
deterministische Nachrichten nicht benutzt werden kann, um die Gr¨ oße op-
timaler nichtdeterministischer Einweg Automaten zu approximieren.
Lemma 4.6 Es gibt eine regul¨ are Sprache L, so daß die Gr¨ oße eines mini-
malen nfa f¨ ur L mindestens 2Ω(n) ist, aber ein uniformes nichtdeterministi-
sches Protokoll f¨ ur L existiert, welches nur O(n2) Nachrichten verwendet.
Beweis:
Sei L = {xyz : |x| = |y| = |z| = n, und x 6= z ∨ x = y}. Zuerst beschreiben
wir ein nichtdeterministisches Protokoll f¨ ur L mit nur O(n2) Nachrichten.
Spieler A und B berechnen die L¨ angen lI,lII ihrer Eingaben. A sendet lI
und B verwirft, wenn lI + lII 6= 3n. Im folgenden nehmen wir also an, daß
lI + lII = 3n.
Fall 1: lI ≤ n.
A w¨ ahlt eine Position 1 ≤ i ≤ lI und kommuniziert i,xi,lI. B akzeptiert,
wenn xi 6= zi. Ansonsten akzeptiert B genau dann, wenn y = z.
Wenn nun x 6= z, dann gibt es eine akzeptierende Berechnung. Wenn aber
x = z, dann akeptiert B genau dann, wenn y = z, d.h. wenn x = y.
Fall 2: n < lI ≤ 2n.
A w¨ ahlt eine Position 1 ≤ i ≤ n und kommuniziert i,xi,lI. Weiterhin ver-
gleicht A x1,...,xlI−n mit y1,...,ylI−n und sendet das Bit b = 1, wenn
die Worte gleich sind. B akzeptiert, wenn xi 6= zi. Ansonsten vergleicht B
ylI−n+1,...,yn mit zlI−n+1,...,zn. Wann die zwei Worte gleich sind und
b = 1, dann akzeptiert B, und verwirft ansonsten.
Ist es der Fall, daß x 6= z, so gibt es eine akzeptierende Berechnung. Wenn
nicht, so akzeptiert B genau dann, wenn x = y = z.
Fall 3: 2n < lI ≤ 3n.
A w¨ ahlt eine Position lI − 2n < i ≤ n und kommuniziert i,xi,lI. Weiterhin
vergleicht A x mit y. Wenn x = y oder xj 6= zj f¨ ur 1 ≤ j ≤ lI − 2n, dann
akzeptiert A. Ansonsten akzeptiert B genau dann, wenn xi 6= zi.
Das Protokoll benutzt O(n2) Nachrichten.
Nun zur unteren Schranke f¨ ur die Gr¨ oße von nfa f¨ ur L. Wir betrachten nur
Eingaben der Form xyx. Wenn es einen nfa M mit s Zust¨ anden gibt, so be-
steht nun seine Aufgabe darin, zu testen, ob x = y. M kann simuliert werden
durch ein nichtdeterministisches (Zweiweg) Protokoll, in dem A x erh¨ alt und
B y. A bestimmt den nach Lesen von x erreichten Zustand, sendet diesen
an B, der auf y weiter simuliert, und den erreichten Zustand an A sendet. A
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munikation des Protokolls ist 2dlogse. Weil aber die nichtdeterministische
Kommunikationskomplexit¨ at des Gleichheitsproblems n ist (siehe Fakt 2.8),
muß s ≥ Ω(2n/2) gelten. 2
Wir haben also mit der Kommunikationstechnik keine generell gute untere
Schranke f¨ ur die Gr¨ oße nichtdeterministischer Einweg Automaten erhalten.
Nichtdeterministische Einweg Automaten mit beschr¨ anktem Nicht-
determinismus
Einweg Automaten mit beschr¨ anktem Nichtdeterminismus werden u.a. in
[GKW90] untersucht. Es wird dort gezeigt, daß die Kleene H¨ ulle (L#)∗
einer Sprache L von einem nfa mit konstantem Nichtdeterminismus nur ge-
nauso eﬃzient erkannt werden kann wie von einem dfa. Weiterhin zeigen
die Autoren, daß man eine Sprache durch einen nfa mit s Ratebits nur mit
Gr¨ oße Ω(M1/2s
) erkennen kann, wenn M die Gr¨ oße des minimalen dfa f¨ ur
die Sprache ist. Anhand einer konkreten Sprache wird gezeigt, daß manch-
mal jedes weitere Ratebit die Gr¨ oße reduzieren hilft, bis schließlich fast die
optimale nfa Gr¨ oße erreicht ist. Bei Kleeneschen H¨ ullen kann hingegen die
Gr¨ oße nur durch eine unbeschr¨ ankte Anzahl von Ratebits verringert werden.
Im folgenden beschreiben wir eine Sprache mit einem anderen Verhalten:
Obwohl mehr Nichtdeterminismus erlaubt ist, bleibt die Gr¨ oße von nfa bis
zu einem bestimmten Schwellenwert der Anzahl der Ratebits ”nah“ an der
deterministischen Gr¨ oße, um dann sehr schnell exponentiell zu fallen. Der
Schwellenwert ist polynomiell in der Gr¨ oße optimaler nfa.
Theorem 4.3 Es gibt eine Sprache DN ⊆ {0,1}N, so daß DN von einem
nfa mit O(
√
N logN) Ratebits und poly(N) Zust¨ anden erkannt werden kann,
w¨ ahrend das Erkennen von DN mindestens 2Ω(
√
N/logN) Zust¨ ande erfordert,
wenn ein nfa nur 
p
N/logN Ratebits benutzt f¨ ur eine hinreichend kleine
Konstante  > 0. Der minimale dfa f¨ ur DN hat die Gr¨ oße 2Θ(
√
N logN).
Beweis: Sei
D64n2 logn = {x1y1x2y2 ...xnyn|∀i : xi,yi ∈ P(n32,n) ∧ xi ∩ yi 6= ∅}.
Oﬀenbar stimmt D64n2 logn mit der Sprache Dn,n aus Deﬁnition 2.7 ¨ uberein,
wenn man die Worte geeignet permutiert. Die Wortl¨ ange ist 64n2 logn.
Angenommen, es gibt einen nfa mit Nichtdeterminismus s und M Zust¨ anden.
Der nfa kann von einem Protokoll simuliert werden, in dem A und B ihre Ein-
gaben wie im Kommunikationsproblem aus Deﬁnition 2.7 erhalten, d.h. A
erh¨ alt die x Eingaben und B die y Eingaben. Das Protokoll hat 2n−1 Run-
den und simuliert den nfa, wobei jedesmal der Zustand kommuniziert wird,
wenn ein xi oder yi verlassen wird. Daher l¨ ost das Protokoll das Problem
78Dn,n mit Kommunikation O(nlogM). Somit gilt aber M ≥ 2Ω(n) nach Fakt
2.14, wenn s ≤ n (f¨ ur eine kleine Konstante  > 0).
Andererseits kann ein nfa f¨ ur alle i je ein Element aus dem Schnitt von xi
und yi raten, wobei insgesamt 32nlogn Bits geraten werden. In diesem Fall
kann die Sprache mit poly(n) Zust¨ anden erkannt werden. 2
4.3.2 Hierarchien f¨ ur nichtdeterministische Zweiweg
Automaten
Die Resultate des vorigen Abschnitts behandeln die spezielle Beschr¨ ankung
von ”Interaktion“ in Einweg Automaten. In diesem Abschnitt werden Hier-
archien gezeigt, bei denen Sprachen eﬃzienter zu erkennen sind, wenn eine
bestimmte L¨ ange von Kreuzungsfolgen bzw. eine bestimmte Anzahl von Re-
versal erlaubt ist. Das Hauptergebnis ist eine Anwendung der Rundenhier-
archie aus Abschnitt 4.2.2 auf nichtdeterministische Zweiweg Automaten.
Doch zuerst wenden wir uns Zweiweg Automaten mit unbeschr¨ anktem Nicht-
determinismus zu. Auch hier gibt es eine Hierarchie ¨ uber das Kreuzungsfol-
gen Maß und das Reversal Maß. Betrachten wir zun¨ achst die maximalen
Gr¨ oßenunterschiede, welche sich durch eine Beschr¨ ankung ergeben k¨ onnen.
Folgende Aussage kann leicht aus Standard Konstruktionen zur Simulation
von Zweiweg Automaten durch Einweg nfa abgeleitet werden, siehe [HU79].
Fakt 4.3 Jede Sprache, die von einem nichtdeterministischen k-kreuzungs-
beschr¨ ankten Automaten mit q Zust¨ anden erkannt werden kann, besitzt auch
einen nichtdeterministischen Einweg Automaten mit O(qk) Zust¨ anden.
Lemma 4.7 Jede Sprache, die von einem nichtdeterministischen k-reversal-
beschr¨ ankten Automaten mit q Zust¨ anden erkannt werden kann, besitzt auch
einen (k − j)-reversalbeschr¨ ankten Automaten mit nur O(qj+2) Zust¨ anden
(wenn j < k).
Beweis: Gegeben sei ein k-reversalbeschr¨ ankter nichtdeterministischer Au-
tomat A und eine k-reversalbeschr¨ ankte Berechnung des Automaten. Wir
wissen, daß A jede solche Berechnung an einem Ende der Eingabe beendet.
Ist k gerade, so am linken Ende, ist k ungerade, am rechten Ende.
A f¨ uhrt eine j-Exkursion zwischen i und l aus, wenn A auf i startet, sich
beliebig zwischen i und l bewegt, und dabei genau j Reversals inklusive dem
”Startreversal“ ausf¨ uhrt und l erreicht. Eine j-Exkursion kann mit Hilfe des
Nichtdeterminismus’ abgek¨ urzt werden, indem man Kreuzungsfolgen r¨ at.
Oﬀensichtlich ist die Kreuzungsfolgenl¨ ange auf j-Exkursionen h¨ ochstens j.
Der simulierende Automat A0 versucht, eine Berechnung von A und ihr Be-
wegungsmuster zu ﬁnden und Exkursionen abzuk¨ urzen.
So werden Exkursionen abgek¨ urzt: Zu Beginn einer Exkursion stehen A und
A0 auf i. O.B.d.A. sei i < l. A0 r¨ at nun Kreuzungsfolgen. Der Zustand von
A0 kann Tupel von bis zu j Zust¨ anden von A enthalten. Der Zustand von A0
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Zu Beginn enth¨ alt der Zustand von A0 eine Folge, die nur aus dem Zustand
von A besteht. Dann geht es so weiter: In einem Schritt liest A das Zei-
chen an der aktuellen Position. A r¨ at eine (neue) Kreuzungsfolge der L¨ ange
h¨ ochstens j, wobei die alte Kreuzungsfolge im Zustand ersetzt wird. Es wird
eine Kreuzungsfolge geraten, die gegeben den Buchstaben zu der vorigen Fol-
ge paßt. Zwei Kreuzungsfolgen passen zusammen, wenn sie in einem legalen
Bewegungsmuster des Zweiweg Automaten A benachbarte Kreuzungsfolgen
einer Teilberechnung sein k¨ onnen. Das ist nur von den Folgen und dem Buch-
staben abh¨ angig. Daher kann man einen solchen Zustands¨ ubergang fest in
den Automaten einbauen. Gibt es keine passende Kreuzungssequenz, so ver-
wirft der Automat. Insgesamt werden nur h¨ ochstens j Zust¨ ande gespeichert.
Der Automat A0 l¨ auft auf der Exkursion immer nur in eine Richtung.
Wird nach Ausf¨ uhrung der Exkursion l erreicht, angenommen alles Raten
hat funktioniert, so ist die gesamte Exkursion durchgef¨ uhrt und A0 kennt
den Endzustand der Berechnung auf der Exkursion. Insgesamt werden dabei
O(qj) Zust¨ ande benutzt, und A0 f¨ ahrt einmal ¨ uber den Bereich von i bis l.
A0 durchl¨ auft also aufeinanderfolgende Exkursionen des Automaten A, bis
dessen Berechnung endet. Wenn A0 akzeptiert, so hat A0 eine korrekte Be-
rechnung von A simuliert und einen akzeptierenden Zustand gefunden. An-
sonsten verwirft A0.
Ein beliebiges Bewegungsmuster von A soll also durch Abk¨ urzung von j+1-
Exkursionen so ver¨ andert werden, daß nur k − j Reversals vorkommen. Da
Anfang und Ende einer jeden solchen Exkursion ebenfalls geraten werden
k¨ onnen, reicht es aus zu zeigen, daß jedes Bewegungsmuster so gek¨ urzt wer-
den kann. Wir nehmen an, daß j gerade ist, ansonsten wird j um 1 erh¨ oht.
Somit steigt die Zustandsanzahl auf h¨ ochstens O(qj+2).
Der Beweis ist eine Induktion ¨ uber k − j.
Betrachten wir zuerst den Fall k−j = 1. Nun ist k ungerade und j = k−1.
Die ganze Berechnung kann von einem Einweg nfa ausgef¨ uhrt werden.
Wir kommen zum Induktionsschluß. Die Berechnung beginne o.B.d.A. mit
einer Rechtsbewegung.
Betrachten wir den Fall k − j gerade. Dann ist k gerade und j ≤ k − 2.
Der Weg zum rechtesten Punkt der Berechnung ist eine l-Exkursion mit
l ≤ k − 1 ungerade. Ist 1 ≤ l ≤ j + 1, so kann diese Exkursion in einem
Durchlauf geraten werden. Dann hat der Rest der Berechnung ein Muster
mit k − l Reversals und es m¨ ussen noch j − l + 1 Reversals gespart werden.
Das geht per Induktion, weil (k − l) − (j − l + 1) ≤ k − j − 1. Ist hingegen
k − 1 ≥ l > j + 1, so k¨ onnen per Induktion auf der l-Exkursion j Reversals
gespart werden, denn l − j ≤ k − j − 1.
Betrachten wir nun den Fall k ungerade und j < k − 1. Der Weg zum
rechtesten Punkt der Berechnung, der vor dem Ende der Berechnung erreicht
wird, ist eine l-Exkursion mit l ≤ k −2 ungerade. Ist 1 ≤ l ≤ j +1, so kann
diese Exkursion in einem Durchlauf geraten werden. Dann hat der Rest der
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Reversals gespart werden. Das geht per Induktion, weil (k−l)−(j−l+1) =
k − j − 1.
Angenommen k − 2 ≥ l > j + 1. Dann k¨ onnen per Induktion auf der l-
Exkursion j Reversals gespart werden, denn 1 < l − j ≤ k − j − 2. 2
Wir kommen nun zu einer Sprache, wo fast maximale Einsparungen f¨ ur jede
hinreichend kleine erlaubte Reversalanzahl auftreten.
Theorem 4.4 Es gibt eine von k unabh¨ angige Sprache L ⊆ {0,1}n, so daß
jeder nichtdeterministische k-kreuzungsbeschr¨ ankte Automat f¨ ur das Erken-
nen von L mindestens Ω(N1/k) Zust¨ ande ben¨ otigt. Ein deterministischer
k-reversalbeschr¨ ankter Automat mit O(N1/k log2 N) Zust¨ anden kann L er-
kennen. N = Θ(2n/2) ist die Gr¨ oße des minimalen Einweg dfa f¨ ur L.
Beweis: Bei der Sprache handelt es sich um L = {xy|n/2 = |x| = |y| ∧ x =
y}. Jeder k-kreuzungsbeschr¨ ankte Automat mit s Zust¨ anden f¨ ur L kann
von einem k Runden Protokoll simuliert werden, in dem A x erh¨ alt und B
y. Dabei ﬁndet in jeder Runde eine Kommunikation von dlogse statt. Da
aber die nichtdeterministische Kommunikationskomplexit¨ at des Gleichheits-
problems f¨ ur Worte der L¨ ange n/2 auch n/2 ist, ist dlogse · k ≥ n/2 und
somit s ≥ Ω(2n/(2k)).
Andererseits kann ein deterministischer Automat n/(2k) Bits von x lesen,
zur richtigen Position in y laufen, die gelesenen Bits vergleichen usw., bis alle
Zeichen von x und y verglichen sind. Hierzu sind also n/(2k) Bits ”Speicher“
sowie zwei Z¨ ahler mit zusammen 2logn Bits ausreichend. Daher kann man
einen deterministischen k-reversalbeschr¨ ankten Automaten f¨ ur L bauen, der
O(2n/(2k)n2) Zust¨ ande hat.
Die Gr¨ oße eines minimalen dfa f¨ ur L ist N = Θ(2n/2). 2
Die Sprache L kann also von k-kreuzungsbeschr¨ ankten nichtdeterministi-
schen Automaten eﬃzienter erkannt werden als von (k−1)-kreuzungsbeschr¨ ank-
ten nichtdeterministischen Automaten.
Diese Hierarchie gilt bis ungef¨ ahr k = Θ(
p
logN/loglogN), allerdings sind
alle solchen Unterschiede polynomiell. Das ¨ andert sich im Fall von beschr¨ ank-
tem Nichtdeterminismus.
Theorem 4.5 F¨ ur alle s,k,n mit n ≥ s gibt es eine Sprache Ls,k ⊆ {0,1}n,
welche von einem deterministischen k-reversalbeschr¨ ankten Automaten mit
knO(s) Zust¨ anden erkannt wird. Zum Erkennen von Ls,k ben¨ otigt jeder nicht-
deterministische (k − 1)-kreuzungsbeschr¨ ankte Automat mit nur s nichtde-
terministischen Ratebits 2Ω(n/(s2k3 logn)) Zust¨ ande.
Beweis: Wir verwenden f3200s
k aus Deﬁnition 4.2. Die Eingaben werden als
Worte geschrieben, bei denen in der ersten H¨ alfte die Pointer der linken Sei-
te des Graphen stehen, und in der zweiten H¨ alfte die Pointer der rechten
81Seite, die s Startknoten stehen ganz am Anfang der Eingabe. Ein determini-
stischer k-reversalbeschr¨ ankter Automat kann so arbeiten, daß je s Pointer
der Pfade gelesen werden, dann zu den entsprechenden Positionen in der
anderen H¨ alfte der Eingabe gelaufen wird, und dort die s Nachfolgepoin-
ter gelesen werden. k mal wird dabei die Bewegungsrichtung gewechselt. Es
reichen knO(s) Zust¨ ande.
Ein nichtdeterministischer k −1-kreuzungsbeschr¨ ankter Automat mit s Ra-
tebits und size Zust¨ anden kann von einem k − 1 Runden Protokoll mit
derselben Anzahl nichtdeterministischer Bits simuliert werden. Die Kom-
munikation einer Runde ist dlogsizee. Nach Theorem 4.2 ist die gesamte
Kommunikation, die zur Berechung von f3200s
k notwendig ist, mindestens
Ω(n/(s2k2 logn)). Es gilt also (k − 1)dlogsizee ≥ Ω(n/(s2k2 logn)) und so-
mit size ≥ 2c mit c = Ω(n/(s2k3 logn)). 2
Sei z.B. N die Gr¨ oße deterministischer k-reversalbeschr¨ ankter deterministi-
scher Automaten f¨ ur f3200s
k , wobei s =
√
logN und k = 2
√
logN seien, und n
so gew¨ ahlt sei, daß die obere Schranke bei k Reversals genau N ist. Dann ist
die untere Schranke f¨ ur nichtdeterministische (k − 1)-kreuzungsbeschr¨ ank-
te Automaten mit s Ratebits immer noch 22Ω(
√
log N)
. Man erh¨ alt also fast
exponentielle Unterschiede f¨ ur einen relativ großen Wertebereich.
4.3.3 Die L¨ ange nichtdeterministischer Formeln
Zun¨ achst sei bemerkt, daß ein nichtdeterministischer Schaltkreis sehr leicht
in eine nichtdeterministische Formel umgewandelt werden kann, ohne daß
dabei die Gr¨ oße um mehr als einen konstanten Faktor ansteigt. Hierzu muß
man lediglich f¨ ur alle Gatter ihren Wert raten und durch eine Formel die
Konsistenz des Geratenen pr¨ ufen. Somit sind untere Schranken f¨ ur generelle
nichtdeterministische Formeln sehr schwer zu zeigen, da sogar nichtlineare
untere Schranken f¨ ur die Gr¨ oße deterministischer Schaltkreise f¨ ur konkrete
Funktionen bisher unbekannt sind. Formeln mit beschr¨ anktem Nichtdeter-
minismus sind aber zug¨ anglicher.
Wir f¨ uhren wieder eine Variation der Neˇ ciporuk Methode ein, diesmal mit-
tels nichtdeterministischer Kommunikation:
Deﬁnition 4.3 Sei f eine Boolesche Funktion mit n Eingabevariablen und
y1 ...yk eine disjunkte Partition der Eingaben in k Bl¨ ocke.
Spieler B erhalte alle Eingaben in yi und A alle anderen Eingaben. Die nicht-
deterministische Einweg Kommunikationskomplexit¨ at mit s Ratebits von f
unter dieser Eingabeaufteilung heiße N
(1)
s (fi). Deﬁniere die s-nichtdetermi-
nistische Neˇ ciporuk Funktion als 1/4
Pk
i=1 N
(1)
s (fi).
Lemma 4.8 Die s-nichtdeterministische Neˇ ciporuk Funktion ist eine unte-
re Schranke f¨ ur die L¨ ange nichtdeterministischer Boolescher Formeln mit s
Ratebits.
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nichtdeterministische Formel F mit s Ratebits von k Kommunikationsspie-
len simuliert werden kann. Sei Fi der Subbaum von F, der als Bl¨ atter die
Variablen in yi enth¨ alt und dazu alle Pfade von diesen Bl¨ attern bis zur
Wurzel. Wir wollen die Formel in Spiel i so simulieren, daß die nichtdeter-
ministische Einweg Kommunikation mit s Ratebits durch die Anzahl der
Bl¨ atter in Fi beschr¨ ankt ist.
Gegeben ist eine nichtdeterministische Formel. Spieler A weiß alle Eingaben
außer denen in yi. Spieler A r¨ at eine Belegung der nichtdeterministischen
Eingaben. Die restliche Berechnung ist deterministisch.
Vi enthalte die Knoten in Fi, welche 2 Vorg¨ anger in Fi haben und Pi alle
Pfade, welche in Vi oder an einem Blatt anfangen, und in Vi oder an der
Wurzel aufh¨ oren, aber keinen weiteren Knoten aus Vi enthalten. Es reicht
aus, wenn A f¨ ur jeden solchen Pfad 2 Bits sendet, die angeben, ob das letzte
Gatter des Pfades 0,1,g, oder ¬g berechnet, f¨ ur die Funktion g des ersten
Gatters des Pfades. Dann kann B die Formel alleine auswerten.
Es gibt aber h¨ ochstens 2|Vi| + 1 solche Pfade, da der fan-in der Formel 2
ist. Damit ist die gesamte Kommunikation h¨ ochstens 4|Vi| + 2. Die Menge
der Bl¨ atter Li mit Variablen aus yi hat |Vi| + 1 Elemente, und daher ist
N
(1)
s (fi) ≤ 4|Vi| + 2 < 4|Li| und 1/4
P
i N
(1)
s (fi) ist eine untere Schranke
f¨ ur die L¨ ange der nichtdeterministischen Formel F, die mindestens
P
i |Li|
betr¨ agt. 2
Deﬁnition 4.4 ADn,s bezeichne die folgende Sprache (f¨ ur 1 ≤ s ≤ n):
ADn,s = {(x1,...,xn+1)|∀i : xi ∈ P(n3,s),
xi ist in sortierter Reihenfolge geschrieben
∧∃i : |{j|j 6= i;xi ∩ xj 6= ∅}| ≥ s}.
Theorem 4.6 Jede nichtdeterministische Formel mit s Ratebits f¨ ur ADn,20s
hat eine L¨ ange von mindestens Ω(n2slogn).
ADn,s kann von einer nichtdeterministischen Formel der L¨ ange O(ns2 logn)
berechnet werden, welche O(slogn) Ratebits benutzt (wenn s ≥ logn).
Beweis: F¨ ur die untere Schranke verwenden wir den obigen Ansatz. Wir
betrachten die n + 1 Aufteilungen der Eingabe, bei denen B die Menge xi
erh¨ alt und A alle anderen Mengen. Die nun zu berechnende Funktion ist die
Funktion ODn,s aus Deﬁnition 4.1. Da die untere Schranke von Theorem
4.1 f¨ ur das Problem Ω(nslogn) ist, folgt eine untere Schranke f¨ ur die L¨ ange
der Formel von Ω(n · nslogn) mit Lemma 4.8.
F¨ ur die obere Schranke betrachten wir folgenden Ansatz: die Formel r¨ at (in
Bin¨ ardarstellung) eine Zahl i mit 1 ≤ i ≤ n+1 und Paare (j1,w1),...,(js,ws),
wobei 1 ≤ jk ≤ n + 1 und 1 ≤ wk ≤ n3 f¨ ur alle k = 1,...,s. Das i indiziert
eine Menge, und die Paare stellen Zeugen dar, daß Menge i und Menge jk
sich auf Element wk schneiden.
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in der Eingabe aus je s verschiedenen sortierten Elementen bestehen. Dazu
reichen ns Vergleiche der Form x
j
i < x
j+1
i aus, welche mit je O(log2 n)
Gattern zu realisieren sind. Wegen s ≥ logn also mit insgesamt O(ns2 logn)
Gattern. Dann wird getestet, ob j1 < ··· < js. Das stellt sicher, daß wir
Zeugen f¨ ur s verschiedene Mengen haben. Außerdem wird i 6= jk f¨ ur alle k
gepr¨ uft. Dann wird getestet, ob f¨ ur alle 1 ≤ l ≤ n+1 gilt, daß wenn l = i ist,
alle geratenen Elemente in xl liegen. F¨ ur alle 1 ≤ l ≤ n + 1 und 1 ≤ k ≤ s
wird auch getestet, ob l = jk impliziert, daß wk ∈ xl. Alle diese Tests k¨ onnen
simultan von einer Formel der L¨ ange O(ns2 logn) durchgef¨ uhrt werden. 2
F¨ ur 0 <  ≤ 1/2 sei s = n

1−, dann ist die untere Schranke f¨ ur be-
schr¨ ankt nichtdeterministische Formeln Ω(N2−/log1− N) bei N/log N
erlaubten Ratebits. O(N log1− N) Ratebits erlauben Formeln der L¨ ange
O(N1+/log N).
4.3.4 Monotone Schaltkreistiefe
Zuerst wenden wir uns Schaltkreisen mit unbeschr¨ anktem Nichtdeterminis-
mus zu. Hier kann die Tiefe stets eﬃzient reduziert werden.
Theorem 4.7 Ein monotoner nichtdeterministischer Schaltkreis mit c Gat-
tern kann in eine ¨ aquivalente monotone nichtdeterministische Formel mit
Tiefe logc+O(1) und O(c) Gattern umgewandelt werden. Bei unbeschr¨ ank-
tem fan-in reicht Tiefe 2 bei Gr¨ oße O(c).
Beweis: Gegeben sei ein monotoner nichtdeterministischer Schaltkreis C
mit c Gattern. Es ist eine Formel zu konstruieren. Die Formel benutzt c
Ratebits, welche entweder zu Gattern von C korrespondieren oder zu nicht-
deterministischen Eingaben von C. F¨ ur jedes zu einem Gatter geh¨ orige Ra-
tebit f¨ uhrt die Formel einen Test aus, der pr¨ uft, ob das Gatter richtig geraten
wurde bzw. ob der geratene Wert nicht unzul¨ assigerweise zum Akzeptieren
f¨ uhrt. Die ganze Formel ist als ein UND ¨ uber solche Tests organisiert. Die
Tests sind entweder ein ODER von Variablen, oder ein fan-in 2 UND von
ODER Gattern.
F¨ ur ein ODER Gatter gi in C mit Eingaben gj und gk gibt es also geratene
Werte ci und cj und ck (wobei cj und ck auch Eingaben von C seien k¨ onnen).
Es soll getestet werden, ob ci ⇒ (cj ∨ck). Das ist ¨ aquivalent zu ¬ci∨cj ∨ck.
Wir erinnern daran, daß negierte Ratebits erlaubt sind.
F¨ ur ein UND Gatter gi in C mit Eingaben gj und gk gibt es geratene Werte
ci und cj und ck (wobei cj und ck auch Eingaben von C seien k¨ onnen). Es
soll getestet werden, ob ci ⇒ (cj ∧ ck). Das ist ¨ aquivalent zu ¬ci ∨ (cj ∧ ck)
was wiederum ¨ aquivalent ist zu (¬ci ∨ cj) ∧ (¬ci ∨ ck). Daher kann der Test
als ein UND von ODER Gattern implementiert werden.
VerUNDet man alle Tests und die Variable f¨ ur das Ausgabegatter von C,
so erh¨ alt man ein UND von ODER Gattern von Eingaben und Ratebits.
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Gatter haben fan-in ≤ 3. Ersetzt man das UND durch einen Baum von UND
Gattern mit fan-in 2, so erh¨ alt man O(c) Gatter und Tiefe logc + O(1).
Sei x eine Eingabe, die von C bei Ratebits a akzeptiert wird. Setzt die
Formel die Ratebits von C wie a und r¨ at zudem alle Gatter von C richtig,
so akzeptiert sie, da alle Test bestanden sind. Wird ein x von C f¨ ur kein
Ratewort akzeptiert, so kann die Formel x nur akzeptieren, wenn ein Gatter
falsch geraten wird. Dank der Tests kann ein falsch geratenes Gatter aber
nur dazu f¨ uhren, daß verworfen wird, nicht aber dazu, daß akzeptiert wird.
Also wird x nie akzeptiert. 2
Es ist leicht zu sehen, daß ein Schaltkreis mit s nichtdeterministischen Bits
deterministisch gemacht werden kann, wobei die Tiefe additiv um s steigt.
Dazu bildet man das ODER ¨ uber alle 2s M¨ oglichkeiten. Hat man also star-
ke untere Schranken f¨ ur deterministische Schaltkreise, so erh¨ alt man auch
untere Schranken f¨ ur beschr¨ ankten Nichtdeterminismus. Aber was ist, wenn
viel mehr nichtdeterministische Bits erlaubt sind als die Tiefe angibt?
Theorem 4.8 Seien d,n so, daß
√
n ≥ d ≥ logn. Dann gibt es eine ex-
plizite Boolesche Funktion gd
n auf n Variablen sowie eine Konstante  > 0
mit den folgenden Eigenschaften: gd
n kann von einer monotonen determini-
stischen Formel mit Tiefe O(d) berechnet werden, und jeder nichtdetermini-
stische monotone Schaltkreis mit n/d Ratebits braucht Tiefe Ω(d). gd
n kann
in monotoner Tiefe O(logn) mit n/d Ratebits berechnet werden.
Beweis: Die Eingabe der Funktion gd
n wird als wie folgt aufgebaut betrach-
tet: es gibt n/d2 Bl¨ ocke, die je einer Adjazenzmatrix f¨ ur einen ungerichteten
bipartiten Graphen auf 2d Knoten entsprechen. Allerdings bedeutet eine 0,
daß eine Kante vorhanden ist, und eine 1, daß eine Kante nicht vorhanden
ist. Die Funktion entscheidet nun, ob f¨ ur alle Graphen gilt, daß sie kein per-
fektes Matching enthalten. Das ist die direkte Summe des dualen Problems
zum (perfekten) Matching Problem. Oﬀensichtlich ist die Funktion mono-
ton und kann von deterministischen monotonen Schaltkreisen in Tiefe O(d)
berechnet werden. Dazu kann man zuerst ein UND ¨ uber die n/d2 Instanzen
verwenden, was zu Tiefe h¨ ochstens logn ≤ d f¨ uhrt. F¨ ur jede Instanz muß das
duale Problem f¨ ur (perfektes) Maching gel¨ ost werden, was genauso schwer
ist wie (perfektes) Matching selbst. Es ist also zu zeigen daß, gegeben einen
bipartiten Graphen mit d Knoten, in Tiefe O(d) entschieden werden kann,
ob der Graph ein perfektes Matching hat. Folgende Tatsache [H35] ist dazu
n¨ utzlich.
Fakt 4.4 (Hall) Sei G = (U ∪V,E) ein bipartiter Graph. G hat ein perfek-
tes Matching von U nach V dann und nur dann, wenn f¨ ur alle Teilmengen
S ⊆ U gilt |Γ(S)| ≥ |S|, wobei Γ(S) die Menge der Nachbarn von Knoten in
S bezeichnet.
85Es reicht also aus, zu testen, ob f¨ ur alle Teilmengen S der linken Knoten
die Nachbarschaft mindestens so groß wie S ist. Damit ergibt sich ein UND
von 2d Tests (Tiefe d). F¨ ur jeden Test muß die Gr¨ oße der Nachbarschaft
von einem festen S mit der festen Gr¨ oße t = |S| verglichen werden. Sei
(a1,...,ad) der Inzidenzvektor von S (ai = 1 bedeutet, daß der Knoten i
in der Teilmenge liegt). e
i,j
G seien Variablen f¨ ur die Kanten von G (e
i,j
G = 1
bedeutet, daß die Kante im Graphen ist). Es wird getestet, ob
d X
j=1
  d _
i=1
ai ∧ e
i,j
G
!
≥ t.
Die Threshold Funktion
P
yi ≥ t kann eﬃzient von monotonen Schaltkreisen
berechnet werden, siehe [V84].
Fakt 4.5 F¨ ur jedes t gibt es einen monotonen Schaltkreis der Tiefe O(logd),
der eine Boolesche Eingabe x1,...,xd genau dann akzeptiert, wenn
P
xi ≥ t.
Somit erhalten wir einen deterministischen monotonen Schaltkreis der Tiefe
O(d) f¨ ur gd
n.
Nun betrachten wir nichtdeterministische monotone Schaltkreise. Mit n/d
Ratebits kann man n/d2 Teilmengen raten, jede davon eine Teilmenge der
linken Knoten eines der n/d2 Eingabegraphen. F¨ ur jede Teilmenge ist zu
pr¨ ufen, ob die Menge der Nachbarn kleiner als die geratene Menge ist. Ein
solcher Test reicht wegen Halls Theorem aus. Um dies durch eine monotone
Formeln zu implementieren tuen wir folgendes: F¨ ur jeden Eingabegraphen
G sei aG = (a1
G,...,ad
G) die geratene Teilmenge als Inzidenzvektor repr¨ asen-
tiert (ai
G = 1 bedeutet, daß der Knoten i in der Teilmenge liegt). e
i,j
G kodiert
die Kanten von G (e
i,j
G = 0 bedeutet, daß die Kante im Graphen ist).
d _
k=0


d X
i=1


d ^
j=1
¬a
j
G ∨ e
j,i
G

 ≥ d − k + 1 ∧ k =
d X
i=1
ai
G


testet nun, ob f¨ ur die Teilmenge aG von linken Knoten in G die Anzahl
der Nachbarn kleiner ist als die Gr¨ oße der Teilmenge selbst. Akzeptiert der
Test, so bezeugt dies, daß G kein perfektes Matching hat. Die Tiefe der
Tests ist O(logd) wegen der monotonen Formeln f¨ ur Threshold Funktionen
aus [V84]. Zusammen mit dem UND ¨ uber alle Instanzen G erhalten wir
Tiefe logn + O(logd).
Nun zu der unteren Schranke f¨ ur nichtdeterministische monotone Schaltkrei-
se mit beschr¨ anktem Nichtdeterminismus. F¨ ur das bipartite perfekte Mat-
ching Problem wie auch f¨ ur dessen duales Problem gilt eine untere Schranke
f¨ ur die Tiefe deterministischer monotone Schaltkreise von Ω(d) f¨ ur Graphen
mit 2d Knoten, siehe [RW92].
86Fakt 4.6 Jeder deterministische monotone Schaltkreis, welcher entscheidet,
ob ein gegebener bipartiter Graph ein perfektes Matching hat, hat Tiefe Ω(d).
Wir haben also zu zeigen, daß bei der Berechnung von gd
n eine Anzahl von
s = n/d Ratebits nicht wesentlich hilft, die Tiefe zu reduzieren (f¨ ur eine
hinreichend kleine Konstante  > 0).
Gegeben sei also ein monotoner Schaltkreis F der Tiefe t mit s Ratebits
f¨ ur gd
n. Wir konstruieren einen monotonen deterministischen Schaltkreis mit
Tiefe t + d + O(logn) f¨ ur das bipartite perfekte Matching Problem auf
Graphen mit 2d Knoten. Das ergibt mit Fakt 4.6 eine untere Schranke von
t = Ω(d), f¨ ur ein hinreichend kleines konstantes  > 0.
Wir ﬁxieren die Ratebits von F und erhalten 2s deterministische Schaltkrei-
se. Einer von diesen akzeptiert einen Bruchteil von 1/2s aller 1-Eingaben
gemessen gem¨ aß der Gleichverteilung auf allen 1-Eingaben. Dann aber muß
es in der direkten Summe der n/d2 Instanzen eine Position i geben, an der
f¨ ur irgendwelche Belegungen der anderen Positionen insgesamt mindestens
1/2d aller bipartiten Graphen mit 2d Knoten ohne ein perfektes Matching
vorkommen. D.h. f¨ ur so viele der 1-Eingaben des perfekten Matching Pro-
blems gibt es n/d2 − 1 andere solche Eingaben, so daß der gesamte Vektor
akzeptiert wird. Ansonsten w¨ are es der Fall, daß weniger als 1/2s aller 1-
Eingaben von gd
n akzeptiert w¨ urden. Weil der Schaltkreis aber monoton ist,
k¨ onnen wir die n/d2 − 1 Graphen durch leere Graphen ersetzen (nicht vor-
handene Kanten sind durch 1 kodiert). Gibt es also f¨ ur einen Graphen G an
Position i eine Belegung der restlichen Eingaben, welche akzeptiert wird, so
wird auch der Vektor aus G und leeren Graphen akzeptiert.
Fixiert man also n/d2 − 1 Positionen zu leeren Graphen, so erh¨ alt man
einen monotonen deterministischen Schaltkreis, der einen Anteil von 1/2d
aller 1-Eingaben akzeptiert (f¨ ur das duale von perfektem Matching).
Da ein nichtdeterministischer Schaltkreis auch auf einer beliebigen Teilmen-
ge der Eingaben korrekt arbeitet, kann dieses Vorgehen iteriert werden auf
der Menge der 1-Eingaben, die noch nicht akzeptiert sind. Genauer gesagt
betrachten wir nun die Menge von 1-Eingaben, die aus n/d2 langen Vektoren
aus noch nicht bedeckten 1-Eingaben f¨ ur Matching bestehen. Wieder wird
ein großer Bruchteil akzeptiert, und wieder muß an einer Position ein großer
Bruchteil der noch nicht ¨ uberdeckten Graphen vorkommen.
Auf diese Art ist ein ¨ Uberdeckungsproblem zu l¨ osen. Das Universum ist
die Menge aller 1-Eingaben des zum perfekten Matching dualen Problems
und hat die Gr¨ oße O(2d2
). In jedem Schritt kann ein Anteil von 1/2d aller
verbleibenden 1-Eingaben ¨ uberdeckt werden. Daher ist nach O(ln(2d2
)2d)
Schritten eine ebensogroße Menge von deterministischen monotonen Schalt-
kreisen gefunden, die alle 1-Eingaben des dualen von perfektem Matching
¨ uberdeckt, aber keine 0-Eingabe. Ein ODER Baum ¨ uber alle diese Schalt-
kreise ergibt einen monotonen deterministischen Schaltkreis f¨ ur das duale
von perfektem Matching der Tiefe t + d + O(logd). Um das perfekte Mat-
87ching Problem selbst zu l¨ osen tauscht man UND und ODER Gatter mitein-
ander aus. 2
Im s,t-connectivity Problem sind ein gerichteter Graph sowie zwei ausge-
zeichnete Knoten s,t gegeben. Es ist zu akzeptieren, wenn es im Graphen
einen Weg von s nach t gibt.
Das folgende ist bekannt aus [KW90].
Fakt 4.7 Jeder deterministische monotone Schaltkreis f¨ ur s,t-connectivity
auf Graphen mit n Knoten hat Tiefe Ω(log2 n).
Theorem 4.9 Sei d die Tiefe optimaler monotoner Schaltkreise f¨ ur s,t-
connectivity mit (n/k)logn nichtdeterministischen Ratebits.
Dann ist Ω(log2 k + logn) = d = O(lognlogk).
Beweis: F¨ ur die untere Schranke betrachten wir einen beliebigen nichtde-
terministischen monotonen Schaltkreis der Tiefe d, der das s,t-connectivity
Problem l¨ ost und (n/k)logn Ratebits verwendet.
Die untere Schranke Ω(logn) ist trivial, da das Problem von allen Ein-
gaben abh¨ angt. Im Fall log2 k = O(logn) folgt die untere Schranke also
insgesamt. Ist ansonsten log2 k ≥ ω(logn), so d¨ urfen wir annehmen, daß
r = (n/k)log2 k Ratebits verwendet werden f¨ ur ein beliebig kleines  > 0.
Wir teilen die n Knoten des Eingabegraphen in n/k disjunkte Mengen von
je k Knoten auf. Dabei halten wir f¨ ur jede solche Menge ein Paar si,ti von
Knoten fest und setzen die Kanten ti,si+1 f¨ ur alle i ein, verbieten weitere
Kanten zwischen den Mengen. So muß der Schaltkreis die direkte Summe
von n/k connectivity Problemen auf Graphen mit je k Knoten l¨ osen. Dabei
ist s = s1 und t = tn/k, und es gibt einen Pfad von s nach t genau dann,
wenn es f¨ ur alle i einen Pfad von si nach ti gibt.
Wieder erhalten wir durch Fixieren der Ratebits einen deterministischen
monotonen Schaltkreis mit Tiefe d, der einen Bruchteil von 1/2r mit r =
(n/k)log2 k der 1-Eingaben erkennt. Auf einer der Positionen der direkten
Summe m¨ ussen die akzeptierten Graphen ¨ uber einen Bruchteil von 1/2log2 k
der 1-Eingaben von s,t-connectivity auf Graphen mit k Knoten variieren,
d.h. es gibt f¨ ur jeden der Graphen Vektoren von n/k − 1 anderen Graphen,
so daß der gesamte Vektor akzeptiert wird. Ansonsten g¨ abe es weniger als
1/2r akzeptierte 1-Eingaben insgesamt, ein Widerspruch.
Statt der unbekannten Graphen kann man vollst¨ andige Graphen an den
n/k −1 Positionen einsetzen und erh¨ alt so einen deterministischen monoto-
nen Schaltkreis, der 1/2r aller 1-Eingaben f¨ ur s,t-connectivity auf k Knoten
akzeptiert.
Dasselbe Vorgehen kann wieder iteriert werden, indem man nur noch die
Menge der Eingaben betrachtet, die aus n/k langen Vektoren aus bisher
nicht ¨ uberdeckten Graphen bestehen. Wieder gelingt es, eine Position mit
1/2log2 k akzeptierten Graphen zu ﬁnden und so kann das folgende ¨ Uber-
deckungsproblem gel¨ ost werden: das Universum besteht aus allen 1-Eingaben
88f¨ ur s,t-connectivity auf k Knoten. In jedem Schritt werden 1/2log2 k der
nicht ¨ uberdeckten Graphen ¨ uberdeckt. Damit erh¨ alt man eine Menge von
2log2 kpoly(k) deterministischen monotonen Schaltkreisen, welche alle 1-
Eingaben ¨ uberdecken. Durch ein ODER ¨ uber diese erhalten wir einen Schalt-
kreis der Tiefe d+log2 k +O(logk) f¨ ur s-t-connectivity und schließen, daß
d = Ω(log2 k) (mit [KW90]).
F¨ ur die obere Schranke beobachten wir folgendes. In Tiefe O(lognlogk)
kann man f¨ ur jedes Paar von Knoten das Pr¨ adikat ”haben Abstand h¨ ochstens
k“ berechnen, indem man die kte Potenz von Adjazenzmatrix plus Einheits-
matrix bestimmt. Also reicht es aus, n/k Knoten zu raten, und f¨ ur je zwei
aufeinanderfolgende zu testen, ob sie einen Abstand von h¨ ochstens k haben.
Weiterhin muß man testen, ob s und t in der richtigen Reihenfolge unter den
geratenen Knoten sind. Gibt es einen Weg von s nach t, so wird ein solcher
auch ein zum Akzeptieren f¨ uhrendes Ratewort ergeben, gibt es keinen Weg,
kann kein Ratewort zum Akzeptieren f¨ uhren. Die Tiefe ist O(lognlogk), der
Schaltkreis ist monoton, benutzt (n/k)logn nichtdeterministische Ratebits.
2
Theorem 4.10 F¨ ur alle k ≥ 3 und s ≥ n gibt es eine Funktion qs
k mit
N = Θ(snk−1) Eingaben, die von deterministischen monotonen Formeln
mit fan-in O(s), Tiefe k und Gr¨ oße O(N) berechnet werden kann. Jeder
monotone Schaltkreis mit Tiefe k−1, unbeschr¨ anktem fan-in und s/k nicht-
deterministischen Bits f¨ ur qs
k hat Gr¨ oße 2Ω((N/s)1/(k−1)/k).
qs
k kann auch berechnet werden von monotonen Schaltkreisen mit unbeschr¨ ank-
tem fan-in, O(slogn) nichtdeterministischen Bits, Tiefe k − 1 und Gr¨ oße
O(N) (mit der Ausnahme von k = 3, wo die Gr¨ oße O(N logN) ist).
Beweis: Die Funktion qs
k ist deﬁniert durch eine Formel, welche sie berech-
net. Die Formel ist ein alternierender UND-ODER Baum der Tiefe k, bei der
das oberste Gatter ein UND mit fan-in (1/)s ist und alle anderen Gatter
fan-in n haben. Es gibt also O(snk−1) Boolesche Eingaben,  wird sp¨ ater
festgelegt. Man kann die Funktion betrachten als eine direkte Summe von
(1/)·s/n Funktionen qk deﬁniert durch einen alternierenden UND-ODER-
Baum der Tiefe k, bei dem das oberste UND Gatter und alle anderen Gatter
fan-in n haben.
Die obere Schranke f¨ ur deterministische monotone Formeln der Tiefe k ist
somit Teil der Deﬁnition.
F¨ ur die untere Schranke kann man argumentieren, daß ein monotoner Schalt-
kreis mit Tiefe k−1 und Gr¨ oße t, der s/k Ratebits liest, zu einem monotonen
deterministischen Schaltkreis mit Gr¨ oße t, Tiefe k−1 f¨ uhrt, der einen Bruch-
teil von mindestens 1/2n/k aller 1-Eingaben von qk unter einer beliebigen
Verteilung akzeptiert, ansonstens h¨ atte jeder solche Schaltkreis mit ﬁxierten
Ratebits weniger als (1/2n/k)(1/)s/n aller 1-Eingaben von qs
k akzeptiert.
89Durch Iteration wie oben erh¨ alt man ein ODER von O(2n/knk−1) solchen
Schaltkreisen und damit einen deterministischen monotonen Tiefe k Schalt-
kreis f¨ ur qk mit einem ODER an der Spitze. Dies ergibt die untere Schranke
mit folgendem Resultat aus [KPY84] oder [NW93].
Fakt 4.8 Jeder monotone Schaltkreis mit unbeschr¨ anktem fan-in und Tiefe
k mit einem ODER an der Spitze, welcher qk berechnet, hat eine Gr¨ oße von
2Ω(n/k).
Wir haben einen deterministischen monotonen Schaltkreis der Tiefe k und
Gr¨ oße O(2n/knk−1·t) mit einem ODER an der Spitze. Somit ist t = 2Ω(n/k),
wenn  als gen¨ ugend kleine Konstante gew¨ ahlt ist, und n = (N/s)1/(k−1).
Nun zur oberen Schranke f¨ ur nichtdeterministische Schaltkreise. Wenn k ≥ 4
rate man a1,...,as/ aus jeweils logn Bits. ai = j bedeute dabei, daß das
jte Kind Fi,j von dem iten Gatter unter den Kindern des obersten Gatters
des qs
k deﬁnieren Schaltkreises 1 ausgibt. So muß also gepr¨ uft werden, ob f¨ ur
alle i,j gilt, daß ai = j impliziert, daß auch der Subschaltkreis Fi,j 1 ausgibt.
D.h.
V
i,j ¬(ai = j)∨Fi,j. Damit erh¨ alt man einen Schaltkreis der Tiefe k. Um
die Tiefe weiter zu reduzieren, kann der Term ¬(ai = j) (der ein ODER ¨ uber
Ratebits ist) zu jedem der ODER Kinder der Wurzel von Fi,j addiert werden
und von seiner urspr¨ unglichen Position entfernt werden. Ist ein solcher Term
wahr, dann ist der (neue) Subschaltkreis Fi,j wahr, ist er falsch, so ist der
neue Subschaltkreis genau dann wahr, wenn der (alte) Fi,j wahr ist. Das
Zuf¨ ugen des Terms zu den Kindern erh¨ oht die Gr¨ oße asymptotisch nicht,
da alle diese Kinder jeweils bereits N Kinder haben. Wenn man nun die
obersten 3 UND Ebenen verschmilzt, so erh¨ alt man Tiefe k − 2 und Gr¨ oße
O(N).
Im Fall k = 3 wird genau dasselbe getan, aber wenn man den erw¨ ahnten
Term zu den Kindern der Wurzeln der Fi,j addiert, so muß man f¨ ur jedes
Kind (das eine Variable ist) ein ODER einsetzen, mit Eingaben aus dem
Term und dem Kind. Somit wird die Tiefe nur auf k −1 reduziert, und und
die Gr¨ oße ist O(N logN). Eine Tiefenreduktion auf k−2 = 1 w¨ are in diesem
Fall unm¨ oglich. 2
Das obige Resultat ist nach seiner Publikation noch verbessert worden (siehe
[PRV99]). Die verbesserte untere Schranke enth¨ alt einen zus¨ atzlichen Faktor
von log(k) n im Exponenten. Die Verbesserung ist eine direkte Konsequenz
von Fakt 3.6, einer Reduktion in [NW93], welche Fakt 4.8 aus der determi-
nistischen Rundenhierarchie f¨ ur Pointer Jumping herleitet, und der obigen
Konstruktion.
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Quantenmechanische
Kommunikation
5.1 ¨ Uberblick
Das Forschungsgebiet der Quantenrechner befaßt sich mit Berechnungsmo-
dellen, welche den Regeln der Quantenmechanik folgen. Klassische Berech-
nungsmodelle, wie Turingmaschinen oder Boolesche Schaltkreise scheinen
nicht in der Lage zu sein, das Verhalten von quantenmechanischen Systemen
eﬃzient (d.h. mit polynomiellem Mehraufwand) zu simulieren. Deshalb ha-
ben Feynman [F82] und Deutsch [D85] vorgeschlagen, quantenmechanische
Rechner zu konstruieren, Deutsch bereits mit der Absicht, bestimmte klassi-
sche Berechnungsprobleme eventuell eﬃzienter als auf klassischen Rechnern
l¨ osen zu k¨ onnen. Die Untersuchung von Quantenrechnern hat in letzter Zeit
viel Aufmerksamkeit auf sich gezogen, da wichtige Resultate erzielt worden
sind. Ein Durchbruch in diesem Gebiet ist der Algorithmus von Shor [S97],
der es erlaubt, nat¨ urliche Zahlen unter Verwendung eines Quantenrechners
in polynomieller Zeit in ihrer L¨ ange in Primfaktoren zu zerlegen. Die eﬃ-
ziente L¨ osung des Faktorisierungsproblems wird als ein Indiz gewertet, daß
Quantenrechner nicht mit bloß polynomiellem Mehraufwand von klassischen
Rechnern simuliert werden k¨ onnen.
Ein weiteres wichtiges Resultat des Gebietes ist Grovers Algorithmus, der es
erlaubt, ein Element in einer unsortierten Datenbank mit n Elementen mit
nur O(
√
n) Anfragen an die Datenbank zu ﬁnden [G96].
Die ¨ ublichen universellen Berechnungsmodelle f¨ ur Quantenrechner sind die
Quanten Turing Maschine und Quanten Schaltkreise (siehe [Y93] und [BV97]).
Um besser zu verstehen, welche M¨ oglichkeiten und Einschr¨ ankungen quan-
tenmechanisches Rechnen hat, sind verschiedene klassische beschr¨ ankt m¨ achti-
ge Berechnungsmodelle in quantenmechanischen Varianten betrachtet wor-
den, so endliche Quanten Automaten, Quanten Entscheidungsb¨ aume und
Quanten Kommunikationsprotokolle (siehe [KW97], [G96], [Y93]).
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in unteren Schranken, sind eine Hauptmotivation, das Modell auch im quan-
tenmechanischen Kontext zu studieren. In einem Quantenprotokoll (wie in
[Y93] deﬁniert) tauschen die Spieler sogenannte Qubits aus. Ein Qubit ent-
spricht einem Vektor der Norm 1 in C2, wobei die Basisvektoren des Raums
den klassischen Booleschen Werten zugeordnet werden. Also erlaubt ein
Qubit die Darstellung einer normierten Linearkombination von 0 und 1.
Ein geringf¨ ugig hiervon verschiedenes Szenario wird in [CB97] und [CDNT97]
vorgeschlagen. Hier besitzen die Spieler Zugriﬀ auf eingabeunabh¨ angige Qu-
bits, deren Zustand mit dem der Qubits des jeweils anderen Spielers ”ver-
schr¨ ankt“ (engl. entangled) sind. Aufgrund einer Technik mit dem Namen
”superdense coding“, vorgeschlagen von [BW92] (siehe auch Abschnitt 5.2),
ist es in diesem Modell m¨ oglich, 2 klassische Bits zu kommunizieren, in-
dem nur ein Qubit ausgetauscht wird (allerdings wird dabei ein Paar von
verschr¨ ankten Qubits ”verbraucht“ ).
Das Hauptziel der Theorie der Quanten Kommunikationskomplexit¨ at ist es,
zu ermitteln, eine wie große Eﬃzienzsteigerung sich durch Quanten Protokol-
le im Vergleich zu klassischen Protokollen erzielen l¨ aßt. Hierbei unterscheidet
man wieder die verschiedenen Akzeptanzmodi: Exakte Protokolle (ohne Feh-
ler), Las Vegas Protokolle (ohne Fehler, aber nur erwartete Kommunikation
wird gemessen), Protokolle mit beschr¨ anktem Fehler. ¨ Uberblicke ¨ uber Re-
sultate zur Quanten Kommunikationskomplexit¨ at ﬁndet man in [T99] und
[Kl00b].
In [BCW98] wird Grovers Suchalgorithmus auf das Disjunktheitsproblem an-
gewendet und eine obere Schranke von O(
√
nlogn) f¨ ur die Quanten Kommu-
nikationskomplexit¨ at mit beschr¨ anktem Fehler f¨ ur dieses Problems gezeigt.
Dies ergibt den gr¨ oßten bisher bekannten Unterschied zwischen quanten-
mechanischer und klassischer Kommunikationskomplexit¨ at f¨ ur eine totale
Funktion, die probabilistische Kommunikationskomplexit¨ at von Disjunkt-
heit ist Ω(n) (siehe Fakt 2.9). Exponentielle Unterschiede zwischen der
Quanten Kommunikation mit beschr¨ anktem Fehler und klassischer probabi-
listischer Kommunikation sind bisher nur f¨ ur partielle Funktionen bekannt
(siehe [R99]). Ein exponentieller Unterschied zwischen exakter Quanten und
klassischer Las Vegas Kommunikation ist ebenfalls f¨ ur eine partielle Funk-
tion bekannt[BCW98].
Der Datenbanksuchalgorithmus von Grover entspricht im wesentlichen der
Berechnung eines ODER ¨ uber n Variablen, das mit O(
√
n) Anfragen an
die Variablen gel¨ ost wird. Eine Verallgemeinerung auf Pr¨ adikate, die durch
konstant tiefe Formeln von UND und ODER Gattern auf den Black Box
Variablen beschrieben werden, ﬁndet sich in [BCW98], auch hier ist die Be-
schleunigung fast quadratisch. In [BCWZ99] wird außerdem gezeigt, daß
man mit ¨ ahnlichen Techniken einen fast quadratischen Komplexit¨ atsunter-
schied zwischen Quanten Las Vegas und klassischen probabilistischen Black
Box Problemen erh¨ alt. Durch eine Reduktion k¨ onnen bestimmte Kommu-
92nikationsprobleme mittels der Black Box Algorithmen gel¨ ost werden. Da-
durch wird in [BCWZ99] ein polynomieller Unterschied zwischen Quanten
Las Vegas Kommunikation und probabilistischer Kommunikation f¨ ur eine
bestimmte Relation gezeigt. Dieses Resultat wird in Abschnitt 5.4 insoweit
verbessert, als ein polynomieller Unterschied zwischen denselben Modi, aber
f¨ ur eine totale Funktion gezeigt wird. W¨ ahrend die obere Schranke auf den
Techniken von [BCWZ99] beruht, benutzt die untere Schranke die Argu-
mente f¨ ur Protokolle mit beschr¨ anktem Nichtdeterminismus aus [HrS96]. Es
wird gezeigt, daß eine kleine, aber immer noch schwierige Teilmenge von
Dn,s (siehe Deﬁnition 2.7) eﬃzient durch ein Quanten Las Vegas Protokoll
entschieden werden kann. Die komplizierte Technik f¨ ur die untere Schranke
ist notwendig, da eine untere Schranke f¨ ur probabilistische Kommunikati-
on gezeigt werden soll, unter der Voraussetzung, daß die nichtdeterministi-
sche Komplexit¨ at sowohl der Funktion als auch ihres Komplements klein ist
(wegen des Einsatzes von Grovers Suchalgorithmus). Außer in [HrS96] ﬁn-
det sich das einzige vergleichbare Resultat in [BL92], siehe Abschnitt 2.1.1.
Desweiteren entwickeln wir eine untere Schranke f¨ ur Quanten Las Vegas
Kommunikationskomplexit¨ at in Abschnitt 5.4.1.
Die bisher entwickelten Quanten Protokolle f¨ ur totale Funktionen, welche
einen polynomiellen Speedup gegen¨ uber klassischen Protokollen aufweisen,
habe alle die Eigenschaft, viele Runden zu ben¨ otigen. Dies ist eine Folge
des Einsatzes von Grovers Algorithmus. Wir untersuchen die Frage, wie ef-
ﬁzient Protokolle sein k¨ onnen, wenn die Anzahl der Runden eingeschr¨ ankt
wird. Das am st¨ arksten beschr¨ ankte Modell ist Einweg Kommunikation. Wie
wir bereits gesehen haben, gibt es im klassischen Fall wichtige Anwendun-
gen der Einweg Kommunikationskomplexit¨ at f¨ ur Boolesche Formeln und f¨ ur
Automaten.
Kremer [K95] hat Quanten Einweg Kommunikation untersucht und eine
partielle Funktion deﬁniert, die ein vollst¨ andiges Problem f¨ ur die Klasse
von Problemen mit Quanten Protokollen mit polylogarithmischer Kommu-
nikation ist. Wir zeigen, daß die VC-Dimension eine untere Schranke f¨ ur
die Quanten Einweg Kommunikationskomplexit¨ at mit beschr¨ anktem Fehler
ist. Hierbei erhalten wir eine gute untere Schranke unter Verwendung von
Resultaten aus [ANTV99] und [Na99] ¨ uber random access quantum codes.
Weiterhin zeigen wir, daß f¨ ur totale Funktionen und Einweg Protokolle die
exakte Quanten Kommunikation genau so m¨ achtig ist wie die determini-
stische Kommunikation und asymptotisch so eﬃzient wie die Quanten Las
Vegas Kommunikation. ¨ Ahnliche Resultate gelten auch, wenn verschr¨ ankte
Qubits vorhanden sind.
Aus den obigen Resultaten schließen wir, daß Quanten Kommunikation von
der erlaubten Interaktion abh¨ angig ist. Beschleunigungen durch Quanten
Kommunikation f¨ ur totale Funktion scheinen Protokolle mit mehreren Run-
den zu erfordern, dies ist beweisbar f¨ ur Las Vegas Protokolle und auch f¨ ur
Protokolle mit beschr¨ anktem Fehler f¨ ur das Disjunktheitsproblem.
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werden in [KW97] deﬁniert. Folgendes ist ¨ uber deses Modell bekannt, wobei
die Automaten beschr¨ ankten Fehler haben: F¨ ur einige Sprachen k¨ onnen sie
exponentiell kleiner als optimale probabilistische Automaten sein [AF98],
sie k¨ onnen aber nur regul¨ are Sprachen erkennen [KW97]. Desweiteren gibt
es endliche Sprachen, f¨ ur die ein optimaler qfa exponentiell gr¨ oßer als der
minimale dfa ist [ANTV99], [Na99]. Wie geben mit Hilfe der VC-Dimension
ein kombinatorisches Werkzeug an, das untere Schranken f¨ ur die Gr¨ oße von
qfa zu zeigen erlaubt. Ein weiteres Korollar ist, daß exakte qfa f¨ ur eine Spra-
che niemals kleiner als der minimale dfa sein k¨ onnen, und daß Las Vegas
qfa (qfa ohne Fehler, die aber mit Wahrscheinlichkeit  ”aufgeben“ d¨ urfen)
mindestens D1− Zust¨ ande haben, wenn D die minimale dfa Gr¨ oße f¨ ur die
erkannte Sprache ist. Diese unteren Schranken gelten auch f¨ ur ein verallge-
meinertes Modell von Quanten Automaten, das mindestens so m¨ achtig wie
probabilistische Automaten und wie Quanten Automaten ist.
Als eine zweite Anwendung betrachten wir die Neˇ ciporuk Methode f¨ ur For-
mell¨ ange. Es wurde in [RV99] gezeigt, daß die (konventionelle) Neˇ ciporuk
Funktion bis auf einen logarithmischen Faktor auch eine untere Schranke f¨ ur
Quanten Formell¨ ange ist. Das ist erstaunlich, weil diese Schranke f¨ ur pro-
babilistische Formeln nicht gilt, was wir in Theorem 3.7/3.8 gezeigt haben.
Man kann daher folgern, daß das betrachtete Modell von Quanten Formeln
[Y93] eingeschr¨ ankt ist. Wir schlagen ein verallgemeinertes Modell vor, in
dem die Formel zus¨ atzliche Zufallsvariablen lesen darf. So ist es m¨ oglich,
klassische probabilistische Formeln zu simulieren. F¨ ur das verallgemeinerte
Modell wird die untere Schranke mit der VC Neˇ ciporuk Funktion als g¨ ultig
nachgewiesen.
Auf dem Weg beweisen wir ein zu Fakt 2.32 analoges Theorem, welches
die Spur Distanz zwischen Dichtematrizen mit der relativen von Neumann
Entropie in Verbindung bringt. Weiterhin entwerfen wir ein programmier-
bares Quanten Gatter mit beliebig hoher Erfolgswahrscheinlichkeit (solche
Gatter k¨ onnen nicht deterministisch sein, siehe [NC97]).
Die meisten Resultate dieses Kapitels sind bereits in [Kl00a] und [Kl00b]
ver¨ oﬀentlicht.
Wir beginnen das Kapitel mit einer kurzen Einf¨ uhrung in die Quantenme-
chanik und die Quanten Informationstheorie.
5.2 Grundlagen aus der Quantenmechanik
Die Quantenmechanik ist die beste heute verf¨ ugbare Theorie f¨ ur die Be-
schreibung physikalischer Ereignisse im mikroskopischen Bereich. Die Theo-
rie ist in Begriﬀen von Zust¨ anden und Transformationen von Zust¨ anden for-
muliert. Der heute ¨ ubliche mathematische Formalismus der Theorie wurde
von John von Neumann eingef¨ uhrt, siehe auch [vN32]. Wir konzentrieren uns
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rungen weg. Wir verweisen auf [Pr98] und [Gr99] f¨ ur sehr gute Einf¨ uhrungen
in das Gebiet.
5.2.1 Quantenzust¨ ande und ihre Evolution
Pure Zust¨ ande und Hilbertr¨ aume
Wir beginnen mit den Grundobjekten der Theorie, Zust¨ anden und ihrer
Evolution.
F¨ ur eine komplexe Zahl a sei a∗ die konjugiert komplexe Zahl. F¨ ur eine
Matrix M mit komplexen Eintr¨ agen sei M† die Matrix, die sich aus M
durch Transposition und Konjugation aller Eintr¨ age ergibt.
Zust¨ ande werden durch Vektoren in einem Hilbertraum formalisiert. Im fol-
genden wird die Bra-Ket Notation von Dirac benutzt (siehe [Di47]).
Deﬁnition 5.1 Ein Hilbertraum H ist ein komplexer Vektorraum mit ei-
nem inneren Produkt, der vollst¨ andig unter der vom inneren Produkt indu-
zierten Norm ist. Vektoren von H werden mit |ψi bezeichnet, innere Pro-
dukte mit hψ|φi, und die Norm mit |||ψi|| =
p
hψ|ψi.
(Pure) Zust¨ ande sind Vektoren der Norm 1 im Hilbertraum.
Das ¨ außere Produkt |ψihφ| zweier Vektoren ist das ¨ ubliche Produkt von Spal-
tenvektor und Zeilenvektor. Dabei ist hφ| als ein Zeilenvektor aufzufassen,
der sich aus |φi durch Transposition und Konjugation der einzelnen Eintr¨ age
ergibt.
hψ|A|φi ist die Notation f¨ ur hψ|Aφi.
Wir benutzen ausschließlich R¨ aume C2n
und zeichnen eine Menge von Vek-
toren {|xi|x ∈ {0,1}n} als eine orthonormale Basis aus, oder Ck mit {|ii|i ∈
{0,...,k − 1}} als orthonormaler Basis.
Alle puren Zust¨ ande sind Linearkombinationen von Basisvektoren mit Norm
1 und werden auch als Superpositionen bezeichnet. Die Koeﬃzienten einer
solchen Linearkombination heißen auch Amplituden.
Deﬁnition 5.2 Der Zustand eines Qubits ist ein Einheitsvektor in einem
2-dimensionalen Hilbertraum, d.h. eine Linearkombination α|0i + β|1i mit
|α|2 + |β|2 = 1.
Entsprechend bezeichnet ein 2n dimensionaler Hilbertraum ein n Qubit Re-
gister mit Zust¨ anden
P
x∈{0,1}n αx|xi, so daß
P
x∈{0,1}n |αx|2 = 1.
Deﬁnition 5.3 Das Tensorprodukt zweier Vektoren (x1,...,xn),(y1,...,ym)
ist x ⊗ y = (x1y1,...,x1ym,...,xnym).
Das Tensorprodukt zweier Matrizen
A =



a11 ··· a1n
. . .
. . .
an1 ··· ann



95und B ist
A ⊗ B =



a11B ··· a1nB
. . .
. . .
an1B ··· annB


.
Sind B1,...,Bk Basen von Hilbertr¨ aumen H1,...,Hk, dann wird der Raum
H1⊗···⊗Hk von den Vektoren in {|x1i⊗···⊗|xki| |xii ∈ Bi} aufgespannt.
Im Raum C4 betrachten wir außer der Standard Basis {|00i,|01i,|10i,|11i}
auch die sogenannte Bell Basis mit
|Φ+i =
1
√
2
(|00i + |11i), |Φ−i =
1
√
2
(|00i − |11i),
|Ψ+i =
1
√
2
(|01i + |10i), |Ψ−i =
1
√
2
(|01i − |10i).
Evolution von Quantenzust¨ anden
Ein quantenmechanisches System evolviert im Laufe der Zeit, und ¨ andert
demgem¨ aß seinen Zustand. Die Evolution wird durch eine unit¨ are Transfor-
mation beschrieben. Der Einfachheit halber nehmen wir an, daß die Zeit in
diskreten Schritten abl¨ auft. Dann ist der Zustand |φ(t + 1)i zur Zeit t + 1
gegeben durch Ut|φ(t)i. Der Operator Ut ist dabei unit¨ ar und wird durch
eine unit¨ are Matrix beschrieben.
Wir f¨ uhren nun einige Beispiele von unit¨ aren Matrizen ein, die sp¨ ater ben¨ otigt
werden. Ein grundlegendes Beispiel ist die Hadamard Transformation. Sei
H2 =
1
√
2
 
1 1
1 −1
!
.
Dann ist Hn = H2 ⊗ ··· ⊗ H2 | {z }
n
, das nfache Tensorprodukt der 2 dimensio-
nalen Hadamard Transformation. Hn operiert auf n Qubits. Man bemerke,
daß
Hn|xi =
1
√
2n
X
y∈{0,1}n
(−1)x·y|yi,
wobei das Produkt x · y =
Ln
i=1 xiyi verwendet wird.
Die Hadamard Transformation angewendet auf den Zustand |0i wird auch
als ein fairer M¨ unzwurf bezeichnet, da eine nachfolgende Messung in der
Standardbasis jeden Basiszustand mit gleicher Wahrscheinlichkeit ergibt.
Diese Eigenschaft wird im n¨ achsten Abschnitt noch genauer betrachtet.
Die Pauli Matrizen sind
σx =
 
0 1
1 0
!
,σy =
 
0 −i
i 0
!
,σz =
 
1 0
0 −1
!
.
96Diese Transformationen sind f¨ ur ein Qubit dimensioniert.
Die XOR Operation (exklusiv ODER) auf 2 Qubits, deﬁniert durch XOR :
|x,yi → |x,x ⊕ yi auf Booleschen Werten x,y hat die Matrix
XOR =





1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0





.
Eine Anwendung der Hadamard Transformation auf ein Quantenregister
mit n Qubits ergibt einen Zustand, der eine Superposition von exponentiell
vielen Basiszust¨ anden ist. Es ist daher verlockend, exponentiell viele Funk-
tionswerte ”parallel“ zu berechnen in der Hoﬀnung, n¨ utzliche Information
daraus abzuleiten. Zum Beispiel k¨ onnte man einen nichtdeterministischen
Schaltkreis parallel auf allen Belegungen der nichtdeterministischen Ratebits
testen, und dann versuchen, Information ¨ uber die Existenz eines erf¨ ullenden
Rateworts zu erhalten.
Man verwendet dazu die folgende Transformation. Sei f : {0,1}n → {0,1}
eine Boolesche Funktion. Dann ist die Abbildung Xf : x 7→ x,f(x) bijektiv
und es gibt eine unit¨ are Transformation Uf, welche |x,bi auf |x,b ⊕ f(x)i
f¨ ur alle Booleschen x und alle b ∈ {0,1} abbildet. Wendet man Uf auf
1 √
2n
P
x∈{0,1}n |x,0i an, so erh¨ alt man
1
√
2n
X
x∈{0,1}n
|x,f(x)i.
Ein weiterer Weg, alle Funktionswerte ”parallel“ zu berechnen, ist durch den
Operator Vf|xi = (−1)f(x)|xi, der den Funktionswert durch einen Vorzei-
chenwechsel anzeigt. Durch folgendes Argument kann Vf von Uf abgeleitet
werden.
Uf(|xi ⊗
1
√
2
(|0i − |1i)) =
1
√
2
(|x,f(x)i − |x,1 ⊕ f(x)i)
= (−1)f(x)|xi ⊗
1
√
2
(|0i − |1i).
Observablen und Messungen
Abgesehen von der unit¨ aren Evolution gibt es mit der Messung einen wei-
teren Typ von Operationen. Wir beschreiben hier nur die einfachen von
Neumann Projektionsmessungen, und lassen die komplizierteren ”positive
operator valued measurements (POVM)“ aus. Die letzteren k¨ onnen durch
von Neumann Messungen auf Quantensystemen, die um einige Hilfsqubits
erweitert worden sind, simuliert werden und werden implizit bei der Diskus-
sion von Superoperatoren mitbehandelt.
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Quantenzustand zu erhalten. Um eine Messung anzuwenden, muß zun¨ achst
eine Observable deﬁniert werden.
Deﬁnition 5.4 Eine Observable f¨ ur einen Hilbertraum ist durch einen selbst-
adjungierten Operator A gegeben. Der Operator hat eine spektrale Repr¨ asen-
tation A =
Pk
i=1 λiPi, wobei die λi die paarweise verschiedenen Eigenwerte
von A sind und die Pi die Projektionen auf die jeweils von den Eigenvek-
toren zu den λi aufgespannten Eigenr¨ aume. Es ist m¨ oglich, zu jedem der
Eigenr¨ aume (und damit f¨ ur den gesamten Hilbertraum) eine orthonormale
Basis aus Eigenvektoren von A zu bestimmen.
Eine Messung der Observablen A ergibt f¨ ur einen Zustand |φi ein λi, also
einen der Eigenwerte von A. Die Wahrscheinlichkeit von λi ist
Pr(λi) = ||Pi|ψi||2.
Wenn λi das Resultat der Messung ist, so ver¨ andert sich der gemessene
Quantenzustand zu
Pi|ψi
hψ|Pi|ψi1/2.
Eine Messung ver¨ andert also anders als im klassischen Fall den gemessenen
Zustand. Verschiedene Observablen m¨ ussen sich nicht kommutativ verhal-
ten, d.h. es gibt ”Eigenschaften“ von Quantensystemen, welche nicht gemes-
sen werden k¨ onnen, ohne andere ”Eigenschaften“ zu ver¨ andern.
F¨ ur eine gegebene orthonormale Basis eines Hilbertraums sagen wir, daß
in dieser Basis gemessen wird, wenn eine Observable gemessen wird, welche
aus Projektionen auf die einzelnen Basisvektoren besteht.
Weiterhin erlauben wir im allgemeinen auch, daß statt der Eigenwerte λi
beliebige Boolesche Worte Ergebnis einer Messung sein k¨ onnen, wenn es
eine einfache bijektive Abbildung von der Menge der Eigenwerte auf eine
Menge solch alternativer Ergebnisse gibt.
Gemischte Zust¨ ande und Dichtematrizen
Eine Messung ist ein Prozeß, bei dem das Ergebnis probabilistisch bestimmt
wird. Aber Probabilismus ﬁndet sich in der Quantenmechanik noch auf ei-
nem anderen, fundamentaleren Weg. Wenn ein Hilbertraum bipartit ist,
d.h. das Tensorprodukt zweier Hilbertr¨ aume ist, so kann man die Situa-
tion betrachten, wenn nur einer der Teilr¨ aume zug¨ anglich ist. Sei es, daß der
andere Raum ganz allgemein f¨ ur die Umwelt eines Quantensystems steht,
sei es, daß der Raum zu den Qubits eines zweiten Spielers korrespondiert,
die uns nicht zug¨ anglich sind. Als ein Beispiel betrachten wir den Zustand
|Φ+i = 1/
√
2|11i + 1/
√
2|00i, wobei das erste Qubit Spieler A geh¨ ore, und
das zweite Qubit Spieler B. F¨ ur beide Spieler ist der Zustand ihres Qubits
98kein purer Zustand, sondern ¨ aquivalent zu einem probabilistischen Ensem-
ble, bei dem Zust¨ ande |1i oder |0i mit Wahrscheinlichkeit 1/2 auftreten,
obwohl bei beiden Spielern immer derselbe Wert auftritt. Dieses Verhalten
kann verglichen werden mit einem Paar von W¨ urfeln, die beide f¨ ur sich ganz
zuf¨ allige Resultate liefern, aber die zus¨ atzliche ”globale“ Eigenschaft haben,
daß beide stets den gleichen Wert zeigen. Besitzt man nur einen der W¨ urfel,
so ist es unm¨ oglich, diesen von einem normalen W¨ urfel zu unterscheiden,
besitzt man jedoch beide, so kann man sie von einem gew¨ ohnlichen Paar
relativ problemlos unterscheiden. Dieses Ph¨ anomen heißt ”Verschr¨ ankung“
bzw. entanglement im Englischen. Betrachtet man nur einen Teil eines Quan-
tensystems, so erh¨ alt man keine vollst¨ andige deterministische Beschreibung
des Zustands dieses Teils. Dem wird durch die Verwendung von gemischten
Zust¨ anden und deren Darstellung mit Dichtematrizen Rechnung getragen.
Deﬁnition 5.5 Ein Ensemble von puren Zust¨ anden wird durch eine Menge
{(pi,|φii)|1 ≤ i ≤ k} beschrieben. Dabei sind die pi die Wahrscheinlichkeiten
der puren Zust¨ ande |φii und k ist eine nat¨ urliche Zahl. Ein solches Ensemble
wird ein gemischter Zustand genannt.
Die Dichtematrix eines puren Zustands |φi ist die Matrix |φihφ|, die Dich-
tematrix eines gemischten Zustands {(pi,|φii)|1 ≤ i ≤ k} ist
k X
i=1
pi|φiihφi|.
Man beachte, daß die obige Repr¨ asentation eines gemischten Zustands von
der gew¨ ahlten Basis abh¨ angt. Das Konzept der Dichtematrix kann auch zu
einem Dichteoperator verallgemeinert werden, wir nehmen aber an, daß die
Basis immer aus dem Kontext klar ist.
Eine Dichtematrix ist immer Hermitesch, positiv semideﬁnit, und hat die
Spur 1. Daher hat die Dichtematrix nichtnegative Eigenwerte, die aufsum-
miert 1 ergeben. Alle m¨ oglichen Messungen eines gemischten Zustands sind
durch die Dichtematrix bestimmt. Wenn also zwei gemischte Zust¨ ande die-
selbe Dichtematrix haben, so k¨ onnen sie nicht auseinandergehalten wer-
den. In der Quantenmechanik spielen Dichtematrizen dieselbe Rolle wie
Dichtefunktionen bzw. Verteilungen von Zufallsvariablen in der klassischen
Wahrscheinlichkeitstheorie. Ist ein gemischter Zustand eine Wahrscheinlich-
keitsverteilung auf den paarweise orthogonalen Basisvektoren eines Hilber-
traums, so enth¨ alt die Dichtematrix diese Verteilung auf ihrer Diagonalen.
Eine wichtige Anwendung von Dichtematrizen ist die Beschreibung von Teil-
systemen eines Quantensystems. Ein purer Zustand in einem Hilbertraum
H = HA⊗HB kann im allgemeinen nicht in das Tensorprodukt zweier purer
Zust¨ ande der Teilsysteme zerlegt werden.
Deﬁnition 5.6 Ein gemischter Zustand {(pi,|φii)|1 ≤ i ≤ k} in einem
Hilbertraum H1⊗H2 heißt separabel, wenn er dieselbe Dichtematrix hat wie
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i i ⊗ |ψ2
i i)|i = 1,...,k0} f¨ ur pure Zust¨ ande
|ψ1
i i aus H1 und |ψ2
i i aus H2 mit
P
i qi = 1 und qi ≥ 0. Ansonsten heißt der
gemischte Zustand verschr¨ ankt.
Separable Zust¨ ande sind klassische Wahrscheinlichkeitsverteilungen auf pu-
ren Zust¨ anden, welche aus unabh¨ angigen Komponenten in beiden Teilsyste-
men bestehen. Alle anderen Zust¨ ande sind verschr¨ ankt. Alle Korrelationen
zwischen den Teilen eines separablen Zustands sind also klassischer Natur.
Ist ein separabler Zustand pur, so ist er das Tensorprodukt aus zwei pu-
ren Zust¨ anden. Wir betrachten z.B. den Zustand |Φ+i = 1 √
2(|00i + |11i) in
C2 ⊗ C2. Der Zustand ist verschr¨ ankt und wird oft als ein EPR-Paar von
Qubits bezeichnet. Diese Begriﬀsbildung bezieht sich auf Einstein, Podolsky
und Rosen, die zuerst solche Zust¨ ande betrachtet haben [EPR35].
Sei ρAB eine Dichtematrix ¨ uber Cm ⊗Cn. Das Reduzieren der Dichtematrix
um den Raum Cn bedeutet die Ersetzung der Dichtematrix durch ρA =
SpurBρAB, wobei man SpurBρAB(i,j) =
P2n
k=1 ρAB(ik,jk) deﬁniert. Das
bedeutet intuitiv eine Mittelwertbildung ¨ uber das zweite Quantensystem.
Jede Dichtematrix kann in einer Basis diagonalisiert werden. Dann kann
eine Funktion auf die Eintr¨ age der Diagonalen angewendet werden, und die
Basis r¨ ucktransformiert werden. In diesem Sinne wenden wir Funktionen auf
Dichtematrizen an, wie logρ und
√
ρ.
Wir betrachten wieder den Zustand 1 √
2(|00i + |11i). Seine Dichtematrix ist





1/2 0 0 1/2
0 0 0 0
0 0 0 0
1/2 0 0 1/2





.
Reduziert man auf 1 Qubit, so erh¨ alt die Dichtematrix
 
1/2 0
0 1/2
!
. Ist
nur ein Qubit zug¨ anglich, so kann dessen Zustand nicht von einem Ensemble
unterschieden werden, in dem |0i und |1i mit Wahrscheinlichkeit 1/2 gew¨ ahlt
werden. Der Zustand des einzelnen Qubits ist hier kein purer Zustand in C2.
Mißt man hingegen den gesamten Zustand in der Bell Basis, so ist es einfach,
den Zustand |Φ+i von dem Tensor Produkt zweier Zufallsbits zu unterschei-
den. Es gibt also einen Unterschied zwischen einem verschr¨ ankten Zustand
und zwei separaten zuf¨ alligen Zust¨ anden, aber dieser Unterschied ist nur
feststellbar, wenn man den gesamten Zustand betrachtet.
Superoperatoren
Transformationen auf Dichtematrizen m¨ ussen linear sein, und Dichtematri-
zen auf Dichtematrizen abbilden. Solche Transformationen heißen Superope-
ratoren. Aber nicht alle Superoperatoren sind physikalisch erlaubt. Beispiele
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deliegenden Zust¨ anden, Messungen von Observablen, das Reduzieren um
Teilsysteme, und das Zuf¨ ugen einiger ”leerer“ Qubits (als Tensorprodukt
mit dem Ausgangszustand).
Deﬁnition 5.7 Ein Superoperator T heißt positiv, wenn er positiv semide-
ﬁnite Hermitesche Matrizen auf positiv semideﬁnite Hermitesche Matrizen
abbildet. Ein Superoperator heißt spurbewahrend, wenn er Matrizen mit Spur
1 auf Matrizen mit Spur 1 abbildet.
Ein Superoperator T heißt vollst¨ andig positiv, wenn jeder Superoperator T ⊗
IF positiv ist, wobei IF der identisch abbildende Superoperator auf einer end-
lich dimensionalen Erweiterung F des zugrundeliegenen Hilbertraums ist.
Ein Superoperator ist genau dann physikalisch erlaubt, wenn er vollst¨ andig
positiv und spurbewahrend ist.
Sei U eine unit¨ are Transformation. Durch ihre Anwendung auf die Zust¨ ande
im zur Dichtematrix geh¨ origen Ensemble wird die Dichtematrix ρ zu UρU†
transformiert. Das ist ein Beispiel eines erlaubten Superoperators. Weite-
re Beispiele sind das Reduzieren um ein Teilsystem, das Messen, und das
Zuf¨ ugen einiger ”leerer“ Qubits. Ein Beispiel eines positiven spurbewahren-
den Superoperators, der nicht vollst¨ andig positiv ist, ist die Transposition
einer Dichtematrix.
Das folgende wichtige Theorem (auch Kraussches Repr¨ asentationstheorem
genannt) zeigt, daß jeder erlaubte Superoperator durch das Zuf¨ ugen einiger
Qubits, die Anwendung einer unit¨ aren Transformation, und das Reduzieren
um ein Teilsystem simuliert werden kann (siehe [Pr98]).
Fakt 5.1 Folgende Aussagen sind ¨ aquivalent:
1. Ein Superoperator T, der Dichtematrizen von H1 auf Dichtematrizen
von H2 abbildet, ist spurbewahrend und vollst¨ andig positiv.
2. Es gibt einen Hilbertraum H3 mit dim(H3) ≤ dim(H1) und eine unit¨ are
Abbildung U, so daß f¨ ur alle Dichtematrizen ρ ¨ uber H1 gilt:
Tρ = SpurH1⊗H3[U(ρ ⊗ |0H3⊗H2ih0H3⊗H2|)U†].
Superdense Coding
Um diesen Abschnitt abzuschließen, beschreiben wir einen Prozeß namens
superdense coding, der von Bennett und Wiesner [BW92] erfunden wurde. A
und B besitzen je eines der Qubits eines EPR Paars. Weiterhin sind A und
B durch einen Quantenkommunikationskanal verbunden, das heißt A kann
B ein Qubit senden. Das Ziel der beiden ist es, zwei klassische Bits von A
zu B zu kommunizieren, indem nur ein Qubit von A zu B gesendet wird,
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wie folgt:
A und B besitzen je eines der Qubits von 1 √
2(|00i+|11i). A kennt Bits b1,b2
und m¨ ochte diese B mitteilen. A wendet abh¨ angig von den zwei Bits eine der
unit¨ aren Transformationen aus der folgenden Tabelle auf ihr Qubit an und
sendet B das berechnete Qubit. B wendet die XOR Transformation an. Zum
Schluß mißt B seine Qubits. Das von A empfangene Qubit wird in der Basis
1 √
2(|0i + |1i) und 1 √
2(|0i − |1i) gemessen, das andere Qubit in der Basis |0i
und |1i. Das gibt B zwei Bits, aus denen der Wert von b1,b2 rekonstruiert
werden kann.
A A Trans- Neuer Zustand
Bits formation der Qubits
00 I 1 √
2(|00i + |11i)
01 σx
1 √
2(|01i + |10i)
10 i · σy
1 √
2(|01i − |10i)
11 σz
1 √
2(|00i − |11i)
A Nach Nach B
Bits XOR Messung Ausgabe
00 1 √
2(|0i + |1i)|0i 00 00
01 1 √
2(|0i + |1i)|1i 01 01
10 1 √
2(|0i − |1i)|1i 11 10
11 1 √
2(|0i − |1i)|0i 10 11
Es ist bemerkenswert, daß die von A gesendete ”Nachricht“ einfach ein Qubit
mit der Dichtematrix 1
2I ist (I sei die Einheitsmatrix), also f¨ ur jemanden
ohne das zweite Qubit keinerlei Information enth¨ alt.
5.2.2 Quanten Informationstheorie
In diesem Abschnitt beschreiben wir Verallgemeinerungen der Begriﬀe der
klassischen Informationstheorie auf die Quantenwelt und deren Eigenschaf-
ten.
Deﬁnition 5.8 Die von Neumann Entropie einer Dichtematrix ρX ist de-
ﬁniert durch S(X) = S(ρX) = −Spur(ρX logρX).
Die bedingte von Neumann Entropie S(X|Y ) eines bipartiten Systems mit
Dichtematrix ρXY ist deﬁniert als S(XY ) − S(Y ), wobei der Zustand ρY
des Y Teilsystems das Resultat des Reduzierens des gemeinsamen Zustands
ρXY um X ist (siehe [CA96] f¨ ur eine andere, aber ¨ aquivalente Deﬁnition).
Die von Neumann Information zwischen zwei Teilen eines bipartiten Sy-
stems im Zustand ρXY ist S(X : Y ) = S(X) + S(Y ) − S(XY ) (ρX und ρY
ergeben sich wieder durch Reduzieren um das jeweils andere Teilsystem).
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Zustand ρXY Z ist S(X : Y |Z) = S(XZ) + S(Y Z) − S(Z) − S(XY Z).
Die relative von Neumann Entropie zwischen zwei Dichtematrizen ρX,ρY
der gleichen Dimension ist R(X|Y ) = R(ρX|ρY ) = Spur(ρX[logρX−logρY ]).
Dieser Wert kann unendlich sein.
Sei E = {(pi,ρi)|i = 1,...,k} ein Ensemble von Dichtematrizen. Die Holevo
Information des Ensembles ist χ(E) = S(
P
i piρi) −
P
i piS(ρi).
Da die von Neumann Entropie nur von den Eigenwerten einer Dichtematrix
abh¨ angt, ist sie invariant unter unit¨ aren Transformationen. Hat ein Hilber-
traum die Dimension d so ist die von Neumann Entropie einer Dichtematrix
auf dem Raum durch logd beschr¨ ankt. Ein fundamentales Ergebnis ist die
sogenannte Holevo Schranke [H73], die angibt, wieviel klassische Information
in einem Quantenzustand kodiert werden kann.
Fakt 5.2 Sei X eine klassische Zufallsvariable mit Pr(X = x) = px. Ange-
nommen, f¨ ur jedes x werde ein Quantenzustand mit Dichtematrix ρx pr¨ apa-
riert, d.h. es gibt ein Ensemble E = {(px,ρx)|x = 0,...,k}. Sei ρXZ = Pk
x=0 px|xihx| ⊗ ρx. Sei Y eine (klassische) Zufallsvariable, die das Ergeb-
nis einer Messung des Quantenzustands mit Dichtematrix ρZ =
P
x pxρx
enth¨ alt. Dann ist
H(X : Y ) ≤ χ(E) = S(X : Z).
In Abschnitt 5.4.3. ben¨ otigen wir das folgende Lemma (eine ”Las Vegas
Version“ eines Lemmas aus [Na99]).
Lemma 5.1 Sei E = {(px,σx)|x = 0,...,k} ein Ensemble von Dichtema-
trizen und sei σ =
P
x pxσx die Dichtematrix des durch das Ensemble be-
schriebenen gemischten Zustands. Gibt es eine Observable mit m¨ oglichen
Resultaten x und ?, so daß f¨ ur alle x bei einer Messung der Observablen auf
σx das Ergebnis x Wahrscheinlichkeit mindestens 1− hat und das Ergebnis
? Wahrscheinlichkeit h¨ ochstens  hat, dann gilt
S(σ) ≥
X
x
pxS(σx) + H(X)(1 − ), d.h. χ(E) ≥ (1 − )H(X).
Beweis: Es werden klassische Zust¨ ande x einer Zufallsvariablen X als Quan-
tenzust¨ ande σx kodiert, wobei x und σx Wahrscheinlichkeit px haben. Die
Dichtematrix des gemischten Zustandes ist σ und hat eine von Neumann
Entropie S(σ). σ entspricht der ”Kodierung“ eines zuf¨ alligen x.
Nach Holevos Theorem ist die Information, welche man ¨ uber X durch eine
Messung von σ mit Resultat Y erfahren kann, durch H(X : Y ) ≤ S(σ) − P
x pxS(σx) beschr¨ ankt. Aber es gibt eine Messung wie in der Behauptung
beschrieben, und nach Lemma 2.3 ist H(X : Y ) ≥ (1−)H(X). Somit folgt
das Lemma. 2
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sind auch f¨ ur die von Neumann Entropie wahr. Die folgende Tatsache be-
schreibt die sogenannte Araki-Lieb Ungleichung und eine ihrer Konsequen-
zen. Hier wird ein wesentlicher Unterschied zur klassischen Entropie sichtbar
(siehe [Pr98]).
Fakt 5.3 S(XY ) ≥ |S(X) − S(Y )|.
S(X : Y ) ≤ 2S(X).
Die in der klassischen Informationstheorie g¨ ultigen Ungleichungen H(XY ) ≥
H(X) und H(X : Y ) ≤ H(X) sind f¨ ur die von Neumann Entropie nicht kor-
rekt, was sich im Superdense Coding ausnutzen l¨ aßt. Der Grund f¨ ur dieses
Verhalten ist die Verschr¨ ankung.
Lemma 5.2 Ist σXY separabel, dann gilt S(XY ) ≥ S(X),
S(X : Y ) ≤ S(X).
Beweis: In [CA96] wird gezeigt, daß f¨ ur einen separablen bipartiten Zu-
stand S(X|Y ) ≥ 0 gilt. Daher ist S(XY ) = S(X) + S(Y |X) ≥ S(X) und
S(X : Y ) = S(X) − S(X|Y ) ≤ S(X). 2
Die n¨ achste Eigenschaft heißt auch Lindblad Uhlmann-Monotonie der von
Neumann Entropie (siehe [Pr98]).
Fakt 5.4 Sei T ein vollst¨ andig positiver, spurbewahrender Superoperator.
Dann gilt f¨ ur alle Dichtematrizen ρX,ρY :
R(X|Y ) = R(ρX|ρY ) ≥ R(T(ρX)|T(ρY )).
Die folgende Norm auf linearen Operatoren wird in [AKN98] betrachtet.
Deﬁnition 5.9 Sei ρ die Matrix eines linearen Operators. Dann ist die
Spur Norm von ρ, geschrieben ||ρ||1, die Summe der Absolutwerte der Ele-
mente der Multimenge der Eigenwerte von ρ. Es ist ||ρ||1 = Spur(
p
ρ† · ρ).
Die Distanz ||ρ−σ||1 ist reell f¨ ur Hermitesche Matrizen ρ,σ. Die Spur Norm
hat eine enge Beziehung zu der maximalen meßbaren Distanz zwischen zwei
Zust¨ anden, wie in [AKN98] bewiesen.
Fakt 5.5 F¨ ur eine Observable O und eine Dichtematrix ρ bezeichne pO
ρ die
durch O und ρ induzierte Verteilung auf den Meßresultaten. Dann gilt
||ρ − σ||1 = max
O
{||pO
ρ − pO
σ ||}.
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so kann keine Messung sie mit hoher Wahrscheinlichkeit auseinanderhal-
ten. Haben zwei Zust¨ ande die gleiche Dichtematrix, so sind sie prinzipiell
ununterscheidbar. Das n¨ achste, ¨ ahnliche Lemma folgt direkt aus dem Kraus-
schen Repr¨ asentationstheorem (Fakt 5.1), welches erm¨ oglicht, physikalisch
erlaubte Superoperatoren auf Dichtematrizen durch unit¨ are Transformatio-
nen auf Dichtematrizen ¨ uber einem erweiterten Hilbertraum und Reduktion
um einen Teilraum zu simulieren.
Lemma 5.3 F¨ ur jede Hermitesche Matrix ρ und jeden spurbewahrenden,
vollst¨ andig positiven Superoperator F gilt
||ρ||1 ≥ ||F(ρ)||1.
Ist die ¨ ubliche Distanz in einem Hilbertraum zwischen zwei puren Zust¨ anden
klein, so ist die Spur Distanz zwischen ihren Dichtematrizen klein[AKN98].
Fakt 5.6 F¨ ur alle puren Zust¨ ande |φi,|ψi:
|||φihφ| − |ψihψ|||1 ≤ 2|||φi − |ψi||.
Das folgende Theorem erlaubt es, die Spur Distanz ¨ uber die relative Entropie
zu beschr¨ anken. Eine klassische Variante des Theorems ﬁndet sich in [Bl87]
und wurde z.B. in [R98] und in Abschnitt 3.2.2 benutzt.
Theorem 5.1 F¨ ur Dichtematrizen ρ,σ der gleichen Gr¨ oße gilt:
R(ρ|σ) ≥
1
2ln2
||ρ − σ||2
1.
Beweis: Weil sowohl die Spur Norm als auch die relative von Neumann
Entropie invariant unter unit¨ aren Transformationen auf den zugrundelie-
genden Zust¨ anden sind, nehmen wir an, daß die Basis der Dichtematrizen
die Matrix ρ−σ diagonalisiert. Im allgemeinen sind allerdings weder ρ noch σ
diagonal in der so gew¨ ahlten Basis. Sei S die Multimenge der nichtnegativen
Eigenwerte von ρ−σ und R die Multimenge der negativen Eigenwerte. Alle
Eigenwerte sind reell, weil ρ−σ Hermitesch ist. Hat nun der Raum HS, der
von den Eigenvektoren zu S aufgespannt wird, Dimensions k, und der Raum
HR, der von den Eigenvektoren zu R aufgespannt wird, Dimensions n − k,
so vergr¨ oßern wir den zugrundeliegenden Hilbertraum, bis beide R¨ aume die-
selbe Dimension haben. Die Dichtematrizen haben an den entsprechenden
Stellen Nullen als Eintr¨ age. Nun betrachten wir die Dichtematrizen als de-
ﬁniert ¨ uber dem Produktraum H2 ⊗Hn0, wobei H2 den Raum HS oder HR
”angibt“ und n0 = max{k,n − k}.
Wir reduzieren nun ρ,σ,ρ−σ um den Raum Hn0 und erhalten 2×2 Matri-
zen e ρ, e σ, g ρ − σ. Die Matrix g ρ − σ ist diagonal und enth¨ alt die Summe aller
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Diagonalen. Weiterhin ist g ρ − σ = e ρ − e σ.
Wegen der Lindblad-Uhlmann-Monotonie (siehe Fakt 5.4) der relative Entro-
pie gilt R(ρ|σ) ≥ R(e ρ|e σ). Wie beschr¨ anken letzteres durch
1/(2ln2)||e ρ − e σ||2
1 = 1/(2ln2)|| g ρ − σ||2
1,
und schließen dann auf das Theorem, weil die Spur Norm von g ρ − σ die
Summe der Absolutwerte der Eigenwerte ist, welche nach Konstruktionn
die Summe der Absolutwerte der Eigenwerte von ρ − σ ist, d.h. ||e ρ − e σ||1 =
||ρ − σ||1.
Es reicht also, das Theorem f¨ ur 2 × 2 Dichtematrizen zu zeigen. Angenom-
men, die Basis sei so gew¨ ahlt, daß σ diagonal ist. Dann ist
ρ =
 
a b
b∗ 1 − a
!
and σ =
 
c 0
0 1 − c
!
.
Die relative von Neumann Entropie ist R(ρ|σ) = −S(ρ)−trace[ρlogσ]. Der
zweite Term ist −alogc − (1 − a)log(1 − c).
Der erste Term ist die mit −1 multiplizierte Entropie der Verteilung, die
durch die Eigenwerte von ρ gegeben ist. Wir berechnen die Eigenwerte.
Die Eigenwerte von ρ sind die Nullstellen des charakteristischen Polynoms
t2 − t + a(1 − a) − bb∗. Diese sind 1/2 ±
p
1/4 − a(1 − a) + bb∗. Sei x =
1/2 +
p
1/4 − a(1 − a) + bb∗. Dann ist S(ρ) = H(x).
Die quadrierte Norm von ρ − σ ist die quadrierte Summe der Absolutwerte
der Eigenwerte von ρ − σ. Diese Matrix hat als charakteristisches Polynom
t2 − (−a(1 − a) + a(1 − c) + (1 − a)c − c(1 − c) + bb∗). Daher sind die Ei-
genwerte ±
p
−a(1 − a) + a(1 − c) + (1 − a)c − c(1 − c) + bb∗. Die quadrier-
te Norm ist die quadrierte Summe der Absolutwerte der Eigenwerte, und
daher
4(a2 + c2 − 2ac + bb∗).
Zuerst betrachten wir den Fall a = c. Um diesen Fall zu beweisen haben wir
zu zeigen, daß H(a)−H(x) ≥ 2log(e)bb∗ = 2log(e)[(x−1/2)2−1/4+a(1−
a)] = 2log(e)[(x2 − x) − (a2 − a)].
Betrachtet man die Funktion H(y)/log(e)+2y2 −2y, so ist leicht zu sehen,
daß sie nichtnegativ und monoton fallen ist f¨ ur alle y zwischen 1/2 und 1.
Daher gilt die Ungleichung, wenn 1/2 ≤ a und a ≤ x. Die erste Bedingung
gilt o.B.d.A., die zweite Bedingung folgt, da x ≥ 1/2 der gr¨ oßte Eigenwert
ist, und a ≥ 1/2 ein Element der Diagonale.
Nun betrachten wir den Fall c ≥ a. Gilt c < a, so k¨ onnen wir stattdessen
dasselbe Argument f¨ ur 1−c und 1−a durchf¨ uhren. Wir wollen zeigen, daß
f(c) = R(ρ|σ)/log(e) −
1
2
||ρ − σ||2
1 ≥ 0.
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c diese Diﬀerenz nicht verkleinern kann. Dies ist wahr, weil f¨ ur die Ableitung
nach c gilt:
f0(c) = −a/c + (1 − a)/(1 − c) − 2(2c − 2a)
=
(1 − a)c − a(1 − c)
c(1 − c)
− 4(c − a)
≥ 4(c − a) − 4(c − a) ≥ 0.
Somit erhalten wir das Theorem f¨ ur den 2 × 2 Fall und daher allgemein. 2
5.3 Modelle von Quantenrechnern
5.3.1 Das Kommunikationsmodell
Nun deﬁnieren wir Quanten Kommunikationsprotokolle. Allgemeine Infor-
mation ¨ uber Quantenrechner ﬁndet man in [Gr99] und [Pr98].
Deﬁnition 5.10 In einem zwei Spieler Quanten Protokoll erhalten die Spie-
ler A und B jeweils eine private Menge von Qubits. Einige Qubits sind je-
weils initialisiert zu einer Booleschen Eingabe, alle anderen Qubits sind im
Zustand |0i.
In einer Kommunikationsrunde kann einer der Spieler verschiedene Aktio-
nen ausf¨ uhren. Der Spieler darf seine Qubits mit einer von seiner klassischen
Eingabe abh¨ angigen Observable messen. Weiterhin wendet der Spieler eine
unit¨ are Transformation auf seine Qubits an. Formal bedeutet beides, daß das
Tensorprodukt der Operation (auf den Qubits des Spielers) mit der identi-
schen Abbildung (auf den Qubits des anderen Spielers) auf den Gesamt-
zustand angewendet wird. Dann werden einige Qubits zum anderen Spieler
gesendet. Letztere Aktion ver¨ andert nicht den globalen Zustand, aber den Be-
sitz einzelner Qubits. Die Wahl der Transformation und der zu sendenden
Qubits darf von der Eingabe und von dem Ergebnis der Messung abh¨ angen.
Nach dem Ende des Protokolls wird der Zustand einiger Qubits mit einer
bestimmten Observablen gemessen und das Resultat bestimmt. Die Kom-
plexit¨ at eines Protokolls ist die maximale Anzahl von Qubits, die von dem
Protokoll verschickt wird.
Bei einem exakten Quanten Protokoll muß das Resultat mit Wahrscheinlich-
keit 1 korrekt sein. Die exakte Quanten Kommunikationskomplexit¨ at einer
Funktion, QE(f), ist die minimale Komplexit¨ at eines exakten Quanten Pro-
tokolls f¨ ur f.
Bei einem Quanten Protokoll mit beschr¨ anktem Fehler muß die korrekte
Ausgabe mit Wahrscheinlichkeit 1 −  (f¨ ur 1/2 >  > 0) gegeben werden.
Die Quanten Kommunikationskomplexit¨ at (mit beschr¨ anktem Fehler) einer
Funktion f ist Q(f) bzw. Q(f) = Q1/3(f), die minimale Komplexit¨ at eines
Quanten Protokolls mit beschr¨ anktem Fehler f¨ ur f.
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klassisches Pendant deﬁniert, die Notationen sind Q0(f) und Q0,(f).
In einem nichtdeterministischen Quanten Protokoll werden Eingaben genau
dann akzeptiert, wenn das Protokoll mit positiver Wahrscheinlichkeit akzep-
tiert. NQ(f) bezeichnet die nichtdeterministische Quanten Kommunikati-
onskomplexit¨ at.
Beschr¨ ankungen der Rundenzahl werden wie zuvor deﬁniert.
[CB97] und [CDNT97] haben ein anderes Modell der Quanten Kommuni-
kation vorgeschlagen: A und B besitzen eine Menge von Qubits in einem
beliebigen eingabeunabh¨ angigen Zustand, d.h. die Qubits sind eventuell mit-
einander verschr¨ ankt. Dann wird wie oben deﬁniert ein Kommunikations-
protokoll benutzt. Wir bezeichnen Komplexit¨ atsmaße in diesem Modell durch
den Superscript pub.
Man kann das Modell mit verschr¨ ankten Qubits simulieren, indem man zu-
erst eine eingabeunabh¨ angige Kommunikation beliebiger L¨ ange erlaubt, und
dann ein normales Protokoll benutzt.
Es ist m¨ oglich, durch das Messen verteilter EPR Paare ¨ oﬀentlichen Zufall
zu simulieren, wenn verschr¨ ankte Qubits vorhanden sind.
Die Technik des superdense coding von [BW92] erlaubt es im Modell mit
Verschr¨ ankung, n Bits klassische Information mit dn/2e Qubits zu kommu-
nizieren, siehe Abschnitt 5.2.1.
5.3.2 Quanten Schaltkreise
Abgesehen von Quanten Turingmaschinen sind Quanten Schaltkreise [D89]
ein universelles Modell von Quantenberechnungen, siehe [Y93], und im all-
gemeinen besser als Turingmaschinen geeignet, um Quantenalgorithmen zu
beschreiben. Ein allgemeineres Modell von Quanten Schaltkreisen, in dem
auf gemischten Zust¨ anden gearbeitet wird, ist in [AKN98] deﬁniert. Wir
beginnen mit dem grundlegenden Modell.
Deﬁnition 5.11 Ein unit¨ ares Quanten Gatter mit k Eing¨ angen und k Aus-
g¨ angen ist durch einen unit¨ aren Operator U : C2k
→ C2k
speziﬁziert, und
wird durch eine unit¨ are Matrix repr¨ asentiert.
Ein Quanten Schaltkreis besteht aus Quantengattern mit jeweils h¨ ochstens
O(1) Eing¨ angen sowie ausEingaben, die insgesamt zu einem azyklischen ge-
richteten Graphen verbunden sind, bei dem die Eingaben den Quellen zuge-
ordnet sind. Die Quellen sind entweder mit einer Booleschen Konstante oder
mit einer Eingabevariablen markiert. Ein ausgezeichnetes Gatter mit einem
Ausgang ist die Ausgabe. Kanten entsprechen Qubits, auf denen gerechnet
werden, es wird auf so vielen Qubits gerechnet, wie Quellen vorhanden sind.
Die Gr¨ oße eines Schaltkreises ist die Anzahl der Gatter, die Tiefe die L¨ ange
eines l¨ angsten Pfades von einer Eingabe oder einer Konstanten zur Ausgabe.
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Zu Beginn wird den Quellen des Schaltkreises je ein Boolescher Wert zuge-
wiesen. Der Boolesche Wert 0 korrespondiert dann zu |0i, der Wert 1 zu
|1i. Dann werden die Gatter in einer beliebigen topologischen Reihenfolge
auf die ihren Eing¨ angen zugeh¨ origen Qubits angewendet. Zum Schluß wird
der Zustand des Augabequbits in der Basis {|0i,|1i} gemessen. Das Resultat
wird als Boolesche Ausgabe interpretiert.
Ein Quanten Schaltkreis berechnet eine Funktion mit beschr¨ anktem Fehler,
wenn f¨ ur jede Eingabe die korrekte Ausgabe mit Wahrscheinlichkeit minde-
stens 2/3 produziert wird.
Ein Paar von Quanten Schaltkreisen berechnet eine Funktion im Las Vegas
Sinn, wenn f¨ ur jede Eingabe mit Wahrscheinlichkeit 1/2 der erste Schaltkreis
akzeptiert, und wenn, falls der erste Schaltkreis akzeptiert, der zweite mit
Sicherheit das korrekte Ergebnis berechnet.
Ein Quanten Schaltkreis berechnet eine Funktion exakt, wenn f¨ ur jede Ein-
gabe die korrekte Ausgabe mit Wahrscheinlichkeit 1 produziert wird.
Wir sind insbesondere an eingeschr¨ ankten Typen von Schaltkreisen, n¨ amlich
Quanten Formeln interessiert [Y93].
Deﬁnition 5.12 Eine Quanten Formel ist ein Quanten Schaltkreis mit der
zus¨ atzlichen Eigenschaft, daß es f¨ ur jede Eingabe h¨ ochstens einen Pfad gibt,
der sie mit der Ausgabe verbindet. Die L¨ ange oder Gr¨ oße einer Quanten
Formel ist die Anzahl ihrer Eingaben. Akzeptanzmodi sind wie f¨ ur allgemeine
Schaltkreise deﬁniert.
Abgesehen von den Booleschen Eingabevariablen darf eine Quanten Formel
nur Boolesche Konstanten lesen. Es gibt nur eine abschließende Messung.
Wie nennen das Modell aus [Y93] auch pure Quanten Formeln.
In [AKN98] wird ein allgemeineres Modell von Quanten Schaltkreisen ein-
gef¨ uhrt, das auf gemischten Zust¨ anden arbeitet, wobei Dichtematrizen von
Superoperator Gattern transformiert werden.
Deﬁnition 5.13 Ein Superoperator Gatter g der Ordnung (k,l) ist eine
spurbewahrende, vollst¨ andig positive, lineare Abbildung von den Dichtema-
trizen mit k Qubits auf die Dichtematrizen mit l Qubits.
Ein Quanten Superoperator Schaltkreis ist ein gerichter azyklischer Graph,
bei dem die inneren Knoten mit Superoperator Gattern markiert sind, die
zu fan-in und fan-out der Knoten passen. Die Quellen sind mit Eingabeva-
riablen oder Booleschen Konstanten markiert. Ein Gatter ist als Ausgabe
markiert.
Eine Funktion wird wie folgt berechnet. Zu Beginn wird den Quellen je ein
Boolescher Wert zugewiesen. Der Boolesche Wert 0 korrespondiert dann zu
|0ih0|, der Wert 1 zu |1ih1|. Der Gesamtzustand ist dann das Tensorprodukt
der Zust¨ ande aller einzelnen Qubits.
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die ihren Eing¨ angen zugeh¨ origen Dichtematrizen angewendet. Das bedeutet,
daß derjenige Superoperator auf den Gesamtzustand angewendet wird, der
aus dem Tensorprodukt von dem Gatter (auf den ihm zugeordneten Qubits)
und dem identisch abbildenden Operator (auf den restlichen Qubits) besteht.
Zum Schluß muß der Zustand des Ausgabe Qubits eine klassische Wahr-
scheinlichkeitsverteilung auf |0i und |1i sein und wird ausgegeben.
Der folgende Fakt aus [AKN98] rechtfertigt die Anwendung von Gattern in
einer beliebigen topologischen Ordnung.
Fakt 5.7 Sei C ein Quanten Superoperator Schaltkreis. C1 und C2 seien
Mengen von Gattern, welche auf disjunkten Mengen von Qubits arbeiten.
Dann gilt f¨ ur alle Dichtematrizen ρ der Qubits im Schaltkreis, daß das Re-
sultat von C1 angewendet auf das Resultat von C2 angewendet auf ρ das
gleiche ist, wie das Resultat von C2 angewendet auf das Resultat von C1
angewendet auf ρ.
Es seien zwei beliebige topologische Sortierungen der Gatter eines Quanten
Superoperator Schaltkreises gegeben. Das Resultat der Anwendung der Gat-
ter in der einen Reihenfolge ist identisch zu dem Resultat der Anwendung
der Gatter in der anderen Reihenfolge.
Es ist noch ein weiterer Aspekt bei der Deﬁnition von Quanten Formeln zu
beachten: um Zufallsvariablen, welche mehrmals gelesen werden d¨ urfen, si-
mulieren zu k¨ onnen, erlauben wir verallgemeinerten Quanten Formeln auch,
Zufallseingabevariablen zu lesen. Wir beschr¨ anken uns auf fan-in 2, die Men-
ge der Quantengatter mit fan-in 2 ist universal [BBC+95].
Deﬁnition 5.14 Eine verallgemeinerte Quanten Formel ist ein Quanten
Superoperator Schaltkreis mit fan-out 1 und fan-in 1 oder fan-in 2 Gat-
tern, welcher zus¨ atzlich zu den Eingabevariablen der zu berechnenden Funk-
tion auch noch Variablen aus einer Menge von Zufallseingabevariablen le-
sen darf. Jede dieser Zufallseingabevariablen entspricht einem Ensemble von
puren Zust¨ anden eines Qubits. Die Zust¨ ande der einzelnen Zufallsvariablen
sind dabei nicht miteinander verschr¨ ankt. Eine Zufallsvariable darf mehr-
mals gelesen werden, dabei wird f¨ ur alle Vorkommen der Variable immer
derselbe pure Zustand aus dem Ensemble gew¨ ahlt.
Wie in [AKN98] gezeigt, impliziert das Kraussche Repr¨ asentationstheorem,
daß Quanten Superoperator Schaltkreise mit konstantem fan-in asympto-
tisch genauso eﬃzient sind wie normale Quanten Schaltkreise mit konstan-
ten fan-in. Das gleiche gilt auch f¨ ur Formeln. Der wesentliche Unterschied
zwischen puren und verallgemeinerten Quanten Formeln besteht also in der
Verf¨ ugbarkeit von mehrfach lesbaren Zufallsvariablen.
110Ein programmierbares Quanten Superoperator Gatter
In Simulationen von quantenmechanischen Berechnungsmodellen durch Quan-
ten Kommunikationsprotokolle werden wir ein programmierbares Quanten
Gatter ben¨ otigen. Das erlaubt uns, eine erlaubte Transformation als Pro-
gramm zu kommunizieren (kodiert in einigen Qubits) und dann diese Ope-
ration auf einige andere Qubits anzuwenden.
Formal suchen wir nach einem unit¨ aren Operator G mit
G(|di ⊗ |PUi) = U(|di) ⊗ |P0
Ui.
Dabei ist |PUi der ”code“ des unit¨ aren Operators U, und |P0
Ui ein ¨ Uber-
bleibsel des Codes.
Die schlechte Nachricht ist, daß ein solches programmierbares Quanten Gat-
ter nicht existiert, wie in [NC97] bewiesen. Man bemerke, daß solche Gatter
im klassischen Fall trivialerweise existieren.
Fakt 5.8 Wenn N verschiedene unit¨ are Operatoren (verschieden um mehr
als eine globale Phase eiφ) durch ein programmierbares Quanten Gatter im-
plementiert werden, so hat das Gatter mindestens logN Qubits Eingabe f¨ ur
das Programm.
Weil es aber unendlich viele unit¨ are Operatoren auf einem Qubit gibt, gibt
es kein programmierbares Quanten Gatter mit endlicher Programml¨ ange.
Wir haben allerdings vorausgesetzt, daß das Gatter deterministisch arbeitet.
Und tats¨ achlich ist es m¨ oglich, eine probabilistische L¨ osung des Problems zu
ﬁnden. Wir beschreiben die Konstruktion von Nielsen und Chuang [NC97]
und zeigen dann, wie man die Konstruktion so modiﬁzieren kann, daß man
ein Ergebnis mit beliebig kleiner Fehlerwahrscheinlichkeit erh¨ alt.
Der Einfachheit halber beschreiben wir die Konstruktion zuerst f¨ ur unit¨ are
Operationen auf einem Qubit.
Das Programm eines unit¨ aren Operators U ist
|PUi =
1
√
2
(|0iU|0i + |1iU|1i).
Das Gatter hat als Eingabe |di ⊗ |PUi. Das Gatter f¨ uhrt nun einfach eine
Messung des ersten und zweiten Qubits in der Basis {|Φ+i,|Φ−i,|Ψ+i,|Ψ−i}
aus. Nachher wird das dritte Qubit ausgegeben.
F¨ ur einen Zustand |di = a|0i + b|1i ist die Gesamteingabe des Gatters
[a|0i + b|1i]
|0iU|0i + |1iU|1i
√
2
=
1
2

|Φ+i(aU|0i + bU|1i) + |Φ−i(aU|0i − bU|1i)
+|Ψ+i(aU|1i + bU|0i) + |Ψ−i(aU|1i − bU|0i)

.
111Also produziert die Messung den korrekten Zustand auf dem dritten Qubit
mit Wahrscheinlichkeit 1/4 und ¨ uberdies gibt das Resultat der Messung die
Korrektheit an.
Fakt 5.9 Es gibt ein probabilistisches programmierbares Quanten Gatter
mit m Eingabe Qubits f¨ ur einen Zustand und 2m Eingabe Qubits f¨ ur das
Programm, das jede unit¨ are Operation auf m Qubits auszuf¨ uhren versucht,
und mit Wahrscheinlichkeit 1/22m Erfolg hat. Das Resultat einer internen
Messung des Gatters zeigt an, ob das Ergebnis korrekt ist.
Beweis: F¨ ur das Programm werden m EPR Paare |Φ+i verwendet. Die
unit¨ are Transformation U wird auf die m Qubits angewendet, die aus einem
Qubit aus jedem EPR Paar bestehen. Formal
|PUi = (Im ⊗ U)
m O
i=1
|Φ+
i,i+mi,
wobei Im der Identit¨ ats Operator auf den ersten m Qubits ist, und |Φ+
i,i+mi
ein EPR Zustand auf den Qubits i und i + m.
Das Gatter erh¨ alt als Eingabe das Programm sowie einen beliebigen Zustand
|di von m Qubits. Um die Transformation auszuf¨ uhren, wird eine Messung in
der Bell Basis auf alle m Paare bestehend aus dem iten Qubit des Programms
und dem iten Qubit von |di angewendet. Das Resultat ist eine Folge von m
klassischen Werten, welche den gew¨ ahlten Basisvektor anzeigen, wie auch
der Zustand der restlichen m Qubits. Der Zustand der gemessenen Qubits
ist nun wertlos, und wir betrachten nur noch die restlichen m Qubits.
Die Reihenfolge der Anwendung der unit¨ aren Transformation und der Mes-
sung ist gleichg¨ ultig, da sie auf verschiedenen Qubits arbeiten. Also betrach-
ten wir den Zustand nach der Messung (und vor der unit¨ aren Transforma-
tion). Der Zustand, den wir erhalten, ist der folgende:
1. Ergibt die ite Messung Φ+, so bleibt das ite Qubit unver¨ andert.
2. Ergibt die ite Messung Φ−, so wechselt die Amplitude von Basisvek-
toren mit einer 1 an Position i das Vorzeichen.
3. Ergibt die ite Messung Ψ+, so tauschen die Basisvektoren |xi mit einer
1 an Position i den Amplitudenwert mit den Basisvektoren mit 0 an
der Position i und ansonsten dem gleichen Wort wie x.
4. Ergibt die ite Messung Ψ−, so treten 2 und 3 auf.
Erhalten wir also immer Φ+, so ist der Zustand korrekt auf die m Ausga-
be Qubits transportiert, und die Anwendung der unit¨ aren Transformation
f¨ uhrt zum gew¨ unschten Zustand. Dies geschieht mit Wahrscheinlichkeit 4−m.
Weiterhin kann abgelesen werden, wann dies der Fall ist. 2
112Die Erfolgswahrscheinlichkeit der obigen Konstruktion ist nicht gut, und
ein großes Problem ist, daß der Zustand |di nach Anwendung des Gatters
zerst¨ ort ist, auch wenn es keinen Erfolg gab. Man kann also nicht durch
Wiederholung die Erfolgswahrscheinlichkeit verbessern. Im folgenden zeigen
wir, wie es m¨ oglich ist, den Eingabezustand zur¨ uckzuerhalten, und durch
Wiederholung die Erfolgswahrscheinlichkeit beliebig groß zu machen.
Theorem 5.2 Es gibt ein probabilistisches programmierbares Quanten Gat-
ter, welches erlaubt, einen beliebigen erlaubten Superoperator von m auf n
Qubits zu implementieren, so daß die Erfolgswahrscheinlichkeit 1 − 1/k ist,
und das Programm O((m + n)24m+2n logk) Qubits enth¨ alt. Scheitert das
Gatter, so kann man dies an dem Resultat einer internen Messung ablesen.
Beweis: Wegen Fakt 5.1 kann ein m Qubits nach n Qubits abbildender
Superoperator durch ein unit¨ ares Gatter simuliert werden, das auf 2m + n
Qubits angewendet wird, deren Zustand die Dichtematrix des Eingabezu-
stands zusammen mit m + n Hilfsqubits im puren Zustand |0i ist. Danach
wird auf n Qubits reduziert. Weil letzteres bedeutet, einfach einige Qubits
”fallenzulassen“, reicht es zu zeigen, wie ein unit¨ ares Gatter auf 2m + n
Qubits implementiert werden kann.
F¨ ur eine unit¨ are Transformation U sei |PUi das Programm aus der Konstruk-
tion zu Fakt 5.9. Das Programm der neuen Konstruktion ist dann
Nl
i=1 |PUi,
wobei l = O(24m+2n logk).
Jede ungerade numerierte Kopie von |PUi wird f¨ ur einen Versuch gebraucht,
die Transformation U auszuf¨ uhren. Jede gerade Kopie wird verwendet, um
die Transformation bei einem Scheitern wieder umzukehren. Nach h¨ ochstens
O(24m+2n logk) unabh¨ angigen Versuchen ist die Erfolgswahrscheinlichkeit
dann 1 − 1/k aufgrund der Chernov Ungleichung.
Das Berechnen der unit¨ aren Transformation U geht wie zuvor vonstatten: Ist
das Ergebnis korrekt, so wird der Prozeß gestoppt. Ansonsten wird der Zu-
stand |di zur¨ uckberechnet. Dazu wenden wir die inverse Transformation von
U an, das Programm f¨ ur U−1 ist durch dasselbe Programm wie U gegeben,
wenn man die ersten 2m + n Qubits mit den letzten 2m + n Qubits von
|PUi vertauscht. Dies gilt, weil U|xi = |x0i eine Basis ergibt, und wir das
Programm f¨ ur U−1|x0i zur Hand haben. Nach dieser Transformation haben
wir einen Zustand, sowie 2 Folgen von je 2m + n Meßergebnissen, welche
anzeigen, wie der Zustand zu |di transformiert werden kann.
Betrachten wir eines der 2m + n Qubits. Wir haben zwei Meßresultate aus
{Φ+,Φ−,Ψ+,Ψ−} f¨ ur diese Position. Ein Resultat Φ+ bedeutet, daß nichts
getan werden muß. Φ− zeigt einen Vorzeichenwechsel an, der durch σz aus-
gef¨ uhrt wird. Ψ+ zeigt einen Tausch von 0 und 1 an, der durch σx kom-
pensiert wird. F¨ ur Ψ− hilft eine Anwendung von i · σy. F¨ uhrt man die ent-
sprechenden Transformationen f¨ ur beide Folgen und alle Positionen aus, so
erh¨ alt man den urspr¨ unglichen Zustand zur¨ uck.
113Also kann man |di zur¨ uckgewinnen und noch einen Versuch machen, bis ein
Erfolg erzielt wurde. Mit Wahrscheinlichkeit 1−1/k tritt ein Erfolg w¨ ahrend
der l Versuche ein. Ansonsten gibt das Gatter ohne Ergebnis auf. 2
5.3.3 Black Box Berechnungen
Wir betrachten Black-box Quanten Berechnungen wie z.B. in [G96], [BCW98],
[BCWZ99] und beschreiben, wie obere Schranken f¨ ur die Kommunikations-
komplexit¨ at bestimmter Probleme aus Black Box Algorithms mittels eines
Lemmas aus [BCW98] folgen.
Deﬁnition 5.15 Es sei eine Eingabefunktion a : {0,1}l → {0,1} gegeben.
Ein a-Gatter ist die wie folgt deﬁnierte unit¨ are Abbildung:
Ua : |ii|bi 7→ |ii|a(i) ⊕ bi,
wobei i ∈ {0,1}l und b ∈ {0,1}.
Ein Quanten Schaltkreis mit einer Black Box Eingabe arbeitet auf einer
Menge von Qubits, die konstant als |0,...,0i initiiert sind. Nun werden
beliebige unit¨ are Transformationen wie auch a-Gatter sowie Messungen in
einer festen Reihenfolge angewendet. Zum Schluß wird der Zustand eines
Ausgabe Qubits gemessen. Der Schaltkreis berechnet eine Funktion f(a) wie
ein normaler Quanten Schaltkreis.
Die Kosten, oder die Anzahl der Fragen, eines Black Box Algorithmus sind
gegeben durch die maximale Anzahl von a-Gattern, welche f¨ ur eine Eingabe
angewendet werden.
Mit einem gegebenen Algorithmus f¨ ur ein Black Box Problem G kann man
ein dazu verwandtes Kommunikationsproblem mit folgendem Resultat l¨ osen
[BCW98].
Fakt 5.10 Sei G ein Black Box Problem (mit einer Eingabefunktion a :
{0,1}logl → {0,1}), das von einem Quanten Algorithmus mit h¨ ochstens t
Fragen an ein a-Gatter gel¨ ost wird. Sei L eine Funktion K × K → {0,1}.
Dann gibt es ein Kommunikationsprotokoll, das folgendes Problem l¨ ost. A
erh¨ alt x ∈ Kl, B erh¨ alt y ∈ Kl und es wird G(L(x1,y1),...,L(xl,yl)) be-
rechnet. Das Protokoll kommuniziert h¨ ochstens O(t(logl + logK)) Qubits.
Grovers Suchalgorithmus
Wir beschreiben nun den ber¨ uhmtesten Quanten Black Box Algorithmus,
Grovers Algorithmus zur Datenbanksuche. Die hier beschriebene Variante
des Verfahrens stammt aus [BBHT96].
Das zu l¨ osende Problem ist das folgende: Es gibt eine Liste von N Elementen,
und eine Eigenschaft, die man f¨ ur ein gegebenes Element leicht veriﬁzieren
114kann (z.B. durch einen klassischen Schaltkreis). Gesucht ist ein Element
mit der Eigenschaft. Die Eingabe ist als eine Black Box f gegeben, welche
durch die Nummer des Elements adressiert wird. Die Black Box antwortet
dann mit ja oder nein, je nachdem, ob das Element die Eigenschaft erf¨ ullt
oder nicht. Jeder klassische (probabilistische) Black Box Algorithmus f¨ ur
das Problem ben¨ otigt Θ(N) Fragen.
F¨ ur den ersten Quanten Algorithmus nehmen wir an, daß im voraus die
Anzahl t der Elemente mit der Eigenschaft bekannt ist. Es sei n = logN,
und N sei eine Potenz von 2.
SCHRITT 1: Wende die Hadamard Transformation auf ein Register im
Zustand |0ni an mit dem Ergebnis
|ψi =
1
√
N
N−1 X
x=0
|xi.
SCHRITT 2: Wende dπ
4
q
N
t e mal die unit¨ are Transformation der soge-
nannten Grover Iteration G = −HnR
(1)
n HnVf an.
SCHRITT 3: Messe das x-Register in der Standard Basis mit Resultat x0.
SCHRITT 4: Teste, ob f(x0) = 1.
Die Grover Iteration G = −HnR
(1)
n HnVf besteht aus der Komposition der
Hadamard Transformation Hn mit dem Operator Vf, der f evaluiert, wobei
f die Black Box ist, sowie mit der Rotationsmatrix R
(1)
n . Letztere ist wie
folgt deﬁniert: R
(1)
n [i,j] = 0 wenn i 6= j, R
(1)
n [1,1] = −1, und R
(1)
n [i,i] = 1
f¨ ur alle 1 < i ≤ 2n.
Dn = −HnR
(1)
n Hn wird oft als ”inversion about the average“ bezeichnet,
denn Dn bildet wie folgt ab:
Dn :
2n−1 X
i=0
ai|ii 7→
2n−1 X
i=0
(2E − ai)|ii,
wobei E =
P2n−1
i=0 ai/2n der Durchschnitt der ai ist.
Fakt 5.11 Mit Wahrscheinlichkeit 1/2 ﬁndet obiger Algorithmus ein Ele-
ment mit der gesuchten Eigenschaft, ansonsten gibt der Algorithmus auf.
Die Kosten des Algorithmus sind O(
√
N).
Nun betrachten wir den Fall, wenn die Anzahl t der L¨ osungen unbekannt
ist.
SCHRITT 1: W¨ ahle eine konstante Anzahl von Elementen zuf¨ allig und
teste sie. Ist eine L¨ osung gefunden, so halte. Die Anzahl sei so groß, daß
ansonsten mit hoher Wahrscheinlichkeit weniger als 3/4 · N Elemente die
gesuchte Eigenschaft haben.
115SCHRITT 2: Setze m = 1, λ = 6/5.
SCHRITT 3: W¨ ahle j0 ∈ {1,...,m} zuf¨ allig.
SCHRITT 4: Wende j0 mal Grovers Iteration auf |ψi = 1 √
N
PN−1
x=0 |xi an.
SCHRITT 5: Messe x in der Standard Basis.
SCHRITT 6: Teste, ob x eine L¨ osung ist.
SCHRITT 7: W¨ ahle min{λm,
√
N} als neues m. Gehe zu 3.
Fakt 5.12 [BBHT96] Obiger Algorithmus ﬁndet ein Element mit der ge-
suchten Eigenschaft nach O(
p
N/t) Fragen mit Wahrscheinlichkeit 1/2, wenn
es t > 0 solche Elemente gibt, und h¨ alt sonst nach O(
√
N) Fragen.
Wollen wir herausﬁnden, ob es eine Eingabe x ∈ {0,1}logN gibt, die f(x) 6= 0
erf¨ ullt, und haben wir f als Black Box gegebenen, so ben¨ otigt dieses ODER
Problem nur O(
√
N) Fragen, w¨ ahrend klassische Black Box Algorithmen
(bzw. Entscheidungsb¨ aume) mindestens Ω(N) Fragen ben¨ otigen, selbst bei
Probabilismus mit beschr¨ anktem Fehler. Diese Beschleunigung durch einen
Quantenalgorithmus ist optimal f¨ ur das ODER Problem, siehe [G96].
Der Algorithmus f¨ ur das ODER Problem ist ein Monte Carlo Algorithmus:
Wenn es eine 1-Eingabe gibt, so wird sie mit hoher Wahrscheinlichkeit gefun-
den, wenn es keine gibt, so wird niemals eine gefunden. Wir erhalten keinen
Las Vegas Algorithmus, und es ist bekannt, daß kein Quanten Las Vegas
Algorithmus f¨ ur ODER gegen¨ uber einem deterministischen Algorithms eine
Ersparnis bringen kann[BCMW98]. Weiterhin ist bekannt, daß kein Quan-
ten Black Box Algorithmus mehr als polynomiell schneller sein kann als
ein deterministischer Black Box Algorithmus, solange eine totale Funktion
berechnet wird[BCMW98].
Grovers Algorithmus kann durch Wiederholung in seiner Erfolgswahrschein-
lichkeit verbessert werden, so daß sich eine Erfolgswahrscheinlichkeit von
1− bei Verlust eines O(log(1/)) Faktors in der Anzahl der Fragen ergibt.
Weiterhin ist bekannt, daß ein Suchalgorithmus mit Erfolgswahrscheinlich-
keit 1 −  sogar nur O(
p
nlog(1/)) Fragen braucht, siehe [BCWZ99].
Die Kosten der Algorithmus sind also O(
√
nlogs), um eine 1 in einem fan-in
n ODER von Black Box Variablen zu ﬁnden (falls eine solche existiert) mit
Erfolgswahrscheinlichkeit 1 − 1/s.
Der obige Algorithmus kann auch auf die Berechnung von Pr¨ adikaten, die
UND-ODER Formeln konstanter Tiefe auf Black Box Variablen sind, ver-
allgemeinert werden [BCW98].
Fakt 5.13 Sei F eine monotone Boolesche Formel mit unbeschr¨ anktem fan-
in, Tiefe d und n Variablen, bei der der fan-in aller Gatter auf einer Ebene
jeweils gleich ist. Dann kann F auf einer Black Box Eingabe ausgewertet
werden durch einen Quanten Black Box Algorithmus, der O(
√
nlogd−1) Fra-
gen stellt, und sich mit Wahrscheinlichkeit h¨ ochstens 1/2 irrt. Weiterhin,
wenn das oberste Gatter der Formel ein UND ist, und der Algorithmus 0
116ausgibt, so ﬁndet der Algorithmus ein Kind des UND Gatters, welches nicht
erf¨ ullt ist.
In [BCWZ99] wird ein Quanten Las Vegas Black Box Algorithmus f¨ ur die
Auswertung von UND-ODER Formeln beschrieben. Wir betrachten hier nur
den Fall von Tiefe 2 Formeln mit einem UND von fan-in s an der Spitze und
ODER Gattern vom fan-in r. Der Algorithmus setzt sich zusammen aus
zwei parallel laufenden Teilalgorithmen, welche folgendes Verhalten haben.
Der erste Algorithmus akzeptiert die Einsen der Funktion (oder gibt auf),
der zweite Algorithmus verwirft die Nullen der Funktion (oder gibt auf).
Beide Algorithmen bestimmen einen Zeugen f¨ ur ihre Antwort, d.h. der erste
Algorithmus ﬁndet eine 1-Eingabe f¨ ur jedes ODER, der zweite ein ODER,
dessen Eingaben alle 0 sind.
Beide Algorithmen verwenden Grovers Algorithmus als Unterroutine, wobei
die Erfolgswahrscheinlichkeit auf 1−/s verbessert ist (f¨ ur konstantes  > 0),
und die Anzahl der L¨ osungen unbekannt ist.
Der erste Algorithmus arbeitet wie folgt: f¨ ur alle der s ODER Gatter wird
Grovers Suchalgorithmus durchgef¨ uhrt (mit Erfolgswahrscheinlichkeit 1 −
/s). Das ergibt ein Zertiﬁkat f¨ ur jedes der ODER mit O(s
√
rlogs) Fragen
und Wahrscheinlichkeit 1 − , wenn solche Zertiﬁkate existieren. Ist kein
Zertiﬁkat gefunden, so gibt der Algorithmus auf.
Der zweite Algorithmus arbeitet wie folgt: zuerst wird multi-level Grover-
suche wie in Fakt 5.13 durchgef¨ uhrt. Es wird ein nicht erf¨ ulltes ODER ge-
funden mit O(
√
srlog(sr)) Fragen bei konstanter Wahrscheinlichkeit, falls
eines existiert. Auf dem nicht erf¨ ullten ODER werden dann alle r Eingaben
abgefragt. Wieder gibt der Algorithmus auf, wenn kein Zertiﬁkat gefunden
ist.
Wenn man beide Algorithmen parallel ausf¨ uhrt, so wird die korrekte Antwort
nach O(s
√
rlog(sr) + r) Fragen mit Wahrscheinlichkeit 1/2 gefunden.
Fakt 5.14 Ein fan-in s UND von fan-in r ODERs von Black Box Variablen
kann von einem Quanten Las Vegas Algorithmus mit O(s
√
rlog(sr) + r)
Fragen und Erfolgswahrscheinlichkeit 1/2 ausgewertet werden.
5.3.4 Quanten Einweg Automaten
Quantenmechanische endliche Automaten sind in [KW97], [MC97] und [Na99]
deﬁniert worden. Das Modell aus [MC97] erlaubt nur eine Messung am
Schluß der Berechnung, w¨ ahrend die anderen Modelle Messungen ”unter-
wegs“ erlauben.
Unsere unteren Schranken gelten f¨ ur alle diese Modelle, und sogar in einem
st¨ arkeren Modell von Quanten Einweg Automaten, das aus einem klassischen
Automaten ”mit eingebautem Quantenregister“ besteht.
117Wir betrachten außer endlichen Quanten Automaten (qfa) mit beschr¨ ank-
tem Fehler auch exakte qfa (welche ohne Fehler arbeiten) und Las Vegas qfa
(welche mit Wahrscheinlichkeit  aufgeben, sich aber niemals irren).
Im folgenden geben wir die Deﬁnitionen von Quanten Einweg Automaten.
Zweiweg Automaten betrachten wir nicht. Zuerst geben wir die Standard
Deﬁnition aus [KW97].
Deﬁnition 5.16 Ein (endlicher) Quanten Einweg Automat ist ein Tupel
(Q,Σ,q0,Fa,Fr,δ), wobei Q eine endliche Menge von (Basis) Zust¨ anden
ist, Σ ein endliches Alphabet, Γ = Σ∪{$} das Bandalphabet zusammen mit
einem Symbol f¨ ur das Ende der Eingabe, q0 der Startzustand, Fa ⊆ Q die
Menge der akzeptierenden Zust¨ ande, Fr ⊆ Q die Menge der verwerfenden
Zust¨ ande und Q − Fa − Fr = Fn die Menge der nichthaltenden Zust¨ ande.
δ : Q × Γ × Q → C ist die ¨ Ubergangsfunktion.
Die puren Zust¨ ande des Automaten sind Norm 1 Vektoren im Hilbertraum
C|Q| mit der Basis {|qi|q ∈ Q}. Die Berechnung beginnt im Zustand |q0i.
Der Automat liest einen Buchstaben a, ¨ andert seinen Zustand gem¨ aß einer
durch
Va|qi =
X
q0∈Q
δ(q,a,q0)|q0i,
deﬁnierten und als unit¨ ar geforderten Abbildung.
Nach der unit¨ aren Transformation wird die Observable gemessen, die auf
folgende Teilr¨ aume projiziert: den Raum der akzeptierenden Zust¨ ande, den
Raum der verwerfenden Zust¨ ande, und den Raum der nichthaltenden Zu-
st¨ ande. Nach jeder unit¨ aren Transformation wird also der Zustand gemes-
sen, und entweder wird gehalten (und akzeptiert oder verworfen), oder nicht
gehalten (und weitergearbeitet in einer Superposition nichthaltender Zust¨ ande).
Wird weitergearbeitet, dann wird das n¨ achste Zeichen gelesen. Wird das En-
de der Eingabe erreicht, und wurde noch nicht gehalten, so wird der Automat
mit zuf¨ alligem Ergebnis gestoppt.
Akzeptanz in den Modi beschr¨ ankter Fehler, Las Vegas und exakt ist wie
¨ ublich deﬁniert.
Die obige Deﬁnition ergibt ein Modell mit einigen merkw¨ urdigen Eigen-
schaften. W¨ ahrend von einem qfa nur eine regul¨ are Sprache erkannt werden
kann, gibt es einige regul¨ are Sprachen, die nicht von einem qfa erkannt wer-
den k¨ onnen [KW97]. Weiterhin gilt, daß ein qfa exponentiell kleiner als ein
optimaler pfa f¨ ur dieselbe Sprache sein kann [AF98], es k¨ onnen aber an-
dererseits sogar deterministische Automaten exponentiell kleiner als jeder
qfa f¨ ur dieselbe endliche Sprache sein [Na99]. Auch ist es nicht m¨ oglich, die
Akzeptanzwahrscheinlichkeit eines qfa beliebig zu verbessern [AF98].
Nayak [Na99] hat vorgeschlagen, ein Modell mit beliebigen Messungen zu
deﬁnieren. Wir geben hier eine Deﬁnition, in der diese Messungen von einem
klassischen Automaten gesteuert werden.
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ist ein Tupel (Q,Σ,Fa,Fr,q0,k,S,δ), wobei Q eine endliche Menge klassi-
scher Zust¨ ande ist, Σ ein Alphabet, Fa ⊆ Q die Menge der akzeptierenden
Zust¨ ande, Fr ⊆ Q die Menge der verwerfenden Zust¨ ande, Fa∩Fr = ∅, q0 der
Startzustand, k die Dimension eines Hilbertraums Ck (welcher den Quan-
tenspeicher des Automaten beschreibt). Die Menge S besteht aus Paaren von
einer unit¨ aren Transformationen und einer Observablen f¨ ur den Hilbertraum
Ck, δ : Q × {1,...,k} × Σ → Q × S ist die ¨ Ubergangsfunktion.
Eine Berechnung beginnt in q0. Zu Beginn setzen wir m = 1 und der anf¨ ang-
liche Quantenzustand ist |0i. Wird nun ein Buchstabe a ∈ Σ gelesen, so
wird die ¨ Ubergangsfunktion auf den Zustand, m und a angewendet, was
einen neuen Zustand und einen Superoperator (aus einer unit¨ aren Trans-
formation und einer Messung) ergibt. Der Superoperator wird nun auf den
Quantenzustand angewendet und ergibt einen neuen Quantenzustand sowie
ein Meßergebnis, welches in m gespeichert wird (es gibt h¨ ochstens k ver-
schiedene Resultate). Die Berechnung endet, nachdem die Eingabe gelesen
ist. Der Automat akzeptiert, wenn der (klassische) Zustand in Fa liegt, der
Automaten verwirft, wenn der Zustand in Fr liegt, sonst gibt der Automat
auf.
Die Gr¨ oße des Automaten ist k + |Q|.
Akzeptanzmodi sind wie f¨ ur klassische Automaten deﬁniert.
Oﬀensichtlich kann ein qcfa einen pfa eﬃzient simulieren: Ein Zufallsbit wird
durch eine Messung eingabeunabh¨ angiger Quantenzust¨ ande bereitgestellt.
Auch kann ein qfa direkt simuliert werden. Aufgrund der Resultate von
[KW97], [ANTV99], [Na99] kann dieses Modell einige Sprachen erkennen,
die qfa nicht erkennen k¨ onnen, und kann f¨ ur einige Sprachen exponentiell
kleiner sein als sowohl pfa wie auch qfa.
5.4 Quanten Kommunikationskomplexit¨ at
5.4.1 ¨ Uberblick
Eine ¨ Ubersicht bereits bekannter Resultate
Die erste Frage, die sich stellt, ist, ob die Quanten Kommunikationskom-
plexit¨ at einer Funktion kleiner sein kann als die probabilistische Kommu-
nikationskomplexit¨ at. Ein Beispiel ist das Disjunktheitsproblem [BCW98],
[KS92].
Fakt 5.15 Q(DISJn) = O(
√
nlogn).
R(DISJn) = Ω(n).
Das Protokoll ist eine Anwendung von Grovers Quantensuchalgorithmus
[G96] durch die generelle Simulation von Quanten Black Box Algorith-
119men mittels Protokollen, siehe Abschnitt 5.3.3 und [BCW98]. Das Protokoll
ben¨ otigt O(
√
n) Runden. Die untere Schranke ist aus [KS92], siehe Fakt 2.9.
Dies ist der maximale bisher bekannte Unterschied zwischen Quantenkom-
munikation mit beschr¨ anktem Fehler und probabilistischer Kommunikation
f¨ ur eine totale Funktion.
F¨ ur Quanten Las Vegas Protokolle, die eine bestimmte Relation berechnen
(also f¨ ur das Paar von Eingaben eine der ”passenden“ Ausgaben bestimmen
m¨ ussen), ist folgendes bekannt [BCWZ99].
Fakt 5.16 Es gibt eine Relation r so daß
Q0(r) = O(n2/3 logn).
R(r) = Ω(n).
Ronald de Wolf hat gezeigt [W00], daß nichtdeterministische Quanten Kom-
munikation wie folgt charakterisiert werden kann: Sei M(f) die Kommuni-
kationsmatrix von f. Der nichtdeterministische Rang von f ist nrank(f),
der minimale Rang einer Matrix, die man aus M(f) erh¨ alt, wenn man 1
Eintr¨ age durch beliebige reelle Zahlen ungleich 0 ersetzt.
Fakt 5.17 NQ(f) = Θ(lognrank(f)).
Die wichtigste oﬀene Frage der Quanten Kommunikationskomplexit¨ at ist
daher, ob es einen superpolynomiellen Unterschied zwischen der Quanten
Kommunikation mit beschr¨ anktem Fehler und der probabilistischen Kom-
munikation mit beschr¨ anktem Fehler f¨ ur eine totale Funktion gibt.
F¨ ur partielle Funktionen ist die Situation die folgende. Das n¨ achste Resultat
ist von Raz [R99] bewiesen worden.
Fakt 5.18 Es gibt eine partielle Funktion f : {0,1}n ×{0,1}n → {0,1}n so
daß
Q(f) = O(logn),
R(f) = Ω(n1/4/logn).
Das n¨ achste Resultat ist aus [BCW98].
Fakt 5.19 Es gibt eine partielle Funktion f : {0,1}n ×{0,1}n → {0,1}n so
daß
Q
(1)
E (f) = O(logn),
R0(f) = Ω(n),
R(1)(f) = O(logn).
120¨ Uberblick ¨ uber die Resultate dieser Arbeit
In der klassischen Kommunikationskomplexit¨ at gilt, daß es einen quadrati-
schen Unterschied zwischen Las Vegas und deterministischer Kommunika-
tionskomplexit¨ at gibt, und daß ein solcher Unterschied f¨ ur totale Funktio-
nen maximal ist. Dies folgt aus der Relation D(f) = O(N(f) · N(¬f)) =
O(R2
0(f)), Fakt 2.10.
Mittels Fakt 5.17 und Fakt 2.12 (siehe [L90]) [welcher aussagt, daß D(f) =
O(N(¬f) · logtrank(f)), wobei trank(f) die maximale Anzahl von Zeilen
einer Teilmatrix der Kommunikationsmatrix angibt, welche nur Nullen ¨ uber
einer Diagonalen mit nur Einsen enth¨ alt] erhalten wir:
Theorem 5.3 D(f) = O(N(f)·NQ(¬f)) = O(N(f)·Q0(f)) f¨ ur alle tota-
len Funktionen f.
Q0(f) = Ω(D(f)/N(f)) f¨ ur alle totalen Funktionen f.
Der Grund ist, daß der nichtdeterministische Rang stets gr¨ oßer gleich trank
ist. Will man also einen superpolynomiellen Unterschied zwischen Q0(f)
und R0(f) zeigen, so m¨ ussen N(f) und N(¬f) groß sein. Wir erhalten die
unteren Schranken
Theorem 5.4 Q0(EQn) = Ω(n/logn) und
Q0(DISJn) = Ω(n/logn).
Im n¨ achsten Abschnitt beweisen wir
Theorem 5.5 Es gibt eine totale Boolesche Funktion f mit der oberen
Schranke Q0(f) = O(N10/11+) (f¨ ur alle Konstanten  > 0), w¨ ahrend R(f) =
Ω(N/logN).
In Abschnitt 5.4.3 untersuchen wir Quanten Einweg Kommunikation. Die
Resultate sind wie folgt.
Theorem 5.7 F¨ ur alle Funktionen f : Q
(1)
 (f) ≥ (1 − H())V C(f) und
Q
(1,pub)
 (f) ≥ (1 − H())V C(f)/2.
Es gilt also dieselbe untere Schranke, die in Fakt 3.2 f¨ ur probabilistische
Einweg-Kommunikation beschrieben wurde. Durch eine Analyse der Index
Funktion folgt insbesondere ein exponentieller Unterschied zwischen deter-
ministischer Zweiweg Kommunikation D(IXn) ≤ logn und der Quanten
Einweg Kommunikation mit beschr¨ anktem Fehler Q(1)(IXn) = Ω(n).
Eine weitere Anwendung ist:
Korollar 5.1 Q
(1)
 (DISJn) ≥ (1 − H())n.
Q
(1,pub)
 (DISJn) ≥ (1 − H())n/2.
121Teil eins des obigen Korollars ist unabh¨ angig in [BW99] bewiesen worden.
Auch Fakt 3.3 verallgemeinert sich auf den Fall quantenmechanischer Kom-
munikation.
Theorem 5.8 F¨ ur alle totalen Funktionen f:
Q
(1)
E (f) = D(1)(f),
Q
(1)
0,(f) ≥ (1 − )D(1)(f).
Theorem 5.9 F¨ ur alle totalen Funktionen f:
Q
(1,pub)
E (f) = dD(1)(f)/2e,
Q
(1,pub)
0, (f) ≥ D(1)(f)(1 − )/2
Damit ist Interaktion notwendig, um Speedups wie in Theorem 5.5 zu er-
halten.
Weiterhin geben wir noch eine Methode f¨ ur untere Schranken an, welche es
uns erlaubt, eine Ω(n/logn) Schranke f¨ ur die Einweg Quanten Kommuni-
kationskomplexit¨ at bei beschr¨ anktem Fehler f¨ ur die Gr¨ oßer-Gleich Funktion
zu zeigen.
Korollar 5.4 Q(1)(GTn) = Ω(n/logn).
Dies impliziert, daß es Funktionen gibt, f¨ ur die die VC Schranke keine gute
untere Schranke f¨ ur die Quanten Einweg Kommunikationskomplexit¨ at ist.
5.4.2 Quanten Las Vegas Kommunikation
In diesem Abschnitt beweisen wir einen polynomiellen Unterschied zwischen
der Quanten Las Vegas Kommunikationskomplexit¨ at und der probabilisti-
schen Kommunikationskomplexit¨ at mit beschr¨ anktem Fehler f¨ ur eine totale
Boolesche Funktion. Diese Funktion beschreibt eine Teilmenge der Sprache
zu Dn,s aus Deﬁnition 2.7.
Eine untere Schranke werden wir mit Fakt 2.14 und Lemma 2.1 herleiten.
Zuerst jedoch wenden wir uns dem Quanten Protokoll zu. Wie betrachten
Black Box Quanten Berechnungen und leiten eine Kommunikationssschranke
mit Fakt 5.10 her.
Es geht uns darum, die Funktion Dn,s zu berechnen, die wie folgt deﬁniert
ist
Dn,s(x1x2 ...xs,y1y2 ...ys) = 1 ⇐⇒ ∀i : xi,yi ∈ P(n32,n) und xi ∩yi 6= ∅.
Allerdings werden wir nur eine Teilmenge der Einsen der Funktion erken-
nen. Um einen Black Box Algorithmus wie in Fakt 5.10 anwenden zu k¨ onnen,
brauchen wir eine Funktion L, welche die linken und rechten Eingaben ”ver-
bindet“. Die Funktion L ist in unserem Fall der Vergleich zweier Zahlen aus
K = {1,...,n32}. Sei m = n32.
122Wir wollen das folgenden Black Box Problem auswerten: ein UND mit fan-in
s von ODER Gattern mit fan-in r von Black Box Variablen. Wie in Abschnitt
5.3.3 beschrieben, gibt es einen solchen Algorithmus aus [BCWZ99] mit
O(s
√
rlog(sr)+r) Fragen und ohne Fehler, der mit Wahrscheinlichkeit 1/2
aufgibt, siehe Fakt 5.14.
Nach Fakt 5.10 erhalten wir hiermit ein Quanten Protokoll f¨ ur folgendes
Problem: A und B erhalten jeder einen Vektor von Mengen (wir nehmen
an, daß die Elemente jeder Menge aufsteigend sortiert sind). Das Protokoll
akzeptiert, wenn f¨ ur alle Paare xi,yi von Mengen r bestimmte Vergleiche
mindestens einen Erfolg haben. Anders gesagt, es wird eine Teilmenge der
Einsen von Dn,s akzeptiert.
Es ist unser Ziel, eine große solche Teilmenge zu akzeptieren. Eine erste Idee
ist es, das vollst¨ andige Problem zu l¨ osen. Dazu vergleicht man alle Paare von
Elementen f¨ ur alle s Positionen. Man setzt also r = n2. Ein solcher Ansatz
ist aber nicht eﬃzient genug.
Intuitiv gesehen sollte es f¨ ur zwei zuf¨ allige Mengen jedoch ausreichen, we-
niger Vergleiche zu machen: das i gr¨ oßte Element einer zuf¨ alligen Menge
liegt irgendwo in der N¨ ahe von i · m/n, wenn die Eingabe uniform zuf¨ allig
gezogen ist. F¨ ur jedes i und eine zuf¨ allige Teilmenge der Gr¨ oße n aus einem
Universum der Gr¨ oße m gilt folgendes.
Pr(Es gibt nicht i ± c · n2/3 Elemente
in dem Intervall [1,...,im/n]) = O(n)/(c2n4/3).
Dies gilt nach der Chebyshef Ungleichung, denn die Varianz der Zufallsvaria-
blen, welche die Anzahl der kleinen Elemente z¨ ahlt, ist durch O(i) = O(n)
beschr¨ ankt: ihre Verteilung ist hypergeometrisch.
Pr(∀i ∈ [1,...,n] gibt es
i ± c · n2/3 Elemente in [1,...,im/n])
≥ Pr(∀i ∈ [1,n2/3,2n2/3,...,n] gibt es
i ± (c + 1) · n2/3 Elemente in[1,...,im/n])
≥ (1 −
O(1)
c2n1/3)n1/3
≥ 1 − 
f¨ ur jedes konstante  (1 >  > 0) und f¨ ur eine gen¨ ugend große Konstante c.
Dabei gilt die erste Ungleichung, weil die Bedingung f¨ ur i und i + n2/3 die
Bedingung f¨ ur alle dazwischenliegenden j mit gr¨ oßerer Konstante impliziert.
Die zweite Ungleichung gilt, weil die Wahrscheinlichkeit, daß die Bedingung
f¨ ur i gilt, h¨ ochstens so groß ist wie die Wahrscheinlichkeit, daß die Bedingung
f¨ ur i gilt unter der Voraussetzung, daß sie bereits f¨ ur alle j < i gilt. Es ist
nun weiterhin wichtig, daß die Ungleichung auch gilt, wenn wir irgendein
Element der Menge ﬁxieren und nur n − 1 Elemente zuf¨ allig w¨ ahlen.
123F¨ ur einen zuf¨ alligen Vektor von s Mengen nehmen wir also im folgenden an,
daß mit Wahrscheinlichkeit 1/20s alle Mengen die Eigenschaft haben, daß
f¨ ur alle i gilt, daß zwischen dem iten Element in der (sortierten) Mengen
und im/n nur O(n2/3) andere Elemente liegen. Dies gilt auch f¨ ur beide in
einem Paar solcher Vektoren, welche unter der Einschr¨ ankung gezogen sind,
eine Eins von Dn,s zu sein, denn wir k¨ onnen f¨ ur alle Positionen ein Element
ﬁxieren, in dem sich beide Mengen der Position schneiden, und alle anderen
Elemente zuf¨ allig w¨ ahlen.
Angenommen, zwei Mengen x,y schneiden sich auf einem Element a, welches
xi und yj ist (das ite bzw. jte Element der Mengen). Angenommen j >
i+8cn2/3. Um dies zum Widerspruch zu f¨ uhren w¨ ahlen wir di+(j−i)/2e = k.
Wenn nun a ≤ km/n, dann gibt es h¨ ochstens cn2/3 Elemente yl zwischen
a und jm/n und daher h¨ ochstens cn2/3 Elemente yl zwischen km/m und
jm/n, obwohl j −k > 4cn2/3 und wir erhalten den Widerspruch, daß es bis
jm/n h¨ ochstens k+2cn2/3 ≤ j−2cn2/3 von den yl gibt. Einen symmetrischen
Widerspruchsbeweis gibt es f¨ ur a ≥ km/n. Also gilt |j − i| = O(n2/3).
Wenn wir also f¨ ur alle s Paare t = 1,...,s von Mengen xt,yt das i gr¨ oßte
Element xi
t jeweils mit den Elementen yk
t von i − cn2/3 bis i + cn2/3 ver-
gleichen, dann k¨ onnen wir eine Teilmenge der Gr¨ oße 1/20s aller Einsen von
Dn,s akzeptieren, ohne je eine 0 zu akzeptieren. Nach Fakt 5.10 haben wir
ein Quanten Las Vegas Protokoll f¨ ur diese Teilmenge der Einsen von Dn,s
gefunden, und die Teilmenge ist groß genug, so daß die untere Schranke von
Lemma 2.1 von Ω(ns) gilt. Auf diese Weise ist durch den Vergleichsbaum
die Funktion f der Behauptung deﬁniert.
Was ist die Komplexit¨ at des Quanten Protokolls? Es wird ein Baum aus
einem fan-in s UND von fan-in r ODERs ausgewertet. r ist n · O(n2/3).
Daher brauchen wir die Kommunikation O(s
√
rlog(sr)logn + rlogn) =
O(sn5/6 log(sr)logn + n5/3 logn). W¨ ahlt man s = n5/6, so ist die Einga-
bel¨ ange N = Θ(n11/6 logn), und wir erhalten folgendes Theorem.
Theorem 5.5 Es gibt eine totale Boolesche Funktion f mit der oberen
Schranke Q0(f) = O(N10/11+) (f¨ ur alle Konstanten  > 0), w¨ ahrend R(f) =
Ω(N/logN).
5.4.3 Quanten Einweg Kommunikation
Wir wollen nachweisen, daß die VC-Dimension auch eine untere Schranke f¨ ur
Quanten Einweg Protokolle mit beschr¨ anktem Fehler ist. Um dies zu zeigen,
geben wir eine Reduktion von der Index Funktion auf eine jede Funktion
mit hoher VC-Dimension an. Es ist leicht zu sehen, daß V C(IXn) = n, und
deshalb ist die probabilistische Einweg Kommunikation mit beschr¨ anktem
Fehler f¨ ur die Index Funktion hoch.
Das Problem des random access quantum coding wurde in [ANTV99] und
[Na99] analysiert. In einem n,m,-random access quantum code m¨ ussen
124alle Booleschen n-Bit Worte x auf je m Qubits abgebildet werden, so daß
es f¨ ur i = 1,...,n je eine Observable gibt, deren Messung das Bit xi mit
Wahrscheinlichkeit 1− ergibt. Dabei darf ein Code ein gemischter Zustand
sein. Nayak [Na99] hat gezeigt
Fakt 5.20 F¨ ur jedes n,m,-random access quantum coding gilt m ≥ (1 −
H())n.
Es ist nun leicht zu beobachten, daß das Problem des random access quan-
tum coding ¨ aquivalent dazu ist, ein Quanten Einweg Protokoll f¨ ur die Index
Funktion zu ﬁnden. Wenn es ein solches Protokoll gibt, kann man die Nach-
richten als (gemischte Zust¨ ande) von Codes nehmen, und wenn es einen
Code gibt, so kann man jedes Codewort als Nachricht w¨ ahlen. Wir k¨ onnen
also eine untere Schranke f¨ ur IXn im Einweg Modell ohne Verschr¨ ankung
folgern. Wir f¨ ugen aber noch einen weiteren Beweis auf, aus dem auch eine
untere Schranke im Modell mit Verschr¨ ankung folgt.
Theorem 5.6 Q
(1)
 (IXn) ≥ (1 − H())n.
Q
(1,pub)
 (IXn) ≥ (1 − H())n/2.
Beweis: Die Dichtematrix des Zustands der Nachrichten M und der uniform
zuf¨ alligen Eingaben X sei σXM, der Zustand einer zuf¨ alligen Nachricht ist
dann σM. Nun ist jedes Bit mit Wahrscheinlichkeit 1 −  dekodierbar und
daher folgt S(Xi : M) ≥ 1 − H() f¨ ur alle i. Das gilt, weil S(Xi : M) der
Holevo Information des folgenden Ensembles entspricht:
σi,0 =
X
x:xi=0
1
2n−1σx
M
mit Wahrscheinlichkeit 1/2 und
σi,1 =
X
x:xi=1
1
2n−1σx
M
mit Wahrscheinlichkeit 1/2, wobei σx
M die Dichtematrix der Nachrichten auf
Eingabe x sei. Die durch eine Messung von σM erreichbare Information ¨ uber
xi ist aber mindestens 1 − H() wegen Fanos Ungleichung Fakt 2.30, und
daher ist die Holevo Information des Ensembles mindestens 1 − H() und
somit S(Xi : M) ≥ 1 − H().
Aber dann gilt S(X : M) ≥ (1−H()n (weil alle Xi voneinander unabh¨ angig
sind). S(X : M) ≤ S(M) wegen Lemma 5.2, da X und M nicht miteinander
verschr¨ ankt sind. Also ist die Anzahl der Qubits in M mindestens (1 −
H())n.
Nun analysieren wir die Komplexit¨ at von IXn im Kommunikationsmodell
mit Verschr¨ ankung.
125Die Dichtematrix des Zustands von einer gleichverteilten Eingabe X, der
Nachricht M und der Qubits EA und EB, welche miteinander verschr¨ ankt
und im Besitz von A und B sind, ist σXMEAEB. Wenn wir den Zustand um X
sowie um den Teil von A an den verschr¨ ankten Qubits reduzieren, so erhalten
wir σMEB, den Zustand der Qubits, die B zug¨ anglich sind. Nun ist jedes Bit
von X mit Wahrscheinlichkeit 1 −  dekodierbar, also gilt S(Xi : MEB) ≥
1−H() f¨ ur alle i wie oben. Aber dann gilt auch S(X : MEB) ≥ (1−H()n,
weil alle Xi voneinander unabh¨ angig sind.
S(X : MEB) = S(X : EB) + S(X : M|EB) ≤ 2S(M) unter Verwendung
der Araki-Lieb Ungleichung. Es gilt S(X : EB) = 0. So muß die Anzahl der
Qubits in M mindestens (1 − H())n/2 sein. 2
Theorem 5.7 F¨ ur alle Funktionen f : Q
(1)
 (f) ≥ (1 − H())V C(f) und
Q
(1,pub)
 (f) ≥ (1 − H())V C(f)/2.
Beweis: Wir beschreiben eine Reduktion von der Index Funktion. Es gelte
V C(f) = d, es gibt also eine Menge S = {s1,...,sd} von Eingaben f¨ ur
B, welche von der Menge der Funktionen f(x,.) zerschmettert wird. Wir
reduzieren IXd auf f. F¨ ur jedes R ⊆ S sei cR der Inzidenzvektor von R (mit
L¨ ange d). cR wird als Eingabe f¨ ur A im Index Problem IXd verwendet. F¨ ur
jedes R w¨ ahlen wir ein xR, welches diese Teilmenge von dem Rest von S
trennt, d.h. f(xR,.) trenne R von S − R. Die Reduktion bildet cR auf xR
ab. Bs Eingaben i zum Index Problem IXd werden auf die si abgebildet. So
ist f(xR,si) = 1 ⇐⇒ si ∈ R ⇐⇒ cR(i) = 1.
Auf diese Weise muß ein Quanten Protokoll f¨ ur f implizit IXd l¨ osen. Nach
Theorem 5.6 folgen beide untere Schranken. 2
Korollar 5.1 Q
(1)
 (DISJn) ≥ (1 − H())n.
Q
(1,pub)
 (DISJn) ≥ (1 − H())n/2.
Das erste Resultat wurde unabh¨ angig auch in [BW99] gezeigt.
Nun wenden wir uns der exakten und Quanten Las Vegas Einweg Kom-
munikationskomplexit¨ at von totalen Funktionen zu. F¨ ur klassische Einweg
Protokolle und totale Funktionen ist bekannt [DHRS97], daß Las Vegas
Kommunikation h¨ ochstens den Faktor 1/2 eﬃzienter ist als deterministische
Kommunikation.
Theorem 5.8 F¨ ur alle totalen Funktionen f gilt:
Q
(1)
E (f) = D(1)(f),
Q
(1)
0,(f) ≥ (1 − )D(1)(f).
Beweis: Sei row(f) die Anzahl der verschiedenen Zeilen in der Kommuni-
kationsmatrix f¨ ur f(x,y). Nach Fakt 3.1 gilt D(1)(f) = dlogrow(f)e. Wir
126nehmen im folgenden an, daß die Kommunikationsmatrix nur paarweise ver-
schiedene Zeilen besitzt.
Wir zeigen, daß ein Las Vegas Protokoll mit Aufgabewahrscheinlichkeit  ≥ 0
f¨ ur ein f mit row(f) = R Nachrichten mit einer von Neumann Entropie von
mindestens (1−)logR benutzt, wenn es auf einer uniform zuf¨ alligen Einga-
be gestartet wird. Eingaben von A werden mit Zeilen der Kommunikations-
matrix identiﬁziert. Wir schließen dann, daß der Hilbertraum der Nachrich-
ten eine Dimension von mindestens R1− haben muß und daher mindestens
(1 − )logR Qubits gesendet werden m¨ ussen. Das ergibt die zweite untere
Schranke. Die obere Schranke der ersten Behauptung ist trivial, die untere
Schranke der ersten Behauptung folgt aus der zweiten Behauptung f¨ ur  = 0.
Wir beschreiben zuerst einen Zufallsprozeß, in dem Zeilen der Kommunika-
tionsmatrix Bit f¨ ur Bit festgelegt werden. Sei p die Wahrscheinlichkeit einer
0 in Spalte 1 (das heißt die relative H¨ auﬁgkeit der Nullen in Spalte 1). Dann
wird eine 0 mit Wahrscheinlichkeit p gezogen, eine 1 mit Wahrscheinlichkeit
1 − p. Nachher wird die Menge der Zeilen partitioniert in die Menge I0 der
Zeilen, die mit einer 0 beginnen und die Menge I1 der Zeilen, die mit einer
1 beginnen. Ist x1 = b gezogen, f¨ ahrt man mit Ib und der n¨ achsten Spalte
fort.
Sei ρy die Dichtematrix des folgenden gemischten Zustandes: Es wird gleich-
verteilt die Nachricht zu einer Zeile, die mit y beginnt, gew¨ ahlt. Jede Dichte-
matrix einer Nachricht zu einer solchen Zeile wird also mit derselben Wahr-
scheinlichkeit gew¨ ahlt und ρy ist die Dichtematrix einer zuf¨ alligen solchen
Nachricht.
Die Wahrscheinlichkeit, daß eine 0 nach y gew¨ ahlt wird heiße py, und die
Anzahl der verschiedenen Zeilen, welche mit y beginnen, sei rowy.
Wir wollen per Induktion zeigen, daß S(ρy) ≥ (1 − )logrowy. Sicher gilt
S(ρy) ≥ 0 f¨ ur jedes y. Damit gilt der Induktionsanfang.
Mit Lemma 5.1 erhalten wir S(ρy) ≥ pyS(ρy0)+(1−py)S(ρy1)+(1−)H(py).
S(ρy) ≥ py((1 − )logrowy0)
+(1 − py)((1 − )logrowy1) + (1 − )H(py)
= (1 − )[py log(pyrowy)
+(1 − py)log((1 − py)rowy) + H(py)]
= (1 − )logrowy.
Wir schließen, daß S(ρ) ≥ (1 − )logrow(f). 2
Wir betrachten nun wieder das Modell mit Verschr¨ ankung.
Theorem 5.9 F¨ ur alle totalen Funktionen f:
Q
(1,pub)
E (f) = dD(1)(f)/2e,
Q
(1,pub)
0, (f) ≥ D(1)(f)(1 − )/2.
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Schranken des obigen Theorems beweisen wir eine st¨ arkere Aussage. Wir
betrachten ein erweitertes Modell von Einweg Kommunikation, das sp¨ ater
(bei den Quanten Formeln) n¨ utzlich sein wird. In einem Nichtstandard Ein-
weg Quantenprotokoll d¨ urfen A und B in beliebig vielen Runden miteinander
kommunizieren. B darf allerdings keine Nachricht schicken, so daß die von
Neumann Information der Eingabe von A und der A zug¨ anglichen Qubits
¨ uber Bs Eingabe gr¨ oßer als 0 ist. Als Komplexit¨ at wird die L¨ ange der Nach-
richten von A zu B gew¨ ahlt. Das Modell ist mindestens so m¨ achtig wie das
Modell mit verschr¨ ankten Qubits, da B zuerst z.B. beliebig viele Qubits aus
EPR-Paaren senden kann, worauf A eine Nachricht schickt.
Lemma 5.4 F¨ ur alle Funktionen f muß ein Nichtstandard Quanten Einweg
Protokoll bei beschr¨ anktem Fehler mindestens (1−H())V C(f)/2 Qubits von
A zu B kommunizieren.
F¨ ur alle totalen Funktionen f muß ein Nichtstandard Quanten Einweg Pro-
tokoll
• ohne Fehler mindestens dD(1)(f)/2e Qubits von A zu B kommunizie-
ren,
• im Las Vegas Modus mit Erfolgswahrscheinlichkeit 1 −  mindestens
D(1)(f)(1 − )/2 Qubits von A zu B kommunizieren.
Beweis: F¨ ur die erste Aussage reicht es wieder, die Komplexit¨ at des Index
Problems zu untersuchen. Sei σXY PQ der Zustand von zuf¨ alligen Eingaben
X,Y f¨ ur A und B, sowie der Qubits P und Q im Besitz von A und B. Zum
Schluß, wenn B das Ergebnis bestimmt, muß gelten S(XY : Y Q) ≥ 1−H(),
da man aus den Qubits bei B und der rechten Eingabe den Wert XY mit
Wahrscheinlichkeit 1 −  bestimmen kann. Es gilt immer im Protokoll, daß
S(XP : Y ) = 0. Sei ρ
X=x,Y =y
P die Dichtematrix von P f¨ ur festgelegte X = x
und Y = y. ρ
X=x,Y =y
P entsteht durch Fixierung von X = x und Y = y
und Reduzierung des Zustands der benutzten Qubits um Q. Da S(XP :
Y ) = 0 gilt f¨ ur alle x,y,y0, daß ρ
X=x,Y =y
P = ρ
X=x,Y =y0
P . Das Hinzuf¨ ugen
des Zustands von Q bewirkt dann eine ”Puriﬁkation“ von ρ
X=x,Y =y
P . Nach
folgendem Fakt aus [M97] und [LC98] sind alle y und Q Zust¨ ande ”gleich“
aus der Sicht von A.
Fakt 5.21 Angenommen |φ1i und |φ2i seien zwei pure Zust¨ ande in einem
Hilbertraum H ⊗ K, so daß TrK|φ1ihφ1| = TrK|φ2ihφ2|.
Dann gibt es eine unit¨ are Transformation U auf K, welche I ⊗U|φ1i = |φ2i
erf¨ ullt (f¨ ur den Identit¨ atsoperator I auf H).
Es gibt also eine unit¨ are Transformation, die B lokal auf seine Qubits an-
wenden kann, so daß ρ
X=x,Y =y
PQ einfach zu ρ
X=x,Y =y0
PQ gewechselt werden
128kann. Damit muß aber f¨ ur alle i gelten S(QY : Xi) ≥ 1 − H(), und daher
S(X : QY ) ≥ (1 − H())n.
Zu Beginn ist S(X : QY ) = 0. Dann geht das Protokoll o.B.d.A. so vor,
daß jeweils einer der Spieler eine (von seiner Eingabe abh¨ angige) unit¨ are
Transformation auf seine Qubits anwendet und dann ein Qubit zum anderen
Spieler sendet. Da die Information durch lokale unit¨ are Transformationen
nicht ansteigen kann, reicht es, sich den Einﬂuß des Verschickens eines Qubits
anzusehen. Sendet B zu A ein Qubit, so steigt die Information S(X : QY )
nicht an. Sendet A zu B ein Qubit, so wird Q um ein Qubit M erweitert und
S(X : QMY ) ≤ S(X : QY )+S(XQY : M) ≤ S(X : QY )+2S(M) ≤ S(X :
QY )+2 wegen Fakt 5.3. Daher kann die Information nur dann steigen, wenn
A ein Qubit an B sendet, und nur jeweils um 2. Also folgt die Behauptung.
Nun zum zweiten Teil. Wir betrachten dieselbe Situation wie in Theorem
5.8. Es sei σrc
P die Dichtematrix der Qubits P im Besitz von A unter der
Voraussetzung, daß die Zeile r und die Spalte c ist. Das Hinzuf¨ ugen des Zu-
stands der Qubits Q von B puriﬁziert dann σrc
P . Wieder ist σrc
P = σrc0
P f¨ ur
alle r,c,c0, und nach Fakt 5.21 gilt f¨ ur alle c und alle zugeh¨ origen Zust¨ ande
von Q, daß B lokal zwischen ihnen wechseln kann. Es ist B also m¨ oglich, f¨ ur
eine beliebige Spalte das Ergebnis zu erhalten.
Die Wahrscheinlichkeit, daß eine 0 nach y gew¨ ahlt wird, heiße wieder py,
und die Anzahl der verschiedenen Zeilen, welche mit y beginnen, sei rowy.
ρy enthalte den Zustand von Bs Qubits am Ende des Protokolls. Sicher
gilt S(ρx) ≥ 0 f¨ ur jedes x. Da B durch eine unit¨ are Transformation seine
Spalte (und den Zustand von Q) einfach wechseln kann, ohne daß A dies
bemerkt, kann B nach Ablauf des Protokolls eine beliebige Spalte messen,
immer mit der Erfolgsgarantie des Protokolls. Mit Lemma 5.1 erhalten wir
S(ρy) ≥ pyS(ρy0) + (1 − py)S(ρy1) + (1 − )H(py) und wieder S(ρy) ≥
(1−)logrowy. Damit ist die Holevo Information des Ensembles, in dem ρx
mit Wahrscheinlichkeit 1/row(f) gew¨ ahlt wird mindestens (1−)logrow(f).
Sei σXPQ die Dichtematrix von Zeilen, Qubits bei A und B. Es folgt S(Q :
X) ≥ (1−)logrow(f) und wie oben m¨ ussen mindestens halb so viele Qubits
von A zu B gesendet werden. 2
Eine weitere untere Schranke
In diesem Abschnitt beschreiben wir eine weitere untere Schranke f¨ ur Quan-
ten Einweg Kommunikationskomplexit¨ at bei beschr¨ anktem Fehler. Diese un-
tere Schranke ist in einigen F¨ allen wesentlich besser als die VC-Dimension,
aber niemals viel schlechter.
Sei M die Kommunikationsmatrix von f, row(M) sei die Anzahl der ver-
schiedenen Zeilen in M. Wir sagen, daß sich eine Menge R0 von Zeilen aus
einer Zeilenmenge R durch das Fixieren von Spalten ergibt, wenn es Spalten
c1,...,cs und Bits b1,...,bs f¨ ur ein s ∈ IN gibt, und R0 genau die Zeilen aus
R enth¨ alt, die an Spalte ci den Wert bi haben, f¨ ur alle i = 1,...,s.
129Die Methode arbeitet wie folgt:
• W¨ ahle eine Teilmenge M0 der Zeilen in M, so daß die konstruierte
Schranke maximiert wird.
• Sei h ∈ (0,1) minimal mit der folgenden Eigenschaft:
F¨ ur alle Teilmengen M00 der Zeilen von M0 mit |M00| ≥ 2, welche man
durch das Fixieren von Spalten erh¨ alt, gibt es eine Spalte c so daß:
Wenn U bzw. V die Anzahl der Einsen bzw. Nullen in c eingeschr¨ ankt
auf die Zeilen in M00 bezeichnet, gilt max{U/(U +V ),V/(U +V )} ≤ h.
• Setze bound(f) = log2 row(M0)/log2 log1/h row(M0).
Theorem 5.10 F¨ ur alle totalen f: Q(1)(f) = Ω(bound(f)).
Beweis: Angenommen P ist ein Quanten Einweg Protokoll f¨ ur f mit Feh-
ler 1/3 und C Qubits Kommunikation. Die Schranke bound werde erreicht
mit den Parametern M0,h. Dann kann die Fehlerwahrscheinlichkeit auf  ≤
1/(64log2
1/h row(M0)) verringert werden durch eine parallele Mehrfachaus-
f¨ uhrung des Protokolls. Das erh¨ oht die Kommunikation auf h¨ ochstens O(C ·
log2 log1/h row(M0)). Nun reicht es zu zeigen, daß Ω(log2 row(M0)) Qubits
Kommunikation f¨ ur f bei diesem Fehler notwendig sind.
Wir argumentieren, daß das Protokoll mit dem kleinen Fehler benutzt wer-
den kann, um eine beliebige Zeile von M0 zu B zu kommunizieren bei einer
hohen Erfolgswahrscheinlichkeit ¨ uber die Resultate von Messungen von B.
Da es row(M0) verschiedene Worte gibt, die so kommuniziert werden, muß
nach Holevos Theorem Fakt 5.2 die Kommunikation f¨ ur das modiﬁzierte Pro-
tokoll Ω(log2 row(M0)) sein und f¨ ur das urspr¨ ungliche Protokoll ist damit
die Kommunikation C = Ω(log2 row(M0)/log2 log1/h row(M0)).
Es muß also gezeigt werden, daß B, gegeben eine Nachricht von A, die Zeile
von A mit hoher Wahrscheinlichkeit rekonstruieren kann. B geht wie folgt
vor:
B wertet die Nachricht an einer Spalte aus. Zu jeder Spalte ist im Proto-
koll eine Observable assoziiert, deren Anwendung auf eine Nachricht den
Funktionswert mit hoher Wahrscheinlichkeit ergibt. B mißt die Nachricht in
der Absicht, so viele Zeilen wie m¨ oglich aus der Menge m¨ oglicher Zeilen zu
entfernen. Dazu w¨ ahlt B die Observable einer Spalte, welche max{U/(U +
V ),V/(U + V )} minimiert. Dieser Wert ist jedoch immer h¨ ochstens h. Ist
das Ergebnis 1, so werden V Zeilen entfernt, ansonsten U Zeilen, immer
jedoch bleibt ein Bruchteil von h¨ ochstens h der Zeilen ¨ ubrig. Somit reichen
log1/h row(M0) Fragen, wenn alle korrekt beantwortet werden, um eine Zeile
eindeutig zu bestimmen.
Eine Analyse wie in [ANTV99] zeigt, daß die Wahrscheinlichkeit, daß ein
Fehler irgendwann gemacht wird, h¨ ochstens 4
√
 ist (dies ist ¨ ahnlich zu dem
130Fall des seriellen random access quantum codings, weil die Fragen adaptiv
sind).
Wir nehmen an, daß die Nachrichten von A pure Zust¨ ande sind. A wen-
det einen von ihrer Eingabe abh¨ angigen Superoperator auf einen Nullzu-
stand an, um eine Nachricht zu erzeugen. Nach Fakt 5.1 kann sie auch eine
unit¨ are Transformation verwenden, auf 3 mal mehr Qubits als die urspr¨ ung-
liche Nachrichtenl¨ ange. B kann dann durch Reduzieren um einige Qubits die
urspr¨ ungliche Nachricht erzeugen.
Bs Messungen (welche von seiner Booleschen Eingabe abh¨ angen) teilen den
Raum C2k
von Nachrichten und einigen leeren Qubits in zwei Teilr¨ aume W0
i
und W1
i auf f¨ ur Bs ite Eingabe. Sei |φi der (von der Zeile abh¨ angige) Zu-
stand der Nachricht. Jeder von B angewendete Superoperator kann simuliert
werden, indem man einige leere Qubits hinzuf¨ ugt, eine unit¨ are Transforma-
tion ausf¨ uhrt, und den Zustand um einige Qubits reduziert. Da das Ergebnis
eine klassische Verteilung auf einem Bit ist, reicht es aus, wenn B eine ortho-
gonale Messung auf der um einige leere Qubits erweiterten Nachricht |φi|0li
durchf¨ uhrt. Dieser Vektor wird zerlegt in |φ0
ii+|φ1
ii, die nichtnormalisierten
Projektionen auf W0
i und W1
i .
Angenommen eine Folge von Messungen f¨ ur Spalten i1,...,id mit einem
Wert d ≤ log1/h row(M0) und mit immer korrektem Ausgang bestimmt eine
Zeile. Zu jeder Zeile gibt es eine solche (leicht eindeutig zu machende) Folge
von Spalten, welche unabh¨ angig von den Messungsergebnissen ist.
Anstelle des Eﬀektes der Messungen analysieren wir den Eﬀekt von unit¨ aren
Transformationen, welche so arbeiten: Sei Ui|φ0
i,ai = |φ0
i,ai und Ui|φ1
i,ai =
|φ1
i,a⊕eii f¨ ur den Vektor ei mit genau einer 1 an Position i und Nullen sonst
und f¨ ur alle Booleschen a. Weiterhin betrachten wir ”ideale“ Transformatio-
nen U0
i,x, welche |φ,ai auf |φ,a⊕ei·xii abbilden (aber von der unbekannten
Zeile x abh¨ angen).
W¨ ahrend nun die unit¨ aren Transformationen Ui kein Ergebnis ausgeben,
erhalten wir doch folgendes: wenn der durch die unit¨ aren Transformationen
eingef¨ uhrte Fehler klein ist, so auch der Fehler durch die Messungen, und
mit kleiner Wahrscheinlichkeit versagt eine Messung. Wie schließen also, daß
mit hoher Wahrscheinlichkeit alle adaptiven Messungen Erfolg haben und
die richtige Zeile bestimmt wird.
Wir beschr¨ anken nun den durch Anwendung von Ui eingef¨ uhrten Fehler.
O.B.d.A. sei xi = 1. Dann ist Ui|φ1
i,ai = U0
i,x|φ1
i,ai. Wir bemerken folgen-
des.
||Ui|φ,0l,ai − U0
i,x|φ,0l,ai|| ≤ ||Ui(|φ0
i,ai + |φ1
i,ai)
− U0
i,x(|φ0
i,ai + |φ1
i,ai)||
= ||Ui(|φ0
i,ai) − U0
i,x(|φ0
i,ai)||
≤ ||Ui|φ0
i,ai|| + ||U0
i,x|φ0
i,ai||
≤ 2
√
,
131weil || |φ0
ii||2 ≤  die Wahrscheinlichkeit eines Fehlers ist.
Nun analysieren wir den Fehler einer Folge von unit¨ aren Transformationen.
||U1 ···Ud|φ,0l,0di − U0
1,x ···U0
d,x|φ,0l,0di||
≤ ||U1 ···Ud−1Ud|φ,0l,0di − U1 ···Ud−1U0
d,x|φ,0l,0di||
+ ||U1 ···Ud−1U0
d,x|φ,0l,0di − U1 ···U0
d−1,xU0
d,x|φ,0l,0di||
+ ···
+ ||U1U0
2,x ···U0
d−1,xU0
d,x|φ,0l,0di − U0
1,x ···U0
d−1,xU0
d,x|φ,0l,0di||
aufgrund der Dreiecksungleichung. Aber da f¨ ur jeden Term
||U1 ···UtU0
t+1,x ···U0
d,x|φ,0l,0di − U1 ···U0
t,xU0
t+1,x ···U0
d,x|φ,0l,0di||
die unit¨ aren Transformationen U1 ···Ut−1 fallengelassen werden k¨ onnen und
die Transformation U0
t+1,x ···U0
d,x das |φ,0l,0di auf |φ,0l,ai f¨ ur ein a abbil-
det, schließen wir von obiger Beobachtung, daß
||U1 ···Ud|φ,0l,0di − U0
1,x ···U0
d,x|φ,0l,0di|| ≤ d · 2
√
.
Sei ρ1 die Dichtematrix des puren Zustands |ψ1i = U1 ···Ud|φ,0l,0di und ρ2
die Dichtematrix des Zustands |ψ2i = U0
1,x ···U0
d,x|φ,0l,0di. Fakt 5.6 ergibt
||ρ1 − ρ2||1 ≤ 2|||ψ1i − |ψ2i|| und nach Fakt 5.5 ist die meßbare Distanz
zwischen den Zust¨ anden h¨ ochstens 4d
√
. Aufgrund der Wahl von  ist die
Wahrscheinlichkeit eines Fehlers < 1/2. 2
Zuerst wenden wir die neue Methode auf die Index Funktion an.
Korollar 5.2 bound(IXn) = Ω(n/logn).
Beweis: Wir nehmen alle Zeilen der Kommunikationsmatrix von IXn in
die Menge M0 auf. Wenn wir die Werte einiger Spalten ﬁxieren, wird ein
Teil des Wortes x der Zeile ﬁxiert, alle anderen Positionen sind frei. So gilt
h = 1/2 und die Schranke folgt. 2
Wir vergleichen unsere Methoden f¨ ur untere Schranken.
Korollar 5.3 F¨ ur alle f: bound(f) = Ω(V C(f)/logV C(f)).
Beweis: Wie wir gesehen haben, ist die VC-Dimension von f nichts anderes
als die Gr¨ oße der gr¨ oßten Instanz der Index Funktion, deren Matrix in die
Kommunikationsmatrix von f eingebettet werden kann. Wenn wir uns auf
diese Submatrix einschr¨ anken, gibt das vorige Korollar die Schranke. 2.
Wie bereits gesagt, ist die VC-Dimension der GTn Funktion nur 1, aber die
neue Methode gibt ein besseres Ergebnis.
Korollar 5.4 Q(1)(GTn) = Ω(n/logn).
Beweis: F¨ ur M0 nehmen wir alle Zeilen der Kommunikationsmatrix von
GTn. Wenn einige Spalten ﬁxiert sind, enth¨ alt die restliche Matrix immer
noch eine obere Dreiecksmatrix, was zu h = 1/2 f¨ uhrt. 2
1325.5 Anwendungen
5.5.1 ¨ Uberblick
In diesem Abschnitt untersuchen wir Anwendungen der Quanten Kommu-
nikationskomplexit¨ at auf Quanten Automaten und Quanten Formeln. Die
unteren Schranken aus der Kommunikationstheorie, welche hier angewendet
werden, sind die Schranken f¨ ur Einweg Kommunikation aus dem vorigen
Abschnitt.
5.5.2 Quanten Einweg Automaten
Theorem 5.11 F¨ ur alle Sprachen L ¨ uber Σ∗ mit einem minimalen dfa der
Gr¨ oße D gilt:
Jeder exakte qcfa f¨ ur L hat mindestens Gr¨ oße D.
Jeder qcfa mit Fehler  f¨ ur L hat mindestens Gr¨ oße 2(1−H())V C(L).
Jeder Las Vegas qcfa mit Erfolgswahrscheinlichkeit 1− f¨ ur L hat eine Gr¨ oße
von mindestens D1−.
Beweis: Wie die Argumente im Beweis zu Theorem 5.8 zeigen, ist die von
Neumann Entropie der Nachrichten in einem Protokoll mit einer Kommuni-
kationsmatrix mit R verschiedenen Zeilen und bei Erfolgswahrscheinlichkeit
1− mindestens (1−)logR und der Hilbertraum der Nachrichten hat eine
Dimension von mindestens R1−. Da ein Quanten Protokoll f¨ ur das unifor-
me Kommunikationsproblem (siehe Abschnitt 3.3.1) einen Automaten der
Gr¨ oße q mittels Nachrichten in einem q-dimensionalen Hilbertraum simulie-
ren kann, gilt q > R1−. R ist gleich dem Nerodeindex und wir erhalten die
Resultate f¨ ur exakte und Las Vegas Automaten.
Im Falle des beschr¨ ankten Fehlers simuliert wieder ein Protokoll f¨ ur das
uniforme Kommunikationsproblem einen Automaten mit q Zust¨ anden mit
q-dimensionalen Nachrichten. Die von Neumann Entropie des Nachrichten-
raums muß mindestens (1 − H())V C(L) sein, ist aber h¨ ochstens logq und
die untere Schranke folgt. 2
Korollar 5.5 Die Gr¨ oße eines qcfa f¨ ur IXn (als Sprache) ist 2Ω(n).
Die Gr¨ oße eines qcfa f¨ ur DISJn (als Sprache) ist 2Ω(n).
Die Gr¨ oße eines qcfa f¨ ur GTn (als Sprache) ist 2Ω(n/logn).
5.5.3 Quanten Formeln
In der Arbeit [RV99] werden pure Quanten Formeln betrachtet (also For-
meln, welche nur Eingaben und Boolesche Konstanten lesen d¨ urfen, und
auch nur ein Ausgabe Qubit messen). Folgendes ist das Resultat.
133Fakt 5.22 Jede pure Quanten Formel, welche eine Funktion f mit beschr¨ ank-
tem Fehler berechnet, hat die L¨ ange
Ω
 
X
i
D(1)(fi)/logD(1)(fi)
!
,
f¨ ur die Neˇ ciporuk Funktion
P
i D(1)(fi), siehe Deﬁnition 3.2.
Nun wissen wir aus Abschnitt 3.3.3, daß es eine Boolesche Funktion MP
mit O(n2) Eingaben gibt (die Matrix Produkt Funktion), so daß probabili-
stische Formeln f¨ ur MP lineare Gr¨ oße haben k¨ onnen, w¨ ahrend die Neˇ ciporuk
Schranke groß ist, d.h. es gibt eine Partition der Eingaben, so daß die
Neˇ ciporuk Funktion f¨ ur die Partition und die MP Funktion Ω(n3) ist (Theo-
reme 3.7 und 3.8). Es ergibt sich folgendes.
Korollar 5.6 Es gibt eine Boolesche Funktion mit N Eingaben, die von fai-
ren probabilistischen Formeln der L¨ ange O(N) berechnet werden kann, f¨ ur
deren Berechnung pure Quanten Formeln aber eine L¨ ange von Ω(N3/2/logN)
ben¨ otigen.
Eine jede faire probabilistische Formel kann direkt von einer verallgemeiner-
ten Quanten Formel simuliert werden. Also ben¨ otigt man eine andere untere
Schranke f¨ ur verallgemeinerte Quanten Formeln. Wir beschreiben zuerst ei-
ne untere Schranke ¨ uber Quanten Einweg Kommunikation und zeigen dann
mittels Lemma 5.4 die G¨ ultigkeit der VC-Neˇ ciporuk Funktion als untere
Schranke. Somit erhalten wir f¨ ur Quanten Formeln und f¨ ur probabilistische
Formeln dieselbe kombinatorische Technik f¨ ur untere Schranken. Es gilt also
nach Theorem 3.6, daß der maximale Unterschied zwischen den L¨ angen von
deterministischen Formeln und Quanten Formeln mit beschr¨ anktem Fehler,
der mit der Neˇ ciporuk Methode beweisbar ist, h¨ ochstens O(
√
n) ist.
Wir halten zuerst noch folgendes Korollar fest, das folgt, weil pure Quanten
Formeln probabilistische Formeln, die ihre Zufallseingaben je nur einmal
lesen, eﬃzient simulieren k¨ onnen.
Korollar 5.7 Die (konventionelle) Neˇ ciporuk Funktion geteilt durch logn
ist eine asymptotische untere Schranke f¨ ur die L¨ ange fairer probabilistischer
Formeln, welche jede Zufallseingabe nur einmal lesen.
Beweis: Wir m¨ ussen nur zeigen, daß pure Quanten Formeln die speziellen
probabilistischen Formeln eﬃzient simulieren k¨ onnen. Wir betrachten fan-
in 2. F¨ ur jede Zufallseingabe verwenden wir zwei Qubits im Zustand |00i.
Diese werden durch eine Hadamard Transformation in den Zustand |Φ+i
versetzt. Eines der Qubits wird nie wieder benutzt, das andere Qubit hat
die Dichtematrix der Verteilung eines Zufallsbits. Dann kann die probabi-
listische Formel simuliert werden. Bei der Simulation eines Gatters werden
134unit¨ are Transformationen auf drei Qubits verwendet. Diese erhalten die bei-
den Eingaben eines Gatters sowie ein leeres Qubit und geben auf einem
Qubit die Ausgabe des Gatters, auf den anderen die beiden Eingabebits
aus. So sind sie unit¨ ar. Nach [BBC+95] kann jede solche Transformation aus
O(1) unit¨ aren Transformationen auf 2 Qubits zusammengesetzt werden. 2
Wir brauchen noch folgendes Resultat [AKN98].
Fakt 5.23 Wenn die Dichtematrix zweier Qubits in einem Schaltkreis nicht
das Tensorprodukt der einzelnen Dichtematrizen ist, dann gibt es ein Gatter,
so daß beide Qubits auf einem Pfad von dem Gatter erreicht werden.
Also sind in einer Formel die Eingaben eines Gatters niemals verschr¨ ankt.
Die erste untere Schranke wird mit Kommunikation formuliert.
Theorem 5.12 Sei f eine Boolesche Funktion auf n Eingaben und y1 ...yk
eine disjunkte Partition der Eingabevariablen in k Bl¨ ocke. Spieler B kenne
die Eingaben in yi und Spieler A alle anderen Eingaben. Die Quanten Einweg
Kommunikationskomplexit¨ at von f (mit beschr¨ anktem Fehler) unter dieser
Aufteilung der Eingaben heiße Q(1)(fi).
Jede verallgemeinerte Quanten Formel f¨ ur f mit beschr¨ anktem Fehler hat
eine L¨ ange von
Ω
 
X
i
Q(1)(fi)
logQ(1)(fi)
!
.
Beweis: F¨ ur eine gegebene Partition der Eingaben zeigen wir, wie eine ver-
allgemeinerte Quanten Formel F in den k Kommunikationsspielen simuliert
werden kann, so daß die Quanten Einweg Kommunikation in Spiel i be-
schr¨ ankt ist durch eine Funktion in der Anzahl der Bl¨ atter in dem Subbaum
Fi von F, der genau die Variablen, die B geh¨ oren, als Bl¨ atter hat, und die
Wurzel der Formel als Wurzel und alle Pfade von solchen Bl¨ attern zur Wur-
zel enth¨ alt. F ist ein Baum von fan-in 2 fan-out 1 Superoperator Gattern
(Superoperatoren sind nicht unbedingt reversibel).
Als erstes legt A f¨ ur alle zus¨ atzlichen Eingaben einen puren Zustand fest.
Nun k¨ onnen alle Vorkommen dieser Variablen als einzelne Qubits ohne Zu-
sammenhang behandelt werden.
In allen Kommunikationsspielen versucht Spieler B, die Formel so weit wie
m¨ oglich auszuwerten ohne die Hilfe von A. Durch ein Argument wie in an-
deren Neˇ ciporuk Methoden ([BS90],[RV99]) reichen wenige Qubits Kommu-
nikation aus, um einen maximalen Pfad in der Subformel auszuwerten, der
folgende Eigenschaft hat: alle Gatter auf dem Pfad haben eine Eingabe von
A und eine Eingabe vom Vorg¨ anger auf dem Pfad, außer dem ersten Gatter,
daß eine Eingabe bei A und eine bei B hat (welche bereits bekannt ist). Mit
Standard Argumenten ist die Anzahl solcher Pfade eine untere Schranke der
Anzahl der Bl¨ atter aus der Subformel, siehe Abschnitt 3.3.3.
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von A und eine Eingabe/Gatter von B als Vorg¨ anger hat und alle Gatter
g2,...,gm das jeweils vorige Gatter und eine Eingabe/Gatter von A als
Vorg¨ anger haben. Die Dichtematrix von Bs Eingabe zu g1 sei ρ und die
Dichtematrix der anderen m Eingaben zum Pfad sei σ. Der Schaltkreis, der
σ erzeugt, arbeitet auf anderen Qubits als derjenige, der ρ erzeugt (alle Ein-
gaben der Formel sind nach der Initialisierung als unabh¨ angig zu betrachten,
da es keine Korrelationen zwischen ihnen gibt, sie sind ﬁx).
Somit ist die Dichtematrix aller Eingaben zu dem Pfad ein Tensorprodukt
ρ⊗σ, siehe Fakt 5.23. Der Pfad bildet ρ⊗σ mit einem Superoperator T auf
eine Dichtematrix µ auf einem Qubit ab. Nun kann A bestimmen, welcher
Superoperator dies f¨ ur ein ﬁxiertes σ ist (f¨ ur jede Boolesche Eingabe f¨ ur A
gibt es ein solches σ und einen dazugeh¨ origen Superoperator).
A kann σ allein berechnen. B kennt bereits ρ. B m¨ ochte den Zustand µ wis-
sen, der durch die Anwendung eines A bekannten Superoperators bestimmt
ist. A pr¨ apariert also das Programm f¨ ur ein programmierbares Quanten Su-
peroperator Gatter wie in Abschnitt 5.3.2 beschrieben. Da σ ein gemischter
Zustand ist, bestimmt A tats¨ achlich sogar einen gemischten Zustand von
Programmen, aber das macht nichts, da alles linear ist. A sendet das Pro-
gramm zu B, der es anwendet. Die Programml¨ ange bei Erfolgswahrschein-
lichkeit 1 − 1/k ist O(logk) Qubits. B berechnet den Zustand µ mit dem
programmierbaren Gatter mit Wahrscheinlichkeit 1−1/k korrekt und f¨ ahrt
fort bis zum n¨ achsten Pfad. Hat das Gatter versagt, gibt B auf.
Insgesamt ist die Anzahl der Bl¨ atter von unten beschr¨ ankt durch die Summe
der Kommunikationen (bzw. Pfade) multipliziert mit O(logk), was wieder-
um von unten beschr¨ ankt ist durch O(logk) multipliziert mit der Quanten
Neˇ ciporuk Funktion.
Der Fehler der Formel ist unver¨ andert, wenn alle Aufrufe des programmier-
baren Gatters erfolgreich sind. Da es in jedem der Spiele nur h¨ ochstens
sizei viele solche Aufrufe gibt (wenn es sizei viele Bl¨ atter gibt), reicht
k = poly(sizei) f¨ ur eine Fehlerwahrscheinlichkeit 1/poly(sizei) im Las Ve-
gas Sinn, zus¨ atzlich zum Fehler, den die Formel selbst macht. Also ist die
Kommunikation durch Q(1)(fi) ≤ O(sizei logsizei) beschr¨ ankt und somit
ist sizei ≥ Ω(Q(1)(fi)/Q(1)(fi)). Summation ¨ uber alle i ergibt die untere
Schranke. 2
Die obige Konstruktion verliert einen logarithmischen Faktor, aber in der
kombinatorischen Schranke, die wir anwenden, k¨ onnen wir dies verbessern.
Theorem 5.13 Die VC-Neˇ ciporuk Funktion ist asymptotisch eine untere
Schranke f¨ ur die L¨ ange verallgemeinerter Quanten Formeln mit beschr¨ ank-
tem Fehler.
Die Neˇ ciporuk Funktion ist asymptotisch eine untere Schranke f¨ ur die L¨ ange
verallgemeinerter Quanten Las Vegas Formeln.
136Beweis: Die Relation, die in Theorem 5.12 bewiesen wurde, gibt uns ein
Ergebnis mit Verlust eines logarithmischen Faktors. Betrachten wir das Pro-
tokoll n¨ aher. Der logarithmische Faktor geht verloren, weil A sicherstellen
muß, daß B bei jedem Aufruf des programmierbaren Quanten Gatters Erfolg
mit hoher Wahrscheinlichkeit hat. Das programmierbare Gatter versucht
bekanntlich, eine unit¨ are Operation auszuf¨ uhren, was mit konstanter Wahr-
scheinlichkeit gelingt, gelingt es nicht, wird ein neuer Versuch gemacht. Im
Durchschnitt braucht das Gatter nur ein konstant langes Anfangsst¨ uck des
Programms bis zu einem Erfolg. K¨ onnte also A eine Nachricht von B erhal-
ten, ob die Anwendung des Gatters erfolgreich war, oder ob noch eine Kopie
des Programms notwendig ist, so k¨ onnte A das Programm genau so oft wie
n¨ otig senden und die Gesamtkommunikation auf O(sizei) gesenkt werden,
da durchschnittlich pro Pfad nur O(1) Qubits gebraucht w¨ urden, und insge-
samt mit hoher Wahrscheinlichkeit eben nur O(sizei). Aber A braucht eine
R¨ uckmeldung von B. Gl¨ ucklicherweise braucht B dabei keine Information
¨ uber seine Eingabe zu geben.
Wir betrachten also das Nichtstandard Kommunikationsmodell aus Lemma
5.4 in dem B zu A sprechen darf, aber ohne irgendeine Quanten Information
¨ uber seine Eingabe an A zu geben.
Wenn A bei einer Anwendung des programmierbaren Gatters alle Programm-
qubits an B sendet, f¨ ur ein mit konstanter Wahrscheinlichkeit erfolgreiches
Programm mit O(1) Qubits, so wendet B das Gatter an, und teilt A mit, ob
er erfolgreich war oder nicht. Es ist klar, daß A so keine Information ¨ uber
Bs Eingabe erhalten kann. Die Gesamtkommunikation sinkt auf O(sizei).
Nach Lemma 5.4 ergibt sich die untere Schranke f¨ ur beschr¨ ankten Fehler
und Las Vegas. 2
Korollar 5.8 Eine verallgemeinerte Quanten Formel, welche ISA mit be-
schr¨ anktem Fehler berechnet hat eine L¨ ange von Ω(n2/logn).
Durch Betrachtung der Matrixmultiplikation MP erhalten wir
Korollar 5.9 Es gibt eine Funktion, welche sowohl von einer verallgemei-
nerten Quanten Formel mit beschr¨ anktem Fehler als auch von einer fairen
probabilistischen Formel mit beschr¨ anktem Fehler bei einer L¨ ange von O(N)
berechnet werden kann. Jede verallgemeinerte Quanten Las Vegas Formel
braucht hingegen f¨ ur dieses Problem eine L¨ ange von Ω(N3/2). Es gibt also
einen Unterschied von Ω(N1/2) zwischen Las Vegas Formell¨ ange und der
L¨ ange von Formeln mit beschr¨ anktem Fehler.
Da die VC-Neˇ ciporuk Funktion eine untere Schranke f¨ ur verallgemeinerte
Quanten Formeln ist, impliziert Theorem 3.6, daß der maximale Unterschied
zwischen deterministischer Formell¨ ange und der L¨ ange von Quantenformeln
mit beschr¨ anktem Fehler, der mit der konventionellen Neˇ ciporuk Methode
137nachweisbar ist, O(
√
n) f¨ ur Eingabel¨ ange n ist. Ein solcher Unterschied be-
steht bereits zwischen fairen probabilistischen Formeln mit beschr¨ anktem
einseitigem Fehler und Quanten Las Vegas Formeln.
138Kapitel 6
Zusammenfassung
Wir haben Interaktion in der Kommunikationskomplexit¨ at untersucht und
dabei die drei Modi probabilistische, (beschr¨ ankt) nichtdeterministische und
quantenmechanische Kommunikation betrachtet. Bei allen drei Modi ha-
ben wir herausgefunden, daß Interaktion f¨ ur Eﬃzienz oft unerl¨ aßlich ist, im
nichtdeterministischen Fall gibt es eine Abh¨ angigkeit zwischen dem Einﬂuß
der Interaktion und der erlaubten Anzahl der nichtdeterministischen Rate-
bits.
Abgesehen von dem erreichten besseren Verst¨ andnis des Kommunikations-
modells haben wir verschiedene Anwendungen auf andere Berechnungsmo-
delle beschrieben, bei denen untere Schranken der Kommunikation zu unte-
ren Schranken f¨ ur andere Resourcen in diesen Modellen gef¨ uhrt haben.
Ein Beispiel eines kommunikations- und interaktionsbeschr¨ ankten Modells
sind endliche Automaten, welche wir in allen drei Modi untersucht haben.
Ein weiteres Beispiel sind Formeln, f¨ ur die wir eine Verbindung zwischen
Einweg Kommunikation und Formell¨ ange herstellen konnten. Diese Verbin-
dung f¨ uhrte zu unteren Schranken f¨ ur probabilistische, nichtdeterministische
und Quanten Formeln. Dabei sind die unteren Schranken f¨ ur Quanten For-
meln und probabilistische Formeln im wesentlichen gleich. F¨ ur monotone
Schaltkreise haben wir gezeigt, wie nichtdeterministisches Raten die Tie-
fe drastisch reduzieren kann, und wie eine geringf¨ ugige Einschr¨ ankung der
nichtdeterministischen Ratebits zu einer Tiefenhierarchie f¨ uhrt.
Insgesamt l¨ aßt sich feststellen, daß die Schw¨ ache interaktionsbeschr¨ ankter
Kommunikation mathematisch nachvollziehbar ist. Außerdem scheint ein
solches Verhalten in der Welt einfacher Berechnungsmodelle h¨ auﬁg aufzu-
treten. Oder anders gesagt, viele Berechnungsmodelle sind deshalb einfacher
zu verstehen, weil sie durch interaktionsbeschr¨ ankte Kommunikation analy-
sierbar sind.
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