MODES is mainly involved with the system level design [3] where a lot of work is performed for the entire system at a high level of abstraction. It implies the following tasks: i) specification, ii) modeling, iii) partitioning and iv) integration of environment constraints. The elaboration of behavioral models of hardware systems is at the heart of the system level design. Hardware description Language (HDL) have been developped to describe different views of a system, usually the behavioral and structural views, among different levels of abstraction, from the switch level to the algorithmic level [2] . However, modeling hardware systems with an HDL requires from the designer a good understanding of hardware systems and a good software programming background, especially to represent the requirements into an HDL code. Consequently, there is a need to provide a software tool which should perform the different tasks implied in the system level design.
MODES aims to provide the designer with several editors that capture specifications related to a hardware system in order to automatically generate behavioral HDL models for simulation or synthesis (Fig. 1) . It also includes mechanisms that give a better interaction between the designer and the specification environment. MODES is organised around three sets of functionalities: i) the graphical capture tools for high-level specification formalisms, ii) the merge of all the specifications into a the Common Specification Intermediate Format (CSIF) [6] by the model builder and iii) the generation of HDL models for simulation and synthesis. MODES uses a specific knowledge base which constitutes the repository of all the informations (i.e: modeling guidelines, verification rules and previously instantiated designs). The Module Manager is the component that handles this knowledge base. All the models of the database are stored within the CSIF representation. Proposing an environment with various formalisms gives the designer the ability to select the most convenient representation to specify the whole or part of a design. However, the validation process inside each specific editor is not sufficient to check the consistency of the global model. It is also not easy to allow future extensions such as adding new editors or applications that may directly use the specifications to extract global properties, or to evaluate functional performances or consistency.
The CSIF format aims to go beyond these constraints. In particular, it respects the way the designer has entered the specifications (i.e: hierarchy, concurrence, partitionning, formalism ...). In this way, the Module Manager can re-create the CSIF specifications in their initial formalism through the appropriate capture tool; something we cannot do with VHDL. Since CSIF is designed according to an object oriented approach, it offers the capability to easily modify some specific aspects of a model such as bus width or data size and hence, allows the genericity of a model. CSIF also offers various mechanisms to enhance its manageability.
Let's illustrate with a simple example the utility using such a format. This example taken from [6] shows how to represent in CSIF the various formalisms that we may use to specify a system. We specify the programmable interrupt controller INTEL 8259A [19] which is currently functionning with the 80xx family. This component handles up to eight interrupts in a single mode and up to 64 interrupts in the cascade mode. The 8259A is organised around two main functionalities. The bus interface controller (CPUcontrol) managing the configuration of the device and the communication protocol unit handling exchanges of information with the serving processor (INTcontrol). NetList PIC_8259A EDITOR : SCE  {  --Interface description  logic rd  in;  logic wr  in;  logic a0 in; logic cs in; logic cas [3] in; logic db [8] inout; logic sp_en in; logic ir [8] 
Fig. 2: The INTEL 8259A netlist description
We present in detail the description of both modules (Fig. 3, Fig. 4 ). The specification of the INTcontrol part refers to the BEMCharts formalism [10] The description of the CPUcontrol module follows the same construction using two state machines, but comes from a waveform specification. At the top level, the ReadLevel and the WriteLevel are two diagrams giving access to a lower level of hierarchy constituted by the Std_ReadCycle and Std_WriteCycle sub-diagrams. These two diagrams are under control of the StateIf variables St_Read1 and St_Write1. 
The Module Manager and the CSIF format.
The Module Manager interacts in an intelligent way with CSIF by identifying and extracting the specific pieces of behavior to be reused. The storage of a design follows a predefined schema which specifies the different types of models and functions with their relations. This classification includes a hierarchy decomposition, properties of the behaviors, modeling and verification rules (Fig. 5) . A knowledge engineer is responsible for the configuration, maintenance and upgrade of the expert system. Each node of the classification contains multiple kinds of information: the relations with other nodes, different properties characterizing a node, and the available CSIF instance modules. Properties give some hints to the designer on the different characteristics of the models saved upon each node of the classification. 6 gives a partial example of a kind of classification for processor architectures. The CSIF specifications are partitioned such that each part refers to a node of the classification. The reusability of a specific module consists of restoring its graphical form such as waveforms, state diagrams, spreadsheet table, in the appropriate editor to be easily adapted for the specification of new systems. This reusability is related to several types of representation: the whole design, modules, diagrams, netlists and subprograms. When all the specifications are merged into the CSIF form, a first step is to identify the behaviors that will be saved in the database. Our solution is to name with a label each of the important parts of behavior. These labels entered by the designer with the capture tools, convey the name of the behavior as well as the node of the classification tree where it has to be connected. In Fig. 7 , a simple example to illustrate this mechanism is presented.
The control logic unit of a basic memory (a) has been specified with the waveform editor. Its CSIF representation is given in (b). This representation differs from the one we presented in Fig.4 . It is essentially based on the predefined function Check_backward(), automatically generated by the Extended Timing Diagram editor (ETD). In this module, we are interested to reuse the diagram Read (c). In order to identify and extract this behavior, we use the specific label Read@Read_cycle where Read_cycle is the name of the node where the diagram Read has to be classified. The storage process of the corresponding structure in the database is achieved as soon as the properties of the node Read_cycle are instantiated.
The fact that CSIF is not combined with any graphical structure enhances its flexibility. However, when reusing a piece of design, the Module Manager should re-create its graphical aspect. With each reusable behavior, we associate the corresponding graphical representation which is also saved in the database (Fig. 8) .
We also need to restore all the context in which the behavior is involved. To do so, a specific mechanism will dynamically search in the whole CSIF structure all the definitions of variables, signals, types, subprograms and diagrams implied in the behavior. 
The Module Manager architecture.
The Module Manager is a mixed software architecture based on a Database Management System (DBMS) written in C++ and on an expert module (knowledge base and inference engine) able to propose different possible scenarios of solutions for a system design. This second part is implemented within the Nexpert Object™ environment [17] . The Module Manager is more than a model storage/retrieve system since it is composed of a repository of all informations required to facilitate the design process of a system. In this context, it also manages the different versions of a model. Modeling mechanisms offer the necessary informations to create new behavioral models by reusing previously instantiated designs.
On one hand, the Module Manager provides a simple/save restore capability allowing the designer to complete his design in multiple sessions. On the other hand, it gives access to the whole or parts of previously completed designs to allow their extensive reuse.
An appropriate script language called MAGMA (Modeling Aided Guide for MODES Applications) based on frames is used for the description of the schema of the knowledge base and the kinds of properties describing each node of the classification. The control module is the heart of the tool. It communicates with the designer through a friendly user-interface, the databases and the knowledge base. The knowledge base is constituted of a repository of all the informations (facts, rules, frames and strategy for rules evaluation) required to ease the design process of a hardware system. Since the Module Manager is used as a hardware specification assistant, the inference engine (IE) has to handle the services useful to help the designer during his modeling task. The reasoning process is based on classical backward chaining (hypothesis to verify) and forward chaining (goal to achieve) inference methods. This feature will be moved on in the next section. The inference engine interprets the designer's inquiries in order to suggest different possible architectures and to propose a display of behavioral solutions that correspond to the required features.
All transactions and requests between the end-user and the Module Manager are performed using dialog boxes to enter the properties or a query language such as SQL. We have also implemented a graphical browser to navigate through the structure of a model. This browser aims to give an overview of a model. When a behavior part is selected, the inference engine automatically invokes the corresponding editor and highlights its corresponding graphical representation. The model analyzer is used to verify the conformity of the model structure with the schema proposed by the knowledge base.
Furthermore, we give the possibility to configure the Module Manager (definition of the classification and implementation of the rules and facts) according to customer's needs. The customer can be a designer, a lab or even a company. The knowledge engineer and the customer will work in close collaboration in order to define a knowledge acquisition strategy. The knowledge engineer will then extract, formalize and encode the knowledge, using MAGMA for the definition of the classification and Nexpert Object™ for the definition of interconnected rules. Fig. 9 presents an overview of knowledge engineering. We have also provided the Module Manager with the ability to manage several independant databases. Each database is dedicated to the description of a family of models. In this way, the Module Manager can be used for the specification of many architectures from various domains. The knowledge representation is based on two description models: a frame structure and a semantic model. Frames represent nodes of the classification and provide some verification techniques to check the consistency of the properties and some monitoring control mechanisms to supervise the storage and retrieve of models. While the semantic model infers modeling rules and decision processes.
A Frame-based system as a classification schema.
Frames were originally proposed as a basis for understanding complex behaviors such as visual perception or natural language. Recently, they have been shown to be a useful mean for representing VLSI design [13] . The main reason to use the frame concept is to group together common knowledge about object [9] . A frame is a data structure in which properties relating to a single object, a concept, or a typical situation are grouped. The body of a frame is composed of a number of slots used to describe the properties. These properties are the features of the behaviors belonging to a classification node. Each property is defined by an identifier, a domain of possible values and an optional default value. In predicate logic [16] , we specify a frame as an entity-class Ec in the form:
The properties P1 ... Pn are respectivally instantiated by the values Val1 ... Valn. In this way, we build a list of objects x corresponding to the various behaviors that are available for a same class.
Assigned to each slot in the Module Manager are various methods dealing with initialization, inheritance strategy, inference strategy and consistency. In order to monitor the storage and retrieval of informations in the Module Manager frame-based system, we associate with each property two optional attached predicates or deamons: If-needed ("Order of Sources" Nexpert method) and If-added ("If Change" Nexpert method).
What should be done when the value of a slot or facet is required to complete an action but is not specified? Domain experts can usually list a number of potential sources from which the value can be obtained or derived. The If-needed predicate is used to enhance the flexibility of retrieval. For instance, when the value of a property is not directly available, we might be able to calculate its value on the basis of other kinds of information that we know about the frame. Before the value of a slot can be read and obtained, the If-needed predicate must be successfully proven.
The If-added predicate is triggered before the value of a slot is assigned a value or changed.
It is used to screen erroneous values before they are added to slots.
With these two mechanisms, the Module Manager is able to check if the properties relating to different frames entered by the designer to specify or to characterize his design are consistent. These verification rules are activated whenever a behavior is stored in the database or retrieved.
The inheritance and inference methods control the strategy and the triggering of inheritance and inference. Inheritance methods control the transfer of values declared in an object or a class to other related objects or classes. The relationship can be parent, child or objects and classes belonging to a same knowledge island. Every property of an object or class can be assign an inference method; otherwise, it is inherited from the parent class. On the other hand, inference methods control the inference behavior of the system, in other words, the order in which information is processed.
A frame is considered to be complete when all the slots are filled. However, when a model saved in the database is partially complete and should be achieved in multiple stages, the verification process is not broadcasted to avoid propagation of errors through the frame system.
A semantic net as modeling guidelines.
In order to help the designer with modeling guidelines rules, it turns out to be effective to use a semantic model [7] [8]. A semantic network or net is a structure for representing knowledge as a pattern of interconnected nodes and arcs. Nodes will represent classes of behaviors whereas arcs define relationships between the entities. Also, we have specified four types of association (Is-a, Can-be, May-have, Has-a) useful to represent all the possible configurations for modeling a family of designs. Fig. 10 gives a partial example of taxonomy for modeling microprocessor architectures. One of the problems in providing a model-theoretic account of semantic network representations is the fact that there is no uniform notation. We therefore merely illustrate the way in which one might translate the semantic network we have implemented into a proposition of first-order predicate calculus [16] .
Generalization: This association provides the concept of inheritance, a way to express constraints that define some class as a more general class of other ones. Features common to a class of objects can be grouped into a generic frame. These properties are automatically inherited by frames placed further down the classification hierarchy. We use the Is-a attribute to show this hierarchy:
For example, Is-A (RAM(x), Memory(y)) indicates that entities from class RAM are subset of class Memory and inherit all the properties and the concept of Memory. To simplify the notation, we will use: Is-A(RAM, Memory).
Aggregation: Grouping classes into higher level classes is called aggregation. We define the Has-a statement by the following expression:
For example, the fact that ALU, cycles and instructions are components of the entity-class microprocessor is represented as: Has-a(Microprocessor, ALU, cycles, set_of_instructions).
Restriction:
The restriction is a way to infer a specific choice. It also provides the concept of inheritance. The Can-be predicate is defined (using the XOR operator ⊕ ) as follow:
where Ec(x) ⊆ Eci(yi) i = 1,..,n Thus, we can say that a memory may have several architectures:
Can-be (Memory, static, dynamic, read_only).
The static, dynamic and read_only memory classes then inherit, the concept of the entityclass memory.
Possibility:
The May-have predicate gives the possibility to select a set of entities among several classes:
For example, the fact that a microcontroller may contain various optional functionalities is represented by: May-have (Processor, IntCtrl, Serial link, timer, bus arbiter, DMA , UART).
Reasoning process.
Modeling a device with the Module Manager is carried out in an incremental fashion. The designer establishes a dialog with the Module Manager in order to get the informations about the functionalities and components he would like to integrate. In a first stage, the designer selects the kind of model to be specified. From this starting point, the Inference Engine (IE) will make its way through the knowledge base by interpreting the meaning of the above four types of association. From the designer point of view, the Is-a association is transparent. The IE takes into account all the semantic structure placed under this link. When a Has-a association is encountered, the designer must characterize each type of behavior belonging to the nodes connected to this link, while the Can-be association forces the designer to select only one class of behavior among several. The May-have association offers the possibility to include optional functionalities. Rules associated with links are used to automatically infer a decision process in order to select the right way in the semantic tree. The rules are triggered according to the values of properties belonging to the frame the Module Manager is processing. The If-Needed deamon is used to deduce the values of some properties. Also, in order to proceed in the evaluation of rules, the inference engine must have the appropriate information on which to base its conclusion. If the values of slots incorporated in rule conditions is unknown, the system must first fetch the values to complete the evaluation by using the inheritance strategies. However, when the inference engine is not able to calculate some property values, the Module Manager will open a question window to obtain the required informations from the designer. When this specification phase is completed, the IE may proceed upon request to a global consistency verification of the properties. It is also in charge of searching a set of CSIF behaviors related to the different parts of the required model. In Fig. 11 , we simply illustrate the way to translate a semantic net describing the relations between parts of a system into a network of interconnected rules. The select value conveys the name of the node selected by the designer and represents the starting point of the network. The Assign statements indicate the inference engine the order of rules execution. The Execute statements activate procedures to instantiate a model or to determine which node is next to process. We have implemented two types of evaluate strategies. The Evaluate_if procedure is applied for a May-have link, while the Evaluate_kind_of procedure acts as an XOR operator in a Can-be fork. In a first step, both procedures try to automatically evaluate the next rule to execute, otherwise the inference engine will refer to the designer.
Conclusion.
We have described the Module Manager as an expert system able to efficiently assist the designer during a design specification phase. It is as well a new approach for managing designs reusability at the system level. The Module Manager is a flexible tool that can be used for the specification of various hardware architectures. The advantages using a common format are partitioning the specifications for their later reuse and providing an open CAD system to add new editors and other applications. Also, all manipulation mechanisms revolve around a single representation. However, we still need to provide the Module Manager with an SQL-like interface. A future step will extend the Module Manager to a client-server architecture to distribute the database around a network of homogeneous workstations. A first example of use consists of managing a knowledge base for the specification of microprocessor architectures.
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