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料講義が受けられる MOOC(massive open online course)として代表的な早稲田大学も参
























以下，第 2 章で関連研究をまとめ，第 3 章で図形問題の問題に関する調査について説明














数学教育から論理的思考力の育成を試みた Carina らの研究[9]がある．Carina らは











































2.1 から 2.3 項で述べた論理的思考についての研究と手書きデータを扱っている研究をま
とめたものを表 1 に示す． 
 
表 1 関連研究のまとめ 












































手書き解答データを収集するために iPad Pro 上で動作するアプリケーションを作成し
た．アプリケーションには 2 画面ある．1 つ目は図 1 のメニュー画面であり，二つ目は図
2 の問題解答画面である．画面の遷移について図 3 に示す．それぞれの画面について説明
をする． 
 





図 2 アプリケーションの問題解答画面例(問題 1) 
 
 









出題された問題図が中央に表示されている画面である．ユーザは Apple Pencil を用いて
画面上を自由に描画することができる．ユーザが描写した線は青色で表示される．また，
右上には現在が何ページ目の問題解答画面かが表示されている． 






は，1 つの問題に対して 2 種類の JSON ファイルでデータが出力される．収集するデータ
例 1 を図 4 に，データ例 2 を図 5 に示す． 
 
 
図 4 収集データ例 1 
 
 
図 5 収集データ例 2 
 
収集するデータ 1 (図 4) 
問題ごとにそれぞれの座標に対して，以下の 8 項目をストローク毎に管理する．1 スト









6. x 座標 
7. y 座標 
8. 1 ストローク内の座標の順番 
 
収集するデータ 2 (図 5) 






















第１段階として，スウガクとくガウス[14]から図 6,7,8,9,10,11,12 の 7 問を選択した．
問題設定としては，補助線を使って複数解法があることが前提で，今回は特に三角形に注
目して解く問題に絞った．問題の順番は，解答者が解きやすいよう著者が簡単だと思った
順に並べている．特に問題 1,2 は幾何学の問題に慣れてもらうために簡単になっている． 
データ収集の方法として，大学生の被験者 5 名に iPad Pro のアプリケーション上に







図 6 予備実験問題１（[14]を基にトレース） 
 
 





図 8 予備実験問題３（[14]を基にトレース） 
 
 





図 10 予備実験問題５（[14]を基にトレース） 
 




図 12 予備実験問題７（[14]を基にトレース） 
 
3.2.2 予備実験の結果 
 大学生の被験者 5 名による解答結果を表 2 に示す． 
問題 1,2 に関しては，図形問題に慣れてもらうために簡単な問題に設定したため，全員が
正解できている．問題 3,5,7 に関しては 2 パターン以上の解法に分かれたため，本実験で
使う問題は問題 3,5,7 に決定した． 
 


















に示す．公式集を図 15,16,17,18,19,20 に示す 
 
1. 問題は 3問ある．各問題の制限時間は 13分とする．ただし，早く解き終わった場合
はその時点で解答をやめ，次の問題へと進む． 
2. 問題用紙は別紙で用意してあるが，問題用紙には何も記入しない． 























図 13 実験説明 
 
 





図 15 公式集１ 
 





図 17 公式集３ 
 





図 19 公式集５ 
 
 
























辺 BC の二等分線を引いた． 
 
2 ページ目 








 はい    どちらでもいい   いいえ 
Q2 各問題の難易度はどうでしたか？ 
問題１(13 分)  難しい  ちょうどいい  簡単 
問題２(13 分)  難しい  ちょうどいい  簡単 




 問題１(13 分)  長い  ちょうどいい  短い 
問題２(13 分)  長い  ちょうどいい  短い 
問題３(13 分)  長い  ちょうどいい  短い 
Q4 アプリケーションの書き心地はどうでしたか？ 
 満足  特になにも思わない  不十分 












図 22 解き方アンケート(白紙) 
 
 





この実験で用いた問題 3 種を図 24,25,26 に示す． 
 
 





図 25 本実験問題２ 
 
 
図 26 本実験問題３ 
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3.3.2 本実験の結果  
3.3.2.1 手書き解答データの分析 
収集したデータから解答の正誤を表 3 にまとめた． 
解き方アンケート結果から解法を調べたところ，正解者の中に論理的に考察して答えに
たどり着かず勘で解答していると自覚している者が数名いた．正解者中の勘で解いた人の
割合を表 4 に示す．勘の例としては， 
「問題 1：△ADQ が正三角形だと思ったので∠x は 60°だと思った」 









勘を除く正解者の解法パターンを問題ごとに表 7,8,9 に示す 
  
表 3 本実験の正誤結果 
問題 正解率 誤答 無解答 
1 68% 0% 32% 
2 32% 26% 42% 
3 58% 0% 42% 
 
 
表 4 正解中の勘の割合と数 
問題 勘の割合 正解数 勘数 
1 31% 13 4 
2 17% 6 1 
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3 36% 11 4 
 
表 5 被験者の勘の数 
  勘の数 
0 1 2 3 
被験者の数 11 7 1 0 
 
表 6 出題問題に関するアンケート結果 
問題 難易度 時間配分 
難しい ちょうどいい 簡単 長い ちょうどいい 短い 
1 63% 16% 21% 16% 74% 11% 
2 42% 47% 11% 16% 68% 16% 
3 74% 21% 5% 11% 74% 16% 
 
 
表 7 問題１の解法 
解法 個数 
上部に四角形を作り外側の三角形に注目した 2 
△ABQ と△DCQ が二等辺三角形に注目 7 
 
表 8 問題２の解法 
解法 個数 
△ABC∽△DAC 1 




表 9 問題３の解法 
解法 個数 
三角比から△BCD が二等辺三角形 1 
点 C から辺 AD に垂線を引き△BCD が二等辺三角形 3 




























   
図 28 錯角・同位角・対頂角の図 
 
（b）正弦定理 












△ABC において、a=BC, b=CA, c=AB, α=∠CAB, β=∠ABC, γ=∠BCA としたとき、 
𝑎2 = 𝑏2 + 𝑐2 − 2𝑏𝑐 cos 𝛼 
𝑏2 = 𝑐2 + 𝑎2 − 2𝑐𝑎 cos 𝛽 
𝑐2 = 𝑎2 + 𝑏2 − 2𝑎𝑏 cos 𝛾 
cos 𝛼 =  





三角形の内角の和は 180 度になる． 
図 17 の三角形での式は a+b+c=180 となる． 
 







図 30 多角形 
 
（f）角の二等分線の定理 
 AB ∶ AC = 𝐵𝐷 ∶ 𝐶𝐷 
 
図 31 角の二等分線の定理 
 
（g）中線定理 
 𝐴𝐵2 + 𝐴𝐶2 = 2(𝐴𝐷2 + 𝐵𝐷2) 
※ BD = CD でもよい 
 
図 32 中線定理 
 
（h）正三角形 




図 33 正三角形 
 
（i）二等辺三角形 
3 辺のうち 2 辺の長さが等しい三角形のこと．等しい 2 辺の間の角を頂角，それ以外を
底角という．底角は等しい． 
 




鋭角と呼ぶ．それらの和は直角に等しい．c を斜辺と呼ぶ．斜辺と他の 2 辺の関係はピタ
ゴラスの定理と呼ばれる． 
 





図 35 の図から，斜辺の長さを c, 他の二辺の長さを a,b とすると、 
















































 正規化(z-score normalization) 
全員分のそれぞれの特徴量に対して，各特徴量の値から平均を引きその値を標準偏差
で割っている．正規化を行うと，どの変数もその母集団が平均 0，分散 1 の標準正規



























 n ブロックに分けたストローク 








横幅は，問題図の最左点の 30 だけ左側の x 座標と最右点の 30 だけ右側の x 座標の





図 36 問題１のメッシュの外枠 
 
 





図 38 問題３のメッシュの外枠 
 
 メッシュの密度 






(m_x*m_y + 1 個) * n ブロック 
  の長さとなっている． 
 
4.2 分類方法 










表 10 正解ラベル 




正誤 1 1 1 1 1 1 0 1 0 1 0 1 1 0 1 0 1 1 0 
勘 1 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
解法 - 0 - 1 - 1 - - - 1 - 1 1 - 1 - 1 0 - 
難易度 2 2 2 2 1 2 0 2 2 1 2 1 0 2 0 2 0 2 2 
問題２ 
正誤 1 1 1 0 1 0 0 0 0 0 0 0 0 1 1 0 0 0 0 
勘 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
解法 0 1 1 - - - - - - - - - - 3 2 - - - - 
難易度 1 1 0 2 1 2 1 2 2 1 2 2 1 1 1 2 0 1 2 
問題３ 
正誤 1 1 0 0 0 1 1 1 0 1 1 0 0 1 1 0 1 1 0 
勘 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 
解法 0 - - - - 1 2 3 - - - - - 1 1 - - 3 - 
難易度 1 2 2 2 2 2 0 1 2 1 2 2 2 1 2 2 2 2 2 
 
また，データ数が少ないため，今回はテストデータを leave-one-out cross-validation に
て分割した．leave-one-out cross-validation とは，サンプル集合 X から 1 つだけ抜き出し
てテストデータとし，残りの X-1 を学習用データにする．これを全サンプルが 1 回ずつテ
ストデータとなるように繰り返し汎化誤差を推定する方法である． 
表 11 の 7 個の SVM にてアンサンブルで多数決を試みた． 
 
表 11 SVM の設定 
SVM kernel C gamma penalty loss dual tol 
分類器 1 rbf 2^15 2^3         
分類器 2 rbf 2^15 2^-15         
分類器 3 rbf 2^-5 2^3         
分類器 4 rbf 2^-5 2^-15         
分類器 5 linear     12 hinge TRUE 1.00E-03 
分類器 6 linear     11 squared_hinge FALSE 1.00E-03 




(accuracy)を示す．このとき，SVM は表 11 を使い，ブロックを 5 つに分け，メッシュは
3*3 で行った．正誤の分類結果を表 12,13,14 に，勘の分類結果を表 15,16,17 に，難易度
の分類結果を表 18,19 に，解法の分類結果を表 20,21 に示す． 
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特徴量について，表 12,15,18,20 は 4.1 項の特徴量の全てを用いて分類した結果で，表







表 12 問題１の正誤(座標あり，メッシュ外あり) 
  全部 速度なし 筆圧なし 間隔なし 
アンサンブル 0.526 0.579 0.526 0.526 
分類器１ 0.684 0.684 0.684 0.684 
分類器２ 0.526 0.579 0.526 0.474 
分類器３ 0.684 0.684 0.684 0.684 
分類器４ 0.684 0.684 0.684 0.684 
分類器５ 0.368 0.421 0.421 0.316 
分類器６ 0.316 0.316 0.316 0.263 
分類器７ 0.368 0.421 0.421 0.316 
 
表 13 問題１の正誤(座標あり，メッシュ外なし) 
  全部 速度なし 筆圧なし 間隔なし 
アンサンブル 0.579 0.579 0.579 0.474 
分類器１ 0.684 0.684 0.684 0.684 
分類器２ 0.474 0.474 0.474 0.421 
分類器３ 0.684 0.684 0.684 0.684 
分類器４ 0.684 0.684 0.684 0.684 
分類器５ 0.316 0.368 0.421 0.368 
分類器６ 0.368 0.421 0.421 0.421 
分類器７ 0.316 0.368 0.421 0.368 
 
表 14 問題１の正誤（座標なし） 
  全部 速度なし 筆圧なし 間隔なし 
アンサンブル 0.526 0.632 0.579 0.421 
分類器１ 0.684 0.684 0.684 0.684 
分類器２ 0.579 0.684 0.579 0.474 
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分類器３ 0.684 0.684 0.684 0.684 
分類器４ 0.684 0.684 0.684 0.684 
分類器５ 0.526 0.684 0.579 0.421 
分類器６ 0.421 0.474 0.474 0.421 
分類器７ 0.526 0.579 0.526 0.579 
 
表 15 問題１の勘(座標あり，メッシュ外あり) 
  全部 速度なし 筆圧なし 間隔なし 
アンサンブル 0.789 0.789 0.789 0.737 
分類器１ 0.789 0.789 0.789 0.789 
分類器２ 0.789 0.789 0.789 0.737 
分類器３ 0.789 0.789 0.789 0.789 
分類器４ 0.789 0.789 0.789 0.789 
分類器５ 0.421 0.421 0.421 0.368 
分類器６ 0.789 0.789 0.789 0.684 
分類器７ 0.421 0.421 0.421 0.368 
 
表 16 問題１の勘(座標あり，メッシュ外なし) 
  全部 速度なし 筆圧なし 間隔なし 
アンサンブル 0.789 0.789 0.789 0.737 
分類器１ 0.789 0.789 0.789 0.789 
分類器２ 0.789 0.789 0.789 0.737 
分類器３ 0.789 0.789 0.789 0.789 
分類器４ 0.789 0.789 0.789 0.789 
分類器５ 0.421 0.474 0.421 0.368 
分類器６ 0.842 0.842 0.842 0.737 
分類器７ 0.421 0.474 0.421 0.368 
 
表 17 問題１の勘(座標なし) 
  全部 速度なし 筆圧なし 間隔なし 
アンサンブル 0.789 0.789 0.737 0.632 
分類器１ 0.789 0.789 0.789 0.789 
分類器２ 0.737 0.684 0.684 0.579 
分類器３ 0.789 0.789 0.789 0.789 
分類器４ 0.789 0.789 0.789 0.789 
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分類器５ 0.684 0.737 0.684 0.579 
分類器６ 0.684 0.789 0.684 0.684 
分類器７ 0.684 0.737 0.684 0.632 
 
表 18 問題１の難易度(座標あり，メッシュ外あり) 
  全部 速度なし 筆圧なし 間隔なし 
アンサンブル 0.158 0.158 0.211 0.158 
分類器１ 0.632 0.632 0.632 0.632 
分類器２ 0.632 0.632 0.632 0.474 
分類器３ 0.632 0.632 0.632 0.632 
分類器４ 0.632 0.632 0.632 0.632 
分類器５ 0.158 0.211 0.211 0.211 
分類器６ 0.526 0.526 0.526 0.526 
分類器７ 0.158 0.211 0.211 0.211 
 
表 19 問題１の難易度(座標なし) 
  全部 速度なし 筆圧なし 間隔なし 
アンサンブル 0.105 0.105 0.105 0.105 
分類器１ 0.632 0.632 0.632 0.632 
分類器２ 0.368 0.474 0.421 0.526 
分類器３ 0.632 0.632 0.632 0.632 
分類器４ 0.632 0.632 0.632 0.632 
分類器５ 0.316 0.474 0.368 0.526 
分類器６ 0.316 0.421 0.316 0.474 
分類器７ 0.368 0.474 0.316 0.421 
 
表 20 問題１の解法(座標あり，メッシュ外あり) 
  全部 速度なし 筆圧なし 間隔なし 
アンサンブル 0.778 0.778 0.778 0.778 
分類器１ 0.778 0.778 0.778 0.778 
分類器２ 0.778 0.778 0.778 0.778 
分類器３ 0.778 0.778 0.778 0.778 
分類器４ 0.778 0.778 0.778 0.778 
分類器５ 0.556 0.556 0.444 0.556 
分類器６ 0.667 0.667 0.667 0.667 
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分類器７ 0.556 0.556 0.444 0.556 
 
表 21 問題１の解法(座標なし) 
  全部 速度なし 筆圧なし 間隔なし 
アンサンブル 0.556 0.667 0.444 0.667 
分類器１ 0.778 0.778 0.778 0.778 
分類器２ 0.556 0.778 0.556 0.556 
分類器３ 0.778 0.778 0.778 0.778 
分類器４ 0.778 0.778 0.778 0.778 
分類器５ 0.556 0.667 0.556 0.556 
分類器６ 0.556 0.667 0.222 0.667 
分類器７ 0.556 0.778 0.556 0.556 
 
また，問題１の正誤をメッシュ 4*4 にして分類した結果を表示す． 
 
表 22 問題１の正誤(座標あり，メッシュ外あり，メッシュ 4*4) 
  全部 速度なし 筆圧なし 間隔なし 
アンサンブル 0.684 0.737 0.737 0.737 
分類器１ 0.684 0.684 0.684 0.684 
分類器２ 0.421 0.684 0.526 0.526 
分類器３ 0.684 0.684 0.684 0.684 
分類器４ 0.684 0.684 0.684 0.684 
分類器５ 0.421 0.474 0.421 0.421 
分類器６ 0.579 0.632 0.632 0.632 
分類器７ 0.421 0.474 0.421 0.421 
 
表 23 問題１の正誤(座標あり，メッシュ外なし，メッシュ 4*4) 
  全部 速度なし 筆圧なし 間隔なし 
アンサンブル 0.789 0.789 0.789 0.737 
分類器１ 0.684 0.684 0.684 0.684 
分類器２ 0.632 0.632 0.632 0.632 
分類器３ 0.684 0.684 0.684 0.684 
分類器４ 0.684 0.684 0.684 0.684 
分類器５ 0.421 0.421 0.421 0.368 
分類器６ 0.684 0.632 0.684 0.684 
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分類器７ 0.421 0.421 0.421 0.368 
 
 表 12 から表 23 までの結果から，正解率は低く，分類ができていないことが分かる．さ
らに，分類で表 11 の SVM を用いたが，表 12～23 すべての分類で分類器 1,3,4 は常に 1











解データである問題１の 13 個，問題２の 6 個，問題３の 11 個を合わせた合計 30 個のデ
ータから分類する． 
原因２の対策として，座標の特徴量であるメッシュ内密度の設定を変化させた．今まで








SVM の kernel=” rbf”とし，C と gamma を以下の範囲でグリッドサーチを行った． 
  ‘C‘ : logspace(-20,20,base = 2) 
  ‘gamma’: logspace(-20,20,base = 2) 
ここで，logspace(a,b,base=x)とは，x^a と x^b の間で対数的に等間隔な 50 点の行ベク
トルを作成することである． 
座標の特徴量がある場合のグリッドサーチ結果を表 24 に示す．表 24 はそれぞれ c と
gamma は 2 の何乗かを示している．ここから，値を整理すると表 25 の 3 種類になる．ま




表 24 グリッドサーチ(座標あり)のベストパラメータ一覧 
 分類器 c gamma 
1 4.490 -7.755 
2 -20 -20 
3 2.857 -6.122 
4 -20 -20 
5 -20 -20 
6 -20 -20 
7 -20 -20 
8 -20 -20 
9 -20 -20 
10 1.224 -2.857 
11 -20 -20 
12 -20 -20 
13 -20 -20 
14 -20 -20 
15 -20 -20 
16 -20 -20 
17 -20 -20 
18 -20 -20 
19 -20 -20 
20 -20 -20 
21 -20 -20 
22 3.673 -7.755 
23 -20 -20 
24 2.041 -6.939 
25 -20 -20 
26 -20 -20 
27 -20 -20 
28 3.673 -8.571 
29 2.041 -6.939 
 
 
表 25 グリッドサーチ(座標あり)まとめ 
 分類器 c gamma 
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1 4.49 -7.75 
2 2.85 -6.12 
3 3.67 -7.75 
 
表 25 の SVM を分類機としてアンサンブルをとった結果を表 26 に示す． 
 
表 26 表 25 の分類機での分類結果 
  座標あり 座標なし 
アンサンブル 0.633 0.733 
分類器１ 0.667 0.733 
分類器２ 0.633 0.733 
分類器３ 0.700 0.700 
 
また，座標なしでのグリットサーチも行った結果を表 27 に示す．ここから，値を整理
すると表 28 の 5 種類になる．また，このときのグリッドサーチの正解率平均は
0.7333333 であった． 
 
表 27 グリッドサーチでのベストパラメータ一覧 
ループ回数 C(2^x) Gamma(2^x) 
0 15.102 -12.653 
1 -20 -20 
2 13.469 -11.837 
3 -20 -20 
4 15.102 -12.653 
5 -20 -20 
6 2.857 -5.306 
7 -20 -20 
8 -20 -20 
9 2.857 -6.939 
10 -20 -20 
11 -20 -20 
12 -20 -20 
13 -20 -20 
14 -20 -20 
15 2.857 -6.122 
43 
 
16 12.653 -10.204 
17 -20 -20 
18 -20 -20 
19 3.673 -6.939 
20 13.469 -11.020 
21 2.857 -6.122 
22 -20 -20 
23 12.653 -10.204 
24 -20 -20 
25 4.490 -6.939 
26 -20 -20 
27 2.857 -6.122 
28 15.102 -12.653 
29 -20 -20 
 
表 28 グリッドサーチを整理した分類器 
分類器 c gamma 
1_2 2.86 -6.12 
2_2 3.67 -6.93 
3_2 4.48 -6.93 
4_2 13.46 -11.83 
5_2 15.1 -12.65 
 
表 28 の SVM を分類機としてアンサンブルをとった結果を表 29 に示す． 
 
表 29 表 28 の分類機での分類結果 
  座標あり 座標なし 
アンサンブル 0.633 0.733 
分類器１ 0.633 0.733 
分類器２ 0.633 0.733 
分類器３ 0.633 0.733 
分類器４ 0.567 0.733 





表 28 より，分類器 5 の座標の特徴量なしが高い結果となっている．そこで，表 30 のよ
うな表 28 の分類器 5 のパラメータに近い SVM でアンサンブルをとった．このとき，座標
の特徴量はなしで行った． 
 
表 30 特徴量座標なしが高い値になる分類器パラメータ 
分類器 c gamma 
1 15.1 -12.65 
2 12.65 -10.40 
3 15 -15 
 
表 31  表 30 の分類機での分類結果(座標なし) 
  全部 速度なし 筆圧なし 間隔なし 
アンサンブル 0.833 0.800 0.700 0.667 
分類器１ 0.833 0.800 0.700 0.700 
分類器２ 0.833 0.833 0.667 0.600 
分類器３ 0.800 0.733 0.767 0.667 
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