On Gaussian multiplicative chaos by Shamov, Alexander
ar
X
iv
:1
40
7.
44
18
v4
  [
ma
th.
PR
]  
27
 M
ay
 20
16
On Gaussian multiplicative chaos
Alexander Shamov∗
July 16, 2014
revised Mar 08, 2016
Abstract
We propose a new definition of the Gaussian multiplicative chaos and
an approach based on the relation of subcritical Gaussian multiplicative
chaos to randomized shifts of a Gaussian measure. Using this relation
we prove general results on uniqueness and convergence for subcritical
Gaussian multiplicative chaos that hold for Gaussian fields with arbitrary
covariance kernels.
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1 Introduction
1.1 The object of interest
Let (T , µ) be a finite measure space, and let X = (X (ω, t))ω∈Ω,t∈T be a Gaus-
sian field parametrized by t ∈ T and defined on a probability space (Ω,P). With
this data one can associate the following random measure:
M (dt) := exp
[
X (t)− 1
2
E |X (t)|2
]
µ (dt) . (1)
The Gaussian multiplicative chaos (GMC) is the natural generalization of such
a random measure to the setting when the field (X (t)) is defined in a distribu-
tional sense rather than pointwise, i.e. via a family of formal “integrals” against
test functions from an appropriate class. Obviously, for such generalized Gaus-
sian fields (1) does not make sense literally, since X (t) need not be well-defined
as a random variable for any particular t. Accordingly, in nontrivial cases M is
almost surely µ-singular, so the densityM (dt) /µ (dt) is not well-defined either.
The commonly used ways of interpreting (1) rigorously and constructing
such random measures proceed by approximating the field X by Gaussian fields
Xn that are, unlike X , defined pointwise. One defines a GMC M as a limit, in
an appropriate topology, of random measures
Mn (dt) := exp
[
Xn (t)− 1
2
E |Xn (t)|2
]
µ (dt) . (2)
This approach leads naturally to the following problems, both of which will be
addressed in this paper.
Problem 1. Find conditions on the approximation Xn → X that are sufficient
for convergence of Mn.
Problem 2. Prove that the limit is independent of the approximation proce-
dure.
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As far as we know, in previous works these problems have only been par-
tially solved under unnecessarily restrictive assumptions. Below we provide an
overview of the commonly used approximation procedures.
1.1.1 Martingale approximation [10]
The martingale approximation is employed in Kahane’s original work on GMC
in [10]. In his construction the increments Xn − Xn−1 are independent (and
X0 := 0), which implies that (Mn) is a positive measure-valued martingale. The
martingale property guarantees that Mn converges to a random measure M in
the sense that Mn [A] → M [A] almost surely for any fixed measurable set A.
Moreover, EM = µ iff the martingale (Mn [T ]) is uniformly integrable, in which
case the limit M is taken as the interpretation of (1).
One intuitively expects the martingale approximation to yield the “right”
and completely general notion of subcritical GMC. However, Kahane’s work
falls short of establishing the basic setup in sufficient generality.
The construction in [10] takes as its input a function K : T ×T → R+∪{∞}
— thought of as the covariance kernel of the Gaussian field X . K is assumed
to be decomposable into a sum
K (t, s) :=
∑
n
pn (t, s) (3)
of kernels pn : T × T → R+ that are both positive definite and positive in
the pointwise sense (i.e. pn (t, s) ≥ 0, ∀t, s). We may assume that K is finite
µ ⊗ µ-almost everywhere, but it may explode on the diagonal. Unlike the sum
K, the kernels pn are only allowed to take finite values, so that indeed there are
independent Gaussian fields Xn −Xn−1 with covariance
E (Xn (t)−Xn−1 (t)) (Xn (s)−Xn−1 (s)) := pn (t, s) .
The kernels K that admit a representation (3) (with pn continuous with respect
to a given compact metrizable topology on T ) are said to be of σ-positive type.
Under this σ-positivity assumption it is proved in [10] that the law of the limiting
random measure M is independent of the decomposition (3).
One problem with this approach is that due to the pointwise positivity as-
sumption pn (t, s) ≥ 0, σ-positivity is both unnecessarily restrictive and hard
to check in practice. Another problem is that while M is naturally defined on
the same probability space with the underlying Gaussian randomness, Kahane
only proves uniqueness in law rather than uniqueness of M as a function of the
Gaussian field. That is, his result does not rule out the possibility that different
decompositions of X yield different random measures with the same law.
1.1.2 Mollifying operators [17, 7, 16]
This approximation technique restricts the generality to an important special
case where T is a domain in Rd, µ is the Lebesgue measure, and the covariance
kernel K of the field X has the special form
K (t, s) := γ2 log+ ‖t− s‖−1 + g (t, s) , (4)
where log+ := max (log, 0), the function g : T × T → R is bounded and con-
tinuous, and γ2 < 2d. In this case X is obviously well-defined as a random
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distribution, i.e. it can be integrated against smooth test functions. The fields
Xn are constructed by convolution:
Xn (t) :=
ˆ
T
X (t′)ψ1/n (t− t′) dt′, (5)
ψ1/n (x) := n
dψ (nx) ,
where ψ : Rd → R+,
´
ψ (t) dt = 1, subject to appropriate smoothness con-
ditions. This approximation method was used in [17] for stationary fields on
T = Rd, and according to [16], the same techniques apply to the non-stationary
setting. Unlike in Kahane’s approach, for convolution approximations the con-
vergence of Mn is a nontrivial fact. In [17] it is proved that Mn converges in
law to some M , and that LawM is independent of the choice of the mollifier ψ.
Naturally, one expects the stronger result that Mn converges almost surely or
at least in probability rather than just in law. Similarly, the random measure
M should be unique not just in law but as a function of the Gaussian field X .
In [7] a related construction with circle averages was used in the special case
where X is the Gaussian free field in dimension 2. In this very special setting
the authors prove almost sure convergence of Mn.
1.2 The new definition
In this paper we introduce a new definition of GMC that is based on our view
of M as a function of the field X rather than a standalone random measure.
Recall that a Cameron-Martin vector (or admissible shift) of the Gaussian
field X is a deterministic function ξ on T , such that the distribution of X + ξ
is absolutely continuous with respect to that of X1. We denote by H the space
of Cameron-Martin vectors.
Our starting point is the following basic observation: the “exponential” be-
havior (1) of a GMC M can be characterized by the way M changes when
the field X is shifted by Cameron-Martin vectors. Namely, for all ξ ∈ H the
following should hold almost surely:
M (X + ξ, dt) = eξ(t)M (X, dt) . (6)
This property is taken as our definition of GMC. A GMC is called subcritical if
EM is σ-finite, in which case we will often assume for convenience that EM = µ.
This does not restrict generality, as will be explained in Remark 13. In this paper
we only deal with subcritical GMC theory.
One obvious feature of our definition is that unlike the previous ones, it is
not tied to any particular construction of GMC. On the other hand, for any
particular construction that exhibits M as a function of X it is typically easy
to check that it satisfies (6), at least for a dense subspace of Cameron-Martin
shifts, which turns out to be enough. This facilitates the comparison of different
constructions; in particular, the seemingly complicated problem of independence
1The Cameron-Martin space is dual to the Hilbert space of measurable linear functionals of
the field, i.e. “test functions”. For the reason explained in Appendix in our setting the space of
test functions contains L2 (T , µ′) for some equivalent measure µ′ ∼ µ, so that Cameron-Martin
vectors are representable by µ-equivalence classes of functions.
4
of the approximation procedure reduces to the uniqueness problem for our notion
of subcritical GMC, which turns out to be remarkably easy.
In terms of generality, our notion of GMC includes both Kahane’s GMC [10]
and the subcritical and critical GMC over logarithmic fields as constructed in
[17, 7, 16], with the caveat that it retains information about the dependence on
the underlying Gaussian field. On the other hand, it does not include distri-
butional limits of GMCs that are not measurable with respect to the Gaussian
field even when properly coupled to it, most notably the atomic supercritical
GMC [12, 2], nor does it include the complex GMC [11], which is not a ran-
dom positive measure but rather a complex-valued field of almost surely infinite
variation.
1.3 Approximation
The main result of the paper is a general approximation theorem for subcritical
GMC. A version of it can be stated as follows.
We assume thatX is defined on test functions in L2 (µ), so that the Cameron-
Martin space H is embedded into L2 (µ). Let An : H → L2 (µ) be bounded
operators that converge strongly to the identity embedding H → L2 (µ). We
use them to define the approximating fields Xn := AnX :
ˆ
Xn (t) f (t)µ (dt) :=
ˆ
X (t)A∗nf (t)µ (dt) .
Assume that the covariance kernels of the fields X and Xn are Hilbert-Schmidt,
i.e. there are functions Kn,K ∈ L2 (T × T , µ⊗ µ), such that for all f ∈ L2 (µ)
we have
E
(ˆ
Xn (t) f (t)µ (dt)
)2
=
ˆ
Kn (t, s) f (t) f (s)µ (dt)µ (ds) ,
and similarly for Xn and Kn replaced by X and K. Assume that Kn → K in
measure (µ⊗ µ).
Theorem 3. If there exist subcritical GMCs Mn over the fields Xn with the
same expectation µ, and {Mn [T ]} are uniformly integrable then there exists a
subcritical GMC M over X with expectation µ, and Mn →M in the sense that
for every f ∈ L1 (µ)
ˆ
f (t)Mn (Xn, dt)
L1(Ω,P)→
ˆ
f (t)M (X, dt) .
Later we restate and prove the approximation theorem in different notation
as Theorem 25. The assumptions there are only marginally more general —
most notably, the approximating fields are only assumed to be jointly Gaussian,
not necessarily measurable with respect to the limiting field. We also show in
Theorem 19 and its Corollary 20 that the assumption that the covariances Kn
and K are Hilbert-Schmidt, at least with respect to some equivalent measure
µ′ ∼ µ, follows from the existence of a subcritical GMC over Xn, and therefore
does not need to be included as a separate clause.
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In spite of the generality of Theorem 25, even for logarithmic fields (4) and
convolution approximations Anξ := ξ ∗ ψ1/n as in (5) our result is stronger
than the approximation theorem of Robert and Vargas [17] in that we assert
convergence in probability rather than just in distribution and identify the limit
as a function of the Gaussian field. In this special case the only condition of
Theorem 25 that is nontrivial to check is the uniform integrability of Mn [T ],
and we will see in Section 3.4 that it follows from the results of [10], namely the
existence of a GMC for some specific logarithmic field and Kahane’s comparison
inequality.
Other approaches to the problems of convergence and independence of the
mollifier for logarithmic GMCs were explored in the papers [?, ?], both of which
appeared after our initial preprint. Unlike our result, [?] also covers the critical
case.
1.4 Randomized shifts
A central idea that we employ throughout the paper is to study the random
measure M by considering the measure
Q (dω, dt) := P (dω)M (X (ω) , dt)
on Ω×T , where (Ω,F ,P) is the underlying probability space. Since by Cameron-
Martin theorem, multiplying the Gaussian measure by an exponential of a linear
functional amounts to shifting the measure, and the GMC is a generalization of
exponentials, the following fact should come as no surprise.
Theorem 4. A random measure M is a subcritical GMC over a field X iff for
every positive function f = f (X, t), measurable with respect to the field X and
t ∈ T , we have
E
ˆ
f (X, t)M (X, dt) = E
ˆ
f (X +K (t, ·) , t)µ (dt) , (7)
where K is the covariance of the field X.
The left-hand side of (7) can be written as
´
f (X (ω) , t)Q (dω, dt), so its
right-hand side characterizes the measure Q on the σ-algebra σ (X, t) in terms
of the field X and the expectation µ = EM . On the other hand, the random
measure M can be recovered from Q by disintegrating Q (dω, dt) with respect
to the variable ω, and in fact only the restriction of Q to σ (X, t) matters, since
M is measurable with respect to X . This leads to an important corollary:
Corollary 5. The subcritical GMC with a given expectation µ over a given
Gaussian field X is unique whenever it exists.
In particular, this means that all approximation-based constructions of sub-
critical GMC yield the same limit.
There is another point of view on (7) that is in some ways more natural and
more appropriate for our purposes, and which we adopt for the rest of the text.
Note that (7) implies that whenever X and t ∈ T are sampled independently,
the latter according to µ, the distribution of X + K (t, ·) is absolutely contin-
uous with respect to that of X , with density equal to the total mass M [T ].
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We express this by calling K (t, ·) a randomized shift of X . Intuitively, random-
ized shifts generalize deterministic Cameron-Martin shifts in the same way as
subcritical GMCs generalize exponentials of Gaussian random variables. More
precisely, there is a bijective correspondence between the two. The relation be-
tween subcritical GMCs and randomized shifts is certainly not a new idea —
for example, a special case of it is mentioned in [18] — but we have not seen
it stated in its proper generality in the literature. A clean statement of the
bijection requires a notational twist, which we explain next.
Suppose that instead of a Gaussian field we are given an abstract Gaussian
random vector X “in” some abstract real separable Hilbert space H , with no a
priori relation to the space (T , µ). Then the additional “field” structure that is
needed in order to make sense of the definition of (6) is a way to map vectors
ξ ∈ H into (µ-equivalence classes of) functions on T — in other words, a
continuous linear operator Y : H → L0 (T , µ), where L0 is the space of µ-
equivalence classes of functions equipped with the topology of convergence in
measure. We write Y applied to ξ ∈ H as 〈Y, ξ〉 ∈ L0 (T , µ), and the value of
〈Y, ξ〉 at a point t ∈ T is written as 〈Y (t) , ξ〉. The operator Y can be viewed as a
“generalized H-valued function on T ”, with 〈Y (t) , ξ〉 being the “scalar product”
of the generalized value “Y (t)” with ξ. Note that 〈Y (t) , ξ〉 is only defined for
µ-almost all t for every fixed ξ, not for all ξ simultaneously, so “Y (t)” may fail
to be a true vector in H . In the same way the “standard Gaussian” X itself
is not a true random vector in H (unless it is finite-dimensional), but rather
defined as an operator X : H → L0 (Ω,P) that takes any ξ ∈ H to a Gaussian
random variable of variance ‖ξ‖2.
We define a generalized random vector in H , defined on a probability space
(Ω,P) (or (T , µ)) as an operator H → L0 (Ω,P) (resp. H → L0 (T , µ)). For the
sake of concreteness, the “value” X (ω) (resp. Y (t)) of such a vector may be
identified with its sequence of coordinates with respect to a fixed orthonormal
basis {en} ⊂ H , i.e. scalar products 〈X (ω) , en〉 and 〈Y (t) , en〉.
From the point of view described above the objects X and Y are treated on
equal grounds as “generalized random vectors”. The defining property of GMC
over such a pair (X,Y ) is rewritten as
M (X + ξ, dt) = e〈Y (t),ξ〉M (X, dt) .
Finally, the relation between GMCs and randomized shifts can be stated as
follows:
Theorem 6. There exists a subcritical GMC M over (X,Y ) iff Y is a ran-
domized shift, i.e. the distribution of X+Y (t) when t is sampled independently
according to µ is absolutely continuous with respect to that of X. If the subcrit-
ical GMC M does exist then for every (X, t)-measurable function f , we have
E
ˆ
f (X, t)M (X, dt) = E
ˆ
f (X + Y (t) , t)µ (dt) .
To summarize, we arrive at two points of view on a Gaussian field. The con-
ventional one is that a field is defined by formal integrals against test functions,
and the other one is that a field is a pair (X,Y ), where X is a standard Gaus-
sian in some Hilbert space H and Y is some generalized random vector in H
indexed by (T , µ). Intuitively, the relation between them is that the “value” of
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the Gaussian field at a point t ∈ T should be “〈X,Y (t)〉”. That these two points
of view are equivalent follows from a nontrivial result of functional analysis —
a factorization theorem due to Maurey and Nikishin [15, 13, 14], as stated in
the Appendix.
The “(X,Y )” notation for Gaussian fields clarifies not only the “GMC ↔
randomized shift” relation but also the approximation theorem. The sequence
of jointly Gaussian fields corresponds to a sequence of couples (X,Yn) with the
same X representing the underlying Gaussian randomness, and the convergence
condition is Yn → Y in the strong operator topology, i.e. 〈Yn, ξ〉 L
0
→ 〈Y, ξ〉
for each ξ ∈ H . In other words, it is really the randomized shift Y that is
being approximated rather than the integrals of the Gaussian fields against
any particular test function. In the notation of Theorem 3 this corresponds to
requiring that An
s→ A rather than A∗n s→ A∗ (where s→ denotes convergence in
the strong operator topology).
1.5 Kernel regularity
It is important in the formulation of our approximation theorem that the covari-
ance kernels of the fields are representable by functions up to µ⊗µ-equivalence.
In GMC theory it is customary to assume this from the beginning, and we are
not aware of any known results that justify this assumption.
Our Theorem 19 and its Corollary 20 provide such a result in the case of
subcritical GMC. The statement that we prove there is that the existence of
a subcritical GMC implies that the covariance kernel of the field is indeed a
function (up to µ⊗ µ-equivalence), and moreover, this function has polynomial
moments with respect to some equivalent measure µ′ ⊗ µ′:
K ∈
⋂
p
Lp (µ′ ⊗ µ′) . (8)
Note that the existence of the 1-exponential momentˆ
eK(t,s)µ (dt)µ (ds) <∞ (9)
is already sufficient for the existence of a subcritical GMC. Indeed, formally,
the 1-exponential moment of K equals E
[
(M [T ])2
]
, and (9) ensures that Ka-
hane’s martingale approximations are bounded in L2, and therefore uniformly
integrable.
In relation to this it is appropriate to mention Kahane’s 12 -exponential mo-
ment conjecture that states that a subcritical GMC exists iff for some µ′ ∼ µ
we have ˆ
e
1
2
K(t,s)µ′ (dt)µ′ (ds) <∞. (10)
This conjecture turned out to be false — namely, as Sato and Tamashiro demon-
strated in [18], for any ε > 0 even
ˆ
e(1−ε)K(t,s)µ (dt)µ (ds) <∞
is not sufficient for the existence of a GMC. To find a correct replacement for
Kahane’s condition appears to be an open problem.
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1.6 Organization of the paper
• In Section 2 we introduce relevant notion of “generalized Gaussian fields”
and the definition of GMC.
• In Section 3 we formulate the main results of the paper — the GMC ↔
randomized shift bijection (Theorem 17) in Section 3.1, the kernel reg-
ularity theorem (Theorem 19 and Corollary 20) in Section 3.2 and the
approximation theorem (Theorem 25) in Section 3.3. In the remaining
Section 3.4 we apply the approximation theorem to the convolution ap-
proximations of logarithmic fields (Theorem 26).
• In Section 4 we prove the GMC ↔ randomized shift bijection (Theorem
17).
• In Section 5 we prove the kernel regularity theorem (Theorem 19 and
Corollary 20). The reader only interested in the approximation theorem
can safely skip this, as long as (s)he is willing to assume that both the
approximating fields and the limiting field have Hilbert-Schmidt covari-
ances.
• In Section 6 we prove our main approximation theorem (Theorem 25).
• In the Appendix we state the Maurey-Nikishin factorization theorem and
explain the relation between the “(X,Y )” and the test function point of
view on Gaussian fields.
1.7 Notation and standard assumptions
We always denote by H a separable infinite-dimensional real Hilbert space; vec-
tors in H are denoted by ξ, η, . . . , generalized random vectors (Definition 7)
— by uppercase X,Y, Z, . . . . Among the latter, X is reserved for a standard
Gaussian in H (Example 9), defined on a standard probability space (Ω,F ,P)
(i.e. one isomorphic to a Polish space equipped with a Borel probability mea-
sure). Y, Z, . . . are defined on a standard measurable space T equipped with a
finite or σ-finite positive measure µ. This T serves as the parameter space for
generalized Gaussian fields.
Assuming Y is defined on T , a Gaussian multiplicative chaos over the
field (X,Y ) (Definition 11) is denoted by M (X, dt) or, in cases of ambiguity,
MY (X, dt).
The notation Law is used for the distribution of a generalized random vector,
i.e. the joint distribution of linear functionals of it. Modifiers like Lawµ, LawQ
are used when the underlying probability space is equipped with probability
measures µ,Q. Similarly, Eµ,EQ are used for the expectation with respect to
µ,Q.
2 The setup
2.1 Generalized Gaussian fields
For any standard probability space (T , µ) we denote by L0 (T , µ) the space of µ-
equivalence classes of functions on T , equipped with the topology of convergence
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in measure.
Throughout the text we fix a real separable Hilbert space H .
Definition 7. A generalized H-valued function defined on (T , µ) is a continuous
linear operator Y : H → L0 (T , µ). Generalized H-valued functions defined on
the distinguished probability space (Ω,P) are also called generalized random
vectors (in H).
Remark 8. The notion of generalized H-valued function only depends on the
equivalence class of measures. Indeed, if µ′, µ′′ are two equivalent probability
measures then the topologies of convergence in measure are the same for µ′ and
µ′′, so L0 (µ′) and L0 (µ′′) can be identified in a canonical way. This also allows
us to define L0 over a (nonzero) σ-finite measure as L0 over any equivalent
probability measure. For the sake of having the right definitions in the trivial
case, for µ = 0 we set L0 (µ) := {0}.
We use the “scalar product” notation 〈Y, ξ〉 for a generalized H-valued func-
tion Y and a vector ξ ∈ H to denote the corresponding (equivalence class of)
function. By an abuse of notation we will write the value 〈Y, ξ〉 (t) as 〈Y (t) , ξ〉.
For the sake of concreteness we may treat any generalized H-valued function
Y as a “true” equivalence class of a function with values in R∞ by taking its
coordinates in a fixed orthonormal basis (en) of H . Namely, the “value Y (t)”
is identified with its sequence of coordinates Y (n) (t) := 〈Y (t) , en〉, which is
well-defined up to equality almost everywhere. Not all R∞-valued functions can
serve as generalized H-valued functions. The necessary and sufficient condition
for a sequence Y (n) to come this way from a generalized H-valued function is
that for all ξ ∈ ℓ2 the series ∑n ξnY (n) should converge in L0, so that it is
possible to define 〈Y, ξ〉 almost everywhere as a measurable linear functional.
The choice of R∞ ⊃ H as the space to host the values of all generalized
H-valued functions is highly arbitrary and actually irrelevant for our purposes.
It is, however, important for Y (t) to have some Frechet (thus: standard Borel)
space to live in.
We identify true H-valued functions with a special case of generalized H-
valued functions. Accordingly, “Y (t) ∈ H for almost all t” means that Y is a
true H-valued function.
Example 9. We call a generalized random vector X standard Gaussian in
H if all 〈X, ξ〉 , ξ ∈ H are centered Gaussian random variables with variance
E 〈X, ξ〉2 = ‖ξ‖2.
We say that a generalized H-valued function Y on a probability (T , µ) has a
weak first moment (with respect to the measure µ) if for any ξ ∈ H the function
〈Y, ξ〉 is in L1 (µ). In this case, by a standard application of the closed graph
theorem, there exists a vector
´
Y (t)µ (dt) ∈ H defined in the obvious way:〈ˆ
Y (t)µ (dt) , ξ
〉
:=
ˆ
〈Y (t) , ξ〉µ (dt) .
We may replace the symbol
´
. . . µ (dt) by Eµ, and
´
. . .P (dω) by E.
Definition 10. A generalized Gaussian field on a standard measure space (T , µ)
is a couple (X,Y ), where X is the standard Gaussian random vector in H
(defined on (Ω,P)) and Y is a generalized H-valued function defined on (T , µ).
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As mentioned in the introduction, this point of view on generalized Gaus-
sian fields is equivalent to the more conventional one in terms of integration
against L2 test functions. The equivalence between the two is nontrivial and in-
volves a factorization theorem due to Maurey and Nikishin (Theorem 40). The
translation in both directions is explained in the Appendix.
2.2 The definition of a GMC
By a random measure on a measure space (T , µ) we always mean a random
positive finite measure M , such that EM is µ-absolutely continuous (notation:
EM ≪ µ). The measure EM is defined by (EM) [A] := E (M [A]) for all
measurable subsets A ⊂ T . Note that EM need not be a σ-finite measure;
however, it is equivalent to a finite one — namely, E
[
(M [T ] ∨ 1)−1M
]
—
in the sense that their classes of null sets coincide. Similarly, the condition
EM ≪ µ is understood in the sense that for any measurable A ⊂ T , such that
µ [A] = 0, we have EM [A] = 0, or equivalently, M [A] = 0 a.s.
Note that even though EM is µ-absolutely continuous, M itself may be
almost surely µ-singular.
We refer to the vectors ξ ∈ H as Cameron-Martin shifts (of the Gaussian
X). For the necessary background on them the reader is referred to [9, Theorem
14.1].
Definition 11. A random measure M on (T , µ) is called a Gaussian multi-
plicative chaos (GMC) over the Gaussian field (X,Y ) if
1. EM ≪ µ
2. M is measurable with respect to X (which allows us to writeM = M (X));
3. For all vectors ξ ∈ H
M (X + ξ, dt) = e〈Y (t),ξ〉M (X, dt) a.s. (11)
The GMC is called subcritical if EM is σ-finite.
Instead of “GMC over the Gaussian field (X,Y )” we may also say “GMC
associated to Y ” with the Gaussian X understood implicitly.
Formula (11) requires a couple of comments. First, X + ξ is a shifted Gaus-
sian, so by the Cameron-Martin theorem, its distribution is equivalent to that
of X , which makes M (X + ξ) well-defined. Second, even though 〈Y, ξ〉 is only
defined almost everywhere with respect to µ, and in the interesting cases M
is almost surely µ-singular, e〈Y,ξ〉M is still well-defined, precisely because EM
is µ-absolutely continuous. Indeed, if ϕ, ϕ˜ are two measurable functions on
T that are equal µ-almost everywhere to e〈Y,ξ〉 then for P-almost all ω and
M (X (ω) , dt)-almost all t we have ϕ (t) = ϕ˜ (t), thus almost surely ϕM = ϕ˜M .
Example 12. If Y (t) ∈ H for almost all t then
M (X, dt) := exp
[
〈X,Y (t)〉 − 1
2
‖Y (t)‖2
]
µ (dt) (12)
is a subcritical GMC over the Gaussian field (X,Y ) with expectation EM = µ.
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Remark 13. Obviously, in the definition of GMC only the equivalence class of
µ matters. However, in the subcritical case we will sometimes assume that
EM = µ, which is no loss of generality because a GMC on (T , µ) is also a GMC
on (T ,EM). Furthermore, another common assumption will be that EM = µ
is finite, which is also no loss of generality because our theory is essentially local,
i.e. the statements for the whole space (T , µ) reduce to those for its subsets of
finite measure.
Finally we would like to remark there exist GMCs that are not subcritical.
So far the only examples known to the author are the critical GMCs over log-
arithmic fields and their hierarchical counterparts [8, 6, 5]. For these critical
GMCs we have for any measurable set A ⊂ T
EM [A] =
{
0, µ [A] = 0
∞, µ [A] > 0
so that it is impossible to normalize them by expectation. In these cases EM is
a non-σ-finite measure that we agree to call µ-absolutely continuous; its density
with respect to µ is almost everywhere infinite.
3 Main results
3.1 Randomized shifts
Definition 14. A generalized H-valued function Y defined on (T , µ) is called
a randomized shift if
LawP⊗µ [X + Y ]≪ LawPX.
Note that being a randomized shift only depends on the equivalence class of
Lawµ Y .
Example 15 (Trivial shifts). By the Cameron-Martin theorem every H-valued
function Y : T → H (not “generalized”!) is a randomized shift.
These Cameron-Martin shifts are viewed as “trivial”. There are less trivial
ones:
Example 16 (Gaussian shifts). By the Hajek-Feldman theorem [4, Theorem
6.3.2], a Gaussian generalized random vector in H (i.e. that for which all linear
functionals are Gaussian) is a randomized shift iff its covariance is Hilbert-
Schmidt. Note also that being “trivial” in the above sense is equivalent to the
covariance being trace class.
In Theorem 17 we describe the relation between subcritical GMC over Gaus-
sian fields with parameter space (T , µ) and randomized shifts defined on (T , µ).
Here it is convenient to view (T , µ) as an additional source of randomness, so
functions on Ω×T are treated as random variables — in particular, the projec-
tion map Ω×T → T is treated as “the” random point t in T . Accordingly, we
use the notation Lawµ, LawP⊗µ, . . . for the law of a generalized random vector
defined on the probability space (T , µ) , (Ω×T ,P⊗µ) , . . . .
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Theorem 17. There exists a subcritical GMC M over the Gaussian field (X,Y )
with expectation µ iff Y is a randomized shift, in which case under the Peyrière
measure on Ω×T
Q (dω, dt) := P (dω)M (X (ω) , dt) (13)
we have
LawQ [X, t] = LawP⊗µ [X + Y (t) , t] . (14)
Note that (14) characterizes uniquely the measure Q on the σ-algebra gen-
erated by (X, t), so by disintegration with respect to X it also characterizes
M (X). Therefore, we have the following important corollary: a subcritical
GMC is unique.
Corollary 18. A subcritical GMC with a given expectation µ, associated to a
given Y , is unique, whenever it exists. M can be recovered from µ and Y as
follows:
M [T ] = LawP⊗µ [X + Y (t)] / LawX,
(M [T ])−1M (x, dt) = LawP⊗µ [t ∈ dt | X + Y (t) = x] ,
where . . . / LawX denotes the Radon-Nikodym density viewed as a function of
X, and Law [· | ·] denotes the conditional distribution.
Note that unlike in the previous approaches to GMC theory, we have proven
uniqueness of M as a function of X rather than just in law.
It is instructive to note the role of the subcriticality of M in Theorem 17.
For every GMC, not necessarily a subcritical one, we can construct the measure
Q as in (13). In general, Q is only σ-finite, and subcriticality is equivalent to
the finiteness of µ-almost all fiber measures Qt in the disintegration
Q (dω, dt) = Qt (dω)µ (dt) .
Indeed, the density of EM with respect to µ at t ∈ T is equal to the total
mass of the fiber measure Qt. The proof of Theorem 17 proceeds essentially
by verifying that the fiber Qt behaves under shifts by ξ ∈ H like the standard
Gaussian measure shifted by Y (t) in the sense that it satisfies the corresponding
Cameron-Martin formula.
Note that among finite measures there is a unique one (up to scaling)
that satisfies the Cameron-Martin formula, namely the Gaussian itself, so that
the behavior of the GMC under shifts completely characterizes Q. However,
the uniqueness argument fails without the subcriticality assumption because
there are many different σ-finite measures that satisfy the Cameron-Martin for-
mula. For example, for any positive sequence (Cn), such that
∑
n e
−C2n <
∞ there is a unique σ-finite measure γ on R∞ that satisfies the Cameron-
Martin formula for all shifts in H := ℓ2 and whose restriction to
∏
n [−Cn, Cn]
is γres :=
⊗
n
(
Z−1n 1 {|xn| ≤ Cn} e−x
2
n/2dxn
)
, Zn :=
´ Cn
−Cn
e−x
2/2dx. One
can construct such a measure by gluing together the “compatible” measures
e−〈·,ξ〉−
1
2
‖ξ‖2 (Sξ)∗ γ
res (where Sξ is the shift x 7→ x+ ξ). The resulting measure
γ is singular to the Gaussian iff
∑
n C
−1
n e
−C2n/2 = ∞. In fact, by choosing dif-
ferent sequences (Cn) one can produce a continuum of mutually singular σ-finite
measures that satisfy the Cameron-Martin formula. Due to this difficulty the
uniqueness problem for GMCs without the subcriticality assumption remains
open.
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3.2 Regularity of the kernel
A priori for a Gaussian field (X,Y ) one can define the covariance kernel, “K (t, s) =
〈Y (t) , Y (s)〉”, as the formal kernel of the bilinear form on the L2 (µ′) test func-
tions (see the Appendix). Namely,
ˆ
K (t, s) f (t) f (s)µ′ (dt)µ′ (ds) :=
∥∥∥∥
ˆ
f (t)Y (t)µ′ (dt)
∥∥∥∥
2
= E
〈
X,
ˆ
f (t)Y (t)µ′ (dt)
〉2
.
Not all bounded operators in L2 are integral operators, so neither are such K’s
represented by “true” functions on T × T . However, we will prove that in the
GMC theory this pathology does not happen, i.e. whenever a Gaussian field
admits a subcritical GMC, the covariance kernel K is actually representable by
a function on T × T . Furthermore, this function has all moments with respect
to some equivalent measure µ′ ⊗ µ′. The proof proceeds by translating this
property to an equivalent statement about the randomized shift Y and relies on
the factorization theorem (Theorem 40) for the construction of µ′.
For a Hilbert space H we denote by H⊗n its Hilbert n-th tensor power, also
called the space of Hilbert-Schmidt tensors. By definition, it is the completion
of the algebraic tensor power H⊗nalg with respect to the scalar product
〈ξ1 ⊗ · · · ⊗ ξn, η1 ⊗ · · · ⊗ ηn〉 := 〈ξ1, η1〉 . . . 〈ξn, ηn〉 ,
extended from decomposable tensors to all tensors by multilinearity. We denote
by ‖·‖2 the Hilbert space norm corresponding to this scalar product.
For a standard Gaussian X in H there is a well-known theory of random
variables that are polynomial in X , also known as the Wick calculus (see [9,
Chapter III]). Its basic construction is the Wick product of jointly Gaussian
random variables, denoted by :〈X, ξ1〉 . . . 〈X, ξn〉 :, and defined by the polariza-
tion of the identity
:〈X, ξ〉 . . . 〈X, ξ〉 : = ‖ξ‖n hn
(
‖ξ‖−1 〈X, ξ〉
)
,
where hn is the n-th Hermite polynomial
hn (x) := e
− 1
2
∂2
∂x2 xn = xn − 1
2
n (n− 1)xn−2 + . . .
The basic fact is that 〈:X⊗n :, λ〉, defined initially for finite-rank tensors (i.e.
elements of the algebraic tensor product) λ ∈ H⊗nalg by〈
:X⊗n :, ξ1 ⊗ · · · ⊗ ξn
〉
:= :〈X, ξ1〉 . . . 〈X, ξn〉 :,
extends by L2-continuity to all Hilbert-Schmidt tensors λ ∈ H⊗n. In our lan-
guage this is stated as follows:
:X⊗n : is a generalized random vector in H⊗n.
It turns out that this implies a corresponding property for a randomized shift
Y — with the crucial difference that Y , unlike X , does not need the Wick
renormalization:
Y ⊗n is a generalized random vector in H⊗n.
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This is the content of our Theorem 19, and it turns out to be equivalent to the
existence of the n-th moment of the covariance kernel K with respect to µ′⊗µ′
for some equivalent measure µ′ ∼ µ.
Theorem 19. Let X be a standard Gaussian in H, and let (T , µ) be a standard
probability space. Let Y be a randomized shift, defined on (T , µ). Then for every
n ∈ N there is an equivalent measure µ′n ∼ µ on T , such that under µ′n all 〈Y, ξ〉
have finite absolute n-th moment, and the symmetric tensor Eµ′n Y
⊗n, defined
by the polarization of ξ 7→ Eµ′n 〈Y, ξ〉
n
, is Hilbert-Schmidt.
Corollary 20. In the setting of Theorem 19 the quadratic form
f 7→
∥∥∥∥
ˆ
f (t)Y (t)µ′n (dt)
∥∥∥∥
2
is Hilbert-Schmidt. Thus there exists a unique symmetric function K ∈ L2 (µ′n ⊗ µ′n),
such that∥∥∥∥
ˆ
f (t)Y (t)µ′n (dt)
∥∥∥∥
2
=
ˆ
K (t, s) f (t) f (s)µ′n (dt)µ
′
n (ds)
for all f ∈ L2 (µ′n). Moreover,ˆ
(K (t, s))n µ′n (dt)µ
′
n (ds) <∞.
Remark 21. Yet another interpretation of this result could be: the existence of
a subcritical GMC, which is the Wick exponential of the Gaussian field, implies
the existence of all Wick powers “ : (X (t))
n
:” of that field, due to the formal
identity
E
∣∣∣∣
ˆ
: (X (t))
n
:µ′n (dt)
∣∣∣∣
2
=
ˆ
(K (t, s))
n
µ′n (dt)µ
′
n (ds) <∞. (15)
Remark 22. For a randomized shift Y there is a single measure µ′ ∼ µ, such
that ˆ
(K (t, s))
n
µ′ (dt)µ′ (ds) <∞
for all n simultaneously. Such a measure can be constructed as follows:
µ′ (dt) := inf
n
(rnµ
′
n (dt) /µ (dt)) · µ (dt) ,
where (rn) is a sequence of positive numbers that decreases fast enough (namely,
so that µ (dt) /µ′n (dt) = O (rn) , n→∞ for µ-almost all t). This fact is not used
anywhere in the text.
Remark 23. Instead of the factorization theorem, which only implies that Kn is
a bounded bilinear form on L2 (µ′) test functions for some µ′, one can use a sharp
bound, replacing L2 by the Orlicz space L (logL)
n/2
. This follows by Orlicz
space duality from the a priori exp
(− const ·x2/n) tail decay of the distribution
of random variables of the form 〈λ, :X⊗n :〉, λ ∈ H⊗n (see e.g. [9, Theorem
15
6.7]), which carries over with a change of measure to
〈
λ, : (X + cY )
⊗n
:
〉
and
thus also to 〈λ, Y ⊗n〉. The resulting bound,
ˆ
(K (t, s))n f (t) g (s)µ′ (dt)µ′ (ds) ≤ const · ‖f‖L(logL)2/n ‖g‖L(logL)n/2 ,
yields the following estimate: if T = [0, 1] , µ′ = Lebesgue, f := 1ε 1 [a, a+ ε] , g :=
1
ε 1 [b, b+ ε] for some a, b ∈ [0, 1− ε], then we have
ess sup
(
Kn ∗ (ε−1 1 [0, ε])⊗2) = O (|log ε|n) , ε→ 0.
By considering the logarithmic kernels one can see that this bound is sharp.
This will not be used in the paper.
Remark 24. A weaker bound, K ∈ L2 (µ′ ⊗ µ′) for some µ′ ∼ µ, can be proved
without the subcriticality assumption using a different approach. This will be
presented elsewhere.
3.3 Approximation
Let Yn, n ≥ 1 be randomized shifts defined on a probability space (T , µ). Let
KYnYn (t, s) := 〈Yn (t) , Yn (s)〉 be the corresponding kernel, which, by Corollary
20, is well-defined as a function on (T × T , µ⊗ µ). Let MYn be the subcritical
GMC associated to Yn with expectation µ.
Our main result on the approximation of subcritical GMC is as follows:
Theorem 25. Assume that:
• The family of random variables {MYn [T ]} is uniformly integrable;
• There exists a generalized H-valued function Y defined on (T , µ) that is
the limit of Yn in the sense that
∀ξ ∈ H : 〈Yn, ξ〉 L
0(µ)→ 〈Y, ξ〉 . (16)
Then Y is a randomized shift. If, furthermore,
• the kernels KYnYn converge to KY Y in L0 (µ⊗ µ),
then the subcritical GMC MY (associated to Y with expectation µ) is the limit
of MYn in the sense that
∀f ∈ L1 (µ) :
ˆ
f (t)MYn (X, dt)
L1→
ˆ
f (t)MY (X, dt) . (17)
3.4 Application to logarithmic kernels
Let T ⊂ Rd be a bounded domain, let µ be the Lebesgue measure on T , and
let K be a positive definite Hilbert-Schmidt kernel on (T , µ)× (T , µ), such that
for some δ > 0
KY Y (t, s) ≤ (2d− δ) log ‖t− s‖−1 +O (1) , ∀t, s ∈ T . (18)
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Consider also a bounded function ψ on Rd with compact support, such that
ψ ≥ 0, ´ ψ (x) dx = 1, and denote ψε (x) := ε−dψ (ε−1x).
Take any generalized random vector Y with 〈Y (t) , Y (s)〉 := KY Y (t, s). In
order to construct one we may start with a Gaussian field on (T , µ) defined by
its integrals against test functions. Namely, to every test function f ∈ L2 (µ)
we associate the Gaussian variable 〈X,Af〉, where A : L2 (µ)→ H is a bounded
linear operator, such that
〈Af,Ag〉 =
ˆ
KY Y (t, s) f (t) g (s)µ (dt)µ (ds) ,
and we construct Y as the composition H
A→ L2 (T , µ) id→ L0 (T , µ).
Theorem 26. Let
Yε (t) :=
ˆ
T
Y (t′)ψε (t− t′) dt′,
KYε,Yε (t, s) := 〈Yε (t) , Yε (s)〉 =
ˆ
T ×T
KY Y (t
′, s′)ψε (t− t′)ψε (s− s′) dt′ ds′,
MYε (dt) := exp
[
〈X,Yε (t)〉 − 1
2
KYεYε (t, t)
]
dt.
Then there exists a subcritical GMC MY over (X,Y ), and MYε →MY in prob-
ability (the space of measures is equipped with the weak topology). This MY does
not depend on the function ψ used for approximation.
Note that in this case KYεYε is a continuous kernel, so the Gaussian field
(〈X,Yε (t)〉)t∈T has well-defined values at each t ∈ T . The field 〈X,Yε (·)〉 is
obtained by convolving our generalized field 〈X,Y (·)〉 with ψε, which makes
sense, since ψε is allowed as a test function.
We will see that Theorem 26 follows from Theorem 25 once we have a way of
verifying the uniform integrability assumption of the latter. This is done using a
known result on existence of GMC for specific logarithmic kernels and Kahane’s
comparison inequality [10].
Theorem 27 (See [10]). Consider the following kernels on T × T :
K˜C,γ (t, s) := γ
2
Cˆ
1
e−u‖t−s‖
du
u
= γ2 log
(
C ∧ ‖t− s‖−1
)
+O (1) .
Then for γ <
√
2d the family of GMCs with these kernels is uniformly integrable.
Theorem 28 (See [10]). Let (X,Y1) and (X,Y2) be Gaussian fields on T with
continuous (or, more generally, trace class) covariance kernels K1,K2. Assume
that
∀t, s : K1 (t, s) ≤ K2 (t, s) .
Then for every convex function f : R+ → R+
E f
(ˆ
exp
[
〈X,Y1 (t)〉 − 1
2
K1 (t, t)
]
dt
)
≤ E f
(ˆ
exp
[
〈X,Y2 (t)〉 − 1
2
K2 (t, t)
]
dt
)
.
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Proof of Theorem 26. All assumptions of Theorem 25 except for the uniform
integrability are quite trivial to check.
The convergence assumption Yε → Y amounts to the following. For every
ξ ∈ H we associate the function ξ (t) := 〈ξ, Y (t)〉 which belongs to the Cameron-
Martin space of the field (equivalently, the reproducing kernel Hilbert space
associated to K). The assumption Yε → Y is equivalent to
ξ (·) ∗ ψε → ξ (·)
for every such function, which is trivial, since ξ (·) ∈ L2. The condition Kε → K
in L0 (µ⊗ µ) is also trivially satisfied.
To verify uniform integrability we use Kahane’s comparison inequality (The-
orem 28) and the reference family of kernelsKC,γ for which uniform integrability
is known. It follows from (18) that there exists a constant C0, such that for
every ε > 0 there exists C (ε), such that
∀t, s : Kε (t, s) ≤ K˜C(ε),γ (t, s) + C0,
where γ =
√
2d− δ. Now by Theorem 27 GMCs with kernels K˜C(ε),γ (t, s),
and thus also K˜C(ε),γ (t, s) + C0, are uniformly integrable. Therefore, by la
Vallée Poussin’s theorem and Kahane’s inequality (Theorem 28), GMCs with
kernels Kε (t, s) are also uniformly integrable. Therefore, all the assumptions
of Theorem 25 are verified, and we have convergence Mε
L0→ M . That M does
not depend on the approximation follows from our uniqueness result (Corollary
18).
4 Proof of Theorem 17
Proof. Assume first that there exists a subcritical GMC M .
Define a measure Q on Ω×T by (13). We are going to prove (14) by com-
puting the conditional Laplace transform of X given t under the measure Q.
Let ξ ∈ H and let ϕ be an arbitrary positive measurable function on T
(defined µ-almost everywhere). Then
EQ ϕ (t) exp 〈ξ,X〉 =
(1)
E
ˆ
ϕ (t) exp 〈ξ,X〉M (X, dt)
=
(2)
exp
1
2
‖ξ‖2 · E
ˆ
ϕ (t)M (X + ξ, dt)
=
(3)
exp
1
2
‖ξ‖2 · E
ˆ
ϕ (t) exp 〈ξ, Y (t)〉M (X, dt)
= E exp 〈ξ,X〉 · Eµ ϕ (t) exp 〈ξ, Y (t)〉
= EP⊗µ ϕ (t) exp 〈ξ,X + Y (t)〉 .
(19)
“=
(1)
” follows from the definition of Q, “=
(2)
” is an application of the Cameron-
Martin theorem [9, Theorem 14.1] to the shift ξ, and “=
(3)
” is the definition of
GMC. The equality of the left-hand side and the right-hand side of (19) for all
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ξ and ϕ implies (14), since it amounts to equality of conditional Laplace trans-
forms of X conditioned on t, together with the tautology LawQ t = LawP⊗µ t =
µ.
Note that ifM exists then (14) implies that Y is a randomized shift. Indeed,
LawP⊗µ [X + Y ] ≪ LawX with density M [T ].
Conversely, assume that Y is a randomized shift. Then define a measure Q′
on Ω×T equipped with the σ-algebra σ (X, t) by
LawQ′ [X, t] := LawP⊗µ [X + Y (t) , t] .
The absolute continuity property in the definition of randomized shift amounts
to saying that the Ω-projection of Q′ is absolutely continuous with respect to
P on σ (X), so, in particular, one can define a random measure M ′ (X, dt) via
disintegration:
P (dω)M ′ (X, dt) := Q′ (dω, dt)
(this all happens on (Ω×T , σ (X, t)), so M ′ is automatically measurable with
respect to X). EM ′ is the T -projection of Q′, so EM ′ = µ is σ-finite.
To check that M ′ is a GMC, introduce a measure class preserving action
Sξ, ξ ∈ H of the additive group of H on
(
Ω×T , σ (X, t) ,Q′) by
Sξ (X, t) := (X + ξ, t) .
Since it really acts only on X and does not change t, there is also an action
X 7→ X + ξ on (Ω, σ (X) ,P), which we also denote by Sξ.
Sξ is measure class preserving (Q
′), since it preserves the measure class of
almost all fibers in the disintegration of Q′ with respect to t. Indeed, this
amounts to saying that LawP⊗µ [X + Y (t) + ξ | t]≪ LawP⊗µ [X + Y (t) | t] for
µ-almost all t, which is obvious from the Cameron-Martin theorem. Moreover,
the same argument gives an expression for the density:
(Sξ)∗Q
′ (dω, dt)
Q
′ (dω, dt)
= exp
[
〈X (ω)− Y (t) , ξ〉 − 1
2
‖ξ‖2
]
(20)
((Sξ)∗Q
′ is the pushforward of Q′ by the map Sξ, i.e. (Sξ)∗Q
′ [A] = Q′
[
S−1ξ [A]
]
for measurable sets A ∈ σ (X, t)).
Now we compute the very same density in a different way, by disintegrating
Q
′ with respect to X instead of t. This shows how M ′ behaves with respect to
shifts:
(Sξ)∗Q
′ (dω, dt)
Q
′ (dω, dt)
=
(Sξ)∗ [P (dω)M
′ (X (ω) , dt)]
P (dω)M ′ (X (ω) , dt)
=
(Sξ)∗ P (dω)
P (dω)
· M
′ (X (ω)− ξ, dt)
M ′ (X (ω) , dt)
= exp
[
〈X (ω) , ξ〉 − 1
2
‖ξ‖2
]
· M
′ (X (ω)− ξ, dt)
M ′ (X (ω) , dt)
.
(21)
By comparing (20) to (21) we see that M ′ is a GMC.
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5 Proof of Theorem 19 and Corollary 20
The following basic observation will be useful in the proof:
Lemma 29. Let MY be the subcritical GMC associated to Y . Then there exists
a subcritical GMC associated to cY for any |c| ≤ 1, namely,
McY (X) := E
[
MY
(
cX +
(
1− c2)1/2X ′) ∣∣∣ X]
where X ′ is an independent copy of X.
Proof. Shifting X by ξ ∈ H in the left-hand side amounts to shifting the ar-
gument cX +
(
1− c2)1/2X ′ in the right-hand side by cξ, so that the GMC
property for McY follows trivially from the one for MY .
Proof of Theorem 19. Fix n, and consider a Hilbert-Schmidt symmetric tensor
λ ∈ H⊗n. Denote the Wick polynomial corresponding to λ by
Pλ (X) := :
〈
λ,X⊗n
〉
:.
It is well-known (see, e.g., [9]) that E |Pλ (X)|2 = n! ‖λ‖22, so in particular the
family of random variables
{Pλ (X) , ‖λ‖2 ≤ 1}
is bounded in probability. Now by Lemma 29 we know that for every |c| ≤ 1
the measure LawP⊗µ [X + cY ] is absolutely continuous with respect to LawX .
Therefore for fixed c the family of random variables
{Pλ (X + cY ) | ‖λ‖2 ≤ 1}
is bounded in probability. Since c 7→ Pλ (X + cY ) is an n-th degree polynomial,
we can extract its n-th degree coefficient in c (denoted by [cn]Pλ (X + cY ))
by taking an appropriate linear combination of its values at different c. For
instance, we can use the n-th iterated difference with step 1n :
[cn]Pλ (X + cY ) =
nn
n!
n∑
k=0
(
n
k
)
(−1)n−k Pλ
(
X +
k
n
Y
)
. (22)
Next we argue that the random variables 〈λ, Y ⊗n〉 are well-defined and con-
tinuously depend on λ ∈ H⊗n. To this end note that they are well-defined a
priori for λ of finite rank (i.e. λ ∈ H⊗nalg ). Also note that the Wick product and
the ordinary product only differ in lower degree terms, therefore for any finite
rank λ we have, 〈
λ, Y ⊗n
〉
= [cn]Pλ (X + cY ) .
Now for fixed n, by (22), this family of random variables is bounded in proba-
bility as ‖λ‖2 ≤ 1, rankλ <∞. This implies that the L0-valued operator Y ⊗n,
defined on finite rank tensors, is bounded in the Hilbert-Schmidt norm, so it
can be extended by continuity to an operator defined on all Hilbert-Schmidt
tensors λ. Therefore, by Theorem 40, for some measures µ′n equivalent to
µ all linear functionals of Y ⊗n have second (therefore, first) moments, and∥∥Eµ′n Y ⊗n∥∥2 <∞.
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Proof of Corollary 20. If Y is an H-valued function, we have:
ˆ
(K (t, s))n µ′n (dt)µ
′
n (ds) =
ˆ
〈Y (t) , Y (s)〉n µ′n (dt)µ′n (ds)
=
ˆ 〈
(Y (t))
⊗n
, (Y (s))
⊗n
〉
µ′n (dt)µ
′
n (ds)
=
∥∥Eµ′n Y ⊗n∥∥22
which is finite for the measure µ′n constructed in Theorem 19. Below we extend
this computation to the case where Y is a generalized random vector.
Fix an orthonormal basis (ei) in H , and denote by Yi the i-th coordinate
of Y in this basis, i.e. Yi = 〈Y, ei〉. Fix also a basis (εp) in L2 (µ′n). Then the
Hilbert-Schmidt norm of K may be rewritten as
∑
p,q
〈
Eµ′n εpY,Eµ′n εqY
〉2
H
=
∑
p,q
(∑
i
Eµ′n εpYi · Eµ′n εqYi
)2
=
∑
p,q
∑
i,j
Eµ′n εpYi · Eµ′n εqYi · Eµ′n εpYj · Eµ′n εqYj
=
∑
i,j
(∑
p
Eµ′n εpYi · Eµ′n εpYj
)2
=
∑
i,j
(
Eµ′n YiYj
)2
=
∥∥Eµ′n Y ⊗2∥∥22 ,
which is finite by Theorem 19.
It follows by standard theory that
∥∥∥∥
ˆ
f (t)Y (t)µ′n (dt)
∥∥∥∥
2
=
ˆ
K (t, s) f (t) f (s)µ′n (dt)µ
′
n (ds)
for some K ∈ L2 (µ′n ⊗ µ′n). Now that K is actually a function, we may express
it as the L2 (µ′n ⊗ µ′n)-convergent sum
K (t, s) =
∑
i
Yi (t)Yi (s) .
Without limitation of generality we may assume that n is even. By Fatou’s
lemma,
ˆ
(K (t, s))
n
µ′n (dt)µ
′
n (ds) ≤ lim inf
N→∞
ˆ ∑
i≤N
Yi (t)Yi (s)


n
µ′n (dt)µ
′
n (ds)
= lim inf
N→∞
∑
i1≤N
· · ·
∑
in≤N
(
Eµ′n Yi1 . . . Yin
)2
=
∥∥Eµ′n Y ⊗n∥∥22 ,
which is finite by Theorem 19.
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6 Proof of Theorem 25
6.1 Outline
The idea of the proof of Theorem 25 can be outlined as follows.
By a compactness argument (Lemma 30) we extract a subsequence (n′), such
the couple
(
X,MYn′
)
converges in law to (X,M) for some random measure M ,
defined on an extended probability space and not necessarily measurable with
respect to X . By a general argument (Lemma 31) in order for MYn to converge
to M in probability rather than just in law it is enough to show that M is
measurable with respect to X .
On the other hand, we show in Lemma 32 that the coupling of the limiting
measure M to the Gaussian X exhibits the following property: for every ξ ∈
H the distribution of
(
X + ξ, e〈ξ,Y 〉M
)
is absolutely continuous with respect
to that of (X,M) with the usual Cameron-Martin density e〈·,ξ〉−
1
2
‖ξ‖2 — in
particular, for any bounded continuous function G : R+ → R+
E e〈X,ξ〉−
1
2
‖ξ‖2G (M [T ]) = EG
(ˆ
e〈ξ,Y (s)〉M (ds)
)
. (23)
This property implies, in particular, that E [M | X ] =: MY is a subcritical GMC
associated to Y , which is, therefore, a randomized shift.
The heart of the proof consists in establishing the measurability of M with
respect to X , or, in other words, that M = E [M | X ] = MY . This is done by
replacing the deterministic shift ξ in (23) by the randomized shift Y , in two
ways:
EM [T ]G (M [T ]) =
(1)
E
ˆ
µ (dt)G
(ˆ
e〈Y (t),Y (s)〉M (ds)
)
≤
(2)
EMY [T ]G (M [T ]) .
(24)
This is the content of Claim 33. On the one hand, “=
(1)
” is a property of the law
of M alone, and it is proved by passing to the limit the corresponding property
for the approximating GMCs MYn (Lemma 34). On the other hand, “≤
(2)
” is a
property of the coupling (X,M) that follows by randomizing ξ in (23).
Finally, we apply (24) with G (x) := x1+x . It follows thatM [T ] = MY [T ] by
simple manipulations with Jensen’s inequality, using the fact that G is strictly
concave and x 7→ xG (x) is strictly convex.
The rest of the section is structured as follows. In Section 6.2 we state
explicitly the Lemmas alluded to above and show how Theorem 25 follows from
them. In Section 6.3 we prove the central technical Lemma 34, which allows to
replace deterministic shifts by randomized shifts in the definition of GMC and
is crucial to the proof of (24) above. In Section 6.4 we introduce the notion
of uniform stochastic absolute continuity that is used in the approximation
procedures. In Sections 6.5-6.7 we prove all the lemmas announced in Section
6.2.
After the proof, in Section 6.8 we briefly discuss another use of Lemma 34
and the related nonatomicity problem.
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6.2 Key lemmas and proof of Theorem 25
Throughout this section we use the notation and assumptions of Theorem 25.
We begin with the basic distributional compactness result, Lemma 30. The
important assumptions for it are the boundedness of expectations EMYn = µ,
which ensures that the sequence {MYn [T ]} is tight, and the uniform integrability
ofMYn [T ] which implies that the limiting random measure also has expectation
µ. Although in our setting the space T carries no canonical topology, in the
proof of Lemma 30 we reduce it to the classical weak compactness of the space of
measures on a compact metrizable space by introducing an auxiliary topology.
Lemma 30. There exists a subsequence (n′), and a random measure M on
(T , µ) with EM = µ, possibly defined on an extended probability space, such
that
∀ξ ∈ H, ∀f ∈ L1 (µ) :
(
〈X, ξ〉 ,
ˆ
f (t)MYn′ (dt)
)
Law→
(
〈X, ξ〉 ,
ˆ
f (t)M (dt)
)
.
(25)
We abbreviate (25) to “
(
X,MYn′
) Law→ (X,M)”. In the sequel we restrict
attention to a convergent subsequence without further mention and reserve the
letter M for the limiting measure.
Next we reduce the convergence MYn′ → M in probability to the measura-
bility of M with respect to X .
Lemma 31. Assume that M is measurable with respect to X. Then MYn
L1→M
in the sense that
∀f ∈ L1 (µ) :
ˆ
f (t)MYn (dt)
L1→
ˆ
f (t)M (dt) .
The rest of the proof concerns identifying GMC-like properties of M by
passing to the limit the corresponding properties of MYn .
Lemma 32. For any ξ ∈ H
Law
[
X + ξ, e〈Y,ξ〉M
]
≪ Law [X,M ] ,
and for any positive random variable g, measurable with respect to (X,M), we
have
E g
(
X + ξ, e〈Y,ξ〉M
)
= E e〈X,ξ〉−
1
2
‖ξ‖2g (X,M) . (26)
Furthermore, Y is a randomized shift, and E [M | X ] =: MY is the GMC asso-
ciated to it.
The property (26) can be viewed as the natural extension of the definition
of GMC to random measures that are not necessarily measurable with respect
to X .
The remaining part of the statement of Theorem 25 is the measurability of
M with respect to X , or equivalently, M = E [M | X ]. The key role in proving
that is played by the following claim:
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Claim 33. Let G : R+ → R+ be any bounded continuous function. Then
EM [T ]G (M [T ]) = E
ˆ
µ (dt)G
(ˆ
e〈Y (t),Y (s)〉M (ds)
)
≤ EMY [T ]G (M [T ]) .
Note that a part of the claim is that
´
e〈Y (t),Y (s)〉M (ds) <∞ almost surely
for µ-almost all t. This is also contained in Lemma 34 below.
Finally we show how Theorem 25 follows from the above lemmas.
Proof of Theorem 25. We use Lemma 30 to extract a subsequence (n′) and a
limiting couple (X,M). Apply Claim 33 with the function G (x) := x1+x to
obtain the following chain of inequalities:
EM [T ]G (E [M [T ] | X ]) = E [E [M [T ] | X ]G (E [M [T ] | X ])]
≤ EM [T ]G (M [T ])
≤
(!)
E [E [M [T ] | X ]G (M [T ])]
= E [M [T ]E [G (M [T ]) | X ]]
≤ E [M [T ]G (E [M [T ] | X ])] .
(27)
The inequality “≤
(!)
” is the content of Claim 33. The first and the last inequal-
ities are both instances of Jensen’s inequality, applied to the strictly convex
function x 7→ xG (x) and the strictly concave function G respectively. Equality
in Jensen’s inequality implies that M [T ] = E [M [T ] | X ] = MY [T ], so that
M [T ] is measurable with respect to X .
The same argument works with M replaced by f ·M for any nonnegative
bounded f (and µ by f · µ accordingly), which amounts to replacing M [T ] by´
f (t)M (dt). Thus in fact Claim 33 implies that M is measurable with respect
to X , i.e. M = MY .
Now we use Lemma 31 to assert that MY is a limit in L
1 of the chosen
subsequence. By Lemma 30, any subsequence has a convergent subsequence,
and since the limit is the unique (Corollary 18) subcritical GMC MY , it does
not depend on the choice of subsequences. This means that the original sequence
converges.
6.3 The “expK lemma”
A central role in the proof of Theorem 25 is played by Lemma 34 stated below.
Lemma 34. Let Z and W be randomized shifts, defined on the probability space
(T , µ), and let MZ ,MW be the corresponding subcritical GMCs with expectation
µ. Let KZW (t, s) := 〈Z (t) ,W (s)〉. Then:
MZ (X +W (s) , dt) = expKZW (t, s) ·MZ (X, dt) (P⊗µ-a.s.) (28)
and
E [MZ (X)⊗MW (X)] = expKZW · µ⊗ µ. (29)
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Since both covariances KZZ and KWW are Hilbert-Schmidt by means of
Corollary 20, KZW is also Hilbert-Schmidt. Indeed,
[
KZZ KZW
KWZ KWW
]
is positive
definite and the diagonal blocks are Hilbert-Schmidt, therefore so are the off-
diagonal blocks.
We will use Lemma 34 in the case Z := W := Yn or Z := W := Y , but for
the proof of Lemma 34 it is convenient to separate Z and W .
In the case of “trivial” GMC (in the sense of Example 12) both statements
of Lemma 34 are elementary, so in general they may look formally “obvious”.
However, the real content of Lemma 34 lies in the implied absolute continuity:
MZ (X +W (s))≪MZ (X) (P⊗µ-a.s.), (30)
E [MZ ⊗MW ]≪ EMZ ⊗ EMW . (31)
In particular, (31) is a property specific to GMCs that is far from being true for
general random measures.
Another immediate observation following from Lemma 34 is that E [MZ ⊗MW ]
is σ-finite — since the right-hand side of (29) obviously is. This measure may,
however, fail to be locally finite in any reasonable sense — for example, it may as-
sign infinite mass to every product set A×B ⊂ T ×T , such that µ [A] , µ [B] > 0.
In the proof of Lemma 34 we will need the following general fact:
Lemma 35. Let Zn and Z be randomized shifts of X defined on the same proba-
bility space (T , µ). Assume that the family of random variables {´
T
MZn (X, dt) , n ≥ 1
}
is uniformly integrable. Also assume that Zn → Z in the following sense:
∀ξ ∈ H : 〈Zn, ξ〉 L
0(T ,µ)→ 〈Z, ξ〉 .
Then for every f (X) ∈ L0 (Ω, σ (X) ,P) we have
f (X + Zn)
L0((Ω,P)⊗(T ,µ))→ f (X + Z) .
Proof. For f (X) := exp i 〈ξ,X〉, ξ ∈ H , this follows from the assumptions. It
is well-known that linear combinations of exponentials exp i 〈ξ,X〉 are dense in
L0 (Ω, σ (X)). Let f ∈ L0 (Ω) and let fn (X) → f (X) be a sequence of linear
combinations of exponentials approximating f (X) in L0 (Ω).
We claim that
fn (X + Zm)
L0→ f (X + Zm) , n→∞, uniformly in m. (32)
Indeed, for any ε we have
P {|fn (X)− f (X)| > ε} → 0, n→∞.
Due to the uniform integrability of {MZm [T ]}, this implies
sup
m
EMZm [T ] 1 {|fn (X)− f (X)| > ε} → 0, n→∞,
so that
sup
m
EP⊗ν 1 {|fn (X + Zm)− f (X + Zm)| > ε} → 0, n→∞,
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which implies (32). Similarly, we have
fn (X + Z)
L0→ f (X + Z) . (33)
Now by a standard argument (32), (33) and the fact that
∀n : fn (X + Zm) L
0
→ fn (X + Z) ,m→∞
implies the statement of the lemma.
Proof of Lemma 34. As a first step, we prove (28) under the assumption that
(1 + δ)W is a randomized shift for some δ > 0,
which we refer to as “strict subcriticality”.
We approximate the shift W by its projections PnW , where (Pn) is an
increasing sequence of finite-dimensional orthogonal projection operators in H ,
converging strongly to 1. Note that for PnW both statements of Lemma 34
are satisfied by the definition of GMC MZ , since Pn are finite-dimensional and
PnW are just H-valued functions.
Let f ∈ L∞ (T , µ) be a positive function. By applying Lemma 35 to Wn :=
cPnW , c ∈ {1, 1 + δ} , we get:
ˆ
f (t)MZ (X + cPnW (s) , dt)
L0(P⊗µ)→
ˆ
f (t)MZ (X + cW (s) , dt) .
In the left-hand side, since Pn is finite-dimensional,
MZ (X + cPnW (s) , dt) = e
c〈PnW (s),Z(t)〉MZ (X, dt) . (34)
By applying (34) to c = 1 + δ, we see that, along a deterministic subsequence,
the integrals ˆ
e(1+δ)〈PnW (s),Z(t)〉MZ (X, dt)
converge P⊗µ-almost surely, and thus stay P⊗µ-almost surely bounded as n
increases. Therefore, the subsequence of functions t 7→ e〈PnW (s),Z(t)〉 is P⊗µ-
almost surely uniformly integrable against the random measureMZ . Therefore,
by the Lebesgue convergence theorem, along that subsequence
ˆ
f (t) e〈PnW (s),Z(t)〉MZ (X, dt)→
ˆ
f (t) e〈W (s),Z(t)〉MZ (X, dt) .
This implies that MZ (X +W (s) , dt) = e
〈W (s),Z(t)〉MZ (X, dt).
Next we reduce the general case to the strictly subcritical one. For this we
approximate a general randomized shift W by shifts (1− ε)W as ε → 0. All
(1− ε)W are obviously strictly subcritical, so we already know that
MZ (X + (1− ε)W ) = e(1−ε)KZWMZ (X) .
Now on the one hand, by Lemma 35, for any bounded f ≥ 0
ˆ
f (t)MZ (X + (1− ε)W,dt) L
0(P⊗µ)→
ˆ
f (t)MZ (X +W,dt) , ε→ 0.
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On the other hand,
ˆ
f (t) e(1−ε)KZWMZ (X, dt)→
ˆ
f (t) eKZWMZ (X, dt)
almost surely. Indeed, one can split
´
f (t) e(1−ε)KZWMZ (X, dt) into the in-
tegral over {KZW ≥ 0} and the integral over {KZW < 0}; on {KZW ≥ 0} the
integrand increases as ε ↓ 0, so the monotone convergence theorem applies, and
on {KZW < 0} it is dominated by 1, which is integrable against MZ . Thus we
have proved (28) in the general case.
(29) is deduced from (28) by taking the expectation of both sides multiplied
by µ (ds). Indeed, on the one hand, by Theorem 17,
E [MZ (X +W (s) , dt)µ (ds)] = E [MZ (X, dt)⊗MW (X, ds)] ,
and on the other hand,
E [expKZW (t, s) ·MZ (X, dt)µ (ds)] = expKZW (t, s) · µ (dt)⊗ µ (ds) .
6.4 Uniform stochastic absolute continuity
In order to deal with the approximations of random measures involved in the
proof of Claim 33 we need a measure-theoretic tool (Lemma 38) for proving
convergence of integrals of functions against random measures. This lemma can
be seen as a stochastic analogue of Lebesgue’s convergence theorem, and just like
Lebesgue’s theorem, it comes with a related notion of “uniform integrability”.
Definition 36. A family of random measures {Mα} on a measurable space T
is called uniformly stochastically absolutely continuous with respect to a deter-
ministic probability measure µ on T if
• ∀α : EMα ≪ µ
• For every c > 0 we have
sup
A⊂T
µ[A]≤ε
sup
α
P {Mα [A] > c} → 0, ε→ 0.
Example 37. If EMα = µ for all α then {Mα} is uniformly stochastically
absolutely continuous. Indeed, if µ [A] < ε then Mα [A] are uniformly small in
L1, therefore uniformly small in probability.
Lemma 38. Let (Mn) be a sequence of random measures on T , such that
∀α : EMα ≪ µ, and let Fn, F ∈ L0 (T , µ). Assume that:
• Mn →M in the sense that
∀f ∈ L∞ (T , µ) :
ˆ
f (t)Mn (dt)
L0→
ˆ
f (t)M (dt) ; (35)
• Fn L
0(µ)→ F
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• For all n we have ˆ
|Fn (t)|Mn (dt) <∞;
• The family of random measures {|Fn (t)|Mn (dt)} is uniformly stochasti-
cally absolutely continuous with respect to µ.
Then ˆ
|F (t)|M (dt) <∞
and ˆ
Fn (t)Mn (dt)
L0→
ˆ
F (t)M (dt) . (36)
The same is true if we replace convergence in L0 by convergence in law both
in (35) and in (36).
Proof. By passing to a subsequence, we may assume that Fn → F almost ev-
erywhere. Fix ε > 0. By Egorov’s theorem, there is a set Aε ⊂ T , such that
µ [T \Aε] ≤ ε and Fn → F uniformly on Aε.
∣∣∣∣∣∣
ˆ
Fn (t)Mn (dt)−
ˆ
Aε
F (t)Mn (dt)
∣∣∣∣∣∣
≤
ˆ
T \Aε
|Fn (t)|Mn (dt) + ess sup
Aε
|Fn − F | ·Mn [T ] .
The first term is small in probability uniformly in n whenever ε is small due to
the uniform stochastic absolute continuity. The second term is small in proba-
bility for fixed ε and large n because the family of random variables {Mn [T ]}
is bounded in probability and ess supAε |Fn − F | → 0, n→∞.
On the other hand,
´
Aε
F (t)Mn (dt) is close in probability (resp. in law) to´
Aε
F (t)M (dt) by assumption.
The next statement is based entirely on Lemma 34.
Lemma 39. Let {Yα} and {Zβ} be families of randomized shifts on (T , µ), and
let {MYα [T ]} be uniformly integrable. Let T be a random point in T with law
µ, independent of X. Then the family of random measures Nαβ on T ×T given
by
Nαβ := expKYαZβ (T, ·) · δT ⊗MZβ (X)
is uniformly stochastically absolutely continuous with respect to µ⊗ µ.
Proof. Fix ε > 0. Consider a measurable subset A ⊂ T × T , and denote by
At, t ∈ T its t-section, i.e.
At := {s ∈ T : (t, s) ∈ A} ⊂ T .
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By Lemma 34
P {Nαβ [A] > c} = P


ˆ
AT
expKYαZβ (T, s)MZβ (X, ds) > c


= P


ˆ
AT
MZβ (X + Yα (T ) , ds) > c


= E
ˆ
MYα (X, dt) 1


ˆ
At
MZβ (X, ds) > c


≤ µ {t : ν [At] > ε}
+ E
ˆ
MYα (X, dt) 1 {ν [At] ≤ ε} 1


ˆ
At
MZβ (X, ds) > c

 .
The first term is small whenever (µ⊗ ν) [A] is small enough. The second term
is small whenever ε is small enough, since for t, such that ν [At] ≤ ε, we have
P


ˆ
At
MZβ (X, ds) > c

 ≤ c−1 E
ˆ
At
MZβ (X, ds) = c
−1ν [At] ≤ c−1ε,
and
{´
MYα (X, dt)
}
is assumed to be uniformly integrable.
6.5 Proof of Lemma 32
Proof. It is enough to check (26) for functions g (X,M) of the form
g (X,M) := exp
[
〈X, η〉 − 1
2
‖η‖2
]
· h (M)
for all η ∈ H and all bounded measurable h that depend continuously on finitely
many integrals
´
f1 (t)M (dt) , . . . ,
´
fm (t)M (dt). First we consider the case
η = 0. For the functions of such form, it follows from the convergence in law
(X,MYn)
Law→ (X,M) that
E e〈X,ξ〉−
1
2
‖ξ‖2h (MYn)→ E e〈X,ξ〉−
1
2
‖ξ‖2h (M) .
On the other hand, by the Cameron-Martin formula and the definition of GMC,
E e〈X,ξ〉−
1
2
‖ξ‖2h (MYn) = E h (MYn (X + ξ)) = E h
(
e〈ξ,Yn〉MYn
)
.
The random measures e〈ξ,Yn〉MYn are uniformly stochastically absolutely con-
tinuous by a degenerate special case of Lemma 39 where one of the shifts is the
deterministic shift ξ. Thus by Lemma 38 applied to the measures MYn
Law→ M
we have
E h
(
e〈ξ,Yn〉MYn
)
→ E h
(
e〈ξ,Y 〉M
)
.
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Therefore,
E e〈X,ξ〉−
1
2
‖ξ‖2h (M) = E h
(
e〈Y,ξ〉M
)
. (37)
Now consider the case where η is not necessarily 0. (26) amounts to proving
that
E e〈X,ξ+η〉−
1
2
‖ξ‖2− 1
2
‖η‖2h (M) = E e〈X+ξ,η〉−
1
2
‖η‖2h
(
e〈Y,ξ〉M
)
.
By (37), the left-hand side above equals e〈ξ,η〉 E h
(
e〈Y,ξ+η〉M
)
. The right-hand
side is the same by (37) applied to the function h˜ (M) := h
(
e〈Y,ξ〉M
)
.
6.6 Proof of Claim 33
Claim 33 consists of two statements which we prove separately:
EM [T ]G (M [T ]) = EP⊗µG
(ˆ
exp 〈Y (t) , Y (s)〉M (ds)
)
, (38)
EMY [T ]G (M [T ]) ≥ EP⊗µG
(ˆ
exp 〈Y (t) , Y (s)〉M (ds)
)
. (39)
Proof of Claim 33: (38). By uniform integrability of {MYn [T ]} and conver-
gence MYn [T ] Law→ M [T ] we have
EM [T ]G (M [T ]) = lim
n→∞
EMYn [T ]G (MYn [T ]) .
By Theorem 17 and Lemma 34, both applied to a single randomized shift
Yn, we have
EMYn [T ]G (MYn [T ]) = EP⊗µG (MYn (X + Yn (t)) [T ])
= EP⊗µG
(ˆ
expKYnYn (t, s)MYn (X, ds)
)
.
Thus to prove the claim it is enough to show that for a random point T in T
with distribution µ, independent of X , we haveˆ
expKYnYn (T, s)MYn (X, ds)
Law→
ˆ
expKY Y (T, s)M (ds) . (40)
We rewrite both integrals tautologically in a way that involves random measures
and deterministic (i.e. not dependent on T ) functions:ˆ
T
expKYnYn (T, s)MYn (X, ds) =
ˆ
T ×T
expKYnYn (t, s) · δT (dt)⊗MYn (X, ds) ,
ˆ
T
expKY Y (T, s)M (ds) =
ˆ
T ×T
expKY Y (t, s) · δT (dt)⊗M (ds) .
Now we apply Lemma 39 to the randomized shifts {Yα} := {Yn} , {Zβ} := {Yn}
and deduce that {expKYnYn · δT ⊗MYn} is uniformly stochastically absolutely
continuous. Then apply Lemma 38 to the random measures δT ⊗ MYn and
functions expKYnYn . Note that MYn
Law→ M trivially implies δT ⊗MYn Law→ δT ⊗
M , and that by the assumptions of Theorem 25, expKYnYn
L0(µ⊗µ)→ expKY Y ,
so indeed Lemma 38 is applicable in this case, yielding (40), and therefore also
the claim.
30
Proof of Claim 33: (39). The strategy is to randomize the ξ in Lemma 32 and
thus approximate the randomized shift Y . By applying (26) conditionally, we
have for every measurable vector-valued function ξ : T → H
EP⊗µ exp
[
〈ξ (t) , X〉 − 1
2
‖ξ (t)‖2
]
G (M [T ]) = EP⊗µG
(ˆ
exp 〈ξ (t) , Y (s)〉M (ds)
)
.
Take any increasing sequence (Pn) of finite-dimensional projections in H
that converge strongly to 1. Since Pn has finite-dimensional range, PnY is in
fact a vector-valued function. Therefore, we can take ξ (t) := PnY (t) above and
obtain
EP⊗µ exp
[
〈PnY (t) , X〉 − 1
2
‖PnY (t)‖2
]
G (M [T ])
= EP⊗µG
(ˆ
exp 〈PnY (t) , Y (s)〉M (ds)
)
.
Since the kernel 〈Y (t) , Y (s)〉 is Hilbert-Schmidt, the function 〈PnY (t) , Y (s)〉
converges in measure (µ⊗ µ) to 〈Y (t) , Y (s)〉. Therefore, by Fatou’s lemma
EP⊗µG
(ˆ
exp 〈Y (t) , Y (s)〉M (ds)
)
≤ lim inf
n→∞
EP⊗µG
(ˆ
exp 〈PnY (t) , Y (s)〉M (ds)
)
. (41)
On the other hand, t and M [T ] are conditionally independent given X , so
EP⊗µ exp
[
〈PnY (t) , X〉 − 1
2
‖PnY (t)‖2
]
G (M [T ])
= E
[ˆ
exp
[
〈PnY (t) , X〉 − 1
2
‖PnY (t)‖2
]
µ (dt) ·G (M [T ])
]
= EMPnY [T ]G (M [T ]) .
Since MPnY [T ] = E [MY [T ] | PnX ] is a uniformly integrable martingale
that converges to MY [T ], we have
lim inf
n→∞
EP⊗µ exp
[
〈PnY (t) , X〉 − 1
2
‖PnY (t)‖2
]
G (M [T ]) = EMY [T ]G (M [T ]) .
Together with (41), this proves the claim.
6.7 Proof of Lemmas 30 and 31
Proof of Lemma 30. By our assumptions (T , µ) is a standard measure space, so
we may assume that T = [0, 1] with its Borel σ-algebra. We can also identify
X (and other generalized random vectors in H) with a random element in the
Polish space R∞, equipped with the isomorphism H ≃ ℓ2 ⊂ R∞.
The family {MYn [T ]} is tight, therefore the family {(X,Mα)} of random
elements of R∞×Measures (T ) is tight when the space of measures is equipped
with the weak topology. Thus for some subsequence (n′) there is a distributional
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limit (X,M) of
(
X,MYn′
)
, possibly on an extended probability space. This
implies (25) for continuous f and ξ ∈ H with finitely many nonzero coordinates.
It is easy to see that the family of maps
H × L1 (µ)→ L2 (P)× L1 (P) ,
(ξ, f) 7→
(
〈X, ξ〉 ,
ˆ
f (t)MYn′ (dt)
)
,
is equicontinuous, so (25) follows for all ξ ∈ H, f ∈ L1.
The equality EM = µ follows from EMYn′ = µ together with the uniform
integrability of {MYn [T ]}.
Proof of Lemma 31. Consider the sequence of triples (X,MYn ,M). By the same
reasoning as in Lemma 30, it has a subsequential distributional limit. Since
(X,MYn)
Law→ (X,M), this distributional limit has the form (X,M,M ′), where
(X,M) and (X,M ′) have the same joint distribution. But since M (and there-
fore also M ′) is a function of X , we have M = M ′. This implies, in particular,
that (MYn ,M)
Law→ (M,M), so for every function f ∈ L1 (µ)
ˆ
f (t)MYn (dt)−
ˆ
f (t)M (dt)
Law→
ˆ
f (t)M (dt)−
ˆ
f (t)M (dt) = 0.
Convergence in law to a constant is equivalent to convergence in probability,
so
´
f (t)MYn (dt)
L0→ ´ f (t)M (dt). By uniform integrability, this upgrades to
convergence in L1.
6.8 A remark on the “expK lemma”
Lemma 34, which is of central importance in the proof of Theorem 25, has other
uses as well and may be of independent interest. In particular, note that the
property (31) with Z = W implies immediately that if µ has no atoms then
almost surely MZ has no atoms. Indeed:
E
∑
t∈{atoms of MZ}
(MZ {t})2 = E
ˆ
diag T
MZ ⊗MZ =
ˆ
diagT
E [MZ ⊗MZ ] = 0,
where diag T := {(t, t) | t ∈ T } ⊂ T × T . The measure E [MZ ⊗MZ ] may
“explode along the diagonal”, yet it assigns mass 0 to it.
Recently nonatomicity was proven for some critical GMCs — namely, those
over critical (γ2 = 2d) logarithmic fields [6] and the related hierarchical fields,
also known as multiplicative cascades [3]. In the general case (i.e. without the
subcriticality assumption) nonatomicity remains an open question.
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A Appendix: the Maurey-Nikishin factorization
theorem
The following factorization theorem follows trivially from the q := 2 case of [14,
Théorème 3 b)]:
Theorem 40 (Nikishin, Maurey). Let H be a Hilbert space, let (T , µ) be a
standard probability space. Let Y : H → L0 (µ) be a continuous linear operator.
Then there exists a probability measure µ′ equivalent to µ, and a bounded oper-
ator Y ′ : H → L2 (µ′), such that Y factors through the tautological embedding
id : L2 (µ′)→ L0 (µ) as follows:
H
Y //
Y ′ ""❊
❊
❊
❊
❊ L
0 (µ)
L2 (µ′)
id
::✉✉✉✉✉✉✉✉✉
The factorization theorem is the ultimate reason behind all occurrences of
“an equivalent measure µ′ ∼ µ” throughout the text.
Using this theorem we show that the definitions of Gaussian fields in terms
of a couple (X,Y ) and a jointly Gaussian family of integrals against L2 (µ′) test
functions are equivalent.
Let X and Y be a standard Gaussian in H and a generalized H-valued
function defined on (T , µ), respectively. Then by Theorem 40 there exists an
equivalent measure µ′ ∼ µ, such that
∀ξ ∈ H :
ˆ
|〈Y (t) , ξ〉|2 µ′ (dt) <∞. (42)
Now fix some function f ∈ L2 (µ′). It follows from (42) that for every ξ ∈ H
the function f · 〈Y, ξ〉 is in L1. In other words, fY has a weak first moment
Eµ′ fY . Thus one can define for every test function f ∈ L2 (µ′) a Gaussian
random variable 〈X,Eµ′ fY 〉, which is to be interpreted as the integral of the
“Gaussian field (〈X,Y (t)〉)” against the test function f .
Conversely, suppose that we have a map that takes any test function f ∈
L2 (µ′) to a measurable linear functional of some Gaussian vector X , i.e. a
variable of the form 〈X,Af〉 for some Af ∈ H , such that the operator A :
L2 (µ′) → H is bounded. Then one can define a generalized random vector Y
as the composition H
A∗→ L2 (µ′) id→ L0 (µ).
Thus we have constructions that produce a couple (X,Y ) from a field defined
by test functions and vice versa. The verification that they are inverse to each
other reduces to the routine unraveling of the definitions which is left to the
reader.
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