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Abstract
Thewell-knownPeriodicityLemmaofFine andWilf states that if theword xof lengthnhas periodsp, q satisfyingp+q−dn,
then x has also period d, where d = gcd(p, q). Here we study the structure of long periods, namely p+ q − d >n. In particular,
we construct recursively a sequence of integers p = p1>p2> · · ·>pt−12, and show that such x is covered with periods pi
by a basic kernel factor. We further compute the maximum alphabet size |A| = p + q − n of A over which a word with long
periods can exist, and compute the subword complexity of x over this A.
© 2004 Elsevier B.V. All rights reserved.
1. Introduction
We consider ﬁnite words over a ﬁnite alphabet, not necessarily binary. If x is such a word and p is an integer in {1, . . . , |x|−1},
we say that x has period p, if x[i]=x[i+p] for all i ∈ {1, . . . , |x|−p}. Here and below, x[i] denotes the ith letter of x, beginning
with x[1] from the left.
Deﬁnition 1. Let x be a word of length |x| = n having integer periods p and q. Throughout we put d=gcd(p, q), k = q/p,
and assume
0<p<q <n. (1)
In particular, we disregard the period of length n of x. If
p + q − d >n, (2)
then we say that (p, q) is a long pair of periods of x. If p, q, d satisfy p + q − dn, then (p, q) is said to be a short pair of
periods of x.
Note. For every long pair (p, q), if p|q, then d = p, so (2) implies q >n, contradicting (1). Hence pq (p does not divide q).
In particular, p> 1.
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The following Periodicity Lemma of Fine and Wilf [6] applies to words with a short pair of periods.1
Lemma 1. If x has a short pair (p, q) of periods, then x has also period d.
Notes.
• There are inﬁnite families of words showing that the bound in the lemma is tight, i.e., if p + q − d = |x| + 1, then x doesn’t
necessarily have period d. See e.g., [8, Section 8.1.2].
• Many words have both short and long pairs of periods.
Example 1. The periods of length less than n=9 of x1=110111011 are 4, 7, 8. Of these, (p, q)= (4, 8) is a short pair (Lemma
1 gives no new information for this case); and (4, 7) and (7, 8) are long pairs. The pair (4, 7) illustrates the tightness of the bound
of Lemma 1, since 4+ 7− 1= 10= n+ 1, and x1 does not have periodicity gcd(4,7)= 1.
Can we say anything about the structure of a word x in terms of its long pairs of periods? We are not aware that this question
has been addressed previously. Perhaps the fact that the Fine–Wilf Lemma is best possible has discouraged attempts in this
direction. In this connection, we point out, however, that in view of the natural requirement (1), a long pair of periods is not all
that long compared to a short pair of periods.
We show that indeed an interesting structure hides under the wings of a long pair of periods. Roughly speaking, our discussion
involves an inductive argument relating to two types of long pairs of periods which we call Type I and Type II. We will see that
if x has Type II pairs of periods, then it can be described in terms of a preﬁx of x with long pairs of periods, and that preﬁx,
possibly, in terms of a still shorter preﬁx of x with long pairs of periods. The process continues while we deal with preﬁxes with
Type II pairs of periods, and terminates when we get a preﬁx with a Type I pair of periods, also called the kernel of x.
Given the parameters (p, q, n) satisfying p + q − d >n, the maximum size |A| of an alphabet A that admits such a word,
subject to every letter of A appearing in the word x of length n, is shown to be p+ q − n. The subword complexity of x over this
A is also computed.
2. Structure of words with long pairs of periods
For a word x of length n with a long pair (p, q) of periods with p<q, put
p1 = p, q1 = q, k1 = q1/p1, d1 = d, n1 = n, x1 = x. (3)
For i1 apply the Euclidean algorithm for creating a simple continued fraction expansion of q1/p1, to construct recursively
the following items:
qi = kipi + pi+1, 0pi+1<pi, so ki = qi/pi; also put qi+1 = pi,
di+1 = gcd(pi+1, qi+1), ni = kipi + ni+1, xi+1 = x1[1 · · · ni+1]. (4)
Deﬁnition 2. For i1, the long pair of periods (pi, qi) of the word xi of length ni is Type I if
ni(ki + 1)pi, which is equivalent to ni+1qi+1, (5)
and Type II if
ni > (ki + 1)pi, which is equivalent to ni+1>qi+1. (6)
Example 2. For Example 1, the pair of periods (p1, q1)= (4, 7) is Type II, and (7, 8) is Type I.
Every pair of periods satisfying (1) either satisﬁes (5), or its complement (6). There are short pairs of periods that satisfy (5)
and short pairs that satisfy (6), such as (p, q, n)= (4, 6, 8) and (p, q, n)= (4, 6, 9), respectively. We also note that for p = 2,
the pair (p, q) is short for all q >p.
We are interested in Type I and Type II pairs, which, by deﬁnition, are long pairs.
1 The usual statement of Lemma 1 permits q = n in (1). But then d = p, for which case the result is trivial.
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Lemma 2. There exist inﬁnitely many Type I pairs for every p3, and inﬁnitely many Type II pairs for every p4. For p= 3,
the pair (p, q) is Type II for no q >p.
Proof. Let t ∈ Z2, q = tp − 1 (p2). Then d = 1, k = t − 1.
For Type I we require (by (1) and (5)), tp− 1<n tp, hence n= tp. For this value of n (2) holds: tp < (t + 1)p− 2 if p> 2.
For Type II, (2) and (6) imply (k + 1)p <n<p+ q − d , i.e., tp <n< (t + 1)p− 2. Hence n ∈ [tp+ 1, (t + 1)p− 3]. This
integer interval is nonempty for all p4. It is straightforward to see that for p = 3 there is no q > 3 such that (3, q) is Type II.
In summary, (p, q, n)= (p, tp− 1, n) is Type I for n= tp (p3); and Type II for n= tp+ i, 1 ip− 3 (p4) for every
t ∈ Z2. 
Lemma 3. Let (p1, q1) with p1<q1 be a long pair of periods of a word x1 of length n1. Let i1.
(i) di = d1 for all i. If pi , qi , ni satisfy (1) and (2), then pi qi , pi3, and
qi − pi + 1kipiqi − 1. (7)
(ii) pi + qi − ni is a constant for all i.
(iii) If (pi, qi) is a Type II pair of periods of xi , then the pair (pi+1, qi+1) and ni+1 satisfy (1) and (2).
(iv) There exists a smallest t ∈ Z>0 for which nt (kt + 1)pt , i.e., (pt , qt ) is a Type I pair of periods of xt .
(v) For all i ∈ [1, t + 1] we have, ni >ni+1, pi >pi+1, qi > qi+1 (t as in (iv)).
(vi) We have 1pt+1<nt+1qt+1 (t as in (iv)).
Proof. (i) By (4), di+1 = gcd(pi+1, qi+1)= gcd(qi − kipi , pi)= gcd(pi, qi). This implies di+1 = d1 for all i1. We have
(1) and (2) ⇒ qi <ni <pi + qi − di ⇒ di <pi ⇒ pi qi . Then (7) follows from the fact that qi/pi is not an integer. Also
pi > 1. If pi = 2, then di = 1, so (1) and (2) imply qi <ni < qi + 1, a contradiction. Hence pi3.
(ii) By (3) and (4), pi+1 + qi+1 − ni+1 = pi + qi − ni .
(iii) From (4) and (6), ni+1=ni −kipi >pi =qi+1, which is one part of (1). The hypothesis of (iii) implies that pi, qi satisfy
(1) and (2), so (7) holds with i replaced by i + 1. Hence 2pi+1 = qi − kipi <pi = qi+1, which are the other two parts of (1).
(iv) By (4), 0<ni+1<ni ; and (ki+1)pi2 for all i. The well-ordering principle then implies that twith the desired property
exists.
(v) Follows directly from (4).
(vi) The right side is the right side of (5). For verifying the middle inequality, we use (4), (1) and (iii) to write pt+1 =
qt − ktpt <nt − ktpt = nt+1. Also pt+1 = qt − ktpt 1 by (7). 
Lemma 4. Let x1 be a word of length n1 with a pair (p1, q1) of long periods satisfying q1>p1. Then for g1 ∈ {0, . . . , k1} we
have,
x1[i] = x1[i + g1p1] (8)
for i = 1, . . . , n2. Moreover, the preﬁx x2 of x1 has period p2 (where k1, x2, p2 are given by (3) and (4)).
Proof. Since i + g1p1n2 + k1p1 = n1 and x1 has period p1, (8) follows. For verifying the second statement, we ﬁrst note
that (1) and the right-hand side of (7) imply the inequalities:
n2 = n1 − k1p12 (9)
and p2 = q1 − k1p11. Moreover, p2<n2 by Lemma 3(iii) and (vi). We have to show: x1[i] = x1[i + p2] for i = 1, . . . ,
n2 − p2 = n1 − q1. Indeed, since x1 has period q1 we have for i ∈ [1, n1 − q1],
x1[i] = x1[i + q1] = x1[i + q1 − k1p1] = x1[i + p2],
where the second equality follows from the p1-periodicity of x1. 
Corollary 1. If x1 has a Type I pair (p1, q1) of periods with p1<q1, then x1 = (x2z)k1x2, where the border x2 has period p2,
and z= x1[n2 + 1 · · ·p1].
Proof. Inequality (9) implies |x2|> 0. Evidently, |x2z| = p1. The result of the ﬁrst part now follows from the structure of the
word (8), which has period p1.Also x2 has period p2 by the second part of Lemma 4. Further, |z|=p1−n2=(k1+1)p1−n10
by (5). 
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Example 3. Let x1 = 1101110111, with n1 = 10. The periods of length less than 10 are 4, 8, 9, where (4, 8) is a short pair;
(4, 9), (8, 9) are long pairs, of Type I. Corollary 1 for (4, 9) (with k= 2, n2 = 2) states that x2 = 11, z= 01, so x1 = (1101)211,
where x2 has period p2 = 1.
We give two more examples for illustrating Corollary 1.
Example 4. x1 = 11011101 (n1 = 8) has a Type I pair of periods (p1 = 4, q1 = 7), so k1 = 1, p2 = 3, n2 = 4 and z is empty.
Thus x1 = (1101)11101.
Example 5. x1=101101110110 (n1=12) has a Type I pair of periods (p1=7, q1=10), so k1=1, p2=3, n2=5, x2=10110
and z= 11. Thus, x1 = ((10110)(11))110110.
Lemma 3(iii) suggests that there is an iterative procedure for expressing the structure of x1 in terms of the structure of its
preﬁxes xi . The recursion terminates when the smallest t is reached for which nt (kt + 1)pt . That is, the recursion terminates
when the triple (pt , qt , nt ) corresponds for the ﬁrst time to a pair of Type I periods.
Lemma 5. Let s ∈ {1, . . . , t − 1}, where t is as in Lemma 3(iv), t2. For g = 0, . . . , k (1< t), put Es = gsps + · · · +
gt−1pt−1. Then for i = 1, . . . , nt , Es + i assumes, at least once, every value in the integer interval [1, ns ].
Proof. Descent on s. For s = t − 1, Et−1 + i = i + gt−1pt−1. For ﬁxed values of gt−1 ∈ {0, . . . , kt−1}, we let i range over
[1, nt ]. This produces the intervals I0=[1, nt ], I1=[1+pt−1, nt +pt−1], . . . , Ikt−1=[1+kt−1pt−1, nt +kt−1pt−1]. Now I0
begins with 1. Since nt + kt−1pt−1 = nt−1, Ikt−1 ends with nt−1. Moreover, every two consecutive intervals overlap: Ij ends
with nt +jpt−1, and Ij+1 begins with 1+ (j+1)pt−1 and we have 1+ (j+1)pt−1nt +jpt−1=nt−1−kt−1pt−1+ tpj−1
by (6). Thus the union of these intervals is [1, nt−1], as required.
Suppose that we have already shown that for s > 1,Es + i assumes all the values in [1, ns ]. NowEs−1+ i= i+gs−1ps−1+
· · ·+gt−1pt−1= i+gs−1ps−1+Es . For ﬁxed values of gs−1 ∈ {0, . . . , ks−1}, we let i range again over [1, nt ]. This produces
the intervals [1 + Es, nt + Es ], [1 + ps−1 + Es, nt + ps−1 + Es ], . . . , [1 + ks−1ps−1 + Es, nt + ks−1ps−1 + Es ]. Let I
denote the union of these intervals. By the induction hypothesis,
I = [1, ns ] ∪ [1+ ps−1, ns + ps−1] ∪ . . . ∪ [1+ ks−1ps−1, ns + ks−1ps−1].
The ﬁrst of the intervals begins with 1. Since ns + ks−1ps−1= ns−1, the last ends with ns−1. Moreover, every two consecutive
intervals overlap: we have 1+ (j + 1)ps−1ns + jps−1 by (6), proving the assertion. 
Corollary 2. (i) nt + k1p1 + · · · + kt−1pt−1 = n1,
(ii) nt + k2p2 + · · · + kt−1pt−1 = n2,
(iii) For i ∈ [1, n1], g ∈ {0, . . . , k} (1< t), E1 + i = i + g1p1 + · · · + gt−1pt−1 assumes all the values in [1, n1].
Proof. By (3) and (4), nt + k1p1 + · · · + kt−1pt−1 = nt−1 + k1p1 + · · · + kt−2pt−2 = · · · = n2 + k1p1 = n1, proving the
ﬁrst identity. The second identity is proved similarly (or by substituting n1 = n2 + k1p1 in the ﬁrst). The third part is the case
s = 1 of Lemma 5. 
The following is our main result.
Theorem 1. Let x1 be a word with a Type II pair (p1, q1) of periods satisfying p1<q1; t as deﬁned in Lemma 3(iv). Then
the preﬁx xt = x1[1 · · · nt ] of x1 is a word with a Type I pair (pt , qt ) of periods satisfying 1<pt <qt <nt . Moreover, for
i = 1, . . . , nt we have,
x1[i] = x1[i + g1p1 + · · · + gt−1pt−1] = x1[i + g1q2 + · · · + gt−1qt ] (10)
for all choices of g ∈ {0, . . . , k},  = 1, . . . , t − 1. In addition, the preﬁxes x = x1[1 . . . n] have periods p, namely,
x[i] = x1[i + p] for all i ∈ {1, . . . , n − p} and all  ∈ {1, . . . , t + 1}.
Proof. Note that i + g1p1 + · · · + gt−1pt−1nt + k1p1 + · · · + kt−1pt−1 = n1 by Corollary 2(i), so the middle expression
of (10) is well-deﬁned. The right-hand expression follows from the middle expression since qi+1 = pi for i1.
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Since x1 has a Type II pair (p1, q1) of periods with q1>p1, Lemma 3(iii) implies that x2 has a long pair (p2, q2) of periods
satisfying n2>q2>p2> 0. We proceed by induction on t. For t = 2 (i.e., (p2, q2) is a Type I pair of periods of x2), (8) is (10)
and we are done.
For t > 2 we may apply the induction hypothesis to x2, to conclude that for i = 1, . . . , n2, x2[i] = x2[i + g2p2 + · · · +
gt−1pt−1]. We have i + g2p2 + · · · + gt−1pt−1nt + k2p2 + · · · + kt−1pt−1 = n2 by Corollary 2(ii), so the equation is
well-deﬁned. The preﬁxes x2[i] are clearly identical to the preﬁxes of x1[i] for i=1, . . . , nt , and nt <n2. Hence for i=1, . . . , nt ,
x1[i] = x1[i + g2p2 + · · · + gt−1pt−1]. (11)
Since x1 has period p1, we can add g1p1 to i on both sides of (11), to get, for i = 1, . . . , nt ,
x1[i + g1p1] = x1[i + g1p1 + g2p2 + · · · + gt−1pt−1].
Relation (10) now follows from this and from (8), since (8) holds a fortiori for i = 1, . . . , nt .
Finally, the last sentence of the theorem follows from Lemmas 3(iii) and 4. 
Deﬁnition 3. Let t be as deﬁned in Lemma 3(iv), t1. The preﬁx xt = x1[1 . . . nt ] of x1 is called the kernel of x1.
Note. Theorem 1 asserts, inter alia, that a word x1 with a Type II pair (p1, q1) of periods with p1<q1 is covered, in general,
by many, possibly overlapping, copies of the kernel, in a periodic fashion. In particular, there are
∏t−1
i=1(ki + 1) locations L in
x1, not necessarily distinct, at each of which a copy of the kernel begins. The value t, which determines the number of locations
L, depends on the relative sizes of p1, q1, n1. We point out that x1 is covered by the kernel quasiperiodically in the sense of [2].
See also [4,7,8].
Example 6. Let x1=1101110110111011 of length n1=16. It has periods 7, 11, 14, 15. Note that (7, 11) is a Type II pair. Then
(n1, p1, q1, k1)= (16, 7, 11, 1). We have (n2, p2, q2, k2)= (9, 4, 7, 1), with (4, 7) being a Type II pair. Then (n3, p3, q3, k3)=
(5, 3, 4, 1), where (3, 4) is a Type I pair. Thus t=3, so by Theorem 1, x1[i]=x1[i+7g1+4g2], g1, g2 ∈ {0, 1} for i=1, . . . , 5.
The kernel is xt = x1[1 . . . nt ] = 11011; it covers x1 four times. Also, (n4, p4, q4, k4) = (2, 1, 3, 3), and so by the last part of
Theorem 1, the preﬁxes x of x1 have periods p (1 t + 1), namely, x[i] = x1[i + p] for all i ∈ {1, . . . , n − p} and
all  ∈ {1, . . . , t + 1= 4}.
3. Maximum subword complexity
A word x of length n with a long pair (p, q) of periods can exist over various alphabets A. In this section we determine, for
any given x with a long pair of periods, the maximum alphabet size |A| such that x exists over A and every letter of A appears in
x. An alphabet A which is maximum in this sense and every letter of A does appear in x will be called a proper alphabet with
respect to p, q, n; proper alphabet for short. In Theorem 2 we determine the size of a proper alphabet, and in Theorem 3, the
subword complexity of x over a proper alphabet with respect to (p, q).
Theorem 2. The size of a proper alphabet for a word x1 of length n1 with a long pair (p1, q1) of periods satisfying p1<q1, is
p1 + q1 − n1.
Proof. We ﬁrst deal with the preﬁx xt , where t is as deﬁned in Lemma 3(iv), and then with the entire word x1.
(I) Given pt , qt , nt satisfying (1), (2) and (5), we construct xt of size nt with a Type I pair (p1, q1) of periods with pt < qt
over the alphabetA={a1, . . . , apt+qt−nt }, where the ai are its distinct letters. Speciﬁcally, we put x1[1 . . . pt+1]=a1 · · · apt+1
which is possible since by (5), pt+1pt + qt − nt . By Lemma 3(vi), pt+1<nt+1. Put x1[pt+1 + i] = x1[i] for int+1 −
pt+1 (=nt − qt ). Then xt+1 = x1[1 · · · nt+1] is periodic with period pt+1, consistent with Corollary 1 (with 1 replaced by t).
Set x1[nt+1 + 1 · · ·pt ] = z= apt+1+1 · · · apt+qt−nt .
Let xt =(xt+1z)kt xt+1. Since |xt+1z|=pt , we have |xt |=ktpt +nt+1=nt . Moreover, xt is periodic with period pt . To show
that xt is a wordwith a Type I pair (pt , qt ) of periods withpt < qt , it sufﬁces to show that it has period qt . By thept+1-periodicity
of xt+1, x1[i] = x1[i + pt+1] for i ∈ [1, nt+1 − pt+1] = [1, nt − qt ]. Also x1[i + pt+1] = x1[i + qt − ktpt ] = x1[i + qt ] by
the pt -periodicity of xt . Thus x1[i] = x1[i + qt ] for i ∈ [1, nt − qt ].
The alphabet A has size pt + qt − nt = p1 + q1 − n1 by Lemma 3(ii). In view of the pt+1-periodicity of xt+1 and the
pt -periodicity of xt , A cannot be any larger. It is, in fact, proper.
(II) Given t2, pi < qi, ni for 1 i t , we construct a word x1 with a Type II pair (pi, qi) of periods satisfying pi < qi
(1 i < t) and a Type I pair (pt , qt ) of periods. For 1 i t , we compute ki by (4). Construct the ﬁrst preﬁx xt = x1[1 . . . nt ]
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of x1 over the same alphabet A as in (I), using the same construction. Longer preﬁxes xi = [1 . . . ni ] are constructed iteratively
by descent. Suppose that for some  ∈ {2, . . . , t} we have already constructed x = x1[1 . . . n] with a long pair of periods
(p, q) with p <q. To construct the longer x−1 with periods p−1<q−1, put x−1[i]= x1[i] for 1 in and x−1[i]=
x1[i+p−1] for i=n−p−1+ 1, . . . , n−1−p−1. (Note that n−p−1> 0 by (6)). Since the preﬁx x of x−1 has period
q = p−1 by the induction hypothesis, the entire factor x−1 has also period p−1. We now show that it has also period q−1.
Let i ∈ [1, n−1 − q−1]. Since x−1 has period p−1, we have x1[i + q−1] = x1[i + q−1 − k−1p−1] = x1[i + p].
Now i + pn−1 − q−1 + p = n, so x1[i + p] lies in x = x1[1 . . . n] for i ∈ [1, n−1 − q−1]. Since x has period p
by the induction hypothesis, we get x1[i + q−1] = x1[i], so x−1 has periods p−1<q−1 as required.
Our construction in (II) produced a word over the alphabet A. If A is not proper, then x1 with the parameters t2, pi < qi, ni
for 1 i t , exists over a proper alphabet B with |B|> |A|. Let b ∈ B\A, L(b) the location of b in [1, n1]. By Lemma
5, L(b) = i + g1p1 + · · · + gt−1pt−1 for some values i ∈ {1, . . . , nt }, g ∈ {0, . . . , k} (1< t). This is equivalent to
b= x1[i + g1p1 + · · · + gt−1pt−1]. Then by Theorem 1, b= x1[i]. Thus b appears in xt = x1[1 . . . nt ], contradicting the fact,
established in part (I), that A is proper for xt . This shows that |B| = |A|, so A is proper for x1. 
Corollary 3. Given any integers p1, q1, n1 satisfying (1) and (2). Then there exists a word x1 with a long pair (p1, q1) of
periods over an alphabet A if and only if |A| ∈ [1, p1 + q1 − n1].
Proof. By the proof of Theorem 2, x1 of length n1 with a long pair (p1, q1) of periods cannot exist over an alphabet A of size
|A|>p1 + q1 − n1, since it would upset the periodicity in xt (t1). By the statement of Theorem 2, there is a word x1 with a
long pair of periods (p1, q1) over A with |A| = p1 + q1 − n1, say A= {1, . . . , p1 + q1 − n1}. Suppose we have already shown
that x1 with a long pair of periods (p1, q1) exists over the alphabet A′ = {0, . . . , i} for some i ∈ {1, . . . , p1 + q1 − n1 − 1}. By
coalescing the letter i into i − 1, i.e., replacing every appearance of the letter i with i − 1, we have produced x1 overA′′ with
|A′′| = |A′| − 1, and evidently this transformation preserves the long pair (p1, q1) of periods of x1 and its length n1. 
Corollary 4. Any word x of length n with a long pair (p, q) of periods satisfying 1<p<q <n over a proper alphabet A =
{1, . . . , p + q − n} is uniquely determined up to a permutation of A.
Proof. Deﬁne the equivalence relation: x[h] ∼ x[k] if there exists a sequenceh=i1, i2, . . . , i=k such that |it+1−it | ∈ {0, p, q}
for all t satisfying it , it+1 ∈ [1, n]. In view of the p- and q-periodicity of x, every member of any given equivalence class must
be the same letter. If A is proper, then |A| is the number of distinct equivalence classes. If it is not proper, then we have two
equivalence classes labeled by the same letter of the alphabet. 
Corollary 5. Any word x1 of length n1 with a long pair (p1, q1) of periods satisfying 1<p1<q1<n1 over a proper alphabet
A= {1, . . . , p1 + q1 − n1} has distinct letters in x1[1 . . . pt+1]= and in z= x1[nt+1 + 1 · · ·pt ], where t is as in Lemma 3(iv).
Proof. By the proof of Theorem 2, x1 with the speciﬁed letter distribution exists. By Corollary 4, any other word of length n1
with a long pair (p1, q1) of periods over the same proper alphabet, has letters which are a permutation of the letters of x1. 
The subword complexity of a word x1 with a long pair (p1, q1) of periods with p1<q1 over a proper alphabet A will be
called the maximum subword complexity with respect to p1, q1, n1. Though this notion is generally used for inﬁnite words only,
in the present case it is of interest to compute it even for a ﬁnite word, in order to gauge the subword complexity of a word with
a long pair of periods. We shall now begin to compute the maximum subword complexity. As is usual, the subword complexity
computation is not easily accessible.
At the request of one of the referees, we give a short reminder of the deﬁnition of subword complexity. Given an inﬁnite
sequence S over a ﬁnite alphabet A, the function C(m) : Z>0 → Z>0 is the number of distinct subwords of length m in S.
Lemma 6. Let x[1 . . . n] be a word with a long pair (p, q) of periods satisfying p<q over a proper alphabet A. Let a, b be
any integers satisfying 1a <bn. Then for every m ∈ {1, . . . , n}, the number of distinct factors of length m in x[a . . . b] is
the same as the number of distinct factors of length m in x[n− b + 1 . . . n− a + 1].
Proof. Let y = R(x) = x[n . . . 1] be the reverse of x[1 . . . n]. The deﬁnition of the periodicity of x implies that y is also
periodic with periods p, q. Thus y is also a word of length n with a long pair (p, q) of periods over the proper alphabet A.
By Corollary 4 y is the same as x, up to a permutation of the alphabet A, and the result follows. 
Remark. The distinct factors in the two intervals of Lemma 6 are not normally identical. It is just the number of them that is
the same.
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Lemma 7. Let x[1 . . . n], a, b be as in Lemma 6, m ∈ Z>0. Then the number of factors of length m of x[a . . . b] which begin at
different locations of x1 is max{0, b − a −m+ 2}.
Proof. For mb − a + 1, there are precisely y + 1 factors of length m in x[a . . . b], beginning at a, a + 1, . . . , a + y, where
a + y +m− 1= b. Thus y + 1= b − a −m+ 2. 
Remark. The b − a −m+ 2 factors of length m of x[a · · · b] are not necessarily distinct.
Notation. For the purposes of the next results, it is convenient to introduce the following notation for every i ∈ {1, . . . , t} and
mi ∈ {1, . . . , ni − qi + 1}: ri = ni − qi −mi + 2, si = pi +mi − 1, ui = ni − pi −mi + 2, vi = qi +mi − 1. Further, we
put wi = si − ri −mi + 2= vi − ui −mi + 2= pi + qi − ni +mi − 1. In the sequel, ri and si will play the role of a and b in
Lemma 6, ui and vi the role of n− b + 1 and n− a + 1 and wi will play the role of b − a − n+ 2 in Lemma 7.
Lemma 8. (i) For every i ∈ {1, . . . , t} and mi ∈ {1, . . . , ni − qi + 1}, we have [ri , si ] ⊆ [1, ni − 1] and [ui, vi ] ⊆ [2, ni ].
(ii) For t2 and every i ∈ {1, . . . , t − 1}, ni+1 − qi+1<ni − qi .
Proof. (i) Follows directly from the deﬁnitions of ri , si , ui , vi . (ii) Follows from (4) and (7). 
Lemma 9. Let x1 of length n1 with a pair (p1, q1) of Type I periods and p1<q1, be a word over a proper alphabet. Let
m1 ∈ {1, . . . , n1 − q1 + 1}. Then every factor of length m1 of x1 is a copy of a factor of length m1 of x1[r1 · · · s1], and the
w1 factors of length m1 of x1[r1 · · · s1] are distinct. Further, the w1 factors of length m1 of x1[u1 . . . v1] are distinct, and also
constitute the full set of factors of length m1 appearing in x1.
Proof. By Lemma 8(i), both x1[r1 . . . s1] and x1[u1 . . . v1] are factors of x1 for every m1 ∈ {1, . . . , n1 − q1 + 1}.
Lemma 7 implies that x1[r1 . . . s1] has w1 factors beginning at different locations. The same holds for x1[u1 . . . v1]. By
Corollary 1, x1 = (x2z)k1x2, where x2 has period p2. First, consider the factors of length m1 in x1[r1 . . . n2]. (Note that (7)
implies r1n2.) By Lemma 7, there are n2 − r1 −m1 + 2 = p2 of these, and each lies strictly to the left of z. By Corollary 5
(with t = 1) we may assume, without loss of generality, that these factors use precisely all the letters 1, . . . , p2, since the left
of z is x1[1 . . . p2 . . . n2], where x1[1 . . . p2] = 1 . . . p2, and x1[p2 + i] = x1[i] for 1 in2 − p2. By construction, x2 has
no period <p2. It follows that any p2 consecutive factors of length m1 in x1[1 . . . p2 . . . n2] are distinct. In particular, the p2
factors x1[r1 . . . r1 +m1 − 1], . . . , x1[n2 −m1 + 1 . . . n2] are all distinct for every m1 ∈ {1, . . . , n1 − q1 + 1}, and there are
no other factors of length m1 in x2.
The other factors of lengthm1 of x1[r1 . . . s1], namely those in x1[n2−m1+2 . . . s1], all intersect z=x1[n2+1 . . . p1], since
the rightmost factor of length m1 in x1[n2 −m1 + 2 . . . s1] begins at s1 −m1 + 1= p1. Moreover, since the letters appearing
in z are distinct and different from those in x2, these factors are distinct and different from those already counted. Together they
yield precisely all the w1 distinct factors of length m1, as claimed.
Since x1 has period p1, any factor of length m1 in x1[s1 −m1 + 2 . . . n1] = x1[p1 + 1 . . . n1] is a copy of one beginning in
x1[1 . . . s1 −m1 + 1= p1], so any factor of length m1 of x1 is a copy of a factor of x1[r1 . . . s1].
Note that u1 = n1 − s1 + 1, v1 = n1 − r1 + 1. Lemma 6 thus implies that the number of distinct factors of length m1 in
x1[r1 . . . s1] is the same as the number of factors in x1[u1 . . . v1]. As pointed out in the remark following Lemma 6, the distinct
factors in the two intervals speciﬁed by Lemma 6 are not identical, in general. However, in the ﬁrst part of the proof of this
lemma, it was shown that all factors of length m1 appear in x1[r1 . . . s1]. Hence also all of them appear in x1[u1 . . . v1]. 
Lemma 10. If x[1 . . . n] is a two period word over a proper alphabet with periods p and q then x[p] = x[q].
Proof. Suppose that x[p] = x[q]. Then we construct the word x[0 . . . n] where x[0] = x[p]. This has periods p and q, length
n+ 1 and alphabet of size p + q − n, which contradicts Corollary 4. 
Lemma 11. Let x1 of length n1 with a pair (p1, q1) of long periods and p1<q1, be a word over a proper alphabet. Let
m1 ∈ {1, . . . , n1 − q1 + 1}. Then the w1 factors of length m1 of x1[r1 . . . s1] are distinct, and every other factor of length m1
of x1 is a copy of one of these.
Proof. ByLemma 8(i), both x1[ri . . . si ] and x1[ui . . . vi ] are factors of xi for allmi ∈ {1, . . . , ni−qi+1} and all i ∈ {1, . . . , t}.
The result follows from Lemma 9 if t = 1. We may thus assume that t2. We use descent on the index i of pi , qi , ni . For
1 i < t , assume that for mi+1 ∈ {1, . . . , ni+1 − qi+1 + 1}, the wi+1 factors of length mi+1 of x1[ri+1 . . . si+1] are distinct,
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and every other factor of length mi+1 of xi+1 is a copy of one of these. This assumption holds for i = t − 1 by Lemma 9. We
show that it also holds when i + 1 is replaced by i. We consider two cases.
(I) 1mini+1− qi+1+ 1. The pi -periodicity of xi implies that every factor of lengthmi of xi is a copy of one whose ﬁrst
letter is in x1[1 . . . pi ]. Every such factor is thus a factor of x1[1 . . . pi +mi − 1]. Now pi +mi − 1pi +ni+1− qi+1=ni+1,
where the equality follows from (4). So every factor of length mi of xi is a copy of one in xi+1. Since mini+1 − qi+1 + 1,
the descent hypothesis implies that every such factor occurs in x1[ri+1 . . . si+1], and all factors of length mi in this interval
are distinct. Now ni+1 − si+1 + 1 = ui+1, and ni+1 − ri+1 + 1 = vi+1. Hence by Lemma 6, the wi+1 distinct factors of
length mi in x1[ui+1 . . . vi+1] is the same as the number of distinct factors of length mi in x1[ri+1 . . . si+1]. Further, by (4),
x1[ui+1 . . . vi+1]= x1[ni − qi −mi+1+ 2 . . . pi +mi+1− 1]. Now 1mini+1− qi+1+ 1, the same inequality as satisﬁed
by mi+1. Hence we may replace mi+1 by mi in the last equality. In other words, x1[ui+1 . . . vi+1] = x1[ri . . . si ]. By the same
argument, wi =wi+1. It follows that the wi factors of length mi of x1[ri . . . si ] are distinct, and every other factor of length mi
of the preﬁx xi of x1 is a copy of one of these.
(II) ni+1 − qi+1 + 1<mini − qi + 1. We ﬁrst show that every factor of length mi of xi has a copy which is a factor of
x1[ui . . . vi ]. For 1ni − mi + 1, let x1[ . . .  + mi − 1] be any factor of x1[1 . . . ni ] of length mi . Let j be the smallest
integer ni − pi + 1, such that x1[j −mi + 1 . . . j ] = x1[ . . . +mi − 1]. Such j certainly exists by the pi -periodicity of xi .
We show that x1[j −mi + 1 . . . j ] is a factor of x1[ui . . . vi ]. By construction, j −mi + 1ui , so it sufﬁces to show that jvi .
If this is not so, then jqi +mi . By the qi -periodicity of xi , x1[j −mi + 1 . . . j ] = x1[j −mi + 1− qi . . . j − qi ]. By (7),
kipi < qi , so by the pi -periodicity of xi we have, x1[j −mi + 1− qi + kipi . . . j − qi + kipi ]. Nowj − qi + kipi < j , and
j − qi + kipiqi +mi − qi + kipi =mi + kipi
> ni+1 − qi+1 + 1+ kipi = ni − kipi − pi + 1+ kipi
= ni − pi + 1ui .
Thus, j − qi + kipi < j , yet j − qi + kipi ∈ [ui, vi ], contradicting the minimality of j. Thus jvi as claimed, so every factor
of length m of xi has a copy in x1[ui . . . vi ].
Secondly, we show that the wi factors of length mi of x1[ui . . . vi ] are distinct. By Lemma 6 it is sufﬁcient to show that the
wi factors of [ri , si ] are distinct. We prove this by induction on mi . If mi = 1 then it follows from (I) above that each factor of
length 1 (that is, each letter) appearing in x1 appears in x1[n− qi + 1 . . . pi ]. Since there are pi + qi − ni such factors and we
have seen in Theorem 2 that the size of the alphabet of such a word is pi + qi −ni , these factors must be distinct. Thus the result
holds for mi = 1.
We now suppose it holds for mi = 1, . . . , , where <ni − qi + 1 and, for the sake of contradiction, that it does not hold
for mi =  + 1. So the length  factors of x1[ni − qi −  + 2 . . . pi +  − 1] are distinct but two of the length  + 1 factors
of x1[ni − qi −  + 1 . . . pi + ] are the same. These identical factors must have identical length  preﬁxes, so only one of
these preﬁxes can lie in x1[ni − qi − + 2 . . . pi + − 1]. It follows that the two identical factors must be those at either end
of x1[ni − qi − + 1 . . . pi + ]. That is,
x1[ni − qi − + 1 . . . ni − qi + 1] = x1[pi . . . pi + ]. (12)
By Lemma 6, the length  factors of x1[ni − pi −  + 2 . . . qi +  − 1] are distinct, but one of the length  + 1 factors of
x1[ni − pi − + 1 . . . qi + ] is repeated. By the argument used in the last paragraph we then have
x1[ni − pi − + 1 . . . ni − pi + 1] = x1[qi . . . qi + ]. (13)
However, by the periodicities of x1[1 . . . ni ],
x1[ni − qi − + 1] = x1[ni − + 1]
= x1[ni − pi − + 1].
This with (12) and (13) implies that x1[pi ] = x1[qi ], contradicting Lemma 10. This contradiction completes the proof. 
Theorem 3. Let x1 of length n1 be a word with a pair (p1, q1) of Type I periods satisfying p1<q1 over a proper alphabet A
with respect to p1, q1, n1, and let C(m) be its maximum subword complexity function with respect to p1, q1, n1. Then
C(m)=
{
p1 + q1 − n1 +m− 1 for 1mn1 − q1 + 1,
p1 for n1 − q1 + 1<mn1 − p1 + 1,
n1 −m+ 1 for n1 − p1 + 1<mn1.
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Proof. Theorem 2 implies that |A| = C(1)= p1 + q1 − n1. We consider three cases.
(I) 1mn1−q1. Induction onm.We have just seen that the result holds form=1.Assume it holds form−1 (2mn1−
q1 + 1), i.e., C(m− 1)= p1 + q1 − n1 +m− 2. Thus there are p1 + q1 − n1 +m− 2 distinct factors of length m− 1 in x1.
Since x1 has period p1, each of these factors has a copy whose ﬁrst letter is in x1[1 . . . p1]. Each of these copies is a preﬁx of
a factor of length m, so C(m)p1 + q1 − n1 + m − 2. If we had C(m) = C(m − 1), then x1 would be periodic with period
p1 + q1 − n1 +m− 2p1 − 1, contradicting the assumption of computing the subword complexity for a proper alphabet with
respect to p1<q1. Therefore C(m)p1 + q1 − n1 +m− 1.
We now show that this is actually an equality. We do this by showing that every factor of length m has a copy in one of the
p1 + q1 − n1 +m− 1 factors which have their last letter in the interval I = [n1 − p1 + 1, q1 +m− 1].
Let x1[ . . . +m− 1] be any factor of x1 of length m. Let i be the smallest integer n1 −p1 + 1 such that x1[i . . . i +m−
1] = x1[ . . . +m− 1]. Since x1 has period p1, such i does exist. We wish to show that i ∈ I . Suppose not. Then iq1 +m,
so i − q1m2. By the q1-periodicity of x1 we then have x1[i . . . i +m− 1] = x1[i − q1 . . . i +m− 1− q1].
By (7), k1p1<q1, hence x1[i . . . i +m− 1] = x1[i − q1 + k1p1 . . . i +m− 1− q1 + k1p1]. Now i − (q1 − k1p1)< i, and
i − (q1 − k1p1)q1 +m− q1 + k1p1k1p1 + 2>n1 − p1 + 1, since the pair (p1, q1) is Type I. Thus i − (q1 − k1p1) is
smaller than i, yet has the desired properties. This contradiction shows that i ∈ I , so C(m)= p1 + q1 − n1 +m− 1.
(II) n1−q1<mn1−p1+1. From the casem=n1−q1+1we see that thep1 factors x1[1 . . . n1−q1+1], . . . , x1[p1 . . . n1−
q1+p1] of length n1−q1+1 are all distinct. Therefore the same holds for the p1 factors x1[1 . . . m], . . . , x1[p1 . . . p1+m−1]
for every m satisfying p1 +m− 1n1. There can be no other factors of this length, since x1 has period p1.
(III) n1 − p1 + 1<mn1. As in the previous case, the n1 −m+ 1 factors x[1 . . . m], . . . , x1[n1 −m+ 1 . . . n1] of length
m are all distinct. Thus C(m)= n1 −m+ 1. 
Remarks.
• Theorem3 asserts that themaximum subword complexity is linear. In fact, “on the average”, themaximum subword complexity
is only p1, the smaller of the two periods of x1. This low complexity is consistent with the periodic-type structure proclaimed
in Theorem 1. For the special case p1 + q1 − n1 = 2, when the word is necessarily binary, we get C(m) = m + 1 for the
beginning part (1mn1 − q1 + 1), the same as for the beginning part of a rational number p/q. For the middle part (n1 −
q1+1<mn1−p1+1), we getm−(q1−p1)+1C(m)<m+1. SinceC(m) is an integer,m−(q1−p1)+1C(m)m.
The subword complexity of the trailing part (n1 − p1 + 1<mn1) is not very meaningful, as it is affected by the ﬁniteness
of the word. Thus, on the average, C(m)m, less than that of a Sturmian sequence, which is C(m)=m+ 1 (see e.g., [1,5]).
For an inﬁnite word, C(m)m implies that the word is ultimately periodic (see [5, Proposition 2]).
• Of course for different pairs of long periods of the same word x we have, in general, a proper alphabet of different size, as
well as a different subword complexity.
• Theorem 3 allows us to construct inﬁnite words with complexity C(m) = m + a for any positive integer a. First construct a
Type I word x[1 . . . n] with periods p and q where (p, q)= 1 and n= p+ q − a − 1. This is easy—we can use, for instance,
p= a+ 2, q = a+ 3 and n= a+ 4. By Theorem 3 this has complexity C(m)=m+ a for 1mn− q + 1.We now choose
a positive integer k and extend our word to become a Type II word x[1 . . . n+ kq] with periods q and p + kq as follows. For
i = n+ 1 . . . n+ kq set x[i] = x[i − q]. Then x[1 . . . n+ kq] clearly has period q. Furthermore,
x[1 . . . n− p] = x[1+ p . . . n] = x[1+ p + kq . . . n+ kq],
so the word also has period p + kq. Again by Theorem 3, it has complexity
C(m)= q + (p + kq)− (n+ kq)+m− 1= a +m
for 1m(n + kq) − (p + kq) + 1 = n − p + 1. Since n − p + 1>n − q + 1 we have a longer word with the required
complexity for a greater interval of m values. By iterating this process an inﬁnite number of times, with any sequence of k
values, we get an inﬁnite word with complexity C(m)= a +m for all values of m. Using a = 2, p= 4, q = 5 and k = 1 then
we get, using a proper alphabet,
x[1 . . . 6] = 001200,
x[1 . . . 11] = 00120001200,
x[1 . . . 28] = 00120001200120001200120001200,
the last of which has complexity C(m)= 2+m for 1m7. When a = 1 this process produces a Sturmian word.
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4. Epilogue
We have presented new periodicity results when a word x1 of length n1 has two periods p1<q1 satisfying p1+q1−d1>n1,
called long periods, where d1 = gcd(p1, q1). We deﬁned recursively the items
qi = kipi + pi+1, 0pi+1<pi, so ki = qi/pi, qi+1 = pi,
di+1 = gcd(pi+1, qi+1), ni = kipi + ni+1, xi+1 = x1[1 . . . ni+1].
We further deﬁned two types of long periods (pi, qi): Type I if ni(ki + 1)pi , and Type II if ni > (ki + 1)pi .
We ﬁrst showed that an original Type II pair (p1, q1) induces a sequence of Type II pairs (pi, qi), ending with a Type I pair
(pt , qt ). The subword xt is the kernel. The main result of the ﬁrst part (Theorem 1) is, roughly, that x1 has induced periodicities
pi , qi , that it has preﬁxes x with periods p (1 t + 1), and that it is covered by many, possibly overlapping, copies of the
kernel.
Note that for short periods, those satisfying p1 + q1 − d1n1, there is the well-known Fine–Wilf result stating that x1 has
one additional induced period: d1.
In the second part we determined the maximum alphabet size |A| such that x of length n with long periods p<q exists over
A. If also every letter of A appears in x, then A is proper. We showed (Theorem 2) that |A| = p + q − n for a proper alphabet A.
We then computed the subword complexity (Theorem 3) of x with a Type I pair (p, q), which turns out to be linear. This result
permits us, in particular, to construct inﬁnite words with subword complexity C(m)=m+ a for any positive integer a, where
m ∈ Z>0 is the length of the subword.
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