Hille [5] , Polya [16], Valiron [23] , Leont'ev [7] , Kahane [6] , and the author [4] . Mandelbrojt 's inequality [9, p. 77] gives an estimate of the coefficient cn in terms of the maximum modulus of the analytic continuation of a function f(z) to which the series converges (or which it merely represents asymptotically; this is of the greatest significance, although here we shall consider only convergent series). This generalization of Cauchy's estimate of the coefficients of a Taylor series has proved very fruitful in a number of seemingly diverse areas of the theory of functions [8; 9] , one of which is the detection of singularities.
However, the usual formulations of the inequality do not lead to the most delicate possible results in this last area of investigation, unless D*=0, because one can not "approach closer" than irD* to a singularity of f(z), where D* is the mean upper density (see §3 below) of the sequence {X"}. To be more precise: it has usually been assumed that the series represents/^) in a domain containing a disc of radius irD*, and that the analytic continuation of f(z) is along a curve each point of which is the center of a disc of radius trD* on which the continuation of f(z) is regular. It will be
Presented to the Society, December 28, 1956; received by the editors April 3, 1957. shown here, however, that this disc of radius irD* can be replaced by the reflection with respect to the imaginary axis of the indicator diagram, a much used concept due to Polya [14; 17] , of any entire function of exponential type having simple zeros at the points Xi, X2, • • • . This entire function can be chosen so that its indicator diagram is at least as small as, and in most cases much smaller than, the disc. For example, in the special case of positive exponents which have a density n (1.5) D = lim-!--, the disc of radius ■n-D*=irD can be replaced by a vertical line segment of length 2wD. By means of this modification we shall achieve arbitrarily close approach to certain singular points of f(z).
Applications of our modification of Mandelbrojt's inequality begin with a convergence
theorem. An example is given which shows an obvious need for sufficient conditions to assure uniform convergence on an unbounded set; and our theorem meets this requirement; but of much more interest is the description, given in this theorem, of a set on which the series (1.1) converges. Leont'ev [7, p. 80 ] has described a similar set, but it is smaller, because his method of proof employs discs of radius irD* rather than the reflected indicator diagram mentioned above (except in the particular case of positive or "nearly positive" exponents). Kahane [6, pp. 85, 92] gives related results in a much more general setting than ours, and he makes systematic use of the indicator diagram; but he gives specific conditions to assure convergence of a series only when he has placed restrictions on the arguments of the exponents [6, pp. 93-99] .
Regions which contain singular points for the sum of the series are then discovered, as an immediate consequence of our convergence theorem. The principal result, Theorem 3, is shown to contain as special cases well-known theorems of Ostrowski, Polya, V. Bernstein, and others; these theorems assert, as a consequence of properties of various densities or of the index of condensation of a sequence of positive exponents, that there are singular points near to or on certain segments of the axes of convergence or holomorphy. Somewhat arbitrarily, two of these special cases are labeled here as theorems. Theorem 4 is known; it is due to Leont'ev [7, p. 83 ], but a remark in a footnote of an earlier paper of Polya [16] indicates that the result was probably known to him, also. It is a generalization of the gap theorem proved for Taylor series by Fabry and for Dirichlet series with positive exponents by Carlson and Landau [3] and by Szasz [21 ] . In this case, D*=0, and therefore it makes no difference whether the disc or indicator diagram is used; for each consists of a single point. Theorem 5 seems to be new. Its conclusion, very roughly speaking, is that if the reflected indicator diagram of a certain even entire function which is generated by the exponents is "placed on top of" a frontier point of the region of convergence, then it contains a singular point for the sum of the series.
We conclude our applications of Mandelbrojt's inequality with the following generalization of theorems of Liouville and Mandelbrojt.
If the sum/(z) of the series is bounded "near" any line and also in an angle, however small, which is bisected by this line, then f(z) vanishes identically.
The present form of Mandelbrojt's inequality is a result of the author's attempts to generalize Jentzsch's theorem, Ostrowski's overconvergence theorem, and similar results pertaining to the behavior of partial sums of the series near the boundary of the region of convergence. While this program met with some success, it eventually became clear that Mandelbrojt's inequality is a more powerful tool than is needed for Jentzsch's theorem; on the other hand, while the older form of the inequality does not suffice for the proof of Ostrowski's theorem because one can not "approach closely enough" to the boundary, even the present form requires hypotheses which are not really essential. These considerations lead to another estimate of the coefficients of the series. Its proof requires only the author's generalization [4] of the Cauchy-Hadamard formula. This inequality and some of its applications, indicated at the beginning of this paragraph, conclude the paper.
The results given here are in essence a part of the author's thesis presented to The Rice Institute in 1954. A generalization to asymptotic series is to be found in the thesis of Martin Wright, presented there in 1956; and the author has profited from discussions with Professor Wright.
The author would like very much to express his gratitude for the inspiration, encouragement, and guidance which he has received from Professor Also we shall denote by E the unit disc \z\ ^ 1; but we shall not attempt to distinguish between a point z0 and the set consisting of the single point z0.
Then, for example, z0+A denotes the translate of the set A through a distance |2o| in the direction arg z0; and A+kE is the union of all discs |z-a\ ■£k, where a is a member of A. This familiar addition of sets is associative and commutative, of course. Suppose f(z) is a uniform (i.e. single-valued) analytic function, and let its domain of existence be denoted by D. Let there be given a compact set C. Then, given any two points Zi and z2, not necessarily in D, we will say that f(z) can be continued analytically by means of C from Zi + C to z2 + C if there exists any path joining Zi and z2 such that z + C is contained in D for every point z on this path.
For example, if D is the half-plane x>l and C is the closed disc 2+E, T. M. GALLIE, JR.
[January then/(z) can be continued analytically by means of C from e + C to e+i+C if €>0, but not if e<0.
The assumption that/(z) is uniform, which will be adhered to throughout, is made only in order to avoid cumbersome statements involving the Riemann surface of f(z). Extensions of the results of this paper to more general situations should be obvious. In these situations one pictures the set C moving along "beside" or "on top of" (depending on whether the origin lies outside of or on the set C) the path joining Zj and z2 without "striking a singular point" of the branch in question of f(z).
3. Mandelbrojt's inequality. It is known (see for example [4] ) that, as a consequence of (1.3), if the series (1.1) converges in an open disc to a function f(z), then the convergence is uniform on every compact subset of the disc, and/(z) is analytic there. Thus it will be meaningful to speak in the following theorem of the analytic continuation of the function to which the series is assumed to converge. Now the domain of convergence is supposed, in our theorem, to contain a translate of the reflection C with respect to the imaginary axis of the indicator diagram of an entire function g(z) which is of exponential type and which has simple zeros at the points Xi, X2, ■ • • . (It will be assumed that the reader is familiar with the notions of indicator, indicator diagram, conjugate diagram and Borel transform and of their basic properties, which can be found in Chapter 5 of [2] .) Let t he the type of g(z); i.e. . It is well known that the set C is a subset of the disc \z\ ^r, and that C has at least one point in common with the circle |z| =r. However, it would be well to have in mind an example of such an entire function g(z), and that which is best known is the function
We shall refer to it as the even entire function generated by the sequence |X"}. In the case of this function, we can be moderately precise (taking into consideration the weak hypotheses on the sequence {Xn}) about the location of C. Yet Of course, if the limit (1.5) exists, then t = D*=D*=D. Theorem 1. Let {X"} be a sequence of complex numbers satisfying conditions (1.2) and (1.3); let g(z) be an entire function which is of exponential type and has simple zeros at the points Xi, X2, • • • , and let C be the reflection, with respect to the imaginary axis, of the indicator diagram of g(z). Suppose that a Dirichlet series (1.1) converges to a uniform function f(z) in a domain containing a translate Zi + C of the set C.
Assume, furthermore, that f(z) can be continued analytically by means of C from Zi + C to some set z2 + C. Let e>0 be sufficiently small so thatf(z) is analytic on the set %2 + C+eE, and let m denote the maximum of \f(z)\ on this set. Then there exists a constant k, depending only on e and g(z), such that is analytic on z + C+rjE if z is on L. Let
where the path of integration is the boundary T, of -C+rjE. Now bn(t) is known to be analytic outside of the conjugate diagram of gn(z) and hence on r, and, given any point of L, if z belongs to a sufficiently small neighborhood of this point, then f(z-t) is an analytic function of t on T,. Thus the function (pn(z) is well defined in a domain containing L by the representation (3.3), and it is analytic in this domain. For all z in a sufficiently small neighborhood of Zi, the number r\ may be replaced, in this representation of <pn(z), by the number e of the theorem. In other words, T, can be replaced by re, the boundary of -C + e£. It is clear that if we denote by ||re|| the length of re, and by ||&"|| the maximum modulus of bn(z) on Yt, then
We will show that the numbers ||&"|| are bounded and hence that there exists a constant k, which depends only on e and g(z), such that
Let Rn he the ray, issuing from the origin, on which X"z = -|X"z| ; and let Ln be a line which is perpendicular to Rn and which passes through a point z" on Yt such that | bn(zn) | = H&4I-Because of the convexity of the region -C+eP, it is possible to move continuously from z" along a segment of Ln and then along one quarter of the circumference of the circle whose center is at the intersection of Rn with Ln and whose radius is 2(r + e), where r is the type of g(z), and then along Rn to 2= co without intersecting the interior of the region -C + eP. Let the path just described be denoted by P"; let the part of it consisting of a finite line segment and a quarter of a circle be denoted by P"'; and let the remaining segment, whose finite endpoint we shall call wn, be denoted by P"". Now, when the real part of z is sufficiently large, the Borel transform of g(z) has the representation /. +00
Introducing the integrating factor exp (X"z), we see that To complete the proof of the theorem, we replace f(z-t) by its series representation, which, for z in a sufficiently small neighborhood of ziF is uniformly convergent with respect to t on Ye. Thus it is permissible to integrate term-by-term, and we obtain 4>n(z) = Y,cre-XA -; <f> ex''bn(t)dt .
But the expression in brackets is well known to be g"(Xr), which is zero unless r = n. Thus for at least one of the four values r = n, » + l, ra + 2, n+3. The reason for the failure of the methods traditionally applied to convergence questions for [January Dirichlet series with positive exponents is that these methods depend on the use of Abel's transformation, which appears to be useless in the case of complex exponents.
However, the following theorem gives sufficient conditions, without restricting the arguments of the exponents, for uniform convergence of the series on a possibly unbounded set U.
Theorem
2. Assume that the conditions stated in the first paragraph of Theorem 1 are satisfied.
Assume, furthermore, that there is given a set U, and that f(z) can be continued analytically by means of C from Zi + C to each setu + C such that u belongs to U. If Proof. For any point z2 in U+(h + n/2)E, we can take the number e in Theorem 1 to be n/2 and conclude that the inequality (3.2) is valid if we take for m in this inequality a bound for |/(z)| on U+C+(h+rt)E. Now let u he any point of U, and then choose for z2 the point z2 = u + (h + 77/2) exp {i(x -arg X")}.
It follows that, if n is sufficiently large so that I ^ I"1 log I g'(Xn) h1 ^ h + r,/3, then I cne-Uu I =g km exp {(R[X"(z2 -u)] + (h + ij/3) | X" | } = km exp { -rj/6 I X" I }.
Since (1.3) implies the existence of a number 0>O such that |X"| >nd for » = 1, 2, • • • , uniform convergence on U has been proved. The number h is, of course, very closely related to the index of condensation, as defined by V. Bernstein [l, pp. 25-27], of the sequence {X"}. One difference between the two numbers is that h appears to depend on the choice of the entire function g(z). However, if the index of condensation is non-negative, if the sequence of exponents has a density, and if we choose for g(z) the even entire function (3.1) generated by the sequence, then h clearly is the index of condensation.
5. Detection of singularities. The following corollary of Theorem 2 throws some light on the relationship between the index of condensation and the various densities which play a role in the known theorems on detection of singularities. Proof. We need only observe that if the conclusion of the theorem were false, then we could take the set U in Theorem 2 to be a sufficiently small neighborhood of b and conclude that the series converges throughout U, which is impossible.
The conclusion of Theorem 3 can be made much more explicit by imposing restrictions on the exponents in such a way as to reduce the size of the number h or of the set C, or to reduce the curvature of the boundary of the region of convergence.
Some examples of this follow. Theorem 5. Let {Xn{ be a sequence of complex numbers, having a density D given by (1.5) and satisfying (1.4); let g(z) be the even entire function (3.1) generated by this sequence; and let C be the reflection, with respect to the imaginary axis, of the indicator diagram of g(z). Suppose that a Dirichlet series (1.1) converges to a uniform function f(z) in a domain containing a translate Zi + C of the set C. Then it is not possible to continue f(z) analytically by means of C from Zi + C to any set b + C, where b is a frontier point of the region of convergence.
We can reduce the size of C and at the same time reduce the curvature of the boundary of the region of convergence by assuming that the exponents are positive; for it follows from a theorem of Carlson [2, p. 137] that if the exponents are positive and have a density D, then the indicator diagram of the even entire function (3.1) generated by the sequence is the vertical line segment joining the points trDi and -irDi. Other hypotheses are known to lead to this same conclusion [6, pp. 87, 89] . With these hypotheses, Theorem 3 gives as an immediate consequence a number of theorems of V. Bernstein [l, pp. 134-140], the most important of his results being the following. The difference between the abscissas of convergence and of holomorphy is not greater than h; every interval of length 2irD of the axis of holomorphy contains at least one singular point of the direct analytic continuation of the function defined by the series. Furthermore, Theorem 5 (which is, of course, itself a special case of Theorem 3) becomes the famous theorem of Polya which states that if the exponents are positive and have a density D and satisfy condition (1.4), then every segment of length 27rP> of the axis of convergence contains a singular point of the direct analytic continuation of the sum of the series. These results clearly remain valid even if the sequence }X"j does not have a density, provided it is a subsequence of a sequence {pn} which has a density D and to which there corresponds a suitable value of h (finite or zero, depending on the application) defined with respect to the even entire function (3.1) generated by the sequence \pn}; for we can take this even entire function as the function g(z) in Theorem 3. Furthermore, Bernstein [l, pp. 289-293] has shown the existence of a sequence {pn} "containing" the sequence {X»j and having a density equal to D and having the same index of condensation as {X"}, provided that {X»} is a sequence of real numbers with a finite maximum density equal to D, as defined by Polya [1, p. 22 ; 17]. 6 . A uniqueness theorem. The last application of the fundamental inequality is the following generalization of theorems of Liouville and Mandelbrojt [9, p. 253]. It can, of course, be rephrased as a uniqueness theorem. Theorem 6. Let L be any line passing through the origin, let A be any angular opening (no matter how small) with vertex at the origin and bisected by L, let K be the exterior of any disc, and let R = (L\J A) (~\ K.
Assume that the conditions stated in the first paragraph of Theorem 1 are satisfied, and that f(z) can be continued analytically by means of C from the set Zi+C to each set r + C such that r belongs to R. If there is a number e>0 such that f(z) is regular and bounded on the set P + C + eE, then /(z)=0.
Proof. For every n there is a ray, arg z=ct, in L\JA such that
If z2 is on this ray and |z2| is sufficiently large, then the inequality (3.2) is valid with km independent of z2. Thus | Cn | =S km I g'(\n) |_1 exp { I X"z21 cos (arg X" + a)] = km | g'(\n) |_1 exp { -(| X" | cos 0") | z21 }.
Since |z2| can be taken arbitrarily large, we conclude that c" = 0.
7. Another estimate of the coefficients. An estimate will now be given which has something of the appearance of Mandelbrojt's inequality and has much simpler hypotheses. It is useful provided one "stays inside" the region of convergence, or else is satisfied with a relatively crude estimate.
7. If R is a compact subset of the interior of the region of convergence A of the series (1.1), and if 8 denotes the distance from R to the frontier of A, then, for every e>0, there exists a constant k such that is not less than 5, it follows [4] that d(z) 3; 5 on R. Thus for each za on R there is a number na such that d(n, za)^8 -e/2 for n>na. But then, from the geometric interpretation of d(n, z) as the signed distance from z to a certain line, d(n, z)^8 -e it z belongs to the disc Da which has its center at z" and is of radius e/2, provided n>na-Thus there is a constant ka such that £ g-XnZ = g-\\n\d(n,z)
for z on Da and every n. Since a finite number of these discs Da cover R, the theorem is proved. 8. Jentzsch's theorem. Theorem 7 will now be applied in the proof, suggested by a method due to Montel [10] , of a generalization of Jentzsch's theorem. which implies that the family of functions {hn(z)} is bounded, and hence normal, in the disc C. But, from the convexity of the closure of A, the disc C contains a compact set K of interior points of A on which the sequence \sn(z)} converges uniformly to a function which is bounded away from zero on K. It follows that the functions {/f"(z)| converge uniformly on K, and hence on any compact subset of C, to the function identically equal to 1. Now, as a consequence of (1.4), the interior of A coincides with that of the convex set D described in the preceding section. Let S be any compact subset of C such that 5 has no point in common with D. For any e> 0, | hn(z) | ^ 1 +e on 5 for all n sufficiently large, and hence
that is, d(n, z) ^ -log (1 + e) -| X" I"1 log 2
for these values of z and n. Thus d(z) ^ -log (1 +«) on S. Since e is arbitrary, d(z) ^0 on 5, which implies that 5 is a subset of D. This is a contradiction, and the theorem is proved. 9. Ostrowski's theorem. The following over-convergence theorem generalizes that of Ostrowski, which, in turn, is well known to give Hadamard's gap theorem as an immediate consequence. The proof here is actually closer, because of the use of Theorem 7, to that originally given by Ostrowski [ll ] than to slightly different later versions such as Bernstein's proof for Dirichlet series with positive exponents [l, p. 39], although all of these are based on Hadamard's three-circle theorem. It will be assumed that at some point b of the boundary of the region of convergence A there is a disc which is tangent to the boundary there and whose interior is contained in the interior of A. A sufficient condition for this to be the case can be found in [20 ] . However, a sufficient condition which appears to be easier to apply is the following. Suppose the point b is an interior point of an arc of the boundary which has a representation z(l) = x(t) + iy(t) for h^t^h, with x"(t) and y"(t) continuous and
Then a disc of the sort described exists, for there is no loss of generality in supposing that the parameter is arc length 5 with b = z(0), and that b is the origin and that the tangent there is horizontal. We need only show that for some r>0 and every s sufficiently small in absolute value,
for the first two terms represent the square of the distance from z(s) to the center if oi a disc which is tangent to the boundary at the origin. Proof. We shall select a point Zi in the interior of A and on the normal at b to the boundary. Let a= \zi -b\. Then we shall denote by Cu T, C2, and C3 the four closed discs with centers each at Zi and radii, respectively, of a -a2, a-a3, o+o3, and a-\-a2. The theorem will be proved by showing that the functions Si(z) converge uniformly on C2; but to do this it will be necessary to assume that a is taken sufficiently small so that 1. a<l, Let us denote the maximum modulus of f(z)-Si(z) on G, C2, and C3 by Mi, Mi, and M%, respectively. Then, from the three circle theorem, a + a2 a + a2 a + a3 log-log Mi ^ log-log Mi + log-log M$ a -a2 a + a3 a -a2
= log--t [log h -(a2 -a3)(l + 6)\Xni\] 1 + a' which completes the proof. Piranian [13] has shown that condition (9.1) can be relaxed in such a way that it still implies convergence of the partial sums s,(z) on, but no longer outside of, the circle of convergence of a power series. The method of proof given above can be extended to generalize Piranian's theorem to Dirichlet series with complex exponents; but the details will not be given here, since they are more complicated than the computations in Piranian's paper, which are not simple.
