a µ that are possible in the theory of absolute parallelism (AP) are considered. The methods of compatibility (or formal integrability) theory enable us to find the non-lagrangian equation having unusual kind of compatibility conditions, guaranteed by two (not one) identities. This 'unique equation' was not noted explicitly in the classification by Einstein and Mayer of compatible second order AP equations.
Trilinear generally covariant equations of AP I. L. Zhogin 1 Field equations for n-frames h a µ that are possible in the theory of absolute parallelism (AP) are considered. The methods of compatibility (or formal integrability) theory enable us to find the non-lagrangian equation having unusual kind of compatibility conditions, guaranteed by two (not one) identities. This 'unique equation' was not noted explicitly in the classification by Einstein and Mayer of compatible second order AP equations.
In this work it is shown that some equations of AP (including 'unique equation') can, after the substitution h a µ = H p H a µ (H = det H a µ , p is an n-dependent constant), be written in a trilinear form that contains only the matrix H a µ and its derivatives and not inverse matrix H a µ . The equations are still regular (and involutive) for degenerate but finite matrices H a µ if rank H a µ ≥ 2.
1. In this paper, we consider the theory of a Riemannian space with absolute parallelism proposed in [1] [2] [3] . A number of modern works (see [4, 5] and references therein) deal with lagrangian equations (this class of equations is only a small part of Einstein-Mayer (EM) classification of compatible second order equations of AP [1] ), but we want to show that it is not the most interesting of AP.
The geometry of AP is specified by a field of coframes h a µ ∈ GL(n), which may be exposed (is determined up) to a global rotation:
i.e., η ab s
With respect to coordinate transformations, the Latin and Greek indices have scalar and vector natures, respectively (for Lorenz transformations (1), all is quite the contrary). We introduce the metric
and the usual covariant differentiation with the symmetric connection. We also define the tensors (differential covariants)
In covariant expressions, we shall omit in contractions the matrices
The type of an index is changed by means of h a µ ; the notation (tensor identification) is unchanged (except for h aµ , g µν , η ab ), for example:
We introduce also the notation ('scalar differentiation' and irreducible parts of Λ):
Note that
For the transposition of scalar indices of differentiation there is a simple rule (here, Ψ is a scalar, i.e., has only Latin indices):
Sometimes, transition to Greek or mixed indices makes an expression more evident and plain; for example, from Eq. (3) there follows the well-known identity [1] :
Contracting two indices, we obtain [see (6) , (7)]:
2. The equations of the frame field can be expressed in the form (separately symmetric and antisymmetric parts; see (3)- (7), [6] ):
Here σ and τ are certain constants; G µν is Einstein tensor (G µν;ν ≡ 0);
With regard to questions of compatibility (or formal integrability) of non-linear systems of partial differential equations, the reader is referred to [7] : Corollary 4.11. The system R q is involutive (and compatible) if its symbol G q is involutive and the mapping π q+1 q : R q+1 → R q is surjective.
If we differentiate the second-order system R 2 [see Eqs. (12), (13)] and see that in a certain combination of equations (from system R 3 ) the higher derivatives (h ′′′ ) cancel, then if π
The symbol G 2 (vector space family over R 2 ) of the system R 2 can be determined by the linear system
(In coordinates u aµ,ν···τ indices following 'comma' (here 'comma' does not mean coordinate derivative) are symmetric with respect to transpositions: u aµ,ν···τ = u aµ,(ν···τ ) ).
The involutory property of the symbol G 2 must be verified over all points (x, h, h
We need also Definition 2.16 of [7] : the symbol G q is involutive if
For analyzing symbols, it is more convenient to use the Euclidean signature and indices a, µ = 1, . . . , n (while 0 ≤ i ≤ n).
The subspaces G 
These equations are non-covariant (with respect to infinitesimal coordinate diffemorfisms and Lorenz transformations), but involutory property of symbol is covariant one [7] , of course.
We turn to Eqs. (12) and (13). The equation G µν;ν = 0 gives f µν;ν = J
µ , or in Latin indices (for the interest of the thing)
From the equation H µν;ν = 0 there follows the analogous ("Maxwell") equation
It is clear that (if J
(1)
must become identity when Eqs. (12) and (13) are taken into account:
Here A and B are linear in Λ.
It can be shown that the symbol G 2 is involutive if τ = 0 (∀σ), and therefore the system (12), (13) will be compatible in the presence of identity (19).
For σ = 1 (only the symmetric part occurs in identity) we can have the equation of vacuum general relativity (VGR):
and in this case skew-symmetric part (13) can be arbitrary (if τ = 0).
We come now finally to the most interesting case (details in [6] ): τ = 0, σ = 1. Identity (19) contains only the antisymmtric part, and for it there is a unique possibility:
The symmetric part cannot be chosen arbitrary; for one must ensure that the equation
µ , see Eq. (17)) (21) becomes an identity.
The symbol G 2 of the system (12)-(13) for τ = 0, σ = 1 is not involutive, but its prolongation symbol G 3 is, and for compatibility it is necessary (and sufficiently) to ensure also the second identity 2 .
It can be shown [6] that there exists a unique compatible system with τ = 0 (and σ = 1), for which σ = 1/3 and
It is convenient to express this unique equation of AP (in some sense, it is antipode of VGR in the set of AP equations) in the form
where
The trace equation G aa = 0 [see (12), (23), (24)] becomes irregular for n = 4:
Therefore, additional spatial dimension(s) is needed.
3. We consider one further AP system (it looks simple in Latin indices)
that, like Eq. (23), admits solutions without "electromagnetic field", i.e., remains compatible on addition of the equation
System (26) was considered in [3] , together with (27).
In general case, the tensor V µν in Eq. (13) can contain three terms:
If a 2 = 0 and a 3 = 0, the system remains compatible on the addition of Eq. (27). Indeed, although the irregular equation J µ = 0 follows from Eqs. (18) and (27), it becomes an identity when (13) and (27) are taken into account:
2 It is very beautifully.
For system (26), the symbol G 2 is determined by the equation (see (14);
(it differs from the Maxwell equation A b,cc − A c,cb = 0 only in the "redundant" index a).
We give the values of dim G 3 and dim G i 2 for system (26):
In (31), the first term expresses the number of coordinates u ab,cd with allowance for Eq. (16); the second, the number of equations (30); and the third, the fact that for G n 2 all equations (30) become an identity in view of (16). Finally, the last term nδ i n−1 is added, since for G n−1 2 n equations in (30) become an identity:
here n means the fixed value of the index; no summation over it.
Terms of Eq. (32) have the same order: coordinates, equations, and identities.
Substituting (31) and (32), we can readily verify that involutory condition (15) 
here, c = n, m (we recall that S abc is completely antisymmetric tensor), and therefore this equation is contained in (16).
We also give expressions for dim G i 3 and dim G 4 , which are valid both for (23) and for the general case:
− n 3 (n + 1)/2 + n 2 .
Substituting these equations in condition (15), we can prove that the symbol G 3 is involutive.
4. In this section, we show that after the substitution
systems (23) and (26) can be rewritten in a form that contains only the matrix H a µ (and its coordinate derivatives) but not H 
