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Autler-Townes Splitting (ATS) and Electromagnetically Induced Transparency (EIT) are similar
phenomena but distinct in nature. They have been widely discussed and distinguished by employing
the Akaike information criterion (AIC). However, such work is lacking in acoustic system. In this
work, the interaction of Love waves with two-line pillared meta-surface is numerically investigated
by Finite Element Method. Acoustic analogue of ATS, Fabry-Perot resonance and cavity modes are
first demonstrated in two lines of identical pillars by varying the distance between the pillar lines.
By detuning the radius of one line of pillars, Fabry-Perot resonance along with two different pillar
resonances give rise to the acoustic analogue of EIT (AIT) when the distance between the pillar
lines is a multiple of half wavelength. ATS and AIT formula models are used to fit the transmission
spectra, showing good agreements with numerical results. The quality of the fit models is quanti-
tatively evaluated by resorting to the AIC. We show that theoretical and analytical discrimination
between ATS and AIT are methodologically complementary. These results should have important
consequences for potential acoustic applications such as wave control, designing of meta-materials
and bio-sensors.
PACS numbers: 68.60.Bs
I. INTRODUCTION
Electromagnetically induced transparency (EIT) is a
well-known physical effect in atomic systems that arise
because of quantum destructive interferences between
two excitation pathways to an upper atomic level [1].
Steep dispersion and low absorption take place in a sharp
transparency window, which makes it very attractive for
a plenty of potential applications in slowing light, en-
hancing optical nonlinearity and data storage [2–4]. Aut-
lerTownes splitting [5] (ATS) which is the field-induced
splitting of the optical response, is not associated with
interference effects and has been described as an inco-
herent sum of two Lorentzians [6]. EIT and ATS may
phenomenologically look similar, but they are different in
nature, one being a quantum interference and the other
a linear alternating current (AC) Stark effect. EIT and
ATS were first observed in quantum/atom systems[5, 7].
In recent years, classic analogues of EIT and ATS have
attracted increasing interest in platforms such as pho-
tonics [8–10], optomechanics [11–13], plasmonics [14–16]
and metamaterials [17–19]. Many discussions have been
devoted to their easily confused absorption or transmis-
sion spectra.[8, 20–22] Besides their differences in the
physical mechanisms, the Akaike Information Criterion
(AIC) has been proposed to quantitatively discern EIT
from ATS,[20] and the transition from ATS to EIT is
thereby carried out.[23] A crossover from EIT to ATS
has been shown to exist in hot molecules[24], and in open
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ladder systems[25]. In acoustic, the analogue of EIT,
also referred to as AIT, has been investigated in different
structures[26–30], but the analogue of ATS and its com-
parison with AIT was only recently reported[31]. Addi-
tionally, the distinction and transition between acoustic
analogue of ATS and AIT has not been quantitatively
investigated before.
In the last two decades, phononic crystals have re-
ceived increasing attention. [32–38] They exhibit Bragg
and/or hybridization band gaps to achieve control of elas-
tic waves propagation, and apply to various aspects such
as ratio frequency (RF) communications [34, 39, 40],
acoustic isolators [41–43], sensors [38, 44–46], thermo-
electric materials [37, 47, 48] and meta-materials [36, 49–
53]. Phononic pillared meta-surface is a recently pro-
posed structure stemming from the pillared phononic
crystals. It consists of a single or a line of pillars on
top of a slab, with which one can thoroughly investi-
gate the pillar resonant properties. The pillar size, pe-
riodicity and the slab thickness are all sub-wavelength-
scaled[54, 55]. Several studies have been devoted to the
interaction of pillared meta-surface with Rayleigh waves
[56] and Lamb waves [57, 58], but no work has been done
on Love waves, which are shear horizontal (SH) polarized
surface acoustic waves (SAW). Love waves propagate in
a thin guiding layer deposited on the surface of a semi-
infinite substrate, and is therefore considered a compro-
mise between Rayleigh waves and Lamb waves: Com-
pared with Rayleigh waves, Love waves are well confined
to the surface because of the thin guiding layer in which
they propagate. In contrast to Lamb waves, Love waves
exhibit device toughness since the guiding layer is de-
posited on the semi-infinite substrate. Love-wave-based
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2pillared meta-surface is therefore suitable for use in wave
control, sensors and design of metamaterials. Moreover,
Love waves can excite pillar torsional mode [59] which
is impossible to be excited by Rayleigh waves and Lamb
waves (S0 and A0) [57]. In addition to the above quali-
ties, their compatibility with liquid environment [45, 60]
makes Love wave an ideal candidate for bio-sensor appli-
cations.
In this work, the interaction of Love waves with a
two-line Ni pillar based meta-surface is investigated on
a SiO2/ST quartz structure. Firstly, torsional mode in
one line of cylindrical Ni pillars is demonstrated to be
well excited by Love waves and gives rise to a sharp
transmission dip due to a destructive interference. Sec-
ondly, acoustic analogue of ATS and cavity modes for
Love waves are first demonstrated in two lines of identi-
cal pillars by varying the distance between the pillar lines.
ATS appears when the distance is smaller than the half
wavelength and a strong coupling is aroused between the
pillar lines. Fabry-Perot resonance exists at the positions
where the distance between the pillar lines is a multiple
of half wavelength. The proximity of Fabry-Perot reso-
nance with pillar torsional mode gives rise to the cavity
modes with transmission enhancement at the edges of
the dip induced by the pillars. Thirdly, the radius of one
line of pillar is modified to detune the pillar resonant fre-
quency. In the pillar coupling region, the coupling effect
decreases with the increase of radius mismatch. When
the distance between the pillar lines is a multiple of half
wavelength, Fabry-Perot resonance along with the two
different pillar resonances give rise to the AIT resonance.
Then, ATS and AIT phenomena are first fitted respec-
tively with corresponding formula models, showing good
agreements. The Akaike Information Criterion (AIC) is
then used to quantitatively evaluate the quality of the fit
models, showing consistent results for the ATS and AIT
cases, and the transition from ATS to AIT by increasing
the distance between the pillars is illustrated. The AIT
phenomenon is shown to be periodic due to the period-
icity of Fabry-Perot resonance. The band structures and
the transmission spectra are calculated with the finite
element method(FEM, COMSOL Multiphysicsr).
II. UNIT CELL MODEL
The acoustic meta-surface is constituted of two pillar
lines deposited on a bi-layered matrix, of which the unit
cell is shown in Fig 1. The matrix is a 2.4µm-height silica
guiding layer (ρ = 2200kg/m3, E = 70GPa, ν = 0.17)
that covers a 40µm-height 90ST-cut quartz substrate
(Euler angles=(0°, 47.25°, 90°), LH 1978 IEEE) which
has been rotated 90 degrees around the z-axis from the
ST-cut quartz, to be able to generate fast SH waves
(cSH,sub= 5000m/s) by the electric field. The shear wave
velocity in the silica film is 3438m/s, less than that in
the 90ST-cut quartz substrate, indicating the existence
of Love waves. This structure is chosen since it has been
FIG. 1: Unit cell of two lines of cylindrical Ni pillars on
the SiO2 film deposited on a 90ST-cut quartz. The period
is a along the y direction. Love waves propagate along
the x-axis. r1=r2=0.2a, h = 0.6a, H=2.4µm, L=20a,
a = 2µm.
experimentally validated for Love waves [61]. The guid-
ing layer thickness is sub-wavelength since only the fun-
damental Love mode exists to avoid physical complexity.
The period along the y-axis is a = 2µm. Two cylindrical
Ni pillars on the silica film have a radius of r1 = r2 = 0.2a
and a height of h = 0.6a. The distance between the cen-
ters of the two pillars is denoted by d. The inclusions are
chosen because of their strong contrast in density and
elastic constants with regard to the matrix. However,
similar results can also be obtained by using other mate-
rials such as gold or diamond. The length of the unit cell
L is 20a to insure a decoupling between the unit cells.
Floquet periodic boundary conditions are applied along
the x and y directions. The bottom of the substrate is
assumed fixed. Love waves propagate along the x-axis
(i.e. the y-axis of the ST-cut quartz), where Rayleigh
waves cannot be generated [62] due to a zero electrome-
chanical coupling factor in the substrate. The surfaces
of the pillars coincide with the plane z = 0. The wave-
length normalized energy depth (NED)[63] is calculated
to select the surface modes:
NED =
∫∫∫
D
1
2TijS
∗
ij(−z)dxdydz
λ
∫∫∫
D
1
2TijS
∗
ijdxdydz
, (1)
where Tij is the stress and Sij the strain. The star symbol
(*) means the complex conjugate. −z denotes that we
integrate in the whole domain of the unit cell D. λ is
the wavelength. This formula works well for a relatively
large k where the wave speed is less than the SH waves
velocity of the substrate. For a relatively small k (with
wave speed greater than the SH waves velocity of the
substrate), which corresponds to a large λ, we fix λ to
2a. Surface modes have a NED < 2. The NED can
filter out the bulk modes as well as the plate modes that
appear in our finite-depth substrate which is supposed to
be semi-infinite for Love waves.
SAW include SH type SAW and Rayleigh type SAW.
The SH ratio is calculated to distinguish the displacement
components:
SH ratio =
∫∫∫
D uSHu
∗
SHdxdydz∫∫∫
D(uxu
∗
x + uyu
∗
y + uzu
∗
z)dxdydz
, (2)
3where ux, uy and uz are respectively the displacement
along the x, y, z directions. uSH is the SH displacement
component that can be expressed as ux cos θ − uy sin θ,
which is perpendicular to the wave vector k. θ is the
angle between k and the y-axis such that tan θ = kxky . In
our case, k = kx and uSH = uy.
III. RESONANT PROPERTIES OF SINGLE
PILLAR LINE
Firstly, we study the resonant properties of the unit cell
with only one pillar, which corresponds to a meta-surface
with a single pillar line. The dispersion curves or band
structure of SH modes (SH ratio>0.5) in the x direction
is shown in Fig 2(b). The X point is the irreducible Bril-
louin zone limit of the unit cell in the x direction. The
modes colors are determined by their NED values. The
modes in red are well confined to the surface, and can
therefore be excited by Love waves. Certain modes be-
come pink as they are less confined to the surface. Two
hybridization band gaps are observed respectively in the
frequency range [177.3, 183.1] MHz and [501.8, 503.3]
MHz, indicated in blue, which originates from the cou-
pling of local resonant pillar modes and the SH SAW.
Note that in the frequency range [100, 600] MHz, the
wavelength ranges from 6.8 to 48.8µm. Therefore, our
structure is indeed a meta-surface with sub-wavelength-
scaled pillar size, periodicity and guiding layer thickness.
The transmission spectra is calculated by simulating
the same dispersive SAW device introduced in our pre-
ceding works [63, 64], which has been validated by experi-
ment. The model consists of two parts of aluminum inter-
digital transducers (IDTs) with the unit cell located be-
tween IDTs. This device model is periodic along the y di-
rection. Other lateral sides and the bottom are assumed
fixed. The input IDT is given a V0 = 1V harmonic volt-
age signal. The output is measured by averaging the volt-
age difference between odd and even electrodes. Dissipa-
tion is neglected in the results shown in the manuscript.
However, its effect is discussed in Appendix A supporting
the validity of the presented features. The width of the
electrodes of IDTs LIDT is updated for every frequency in
the spectrum according to the relation LIDT =
λ
4 =
v
4f .
v is the velocity of Love waves for H = 2.4µm, resulting
from the basic dispersion relation of Love waves. That is,
each frequency corresponds to a single wavelength. The
frequency responses are then normalized by that of the
matrix (without pillar), referred to as relative transmis-
sions ∆S21. Fig 2(a) shows the transmission spectrum of
the single pillar line. It can be seen that the transmission
spectrum corroborates well with the band structure pre-
diction. The displacement fields and the deformations at
the two dips are shown in Fig 2(c). Due to their large SH
component ratio, as well as the exclusive generation of SH
waves by the electric field, we only show the transverse
component uy. The amplitude in pillar is normalized
to that in the matrix and is indicated beside the pillar.
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FIG. 2: (a) Transmission spectrum of Love waves prop-
agating through a single pillar line. Inset is the zoom of
the torsional mode induced dip. (b)Band structure of SH
modes in ΓX direction for the unit cell of a single pillar
line. The red-white colors denote the normalized energy
depth. A mode in red can be excited by Love waves.
(c) uy component of the displacement fields for two local
resonant pillar modes. The amplitudes in the pillar are
normalized to the maximum amplitude in the SiO2 film.
r = 0.2a. h = 0.6a, a = 2µm.
The two dips correspond to the pillar’s intrinsic bending
and torsional modes, respectively. The torsional mode
induced transmission dip is better attenuated, since the
excited torsional motion leads to, on the side opposite to
the incident wave, a wave of identical amplitude and op-
posite phase, which is responsible for a destructive inter-
ference. To further confirm this mechanism, the emitted
wave Em is calculated by subtracting the incident waves
I (transmitted waves on the bare matrix without pillar)
from the totally transmitted waves T : Em = T − I. Em
is then normalized by I. Fig 3(a) is the complex plot of
the normalized emitted wave in the frequency range [500,
505] MHz around the torsional mode. The rose dot cor-
responds to the dip at resonant frequency of 502.1 MHz.
This mode falls at point (-1,0), which refers to the same
amplitude with a phase shift of 180°with respect to the
incident waves. This results in a destructive interference
and a strong attenuation in transmission. The phase shift
of full transmitted waves is shown in Fig 3(b). Red dotted
lines represent the incident waves. The dip corresponds
to a pi change in phase with respect to the incident waves.
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FIG. 3: (a) Complex plot of the normalized emitted
waves in the frequency range [500, 505] MHz. The rose
dot corresponds to the transmission dip at 502.1 MHz.
(b) Phase of total transmitted waves. Red dotted line
denotes the reference phase (incident waves without pil-
lar). (c) Group delay time of the transmitted waves with
and without pillar.
The phase shift is 0 (2pi) before (after) the resonant fre-
quency, meaning that the transmitted waves are in phase
with the incident waves when they deviate from the res-
onant frequency. The corresponding phase derivative or
group delay time τg of the transmitted waves is shown in
Fig 3(c), with τg =
dφ
dω , where φ denotes the phase and
ω = 2pif is the angular frequency. The waves are delayed
at the resonant frequency. It can be seen that the reso-
nance is characterized by a rapid variation of phase and
amplitude.
By scaling the model in the same proportion, we can
obtain the same dimensionless frequency ωa/cSH,sub of a
mode. Since the pillar intrinsic mode is almost indepen-
dent of the periodicity, one can also tune the pillar mode
frequency only by modifying the pillar size. Note that
this frequency needs to be within the allowable operat-
ing range of the materials.
IV. TWO LINES OF IDENTICAL PILLARS:
AUTLER-TOWNES SPLITTING & CAVITY
MODE
Transmission spectra are then calculated around the
torsional mode frequency for two lines of identical pil-
lars. In addition to our intuitively predicted transmis-
sion dip, different phenomena appear when we gradually
increase the distance d between the pillar lines. When
d < 1.4a (Fig 4(a)), a coupling effect arises between the
pillar lines, causing a lifting of frequency degeneracy of
the pillar torsional mode, and the original transmission
dip splits into two dips with a transparency window in
the middle, referred to as acoustic analogue of Autler-
Townes Splitting (ATS). The coupling becomes stronger
when d gets smaller, as shown in Fig 4(a). Note that the
pillar coupling also depends on the pillar mass. There-
fore, the distance limit 1.4a can be detuned by changing
the pillar size (radius or height). The displacement fields
uy at the dips and peak for d = 0.5a are shown aside
in Fig 4(d). It is found that the largest amplitude is
located in the pillars for dip1 at 499.8 MHz. The two
pillars are in opposite phase at dip1 frequency and in-
phase at dip2 frequency, which is a feature of the ATS
resonance that can be confirmed by calculating the phase
difference between the two pillars. Since the pillars are
in torsional mode in the range of measurement, all the
points on the side of the pillar that faces the incident
waves are in phase. The phases of uy on the wave-facing
sides of the two pillars are probed. The cases of d = 0.5a
and d = a are shown as examples in Fig 5(a) and (b).
Rose and green dots correspond to transmission dips and
peaks, respectively. It can be seen that the two pillars
have a phase difference of pi at the first dip, meaning that
they are 180°out-of-phase. The phase difference is 2pi at
the second dip, indicating that they are in-phase. This
reveals that the pillar vibrations are symmetrical at the
dip1 frequency and asymmetrical at the dip2 frequency.
We think this behavior leads to different quality factors
of the two dips.
Since we work around 500MHz with Love waves ve-
locity v around 4200 m/s, the wavelength λ = v/f is
therefore around 8.4µm. d ≈ 2a (a = 2µm) indicates
a distance around λ/2 corresponding to the Fabry-Perot
(FP) resonance. This resonance is almost invisible in the
transmission spectrum when it matches the pillar torsion
mode, since the waves are almost totally reflected. How-
ever, when we change the distance between pillars around
λ/2, the proximity of FP resonance with the pillar mode
gives rise to the cavity modes at the two edges of the
dip, as shown in Fig 4(b) and (c). In these cases, the
two pillars act like partial reflectors, and the normally
incident waves are multiply reflected to produce multi-
ple transmitted waves with path difference equal to nλ,
where n is an integer. In this way, constructive inter-
ference occurs, leading to a resonant enhancement. The
two pillars along with the guiding layer between them be-
come a cavity to confine the waves. Nevertheless, in the
transmission spectra, the behaviors for d < 2a (Fig 4(b))
are less marked than that for d > 2a (Fig 4(c)), where
peaks rise at the lower edge of the dip, and give rise to
Fano-like resonance line-shapes. However, we have veri-
fied that it can not be fitted by a Fano type formula. The
displacement field uy at the peak and dip for d = 2.4a are
shown aside in Fig 4(e), since the transmission curve for
d = 2.4a presents the most confined peak. At the peak
frequency, large amplitudes are observed for the three
parts of the cavity (two pillars and the guiding layer in
between). This behavior is different from that of ATS,
the largest amplitude in the pillars occurs at the peak
where the waves in the guiding layer are highly confined
in the cavity.
To show more clearly the transition of the cavity mode
with respect to the dip when d changes, we draw the com-
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FIG. 4: Transmission spectrum of Love waves propagating through the two identical pillar lines around the resonant
frequency of torsional mode at 502.1 MHz with different central distance d: (a) presents the lifting of degeneracy and
the apparition of Autler-Townes Splitting with the decrease of d; (b) shows the red-shift of cavity mode by increasing
d when d < 2a (c) presents the appearance of cavity mode peak when d > 2a. (d) and (e) are the displacement fields
uy at the dips and peaks for d=0.5a and 2.4a, respectively. r1=r2=0.2a, a = 2µm.
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FIG. 5: Pillar phase differences for ATS in the case of
(a) d = 0.5a and (b) d = a. Rose and green dots
correspond to transmission dips and peaks, respectively.
r1=r2=0.2a, a = 2µm.
plex plots of the normalized transmissions in Fig 6(a).
The cavity mode is manifested as an additional pertur-
bation on the original ellipse. Since the phase changes
clockwise, it can be seen that the cavity mode passes the
dip as d increases. When the cavity mode approaches to
the dip, the perturbation decreases. For d = 2a, the cav-
ity mode coincides with the FP resonance and becomes
almost invisible. Additionally, we can see that the be-
haviors for d < 2a and for d > 2a are quite similar, with
the perturbation frequency either larger or smaller than
the dip frequency.
Fig 6(b) shows the complex plots of the normalized
transmissions of Love waves for d = 2a when we change
the radius of both pillars from 0.196a to 0.204a, indi-
cating a shift in pillar resonant frequency. It is found
that the cavity mode remains almost invisible, i.e. still
coincides with the FP resonance. That is because the
distance between pillars corresponding to the FP reso-
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FIG. 6: (a)Complex plots of the normalized transmis-
siosn in the frequency range [500, 505] MHz for d varies
from 1.8a to 2.2a. The rose and green marks corre-
spond to the dip and cavity mode frequencies, respec-
tively. r1=r2=0.2a. (b) Complex plots of the normalized
transmissions for d = 2a ≈ λ/2 when all the pillars’ ra-
dius vary from 0.196a to 0.204a. Inset shows the trans-
mission spectra of corresponding curves.
nance is almost unchanged in our range of measurement
(from 498 to 506 MHz), i.e. λ/2 is always around d = 2a.
Therefore, when we change the pillar vibration frequency,
we obtain the parallel cavity modes for the same value of
d.
To give an overview of the resonance behaviors, the
dip and peak frequencies for different d are shown in
Fig 7. Blue dotted line is the dip frequency of the sin-
gle pillar line. It can be seen that the pillar coupling
induced ATS is in the region d < 1.4a, where the two
dips are mismatched with the single pillar resonant fre-
quency. This coupling disappears when d exceeds 1.4a,
and only one dip (quasi-zero transmission) remains. This
dip matches the single pillar resonant frequency except
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FIG. 7: Dip, peak and cavity mode frequencies as func-
tions of the distance d between two identical pillar lines.
Blue dotted line is the dip frequency of a single pillar
line. ATS appears in the coupling region of d < 1.4a.
The 1st and 2nd Fabry-Perot resonances fall at d=λ/2
and λ, respectively. r1=r2=0.2a, a = 2µm.
when the cavity modes appear below (upon), the dip fre-
quency shifts slightly upward (downward). The interac-
tion between the pillars is much stronger for d/a=2 than
that for d/a=4. Therefore, the resonances around d=λ
are too weak to be observed. Note that the frequency of
the cavity modes changes much slower than that of the
FP resonance. The 1st and 2nd FP resonance exists only
in the very closed regions around d = 2a and 4a, respec-
tively. In these two cases, FP resonances are particular
cases of the cavity modes when the later coincide with
the dip. In the other regions, one should avoid to mix up
the cavity mode with the FP resonance.
V. TWO LINES OF DISSIMILAR PILLARS:
AUTLER-TOWNES SPLITTING, CAVITY &
ACOUSTICALLY INDUCED TRANSPARENCY
Since an increase of pillar radius or height will induce
a decrease in the torsional mode frequency, one can grad-
ually tune the position of the dip by modifying the pillar
size. Here we modify the pillar radius as example since
the radius is easier to be tuned in experimental process.
In the case below, the second pillar radius r2 is tuned
from 0.195a to 0.205a, while the first pillar radius r1 be-
ing fixed to 0.2a. Fig 8 shows the transmission spectra of
Love waves propagating through the two dissimilar pillar
lines for different d that remains unchanged for each case.
Let un notice that the curves for different r2 are shifted
vertically with respect to each other. Dotted blue and
rose lines denote the dip positions for a single line of pil-
lars with radius equals to r1 and r2, respectively. Fig 8(a)
corresponds to the case d = 0.5a, where the coupling be-
tween the pillars is so strong that the two dips stay all
the way mismatched with their corresponding single pil-
lar dip positions. When d gets larger, the coupling be-
comes weaker: Fig 8(b) corresponds to the case d = a. It
is found that this coupling decreases with the increase of
radius mismatch. In the case of r2 = 0.195a and 0.205a,
each dip almost coincides with the corresponding reso-
nant frequency of one single pillar. In order to show the
anti-crossing lines of ATS for d < 1.4a, we plotted in
Fig 9 the dip frequencies for different d as functions of
r2. It can be seen that with the increase of pillar dis-
tance, the anti-crossing lines get closer to the crossing
line (for d = 1.4a), and that each anti-crossing line will
rejoin its individual pillar resonant frequency when the
radius mismatch is sufficiently large. This means the pil-
lar coupling effect decreases when their distance or/and
their radius difference increases.
For d = 2a as shown in Fig 8(c), two pillars with dif-
ferent radius give rise to two dips with a transparency
window in the middle. These peaks have a narrower
line-shapes compared with the cases of ATS (see also
Fig 11). Each dip is consistent with the corresponding
dip frequency of one single pillar since no more coupling
exists, which means each of them originates from indi-
vidual pillars torsional mode. The displacement fields uy
for r2 = 0.202a are presented in Fig 10. It can be seen
that each dip corresponds to a large amplitude in a single
pillar, indicating the attenuation of transmission at each
pillar’s resonant frequency due to the destructive interfer-
ences. The peak correspond to a Fabry-Perot resonance
since d is close to λ/2. The two detuned pillar modes
act as two partial reflectors and are hence able to sup-
port the constructive interference of the FP resonance,
where large amplitudes are observed for the three parts of
the cavity (two pillars and the guiding layer in between).
This three-resonance system induced transparency win-
dow is referred to as the Acoustic analogue of Electro-
magnetically Induced Transparency, also called Acousti-
cally Induced Transparency (AIT). The peak rises and
gets wider with the increase of radius difference. As
for d = 2.4a shown in Fig 8(d), where a cavity mode
peak is observed for the two identical pillars, it is found
that with the increase of pillar radius mismatch, the peak
confinement decreases and the dip1 becomes evident for
r2 = 0.198a and 0.202a. Compared with the case of
d = 2a (Fig 8(d)), the peak between two dips is less con-
fined due to the red shift of cavity mode with respect to
the pillar resonant frequency. Note that AIT requires a
well excited resonance between the two dips. Therefore,
in the case of d = 2.4a, the transparency window is only
two dips resulting from the different resonant frequencies
of two pillars.
The transmission spectra of AIT are similar with those
of ATS, however, they originate from different mecha-
nisms. ATS appears only when the two pillars are cou-
pled to each other, and exists even when the two pillars
are identical. AIT appears when d is out of the pillar cou-
pling region and only when the two pillars are different.
The pillars and the cavity interact at the peak. Moreover,
AIT requires a clearly identified 3-level resonant system,
which is not the case for ATS.
Besides the different mechanisms related to ATS and
AIT as presented above, corresponding analytical formu-
las of ATS and AIT for transmission spectra can be used
to fit the numerical data to better distinguish these dif-
ferent transparency windows. The transmission curves
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FIG. 8: Transmission spectra of Love waves for d= (a)0.5a, (b)a, (c)2a, (d)2.4a when gradually changing the radius
of the second pillar r2 from 0.195a to 0.205a. The transmission spectra associated with the different values of r2
have been shifted vertically with respect to each other by one unit. The radius of the first pillar r1 is fixed to 0.2a.
a = 2µm.
0.19 0.2 0.21
r2/a
495
500
505
510
f
(M
H
z)
d=0.5a
d=0.7a
d=0.9a
d=1.1a
d=1.3a
d=1.4a
FIG. 9: Anti-crossing lines for ATS when d < 1.4a. Dip
frequencies for different d as a function of the second
pillar radius r2. r1 is fixed to 0.2a. a = 2µm.
FIG. 10: Displacement field uy at the dips and peak for
AIT in the case of d = 2a. The two pillars differ in radius
with r2 = 0.202a and r1 = 0.2a. a = 2µm.
for ATS can be written as the sum of two separate in-
verse Lorentzian profiles representing the two dips, while
the transmission for AIT is expressed as the difference
of a broad Lorentzian profiles and a narrow one with a
similar central frequency [8, 22]:
TATS = 1− C1(Γ1/2)
2
(f − δ1)2 + (Γ1/2)2 −
C2(Γ2/2)
2
(f − δ2)2 + (Γ2/2)2 ,
(3)
TAIT = 1− C+(Γ+/2)
2
(f − δc − )2 + (Γ+/2)2 +
C−(Γ−/2)2
(f − δc)2 + (Γ−/2)2 ,
(4)
where C1, C2, C+, C− are the amplitudes of the
Lorentzian profiles, Γ1, Γ2, Γ+, Γ− are their full width
at half maximum (FWHM). δ1, δ2, δc are the central fre-
quencies with  denoting a possible slight shift on δc. Γ1,
Γ2, δ1, δ2 and δc can be directly taken from the trans-
mission spectra.
In an intermediate state, the transmission spectra can
be fitted by a transition formula that considers both the
features of ATS and AIT:
TATS/AIT = 1− Ca(Γa/2)
2
(f − δ1)2 + (Γa/2)2 −
Cb(Γb/2)
2
(f − δ2)2 + (Γb/2)2
− (f − δ1)Cd(Γd/2)
2
(f − δ1)2 + (Γd/2)2 +
(f − δ2)Ce(Γe/2)2
(f − δ2)2 + (Γe/2)2 ,
(5)
where Ca, Cb, Cd, Ce, Γa, Γb, Γd, Γe are parameters to
be determined. Note that this formula can also be used
to fit the ATS and AIT cases.
Fig 11 shows the numerical data (black dots) together
with the best fit functions TATS (red lines) and TAIT
(blue lines) for the four values of d in Fig 8 which stand
for strong coupling ATS, weak coupling ATS, AIT and in-
termediate states, respectively, in the case of r2 = 0.202a
and r1 fixed to 0.2a. The best fit functions are deter-
mined by resorting to the least-squares method, that is,
by searching the fit parameters that minimize the sum of
squared errors between numerical data and fit function:∑
(FEMi − Fi)2, i ∈ [1, N ] (6)
where N is the number of values calculated by FEM. Fi
is the value of TATS or TAIT corresponding to each data
frequency. It can be seen that, as expected, for d = 0.5a
and a where coupling exists between the pillars, TATS
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FIG. 11: Transmission spectra and model fits of ATS and
AIT, for r1 = 0.2a, r2 = 0.202a and a = 2µm. Numerical
data (black dots) are presented together with the best fits
of functions TATS (red lines) and TAIT (blue lines). For
(a) d=0.5a and (b)d = a, TATS fits the numerical data
better than TAIT . (c) For d=2a, TAIT fits the numerical
data better than TATS . (d) For d=2.4a, TATS/AIT (green
line) can be used to fit the numerical data whereas TATS
and TAIT do not fit well.
fits the numerical data much better than TAIT . Whereas
for d = 2a , TAIT fits the numerical data better than
TATS . For d = 2.4a, both TATS and TAIT do not fit the
numerical data well. In this case, TATS/AIT (green line)
fits the data better.
By fitting the numerical data to the model fits of TATS
and TAIT for different r2 (r1 fixed), the relation between
the fits parameters and r2 can be obtained as shown in
Fig 12, where Fig 12(a) presents the fit parameters of
the ATS model for d = 0.5a and Fig 12(b) are those
of the AIT model for d = 2a. The parameters of ATS
model describing each Lorentzian curve are independent
of each other. It can be seen that Γ1 increases with
the increase of radius mismatch while Γ2 increases with
the increase of r2. We think this is resulting from the
symmetrical/asymmetrical vibration of the two pillars at
dip1/dip2 in the ATS cases. C1 is relatively stable while
C2 presents a slight tendency to increase. The parame-
ters of AIT model are related to each other. As can be
seen in Fig 12(b), these four parameters all increase as
the radius mismatch increases and are almost symmetri-
cal in our range of measurement. Despite a larger values
of Γ+ compared with Γ−, C+ and C− are almost the
same for different r2 .
With the increase of distance between pillars, the tran-
sition from ATS to AIT can be quantitatively studied by
evaluating the quality of these model fits. The Akaike in-
formation criterion (AIC)[65] is used to discern AIT from
ATS, which provides a method to select the best model
from a set of models. This criterion quantifies the amount
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FIG. 12: Fit parameters as functions of r2/a for (a)d =
0.5a with model fits TATS ; (b)d = 2a with model fits
TAIT . r1 = 0.2a, a = 2µm
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FIG. 13: AIC mean weight as a function of the distance
between pillars d for ATS model (red line) and AIT model
(blue line), in the case of r2 = 0.202a. r1 = 0.2a, a =
2µm
of information lost, i.e. the degree of unfitness, and is
given as Ij = 2k − 2ln(Lj), where k = 4 is the number
of unknown parameters and Lj the maximum likelihood
for the considered models, i.e. j =ATS or AIT. Since we
already found the best fit functions of TATS and TAIT , it
is sufficient to calculate the likelihood of these two func-
tions. Then, the AIC weight Wj = e
−Ij/2/
∑N
1 e
−Ij/2
9can give the relative likelihood of a candidate model. N
is the number of considered model. In our case, N = 2 as
only two models are involved. Since we have more than
one calculated data for each model, we utilize the AIC
mean per-point weight[20] wj = e
−Ij/2n/
∑N
1 e
−Ij/2n to
calculate the statistically synthesized likelihood of the
candidate model. n is the calculated data number. The
AIC mean weight can be rewritten as:
wATS =
e−IATS/2n
e−IATS/2n + e−IAIT /2n
(7)
with wATS + wAIT = 1.
Fig 13 shows the AIC mean weight of the ATS and
AIT models as function of the distance between pillars,
in the case of r2 = 0.202a and r1 = 0.2a. It can be seen
that, as expected, the AIC mean weight of ATS model is
dominant for the small distance region, which means it
is preferable to use the ATS model. When d increases,
the AIC mean weight of AIT model starts to increase as
well, and becomes dominant for d ∈[1.8a, 2.2a]. Since
cavity mode is not presented at the peak for d = 1.8a,
and starts to interact with the dip1 for d = 2.2a, the
AIT is hence in the distance range of d ∈[1.9a, 2.1a].
When d continues to increase, the AIC mean weight of
ATS becomes dominant again until d increases to around
4a, i.e. the position of the second FP resonance, where
we found the second AIT position for d ∈[3.9a, 4.1a] .
The periodicity of AIT, which is a behavior that hasn’t
been addressed before in the existing literature, is due to
the periodic apparition of the FP resonance. The AIC
mean weight of the second AIT region is smaller than
that of the first AIT region, since the interaction of the
system decreases with the increase of distance between
pillars d. Note that the ATS in our case exists only for
d < 1.4a, therefore the transition region d ∈[1.4a, 1.8a]
as well as the larger distances other than the AIT re-
gions do not represent ATS or AIT. We can see that the
theoretical distinction between ATS and AIT helps the
comprehension of the analytical results. On the other
hand, this criterion is useful when we cannot theoreti-
cally rule out the AIT phenomenon. This happens for
example when the radius mismatch is so large that the
peak is much wider with respect to the two dips. In this
case, although FP resonance is still present between two
dips, the transmission spectra can not be well fitted by
the AIT model and therefore cannot be ascribed to an
AIT.
The above effects can also be obtained by detuning
the pillar height. The heights of the two pillars are in-
creased/reduced from the original height h = 0.6a by the
same amount ∆h. That is, h1 = h+∆h and h2 = h−∆h.
The radius of both the two pillars r1 and r2 are fixed
at 0.2a. Fig 14 shows the transmission spectra of Love
waves through the two lines of pillars when d = 2a, i.e.
in the region of AIT. It can be seen that by decreasing
∆h, the two dips approach to each other and the peak
with almost unchanged frequency decreases and becomes
invisible for identical pillars.
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FIG. 14: Normalized transmission spectra of Love waves
propagating through the two lines of pillars with different
heights, h1=h+∆h and h2=h-∆h, in the case of d = 2a.
AIT peak rises and becomes wider with the increase of
pillar height mismatch. h = 0.6a, r1,2 = 0.2a and a =
2µm
VI. CONCLUSION
In this work, the interaction of Love waves with two
lines of cylindrical Ni pillars are investigated on a silica
film deposited on a 90ST quartz substrate. Firstly, pil-
lar intrinsic torsional mode is demonstrated to be well
excited by Love waves. One line of pillars can give rise
to a sharp transmission dip due to a destructive inter-
ference. Secondly, acoustic analogue of Autler-Townes
Splitting (ATS) and Fabry-Perot resonance of Love waves
are demonstrated in two lines of identical pillars by vary-
ing the distance between the pillar lines. ATS appears
when the distance is smaller than the half wavelength
and a strong coupling is aroused between the pillar lines,
causing the pillar mode induced transmission dip to split
into two dips with a transparency window in the mid-
dle. This coupling decreases with the increase of pillar
distance. We demonstrated the different pillar vibration
symmetries at the two dip frequencies, which lead to dif-
ferent dip widths. Fabry-Perot resonance exists at the
positions where the distance between the pillar lines is
a multiple of half wavelength. The proximity of Fabry-
Perot resonance with pillar intrinsic mode gives rise to
the cavity modes with transmission enhancement on the
two edges of the single dip. We avoided to mix up the
FP resonances with the cavity modes by presenting the
different frequency variation with respect to the distance
between the pillars. Thirdly, the radius of one line of
pillar is modified to detune the pillar resonant frequency.
In the pillar coupling region, the coupling effect decreases
with the increase of radius mismatch, and the two dips
will rejoin their individual pillar mode frequencies. When
the distance between the pillar lines is a multiple of half
wavelength, Fabry-Perot resonance along with the two
different pillars’ resonances give rise to the Acoustically
Induced Transparency (AIT). Same phenomena can also
be obtained by detuning the pillar height. Then, with
similar transparency window in the transmission spectra,
ATS and AIT phenomena are first fitted with the corre-
sponding formula models, showing good agreements. The
10
fit parameters are demonstrated as functions of the ge-
ometrical parameter. The Akaike information criterion
(AIC) is then used to quantitatively evaluate the quality
of the fit models, which illustrates the transition from
ATS to AIT as well as the periodicity of AIT by increas-
ing the distance between the pillar lines. The theoreti-
cal and analytical differentiation of ATS and AIT should
be used together to discriminate the assignment of the
observed spectrum to one or the other physical mecha-
nism. The results presented in this study could be used
to potential acoustic applications such as wave control,
meta-materials and bio-sensors.
Appendix A: Dissipation consideration
To consider the losses by dissipation, we recalculated
the critical transmission curves by changing the Young’s
modulus E of the silica film and the pillars to com-
plex numbers E(1 + j), with  equals to 5 × 10−4 and
1× 10−3. Corresponding transmission spectra for differ-
ent phenomena (dips, ATS, cavity modes and AIT) are
shown in Fig 15. It can be seen that all the main reso-
nances and dips are visible for  below 1 × 10−3. With
=1×10−3, we can estimate a propagation length around
2mm. In experiments, Love waves can propagate for
a few mm. We have already realized 500 MHz devices
with distances between transmitter and receiver of a few
mm[66]. This means the parameter  is below 1× 10−3,
which indicates that our system is robust for practical
applications.
Appendix B: Cavity mode and FP resonance
1. two lines of identical pillars
In order to show the behavior of the cavity modes
at the vicinity of the transmission dip, we plotted in
Fig 16(a) the transmission spectra for d = 2.4a when all
the pillars’ radius vary from 0.196a to 0.204a. It can be
seen that we obtain almost the same cavity mode besides
the dip at different frequencies. Along with Fig 6(b) and
Fig 16(a), we can present in Fig 16(b) the relation be-
tween cavity modes (black lines) and FP resonance (red
line). When we change the pillar resonant frequency
(blue lines), FP resonance remains at almost the same
position. For each radius value, the FP resonance is a
particular case of the cavity modes when the later coin-
cide with the dip.
2. two lines of dissimilar pillars
Fig 17 gives the same results as in Fig 7, but with
two lines of dissimilar pillars. Fig 17(a) is the case of
r1 = 0.2a and r2 = 0.201a. Dip1 (dip2) corresponds
to the second (first) pillar. It can be seen that outside
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FIG. 15: (a)Transmission dip for a single pillar line with
r =0.2a; (b) ATS for two lines of identical pillars with
r1,2 = 0.2a; (c) Cavity mode for two lines of identical
pillars with r1,2 = 0.2a; (d) AIT for two lines of dissimilar
pillars with r1 = 0.2a and r2 = 0.202a. a = 2µm. Cyan
curves are the transmission without dissipation. Rose
and black curves correspond to the transmission with =
5× 10−4 and 1× 10−3, respectively.
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FIG. 16: (a)Transmission spectra for d = 2.4a when all
the pillars’ radius vary from 0.196a to 0.204a. (b) Cavity
modes (black lines) for two lines of identical pillars when
changing the pillar resonant frequency (blue lines). Red
line denotes the 1st FP resonance.
the ATS region, dip2 becomes invisible after d exceeding
2.2a. This is because on the one hand, the interaction be-
tween the two pillars becomes too weak and on the other
hand, the radius mismatch is too small. This dip become
visible again when d approaches to 4a, since the interac-
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tion between the two pillars regains its strength in the
AIT region. When we enlarge the radius difference (see
Fig 17(b)), most of the dip1 in this region becomes visi-
ble. Moreover, we can see that the cavity modes cross the
center of the two dips at d=2a and 4a, where we obtain
the AIT resonance of FP type. This behavior is com-
patible with the cavity mode-FP resonance relation that
we presented in Fig 16(b). FP resonances are particular
cases of the cavity modes when the later fall between the
two dips.
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FIG. 17: Frequencies of dips, peaks and cavity modes as
a function of the distance d between two dissimilar pillar
lines, in the case of (a) r1 = 0.2a and r2 = 0.201a, and
(b) r1 = 0.2a and r2 = 0.202a. a = 2µm.
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