Introduction
In this paper we consider the following MHD equations:
where ρ, P , u, H , and θ , are unknown density, pressure, velocity, magnetic field and temperature. The pressure P = Rρθ = (γ − 1)ρθ , γ > 1, 0 < σ , k < ∞, and the operator L is defined by
where μ and λ are the shear viscosity and the bulk viscosity coefficients respectively satisfying the condition: μ > 0, μ + Magnetohydrodynamic (MHD) equations describe the motion of electrically conducting fluids in the presence of the magnetic field, which essentially needs to consider the interaction between the fluid velocity and the magnetic field. There are a lot of studies on the compressible MHD equations in the literatures. Here, we shall recall some results on the threedimensional cases.
For the incompressible isentropic MHD equations (where ρ ≡ const.), Duraut and Lions [6] constructed a class of global weak solution with finite energy. In [23] , for the two-dimensional case, the smoothness and uniqueness of classical solution have been presented. However, no such result for the three-dimensional (3D) MHD equations is available. In fact, whether smooth solutions of the 3D MHD equations break down in finite time remains open. In [10] , Foias and Temam showed the regularity for weak solutions in three dimensions with the assumption that (u, H) belongs to L ∞ (0, T ; H 1 (R 3 )). Also, Caflisch et al. [2] extended the well-known result of Beal, Kato and Majda [1] for incompressible Euler equations to the case of the 3D ideal MHD equations. Precisely, if T * is the maximal time for the existence of a strong (or classical) solution (u, H) and T * < ∞, they showed that
Subsequently, Wu [29] showed that if T * < ∞ is the maximal time, then the velocity and the magnetic field (u,
He and Xin [13] and Zhou [32] obtained that
and then, these results have been extended in Besov spaces, see the details in Chen, Miao and Zhang [3] . See more blow-up criteria about the incompressible 3D MHD equations in [5, 8, 9, 11, 12, 33, 34, 31] and the references therein. For the three-dimensional compressible MHD equations, Umeda, Kawashima and Shizuta [27] obtained the global existence and the time decay of smooth solutions to the linearized MHD equations. The local strong solution to the compressible MHD equations with general initial data was obtained by Vol'pert and Khudiaev [28] . Recently, Hu and Wang [15, 16, 18] established the existence of global weak solutions to the compressible MHD equations with general initial data (see also [25] ), and the incompressible limit about the 3D compressible MHD equations have been studied Hu and Wang [17] .
As to the blow-up phenomenon of 3D compressible flows, Xin [30] , Rozanova [21] showed the non-existence of global smooth solutions when the initial density is compactly supported, or decreases to zero rapidly. Rozanova [22] showed the non-existence of global smooth solutions when equations with finite mass and energy. The local solution existence to (1.1) with the density separated from zero follows from [28] , and the density allowed to be vacuum follows from [7] .
Huang and Xin [20] and Fan, Jiang and Ou [9] established the corresponding blow-up criteria for the strong (or classical) solutions to 3D compressible flows, which were analogous to the Beal-Kato-Majda criterion [1] for the incompressible flows.
In Huang and Xin's [20] , by assuming that if T * < ∞ is the maximal time for the existence of a strong (or classical) Recently, Huang and Xin [19] improved the results as The purpose of this paper is to derive the corresponding blow-up criteria for the compressible MHD equations in the whole space. Moreover, in this paper we shall study the blow-up criterion when the initial density vacuum is occured. We shall presented the blow-up criteria for the compressible 3D MHD equations which is analogous to the Beal, Kato and Majda [1] criteria. For 1 < r < ∞, the standard homogeneous and inhomogeneous Sobolev spaces are denoted as follows:
To present our results, we recall the following local existence firstly, which is due to [7] . 3) and the natural compatibility conditions
Proposition 1.1 (Local existence). Assume that the initial data
(1.
4)
Then there exit a T > 0 and a unique strong solution
(1.5) 
To begin our argument, we first recall the following well-known Gagliardo-Nirenberg inequality.
, and C > 0 is a constant which may depend on q, r.
Main proof
In the section, we will apply a contradiction argument to prove Theorem 1.1. By this idea, for 0 < T < T * , we suppose
Thus, by Gronwall's inequality and (2.1), we get the following lemma. 
C .
and integrating by parts one gives that 
where C dependence on . Then, choosing small enough, the standard energy estimate and (2.3) yields that
Integrating Eq. (1.1) 1 , we get that Proof. From (1.1), it is easy to see that the function s := log θ satisfies the function: 
Proof. We will follow the ideal due to Hoff [14] . 
Noting that |∇|u|| |∇u|, one gets
where we use the fact μ > 4λ, then there exists a small δ, such that for q = 6 + δ,
Then, we integrate the above identity over (0, t) × R 3 to get 
then we obtain the lemma by Gronwall's inequality. 
14) and where q = 6 + δ, the same as in Lemma 2.5, we get that
On the other hand, u is a solution of the elliptic equations
So, by the classical regularity theory, using (1.1), (2.3), (2.6), (2.7) and the interpolation inequality (cf. [26] ), we get that
So we get
Applying ∇ to Eq. (1.1), then multiplying the resulting equation by ∇ρ and integrating over R 
and from (2.19), one gives that
From Eq. (1.1) 1 , applying the interpolation inequality and the Sobolev's imbedding theorem, we have that
Hence, together with (2.21), we deduce that 
Applying the Gronwall's inequality and choosing small enough, we get the lemma immediately. 29) and 30) integrating by parts about time t, we get that 
Then we estimate the right side of (2.35) as follows,
(2.37)
Then we estimate the right side of (2.37), using the interpolation inequality, the Gagliardo-Nirenberg's inequality and (2.8), choosing q the same as in Lemma 2.5.
and we also have
as wall as, we have 
Proof. From Eq. (1.2), it is easy to see that
Then by the Hölder inequality, Gagliardo-Nirenberg's inequality, from (2. On the other hand, since θ is a solution of the elliptic equation
So, by the classical regularity theory, we get that (2.55) and
as wall as
58) 
by the Gronwall's inequality, which gives that sup 0 t<T
Using the regularity theory of elliptic equation again, by the Hölder inequality, Gagliardo-Nirenberg's inequality, we have 
H L q , (2.66) and it is easy to see that
then, from (2.46)-(2.45) and (2.64)-(2.65), we get
The proof of the lemma is therefore complete. 2
Now from the Lemmas 2.1-2.13, we find that the function (ρ, u, H, θ)| t=T * = lim t→T * (ρ, u, H, θ) satisfy the conditions imposed on the initial date in the local existence theorem given in Proposition 1.1, at time t = T * . Hence we can take (ρ, u, H, θ)| t=T * as the initial data at t = T * and applying Proposition 1.1, we can extend the local solution beyond T * in time which contradicts the maximality of T * , and therefore the assumption (2.1) does not hold. This completes the proof of Theorem 1.1.
