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Let I be a finite interval, r ¥N and r(t)=dist{t, “I}, t ¥ I. Denote by
D s+W
r
p, a, 0 [ a <., the class of functions x on I with the seminorm ||x (r)ra||Lp [ 1












s=0, 1, ..., r+1. © 2001 Elsevier Science
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1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS
Let X be a real linear space of vectors x with norm ||x||X, W …X,
W ]”, and Ln a subspace in X of dimension dim Ln [ n, n \ 0. Let
Mn=Mn(x0) :=x0+Ln be a shift of the subspace Ln by an arbitrary vector
x0 ¥X. Let
E(x, Mn)X := inf
y ¥Mn
||x−y||X,




denote the distance between the sets W and Mn.
The Kolmogorov n-width of W is defined by
dn(W)X :=inf
Mn
E(W, Mn)X, n \ 0.(1.2)
We also let L(X, Ln) be the set of all linear maps L : XQ Ln. Then
E(W, Ln) linX := inf




denotes the best linear approximation of the set W by Ln. The linear





E(W, Ln) linX , n \ 0.(1.3)
Let I be a finite interval in R, and let r ¥N and 0 [ a <.. For 1 [ p [.,
and r(t) :=dist{t, “I}, t ¥ I, we denote
W rp, a :=W
r
p, a(I) :={x: IQ R | x
(r−1) ¥ ACloc(I), ||x (r)ra||Lp(I) [ 1}.









(−1) s−k 1 s
k
2 x(t+ky), {t, t+sy} … I, s=0, 1, ...,







p, a(I), s=0, 1, ... the subclasses of functions x ¥W rp, a for







p, 0(I). We also write Lq for Lq(I). Throughout this
paper we take the generic finite interval I=[−1, 1].
The behavior of the Kolmogorov and linear widths in the classical case
a=0, i.e., for the Sobolev classes W rp, 0=W
r
p, has been thoroughly inves-
tigated. We refer the interested reader to the list of references for earlier
results. We have recently proved [8],
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Theorem KL1. Let I be a finite interval and let r ¥N, 1 [ p, q [. and
0 < a <., be such that r−a− 1p+1q > 0. If (r, p) ] (1, 1), and if (r, p)=
(1, 1) and 1 [ q [ 2, then
dn(W
r
p, a)Lq £ n
−r+(max{1p, 12}−max{1q, 12})+, n \ r,
where (u)+ :=max{u, 0} and an £ bn means that there exist constants 0 <
C1 < C2, such that C1an [ bn [ C2an, -n. If on the other hand, (r, p)=(1, 1)
and 2 < q <., then
c1n−
1
2 [ dn(W11, a)Lq [ c2n
−12(log(n+1))
3
2, n \ 1,
where c1 > 0 and c2 do not depend on n.
It turns out that the Kolmogorov widths of the smaller classes D s+W
r
p, a,
0 [ s [ r, are, in general, of the same order of magnitude as those of the





Thus we first have




q > 0. If (r, p) ] (1, 1) and if (r, p)=(1, 1) and 1 [ q [ 2, then for each





p, a)Lq £ n
−r+(max{1p, 12}−max{1q, 12})+, n \ r.(1.4)
If on the other hand, (r, p)=(1, 1) and 2 < q <., then for s=0, 1,
c1n−
1
2 [ dn(D s+W11, a)Lq [ c2n
−12(log(n+1))
3
2, n \ 1,(1.5)
where c1 > 0 and c2 do not depend on n.
But in case s=r+1, we prove the following.









p, a)Lq £ n
−r−max{1q, 12}, n > r.(1.6)
For linear widths we have proved the following [8].
Theorem KL2. Let r ¥N, 1 [ p, q [. and 0 < a <., be such that
r−a− 1p+
1
q > 0. If (r, p) ] (1, 1), or if (r, p)=(1, 1) and 1 [ q [ 2, and if






−r+( 1p− 1q)+−min{( 1p− 12)+, ( 12− 1q)+}, n \ r.
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If on the other hand, (r, p)=(1, 1) and 2 < q <., then
c1n−
1
2 [ dn(W11, a) linLq [ c2n
−12(log(n+1))
3
2, n \ 1,
and if (r, q)=(1, .) and 1 < p < 2, then
c1n−
1
2 [ dn(W1p, a) linL. [ c2n
−12(log(n+1))
3
2, n \ 1,
where c1 > 0 and c2 do not depend on n.
We have here the same phenomenon as for the Kolmogorov widths;
namely, the linear widths of the smaller classes D s+W
r
p, a, 0 [ s [ r, are, in
general, of the same order of magnitude as those of the classes W rp, a.
However, they are significantly smaller for the class D r+1+ W
r
p, a. Here we
have




q > 0. If (r, p) ] (1, 1), or if (r, p)=(1, 1) and 1 [ q [ 2 and if (r, q)=








−r+( 1p− 1q)+−min{( 1p− 12)+, ( 12− 1q)+}, n \ r.(1.7)
If on the other hand, (r, p)=(1, 1) and 2 < q <. then for s=0, 1,
c1n−
1
2 [ dn(D s+W11, a) linLq [ c2n
−12(log(n+1))
3
2, n \ 1,(1.8)
and if (r, q)=(1, .) and 1 < p < 2, then for s=0, 1,
c1n−
1
2 [ dn(D s+W1p, a) linL. [ c2n
−12(log(n+1))
3
2, n \ 1,(1.9)
where c1 > 0 and c2 do not depend on n.
And in case s=r+1, we show that












−r−max{1q, 12}, n > r.(1.10)
Remark. Note that for each fixed q and all p such that r−a− 1p+
1
q > 0,
the Kolmogorov and linear widths of the classes D r+1+ W
r
p, a are of the same
order of magnitude.
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For n ¥N and 1 [ p [., let lnp denote, as usual, the space of vectors
x=(x1, ..., xn) ¥ Rn with the norm
||x||lnp :=




and let Bnp be its unit ball. We recall the following lemmas.







Lemma G1 (See [1]). Let m, n ¥N be such that m < n, and set
F(m, n, p, q) :=˛max 3n 1q− 1p, 11−mn 2( 1p− 1q)/( 2p−1)4 ,if 1 [ p < q [ 2,max 3n 1q− 1p, min{1, n 1qm−12}11−m
n
2 124 ,










if 2 [ p < q [..
(2.1)
Then for any 1 [ p < q <.,
dm(B
n
p)lnq £ F(m, n, p, q),(2.2)
where the constants in these two-sided estimates are independent of m and n.







where c > 0 is an absolute constant.
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Finally,
Lemma PS (See [14] and [17]). Let m, n ¥N be such that m < n. Then








We need some more lemmas and begin with some notation. Let Yn :=
{y (i)}ni=1 be a system of vectors in X, and let 1 [ p [.. The set
S+p (Y
n) :=3y | y :=Cn
i=1
ai y (i), a=(a1, ..., an) ¥ Rn,
ai \ 0, i=1, ..., n, ||a||lnp [ 14 ,
is called a positive p-sector over the system Yn in X, and we denote
−S+p (Y
n) :={y | −y ¥ S+p (Yn)}. The following lemma is a consequence of
Lemmas KPS and PS.
Lemma 1. Let m, n ¥N be such that m < n, and let 1 [ p, q [..
If En :={e (i)}ni=1 denotes the standard system of the vectors e
(1)=




n))lnq \max 312 n−1p(n−m) 1q, 11−m+1n 2
1
24 n−( 12− 1q)+.(2.5)
Proof. First n−1/pS+.(E
n) ı S+p (En), where we observe that S+.(En) is
just the L. ball of radius
1
2 about x
0=( 12 , ...,
1
2). Thus, by virtue of




















For Bn1 is the convex hull of S
+
1 (E
n) 2 −S+1 (En), and we approximate it at
least as well by the linear span of the m-dimensional linear manifold, which
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and since S+1 (E












n))lnq \ 11−m+1n 2
1
2
, 1 [ p [.,(2.7)











2 12, 1 [ p [..(2.8)
Combining (2.6) through (2.8), completes the proof of Lemma 1. L
Next we have
Lemma 2. Let n ¥N and 1 [ p, q [.. Given ai > 0, and bi > 0,
i=1, ..., n, let y :=(y1, ..., yn) belong to the set
Tp :=˛3y : yi \ 0, 1 [ i [ n, 1 Cni=1 bpi 1 Cij=1 yi 2p2 1p [ 14 , 1 [ p <.,
{y : yi \ 0, 1 [ i [ n, max
1 [ i [ n
biyi [ 1}, p=..
(2.9)
Let
fq(y) :=˛1 Cni=1 aqi yqi 2 1q, 1 [ q <.,
max
1 [ i [ n
aiyi, q=..
(2.10)







fq(y) [ ˛1 Cni=1 (|ai−ai+1 | b−1i )pŒ2 1pŒ, 1 < p [.,
max





Note that the estimates in (2.11) are independent of q.







2 1q [ Cn
i=1
aiyi, 1 [ q [.,
we may assume that q=1. Thus substituting
hi :=bi1 Ci
k=1







i−1hi−1, i=2, ..., n,







where an+1 :=0, and the set Tp of (2.9) becomes
Gp :=Tp=˛30 [ b−11 h1 [ · · · [ b−1n hn, 1 Cni=1 hpi 2 1p [ 14 , 1 [ p <.,
{0 [ b−11 h1 [ · · · [ b−1n hn, max
1 [ i [ n
hi [ 1}, p=..
Clearly Gp ı Bnp ; thus we will instead estimate the linear functional g(h),
over the bigger set. But this is just the norm ||g||pŒ, that is, (2.11). L
Finally, the following lemma is straightforward.








p, a if and only if x
(r−1) ¥ ACloc and it is convex in I,
||x (r)ra||Lp [ 1, and x
(r) is equal a.e. on I to a nondecreasing function.
3. KOLMOGOROV WIDTHS OF THE CLASSES D s+W
r
p, a, 0 [ s [ r
We begin with a construction that will be used in proving the lower
bounds in Theorems 1 and 2. To this end, let m, N ¥N and set dm, N :=
2
(m+1) N . Now let
tm, N, i :=−1+idm, N, i=0, 1, ..., (m+1) N,
and
Im, N, i :=[tm, N, (m+1)(i−1), tm, N, (m+1)(i−1)+1], i=1, ..., N.
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For each i=1, ..., N, set












k (m−1)m, p, N, i(t)=˛0, t < tm, N, (m+1)(i−1);d−1pm, N(t− tm, N, (m+1)(i−1)),tm, N, (m+1)(i−1) < t < tm, N, (m+1)(i−1)+1,
d
1− 1p
m, N, t > tm, N(m+1)(i−1)+1,
(3.2)
and
k (m)m, p, N, i(t)=˛0, t < tm, N, (m+1)(i−1) and t > tm, N, (m+1)(i−1)+1,
d
−1p
m, N, tm, N, (m+1)(i−1) < t < tm, N, (m+1)(i−1)+1.
(3.3)









· · · F dm, N
0
k (m)m, p, N, i(t+y1+·· ·+ym) dy1 · · · dym dt,





· · · F dm, N
0
k (m)m, p, N, i(t+y1+·· ·+ym) dy1 · · · dym dt=0, j ] i.
(3.4)
On the other hand when j=i we take t ¥ Im, N, i and for y¯ :=(y1, ..., ym), we
denote
Sm, N, i(t) :={y¯ | yk \ 0, 1 [ k [ m, y1+·· ·+ym [ tm, N, (m+1)(i−1)+1−t}.
Then
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· · · F dm, N
0





















































Define the discretization operators







Dmdm, Nx(t) dt, j=1, ..., N,(3.7)
where
Im, N, j :=(tm, N, (m+1)(j−1), tm, N, (m+1)(j−1)+1), j=1, ..., N,
so that |Im, N, j |=dm, N. Then for x ¥ Lq
||x||Lq \ ||Am, N, qx||lNq .(3.8)
Indeed, for 1 [ q <., it follows by Hölder’s and Jensen’s inequalities that
:F
Im, N, j
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|x(t+kdm, N)|q dt2 1q
=1F
I
|x(t)|q dt2 1q=||x||Lq ,
and (3.8) is proved for 1 [ q <.. If q=., then
max
1 [ j [N
|yj |= max
1 [ j [N
2−md−1m, N :F
Im, N, j
Dmdm, Nx(t) dt :
[ max










−1 [ t [ 1
|x(t)|=||x||L. ,
and (3.8) is proved for q=..
We are ready to prove Theorem 1.
Proof of Theorem 1. Since D s+W
r
p, a ıW rp, a, obviously the upper bounds
in (1.4) and (1.5) follow from Theorem KL1. Thus we have to prove only
the lower bounds. Then again, in view of the inclusion D s+W
r
p ı D s+W rp, a,






−r+(max{1p, 12}−max{1q, 12})+, n \ r.(3.9)
Set YNr, p :={kr, p, N, i( · )}
N
i=1, where kr, p, N, i was defined in (3.1) with m=r,
and denote by S+p (Y
N
r, p) the positive p-sector over the system Y
N
r, p. Then it
follows by (3.3) that S+p (Y
N











k (i)r, p, q, N :=Ar, N, qkr, p, N, i( · ), i=1, ..., N
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and let YNr, p, q :={k
(i)
r, p, q, N}
N









r, p, q))lNq .(3.11)
If we set












then from (3.6) we get
k (i)r, p, q, N=Cr, p, qN
−r+1p−
1
qe (i), i=1, ..., N,
































N))lNq , 0 [ s [ r.










































2}−max{1q, 12})+, n ¥N,
where c=c(r, p, q). This completes the proof of (3.9) and concludes the
proof of Theorem 1. L
4. KOLMOGOROV WIDTHS OF THE CLASSES D r+1+ W
r
p, a
It is not surprising that we have smaller widths for these classes, as the
elements in D r+1+ W
r
p, a have a nondecreasing rth derivative thus their r+1st
derivative exists a.e. and is locally in L1 in I. Indeed, we are using this in
both directions in the following proof.
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Proof of Theorem 2. We begin with the shorter proof of the lower
bounds in (1.6). Since D r+1+ W
r







−r−max{1q, 12}, n \ r.(4.1)
To this end recall the functions kr+1, 1, N, i from (3.1) with m=r+1 and





if we denote YNr+1, 1 :={kr+1, 1, N, i( · )}
N




r+1, 1) be the















Now we apply the discretization operators Ar+1, N, q, which were defined
by (3.7) with m=r+1, to obtain k (i)r+1, 1, q, N :=Ar+1, N, qkr+1, 1, N, i( · ), i=
1, ..., N, and the system YNr+1, 1, q :={k
(i)
r+1, 1, N, q}
N
i=1. Then like (3.10), it









r+1, 1, q))lNq .


































where c=c(r, q). This completes the proof of (4.1).
We now turn to the proof of the upper bounds. We apply an extension
of ideas of V. M. Tikhomirov for obtaining the Kolmogorov widths of the
classes D2+W
1
p in Lq. We are indebted to Tikhomirov for improving our
previous proof of this direction. Following Tikhomirov, we reduce our
problem to that of the isoperimetric problem in Rn. We fix
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and let
tn, i :=tb, n, i :=˛1−1n−in 2b, i=0, 1, ..., n,
−1+1n+i
n
2b, i=−n, ..., −1.(4.4)
Set
In, i :=Ib, n, i :=˛[tn, i−1, tn, i], i=1, ..., n,[tn, i, tn, i+1], i=−n, ..., −1.(4.5)
Denote by lr, n, i(x; t), t ¥ I, i=±1, ..., ±(n−1), the Lagrange polynomials
of degree r, which interpolate x ¥ D r+1+ W rp, a at the r+1 equidistant points
tn, i, k, k=0, 1..., r, partitioning In, i, that is,
lr, n, i(x; tn, i, k)=x(tn, i, k), k=0, 1, ..., r, i=±1, ..., ±(n−1),
and set
sr, n(x; t) :=˛ lr, n, i(x; t), t ¥ In, i, i=±1, ..., ±(n−1),lr, n, ±(n−1)(x; t), t ¥ In, ±n.
We first prove that
sup
x ¥ Dr+1+ W
r
p, a
||x( · )−sr, n(x; · )||Lq [ cn
−r− 1q,(4.6)
where c=c(r, a, b, p, q).
To this end, if x ¥ D r+1+ W rp, a, then by Lemma 3, x (r−1) is convex and x (r)
in nondecreasing, so that we may take an rth degree polynomial pr(x; · )
such that its (r−1) st derivative is tangent to x (r−1) at 0, namely,
p (r−1)r (x; 0)=x
(r−1)(0), p (r−1)r (x; t) [ x (r−1)(t), t ¥ I,
and the constant p (r)r (x; t) — p (r)r (x; 0) satisfies
x (r)− (0) [ p (r)r (x; t) [ x (r)+ (0).
Thus, let
x˘(t) :=x(t)−pr(x; t), t ¥ I,
and we clearly have
x˘(t)−sr, n(x˘ ; t)=x(t)−sr, n(x; t), t ¥ I.
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Since x (r) is nondecreasing, it readily follows that
||x˘ (r)ra||Lp [ 3 ||x





Indeed, if p (r)r (x; 0) \ 0, then we use the inequality p (r)r (x; t) [ x (r)+ (0) [
x (r)(t) a.e. in [0, 1). Hence









[ ||x (r)ra||Lp+2 ||x
(r)ra||Lp[0, 1]
[ 3 ||x (r)ra||Lp .
Otherwise p (r)r (x; 0) < 0, so that p
(r)
r (x; t) \ x (r)− (0) \ x (t)(t) a.e. in (−1, 0],
and the proof is similar.
It is well known that by Whitney’s theorem [20], we have
max
t ¥ In, i
|x˘(t)− lr, n, i(x˘ ; t)| [ cwr+11 x˘ ; |In, i |r+1 ; In, i 2 , i=±1, ..., ±(n−1),
where c=c(r) and wr+1(x; d ; [a, b]) is the usual (r+1)st modulus of
smoothness of x with step d, in the interval [a, b]. Thus for x ¥ D r+1+ W rp, a,
if y > 0 is so that {t, t+(r+1) y} ¥ In, ± i, 1 [ i [ n−1, then
|D r+1y x˘(t)|=:F y
0
· · · F y
0
D1y x˘
(r)(t+y1+·· ·+yr) dy1 · · · dyr :
[ F y
0
· · · F y
0
|D1y x˘
(r)(t+y1+·· ·+yr)| dy1 · · · dyr
[ |In, ± i | r esssup
t1, t2 ¥ In, ± i
(x˘ (r)(t1)− x˘ (r)(t2))=: |In, ± i | r wr, n, ± i,
implying that
max
t ¥ In, i
|x˘(t)− lr, n, i(x˘ ; t)| [ c |In, i | r wr, n, i, i=±1, ..., ±(n−1),
where c=c(r). In view of the definition of sr, n we conclude that for all
1 [ q [.,
||x˘( · )−sr, n(x˘ ; · )||Lq(In, i)=||x˘( · )− lr, n, i(x˘ ; · )||Lq(In, i)
(4.7)
[ c |In, i | r+
1
q wr, n, i, i=±1, ..., ±(n−1).
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In order to estimate the norm of x˘( · )−sr, n(x˘ ; · ) in Lq(In, ±n), we denote by




(t− tn, n−1) s
s !
the Taylor polynomial of degree r−1 of x˘. Then
x˘(t)−sr, n(x˘ ; t)=x˘(t)− lr, n, n−1(x˘ ; t)
=x˘(t)−hr−1(x˘ ; tn, n−1; t)− lr, n, n−1(x˘( · )−hr−1(x˘ ; tn, n−1; · ); t),
whence
||x˘( · )−sr, n(x˘ ; · )||Lq(In, n) [ ||x˘( · )−hr−1(x˘ ; tn, n−1; · )||Lq(In, n)
+||lr, n, n−1(x˘( · )−hr−1(x˘ ; tn, n−1; · ); · )||Lq(In, n).
It is readily seen by Minkowski’s inequality (applied to the parameter q)
and Hölder’s inequality (applied to the parameter p) that
||x˘( · )−hr−1(x˘ ; tn, n−1; · )||Lq(In, n) [ c |In, n |
r−a− 1p+
1
q ||x˘ (r)ra||Lp(In, n),
where c=c(r, a, p, q). It should be noted that in the above we use the fact
that r−a− 1p+
1
q > 0. Since
c1 |In, n−1 | [ |In, n | [ c2 |In, n−1 |,
where c1=c1(r, a, b, p, q), c2=c2(r, a, b, p, q), it follows that
||lr, n, n−1(x˘( · )−hr−1(x˘ ; tn, n−1; · ))||Lq(In, n)
[ c |In, n |
1
q ||x˘( · )−hr−1(x˘ ; tn, n−1; · )||L.(In, n−1)




q ||x˘ (r)ra||Lp(In, n−1),
where c=c(r, a, b, p, q). Recalling that ||x˘ (r)ra||p [ 3, we conclude that




where c=c(r, a, b, p, q). Similarly
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where c=c(r, a, b, p, q), so combining with (4.7) and (4.8) yields
||x( · )−sr, n(x; · )||Lq[0, 1]
(4.10)
[ ˛c 1 Cn−1i=1 |In, i | rq+1 wqr, n, i 2 1q+c |In, n | r−a− 1p+1q, 1 [ q <.,
c max
1 [ i < n




||x( · )−sr, n(x; · )||Lq[−1, 0]
[ ˛c 1 C−1i=−n+1 |In, i | rq+1 wqr, n, i 2 1q+c |In, −n | r−a− 1p+1q, 1 [ q <.,
c max
−n < i [ −1
|In, i | r wr, n, i+c |In, −n | r−a−
1
p, q=.,
where c=c(r, a, b, p, q).
On the other hand, if 1 [ p <., then
||x˘ (r)ra||Lp[0, 1]=1 Cn
i=1
||x˘ (r)ra||pLp(In, i) 2 1p
\ 1 Cn−1
i=1
||x˘ (r)ra||pLp(In, i+1) 2 1p.




wr, n, j [ x˘ (r)(t),




wr, n, j [ ||x˘ (r)ra||Lp(In, i+1).
Hence, for p=.,
max
1 [ i [ n−1
3−1 ||ra||L.(In, i+1) C
i
j=1
wr, n, j [ 1,(4.11)
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and for 1 [ p <., we have
1 Cn−1
i=1
||ra||pLp(In, i+1) 1 Ci
j=1




3−p ||ra||pLp(In, i+1) 1 Ci
j=1
wr, n, j 2p2 1p [ 1.(4.12)
Similarly, for p=.,
max
1 [ i [ n−1
3−1 ||ra||L.(In, −i−1) C
i
j=1
wr, n, −j [ 1,(4.13)
and for 1 [ p <.,
1 Cn−1
i=1
3−p ||ra||pLp(In, −i−1) 1 Ci
j=1
wr, n, −j 2p2 1p [ 1.(4.14)
Write
ai :=c |In, i | r+
1




a||Lp(In, i+1), i=1, ..., n−1,
so that if we replace wr, n, i by yi, then we are in the setup of Lemma 2. Thus
in view of (4.10), we may conclude by (2.11) that
||x( · )−sr, n(x; · )||Lq[0, 1]
[ ˛1 Cn−1i=1 (|ai−ai+1 | b−1i )pŒ2 1pŒ+c |In, n | r−a− 1p+1q, 1 < p [.,
max
1 [ i [ n−1
|ai−ai+1 | b
−1




pŒ=1 and where by definition an :=0. Now, by (4.3) through
(4.5),
|ai−ai+1 |=||In, i | r+
1




=|(tn, i−tn, i−1) r+
1














q)−1, i=1, ..., n−2
WIDTHS OF SOBOLEV-TYPE-CLASSES, II 283
and





where c=c(r, a, b, p, q). Note that (4.16) is exactly (4.15) with i=n−1.
Now, if p=., then
bi=3−1 ||ra||L.(In, i+1)=3
−1ra(tn, i)=3−1n−ba(n−i)ba, i=1, ..., n−1,
and if 1 [ p <., then



















p)− 1p, i=1, ..., n−1,





p)− 1p, i=1, ..., n−1,
where c=c(r, a, b, p, q).








































































Note that we used (4.3) in both (4.17) and (4.18). At the same time, using
(4.3) once more,











which combined with (4.17) and (4.18) turns (4.10) into
||x( · )−sr, n(x; · )||Lq([0, 1)) [ cn
−r− 1q,
where c=c(r, a, b, p, q). Similarly we obtain
||x( · )−sr, n(x; · )||Lq((−1, 0]) [ cn
−r− 1q,
and (4.6) follows. This completes the proof of the upper bound in (1.6) for
1 [ q [ 2.
We have to improve the estimates for 2 < q [. and we do it by apply-




||(x( · )−sr, n(x; · )) w
−1+1q
n ||L1 [ cn
−r− 1q,(4.19)
where c=c(r, a, b, p, q) and
wn(t) :=n−1(1− |t|+n−b)
b−1
b , t ¥ I.
Observe that
c1 |In, i | [min
t ¥ In, i
wn(t) [max
t ¥ In, i
wn(t) [ c2 |In, i |, i=±1, ..., ±n,
where 0 < c1=c1(b) [ c2=c2(b). For if we let t ¥ In, i, 1 [ i [ n then
min










\ c1 |In, i |,
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and
max










[ c2 |In, i |.
Hence by virtue of (4.7) and (4.8) (with q=1), we obtain
||(x˘( · )−sr, n(x˘ ; · )) w
−1+1q
n ||L1(In, i) [ c |In, i |
r+1q wr, n, i, i=±1, ..., ±(n−1),
and
||(x˘( · )−sr, n(x˘ ; · )) w
−1+1q




where c=c(r, a, b, p, q). Therefore
||(x( · )−sr, n(x; · )) w
−1+1q
n ||L1[0, 1] [ C
n−1
i=1
c |Ib, n, i | r+
1





In view of (4.11) and (4.12), we are again in the setup of Lemma 2 and we
may conclude that
||(x( · )−sr, n(x; · )) w
−1+1q
n ||L1[0, 1] [ cn
−r− 1q.
A similar estimate is obtained for the interval [−1, 0], by virtue of (4.7),
(4.9), (4.13), and (4.14). Thus (4.19) is established.





p, a)Lq [ cn
−r− 12, 2 < q [.,(4.20)
where c=c(r, a, b, p, q).
For n > 1 let Sr, n :=Sr, n(I) be the space of continuous piecewise poly-
nomials z ¥ C(I), which are polynomials of degree [ r in each interval In, i.
Then clearly dim Sr, n=2rn+1. For n=1 we take Sr, 1 :=Pr−1, the space
of all polynomials of degree < r, i.e., dim Sr, 1=r. Evidently, for any
n \ 1, Sr, n ı Sr, 2n. We will prove the existence of integers l=l(r, a,
p, q) > 1, a=a(r, a, p, q) > 0 and subspaces Sa2n ı Sr, 2ln, of dimension
r [ dim Sa2n [ a2n < 2ln, n > 1, such that
E(D r+1+ W
r
p, a, Sa2n)Lq [ c2
−(r+12) n, 2 < q [..(4.21)
where c=c(r, a, b, p, q).
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For n > 1 we subdivide the intervals In, ± i, i=1, ..., n−1 by
tn, ± i, k :=tn, ±(i−1)+
tn, ± i−tn, ±(i−1)
r
k, k=0, 1, ..., r,
and note that tn, i, 0=tn, i + 1 and tn, i, r=tn, i, i=±1, ..., ±n. Define a one-to-
one correspondence between the spaces Sr, n and R2nr+1 by the invertible
discretization operator






q z(tn, i, k),





q z(tn, −i, k),
j=−(i−1) r−k, k=0, 1, ..., r, i=1, ..., n.
Note that altogether j=0, ±1, ..., ±nr. The inverse operator is
A−1r, b, q, n: R
2nr+1 ¦ y=(y−nr, ..., y−1, y0, y1, ..., ynr)Q z ¥ Sr, n,












j=−(i−1) r−k, k=0, 1, ..., r, i=1, ..., n.
Similarly to what was shown in [8, Theorem 1], it follows that
||z||Lq £ ||Ar, b, q, nz||l2nr+1q , z ¥ Sr, n.
We proceed as in the above proof, fixing an integer N ¥N and prescribing
integers m0 :=r and mn [ 2r2n+1, n=1, 2, ..., N. Let Lmn, n=1, 2, ..., N,
be subspaces of R2r2
n+1 of dimension dim Lmn=mn, and set
Sm0 :=Sr, 1, Smn :=A
−1
r, b, q, 2nL
mn, n=1, 2, ..., N.
Then Smn … Sr, 2n and dim Smn=mn, n=0, 1, 2, ..., N. If we denote
Sm0, ..., mN :=span 10N
n=0
Smn 2 ,
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then Sm0, ..., mN … Sr, 2N and dim Sm0, ..., mN [ m0+·· ·+mN. Each x ¥D r+1+ W rp, a
may be expanded into
x(t)=x(t)−sr, 2N(x; t)+sr, 1(x; t)+C
N
n=1
(sr, 2n(x; t)−sr, 2n−1(x; t)), t ¥ I,
where sr, 2n(x; · ) ¥ Sr, 2n. Therefore we conclude that





E(Ar, b, q, 2n(sr, 2n(x; · )−sr, 2n−1(x; · )), Lmn)l2r2n+1q .
We will show that for all x ¥ D r+1+ W rp, a, the splines sr, 2n(x; · )−sr, 2n−1(x; · )
are mapped by Ar, b, q, 2n into the ball c2−(r+1/q) nB
2r2n+1
1 , where c=
c(r, a, b, p, q). Indeed, it is readily seen that for each k=0, ..., r,
(r2n)−b (r2n−((i−1) r+k)+1)b−1 [ c |I2n, ± i |, i=1, ..., 2n,
where c=c(r, b). Hence,















































|sr, 2n(x; t2n, i, k)−sr, 2n−1(x; t2n, i, k)|
[ (r+1) ||sr, 2n(x; · )−sr, 2n−1(x; · )||L.(I2n, i)
[ c |I2n, i |−1 ||sr, 2n(x; · )−sr, 2n−1(x; · )||L1(I2n, i),
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where c=c(r) and where we used the fact that sr, 2n(x; · )−sr, 2n−1(x; · ) is a
polynomial of degree [ r on I2n, i. Now, it is readily seen that




q ||sr, 2n(x; · )−sr, 2n−1(x; · )||L1(I2n, i)
[ |I2n, i |−1+
1
q ||x( · )−sr, 2n(x; · )||L1(I2n, i)
+|I2n, i |−1+
1
q ||x( · )−sr, 2n−1(x; · )||L1(I2n, i)




+c ||(x( · )−sr, 2n−1(x; · )) w
−1+1q
2n−1 ||L1(I2n, i).
Therefore, (4.23) and (4.19) yield







q ||sr, 2n(x; · )−sr, 2n−1(x; · )||L1(I2n, i)
[ c ||(x( · )−sr, 2n(x; · )) w−1+
1
q










m0, ..., mN)Lq [ sup
x ¥ Dr+1+ W
r
p, a















n+1, Lmn)l2r2n+1q =0, n=1, 2, ..., n−1.
Also, by (4.6),
||x( · )−sr, 2N(x; · )||Lq [ c2
−(r+1q)N, x ¥ D r+1+ W rp, a.




mn)l2r2n+1q [ 2dmn (B
2r2n+1
1 )l2r2n+1q , n=n, ..., N,
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where c=c(r, a, b, p, q).
In order to obtain the upper bounds that we require we now apply a











and put N :=ln, n ¥N. Set
mn :=2rK2
N− n
l−1L, n=n, ..., N,
where KuL is the integer ceiling of u ¥ R. Evidently, m0+m1+·· ·+mN






































































where c=c(r, a, b, p, q).
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For the case q=. we observe that Bn1 ı Bn2, so that applying Lemma K































































































where c=c(r, a, b, p). If we let Sa2n :=Sm0, ..., mN, then (4.21) follows from





p, a)Lq [ c2
−(r+12) n, 2 < q [.,
where c=c(r, a, b, p, q). It is a standard technique now to obtain (4.20).
This concludes the proof of the upper bounds in (1.6) and thus completes
the proof of Theorem 2. L




We begin by recalling some lemmas.
Lemma G2 (See [1]). Let n,m ¥N be such thatm < n, and let 1 [ p < q [






£Y(m, n, p, q) :=˛F(m, n, p, q), 1 [ p < q [ pŒ,
F(m, n, qŒ, pŒ), max{p, pŒ} < q [.,
(5.1)
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where F(m, n, p, q) is defined by (2.1), and 1p+
1
pŒ=1. The constants in these
two-sided estimates do not depend on m and n.
The following is the corollary of [12, Lemma 3].











2, n \ m2,
where c > 0 is an absolute constant.
Also, as a corollary of [12, Lemma 5], we get











where c > 0 is an absolute constant.
We need one new result
Lemma 4. Let n, m ¥N be such that m < n and 2 [ p [ q [. or 2 [
p




n)) linlnq \ 2
−12 11−m
n
2 12 n−( 1p− 12)+.
Proof. Let X be real linear normed space with Xg its dual, and let
Lm :=span{xk}
m
































(t (k), x) z (k)>
ln.
,
where ( · , · ) is the usual scalar product. Since
>x− Cm
k=1






(t (k), x) z (k), y2: ,
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it follows that
sup




(t (k), x) z (k)>
ln.
= sup



























































(z (k), y) t (k), x2: .
For any z ¥ Rn such that ||z||ln2 ] 0 we have
sup
x ¥ S+2 (E
n)
|(z, x)|=||z||ln2 sup














x ¥ S+2 (E
n)
|(e, x)| \ 2−
1
2.(5.3)





We divide coordinates of e into two sets, that of the negative coordinates
and that of the nonnegative ones. Let ein < 0, 1 [ n [N and ein \ 0,

















−1/2 ein , 1 [ n [N and xin :=0, N< n [ n, we obtain
x=x(e) ¥ S+2 (En) and |(e, x)| \ 2−1/2 and (5.3) is proven.
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n)) linlnq \ dm(S
+
2 (E




On the other hand, if 2 [ pŒ [ q [., then n1/2−1/pS+2 (En) ı S+p (En) and











n)) linln. \ 2
−12 11−m
n
2 12 n 12− 1p.
Combining this with (5.5) yields Lemma 4. L
6. THE LINEAR WIDTHS OF THE CLASSES D s+W
r
p, a IN Lq
We are in a position to prove our assertions.
Proof of Theorem 3. The upper bounds in Theorem 3 follow from
Theorem KL2, and the lower bounds for the cases 1 [ q [ p [.,
1 [ p [ q [ 2, and 2 [ q [ pp−1 [. are immediate consequences of











Thus we concentrate on the two remaining cases, namely, 2 [ p [ q [.
and 2 [ pŒ [ q [..
Since D s+W
r





















q, 2 [ pŒ [ q [..(6.2)













N)) linlNq , 0 [ s [ r,
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where c=c(r, p, q) and (6.1) and (6.2) follow. This completes the proof of
Theorem 3. L
We proceed to the proof of Theorem 4.













Hence we only have to prove the upper bounds. We observe that all the
operators which we used in the proof of Theorem 2 were linear. Therefore,








−r− 1q, 1 [ q [ 2,(6.3)



















If 2 < q [., then we prescribe the integers l, N, and mn as in the proof of




m0, ..., mN) linLq [ c2
−(r+12) n, 2 < q <.,(6.5)
where c=c(r, a, p, q).







l−1]2, n=n, ..., M−1,
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l−1) t dt [ c2−(r+
1
2) n,




(n−n), n=M, ..., N.




m0, ..., mN) linL. [ c2
−(r+12) n,
which together with (6.3) and (6.5) implies the upper bounds in (1.10) and
concludes the proof. L
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