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1. Introduction
This paper is a contribution to the problems of searching, constructing and classifying designs
with a large amount of symmetry. The original motivation for our investigation was a study by Eu-
genia O’Reilly Regueiro [18] of symmetric 2-designs admitting a group G of automorphisms acting
transitively on ﬂags (incident point-block pairs). In the case where G preserves a non-trivial point
partition (that is, G is point-imprimitive), and the (constant) number λ of blocks on a point-pair is at
most four, her work in conjunction with results in [22,23] (see Remark 1.3) showed that either the
designs were known explicitly, or they had the parameters in the title: namely 96 points, 96 blocks of
size 20, and 4 blocks on each point-pair. Our main result is a classiﬁcation of ﬂag-transitive designs
with these parameters.
Theorem 1.1. There are up to isomorphism exactly four ﬂag-transitive symmetric 2-(96,20,4)-designs.
One of the examples arises from a generalised quadrangle and was ﬁrst constructed by Ahrens
and Szekeres in [1]. Two of the other designs are related to two graphs constructed by Brouwer et al.
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1010 M. Law et al. / Journal of Combinatorial Theory, Series A 116 (2009) 1009–1022in [2]. The fourth design, with an automorphism group of size 7680, occurs in [24], but to our knowl-
edge has not yet appeared in the journal literature. For each of the four designs the automorphism
group preserves a point-partition with 6 classes of size 16.
Corollary 1.2. All symmetric 2-(v,k, λ)-designs with λ  4 admitting a ﬂag-transitive, point-imprimitive
subgroup of automorphisms are known.
Remark 1.3. (1) As mentioned above, this corollary follows immediately from Theorem 1.1 and re-
sults in [18,22,23]. First, by [18, Corollary 1], any design with the properties of Corollary 1.2 must
have parameters (v,k, λ) equal to (16,6,2), (45,12,3), (15,8,4) or (96,20,4). For the ﬁrst parameter
set there are exactly two ﬂag-transitive, point-imprimitive examples (see [18, Section 1.2] and [23,
Remark 1.4(1)]) and these were ﬁrst constructed by Q.M. Hussain [14] in 1945. An example for the
second parameter set was constructed by the second author and proved to be unique in [22, Corol-
lary 1.2]. Similarly there is a unique example with the third parameter set, see [23, Proposition 1.5],
namely the points and hyperplane complements of the projective geometry PG(3,2) relative to a sub-
group S5 or S5.3 of the full automorphism group PSL(4,2) ∼= A8. Examples with parameters (96,20,4)
are the theme of this paper, and their classiﬁcation is given by Theorem 1.1.
(2) The classiﬁcation of ﬂag-transitive, point-primitive, symmetric designs with parameters (v,k, λ)
and λ 4 is an unsolved problem. If λ 3, it was shown in [18] using the O’Nan–Scott Theorem that
the automorphism group is of either aﬃne type or almost simple type, but this analysis has not
been done for the case λ = 4. The case λ = 1 is the case of ﬂag-transitive projective planes, and
was treated much earlier: no projective plane has an imprimitive ﬂag-transitive automorphism group
by [11], and any projective plane with a primitive ﬂag-transitive automorphism group was proved
by W.M. Kantor [15] to be either a Desarguesian projective plane or to have a sharply ﬂag-transitive
Frobenius group of order (n2 +n+1)(n+1), where n is even and n2 +n+1 is prime. Regueiro studied
the case λ = 2 further. Here the designs are called biplanes. In [18–21] she reduced the classiﬁcation
of ﬂag-transitive biplanes to the situation where the automorphism group is a one-dimensional aﬃne
group. This suggests the following problem.
Problem 1. Reduce the classiﬁcation of ﬂag-transitive symmetric 2-(v,k, λ)-designs with λ = 3 or 4
to the case of one-dimensional aﬃne automorphism groups.
Symmetric designs are richly connected with other combinatorial objects such as strongly regular
graphs, difference sets, and partial linear spaces, especially generalised quadrangles. We give a brief
description of these connections in Section 1.1 and then in Section 1.2 we make some comments
about designs with parameters (96,20,4). In Section 2 we give a more detailed discussion of the
process of searching for and constructing symmetric designs from strongly regular graphs and their
automorphism groups. Applying this process led to the discovery of the ﬂag-transitive designs clas-
siﬁed in Theorem 1.1. In Section 2.1 we give summary information about the automorphism groups
of the designs, including their ﬂag-transitive subgroups, and the associated strongly regular graphs.
The analysis for proving Theorem 1.1 begins in Section 3 where we determine the structure of a
ﬂag-transitive automorphism group of a 2-(96,20,4)-design. This information is then exploited com-
putationally in Section 4 to complete the classiﬁcation. Section 5 contains a brief discussion of the
method we used to ﬁnd all ﬂag-transitive groups acting on the four designs in Theorem 1.1. Knowl-
edge of these subgroups proved useful to guide the classiﬁcation process.
1.1. Symmetric designs and their links
A ﬁnite incidence structure of points and blocks is a symmetric 2-(v,k, λ)-design if it has v points,
v blocks, each block contains k points, and any pair of distinct points lies in λ common blocks. In this
case, we have necessarily λ(v−1) = k(k−1). An automorphism of a symmetric design is a permutation
of its points which moves blocks to blocks. We now introduce the kinds of graphs, and geometries
that are inter-related to symmetric designs.
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vertex has k neighbors, and any two distinct vertices x, y have λ or μ common neighbors, depending
only on whether x and y are adjacent or not. Strongly regular graphs with λ = μ are also called
(v,k, λ)-graphs.
A (v,k, λ)-difference set in a ﬁnite group G of order v is a set S ⊂ G such that |S| = k, and each
non-identity element of G appears exactly λ times in S S−1.
A partial linear space of order (s, t) is an incidence structure of points and lines such that each
line contains s + 1 points, each point lies in t + 1 lines, and any two points are in at most one
common line. A generalised quadrangle is a partial linear space with the additional property that, for
an antiﬂag (P , l) (that is, a non-incident point-line pair), there is exactly one point on l collinear to P .
These various combinatorial objects are closely related as follows:
1. Let Γ be a (v,k, λ)-graph. Deﬁne a point-block incidence structure by taking as points the ver-
tices of Γ , and as blocks the neighborhoods of vertices. The resulting structure is a symmetric
2-(v,k, λ)-design.
2. Let S ⊂ G be a (v,k, λ)-difference set. Deﬁne B := {S + g: g ∈ G}. Then (G,B) is a symmetric
2-(v,k, λ)-design.
3. Let Q be a generalised quadrangle of order (q + 1,q − 1). Deﬁne Γ to be the collinearity graph
of Q, that is, the vertices are the points of Q and edges are pairs of collinear points. Then Γ is a
(v,k, λ)-graph where v = q2(q + 2), k = q(q + 1), and λ = q.
Construction 1 was introduced by R.W. Ahrens and G. Szekeres in [1]. The other constructions are
discussed in [3, Chapter 2], see also [25]. We expand on the link between symmetric designs and
strongly regular graphs in Section 2.
Regarding the inputs to these constructions, the ﬁrst of these objects to be constructed were gen-
eralised quadrangles of order (q + 1,q − 1) by R.W. Ahrens and G. Szekeres [1] in 1969. In 1971,
W.D. Wallis [27] gave a construction for strongly regular graphs from small block designs. Starting
with an aﬃne plane of order q, he produced (v,k, λ)-graphs with v = q2(q + 2), k = q(q + 1), and
λ = q. Then in 1973, R.L. McFarland [16] constructed difference sets in the group E × K , where E is
elementary abelian, and K is arbitrary. This construction was generalised by Dillon [4] to a wider
class of groups.
1.2. The parameters (96,20,4)
In this paper we concentrate on one set of parameters, namely (v,k, λ) = (96,20,4). Recently, new
difference sets with these parameters were found by Golemac et al. [9], while new strongly regular
graphs were constructed by Brouwer et al. [2], using the theory of coherent conﬁgurations. Also quite
recently, Fon-Der-Flaass [7] generalised Wallis’ construction in [27], showing that there are many non-
isomorphic (96,20,4)-graphs and designs. Thus without any restrictions on the symmetry properties
of such designs, it appears that classifying all designs with these parameters is hopeless. We therefore
restrict ourselves to designs which have a high degree of symmetry.
More speciﬁcally, we consider 2-(96,20,4)-designs D = (Ω,B) admitting a group G of automor-
phisms acting transitively on ﬂags. We see as follows that such a group G , must be point-imprimitive.
By [5, Table B.4, p. 324], the only primitive groups on 96 points are the symmetric or alternating
groups S96 or A96. Since A96 acts transitively on sets of size 20 it cannot leave a 2-(96,20,4)-design
invariant. Thus G cannot be point-primitive. Our analysis begins with the information given in [23]
about possible G-invariant point partitions.
2. Constructing new designs from old
Of the four designs described in this classiﬁcation three were previously known in the published
literature. We extend the discussion in Section 1.1 to describe the process which led to the discovery
of the ﬁnal example in [24]. Recall from Section 1.1 the deﬁnition of a symmetric 2-(v,k, λ)-design,
and a strongly regular graph with parameters (v,k, λ,μ). First we note a well-known connection
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Construction 1. Let Γ be a graph with vertex set V . For a vertex α ∈ V , let Bα = Γ (α) be the set of all
neighbors of α in Γ . We denote the block design formed by all blocks Bα , for α ∈ V , by D(Γ ).
Construction 2. Let Γ be a graph with vertex set V . For a vertex α ∈ V , let Bα = Γ (α)∪{α}. Here, we denote
the block design formed by all blocks Bα , for α ∈ V , by D(Γ ).
A polarity of a symmetric block design is a bijection φ of order 2 from points to blocks which
preserves incidence. Given a polarity φ, a point is absolute if it lies in its image, and non-absolute
otherwise.
Construction 3. Given a symmetric design D and a polarity φ , we deﬁne a graph Γ (D, φ) as follows: vertices
are the points of D, and distinct vertices α,β are adjacent if β ∈ φ(α).
Note that the adjacency relation is symmetric since φ is a polarity.
Lemma 2.1. (See [3, Proposition 2.27].) Let Γ be a strongly regular graph with parameters (v, k, λ, μ).
(1) If μ = λ, then D(Γ ) is a 2-(v,k, λ)-design.
(2) If μ = λ + 2, then D(Γ ) is a 2-(v,k + 1, λ + 2)-design.
Lemma 2.2. (See [3, Proposition 2.27].) Let D be a symmetric 2-(v,k, λ)-design with a polarity φ .
(1) If all points are non-absolute under φ , then Γ (D, φ) is strongly regular with parameters (v,k, λ,λ).
(2) If all points are absolute under φ , then Γ (D, φ) is strongly regular with parameters (v,k − 1, λ − 2, λ).
In our search process we exploit the fact that the following things can be done computationally:
1. Given a graph its automorphism group can be determined, for example, by using B. McKay’s
program nauty [17].
2. Given a design its polarities can be determined as automorphisms of the incidence graph.
3. Given a group its “large” subgroups can be generated, either rigorously or in a randomized fashion
by taking subgroups generated by sets of random elements. In the latter case completeness of the
result is not assumed.
4. Given a permutation group G all strongly regular graphs invariant under G can be determined.
This uses the theory of coherent conﬁgurations which was introduced in [10], and is similar to
approaches used in the computer package COCO [6]. This step is feasible if the group is relatively
large, or, equivalently, if the number of orbits on ordered pairs is relatively small.
Our search procedure proceeds as follows. Given a set S of known objects (designs, graphs, and
groups) we do the following.
1. For each graph Γ ∈ S , construct the corresponding design D(Γ ) using Construction 1 or D(Γ )
using Construction 2 and add it to S .
2. For each graph Γ ∈ S , ﬁnd its automorphism group and add it to S .
3. For each design D ﬁnd its polarities. For those polarities which have either all absolute points or
none at all, construct the corresponding graphs using Construction 3 and add them to S .
4. For each group G ∈ S , ﬁnd its large subgroups and add them to S .
5. For each group G ∈ S , ﬁnd all strongly regular graphs invariant under G , and add them to S .
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Information on the automorphism groups G of the designs.
design # |G| composition factors of G |K | |S| G/K |K/S|
1 552960 28 . 3 . A6 . 2 768 = 28 . 3 256 S6 3
2 184320 28 . A6 . 2 256 = 28 256 S6 1
3 138240 26 . 3 . A6 . 2 192 = 26 . 3 64 S6 3
4 7680 26 . A5 . 2 64 = 26 64 S5 1
Table 2
Flag-transitive subgroups 2a . H for the four designs.
design # a H
1 8 (3× A6) . 2, 3× A6, S6,GL(2,4) . 2, A6,GL(2,4), S5, A5
2 8 S6, A6, S5, A5
4 S6, A6 (4 classes), S5
3 6 (3 . A6) . 2,3 . A6,GL(2,4) . 2,GL(2,4), S5, A5
5 S5, A6 (2 classes), S5
4 6 S5, A5
5 S5, A5
4 S5
The ﬁrst three of these steps can be performed for all given graphs and designs. Step 4 is feasible
for all groups if we do not require completeness. Step 5 gets more diﬃcult for smaller groups; its
complexity is roughly exponential in the number of orbits of G on ordered pairs of points.
Hence we proceed as follows: As long as there are unprocessed graphs or designs, we perform
Steps 1–3. Then we pick the largest group not yet considered, and perform Steps 4 and 5. We stop
the process when it appears that Step 5 will not ﬁnish in reasonable time.
This procedure was used in [24, Appendix A.2] to construct 100 non-isomorphic strongly regular
graphs of order 96 (8 of them have valency 19, the others have valency 20). The starting point was the
point graph of the generalised quadrangle GQ (5,3), with parameters (96,20,4,4). Several of these
graphs had been previously described in [2].
Here, we shift our main interest from the graphs to the designs. The results of the procedure
include four designs which admit ﬂag-transitive, point-imprimitive automorphism groups. These de-
signs are described with more detail below. In the remainder of the paper we prove that this list is
complete.
2.1. Four designs and related strongly regular graphs
Each of the four ﬂag-transitive 2-(96,20,4)-designs D discovered in the search described above
has a ﬂag-transitive, point-imprimitive automorphism group G that leaves invariant a partition C of
the point set Ω with 6 classes of size 16. In each case the kernel K of the induced action of G on C
contains an elementary abelian subgroup S that is normal in G and transitive on each class of C .
Table 1 lists the orders of G, K , S together with information about the composition series of G , and
the group G/K induced by G on C . The design which, to our knowledge, has not previously appeared
in the journal literature is the one corresponding to line 4 of the table.
For each of the four designs some proper subgroups of the full automorphism group G also act
ﬂag-transitively. In Table 2 we give information about the conjugacy classes of ﬂag-transitive sub-
groups; each subgroup is of the form 2a . H , with a and H as in the table.
Each of the four designs gives rise to several strongly regular graphs by the process described
above. Altogether we found 16 graphs with parameters (v,k, λ,μ) = (96,20,4,4), and one graph
with parameters (96,19,2,4). In Table 3 we present summary information, giving the valency, and
automorphism group order for each graph. Graph number 2 is the one with parameters (96,19,2,4).
Graph number 8 is the point graph of the unique generalised quadrangle of order (5,3). The graphs
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Strongly regular graphs related to the four designs.
design graph valency |Aut | Comments
1 1 20 11520 Constructed in [2]
2 19 9216
3 20 1536
2 4 20 11520 Constructed in [2]
5 20 768
3 6 20 3072 Constructed in [1],
7 20 7680 related to the GQ
8 20 138240 of order (5,3)
9 20 256
4 10 20 384 Constructed in [24]
11 20 512
12 20 768
13 20 1280
14 20 640
15 20 7680
16 20 128
17 20 128
related to designs 1 and 3 were ﬁrst described in [2]. All graphs were also considered in [24, Ap-
pendix A.2.2].
3. The ﬂag-transitive imprimitive group
In this section we analyse the structure of a ﬂag-transitive subgroup G of automorphisms of a
2-(96,20,4)-design D = (Ω,B). As discussed in Section 1.2, G must be imprimitive on the point
set Ω . By [23, Corollary 1.3, Table 1], G preserves a partition C of Ω with d classes of size c, and
each block of D comprises  points from each of 20/ classes, where (c,d, ) = (16,6,4) or (6,16,2).
Moreover, the action induced by G on C , and the action induced by a class stabiliser on the class,
are both primitive. Note that, since G is ﬂag-transitive, |G| is divisible by 96 . 20 = 27 . 3 . 5. We note,
see [5, p. 324], that each primitive group of degree 6 is almost simple and its socle is 2-transitive and
isomorphic to either A6 or PSL(2,5) ∼= A5. Also a primitive group of degree 16 either has socle A16,
or is a primitive subgroup of AGL(4,2).
We show in Section 3.1 that, if G preserves a partition of Ω with 16 classes of size 6, then it also
preserves a partition with 6 classes of size 16. We reserve the notation C for a G-invariant partition
consisting of 6 classes of size 16. We will denote a G-invariant partition with 16 classes of size 6
by C′ and the corresponding parameters by (c′,d′, ′) = (6,16,2).
3.1. The case (c′,d′, ′) = (6,16,2)
We consider ﬁrst the case where G preserves a point partition C′ consisting of c′ = 16 classes of
size d′ = 6. For a ﬁnite group X , we denote by O 2(X) the largest normal 2-subgroup of X .
Lemma 3.1. Suppose that G preserves a partition C′ of Ω having 16 classes of size 6. Then the following all
hold.
(a) The group G = S . G0 , where S = O 2(G) ∼= Z42 is self-centralising in G, and G0  GL(4,2);
(b) S has 6 orbits of length 16 in its actions on both Ω and B, and in particular the S-orbits in Ω form a
G-invariant partition C consisting of 6 classes of size 16;
(c) G has a subgroup H = S . H0 , where H0 ∼= A5 , and H is transitive on both Ω and B.
Proof. Suppose ﬁrst that G acts faithfully on C′ , so G ∼= GC′ . If GC′ were S16 or A16 then, for 	 ∈ C′ ,
G	 would be isomorphic to S15 or A15 respectively, and since these groups have no subgroups of
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is primitive it follows that
G ∼= GC′  AGL(4,2). In particular G has an elementary abelian normal subgroup S of order 16 which
is self-centralising in G and such that, for 	 ∈ C′ , G is a semidirect product G = S . G	 with G	
isomorphic to an irreducible subgroup of GL(4,2) ∼= A8. As observed above, |G	| = |G|/16 is divisible
by 23 . 3 . 5 = 120, and also G	 acts primitively on 	 of degree 6. It follows that S = O 2(G) and
G	 ∼= S5, (A5 × Z3) . 2, A6 or S6. The S-orbits form a second G-invariant partition C of Ω with class
size dividing |S| = 16. It follows from [23, Corollary 1.3, Table 1] that C consists of 6 classes of size 16.
Moreover, G	 acts transitively on C , and each possibility for G	 contains a subgroup H0 ∼= A5 that is
transitive on C . By [13, Theorem 1.46], S has an equal number of orbits in Ω and B, and hence S has
6 orbits of length 16 in B. This implies that the subgroup H = S . H0 is transitive on both Ω and B,
so (a)–(c) are proved in this case.
It remains for us to prove that G is faithful on C′ . Suppose to the contrary that the kernel K of the
action of G on C′ is non-trivial. Then, for each 	 ∈ C′ , K	 is a non-trivial normal subgroup of G		 ,
and hence is 2-transitive of degree 6 and has socle A5 or A6. Also, by [13, Theorem 1.46] and since
K is normal in G , K has 16 orbits of length 6 in B, on each of which it acts primitively (in fact
2-transitively). Let B ∈ B, so that KB is a maximal subgroup of K of index 6. Then K	B is a subgroup
of K	 of index dividing 6, and K	 is 2-transitive with socle A5 or A6. It follows that KB is either
transitive on 	 or has orbit lengths 1, 5 in 	. Thus in each class of C′ , the KB -orbit lengths are
either 6, or 1, 5. This contradicts the fact that KB must ﬁx setwise the ′ = 2 points of B in each class
of C′ that meets B . This completes the proof. 
3.2. The case (c,d, ) = (16,6,4)
By [23, Corollary 1.3, Table 1] and Lemma 3.1, it follows that in every case G preserves a point-
partition C with 16 classes of size 6. The next lemma gives more information on the structure of G .
For a group X , the socle of X , denoted Soc(X), is the subgroup generated by the minimal normal
subgroups of X .
Lemma 3.2. The kernel K of the action of G on C is non-trivial with S := O 2(K ) = Za2 for some a  4. Also
G/K = GC ∼= A5, A6, S5 or S6 , the subgroup S is self-centralising, and G/S  GL(a,2). Moreover,
(a) for B ∈ B and α ∈ 	 ∈ C such that B ∩ 	 = ∅, G	 = SGB = SGα , G	 is transitive on Ω \ 	, S B is
normal in G	 , and all SB -orbits in Ω \ 	 have the same length s, where s divides 4; and
(b) if a = 4, then G has subgroups H, H0 such that H = S . H0 , H0 ∼= A5 , H is transitive on both Ω and B,
and H0 is 2-transitive on C .
Proof. In this case GC is a primitive subgroup of S6, so GC ∼= A5, A6, S5 or S6. As we remarked at the
beginning of the section, since G is ﬂag-transitive, 27 divides |G| and hence K 	= 1. Now K is normal
in G and, for 	 ∈ C , G		 is primitive. Hence K	 is transitive, and so K has 6 orbits of length 16 in Ω ,
namely the classes 	1, . . . ,	6 of C . By [13, Theorem 1.46] and the normality of K , K also has 6 orbits
B1, . . . ,B6 of length 16 in B. Suppose ﬁrst that G		  A16. Then also K	  A16 and hence the socle
S = Soc(K ) ∼= Aa16 for some a  1. For B ∈ B, KB has index 16 in K and it follows that, in each 	i ,
KB has an orbit of length 15 or 16, contradicting the fact that KB ﬁxes each non-empty 	i ∩ B (of
size  = 4) setwise.
Thus since G		 is primitive, G
	
	  AGL(4,2), and since K	 is a transitive normal subgroup, K	 con-
tains the translation group T (	) = O 2(G		) ∼= Z42 . Let S := O 2(K ). Then S	 is a normal 2-subgroup
of G		 and hence is contained in T (	). Thus S 
∏
	 T (	), and by the deﬁnition of S it follows that
S = G ∩ (∏	 T (	)) and S	 = T (	). In particular S = Za2 for some a 4.
Let C := CG(S) and suppose that C 	= S . Since C∩K ∏	∈C(C∩K )	 
∏
	∈C CK	(S	) =
∏
	∈C S	
it follows that C ∩ K = S . Since C 	= S , we conclude that CC 	= 1. Hence Soc(CC) = A5 or A6 and so the
derived subgroup C ′ 	= 1. Recall that S  Z(C) and C ∩ K = S . Now Z(C)∩C ′ is contained in the Schur
multiplier of Soc(CC) which (since Soc(CC) is A5 or A6) is contained in Z6. Hence |S ∩ C ′| 2 and so
K ∩ C ′ = (K ∩ C) ∩ C ′ = S ∩ C ′  Z2 implying that 96 does not divide |C ′|. Hence C ′ is an intransitive
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C ′ must have 16 orbits of length 6 in Ω . Thus Lemma 3.1(a) and (b) apply, giving that S is self-
centralising, which contradicts our assumption to the contrary. Hence we conclude that CG(S) = S ,
and G/S  GL(a,2).
Now GB ﬁxes setwise the unique class of C disjoint from B , say 	, and so GB is a subgroup of
index 16 in G	 . Since |K : KB | = 16 it follows that G	 = KGB = SGB . Similarly, G	 = KGα = SGα ,
for α ∈ 	. Since K is transitive on each class of C , and since GC is 2-transitive, it follows that G	 is
transitive on 	 and on Ω \ 	. Now SB is normal in S (as S is abelian), and in GB (since S is normal
in G). Thus SB is normal in SGB = G	 . Since G	 is transitive on Ω \ 	 it follows that all SB -orbit
lengths in Ω \	 have equal length, say s. Also SB ﬁxes setwise the four points of B in each class of C
other than 	, so s must divide 4. This proves part (a).
Finally suppose that a = 4 so that SB = 1, and G/S  GL(4,2) ∼= A8. Since G/K ∼= GC  S6, and
|G| is divisible by 27 .3 .5, it follows that 23 .3 .5 divides |G/K | and so either K = S and G/K ∼= S5, A6
or S6, or K = S . Z3, GC ∼= S5, and G/S ∼= (A5 × Z3) . 2. In the former case let S = K < H < G such
that HC = H/K is isomorphic to A5 and is transitive on C . Note that in each of the cases G/K ∼= S5,
A6 or S6 such a subgroup exists. In the remaining case where K = S . Z3, and G/S ∼= (A5 × Z3) . 2, let
H be the unique subgroup such that S < H and H/S ∼= A5. Again HC is transitive. Thus in every case
we have deﬁned a subgroup H such that H contains S and HC ∼= H/S ∼= A5 with HC transitive. In
particular H is transitive on points, and hence also on blocks. Moreover, since CH (S) = S , it follows
from [12, pp. 118–119] that H is isomorphic to one of two split extensions of Z42 by A5. Thus H is a
semidirect product of S and a subgroup H0 isomorphic to A5. 
4. Classiﬁcation of the designs
In this section we describe the theoretical and computational procedures that completed the clas-
siﬁcation of the ﬂag-transitive 2-(96,20,4)-designs, thus completing the proof of Theorem 1.1. We
proceed according to the order |S| = 2a of the subgroup S = O 2(K ) of Lemma 3.2.
4.1. Completing the case |S| = 16
If |S| = 16 then, by Lemma 3.2(b), G contains a subgroup H that is transitive on both Ω and B.
The subgroup H is one of two split extensions of S = Z42 by A5 described in [12, pp. 118–119]. We
resolve this case computationally, leading to four examples.
The two split extensions H1, H2 of Z42 by A5 are both contained in the aﬃne group AGL(4,2) =
S . GL(4,2). For each group H = H1 or H2 we need to construct transitive actions on points and
blocks, of degree 96. Thus, for each group H we performed the following computations.
1. Find representatives of each conjugacy class of subgroups of H of index 96, and hence of order 10.
2. For each ordered pair (Lp, Lb) of such subgroups do the following (Lp will be the stabiliser of a
point, Lb the stabiliser of a block):
(a) Consider the right cosets of Lp in H as points.
(b) Compute the orbits of Lb on the points, acting by right multiplication.
(c) Take any union of Lb-orbits which has size 20 as a possible block B .
(d) Find the set of all images of B under H .
(e) Check whether this set of images forms the block set of a 2-design.
For each of the groups H1 = Z42 . A5 and H2 = Z42 . PSL(2,5), we found a unique conjugacy class
of subgroups of order 10 in Step 1, namely the normalisers of Sylow-5 subgroups. Taking such a
subgroup as both the point stabiliser Lp and block stabiliser Lb , for each group we obtained Lb-orbits
on points of lengths {1,57,106} (that is, 7 orbits of length 5 and 6 orbits of length 10). This yielded
176 basic blocks at Step 2(c).
For the group H1, four of these basic blocks yielded a 2-design: up to isomorphism we found the
design in line 1 of Table 1 once and the design in line 2 of Table 1 three times. Similarly, for the
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line 3 of Table 1 once and the design in line 4 of Table 1 three times.
4.2. Some theory for the case |S| > 16
Now we consider the ‘large case’ where |S| > 16. First we bound the size of S and study its action
further. As noted in the ﬁrst paragraph of the proof of Lemma 3.2, both K and S have six orbits of
size 16 on points and on blocks. For a group X acting on a set Ω , and for a subset 	 of Ω we denote
the pointwise stabiliser of 	 in X by X(	) .
Lemma 4.1. Let D,G, K , S be as in Lemma 3.2. Let C = {	1, . . . ,	6}, and let Bi denote the K -orbit in B
consisting of the 16 blocks disjoint from 	i . Let Si be the stabiliser in S of a point of 	i , and S(i) be the
stabiliser in S of a block Bi ∈ Bi .
(a) Si = S(	i) and S(i) = S(Bi) . Moreover, G	i is transitive on Ω \	i and all S(i)-orbits in Ω \	i have equal
length s ∈ {2,4}. Also G	i is transitive on B \ Bi , and all Si -orbits in B \ Bi have length s.
(b) Each S(i)-orbit in Ω \ 	i lies in four blocks in Bi , and all blocks in an Si-orbit in B \ Bi meet 	i in the
same set of 4 points.
(c) For i 	= j, S(i) ∩ S( j) = Si ∩ S j = 1. In particular, |S| 28 . Also, S = 〈S1, . . . , S6〉 = 〈S(1), . . . , S(6)〉.
(d) If |S| = 28 , then s = 4 and, for i 	= j, we have S = Si S j = S(i)S( j) , |S : S(i)S j | = 4, and S = Si S(i) .
Proof. (a) The ﬁrst assertions follow from the fact that S is abelian. By Lemma 3.2(a), all S(i)-orbits
in Ω \	i have equal length s, for some s dividing 4. If s = 1 then S(i) ⊆ S j for all i 	= j, and since these
groups have the same order, we would have S(i) = S j whenever i 	= j. However this would imply that
all the S j are equal, and hence trivial, whereas we are assuming that |S| > 24. Thus s is 2 or 4. Again,
by Lemma 3.2(a), G	i = SGαi (where αi ∈ 	i), and as Si is normal in S and in Gαi , it follows that
Si is normal in G	i = SGαi . Now S is transitive on each of the B j , and G	i is transitive on {B j | j 	= i},
and hence G	i is transitive on B \ Bi . Since Si is normal in G	i , the Si-orbits in B \ Bi have constant
length s′ , say. Now, for i 	= j, |S : S(i) ∩ S j | = |S : S(i)| . |S(i) : S(i) ∩ S j | = 16s and |S : S(i) ∩ S j | =
|S : S j | . |S j : S(i) ∩ S j | = 16s′ , and so s = s′ .
(b) Let B ∈ Bi and α ∈ B . Then α /∈ 	i and hence the S(i)-orbit δ containing α has length s > 1.
Also S(i) ﬁxes B setwise and so δ ⊂ B , and hence B is a union of 20/s of the S(i)-orbits in Ω \ 	i .
Since G	i normalises S
(i) , and is transitive on both Ω \	i and Bi , each S(i)-orbit δ ⊂ Ω \	i lies in a
constant number, say λ′ , blocks of Bi . Counting pairs (δ, B), where δ is an S(i)-orbit in Ω \	i , B ∈ Bi ,
and δ ⊂ B , we obtain 5 · 16s · λ′ = 16 · 20s so λ′ = 4. Similarly let B, B ′ lie in the same Si-orbit in B \Bi .
Then each of B ∩ 	i, B ′ ∩ 	i has size 4, and since some element of Si moves B to B ′ while ﬁxing 	i
pointwise, it follows that B ∩ 	i = B ′ ∩ 	i .
(c) Suppose i 	= j and α,β ∈ Ω \ (	i ∪	 j) lie in the same (S(i) ∩ S( j))-orbit. By (b) applied to S(i) ,
{α,β} lies in four blocks of Bi , and by (b) applied to S( j) , {α,β} lies in four blocks of B j , contradicting
the fact that λ = 4. Thus S(i) ∩ S( j) ﬁxes Ω \ (	i ∪ 	 j) pointwise. Similarly, suppose that B, B ′ ∈
B \ (Bi ∪ B j) lie in the same (Si ∩ S j)-orbit. Then by (b), B ∩ 	i = B ′ ∩ 	i has size 4 and also
B ∩ 	 j = B ′ ∩ 	 j has size 4, contradicting the fact that |B ∩ B ′| = λ = 4 for a symmetric design. Thus
Si ∩ S j ﬁxes each block of B \ (Bi ∪ B j).
Now let i, j,u be distinct. By the argument of the previous paragraph, S(i) ∩ S( j) ∩ S(u) ﬁxes point-
wise Ω \ (	x ∪ 	y) for all distinct x, y ∈ {i, j,u}, and hence this group is trivial. A similar argument
proves that Si ∩ S j ∩ Su = 1. However, by the previous paragraph, S(i) ∩ S( j) ⊆ ∩u /∈{i, j}Su , and we have
just shown that the latter subgroup is trivial. Thus S(i) ∩ S( j) = 1. Similarly Si ∩ S j = 1. In particular,
|S| 28.
Let T := 〈S1, . . . , S6〉. Then the given generating set for T is G-invariant, and hence T is a normal
subgroup of G contained in S . Thus the T -orbits in Ω have equal length and each is contained in
one of the 	i . In particular the T -orbits form a set of blocks of imprimitivity for G in Ω with block
size dividing 16. By [23, Corollary 1.3, Table 1], it follows that the block size is 16, that is to say, T is
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and hence T = S . Now let T ′ = 〈S(1), . . . , S(6)〉. Arguing as in the case of T , T ′ is normal in G and
its orbits in Ω are the 	i . By [13, Theorem 1.4.6], T ′ also has exactly 6 orbits on blocks, and since
T ′  S , the block orbits are the Bi . Then, since T ′ contains the stabiliser S(i) in S of a block of Bi , an
analogous argument to that for T shows that T ′ = S .
(d) Finally suppose that |S| = 28. Then |S(i)| = 16. If s = 2, then S(1) ∩ S2 ∩ S3 ∩ S4 has index at
most 8 in S(1) , and hence is non-trivial, contradicting (c). Hence s = 4. For i 	= j, the factorisations
S = Si S j = S(i)S( j) follow from (c), and |S : S(i)S j | = 16/s = 4 since the S(i)S j-orbits in 	 j have
length s. Considering the actions of G	i on 	i and on Bi , we see that G	i acts irreducibly on S/Si
and on S/S(i) . If S(i) 	= Si , then S(i)Si/Si is a non-trivial G	i -submodule of S/Si , and hence is equal
to S/Si , yielding the last factorisation S = Si S(i) . On the other hand, if S(i) = Si then Si has orbits of
length s = 4 in 	 j so Si ∩ S j has order 4, which is a contradiction. 
4.3. Set-up for the detailed analysis for |S| > 16
We view S as an a-dimensional vector space over GF(2). By Lemma 4.1(c), each of the Si and S(i)
are subspaces of dimension b := a−4, and both S := {S1, . . . , S6} and S ′ := {S(1), . . . , S(6)} generate S .
Also, the subgroup H0 ∼= A5 of Lemma 3.2(b) acts as a subgroup of GL(a,2) and induces a 2-transitive
action on each of the two spanning sets S and S ′ .
We will write S additively as the space S = {(x1, . . . , xa) | xi ∈ GF(2)} of a-dimensional row vectors,
and use the standard basis e1 = (1,0, . . . ,0), . . . , ea = (0, . . . ,0,1). Since, by Lemma 4.1(c), Si ∩ S j = 0
for i 	= j (using additive notation), we may assume that
S1 = 〈e1, . . . , eb〉, S2 = 〈eb+1, . . . , e2b〉. (1)
Also, setting T := S1 ⊕ S2, the quotient space (T + S3)/T has dimension, say c, at most dim(S/T ) =
a− 2b, so 0 c min{a− 2b,b} and since (T + S3)/T ∼= S3/(S3 ∩ T ), we have dim(S3 ∩ T ) = b− c. In
terms of this parameter c, and since S3 ∩ S1 = S3 ∩ S2 = 0, we may further assume that
S3 =
⎧⎨
⎩
〈e1 + eb+1, . . . , eb + e2b〉 if c = 0,
〈e1 + eb+1, . . . , eb−c + e2b−c, e2b+1, . . . , e2b+c〉 if 0 < c < b,
〈e2b+1, . . . , e3b〉 if c = b.
(2)
Moreover, if a < 8 so that S/T 	= 0, we may further assume that c  1, since S is spanning. Applying
this to the cases a = 5, . . . ,8 we get the following:
a = 5: Here we have b = c = 1, and S1 = 〈e1〉, S2 = 〈e2〉, and S3 = 〈e3〉.
a = 6: We have b = 2, so S1 = 〈e1, e2〉, S2 = 〈e3, e4〉. Moreover, 1 c  2. Thus by Eq. (2) we have to
consider the following two cases:
(6.1) c = 1: S3 = 〈e1 + e3, e5〉,
(6.2) c = 2: S3 = 〈e5, e6〉.
a = 7: We have b = 3, c = 1. Hence, S1 = 〈e1, e2, e3〉, S2 = 〈e4, e5, e6〉, and S3 = 〈e1 + e4, e2 + e5, e7〉.
a = 8: Here, c = 0 and thus S1 = 〈e1, e2, e3, e4〉, S2 = 〈e5, e6, e7, e8〉, and S3 = 〈e1 + e5, e2 + e6, e3 +
e7, e4 + e8〉.
As noted above, the subgroup H0 ∼= A5 of Lemma 3.2(b) induces a 2-transitive action on each of
the two spanning sets S and S ′ . In these actions H0 acts as PSL(2,5) on the projective line PG(1,5).
We shall need the following fact about 3-elements in this action.
Lemma 4.2. Let H0 = PSL(2,5) acting on PG(1,5). Then each element of H0 of order 3 acts on PG(1,5) as
a product of two 3-cycles, and each triple of points of PG(1,5) forms a 3-cycle of exactly two such elements,
namely an element g and its inverse g−1 .
Proof. Let H0 = PSL(2,5) ∼= A5 acting naturally on {A, B,C, D, E, F }, the point set of PG(1,5). The
alternating group A5 contains 2 ·
(5
3
) = 20 elements of order 3 in a unique conjugacy class, and
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point stabiliser of order |H0|/6 = 10). In the symmetric group on {A, B,C, D, E, F } there are exactly
four such elements with {A, B,C} forming the points of one of the cycles, namely (A, B,C)(D, E, F ),
(A,C, B)(D, E, F ), and their inverses. If (as many as) three of these four elements belonged to H0 then
some product of two of these three elements would be an element of H0 acting on {A, B,C, D, E, F }
with a single cycle of length 3, and this is not possible. Hence each triple {A, B,C} forms a cycle of
at most two elements of order 3 of H0.
Thus there are
(6
3
)= 20 triples of points and each occurs at most twice as a cycle of a 3-element
of H0. On the other hand there are 20 elements of order 3 in H0, each with two 3-cycles. It follows
that each triple of points occurs exactly twice as a 3-cycle of a 3-element in H0. Moreover, since the
inverse of a 3-element is also a 3-element involving the same triples of points in its 3-cycles, the two
elements containing {A, B,C} are inverses of each other. 
4.4. Algorithmic classiﬁcation for |S| > 16
Now we assume that a 5. We describe an algorithm to complete the classiﬁcation in this case.
4.4.1. The algorithm
Consider a ﬁxed value of a such that 5  a  8, and let S = Fa2. Assume now that subspaces
S1, S2, S3  S are given as in Section 4.3 such that dim Si = a − 4 and Si ∩ S j = 0 for i 	= j and i, j =
1,2,3. (If a = 6 we treat each of the cases (6.1) and (6.2) separately.) Then the following algorithm
constructs all corresponding designs.
Since the algorithm is run on a very restricted set of inputs, in several spots we preferred a con-
ceptually simple brute-force approach over more sophisticated methods. After the general outline we
will elaborate each point. Note that, by Lemma 4.2, the setwise stabiliser of {S1, S2, S3} in H0 contains
an element of order 3.
1. Find X , the setwise stabiliser of {S1, S2, S3} in GL(a,2).
2. Find P , a Sylow-3 subgroup of X .
3. Construct a set P consisting of non-trivial cyclic subgroups of P such that, for each such subgroup
Q , P contains exactly one X-conjugate of Q .
4. For each subgroup Q ∈ P do the following: construct the set of “Q -invariant triples”, that is,
Q -orbits of length 3 on (a − 4)-dimensional subspaces of S .
5. Find a set of representatives of the triples in Step 4 that are pairwise inequivalent under the
action of X .
6. For each such representative triple {S4, S5, S6}, ﬁnd the stabiliser Y of {S1, . . . , S6} in GL(a,2).
7. Find all subgroups H0 of Y which act as PSL(2,5) on {S1, . . . , S6}.
8. For each such H0  GL(a,2) construct the aﬃne group H = S . H0  AGL(a,2) as a permutation
group acting on S .
9. Find the orbit of S1 ⊂ S under H ; this gives the point set of the design.
10. Find all orbits B of H on the (a − 4)-dimensional aﬃne subspaces of S which have length 96;
they will be candidates for the block set.
11. For each orbit B of possible blocks, take a representative B . Find its stabiliser HB in H . Find the
orbits of HB in its action on the point set constructed in Step 9. Find all unions of HB -orbits on
points which have the required size of a block, namely 20. These unions give all possible basic
blocks.
12. For each basic block, compute its orbit under H and obtain a point-block incidence structure.
Check that it has the required properties (in particular, that it is a 2-design and that it is ﬂag-
transitive).
13. Compare the obtained designs to eliminate isomorphic solutions.
4.4.2. Notes on the algorithm
Unless otherwise noted computations were done in GAP.
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stabiliser of a set of sets. Standard algorithms exist for this problem; they can be accelerated by
ﬁrst computing the setwise stabiliser of
⋃3
i=1 Si which is an overgroup of X .
2. For the computation of Sylow subgroups standard algorithms turned out to be adequate.
3. In all cases considered the Sylow-3 subgroups were small (of order at most 81) so the enumera-
tion of all cyclic subgroups was done by iterating over all elements.
4. All subspaces of the required dimension were enumerated; in the case of a = 8 there were
200707 of them. Computing the orbits was feasible.
5. Although the triples found in the previous step were numerous they fell into less than 20 orbits
under X . All orbits were computed entirely.
6. The stabiliser Y of {S1, . . . , S6} was computed as in Step 1.
7. To ﬁnd subgroups H0 of Y which act as PSL(2,5) on the Si a brute force approach was used to
construct two generators of orders 3 and 5, respectively. This was the most expensive part of the
algorithm. However it could be avoided when the order of Y was not divisible by |PSL(2,5)| = 60,
hence it was run in only a few cases. We proceeded as follows.
(a) Find all conjugacy classes of elements of Y .
(b) Determine those classes whose elements, when acting on the Si , have order 3 or 5. Call these
sets of classes C3 and C5, respectively.
(c) For any representative c5 of an element of C5 and for any element c3 of a class in C3, ﬁnd
the group H0 := 〈c3, c5〉. (This can be avoided if the order of c3 · c5 in its action on the Si has
an order other than 2, 3, or 5.)
(d) Check that H0 in its action on the Si is transitive, has order 60, and is simple.
8. All generators of H are easily constructed as permutations of S .
9. In fact we compute orbits of H0 on the linear subspaces of dimension a − 4 of S which have
length 6; adding the translations gives 16 cosets to each space, so we get 96 aﬃne spaces.
10. Finding the orbits of HB is again easy. However, there are quite a few orbits such that enumerat-
ing their power set to ﬁnd all unions is not feasible. A backtracking algorithm is used to construct
unions of size 20.
11. Once a block design is constructed we investigate it with Soicher’s design package [26]. It has
built-in functions to test for 2-designs. It also includes an interface to McKay’s nauty [17] for
ﬁnding automorphism groups.
12. Again, nauty is used to ﬁnd isomorphisms.
4.4.3. Results
The algorithm was implemented in GAP [8] using the DESIGN package [26] and run on an Intel
Celeron M 1.60 GHz with 1.5 GB of memory. The results were as follows.
a = 5: 6 orbits of triples at Step 5, one admitting two groups PSL(2,5) at Step 7. Up to isomorphism
two designs were found, namely lines 3 and 4 in Table 1. Running time 3 seconds.
a = 6, Case 1: 22 orbits of triples at Step 5, none admitting PSL(2,5) at Step 7, and hence no designs.
Running time 5 seconds.
a = 6, Case 2: 29 orbits of triples at Step 5, one admitting two groups at Step 7 yielding designs, the
others admitting no groups at Step 7. Up to isomorphism 2 designs were found, namely lines
3 and 4 in Table 1. Running time 21 seconds.
a = 7: 90 orbits of triples at Step 5, none admitting PSL(2,5) at Step 7, and hence no designs. Running
time 11 minutes
a = 8: 41 orbits of triples at Step 5, one admitting two groups at Step 7 yielding designs, the others
admitting no groups at Step 7. Up to isomorphism 2 designs were found, namely lines 1 and 2
in Table 1. Running time 72 minutes.
As a result of successfully applying this algorithm we have proved Theorem 1.1.
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During the course of our research for this classiﬁcation we had found the four examples using
the procedure described in Section 2, but were unsure as to whether there were further examples. In
the analysis we had to identify the designs according to their ﬂag-transitive subgroups. We therefore
wanted to know all ﬂag-transitive subgroups of the known designs to help us complete the proof.
Thus we faced the following general problem.
Given a design D, ﬁnd all ﬂag-transitive subgroups of automorphisms of D.
Here we describe the method we used to solve this. Using nauty we could ﬁnd the full automor-
phism group G of D, and we could check that it acts ﬂag-transitively. One idea to proceed from here
is the following: Enumerate all subgroups of G (up to conjugacy) and test each for ﬂag-transitivity.
Unfortunately, in general G is too big for this to be feasible. Thus, we use the following simply proved
facts.
Lemma 5.1. Let D be a 2-(v,k, λ)-design with λ  1. Let G = Aut(D), and H  G with H ﬂag-transitive.
Let (α, B) be a ﬂag of D. Let Hα and HB denote the point stabiliser and the block stabiliser in H. Then the
following hold.
(1) HB acts transitively on B, and Hα acts transitively on the blocks containing α.
(2) If L  Hα , R  HB are such that L is transitive on the blocks containing α and R is transitive on B, then
the group 〈L, R〉 is a subgroup of H acting ﬂag-transitively on D.
(3) Let L be a set of representatives of subgroups of Gα acting transitively on blocks through α (up to conju-
gacy in Gα ), and let R be a set of all subgroups of GB acting transitively on B.
Let H  G be a ﬂag-transitive group. Then H is conjugate in G to 〈L, R〉 for some L ∈ L and R ∈ R.
Proof. (1) For α,β ∈ B there exists h ∈ H mapping the ﬂag (α, B) to the ﬂag (β, B) Thus h ∈ HB ,
αh = β , and so HB is transitive on B . The proof of the other assertion is similar.
(2) Let F1 = (α, B) and F2 = (α′, B ′) be ﬂags of D. We need to show that there is an element
g ∈ H = 〈L, R〉 mapping F1 to F2.
Since λ 1, there exists a block B ′′ containing both α and α′ . The group L acts transitively on the
blocks through α, so there is a g1 ∈ L mapping B to B ′′ . Since R acts transitively on B , it follows that
Rg1 acts transitively on B ′′ , and hence there exists g2 ∈ Rg1  〈L, R〉 ﬁxing B ′′ with αg2 = α′ .
Finally, since L acts transitively on the blocks through α, Lg1g2 acts transitively on the blocks
through α′ , and there is an element g3 in Lg1g2  〈L, R〉 mapping B ′′ to B ′ . Thus
(α, B)
g1−→ (α, B ′′) g2−→ (α′, B ′′) g3−→ (α′, B ′)
and taking g = g1g2g3, we get that αg = α′ and Bg = B ′ . Since α′ and B ′ were arbitrary incident
elements, the group 〈L, R〉 acts transitively on ﬂags.
(3) Let L and R be as given in the statement. Let H be a ﬂag-transitive subgroup of G . We need
to show that H is G-conjugate to some 〈L, R〉 with L ∈ L, R ∈ R.
By point (1), Hα is transitive on the blocks containing α, so there exists an L ∈ L and a g ∈ Gα
such that Hgα = L. The group Hg is ﬂag-transitive, and thus, by point (1), (Hg)B = R ∈ R.
Consider H ′ := 〈L, R〉 = 〈(Hg)α, (Hg)B〉. We claim that Hg = H ′ . Since both (Hg)α and (Hg)B are
subgroups of Hg we have that H ′  Hg . On the other hand, (Hg)(α,B) = (Hg)α ∩ (Hg)B  H ′(α,B) , and
thus |(Hg)(α,B)|  |H ′(α,B)|. Since both Hg and (by part (2)) H ′ are ﬂag-transitive, this implies that
|Hg | |H ′| by the Orbit-Stabilizer Theorem. Hence, Hg = H ′ . 
We were able to use successfully, in the case of the four designs in Theorem 1.1, the following
procedure to ﬁnd all ﬂag-transitive subgroups of automorphisms for a given design D:
1. Find G = Aut(D).
2. Fix a ﬂag (α, B), and ﬁnd the stabilisers Gα and GB .
3. Find (up to conjugacy in Gα ) all subgroups L of Gα which act transitively on the blocks through α.
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5. For each L and each R from points 3 and 4, ﬁnd H = 〈L, R〉.
6. Find representatives of the conjugacy classes in G of the subgroups H .
Each subgroup H constructed by this procedure is ﬂag-transitive by Lemma 5.1(2); by Lemma 5.1(3)
some conjugate of each ﬂag-transitive subgroup will be returned by the procedure.
For our four designs, the ﬂag-transitive subgroups found are listed in Table 2.
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