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As biochemical systems may frequently suffer from limited energy resources so that internal molec-
ular fluctuation has to be utilized to induce random rhythm, it is still a great theoretical challenge
to understand the elementary principles for biochemical systems with limited energy resources to
maintain phase accuracy and phase sensitivity. Here, we address the issue by deriving the energy-
accuracy and the sensitivity-accuracy trade-off relations for a general biochemical model, analyt-
ically and numerically. We find that, biochemical systems consume much lower energy cost by
noise-induced oscillations to keep almost equal efficiency to maintain precise processes than that by
normal oscillations, elucidating clearly the survival mechanism when energy resources are limited.
Moreover, an optimal system size is predicted where both the highest sensitivity and accuracy can
be reached at the same time, providing a new strategy for the design of biological networks with
limited energy sources.
PACS numbers: 05.40.-a, 05.70.Ln, 02.50.Ey
For a living system to survive and grow, it needs to
meet certain regulatory function and sensory adaptation
with energy constantly injected and dissipated. In par-
ticular, for biochemical oscillations which are crucial in
controlling the timing of life processes, such as cell cycle,
circadian clocks, glycolysis, both accurate determination
of the period and sensitive response to external signals
are expected to be ensured[1–5]. Recently, several ex-
perimental findings have implied that there may be some
underlying trade-off relations preventing them from been
reached simultaneously[6–10]. Understanding such rela-
tions is then of great importance to uncover design prin-
ciples for biochemical oscillations to maintain enhanced
phase accuracy of internal period and phase sensitivity to
external signals. So far, it has been revealed that, for a
biochemical oscillation system with sufficient energy sup-
plies, additional energy exceeding a critical value can be
used to enhance the system’s phase accuracy and phase
sensitivity[11–14]. However, biochemical oscillation sys-
tems in real world may frequently suffer from limited en-
ergy resources[15–17], so that the critical energy to main-
tain the oscillatory behavior may even lack and internal
molecular fluctuation has to be utilized to induce ran-
dom rhythm. It is then still a great theoretical challenge
to understand the elementary principles for biochemical
systems with limited energy resources to maintain phase
accuracy and phase sensitivity.
Here, we address the issue by studying the trade-off
relations for a general biochemical model theoretically,
starting from which both normal oscillation for sufficient
energy sources and noise-induced oscillations for limited
energy supplies can be described well in a unified theo-
retical framework. By applying the concepts of stochas-
tic thermodynamics as well as phase reduction method,
the energy-accuracy and the sensitivity-accuracy trade-
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off relations are finally derived, which provide general de-
sign principles for biochemical oscillations. Application
of these principles shows that the biochemical systems
can keep almost equal efficiency to maintain precise pro-
cesses at much lower energy cost by noise-induced oscil-
lations for limited energy resources than that by normal
oscillations for sufficient energy supplies. Moreover, an
optimal system size is found where both the high sensi-
tivity and high accuracy can be reached at the same time,
predicting a new design strategy for biological networks
with limited energy sources.
For a general biochemical system of size V including
N well-stirred species and M reactions (R1, . . . , RM ), its
dynamics can be described by the well-known chemical
Langevin equation(CLE)[18]
x˙j =
M∑
ρ=1
vjρwρ(x) +
1√
V
M∑
ρ=1
vjρ
√
wρ(x)ξρ(t), j = 1, ..., N.
(1)
where x = (x1, . . . , xN )
T is the concentration vec-
tor, vjρ is the stochiometric coefficient of xj in re-
action Rρ, wρ(x) is the transition probability, and
ξ(t) is independent Gaussian white noises with zero
mean and time correlation 〈ξρ(t)ξρ′(s)〉 = δρρ′δ(t −
s). The corresponding chemical Fokker-Planck equation
(CFPE)[19] is then ∂tp(x, τ) = −
∑
i ∂xi [fi(x)p(x, τ)] +
(1/2)
∑
i,j V ∂xi∂xj [Gij(x)p(x, τ)] where p(x, τ) is the
time-varying probability density function, Gij(x) =∑M
ρ=1 v
i
ρv
j
ρwρ(x), and the drift fj(x) =
∑M
ρ=1 v
j
ρwρ(x) is
the macroscopic rate under thermodynamic limit V  1.
If there is a Hopf bifurcation for the systems as some
control parameters change, biochemical oscillation will
occur. Above the bifurcation, a normal oscillation will be
observed, while near but below the bifurcation stochas-
tic oscillation can emerge due to the internal noise. A
general theoretical description of the oscillation dynam-
ics including both the normal one and noise-induced
oscillation(NIO)[20, 21] can be achieved by the stochas-
tic normal form theory we established before[22–24], i.e.,
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2the time evolution of oscillation amplitude r and phase
θ is
r˙ = αr + Crr
3 +
ε2
2V r
+
ε√
V
ηr(t), (2)
θ˙ = ω + Cir
2 +
ε
r
√
V
ηθ(t), (3)
where Cr and Ci are negative constants, ε
2 is the aver-
aged noise intensity, ηr(t) and ηθ(t) are the averaged in-
dependent Gaussian white noises with unit variances (see
details in the supplemental information, SI). Specially, α
can be related to the energy resources [16] which deter-
mines the oscillatory behaviors of the systems. For large
enough V , normal oscillations with the amplitude r2m =
− αCr + ε
2
2αV
−1 + o(V −2) can be observed when α > 0.
When α < 0, the energy resources are not enough to sup-
port normal oscillations. However, there is still a nonzero
amplitude solution r2m =
ε2
2αV
−1 + o(V −2), indicating
that the internal noise could be utilized to induce stochas-
tic rhythms to maintain the system’s function[17, 25] in
such a situation.
Energy-accuracy trade-off relation describes the con-
straint that how accurate a biochemical oscillator can be
with given energy sources. As the time translation sym-
metry of the biochemical system is inherently broken, the
phase of the oscillation exhibits a diffusive behavior. The
coefficient of phase diffusion Dθ can be used to measure
the accuracy of the oscillators. By Eq. (2) and (3), one
can derive that the steady-state probability distribution
reads ps(r) = C0r exp
[(
αr2 + 12Crr
4
)
/
(
ε2/V
)]
with C0
a normalization constant. Notice that, ps(r) shows a
maximum at r = rm, indicating that there is an attrac-
tor of limit cycle and the system will fluctuate around it
due to internal noise. Then, one can calculate the mean
and variance of θ, i.e., 〈θ(t)〉 = (ω + Cir2m) t ≡ ωst and〈
θ(t)2
〉 − 〈θ(t)〉2 ' ε2t/ (V r2m), where ωs = ω + Cir2m
is the effective phase angular velocity of the attractor.
Thus, the diffusion constant of the phase fluctuation is
given by
Dθ = ε
2/
(
V r2m
)
. (4)
Besides, the explicit expression for energy dissipation in
one cycle is ∆W = S˙totTcyc with S˙tot the total entropy
production rate and Tcyc = 2pi/ωs the period of the os-
cillation. At last, by applying the concepts of stochastic
thermodynamics[26], the total entropy production rate
is found to be S˙tot =
(
kb + kaV r
2
m
)
/(2pi), where ka, kb
are system dependent parameters (see Supplemental in-
formation for details). Now, we arrive at the first main
result of this paper, namely, the energy-accuracy trade-
off relation (see SI for details)
Dθ =
kaε
2
ω
(
∆W + kbCrCiα−Crω
)−1
+Dsθ,− α < 0
kaε
2
ω
(
∆W − kbωV
)−1
+Dsθ,+ α > 0
. (5)
Here, Eq.(5) provides a general design principle to quan-
titatively describe the balance between energy cost and
phase accuracy for not only normal oscillations (α > 0)
but also NIOs (α < 0).
Several conclusions can be obtained. Firstly, Eq.(5)
can recover to the reported one for normal oscillations[11]
Dθ = W0/(∆W − Wc) with W0 = kaε2/ω, Wc =
−kbCr/ (Ciα− Crω) and an additional Dsθ (for α > 0,
Dsθ,− = −Ciε2/(ωV ); for α < 0, Dsθ,+ = −2α). Secondly,
Eq.(5) shows that phase diffusion can be suppressed by
increasing thermodynamic cost ∆W , while there is al-
ways a minimal phase diffusion constant Dsθ that cannot
be completely eliminated even for infinite cost.
Thirdly, as Dθ = ε
2/
(
V r2m
)
, the scaling law for the
energy cost ∆W of the system size V can be derived
from Eq.(5) as
∆W ∼ V ν ,

ν = 0 α < 0
ν = 12 α = 0
ν = 1 α > 0
, (6)
i.e., for normal oscillations, ∆W increases linearly as V
increases, while for NIOs ∆W is independent on the sys-
tem size V . Finally, a transport efficiency ηT [27] quan-
titatively determining the efficiency of consuming energy
to maintain precise processes for biochemical networks
can be derived from the energy-accuracy trade-off rela-
tion Eq.(5) via the thermodynamic uncertainty relation
(see SI for details)[28–30]
ηT =
〈θ˙〉2
DθS˙tot
. (7)
More importantly, according to Eq.(6) and (7), it will
be found that the biochemical systems need significantly
less energy cost to maintain accuracy for NIOs than for
normal ones, which will be elucidated more clearly in
numerical simulations.
As biochemical oscillations with high sensitivity are
vulnerable to external perturbation and fluctuation, ac-
curacy and sensitivity can be treated as two trade-off
properties[13, 14, 31, 32]. To achieve the sensitivity-
accuracy relation, we now try to figure out the sensitiv-
ity χ as follows. The deterministic evolution equation of
Eq.(1) can be expressed as φ˙ = ∇xφ · f(x). In the pres-
ence of an external signal β(t), the deterministic term
obeys fk(x) = f(x) + kβ(t), where k is a parameter to
be perturbed. Then, the phase response curve function
(PRC) Zk(φ) = ∇xφ · β(t) characterizing the ability of
the biochemical circuits to response to external signals is
obtained by comparing the phase shift after delivering a
perturbation at a given duration of time[33–35]. By simi-
lar definition of phase as in Ref.[36, 37] and the stochastic
normal form theory, the sensitivity is then defined as the
normalized value of key signal-independent factor ∇xφ
in PRC[13] at r = rm (see SI for details),
χm = χ(rm) = − Cir
2
m√
(α2 − 2Crε2/V )
. (8)
Based on Eq.(8), we can derive the second main result of
this paper
2logχ∗m = C0 + logDθ (9)
3with C0 = log
(
2piC2i r
4
m/
[
ε2ka(α
2 − 2Crε2/V )
])
and
χ∗m = χm/
√
S˙tot. Eq.(9) shows that an increase in
phase accuracy D−1θ cannot be accompanied by an in-
crease in the normalized phase sensitivity χ∗m, which can
be treated as the sensitivity-accuracy trade-off relation
under fixed energy condition (see SI for detailed analy-
sis of Eq.(9)). Such trade-off relationship always holds
when system parameters change, providing another de-
sign principle for biochemical systems to measure the bal-
ance between the sensory to external signals and the reg-
ulatory of the internal oscillation. More interestingly, we
can also obtain a scaling law for phase sensitivity χm of
the system size V as
χm ∼ V κ,

κ = −1 α < 0
κ = − 12 α = 0
κ = 0 α > 0
, (10)
In addition, a dynamic efficiency can be defined to
quantitatively describe the ability of biochemical systems
to maintain the sensory adaptation for external signals
and the regulatory of the internal function at the same
time
ηS =
χ2m
Dθ
=
C2i V r
6
m
ε2(α2 − 2Crε2/V ) . (11)
The obtained dynamic efficiency can further be related
to the information inequality v2k,φ/Dθ ≤ D˙PE where vk,φ
is the change rate of the current difference 〈φ〉k − 〈φ〉
(here 〈φ〉 is the mean of phase for the original dynam-
ics, 〈φ〉k is the mean for the dynamics perturbed by
the signal), and DPE is the Pearson divergence between
the original dynamics and the perturbed dynamics which
show similar evolutionary behavior to the total entropy
production[14]. The quantity vk,φ is proportional to the
system sensitivity, D˙PE determines the upper bound of
the dynamic efficiency. Moreover, as the total entropy
production rate hardly changes with system size in NIOs,
we find that dynamic efficiency can be approached to up-
per bound by adjusting the size parameter V of biochem-
ical oscillation systems. Therefore, one can design a bio-
chemical system to enhance the sensitivity and reduce
the fluctuation simultaneously by changing its internal
properties to maximize ηS . Interestingly, an optimal sys-
tem size Vopt can be achieved by setting ∂ (ηS) /∂V = 0,
where biochemical systems with limited energy sources
can reach their best performance of both high sensitivity
and high accuracy.
Now, we apply the above analytical results to a well-
known biochemical oscillation system, the Brusselator
model involving two distinct biochemical species X1,X2,
four reaction channels,
A→ X1, B +X1 → X2,
X1 → C, 2X1 +X2 → 3X1.
Here w = (A,BX1, X1, X
2
1X2) represent the correspond-
ing transition rates. In the thermodynamic limit where
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FIG. 1: Trade-off relations for biochemical oscillations
with sufficient (α > 0) or limited (α < 0) energy
sources. (a) The simulated energy-accuracy trade-off rela-
tion for α > 0 and α < 0 shows that the phase fluctuation
constant Dθ decreases as the free energy cost ∆W increases,
which agrees well with analytical curves fitted according to
Eq.(5). Besides, there is always a minimal phase diffusion
constant Dsθ (the black dash line for α > 0 and the purple
dash line for α < 0 in (a)) cannot be completely eliminated
even for infinite cost. (b) The simulated sensitivity-accuracy
trade-off relation for α > 0 and α < 0 shows that phase sen-
sitivity χm also increases as the phase diffusion constant Dθ
increases.
the internal noise terms can be ignored, a supercriti-
cal Hopf bifurcation occurs for α = (B − Bc)/2 with
Bc = A
2 + 1. We numerically simulate Eq.(1) by Eu-
ler methods with a time step 10−4. After long enough
transition time, 105 trajectories are used to calculate the
energy cost ∆W .
Both the trade-off relations Eq.(5) and (9) are shown
in Fig.1. It can be observed that, the phase diffusion con-
stant Dθ is inversely proportional to the energy cost ∆W ,
confirming that the accuracy-energy trade-off relation
holds for both NIOs and normal oscillations (Fig.1(a)).
Similarly, the normalized sensitivity χ∗m also increases
as Dθ increases, which verifies the sensitivity-accuracy
trade-off relation for both normal oscillations and NIOs
(Fig.1(b)).
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FIG. 2: Biochemical systems with limited energy
sources (α < 0) need significantly less energy to main-
tain accuracy than that with sufficient sources (α > 0).
(a) Scaling law between energy cost per cycle ∆W and system
size V . (b) Transport efficiency ηT for different system size
V . Error bars in (a) and (b) represent standard deviations.
For fixed V , ηT is robust against changes in α and V , while
∆W is much smaller for α < 0 than that for α > 0.
Dependence of the energy cost ∆W and the transport
efficiency ηT on the system size V is shown in Fig.2(a)
and (b), respectively. Simulated ∆W increases propor-
tionally as V increases for normal oscillations and is
nearly unchanged for NIOs, which is in good consistence
with the scaling law (6) (Fig.2(a)). Additionally, as ηT is
almost equal for different types of oscillations (Fig.2(b))
and ∆W for NIOs is always smaller than that for normal
oscillations for fixed V , it thus leads to a quite interest-
ing conclusion that, for NIOs, the system can keep al-
most the same efficiency to maintain precise processes at
much lower energy cost, elucidating clearly the advantage
of noise-induced oscillations in limited energy supplies.
As shown in Fig.3(a), the phase sensitivity χm changes
little with increasing system size V for normal oscillations
and is inversely proportional to V for NIOs, agree with
the scaling law Eq.(10) very well. Remarkably, the dy-
namic efficiency ηS for NIOs in Fig.3(b) shows a max-
imum for an optimal system size Vopt where χm still
changes little. This finding predicts a new strategy for
the design of biological networks in limited energy re-
sources to achieve both high accuracy and sensitivity, si-
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FIG. 3: A new strategy for the design of biological
networks in limited energy resources to achieve both
high accuracy and sensitivity. (a) Scaling law between
the energy cost per cycle χm and the system size V for suf-
ficient (α > 0) or limited (α < 0) energy sources. (b) De-
pendence of the dynamic efficiency ηS on the system size V .
Remarkably, the dynamic efficiency ηS for limited energy re-
sources shows a maximum for an optimal system size Vopt
where χm still changes little.
multaneously, which is absent for systems with sufficient
energy supplies (see SI for details).
In conclusion, energy-accuracy and sensitivity-
accuracy trade-off relations have been revealed for a
general biochemical system by applying the framework
of stochastic thermodynamics as well as phase reduction
method. According to these relations, it was found
that biochemical systems may maintain their necessary
regulatory function via noise-induced oscillation to save
the energy cost when energy resources limited. More
interestingly, an optimal system size for systems to
achieve both high accuracy and sensitivity has also
been derived by the trade-off relations, predicting a
new strategy for the design of biological networks with
limited energy sources. As our findings are of important
relevance to many rhythmic processes in biochemical
systems, and can be extended to other realistic systems
straightforwardly, it is our hope that the reported
principles will certainly enhance our ability in designing
new biochemical systems for practical applications.
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