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“Multa non quia difficilia sunt non audemus, sed quia non audemus sunt difficilia.”
Seneca, Epistulae morales ad Lucilium, 104, 26

Abstract
Formal methods are structured methodologies that support the development of
critical systems—whose safety and reliability are fundamental requirements—with
the aim of establishing system correctness with mathematical rigor, providing
effective verification techniques and tools, and reducing verification time while
simultaneously increasing coverage.
Model checking (MC) is a family of formal methods that have been accepted by
industry and are becoming integral part of standards and of system development
cycles. In MC, some properties of a finite-state transition system are expressed
in suitable specification languages and then verified over a model of the system
itself (usually a finite Kripke structure) through exhaustive enumeration of all
the reachable states. This technique is fully automatic and every time the design
violates a desired property, a counterexample is produced, which illustrates a
behavior falsifying such a property: this is extremely useful for debugging.
The most famous MC techniques—just to mention a few, partial order reduction,
symbolic and bounded MC—were developed starting from the late 80s, bearing
in mind the well-known “point-based” temporal logics LTL and CTL. However,
while the expressiveness of such logics is beyond doubt, there are some properties
we may want to check that are inherently “interval-based” and thus cannot be
expressed by point-based temporal logics, e.g., “the proposition p has to hold in at
least an average number of system states in a given computation sector”. Here
interval temporal logics (ITLs) come into play, providing an alternative setting
for reasoning about time. Such logics deal with intervals, instead of points, as
their primitive entities: this feature gives them the ability of expressing tempo-
ral properties, such as actions with duration, accomplishments, and temporal
aggregations, which cannot be dealt with in standard point-based logics.
The Halpern and Shoham’s modal logic of time intervals (HS, for short) is one of
the most famous ITLs: it features one modality for each of the 13 possible ordering
relations between pairs of intervals, apart from equality. In this thesis we focus
our attention on MC based on HS, in the role of property specification language,
for which a little work has been done if compared to MC for point-based temporal
logics. The idea is to evaluate HS formulas on finite Kripke structures, making
it possible to check the correctness of the behavior of systems with respect to
meaningful interval properties. To this end, we interpret each one of the (possibly
infinitely many) finite paths of a Kripke structure as an interval, and we define
its atomic properties on the basis of the properties of the states composing it, at
first assuming the homogeneity principle: the latter enforces an atomic property
to hold over an interval if and only if it holds over all its subintervals. We prove
that MC for HS interpreted over finite Kripke structures is a decidable problem
(whose computational complexity has a nonelementary upper bound), and then
we show it to be EXPSPACE-hard.
viii ⋄
Since the problem provably admits no polynomial-time decision procedure, we
also focus on HS fragments, which feature considerably better complexities—from
EXPSPACE, down to PSPACE and to low levels of the polynomial hierarchy—yet
retaining the ability to capture meaningful interval properties of state transition
systems. SeveralMC algorithms are presented, tailored to the specific fragments be-
ing considered, and founded on concepts and techniques different from each other.
Moreover, we study the expressive power ofHS in MC, in comparison with that
of the standard point-based logics LTL, CTL and CTL∗, still under the homogeneity
principle, which is then relaxed showing how this impacts on the complexity of
MC for HS and its fragments, and on the expressiveness of the logic.
Finally, we consider a possible replacement of Kripke structures by a more
expressive model, which allows us to directly describe systems in terms of their
interval-based behaviour and properties, thus paving the way for a more gen-
eral interval-based MC.
Keywords: Model checking, interval temporal logics,
timelines, computational complexity
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Sommario
I metodi formali sono metodologie strutturate che supportano lo sviluppo di si-
stemi critici—la sicurezza ed affidabilità dei quali sono requisiti fondamentali—allo
scopo di dimostrare la correttezza di tali sistemi con rigore matematico, fornen-
do tecniche e strumenti di verifica efficaci, e riducendo il tempo del processo di
verifica, aumentando contemporaneamente il grado di copertura.
Ilmodel checking (MC) è una famiglia di metodi formali che sono stati accettati
dal mondo dell’industria e stanno diventando parte integrante di standard e dei
cicli di sviluppo dei sistemi. Nel contesto del MC, alcune proprietà di un sistema di
transizione a stati finiti vengono espresse mediante linguaggi di specifica e, succes-
sivamente, queste sono verificate su un modello del sistema stesso (di solito una
struttura di Kripke finita), tramite l’enumerazione completa di tutti gli stati raggiun-
gibili. Questa tecnica è totalmente automatica ed ogni volta che viene violata una
proprietà desiderata, viene fornito un controesempio che illustra un comportamento
che falsifica tale proprietà: ciò è estremamente utile per il processo di debugging.
Le più famose tecniche di MC, come la partial order reduction, il symbolic ed il
bounded MC, furono sviluppate verso la fine degli anni 80 prendendo in considera-
zione le famose logiche temporali LTL e CTL, che sono basate su punti. Tuttavia,
nonostante l’indubbia espressività di tali logiche, esistono alcune proprietà che
potremmo voler verificare che hanno inerentemente una semantica intervallare
e quindi non possono essere espresse da logiche puntuali, per esempio: “la pro-
posizione p deve valere in almeno un dato numero medio di stati del sistema, in
un settore di computazione specifico”. Le logiche temporali intervallari entrano
in gioco in questi casi, permettendoci di ragionare su aspetti temporali in modo
diverso: esse adottano gli intervalli, invece dei punti, come loro entità primitive.
Questa caratteristica dà loro l’abilità di esprimere proprietà intervallari, come
azioni con durata, conseguimenti di obiettivi e aggregazioni temporali, che non
possono essere trattate nelle logiche puntuali standard.
La logica modale degli intervalli temporali di Halpern e Shoham (HS in breve) è
una delle più famose logiche intervallari: essa possiede una modalità per ognuna
delle 13 possibili relazioni di ordinamento fra coppie di intervalli, eccetto l’ugua-
glianza. In questa tesi viene considerato il problema del MC basato su HS, come
linguaggio di specifica delle proprietà, il quale ha ricevuto ben poca attenzione
in letteratura in confronto al MC per logiche temporali puntuali. L’idea è quella
di valutare formule di HS su strutture di Kripke finite, per riuscire a verificare la
correttezza del comportamento di un sistema rispetto a proprietà intervallari. A
questo scopo, ognuno dei percorsi finiti di una struttura di Kripke (i quali possono
essere presenti in quantità infinita) è interpretato come un intervallo, e le proprietà
atomiche che valgono su quest’ultimo sono definite sulla base di quelle degli stati
che lo costituiscono, inizialmente secondo il principio di omogeneità: esso prevede
che una proprietà atomica valga su un intervallo se e solo se vale su tutti i suoi
x ⋄
sottointervalli. Dimostriamo innanzitutto che il MC per HS interpretata su strut-
ture di Kripke finite è un problema decidibile (la sua complessità computazionale
ha un upper bound non-elementare); poi mostriamo che esso è EXPSPACE-hard.
Poiché il problema non ammette procedure di decisione di complessità po-
linomiale, consideriamo anche frammenti di HS, i quali si caratterizzano per
complessità notevolmente migliori—da EXPSPACE, giù fino a PSPACE e a livelli
bassi della gerarchia polinomiale—pur tuttavia mantenendo l’abilità di esprimere
proprietà intervallari significative dei sistemi di transizione. Presentiamo svariati
algoritmi di MC, costruiti ad-hoc per gli specifici frammenti considerati, e fondati
su concetti e tecniche diversi fra loro.
Inoltre studiamo il potere espressivo di HS in confronto a quello delle logiche
puntuali standard LTL, CTL e CTL∗, sempre sotto l’ipotesi di omogeneità, la quale
viene poi rilassata mostrando quali implicazioni ha questo sulla complessità del
MC per HS ed i suoi frammenti, e sull’espressività della logica stessa.
Infine consideriamo una possibile alternativa alle strutture di Kripke: studiamo
un modello di sistemi più espressivo, che ci permette di descrivere gli stessi
direttamente in termini delle loro proprietà intervallari. Questo apre la strada
a un MC basato su intervalli più generale.
Parole chiave: Model checking, logiche temporali intervallari,
timeline, complessità computazionale
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As the years pass by, information and communication technology (ICT)systems are becoming more and more pervasive in our lives, havinga crucial role to play in countless industry, communication, security,
cybernetics areas and applications. Embedded systems are employed for critical
purposes, such as air traffic and railway control, telephone networks and nuclear
plants monitoring. Security protocols are at the basis of e-commerce websites and
services, and are exploited in all applications committed to ensure user privacy.
Biomedical instruments and equipment are endowed with automatic or proactive
functionalities, and are supposed to help humans and prevent human error.
The essential requirements of safety, reliability and correctness for these
systems suggest (or, rather, compel) to support their development, throughout the
phases of the life cycle, by structured methodologies founded on formal methods,
with the aim to provide effective verification techniques and tools, and reduce
the verification time, while simultaneously increasing coverage.
The typical techniques of system engineering for system validation, namely,
simulation and testing, are clearly not sufficient alone nowadays. They are dynamic
4 ⋄ Chapter 1. Introduction
techniques: the former involves performing some experiments with a restrictive
set of scenarios or over a model, the latter actually running the system, whose cor-
rectness is determined by forcing it to traverse a set of execution paths. However,
an exhaustive consideration of all execution paths is practically unfeasible, and
thus testing and simulation can never be complete, that is, they can only show the
presence of errors, but not their absence. Moreover, their effectiveness decreases
dramatically as the complexity of design grows, they often discover errors and
unpredictable behaviors in systems at late stages of development (or even when
they have already been deployed), and are not effective at determining the more
subtle and hidden bugs. Just to mention a few of them, some famed examples
of bugs which were discovered too late—so to speak—were those affecting, with
catastrophic economic, functional, security or life consequences, the Intel Pentium
CPU floating-point division unit [Pra95], the Ariane 5 rocket [JM97], the radia-
tion therapy machine Therac 25 [Tho94], the Needham-Schroeder authentication
protocol [Low96] and the ISDN protocol [Hol94].
Formal methods are complementary to simulation and testing. They can be
considered as “the applied mathematics for modeling and analyzing ICT sys-
tems” [BK08], being their aim to establish system correctness with mathematical
rigor. As a matter of fact, all the possible states and scenarios of a system are
considered during formal verification, in order to prove that the system features
some desired properties such as deadlock freedom, data integrity, liveness, safety,
fairness, responsiveness, interference freedom, and so on. The two most famous
approaches to formal verification are axiomatic reasoning and model checking.
Axiomatic reasoning involves specifying the desired properties of a system by
means of formulas of some logic; then a proof system, consisting of axioms and
rules, allows one to formally prove that the system meets the expected behavior.
A well-known example is Hoare’s tuple-based proof system. However, axiomatic
reasoning has several limitations: the proof rules are designed only for an a pos-
teriori verification of existing software, not for its systematic development; it is
very time-consuming, cumbersome, and can be performed only by experts. As
a consequence, it is mostly employed for (parts of) critical systems or security
protocols.1 Additionally, such techniques were developed having in mind trans-
formational systems/programs: in the 70s most early computer programs were
designed to compute something (i.e., transforming initial data to final ones), and
correctness was to be assessed by showing that, given some preconditions on the
input, desired post-conditions hold on the output of the program. The first tools
of computer-aided verification, namely, theorem provers, made their debut then,
with the objective of automating mathematical logical reasoning. The language of
such tools was often indeed Hoare-like. However, proofs could not be completely
automated, and thus theorem provers were rather proof assistants and checkers.
1Or to verify model checkers!
1.1. An overview on MC ⋄ 5
In the 80s the focus shifted to reactive systems, whose goal is continuously in-
teracting with the environment within which they operate, instead of terminating
their execution returning some value (e.g., operating systems, communication
protocols, programs for process control, embedded systems). One of the most
successful techniques for the verification of such systems is model checking, on
which research actively started during the early 80s, and originated from the
independent work of Clarke and Emerson [CE81] and Queille and Sifakis [QS82].
1.1 An overview on MC
In model checking (MC) [CE81, CGP02, VW86, QS82] some properties of a system
are expressed in a temporal logic (e.g., CTL or LTL) and then verified over a model
of the system itself (usually a labeled state-transition graph or Kripke structure)
through exhaustive—implicit or explicit—enumeration of all the reachable states.
This technique is fully automatic: MC algorithms either terminate positively (prov-
ing that all properties are met), or produce a counterexample (namely, a behavior
that falsifies a property), which is extremely useful for debugging purposes.
Typical system properties that are to be checked over system models by
MC algorithms are:
• functional correctness (“the system does what it is supposed to do”);
• safety (“something bad never happens”);
• liveness (“something good will eventually happen”);
• fairness (“under certain conditions, an event occurs repeatedly”);
• absence of deadlock states (“the system never reaches a state in which it
remains indefinitely”);
• real-time properties (“the system satisfies some specific timing constraints
during its operation”).
The whole process of MC consists of three major phases [BK08].
1. Themodeling phase: (i) a system ismodeled in an accurate and unambiguous
way in terms of a labeled state-transition graph or using a model description
language (e.g., Promela, VHDL, Verilog). Then, (ii) the properties of the
system meant to be checked are formalized unambiguously in a suitable
property specification language, typically by formulas of some temporal logic.
2. The running phase: the model checker is executed on the system model and
on the property specifications, checking the validity of the latter over the
former, that is—in mathematical terms—the model checker verifies whether
the system model is a model of the specifications/formulas (hence the name
“model checking”).
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3. The analysis phase: the outcome of the running phase is analyzed. If a
property is violated, this may depend on several causes:
• the presence of a modeling error (i.e., the model does not faithfully
reflect the behavior/design of the system, thus needs to be corrected);
• if there is no modeling error, then a design error may have been dis-
covered (i.e., the design has to be changed, along with the resulting
model), or
• a property error has taken place (i.e., the requirements to be validated
have not been correctly “translated” into the specifications).
It is worth pointing out that, whenever the model gets changed, verification
has to be restarted from scratch: the design is verified only when all proper-
ties have successfully been checked with respect to the “final version” of
the system model.
We now list the strengths of the MC approach.
• First of all, it is a general verification approach that has been employed in
innumerable areas, such as:
– planning [GT99],
– communication and security protocols [Hol94, Low96, ACC07, BCM15],
– embedded reactive systems [Cim01],
– computer device drivers [WBKW07],
– database-backed web applications [GM13],
– concurrency control and transaction atomicity [MK12],
– automated verification of UML design of applications [DMRT06],
– verification of air traffic control systems [CAB+98],
– testing of railway control systems [BGG+17, NGB+16],
– analysis of complex circuits [BCMD90],
– design and development of (components of) CPUs [Fix08], and verifi-
cation of their microcode [AEF+05], and even
– verification of clinical guidelines [GTB+06].
• It supports partial specification, i.e., no complete requirements/system spec-
ifications are needed before information can be obtained on its correctness.
• It supports partial verification, i.e., MC allows us to verify also subsets of
properties at a time; thus one may choose to temporarily neglect properties
of secondary importance.
• Aswe alreadymentioned, MC is exhaustive, meaning that all possible system
behaviors are considered, and all (reachable) states are enumerated/visited.
• It provides diagnostic information whenever a property is invalidated; this
is useful for debugging.
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• It has been accepted by industry, commercial model checkers have been
available for a long time, and MC-based verification is becoming integral
part of standards and of system development cycles.
Conversely, we now highlight weaknesses and limitations of MC.
• First of all, MC algorithms verify a system model, and not the actual system!
Therefore “any obtained result is as good as the system model” [BK08].
• MC techniques suffer from the so-called state space explosion problem: in
order to accurately represent complex systems, models with a huge number
of states may be necessary, sometimes possibly exceeding the available
computation resources (memory and/or processing time). The parallel
composition of two concurrent components is modeled by taking the product
of the corresponding state spaces. This means that the global state space
of a concurrent system has size exponential in the number of concurrent
processes running. We will shortly list some effective methods to deal with
this problem; however, models of realistic systems may sometimes still be
too large to be processed. In such situations MC can be used to find bugs
(but not for an exhaustive verification).
• It is worth observing that modeling is a task far from being trivial and au-
tomatable: on one hand the model has to capture all the salient features and
aspects of the system to verify; on the other hand, details which are useless
for the correctness proof have to be removed, as they would just weight
verification down, increasing the number of states of the model. However, if
the model is too coarse, MC may fail to find bugs existing in the real system.
Conversely, if it is too fine-grained, spurious states/counterexamples may
be generated, which are not reachable in the real system. Thus, expertise
is required in finding suitable abstractions to obtain smaller, yet faithful,
system models.
• Simulation and testing are still needed, in support of MC, to find fabrication
faults (for hardware) or coding errors (for software), as these arise during
implementation, thus falling outside of the application of MC.
• Only stated and formalized requirements can be verified (coverage problem);
again, complementary techniques, such as testing, may reveal additional
problems, that were not considered and checked.
• MC is mainly suited for control-intensive applications, and less for data-
intensive ones, as the former can usually be represented as finite state
systems, whereas data typically feature infinite domains.
MC techniques and tools can also be employed in “reverse way”, that is, not
during the specification and design phases, but to check already existing systems,
by “extracting” a model from them and verifying it. This approach is known as
“MC at implementation level”. The automated generation of models amenable to
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MC from programs written in C, C++ or Java [HD01, God97] has been studied,
for instance, at Microsoft [BPR01] and at NASA [HP00].
As we have already said, MC techniques have to cope with the problem of the
state space explosion, which becomes particularly serious when the system being
verified is very complex or many components are working in parallel; this is the
case, in particular, of software, which is extremely flexible and tends to get more
and more complex (as one of Nathan’s “laws” of software states).
• In this respect, symbolic MC [BCM+90, CM90, McM93] allows an exhaustive
implicit enumeration of a huge quantity of states (even more than 10120): or-
dered binary decision diagrams (OBDDs), particular data structures for rep-
resenting Boolean functions, are used to get concise representations of (sets
of states of) transition systems and to efficiently manipulate them through
fix-point algorithms. A very successful model checker was developed based
on OBDDs, SMV, nowadays exploited as the basis for several commercial
model checkers (e.g., CadenceSMV [MBT00] and NuSMV [CCGR00]).
• Partial order reduction [Pel93] tries to reduce the size of the state space
by making computations that differ only in the ordering of independently
executed actions collapse, as they are indistinguishable by the specification
(i.e., they can be considered equivalent) and thus only one for each group
needs to be tested. This approach works particularly well when applied to,
for instance, communication protocols and distributed algorithms, in which
several loosely coupled components are working in parallel. The model
checker SPIN makes use of partial order reduction.
• Another traditional MC methodology is bounded MC [BCC+03]: proposed
in [BCC+99], its basic idea is searching for a counterexample in computa-
tions whose length is bounded by a fixed integer k . Then, either a bug is
found, or one can increase k until the problem becomes intractable, or the
so-called completeness threshold is reached (i.e., for high enough values of
k , this technique is guaranteed to find any existing counterexample). In
bounded MC both the specifications of the system and the properties to
check have to be translated into a Boolean formula. In this way, it is possible
to employ SAT-solvers (extremely efficient procedures that can decide the
satisfiability of Boolean formulas) in MC, which are less sensitive to the
state space explosion problem than OBDD-based solvers. However, this
method is in general incomplete if the bound is not high enough, hence it
is used as a complementary technique to OBDD-based symbolic MC: the
former is usually exploited for falsification, i.e., finding counterexamples
and bugs, while the latter for verification.
• IC3 (acronym of the expression “Incremental Construction of Inductive
Clauses of Indubitable Correctness”) [Bra11, Bra12] is another successful
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SAT-based MC algorithm, mainly used for the verification of safety prop-
erties (but it has been adapted to liveness and fairness as well). IC3 keeps
a list of formulas Fi representing an over-approximation of the system
states reachable in up to i steps from the initial ones. These formulas are
iteratively enriched with additional clauses, that strengthen the approx-
imation of the reachable states, and are determined with the help of a
SAT-solver. Eventually, either a pair of formulas in the list, say (Fk , Fk+1),
become identical—which means, by the correctness of IC3, that the prop-
erty holds—or a counterexample is found. Throughout the process, the
incrementality feature of SAT-solvers is exploited: IC3 generates many simi-
lar formulas, following a common structural pattern; these can be solved
quickly by re-using knowledge acquired in previous runs of the SAT-solver.
• CEGAR (CounterExample-Guided Abstraction Refinement), a technique
typically used for safety/universal properties, minimizes the state space by
hiding system variables that are irrelevant with respect to the property to
check. To this aim, an abstraction of the system is produced, which must be
conservative, namely, if a universal property is true in the abstract system,
it will also be true in the concrete system model but, conversely, even if
the abstract model invalidates the specification, the concrete one may still
satisfy it. In such a case, intuitively, the produced abstraction is too coarse
to validate the specification, as there are some abstract computation paths,
reaching error states, not corresponding to any real system paths. Thus,
CEGAR algorithms iteratively refine the abstraction based on unfeasible
counterexamples, until either a real counterexample is obtained (which is
reported to the user), or no more spurious ones are generated (hence the
property holds in the real system model as well).
Lazy abstraction [HJMS02, McM06] is an evolution of the CEGAR approach
in which refinement of the abstraction (i) is performed on-the-fly during
MC, and (ii) it does not affect already explored parts of the abstract state
space, which saves a high computation time.
The techniques seen so far were born to deal with finite-state systems. However,
while the finite-state assumption is often realistic for hardware systems, this is
not the case of software, whose state space can either be really infinite, or it
is convenient to assume so. Being able to deal with infinite-state systems is
thus essential, but raises the obvious issue of the impossibility of any exhaustive
exploration. Such systems are defined in terms of first-order logic predicates and
formulas, typically with an underlying theory (e.g., the theory of real arithmetic),
and not by Boolean formulas. As a consequence, in this context, SAT-solvers are
replaced by Satisfiability Modulo Theory (SMT) solvers, namely, procedures for
deciding the satisfiability of formulas of (decidable fragments of) first-order logic.
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The predicate abstraction technique [DP14] reduces infinite-state MC to finite-
state MC, by representing the infinite state space as an abstract one. Abstract
computation paths are overapproximations of real paths, thus spurious counterex-
amples can be generated: abstraction refinement techniques are needed to deal
with this. As an example, IC3 has been adapted to handle infinite-state systems
by “embedding” predicate abstraction [CG12, CGMT14, CGMT16].
1.2 Logics for MC
The previous section demonstrates that a thorough investigation into MC has been
performed over the years: nowadays MC techniques are mature and MC tools have
gained acceptance in industry, becoming routinely used for many applications
in several companies (e.g., IBM, Motorola, Intel, Nokia,. . . ).
Two temporal logics, LTL and CTL, take the lion’s share as the property
specification language in MC tools. In 1977, Pnueli [Pnu77] proposed the use of
the linear temporal logic LTL for program verification. LTL allows one to reason
about changes in the truth value of formulas in system models over a linearly-
ordered temporal domain, where each moment in time has a unique possible
future. More precisely, one has to consider all possible paths in a model and to
analyze, for each of them, how atomic properties (proposition letters), labeling
the states, change from one state to the next one along the path. The MC problem
for LTL turns out to be PSPACE-complete [CGP02, SC85]. This logic has also
been investigated with respect to the satisfiability (SAT) problem (useful, for
instance, in planning and as a sanity check for formulas in system verification)
which is, again, PSPACE-complete [SC85].
Four years later, in 1981, Clarke and Emerson invented the branching time
logic CTL [CE81], whose model of time is a tree, i.e., the future is not determined,
as there are different paths in the future, any one of which may be realized. The
MC problem for CTL is in P [CES86], while its SAT is EXPTIME-complete [FL79].
CTL and LTL are somewhat complementary, as there are properties expressible
in only one of them [EH86].
Since then, several extensions of these logics have been investigated, as well
as many of their fragments. Just to mention some, we recall the extension of LTL
with promptness, that makes it possible to bound the delay with which a liveness
request is fulfilled [KPV09], the metric extension of LTL calledMTL [OW08], and
the fragments of CTL investigated in [MMTV08].
Algorithms for other logics, for instance, CTL∗, µ-calculus and first-order
extensions thereof, have been developed, but those which find application in
industrial-level MC are mostly LTL and CTL.
1.3. Interval temporal logics and HS ⋄ 11
1.3 Interval temporal logics and HS
All the aforementioned logics are “point-based”, meaning that they can only predi-
cate properties of system/computation states. Conversely, there are some proper-
ties we might want to check that are inherently “interval-based” and thus cannot
be expressed by point-based temporal logics, e.g., “For every time interval I during
which the green light is on for the vehicles on either road at the intersection, for
some time interval beginning strictly before and ending strictly after I , the green
light must be continuously off and the red light on for the vehicles on the other
intersecting road” [DGMS11]. Here interval temporal logics (ITLs) come into play,
providing an alternative setting for reasoning about time [HS91, Ven91, Ven90].
Such logics feature intervals, instead of points, as their basic ontological temporal
entities; this choice gives them the ability to express temporal properties, such
as actions with duration, accomplishments, and temporal aggregations, which
cannot be dealt with by standard (point-based) logics.
ITLs have been applied in a variety of computer science fields, including:
• computational linguistics (for the study of progressive tenses in natural
language [Pra05]),
• artificial intelligence (for qualitative reasoning, reasoning about action and
change, planning, configuration, multi-agent systems [BT03, GT99, LR06]),
• theoretical computer science (in formal verification [CH04, Mos83]), and
• temporal databases (for the specification of the expected behavior of con-
currency control and transaction scheduling [GMS04]).
Moszkowski’s Propositional Interval Temporal Logic (PITL) [Mos83] is one of
the first ITLs, introduced in 1983 with the aim of specifying and verifying hardware
components. In the 90s, Duration Calculus (DC)—an extension of PITL featuring
the concept of duration of an event on a time interval—was studied [CHR91] and,
since then, developed and applied to the specification and design of time-critical
systems [CH04, HVH07]. However, its semantics is point-based, being proposition
letters interpreted only over time points. In [Ven91], Venema introduced the ITL
CDT featuring the binary modality C (chop)—the natural chopping operation on
an interval involves bisecting it into two consecutive parts/subintervals—and
its two residual modalities D and T.
A prominent position among ITLs is occupied by Halpern and Shoham’s modal
logic of time intervals (HS, for short) [HS91]. HS features one modality for each of
the 13 possible ordering relations between pairs of intervals (the so-called Allen’s
relations [All83]), apart from equality. As an example, the statement “the current
interval meets an interval over which p holds” can be expressed in HS by the
formula ⟨A⟩ p, where ⟨A⟩ is the (existential) HS modality for Allen’s relation meet.
12 ⋄ Chapter 1. Introduction
Table
1.1:A
llen’s
relations
and
corresponding
H
S
m
odalities.
A
llen
relation
H
S
m
odality
D
efinition
w.r.t.intervalstructures
Exam
ple
x
y
v
z
v
z
v
z
v
z
v
zv
z
meets
⟨A⟩(after)
[x
,y]R
A [v
,z]
⇐
⇒
y
=
v
before
⟨L⟩(later)
[x
,y]R
L [v
,z]
⇐
⇒
y
<
v
started-by
⟨B⟩(begins)
[x
,y]R
B [v
,z]
⇐
⇒
x
=
v∧
z
<
y
finished-by
⟨E⟩(ends)
[x
,y]R
E [v
,z]
⇐
⇒
y
=
z∧
x
<
v
contains
⟨D⟩(during)
[x
,y]R
D [v
,z]
⇐
⇒
x
<
v∧
z
<
y
overlaps
⟨O⟩(overlaps)
[x
,y]R
O [v
,z]
⇐
⇒
x
<
v
<
y
<
z
1.3. Interval temporal logics and HS ⋄ 13
Table 1.1 depicts 6 of the 13 Allen’s relations together with the corresponding
HS (existential) modalities. The other 7 are equality and the 6 inverse (symmetrical)
relations (given a binary relation R , its inverse R is such that bR a iff aR b).
The language of HS features a set of proposition letters AP , the Boolean
connectives ¬ and ∨, and a temporal modality for each of the (non trivial) Allen’s
relations, namely, ⟨A⟩, ⟨L⟩, ⟨B⟩, ⟨E⟩, ⟨D⟩, ⟨O⟩, ⟨A⟩, ⟨L⟩, ⟨B⟩, ⟨E⟩, ⟨D⟩ and ⟨O⟩. HS
formulas are defined by the following grammar:
ψ ::= p | ¬ψ | ψ ∨ψ | ⟨X⟩ψ | ⟨X⟩ψ , with p ∈ AP , X ∈ {A,L,B,E,D,O}.
Throughout the thesis, we will make use of the standard abbreviations of proposi-
tional logic, e.g., we write ψ ∧ ϕ for ¬(¬ψ ∨ ¬ϕ), ψ → ϕ for ¬ψ ∨ ϕ, ψ ↔ ϕ for
(ψ → ϕ) ∧ (ϕ → ψ ), ⊤ (true) for p ∨ ¬p, and ⊥ (false) for ¬⊤.
For all X ∈ {A,L,B,E,D,O}, the (dual) universal modalities [X]ψ and [X]ψ
are defined as ¬ ⟨X⟩ ¬ψ and ¬ ⟨X⟩ ¬ψ , respectively. We denote by X1 · · · Xn the
fragment of HS, closed under Boolean connectives, that features (existential and
universal) modalities for ⟨X1⟩, . . . , ⟨Xn⟩ only.
W.l.o.g., we assume the non-strict semantics of HS, which admits intervals
consisting of a single point.2 Under such an assumption, all HS modalities can
be expressed in terms of ⟨B⟩, ⟨E⟩, ⟨B⟩ and ⟨E⟩ [HS91]. As an example, ⟨A⟩ (resp.,
⟨A⟩) can be expressed by ⟨E⟩ and ⟨B⟩ (resp., ⟨B⟩ and ⟨E⟩) as
⟨A⟩ φ = ([E] ⊥ ∧ (φ ∨ ⟨B⟩ φ)) ∨ ⟨E⟩([E] ⊥ ∧ (φ ∨ ⟨B⟩ φ))
(resp., ⟨A⟩ φ = ([B] ⊥ ∧ (φ ∨ ⟨E⟩ φ)) ∨ ⟨B⟩([B] ⊥ ∧ (φ ∨ ⟨E⟩ φ))).
As for all other modalities, the next equivalences hold:
⟨L⟩ψ = ⟨A⟩ ⟨A⟩ψ ⟨L⟩ψ = ⟨A⟩ ⟨A⟩ψ
⟨D⟩ψ = ⟨B⟩ ⟨E⟩ψ = ⟨E⟩ ⟨B⟩ψ ⟨D⟩ψ = ⟨B⟩ ⟨E⟩ψ = ⟨E⟩ ⟨B⟩ψ
⟨O⟩ψ = ⟨E⟩ ⟨B⟩ψ ⟨O⟩ψ = ⟨B⟩ ⟨E⟩ψ .
We also use the auxiliary operator ⟨G⟩ of HS (and its dual [G]), which allows one
to select arbitrary subintervals of a given interval, and is defined as: ⟨G⟩ψ =
ψ ∨ ⟨B⟩ψ ∨ ⟨E⟩ψ ∨ ⟨B⟩ ⟨E⟩ψ .
HS can thus be seen as a multi-modal logic with four primitive modalities
and its semantics can be defined over a multi-modal structure, called abstract
interval model, where intervals are treated as atomic objects and Allen’s relations
as binary relations between pairs of intervals. Since later we will focus on someHS
fragments not including some of the primitive modalities, we consider explicitly
both ⟨A⟩ and ⟨A⟩ in addition to ⟨B⟩, ⟨E⟩, ⟨B⟩ and ⟨E⟩.
2All the results we prove in this thesis hold for the strict semantics as well, which disallows
point-intervals.
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Definition 1.3.1 (Abstract interval model). An abstract interval model is
a tuple
A = (AP , I,AI,BI,EI,σ ),
where:
• AP is a finite set of proposition letters;
• I is a possibly infinite set of atomic objects (worlds);
• AI, BI, EI are three binary relations over I;
• σ : I ↦→ 2AP is a (total) labeling function, which assigns a set of
proposition letters to each world.
Intuitively, in the interval setting, I is a set of intervals, AI, BI, and EI are
interpreted as Allen’s interval relations A (meets), B (started-by), and E (finished-
by), respectively, and σ assigns to each interval the set of proposition letters
that hold over it.
Definition 1.3.2 (HS semantics). Given an abstract interval model A =
(AP , I,AI,BI,EI,σ ) and a world I ∈ I, the truth of an HS formula over I is
defined by induction on the structural complexity of the formula as:
• A, I |= p iff p ∈ σ (I ), for any proposition letter p ∈ AP ;
• A, I |= ¬ψ iff it is not true that A, I |= ψ (also denoted as A, I ̸ |= ψ );
• A, I |= ψ ∨ φ iff A, I |= ψ or A, I |= φ;
• A, I |= ⟨X⟩ψ , for X ∈ {A,B,E}, iff there exists J ∈ I such that I XI J
and A, J |= ψ ;
• A, I |= ⟨X⟩ψ , for X ∈ {A,B,E}, iff there exists J ∈ I such that J XI I
and A, J |= ψ .
Satisfiability (SAT) and validity are defined in the usual way: an HS formula
ψ is satisfiable if there exists an interval model A and a world (interval) I such
that A, I |= ψ . Moreover, ψ is valid if A, I |= ψ for all worlds (intervals) I of
every interval model A .
In [HS91] it was shown that the validity problem for HS interpreted over
any class of linear orders that contains at least one linear order with an infinite
ascending or descending sequence of points, is undecidable (more precisely, r.e.
hard). For example, it is undecidable overN (the natural numbers), Z (the integers),
Q (the rationals) and R (the reals), as well as over the classes of all linear orders,
all dense linear orders, and all discrete linear orders. Moreover, over any class of
Dedekind complete ordered structures containing at least an order with an infinite
ascending sequence, it is Π11-hard (i.e., not recursively axiomatizable). This is true,
e.g., over N, Z, and R, being Dedekind complete.
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The authors of [DGMS11] state that:
[. . . ] so general undecidability results about HS are given in [HS91]
that for a long time it was considered unsuitable for practical applica-
tions and attracted little interest among computer scientists.
Since then, a lot of work has been done on the SAT problem for fragments of
HS, which showed that undecidability rules also over them [BDMG+08, BDG+09,
BDG+14, Lod00, MM14]. As an example, the fragment BE (i.e., formulas ofHSwith
⟨B⟩ and ⟨E⟩modalities only) is undecidable, again, over the class of all linear orders,
over all dense linear orders, discrete linear orders and finite linear orders [Lod00].
The reason for these undecidability results must be ascribed to the very na-
ture of purely interval-based temporal reasoning, where proposition letters are
interpreted on intervals (and not on points): the set-theoretic interpretation of an
HS formula in a model is a set of abstract intervals, that is, a set of pairs of points
(a binary relation over the underlying linear order). Automata-based methods,
founded for instance on Büchi and Rabin theorems (implying decidability of MSO
theories of various linear orders and trees), do not apply here, as SAT and validity
for ITLs are dyadic, and not monadic. New approaches for proving decidability
of HS fragments with genuinely interval-based semantics were needed.
Meanwhile, several modifications or restrictions, essentially reducing the
interval-based semantics to a point-based one, were proposed to remedy the prob-
lem and obtain decidable systems. As an example, already in [Mos83] Moszkowski
showed that the decidability of the (otherwise undecidable) logic PITL can be
recovered by constraining proposition letters to be point-wise and defining truth
of an interval as truth on its initial point (locality principle).
The bleak picture started lightening up later, with the discovery of several non-
trivial cases of decidable fragments of HS [BGMS10, BGMS09, BMSS11c, MPS10b,
MPSS10, MS12, BMSS11b], including the interval logic of temporal neighbourhood
AA and the temporal logic of sub-intervals D. In particular, the former was shown to
be decidable over the class of all linear orders, of all dense, of all discrete, and of all
finite linear orders;3 as for the latter, the situation is more involved: D is decidable
over all dense linear orders, undecidable over discrete linear orders and finite
linear orders [MM14], and it is not known whether it is decidable or not in the
case of all linear orders. Some other fragments, such as BB and EE, have actually
a point-based semantics: one of the endpoints of every interval related to the
current one can “move”, but the other always remains fixed; as a consequence they
can be polynomially translated into a basic point-based temporal logic (namely,
the fragment of LTL with only the future F and past P operators): any interval is
3It is also worth mentioning the decidable metric extension of the fragment AA called MPNL,
studied in [BDG+13, BDG+10, BMSS11a], that features special atomic propositions representing integer
constraints (equalities and inequalities) on the length of the intervals over which they are predicated.
16 ⋄ Chapter 1. Introduction
mimicked by its only moving endpoint; it follows that BB and EE are decidable
over the class of all linear orders and, in particular, NP-complete [GMS04]. On the
other hand, another fragment, AABB, is decidable over finite linear orders, Q, as
well as over the class of all linear orders, but undecidable over Dedekind-complete
linear orders (in particular, N and R) [MPS14]. These snapshots on HS SAT make
us conclude, with the authors of [DGMS11], that
[. . . ] the trade-off between expressiveness and computational afford-
ability in the family of HS fragments is rather subtle and sometimes
unpredictable, with the border between decidability and undecidabil-
ity cutting right across the core of that family.
1.4 The problem of MC for HS
Whereas, as we have seen, darkness reigns in the realm of SATwith few exceptions,
fortunately a dim light brightens the whole land of MC for HS: in this thesis, we
will consider this decidable problem, for which a little work has been done, if
compared to SAT of HS and especially to MC of point-based temporal logics.
For quite a long time, no studies on MC for HS were undertaken: the problem
was finding suitable system models over which to interpret such an interval-based
property specification language (clearly, this was a novel issue to face, as the SAT
problem is defined more simply on linear orders). In 2011, Dario Della Monica
concluded his PhD thesis about decidability and undecidability results on SAT
for HS and its fragments in this way [DM11]:
Even if this topic [MC] has been extensively studied and successfully
applied to real-world domains in the context of point-based logics,
it is still quite unexplored in the interval setting. The major diffi-
culty concerns the problem of finding a convenient way to (finitely)
represent the models to be checked.
The first idea we explore in this thesis is evaluating HS formulas on (very
standard) system models, consisting essentially in labeled graphs, called finite
Kripke structures (which will be formally defined later), making it possible to check
the correctness of the behavior of systems with respect to meaningful interval
properties. In order to verify interval properties of computations, one needs
to collect information about the states of a system into computation stretches.
To this end, each finite path (i.e., a trace) in a Kripke structure is interpreted as
an interval, and its labeling is defined on the basis of the labeling of the states
composing it, initially according to the homogeneity assumption [Roe80], which
enforces a proposition letter p to hold on an interval I if and only if p holds on all
the subintervals of I . Such an assumption is fairly natural for many applications;
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moreover, it easily enables us to interpret an interval-based property specification
language on a model which is point-based (as a matter of fact, Kripke structures
make explicit how a system evolves state-by-state, and describe which are the
atomic properties that hold true at every single state).
Then we devote our efforts to relaxing homogeneity. For the purpose, we
investigate the possibility of using regular expressions to define the labeling of
proposition letters over intervals in terms of the component states (as we will
see, homogeneity can be trivially encoded by regular expressions, as a particular
case). This impacts on the complexity of MC for HS and its fragments, and
on the expressiveness of the logic as well. Another possibility is completely
abandoning Kripke structures in favour of different, inherently interval-based
systemmodels: timelines, structures that have been fruitfully exploited in temporal
planning for quite a long time, are employed in this thesis in a different way: more
expressive than Kripke structures, they allow us to directly describe systems
in terms of their interval-based behaviour and properties, paving the way for a
more general interval-based MC.
1.5 Organization of the thesis
Let us now take a deeper look at the contents of the thesis, while presenting
its organization.
1. In the next chapter—which starts Part II—we show that finite Kripke struc-
tures can be suitably mapped into abstract interval models, whose worlds
are all the possible traces of the former. However, since Kripke structures
may have loops and thus infinitely many traces, abstract interval models
feature, in general, an infinite domain. In order to devise a MC procedure
for HS over finite Kripke structures—hence showing the decidability of MC
for HS—we prove a small model theorem stating that, given an HS formula
ψ and a finite Kripke structure K , there exists a finite interval model which
is equivalent to the one induced by K with respect to the satisfiability ofψ .
The main technical ingredients are (i) the definition of a suitable equiva-
lence relation over traces of K , which is parametric in the nesting depth of
modalities ⟨B⟩ and ⟨E⟩ in ψ , and (ii) the proof that the resulting quotient
structure is finite and equivalent to the one induced by K with respect to
the satisfiability ofψ .
The chapter is concluded showing that the problem does not provably admit
any polynomial-time decision procedure (as it is EXPSPACE-hard). For
this reason,
2. in the subsequent chapters of Part II we focus on fragments ofHS, which fea-
ture considerably better complexities—from EXPSPACE, down to PSPACE
and to low levels of the polynomial hierarchy. Nevertheless, they have the
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ability to capture meaningful interval properties of state transition systems.
We describe several MC algorithms, tailored to the specific fragments be-
ing considered, which feature as building blocks concepts and techniques
different from one another (e.g., small model properties, trace contractions,
Boolean circuits with oracles, finite state automata,. . . ). Most of the times,
we also prove lower bounds matching the complexity of MC algorithms.
Moreover, we study the expressive power of HS in MC, in comparison
with that of the standard point-based logics LTL, CTL and CTL∗, still under
homogeneity. Additionally, we introduce some semantic variants of HS
and evaluate their expressiveness and succinctness with respect to the
aforementioned point-based logics.
3. The homogeneity assumption is relaxed in Part III: as we have anticipated, at
first we still consider Kripke structures as system models, but we use regular
expressions to define the labeling of proposition letters over intervals in
terms of the component states. In particular, MC for HS extended with
regular expressions remains still decidable: this result is proved via a (non
completely standard) automata-theoretic approach.
As for the fragments of HS, the MC problem for “small” ones features an in-
creased (PSPACE) complexity, whereas formulas of other, more expressive
fragments, can be checked at no extra computational cost (w.r.t. the homo-
geneous case). Such complexity results are achieved by heavily exploiting
non-deterministic and alternating algorithms.
4. Finally, in Part IV we consider the timeline-based MC problem, where system
models are given by the aforementioned timelines, and the property spec-
ification language is the logic MITL: the choice of replacing HS with the
latter is justified by the need for a timed logic, appropriate to be interpreted
over timelines, where the dimension of time is essential.
Most of Part IV will be actually devoted to the study of the so-called timeline-
based planning problem over dense temporal domains: first, such problem
can be considered as a necessary condition for MC, the former playing the
role of a “feasibility check” of the system description (as a matter of fact,
whereas Kripke structures are “extensive” system descriptions, timelines
are not, given the presence of constraint rules which must be checked
for satisfiability). Moreover, dense time domains (as opposed to discrete
ones, which are standard in planning) are necessary to avoid discreteness
in system descriptions, that can be abstracted at a higher level, enabling
us to express really interval-based properties of systems. Since, in its full
generality, timeline-based planning over dense domains is, unfortunately,
undecidable, suitable restrictions on timelines are identified at the beginning
of Part IV in order to recover its decidability, and finally deal with timeline-
based MC.
Part II
MC for HS under
homogeneity

2
MC for full HS under homogeneity
The references for this chapter are [MMM+16, BMM+16b, BMM+18d].
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In this chapter we prove two fundamental results. On one hand we showthat MC for HS under homogeneity over finite Kripke structures is decidable.On the other we prove a complexity lower bound for the problem, namely,
its EXPSPACE-hardness. In the following description of the contents of the next
sections, we detail how these results are achieved.
Organization of the chapter.
• In Section 2.1, after introducing Kripke structures, we show how these
system models can be mapped into abstract interval models, where each
world corresponds to a trace (finite path) of the structure: this allows us to
interpret HS formulas over Kripke structures, and then to define interval-
based MC. Since a Kripke structure may feature loops and thus infinitely
many traces, the domain of the induced abstract interval model is infinite.
Thus, to prove decidability of MC,
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• in Section 2.2 we introduce BE-descriptors, that are trees built starting from
the traces of a Kripke structure K , whose nodes have labels over states of
K , which allow us to define an equivalence relation of finite index over
traces of K , parametric in the nesting depth of modalities ⟨B⟩ and ⟨E⟩ in
the formulaψ to check.
• We prove in Section 2.3 that such a relation represents a sufficient condition
for two (related) traces to be indistinguishable w.r.t. the truth value of any
HS formula with nesting depth of ⟨B⟩ and ⟨E⟩ bounded by a value equal to
the depth of the considered BE-descriptors. Decidability of HSMC (under
homogeneity) follows as a result of such a relation (and by minor technical
ingredients). We can finally devise a nonelementary complexity decision
procedure for the problem.
• In Section 2.4, we prove the EXPSPACE-hardness of MC for the HS frag-
ment BE. Since MC for full HS is clearly at least as hard as MC for BE, such
a lower bound immediately propagates to full HS. The section concludes
with some remarks on the complexity gap (nonelementary–EXPSPACE)
deriving from the results proved for the problem.
• In Section 2.5 we give an overview of the complexity of MC for several HS
fragments studied under homogeneity, which will be considered in the next
chapters.
• We conclude with Section 2.6, in which we shortly review some research
papers (not of the present authors) dealing with HS MC (under different
semantic assumptions).
2.1 Preliminaries: Kripke structures and induced
abstract interval models
In the context of MC, finite state systems are usually modelled as finite Kripke
structures, namely, graphs where nodes represent the states of the system, edges
represent transitions between states, and there is a labelling function that asso-
ciates every node with a set of (atomic) properties that hold true in the corre-
sponding system state. Systems described in terms of many modelling languages
(e.g., Promela) are translated (usually, at the cost of an exponential blow-up) into
Kripke structures, before the MC running phase begins.
Definition 2.1.1 (Kripke structure). A Kripke structure is a tuple
K = (AP , S, R, µ, s0),
whereAP is a finite set of proposition letters, S is a set of states (worlds), R ⊆
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S × S is a left-total relationa between pairs of states (accessibility/transition
relation), µ : S → 2AP is a total labelling function, and s0 ∈ S is called the
initial state. We say that K is finite if S is finite.
aA relation R ⊆ S × S is left-total if, for all s ∈ S , there exists at least one s′ ∈ S such
that (s, s′) ∈ R.
For all s ∈ S , µ(s) captures the set of proposition letters that hold at that state;
R constrains the evolution of the system over time, namely, it specifies how the
system can evolve from one state to another; it is left-total because the paths of
K are meant to represent system computations. If (s, s ′) ∈ R, we say that s ′ is a
successor of s , and s a predecessor of s ′. By R(s) we denote the set of successors of s .
A simple Kripke structure, consisting of two states only, is reported in the
following example. We will use it as a running example throughout the thesis.
Example 2.1.2. Figure 2.1 depicts a two-state Kripke structure K2 (the
initial state is identified by a double circle). Despite its simplicity, it features
an infinite number of different (finite) paths. K2 is defined by the quintuple:
({p,q}, {s0, s1}, {(s0, s0), (s0, s1), (s1, s0), (s1, s1)}, µ, s0),
where µ(s0) = {p} and µ(s1) = {q}.
s0
p
s1
q
Figure 2.1: The finite Kripke structure K2.
The next definition formalizes the notion of path in a Kripke structure.
Definition 2.1.3 (Trace over K ). A trace ρ over a Kripke structure K =
(AP , S, R, µ, s0) is a finite sequence of states s1 · · · sn , with n ≥ 1, such that
(si , si+1) ∈ R for all i ∈ {1, . . . ,n − 1}.
Let TrcK be the (infinite) set of all traces over a finite/infinite Kripke structure
K . For any trace ρ = s1 · · · sn ∈ TrcK , we define:
• |ρ | = n and, for 1 ≤ i ≤ |ρ |, ρ(i) = si (we also say that i is a “ρ-position”);
• states(ρ) = {s1, . . . , sn} ⊆ S ;
• intstates(ρ) = {s2, . . . , sn−1} ⊆ S ;
• fst(ρ) = s1 and lst(ρ) = sn ;
• ρ(i, j) = si · · · sj , for 1 ≤ i ≤ j ≤ |ρ |, is a subtrace of ρ;
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• Pref(ρ) = {ρ(1, i) | 1 ≤ i ≤ |ρ | − 1} is the set of all proper prefixes of ρ;
• Suff(ρ) = {ρ(i, |ρ |) | 2 ≤ i ≤ |ρ |} is the set of all proper suffixes of ρ.
If fst(ρ) = s0—where s0 is the initial state of K—ρ is said to be an initial trace.
Given ρ, ρ ′ ∈ TrcK , we denote by ρ · ρ ′ the concatenation of the traces ρ and
ρ ′. Moreover, if lst(ρ) = fst(ρ ′), ρ ⋆ ρ ′ denotes ρ(1, |ρ | − 1) · ρ ′ (⋆-concatenation).
In the following, when we write ρ ⋆ ρ ′, we implicitly assume that lst(ρ) = fst(ρ ′).
An abstract interval model (over TrcK )—recall Definition 1.3.1—can be natu-
rally associated with a finite Kripke structure by interpreting every trace as an
interval bounded by its first and last states.
Definition 2.1.4 (Abstract interval model induced by K ). The abstract
interval model induced by a finite Kripke structure K = (AP , S, R, µ, s0) is
the abstract interval model AK = (AP , I,AI,BI,EI,σ ), where:
• I = TrcK ,
• AI = {(ρ, ρ ′) ∈ I × I | lst(ρ) = fst(ρ ′)},
• BI = {(ρ, ρ ′) ∈ I × I | ρ ′ ∈ Pref(ρ)},
• EI = {(ρ, ρ ′) ∈ I × I | ρ ′ ∈ Suff(ρ)},
• σ : I→ 2AP is such that, for all ρ ∈ I,
σ (ρ) =
⋂
s ∈states(ρ)
µ(s).
In Definition 2.1.4, relations AI,BI, and EI are interpreted as Allen’s interval
relations A, B and E, respectively. Moreover, according to the definition of σ , a
proposition letter p ∈ AP holds over ρ = s1 · · · sn if and only if it holds over all
the states s1, . . . , sn of ρ. This conforms to the homogeneity principle [Roe80],
according to which a proposition letter holds over an interval if and only if it
holds over all of its subintervals.
Satisfiability of an HS formula over a finite Kripke structure can now be given
in terms of induced abstract interval models.
Definition 2.1.5 (Satisfiability of HS formulas over finite Kripke struc-
tures). Let K be a finite Kripke structure, ρ be a trace in TrcK ,ψ be an HS
formula. We say that the pair (K , ρ) satisfiesψ , denoted by K , ρ |= ψ , if
and only if it holds that AK , ρ |= ψ .
We are now ready to formally state the MC problem for HS over finite Kripke
structures: it is the problem of deciding whether or not K |= ψ .
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Definition 2.1.6 (Model checking). Let K be a finite Kripke structure and
ψ be an HS formula. We say that K modelsψ , denoted by K |= ψ , if and
only if, for all initial traces ρ ∈ TrcK , it holds that K , ρ |= ψ .
It is worth pointing out that every finite Kripke structureK induces an abstract
interval model, and that only interval models arising from finite Kripke structures
are considered in the MC problem.
Given a finite K = (AP , S, R, µ, s0), being R left-total and S finite, K has to
feature some loops, and thus an infinite number of traces; as a consequence, the
MC problem is not trivially decidable.
We conclude this section by giving some examples of meaningful properties
of Kripke structures and traces that can be expressed in HS.
Example 2.1.7. The formula [B] ⊥ can be used to select all and only the
traces of length 1. Indeed, given any ρ with |ρ | = 1, independently of K , it
holds that K , ρ |= [B] ⊥, because ρ has no proper prefixes. On the other
hand, it holds that K , ρ |= ⟨B⟩ ⊤ if (and only if) |ρ | > 1.
Modality ⟨B⟩ can actually be used to constrain the length of an interval to
be greater than, less than, or equal to any value k . Let us denote k nested
applications of ⟨B⟩ by ⟨B⟩k . It holds that K , ρ |= ⟨B⟩k ⊤ if and only if
|ρ | ≥ k + 1. Analogously, K , ρ |= [B]k ⊥ if and only if |ρ | ≤ k . Let lengthk
be a shorthand for [B]k ⊥ ∧ ⟨B⟩k−1 ⊤. It holds that K , ρ |= lengthk if and
only if |ρ | = k (this formula will be used several times in the next chapters).
Example 2.1.8. Let us consider again the finite Kripke structure K2 of
Example 2.1.2, depicted in Figure 2.1. For the sake of brevity, for any trace
ρ, we denote by ρn the trace obtained by concatenating n copies of ρ. The
truth of the following statements can be easily checked: (i) K2, (s0s1)2 |=
⟨A⟩ q; (ii) K2, s0s1s0 ̸ |= ⟨A⟩ q; (iii) K2, (s0s1)2 |= ⟨A⟩ p; (iv) K2, s1s0s1 ̸ |=
⟨A⟩ p. The above statements show that modalities ⟨A⟩ and ⟨A⟩ can be used
to distinguish between traces that start or end at different states.
We would like to draw attention to the branching semantics of modalities
⟨A⟩ and ⟨A⟩ (in our experience, at the beginning, this causes confusion for
the reader. . . ): ⟨A⟩ (resp., ⟨A⟩) allows one to “move” to any trace branching
on the right/future (resp., left/past) of the considered one, e.g., if ρ = s1s0,
then ρAI s0, ρAI s0s0, ρAI s0s1, ρAI s0s0s0, ρAI s0s0s1, ρAI s0s1s0s1, and so
on. Analogously, s1AI ρ, s0s1AI ρ, s1s1AI ρ,. . .
Figure 2.2 illustrates the “behaviour” of ⟨A⟩ and ⟨A⟩.
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φ1
⟨A⟩ φ1
φ2
⟨A⟩ φ2
Figure 2.2: The branching semantics of modalities ⟨A⟩ and ⟨A⟩
Modalities ⟨B⟩ and ⟨E⟩ can be exploited to distinguish between traces
encompassing a different number of iterations of a given loop. This is the
case, for instance, with the following statements:
• K2, (s1s0)3s1 |= ⟨B⟩
( ⟨A⟩ p ∧ ⟨B⟩ (⟨A⟩ p ∧ ⟨B⟩ ⟨A⟩ p) ) ;
• K2, (s1s0)2s1 ̸ |= ⟨B⟩
( ⟨A⟩ p ∧ ⟨B⟩ (⟨A⟩ p ∧ ⟨B⟩ ⟨A⟩ p) ) .
HS makes it possible to distinguish between traces ρ1 = s30s1s0 and ρ2 =
s0s1s
3
0 , which involve the same number of iterations of the same loops, but
differ in the order of loop occurrences: K2, ρ1 |= ⟨B⟩
( ⟨A⟩ q ∧ ⟨B⟩(⟨A⟩ p ∧
⟨B⟩ ⊤)) , but K2, ρ2 ̸ |= ⟨B⟩ ( ⟨A⟩ q ∧ ⟨B⟩(⟨A⟩ p ∧ ⟨B⟩ ⊤)) .
Also ⟨B⟩ and ⟨E⟩, the inverses of ⟨B⟩ and ⟨E⟩, are branching—in the future
and in the past, respectively—just like ⟨A⟩ and ⟨A⟩. See Figure 2.3.
φ1
⟨B⟩ φ1
φ1
⟨E⟩ φ1
Figure 2.3: The branching semantics of modalities ⟨B⟩ and ⟨E⟩
Example 2.1.9. In Figure 2.4, we give an example of a finite Kripke struc-
ture KSched that models the behaviour of a scheduler serving three pro-
cesses which are continuously requesting the use of a common resource.
The initial state (denoted by a double circle) is s0: no process is served in
that state. In any other state si and si , with i ∈ {1, 2, 3}, the i-th process
is served (this is denoted by the fact that pi holds in those states). For the
sake of readability, edges are marked either by ri , for request(i), or by ui ,
for unlock(i). However, edge labels do not have a semantic value, i.e., they
are neither part of the structure definition, nor proposition letters; they
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are simply used to ease reference to edges.
Process i is served in state si , then, after “some time”, a transitionui from si
to si is taken; subsequently, process i cannot be served again immediately,
as si is not directly reachable from si (the scheduler cannot serve the same
process twice in two successive rounds). A transition r j , with j , i , from
si to sj is then taken and process j is served. This structure can be easily
generalised to a higher number of processes.
s0∅
s2
p2
s1
p1
s3
p3
s1
p1
s2
p2
s3
p3
r1
r2
r3
u1 u2 u3
r2
r3
r1 r3
r1
r2
Figure 2.4: The finite Kripke structure KSched .
We now show how some meaningful properties to be checked over KSched
can be expressed in HS. In all formulas, we force the validity of the consid-
ered property over all legal computation sub-intervals by using modality
[E] (all computation sub-intervals are suffixes of at least one initial trace).
Moreover, we will use the shorthandwit≥2({p1,p2,p3}) for the formula
(⟨D⟩ p1 ∧ ⟨D⟩ p2) ∨ (⟨D⟩ p1 ∧ ⟨D⟩ p3) ∨ (⟨D⟩ p2 ∧ ⟨D⟩ p3),
which states that there exist at least two sub-intervals such that pi holds
over the former and pj over the latter, with i, j ∈ {1, 2, 3} and j , i (such a
formula can be easily generalised to an arbitrary set of proposition letters
and to any natural number k).
The truth of the following statements can be easily checked:
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• KSched |= [E]
(
⟨B⟩4 ⊤ → wit≥2({p1,p2,p3})
)
;
• KSched ̸ |= [E]
(
⟨B⟩10 ⊤ → ⟨D⟩ p3
)
;
• KSched ̸ |= [E]
(
⟨B⟩6 ⊤ → ⟨D⟩ p1 ∧ ⟨D⟩ p2 ∧ ⟨D⟩ p3
)
.
The first formula states that in any suffix of an initial trace of length greater
than or equal to 5 at least 2 proposition letters are witnessed. KSched
satisfies the formula since a process cannot be executed twice in a row.
The second formula states that in any suffix of an initial trace of length
at least 11, process 3 is executed at least once in some internal states (non
starvation). KSched does not satisfy the formula since the scheduler can
avoid executing a process ad libitum.
The third formula states that in any suffix of an initial trace of length greater
than or equal to 7, p1, p2, p3 are all witnessed. The only way to satisfy this
property is to constrain the scheduler to execute the three processes in a
strictly periodic manner (strict alternation), that is, pipjpkpipjpkpipjpk · · · ,
for i, j,k ∈ {1, 2, 3} and i , j , k , i , but KSched does not meet such a
requirement.
This example will be referred to also in the next chapters.
2.2 The fundamental notion of BEk-descriptor
In the previous section we have shown that, for any given finite Kripke structure
K , one can find a corresponding induced abstract interval model AK , featuring
one interval for each trace of K . Since K has loops (each state must have at least
one successor, as the transition relation R is left-total), the number of its traces,
and thus the number of intervals of AK , is infinite.
In this section we prove that, given a finite Kripke structure K and an HS
formulaφ, there exists a finite representation for AK , equivalent to AK with respect
to the satisfiability of φ (in fact, of a class of formulas including φ).
We start with the definition of some basic notions. The first one is the
BE-nesting depth of an HS formula.
Definition 2.2.1 (BE-nesting depth of an HS formula). Let ψ be an HS
formula. The BE-nesting depth ofψ , denoted by NestBE(ψ ), is defined by
induction on the structure of the formula as follows:
• NestBE(p) = 0 for any proposition letter p ∈ AP ;
• NestBE(¬ψ ) = NestBE(ψ );
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• NestBE(ψ ∧ φ) = max{NestBE(ψ ),NestBE(φ)};
• NestBE(⟨B⟩ψ ) = NestBE(⟨E⟩ψ ) = 1 + NestBE(ψ );
• NestBE(⟨X⟩ψ ) = NestBE(ψ ), for X ∈ {A,A,B,E}.
In the following, we denote by NestB(ψ ) the “restriction” of NestBE(ψ ) to
⟨B⟩ modality only (i.e., NestB(ψ ) accounts only for the nesting depth of ⟨B⟩ and
disregards ⟨E⟩). Clearly NestB(ψ ) = NestBE(ψ ) if ψ is devoid of occurrences of
⟨E⟩. The analogous for NestE(ψ ).
Making use of the notion of BE-nesting depth of a formula, we can define
a relation of k-equivalence over traces.
Definition 2.2.2 (k-equivalence). Let K be a finite Kripke structure and ρ
and ρ ′ be two traces in TrcK . We say that ρ and ρ ′ are k-equivalent if and
only if, for every HS formulaψ with NestBE(ψ ) = k , we have K , ρ |= ψ if
and only if K , ρ ′ |= ψ .
It can be easily proved that k-equivalence “propagates downwards”.
Proposition 2.2.3. Let K be a finite Kripke structure and ρ and ρ ′ be two
traces in TrcK . If ρ and ρ ′ are k-equivalent, then they are h-equivalent, for
all 0 ≤ h ≤ k .
Proof. Let us assume that K , ρ |= ψ , with 0 ≤ NestBE(ψ ) ≤ k . Consider the
formula ⟨B⟩k ⊤, whose BE-nesting depth is equal to k . It trivially holds that
either K , ρ |= ⟨B⟩k ⊤ or K , ρ |= ¬ ⟨B⟩k ⊤. In the first case, we have that K , ρ |=
⟨B⟩k ⊤ ∧ψ . Since NestBE
(
⟨B⟩k ⊤ ∧ψ
)
= k , from the hypothesis, it follows that
K , ρ ′ |= ⟨B⟩k ⊤ ∧ψ , and thus K , ρ ′ |= ψ . The other case is symmetric. □
We are now ready to introduce the notion of descriptor, which will play a
fundamental role in the definition of finite abstract interval models.
Definition 2.2.4 (B-descriptor and E-descriptor). Let K = (AP , S, R, µ, s0)
be a finite Kripke structure. A B-descriptor (resp., E-descriptor) is a labelled
tree D = (V, E, λ), whereV is a finite set of vertices, E ⊆ V ×V is a set
of edges, and λ : V → S × 2S ×S is a node labelling function, that satisfies
the following conditions:
1. for all (v,v ′) ∈E, with λ(v)= (sin ,A, sf in) and λ(v ′)= (s ′in ,A′, s ′f in), it
holds that A′ ⊆ A, sin = s ′in , and s ′f in ∈ A (resp., A′ ⊆ A, sf in = s ′f in ,
and s ′in ∈ A);
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2. for all pairs of edges (v,v ′), (v,v ′′) ∈ E, if the subtree rooted in v ′
is isomorphic to the subtree rooted in v ′′, then v ′ = v ′′ (here and in
the following, we write subtree for maximal subtree).
(2.) of Definition 2.2.4 simply states that no two subtrees, whose roots are
siblings, can be isomorphic (note that λ is taken into account).
For X ∈ {B,E}, the depth of an X -descriptor (V, E, λ) is the depth of the
tree (V, E). We call an X -descriptor of depth k ∈ N an Xk -descriptor. An X0-
descriptor D consists of its root only, which is denoted by root(D). A label of a
node will be referred to as a descriptor element. Hereafter, two descriptors will
be considered equal up to isomorphism.
The following proposition holds.
Proposition 2.2.5. Given a finite Kripke structure K = (AP , S, R, µ, s0),
for all k ∈ N there exists a finite number of possible Bk -descriptors (resp.,
Ek -descriptors).
Proof. We consider the case of Bk -descriptors (the case of Ek -descriptors is
analogous). For k = 0, there are at most |S | · 2 |S | · |S | pairwise distinct B0-
descriptors. As for the inductive step, let us assume h to be the number of pairwise
distinct B-descriptors of depth at most k . The number of Bk+1-descriptors is at
most |S | · 2 |S | · |S | · 2h (there are at most |S | · 2 |S | · |S | possible choices for the root,
which can have any subset of the h B-descriptors of depth at most k as subtrees).
By König’s lemma, they are all finite as their depth is k + 1 and the root has a
finite number of children (no two subtrees of the root can be isomorphic). □
Proposition 2.2.5 provides an upper bound to the number of distinct Bk -
descriptors (resp., Ek -descriptors), and thus to the number of nodes of each Bk+1-
descriptor (resp., Ek+1-descriptors), for k ∈ N, which is not elementary with respect
to |S | and k , being |S | the exponent and k the height of the exponential tower.
As a matter of fact, this is a very rough upper bound, since some descriptors
may not have depth k + 1 and some of the “generated” trees might not even
fulfill the definition of descriptor.
We show now how B-descriptors and E-descriptors can be used to extract
relevant information from the traces of a finite Kripke structure to use in MC.
LetK be a finite Kripke structure and ρ be a trace in TrcK , with |ρ | ≥ 2. For any
k ≥ 0, the label of the root of both the Bk -descriptor and Ek -descriptor for ρ is the
triple (fst(ρ), intstates(ρ), lst(ρ)). The root of the Bk -descriptor has a child for each
prefix ρ ′, with |ρ ′ | ≥ 2, of ρ, labelled with (fst(ρ ′), intstates(ρ ′), lst(ρ ′)). Such a
construction is then iteratively applied to the children of the root until either depth
k is reached or a trace of length 2 is being considered on a node. The length-1 prefix
of ρ can be recovered as a special case, being just fst(ρ). We should associate with
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it a descriptor element (fst(ρ), ∅,⊥) as a child of the root, where ⊥ is just a marker
for “no state”. However, in the rest of this section, for a more uniform and elegant
characterization of descriptors, we assume traces, suffixes and prefixes to have
length at least 2, as those having length 1 can always be treated as special (trivial)
cases. The Ek -descriptor is built in a similar way by considering the suffixes of ρ.
In generalB- and E-descriptors do not convey enough information to determine
which trace they were built from (this will be clear shortly). However, they can be
exploited to determine which HS formulas are satisfied by the trace from which
they have been built: (i) to check satisfiability of proposition letters, they keep
information about initial, final, and internal states of the trace; (ii) for ⟨A⟩ψ and
⟨A⟩ψ formulas, they store the final and initial states of the trace; (iii) for ⟨B⟩ψ
formulas, the B-descriptor keeps information about all the prefixes of the trace;
(iv) for ⟨E⟩ψ formulas, the E-descriptor keeps information about all the suffixes
of the trace; (v) no additional information is needed for ⟨B⟩ψ and ⟨E⟩ψ formulas.
Let K be a finite Kripke structure. The Bk -descriptor (resp., Ek -descriptor)
for a trace ρ in TrcK is formally defined as follows.
Definition 2.2.6 (B-/E-descriptor for a trace). Let K be a finite Kripke
structure, ρ be a trace in TrcK , and k ∈ N. The Bk -descriptor (resp.,
Ek -descriptor) for ρ is inductively defined as follows:
• for k = 0, the Bk -descriptor (resp., Ek -descriptor) for ρ is the tree
D = (root(D), ∅, λ), where
λ(root(D)) = (fst(ρ), intstates(ρ), lst(ρ));
• for k > 0, the Bk -descriptor (resp., Ek -descriptor) for ρ is the tree
D = (V, E, λ), where
λ(root(D)) = (fst(ρ), intstates(ρ), lst(ρ)),
which satisfies the following conditions:
1. for each prefix (resp., suffix) ρ ′ of ρ, there exists v ∈ V such
that (root(D),v) ∈ E and the subtree rooted in v is the Bk−1-
descriptor (resp., Ek−1-descriptor) for ρ ′;
2. for each vertex v ∈ V such that (root(D),v) ∈ E, there exists
a prefix (resp., suffix) ρ ′ of ρ such that the subtree rooted in v
is the Bk−1-descriptor (resp., Ek−1-descriptor) for ρ ′;
3. for all pairs of edges (root(D),v ′), (root(D),v ′′) ∈ E, if the
subtree rooted in v ′ is isomorphic to the subtree rooted in v ′′,
then v ′ = v ′′.
Any Bk -descriptor (resp., Ek -descriptor) for some trace satisfies the conditions
of Definition 2.2.4 (in particular (1.)), but not vice versa. See the next example.
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Example 2.2.7. Consider, for instance, the B1-descriptor reported in Fig-
ure 2.5. It is built on a set of states S including at least states s0, s1, s2 and
s3, and it satisfies both conditions of Definition 2.2.4. However, no trace
of a finite Kripke structure can be described by it, as no trace may feature
two prefixes to be associated with the first two children of the root.
(s0, {s1, s2}, s3)
(s0, ∅, s1)(s0, {s1}, s2)(s0, {s2}, s1)
Figure 2.5: B1-descriptor devoid of a corresponding trace (in any Kripke structure).
Example 2.2.8. In Figure 2.6 and 2.7, we depict the B2- and E2-descriptors
for the trace s0s1s0s0s1 of the Kripke structure K2 of Figure 2.1.
(s0, {s0, s1}, s1)
(s0, ∅, s1)(s0, {s1}, s0)
(s0, ∅, s1)
(s0, {s0, s1}, s0)
(s0, ∅, s1)(s0, {s1}, s0)
Figure 2.6: B2-descriptor for the trace s0s1s0s0s1 of K2.
(s0, {s0, s1}, s1)
(s0, ∅, s1)(s0, {s0}, s1)
(s0, ∅, s1)
(s1, {s0}, s1)
(s0, ∅, s1)(s0, {s0}, s1)
Figure 2.7: E2-descriptor for the trace s0s1s0s0s1 of K2.
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Example 2.2.9. In Figure 2.8 we show the B2-descriptor for the trace ρ =
s0s1s0s0s0s0s1 ofK2. It is worth noticing that there exist two distinct prefixes
of the trace ρ, that is, the traces ρ ′ = s0s1s0s0s0s0 and ρ ′′ = s0s1s0s0s0, which
have the same B1-descriptor. Since, according to Definition 2.2.6, no tree
can occur more than once as a subtree of the same node (in this example,
the root), in the B2-descriptor for ρ, the prefixes ρ ′ and ρ ′′ are represented
by the same tree (the first subtree of the root on the left). This shows that,
in general, the root of a descriptor for a trace with h proper prefixes may
have less than h children.
(s0, {s0, s1}, s1)
(s0, ∅, s1)(s0, {s1}, s0)
(s0, ∅, s1)
(s0, {s0, s1}, s0)
(s0, ∅, s1)(s0, {s1}, s0)
(s0, {s0, s1}, s0)
(s0, ∅, s1)(s0, {s1}, s0)(s0, {s0, s1}, s0)
Figure 2.8: The B2-descriptor for the trace s0s1s0s0s0s0s1 of K2.
Example 2.2.10. This example shows that not all of the Bk -descriptors
that can be generated from the set of states of a given finite Kripke structure
are Bk -descriptors for some trace of that structure (the same fact is true
for Ek -descriptors).
Let us consider the finite Kripke structure K in Figure 2.9 and the B1-
descriptor DB1 in Figure 2.10. By inspecting DB1 , it can be easily checked
that it can be the B1-descriptor for traces of the form s0sh1 s23 , with h ≥ 2,
only. However, no trace of this form can be obtained by unravelling K .
s1
s0
s2
s3
Figure 2.9: A finite Kripke structure K .
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(s0, {s1, s3}, s3)
(s0, ∅, s1)(s0, {s1}, s1)(s0, {s1}, s3)
Figure 2.10: DB1 : a B1-descriptor not corresponding to any of the traces of K in
Figure 2.9.
To check an HS formula against a given finite Kripke structure we actually
need to account for both the started-by (B) and finished-by (E) relations at the
same time. To this end, we introduce BEk -descriptors for traces. Given a finite
Kripke structure K and a trace ρ in TrcK , the BEk -descriptor for ρ can be obtained
from a suitable merging of its Bk -descriptor and Ek -descriptor. It can be viewed
as a sort of “product” of the Bk -descriptor and the Ek -descriptor for ρ, and it
is formally defined as follows:
Definition 2.2.11 (BE-descriptor for a trace). LetK = (AP , S, R, µ, s0) be a
finite Kripke structure, ρ be a trace in TrcK , and k ∈ N. The BEk -descriptor
for ρ is a labelled tree D = (V, E, λ), whereV is a finite set of vertices,
E = EB ∪EE , with EB ⊆ V ×V the set of “B-edges”, EE ⊆ V ×V the
set of “E-edges”, and EB ∩EE = ∅, and λ : V → S × 2S × S , which is
inductively defined on k ∈ N as follows:
• for k = 0, the BEk -descriptor for ρ is D = (root(D), ∅, λ), where
λ(root(D)) = (fst(ρ), intstates(ρ), lst(ρ)).
• for k > 0, the BEk -descriptor for ρ is D = (V, E, λ) with
λ(root(D)) = (fst(ρ), intstates(ρ), lst(ρ))
which satisfies the following conditions:
1a. for each prefix ρ ′ of ρ, there exists v ∈ V such that
(root(D),v) ∈ EB and the subtree rooted in v is the BEk−1-
descriptor for ρ ′;
1b. for each vertex v ∈ V such that (root(D),v) ∈ EB , there
exists a prefix ρ ′ of ρ such that the subtree rooted in v is the
BEk−1-descriptor for ρ ′;
1c. for all pairs of edges (root(D),v ′), (root(D),v ′′) ∈ EB , if the
subtree rooted in v ′ is isomorphic to the subtree rooted in v ′′,
then v ′ = v ′′;
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2a. for each suffix ρ ′′ of ρ, there exists v ∈ V such that
(root(D),v) ∈ EE and the subtree rooted in v is the BEk−1-
descriptor for ρ ′′;
2b. for each vertex v ∈ V such that (root(D),v) ∈ EE , there
exists a suffix ρ ′′ of ρ such that the subtree rooted in v is the
BEk−1-descriptor for ρ ′′;
2c. for all pairs of edges (root(D),v ′), (root(D),v ′′) ∈ EE , if the
subtree rooted in v ′ is isomorphic to the subtree rooted in v ′′,
then v ′ = v ′′.
From Definition 2.2.11, it easily follows that for all (v,v ′) ∈ EB , with λ(v) =
(sin ,A, sf in) and λ(v ′) = (s ′in ,A′, s ′f in), we have A′ ⊆ A, sin = s ′in , and s ′f in ∈ A,
and for all (v,v ′) ∈ EE , with λ(v) = (sin ,A, sf in) and λ(v ′) = (s ′in ,A′, s ′f in), we
have A′ ⊆ A, sf in = s ′f in and s ′in ∈ A.
Example 2.2.12. In Figure 2.11 at page 36, with reference to the finite
Kripke structure K2 of Figure 2.1, we give an example of a BE2-descriptor.
B-edges are represented by solid lines, while E-edges are represented by
dashed lines. It is worth pointing out that the BE2-descriptor of Figure 2.11
turns out to be the BE2-descriptor for both the trace ρ = s0s1s30s1 and
the trace ρ ′ = s0s1s40s1 (and many others). As we will see very soon,
this is not an exception, but the rule: different traces of a finite Kripke
structure are described by the same BE-descriptor. Notice also that it
features two isomorphic subtrees for the same node (the root). They both
consist of a single node, labelled with (s0, ∅, s1). However, this does not
violate Definition 2.2.11 since one of them is connected to the parent via a
B-edge and the other via an E-edge.
It can be easily checked that the BEk−1-descriptor DBEk−1 for a trace ρ can
be obtained from the BEk -descriptor DBEk for ρ by removing the nodes at depth
k (if any) and the isomorphic subtrees possibly resulting from such a removal
(see (1c.) of Definition 2.2.11).
Bk and Ek -descriptors can be recovered from BEk ones. The Bk -descriptor
DBk for a trace ρ can be obtained from the BEk -descriptor DBEk for ρ by pruning
it in such a way that only those vertices of DBEk which are connected to the root
via paths consisting of B-edges only are maintained (the set of edges of DBk and
its labelling function can be obtained by restricting those of DBEk to the nodes of
DBk ). The Ek -descriptor DEk of ρ can be obtained in a similar way.
We focus now our attention on the relationships between the traces obtained
from the unravelling of a finite Kripke structure and their BEk -descriptors. A key
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observation is that, even though the number of traces of a finite Kripke structure
K is infinite, for any k ∈ N the set of BEk -descriptors for its traces is finite. This
is an immediate consequence of Definition 2.2.11 and Proposition 2.2.5. Thus, at
least one BEk -descriptor must be the BEk -descriptor for infinitely many traces.
BEk -descriptors naturally induce an equivalence relation of finite index over the
set of traces of a finite Kripke structure, called k-descriptor equivalence relation.
Definition 2.2.13 (k-descriptor equivalence). Let K be a finite Kripke
structure, ρ, ρ ′ be two traces in TrcK , and k ∈ N. We say that ρ and ρ ′
are k-descriptor equivalent, denoted by ρ ∼k ρ ′, if and only if the BEk -
descriptors for ρ and ρ ′ coincide.
In the next section we will see that, for any given pair of traces ρ, ρ ′ ∈ TrcK ,
if ρ ∼k ρ ′, then ρ and ρ ′ are k-equivalent (see Definition 2.2.2).
2.3 The decidability proof
In this section we will see the main results behind the decidability of the MC
problem for HS formulas over finite Kripke structures. We refer to [MMM+16]
for further details and missing proofs.
As a preliminary step, we state a right extension property. Let K be a finite
Kripke structure, k ∈ N, and ρ and ρ ′ be two traces in TrcK with the same
BEk -descriptor (and thus, in particular, lst(ρ) = lst(ρ ′)). The property states
that if we extend ρ and ρ ′ “to the right” with the same trace ρ in TrcK , with
(lst(ρ), fst(ρ)) ∈ R, then the resulting traces ρ · ρ and ρ ′ · ρ (both belonging to
TrcK ) have the same BEk -descriptor as well. An analogous property holds for the
extension of the two traces ρ and ρ ′ “to the left”, which guarantees that ρ · ρ and
ρ · ρ ′ have the same BEk -descriptor (left extension property).
Proposition 2.3.1 (Right extension property). Let K = (AP , S, R, µ, s0) be
a finite Kripke structure and let ρ and ρ ′ be two traces in TrcK with ρ ∼k ρ ′.
For any trace ρ in TrcK , with (lst(ρ), fst(ρ)) ∈ R, the two traces ρ · ρ and
ρ ′ · ρ belong to TrcK and ρ · ρ ∼k ρ ′ · ρ.
The next theorem proves that, for any pair of traces ρ, ρ ′ ∈ TrcK , if ρ ∼k ρ ′,
then ρ and ρ ′ are k-equivalent (see Definition 2.2.2).
Theorem 2.3.2. Let K be a finite Kripke structure, ρ and ρ ′ be two traces
in TrcK , and ψ be a HS formula with NestBE(ψ ) = k . If ρ ∼k ρ ′ then
K , ρ |= ψ ⇐⇒ K , ρ ′ |= ψ .
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Since the set of BEk -descriptors for the traces of a finite Kripke structure K
is finite, i.e., the equivalence relation ∼k has a finite index, there always exists a
finite number of BEk -descriptors that “satisfy” aHS formulaψ withNestBE(ψ ) = k
(this can be formally proved by a quotient construction [MMM+16]).
Thus we can reduce the MC problem forHS over finite Kripke structures to MC
for multi-modal finite Kripke structures, whose nodes are all possible witnessed
descriptors with depth up to k , and there is a distinct accessibility relation for each
one of theHSmodalitiesA, B, E,A, B and E. Since the MC problem for multi-modal
finite Kripke structures is decidable (in polynomial time with respect to the size of
the multi-modal Kripke structure and to the length of the formula [Gab87, Lan06]),
decidability of the MC problem for HS against finite Kripke structures follows,
provided that we can effectively determine which are the descriptors witnessed
(by traces) in the structure, as shown in the proof of the next theorem.
Theorem 2.3.3. The MC problem for HS formulas over finite Kripke struc-
tures is decidable (with nonelementary complexity).
Proof. Let K be a finite Kripke structure and let φ be the HS formula to check,
with NestBE(φ) = k .
We first prove that, in order to select the BEh-descriptors, with 0 ≤ h ≤ k ,
witnessed by some trace in K , we can restrict ourselves to traces devoid of prefixes
associated with the same BEk -descriptor. Let ρ ∈ TrcK and let ρ ′, ρ ′′ be two
prefixes of ρ, with |ρ ′′ | < |ρ ′ | ≤ |ρ | (notice that we allow ρ ′ to coincide with
ρ). Moreover, let ρ = ρ ′ · ρ˜, for some ρ˜ with |ρ˜ | ≥ 1 (in case |ρ | = |ρ ′ |, ρ = ρ ′).
If the BEk -descriptors for ρ ′ and ρ ′′ are the same then, by Proposition 2.3.1, it
holds that the BEk -descriptor for ρ ′′ · ρ˜ is equal to the one for ρ ′ · ρ˜ = ρ. Hence,
we can safely replace ρ by the k-descriptor equivalent shorter trace ρ ′′ · ρ˜. We
can iterate such a contraction process until there are no more pairs of prefixes
associated with the same BEk -descriptor.1
Now, Proposition 2.2.5 provides a nonelementary upper bound to the number
α of distinct BEh-descriptors, with 0 ≤ h ≤ k (as well as to their size), with
respect to the size of K and k . A bound on the length of the traces in TrcK that
we need to consider in order to determine the witnessed BEh-descriptors in an
effective way immediately follows: it is 1 + α .
Hence, in order to generate all the witnessed BEh-descriptors, with 0 ≤ h ≤ k ,
it suffices to list, for all states s of K , all the traces starting from s , ordered by
length, until the above bound is reached, and then to build the corresponding
BEh-descriptors, with 0 ≤ h ≤ k .
1As a matter of fact, the same argument can be given by referring to suffixes instead of prefixes.
Anyway, as one can easily see, making use of both the right extension and the left extension properties
does not allow us to improve the claimed bound.
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We conclude that the derived MC problem for multi-modal finite Kripke
structures has to be solved over a model whose size has a nonelementary up-
per bound. □
2.4 EXPSPACE-hardness of MC for BE
In the previous section we have seen that MC for HS can be decided in nonele-
mentary time. Obviously, this does not imply that such problem is provably
nonelementary, meaning that no algorithm with elementary complexity may exist
for it. Currently, the existence of such an algorithm is still an open issue.
Conversely, the best complexity lower bound known to date is EXPSPACE-
hardness. This derives from the HS fragment BE, whose modalities can express
properties of both interval prefixes and suffixes simultaneously: we now prove
that the MC problem for BE is EXPSPACE-hard; since MC for full HS is clearly
at least as hard as MC for BE, such a lower bound immediately propagates to full
HS. The result is obtained by a polynomial-time reduction from a domino-tiling
problem for grids with rows of single exponential length [Har12] to MC for BE.
We start with the definition of the domino-tiling problem. An instance I of a
domino-tiling problem for grids with rows of single exponential length is a tuple
I = (C,∆,n,dinit,dfinal), where C is a finite set of colors, ∆ ⊆ C4 is a set of tuples
(cdown, cleft, cup, cright) of four colors, called domino-types, n > 0 is a natural number
encoded in unary, and dinit,dfinal ∈ ∆ are two distinguished domino-types (respec-
tively, the initial and final domino-types). The size of I is defined as |C | + |∆| + n.
Intuitively, a tiling of a grid is a color labelling of the edges of each cell (see
Figure 2.12). Formally, a tiling of I is a mapping f : [0,k] × [0, 2n − 1] → ∆, for
some k ≥ 0, that satisfies the following constraints:
◦
dk0 d
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1 d
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2 d
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2n−2 d
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d j−1i
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i+1
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1d
0
0 d
0
2n−2 d
0
2n−1dinit
df inal
d ji[d ji ]left [d ji ]right
[d ji ]down =
[d ji ]up
d j−1i
[d j−1i ]up
Figure 2.12: A (generic) instance of the domino-tiling problem, where dij denotes f (i, j).
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d00 0 · · · 00 d01 1 · · · 00 · · · d02n−1 1 · · · 11 $ d10 0 · · · 00 d11 1 · · · 00 · · · d12n−1 1 · · · 11 $ · · ·
column 0 column 1 column 2n − 1 column 0 column 1 column 2n − 1
row 0 row 1
Figure 2.13: Encoding of a tiling as a word, where dij denotes f (i, j).
◦
• two adjacent cells in a row have the same color on the shared edge, namely,
for all (i, j) ∈ [0,k] × [0, 2n − 2], [f (i, j)]right = [f (i, j + 1)]left (horizontal
requirement);
• two adjacent cells in a column have the same color on the shared edge,
namely, for all (i, j) ∈ [0,k − 1] × [0, 2n − 1], [f (i, j)]up = [f (i + 1, j)]down
(vertical requirement);
• f (0, 0) = dinit (initialization requirement) and f (k, 2n −1) = dfinal (acceptance
requirement).
Checking the existence (respectively, non-existence) of a tiling of I is an
EXPSPACE-complete problem [Har12].
We now show how the domino-tiling problem can be reduced in polynomial
time to the MC problem for BE. In particular, we show how to build in polynomial
time a finite Kripke structure KI and a BE formula φI such that there exists an
initial trace of KI satisfying φI if and only if there exists a tiling of I. Hence,
KI |= ¬φI if and only if there is no tiling of I.
The encoding of tilings exploits the set of proposition letters AP = ∆∪{$, 0, 1}.
Proposition letters in {0, 1} are used for the binary encoding of the value of an
n-bit counter numbering the cells of a row of a tiling, while the proposition letter $
is used as a separator. In particular, a cell with content d ∈ ∆ and column number
j ∈ [0, 2n − 1] is encoded by the word of length n + 1 over AP given by d b1 · · ·bn ,
where b1 · · ·bn is the binary encoding of the column number j (bn being the most
significant bit). A row is then represented by the word listing the encodings of cells
from left to right, and a tiling f consisting of k + 1 rows is encoded by the finite
word r0$r1 · · · $rk , where ri is the encoding of the i-th row of f , for all i ∈ [0,k].
See Figure 2.13 for a graphical account of a word encoding of a tiling.
The Kripke structure KI is trivially defined as
KI = (AP ,AP ,AP × AP , µ,dinit),
where µ(p) = {p}, for each p ∈ AP . Thus, the initial traces of KI correspond to
the finite words over AP which start with the initial domino type dinit.
In order to build the BE formula φI , we use some auxiliary formulas, namely,
lengthi , beg(p), end(p), ϕcell, and θ j (b,b ′), where i ∈ [1, 2n + 2], j ∈ [2,n + 1],
p ∈ AP , and b,b ′ ∈ {0, 1}.
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d d′· · ·1 0 0 1 1 1 0 1
c c′
Figure 2.14: Encoding of a trace ρ starting with a cell c = (d 1001) and ending with a cell
c ′ = (d ′ 1101) (here, n = 4). The formula θ2(1, 1) is satisfied by ρ, while θ3(1, 0) is not.
◦
The formula lengthi , already presented in Example 2.1.7, has size linear in
i and characterizes the traces having length i:
lengthi = [B]i ⊥ ∧ ⟨B⟩i−1 ⊤.
The formula beg(p) (resp., end(p)) captures the traces of K which start (resp.,
end) in the state p:
beg(p) = (p∧length1)∨⟨B⟩(p∧length1), end(p) = (p∧length1)∨⟨E⟩(p∧length1).
The formula ϕcell captures the traces of KI which encode cells:
ϕcell = lengthn+1 ∧
(⋁
d ∈∆
beg(d)
)
∧ [E](beg(0) ∨ beg(1)).
Finally, for all j ∈ [2,n + 1] and b,b ′ ∈ {0, 1}, the formula θ j (b,b ′) is defined as:
θ j (b,b ′) = ⟨B⟩(lengthj ∧ end(b)) ∧ ⟨E⟩(lengthn−j+2 ∧ beg(b ′)).
It is satisfied by a trace ρ if |ρ | ≥ j+1, |ρ | ≥ n− j+3, ρ(j) = b, and ρ(|ρ |−n+ j−1) =
b ′. In particular, for a trace ρ starting with a cell c and ending with a cell c ′, θ j (b,b ′)
is satisfied by ρ if the (j − 1)-th bit of c is b and the (j − 1)-th bit of c ′ is b ′. See
Figure 2.14 for an example.
Additionally, we use the derived operator ⟨G⟩ and its dual [G], which allow us
to select arbitrary subtraces of the given trace, including the trace itself:
⟨G⟩ψ = ψ ∨ ⟨B⟩ψ ∨ ⟨E⟩ψ ∨ ⟨B⟩ ⟨E⟩ψ .
The formula φI is defined as follows:
φI = φb ∧ φreq ∧ φinc ∧ φrr ∧ φrc.
The conjunct φb checks that the given trace starts with a cell with content dinit
and column number 0, and ends with a cell with content dfinal and column
number 2n − 1:
φb = ⟨B⟩ ϕcell ∧ beg(dinit) ∧ ⟨E⟩(ϕcell ∧ beg(dfinal)) ∧
n+1⋀
j=2
θ j (0, 1).
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The conjunct φreq ensures the following two requirements: (i) each occurrence
of $ in the given trace is followed by a cell with column number 0 and (ii) each
cell c in the given trace is followed either by another cell, or by the separator
$, and in the latter case c has column number 2n − 1. The first requirement
is encoded by the formula:
[G]((lengthn+2 ∧ beg($)) −→ ⟨E⟩(ϕcell ∧ [E] beg(0))) ;
the second one by the formula:
[G]
{
(lengthn+2 ∧
⋁
d ∈∆
beg(d)) −→(
⟨B⟩ ϕcell ∧ (end($) ∨
⋁
d ∈∆
end(d)) ∧ (end($) −→ [E](beg($) ∨ beg(1)))
)}
.
The conjunct φinc checks that adjacent cells along the given trace have consec-
utive columns numbers:
φinc = [G]
(
ϕtwo_cells −→
n+1⋁
j=2
[
θ j (0, 1) ∧
j−1⋀
h=2
θh(1, 0) ∧
n+1⋀
h=j+1
⋁
b ∈{0,1}
θh(b,b)
] )
,
where ϕtwo_cells is given by length2n+2 ∧ ⟨B⟩ ϕcell ∧ ⟨E⟩ ϕcell. Note that φreq and φinc
ensure that column numbers are correctly encoded.
The conjunct φrr checks that adjacent cells in a row have the same color
on the shared edge:
φrr = [G]
(
ϕtwo_cells −→
⋁
(d,d ′)∈∆×∆ |dright=d ′left
(beg(d) ∧ ⟨E⟩(lengthn+1 ∧ beg(d ′)))
)
.
Finally, the conjunct φrc checks that adjacent cells in a column have the same color
on the shared edge. For this, it suffices to require that the following condition holds:
• for each subtrace of the given one containing exactly one occurrence of $,
starting with a cell c , and ending with a cell c ′, if c and c ′ have the same
column number, then dup = d ′down, where d (respectively, d
′) is the content
of c (respectively, c ′).
Accordingly, the formula φrc is defined as follows, where we use the formulas
θ j (b,b), with j ∈ [2,n + 1] and b ∈ {0, 1}, to express that c and c ′ have the
same column number:
φrc = [G]
{ (
ϕone($) ∧ ⟨B⟩ ϕcell ∧ ⟨E⟩ ϕcell ∧
n+1⋀
j=2
⋁
b ∈{0,1}
θ j (b,b)
)
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−→
⋁
(d,d ′)∈∆×∆ |dup=d ′down
(beg(d) ∧ ⟨E⟩(lengthn+1 ∧ beg(d ′)))
}
,
where ϕone($) is defined as
(⟨B⟩ end($)) ∧ ¬(⟨B⟩(end($) ∧ ⟨B⟩ end($))).
The formula φI has length polynomial in the size of I. By construction, a
trace ρ of KI satisfies φI if and only if ρ encodes a tiling. Since the initial traces
of KI are the finite words over AP starting with dinit, it follows that there exists a
tiling of I if and only if there exists an initial trace of KI which satisfies φI .
The given reduction proves the following theorem.
Theorem 2.4.1. The MC problem for BE formulas over finite Kripke struc-
tures is EXPSPACE-hard (under polynomial-time reductions).
Before concluding the section, we would like to comment on the complexity
gap deriving from the upper and lower bounds proved for HS (and BE) MC.
Let us start by introducing star-free regular expressions over a finite alphabet
Σ, with |Σ| ≥ 2, that are defined by the grammar
r ::= ∅ | a | r · r | r ∪ r | ¬r ,
where a ∈ Σ. Every regular expression defines a language L(r ) of finite words
over Σ by induction on its structural complexity as follows: L(∅) = ∅, L(a) = {a},
L(r1 · r2) = L(r1) · L(r2), L(r1 ∪ r2) = L(r1) ∪ L(r2) and L(¬r ) = Σ∗ \ L(r ).2 It is
well-known that the language-emptiness problem for star-free regular expressions
is (provably) nonelementary [SM73, Sto74] (more properly, TOWER-complete in
the notation of [Sch16]), being negation the “difficult case”.
Let us now slightly modify the definition of these expressions. We consider:
r ::= ∅ | a | r · Σ+ | Σ+ · r | r ∪ r | ¬r .
Again, negation is present and there is no Kleene star (as Σ+ can be “rewritten”
as ¬∅); concatenation is now weakened: in fact, r · Σ+ and Σ+ · r represent right-
/left-extensions of a word in L(r ) with any (non-empty) word. To the best of
our knowledge, nothing is known about the precise complexity of this variant
of star-free regular expressions.
The reader may now be wondering why we care so much about these regular
expressions. The answer is given by the following fact: there is a trivial reduction
from language emptiness for this variant of expressions to BE MC, and vice versa.
2As a standard notation, the dot · represents the concatenation of words, and Σ∗ (resp., Σ+) the set
of all possible finite (resp., finite and non-empty) words over Σ.
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Intuitively, r · Σ+ (resp., Σ+ · r ) can be “simulated” by ⟨B⟩ (resp., ⟨E⟩).3 As an
immediate consequence, an improvement on the known (upper or lower) bounds
for any of the two problems would immediately propagate to the other.
Unfortunately, the nonelementary lower bound proved for (standard) star-free
regular expressions by Stockmeyer in his PhD thesis [Sto74] cannot be adapted to
the variant, failing to encode the so-called “movable rulers”, namely, regular expres-
sions that are “satisfied” only by (all) words of a precise length. Conversely, it is not
clear how the (nonelementary) complexity of the standard automata-based algo-
rithm for deciding the emptiness of regular expressions could possibly be lowered
by exploiting the weakened concatenation; analogously, the nonelementary algo-
rithm for fullHSMC represents, at the moment, the best algorithm also forBEMC.
2.5 An overview on MC for HS and its fragments
under homogeneity
As the EXPSPACE-hardness of the fragment BE clearly propagates to full HS, HS
MC represents a provably intractable problem (here and in the following, we say
“intractable”—by borrowing the terminology fromMeyer and Stockmeyer [SM73]—
when a problem can not be provably solved in polynomial time). The reasonswhich
originated a systematic, in-depth investigation on complexity and expressiveness
of HS fragments should then appear obvious: lowering the computational com-
plexity of MC has crucial importance; at the same time, identifying a good trade-off
between complexity and expressiveness of a logic is fundamental as well. In the next
chapters we start considering the issue of complexity which, for HS fragments
where properties of prefixes (namely, ⟨B⟩) and suffixes (⟨E⟩) of intervals are dealt
with separately, is markedly lower than that of full HS (see Figure 2.15 for a graph-
ical overview). Expressiveness will be addressed in Chapter 6: there we will make
a comparison of different semantic variants of HS; in addition we will compare
such variants with the standard point-based temporal logics LTL, CTL, and CTL∗.
Since the combined use of modalities for prefixes ⟨B⟩ and suffixes ⟨E⟩ is
critical, the first fragments taken into consideration were AABBE and AAEBE:
these (syntactically maximal) fragments are obtained from full HS (i.e., AABEBE)
in an obvious way, that is, by removing either B or E. In [MMP17] we devised,
for both of them, an EXPSPACE MC algorithm which finds, for each trace of the
input Kripke structure, a satisfaction-preserving trace of bounded exponential
length, i.e., a trace representative. In this way, the algorithm needs to check only
trace representatives instead of traces of unbounded length. In the same paper, it
3It is also worth noting that the “general” concatenation r · r cannot be simulated by BE: the chop
operator would be needed, which bisects an interval into two consecutive parts/subintervals: ψ1 ⟨C ⟩ψ2
predicates ψ1 over the first subinterval and ψ2 over the second.
2.5. An overview on MC for HS and its fragments under homogeneity ⋄ 45
AABE PSPACE-complete B PSPACE-complete
E PSPACE-complete
AAEE PSPACE-complete
D PSPACE-complete
AABB PSPACE-complete
AA
PNP[O (log
2 n)]
PNP[O (logn)]-hard
A,
A
PNP[O (log
2 n)]
PNP[O (logn)]-hard
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AE
PNP[O (log
2 n)]
PNP[O (logn)]-hard
AAB PNP-complete AAE PNP-complete
AB PNP-complete AE PNP-complete
B co-NP-complete
E co-NP-complete
Prop co-NP-complete
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EXPSPACE
PSPACE-hard
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nonELEMENTARY
EXPSPACE-hard
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EXPSPACE-hard
hard
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hard
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Chap. 3
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Figure 2.15: Complexity of the MC problem for HS and its fragments. Red lines separate
different complexity classes. Blue arrows depict the contents of the next three chapters.
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was proved that formulas satisfying a constant bound on the B-nesting depth (resp.,
E-nesting depth) can be checked in polynomial working space. As a consequence
MC forAABE is inPSPACE (its formulas do not feature ⟨B⟩/⟨E⟩, henceNestB(ψ ) =
NestE(ψ ) = 0). The techniques employed in [MMP17] will be summarized at the
beginning of Section 4.2. However, the proof of existence of trace representatives
is rather involved and it exploits very technical arguments. In this thesis, we
will prove—in a (hopefully!) much more understandable and compact way—
membership to EXPSPACE of MC for AABBE and AAEBE (Section 4.2) by having
recourse to completely different notions.
Still in Chapter 4 (Section 4.1), we prove that MC for the HS fragment AABB
(resp., AAEE) is in PSPACE. Since MC for the HS fragment featuring only one
modality for right (resp., left) interval extensions B (resp., E) is PSPACE-hard (see
Appendix B.3),4 PSPACE-completeness immediately follows: the complexity turns
out be the same as the one of LTLMC (known to be PSPACE-complete [SC85]).
As a “byproduct”, we show that MC for the one-modality fragments B and E (B
and E dealt with separately!) turns out to be co-NP-complete.5 These results
are achieved by means of a small-model property: intuitively, given a trace ρ
in a finite Kripke structure and a formula φ of AABB/AAEE, we prove that, by
iteratively contracting ρ it is always possible to build another trace whose length
is polynomially bounded in the size of the formula and of the Kripke structure,
which preserves the satisfiability of φ with respect to ρ.
In Chapter 5, we analyze the sub-fragments of AABB (respectively, AAEE),
which are still expressive enough to capture meaningful interval properties of
state transition systems and whose MC problem has a computational complexity
markedly lower than that of full HS, namely, A, A, AA, AB, AB, AE, AE, AAB, and
AAE. All these have a similar computational complexity, as their MC problem
settles in one of the lowest levels of the polynomial-time hierarchy, PNP, or below.
Such a class consists of the set of problems decided by a deterministic polynomial-
time bounded Turing machine, with the “support” of an oracle for the class NP,
that is, a tool which decides, in one computation step, whether an instance of a
problem belonging to NP is positive or not. PNP is also referred to as P relative
to NP (relativization). However, though the fragments in the considered set are
similar, some differences can be marked. In particular, the fragments A, A, AA, AB,
and AE are actually “easier” than the other ones, since they require the P Turing
machine to perform just O(log2 n) queries to the NP oracle, for an input size n,
instead of O(nk ) queries, for some constant k ≥ 0, as it is allowed in the general
case for a polynomial running time machine. The MC problem for these fragments
witnesses a “non-standard” complexity class in the polynomial-time hierarchy,
4The PSPACE-hardness of MC for B/E gives the best (unmatching) complexity lower bound also
for AABBE and AAEBEMC.
5The co-NP-hardness derives from that of the fragment Prop (the purely propositional fragment
of HS), as proved in [MMP15a].
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called bounded-query class, that will be presented in detail in Section 5.1. More
precisely, we devise a PNP MC algorithm for AAB and AAE in Section 5.2, and then
prove a matching complexity lower bound (Section 5.4); then we show that MC
for A, A, AA, AB and AE is still in PNP, but onlyO(log2 n) queries to the NP oracle
are necessary (Section 5.3). This result is achieved by a reduction to the problem
TB(SAT) [Sch03], whose instances are complex circuits where some of the gates are
endowed with NP oracles. Finally, we identify a lower bound, which shows that
at least logn queries are needed to solve the problem (Section 5.5). Unfortunately,
such bound does not exactly match the upper bound, leaving open the question
whether the problem can be solved by o(log2 n) (i.e., strictly less than O(log2 n))
queries to an NP oracle, or a tighter lower bound can be proved (or both).
In the next Chapter 3, we focus on another HS fragment that has been studied,
namely, D—also known as “the logic of sub-intervals”—whose MC on finite Kripke
structures turns out to be PSPACE-complete (the same complexity result holds
also for its SAT over finite linear orders, assuming homogeneity). Modality ⟨D⟩
can be easily defined by ⟨B⟩ and ⟨E⟩, as ⟨D⟩ φ = ⟨B⟩ ⟨E⟩ φ = ⟨E⟩ ⟨B⟩ φ, hence D is
a fragment of BE. However PSPACE-completeness of D MC and SAT strongly
contrasts with the case of BE (whose MC and SAT are EXPSPACE-hard under
homogeneity whereas, without homogeneity, SAT is undecidable over the class
of finite and discrete linear orders [MM14]).6
We now summarize the contents of the next three chapters, by a kind of “jour-
ney” among complexity classes, which is depicted by the blue arrows of Figure 2.15.
Organization of the next chapters.
• We start with Chapter 3, presenting DMC and SAT. Whereas MC and SAT
for BE are nonelementarily decidable and EXPSPACE-hard, the situation
is much better if we restrict to BE’s fragment D: we will prove PSPACE
membership of both problems for it under homogeneity, and comment on
their PSPACE-hardness.
• In Chapter 4, at first we remain in PSPACE: we prove that MC for AABB
(resp., AAEE) belongs to that class. SinceMC for B (resp., E) is PSPACE-hard
(this is proved in Appendix B.3), PSPACE-completeness of all fragments
“in between” B and AABB (resp., E and AAEE) follows. It is surprising that
B and AABB have exactly the same complexity, being the latter much more
expressive than the former, as it can also express properties of prefixes,
and of intervals in the future as well as in the past. If we then add E to
6We point out that homogeneity changes the status of the SAT problem for HS and its fragments.
We will show in Chapter 6 that, when interpreted over the (infinite) fullpaths of a finite Kripke structure
(which is not the way we interpret HS here), LTL and HS have the same expressive power under
homogeneity, but the latter is provably exponentially more succinct. As a byproduct, the SAT problem
for fullHS, with such a semantics, turns out to be decidable. Therefore, under homogeneity, the relevant
issue for SAT of HS becomes its complexity, rather than its decidability.
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AABB getting AABBE (resp., B to AAEE getting AAEBE) we show that the
complexity “raises” to EXPSPACE (Section 4.2);7 conversely,
• in Chapter 5, we show the results achieved by removing B from AABB (resp.,
E from AAEE). As we said, this leads to a “fall” towards a low level of the
polynomial hierarchy, namely PNP, where MC for A, A, AA, AB, AB, AE, AE,
AAB and AAE is.
2.6 Related work
We would like to conclude the chapter by summarizing the content of other
research papers that deal with HS MC. As already mentioned, the MC problem
for interval temporal logics has not been extensively studied in literature. Indeed
the only three papers (apart from the ones by these authors) that study HSMC
are all by A. Lomuscio and J. Michaliszyn [LM13, LM14, LM16].
In [LM13, LM14, LM16], they address the MC problem for some fragments of
HS extended with epistemic modalities. Their semantic assumptions are different
from the oneswemake here, thus a systematic comparison of the two research lines
is quite difficult. In both cases, formulas of HS are evaluated over traces/intervals
of a Kripke structure; however, in [LM13, LM14] truth of proposition letters over
an interval depends only on its endpoints.
In [LM13], the authors focus on the HS fragment BED of Allen’s relations
started-by, finished-by, and contains (since modality ⟨D⟩ is definable in terms
of modalities ⟨B⟩ and ⟨E⟩, BED is actually as expressive as BE), extended with
epistemic modalities. They consider a restricted form of MC (“local” MC), which
verifies a given specification against a single (finite) initial computation interval.
Their goal is indeed to reason about a given computation of a multi-agent system,
rather than on all its admissible computations. They prove that the considered
MC problem is PSPACE-complete; furthermore, they show that the same problem
restricted to the pure temporal fragmentBED, that is, the one obtained by removing
epistemic modalities, is in P as, basically, modalities ⟨B⟩ and ⟨E⟩ allow one to
access only sub-intervals of the initial one, whose number is quadratic in the
length (number of states) of the initial interval.
In [LM14], they show that the picture drastically changes with other HS
fragments that allow one to access infinitely many intervals. In particular, they
prove that the MC problem for the fragment ABL of Allen’s relations meets,
starts, and before (since modality ⟨L⟩ is definable in terms of modality ⟨A⟩, ABL
is actually as expressive as AB) extended with epistemic modalities, is decidable
in nonelementary time. Note that, thanks to modalities ⟨A⟩ and ⟨B⟩, formulas of
ABL can possibly refer to infinitely many (future) intervals.
7The fragments AABBE/AAEBE are presented after AABB/AAEE for technical reasons.
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Finally, in [LM16], Lomuscio and Michaliszyn show how to use regular ex-
pressions in order to specify the way in which intervals of a Kripke structure get
labelled. Such an extension leads to a significant increase in expressiveness, as the
labelling of an interval is no more determined by that of its endpoints only, but it
depends on the ordered sequence of states the interval consists of. They also prove
that there is no corresponding increase in computational complexity, as the bounds
given in [LM13, LM14] still hold with the new semantic variant: MC for BED is in
PSPACE, and it is nonelementarily decidable for ABL. We will come back to this
idea of using regular expressions to define interval labelling in Chapter 7.

3
The logic of sub-intervals D
The reference for this chapter is [BMM+17].
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In this chapter we focus on the logic D (also known as “the logic of sub-intervals”) which features one modality only, corresponding to the Alleninterval relation during. Since any sub-interval is just an initial sub-interval
of an ending one, or, equivalently, an ending sub-interval of an initial one, D
is a (proper) fragment of BE.
The logic of sub-intervals comes into play in the study of temporal preposi-
tions in natural language [Pra05]; the connections between the temporal logic of
(strict) sub-intervals and the logic of Minkowski space-time have been explored
by Shapirovsky and Shehtman [SS05]. Finally, the temporal logic of reflexive
sub-intervals has been studied for the first time by van Benthem, who proved
that, when interpreted over dense linear orderings, it is equivalent to the stan-
dard modal logic S4 [van91].
From a computational point of view, D is a real character! Its SAT problem is
PSPACE-complete over the class of dense linear orders [BGMS10, Sha04] (whereas
the problem is undecidable for BE [Lod00]), it becomes undecidable when the
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logic is interpreted over the classes of finite and discrete linear orders [MM14],
and the situation is still unknown over the class of all linear orders. As for its
expressiveness, unlike AA—which is expressively complete with respect to the
two-variable fragment of first-order logic for binary relational structures over
various linearly-ordered domains [BGMS09, Ott01]—three variables are needed to
encode D in first-order logic (the two-variable property is a sufficient condition
for decidability, but it is not a necessary one).
In this chapter we show that decidability of SAT for D over the class of finite
linear orders can be recovered under the homogeneity assumption. This will allow
us to show that also MC under homogeneity is decidable. We first prove that
D SAT is in PSPACE by exploiting a suitable contraction method. Then we
show that the proposed SAT algorithm can be transformed into a PSPACEMC
procedure for D formulas over finite Kripke structures; PSPACE-hardness of
both problems follows via a reduction from the language universality problem
of nondeterministic finite-state automata.
PSPACE-completeness of DMC strongly contrasts with the case of BE, which
we showed to be nonelementarily decidable and hard for EXPSPACE.
Organization of the chapter.
• In Section 3.1 and 3.2, we provide some background knowledge; in particular,
we introduce the logic D, interval models, and a spatial representation of
interval models called “compass structure”.
• In Section 3.3, we show the PSPACE membership of the SAT problem for
D over finite linear orders (under homogeneity). This complexity result
is proved via a contraction technique, applied to the mentioned compass
structures, relying on a suitable finite-index equivalence relation.
• In Section 3.4, we show that the MC problem for D over finite Kripke
structures (again, under homogeneity) is in PSPACE as well. The proposed
MC algorithm is basically a SAT procedure driven by the computation traces
of the system model.
• Finally, in Section 3.5, we comment on the PSPACE-hardness of both prob-
lems, referring to Appendix A.5 and Appendix A.6 for further details.
3.1 Preliminaries
To start with, we introduce some preliminary notions. Let S = (S , <) be a linear
order. An interval over S is an ordered pair [x ,y], where x ,y ∈ S , x ≤ y, repre-
senting the set {z ∈ S | x ≤ z ≤ y}. We denote the set of all intervals over S
by I(S). We consider three possible sub-interval relations:
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1. the reflexive sub-interval relation (denoted as ⊑), defined by [x ,y] ⊑ [x ′,y ′]
if and only if x ′ ≤ x and y ≤ y ′,
2. the proper (or irreflexive) sub-interval relation (denoted as ⊏), defined by
[x ,y] ⊏ [x ′,y ′] if and only if [x ,y] ⊑ [x ′,y ′] and [x ,y] , [x ′,y ′], and
3. the strict sub-interval relation (denoted as ⊏· ), defined by [x ,y]⊏· [x ′,y ′] if
and only if x ′ < x and y < y ′.
The three modal logics D⊑, D⊏, and D⊏· feature the same language, consisting
of a set AP of proposition letters, the logical connectives ¬ and ∨, and the modal
operator ⟨D⟩. Formally, formulas are defined by the grammar:
φ ::= p | ¬φ | φ ∨ φ | ⟨D⟩ φ,
with p ∈ AP . The other connectives, as well as the logical constants ⊤ (true)
and ⊥ (false), are defined as usual; moreover, the dual universal modal operator
[D]φ is defined as ¬ ⟨D⟩ ¬φ. The length of a formula φ, denoted as |φ |, is the
number of subformulas of φ.
The semantics of D⊏· , D⊏, and D⊑ only differ in the interpretation of the
⟨D⟩ operator. For the sake of brevity, we use ◦ ∈ {⊏· ,⊏,⊑} as a shorthand for
any of the three sub-interval relations. The semantics of a sub-interval logic D◦
is defined in terms of interval models1 M = (I(S), ◦,V ). The valuation function
V : AP → 2I(S) assigns to every proposition letter p the set of intervals V (p) over
which p holds. The satisfiability relation |= is defined as:
• for every proposition letter p ∈ AP ,M, [x ,y] |= p if and only if [x ,y] ∈ V (p);
• M, [x ,y] |=¬ψ if and only ifM, [x ,y] ̸|=ψ (i.e. it is not true thatM, [x ,y] |=ψ );
• M, [x ,y] |= ψ1 ∨ψ2 if and only ifM, [x ,y] |= ψ1 orM, [x ,y] |= ψ2;
• M, [x ,y] |= ⟨D⟩ψ if and only if there exists an interval [x ′,y ′] ∈ I(S) such
that [x ′,y ′] ◦ [x ,y] andM, [x ′,y ′] |= ψ .
A D◦ formula is satisfiable if it holds over some interval of an interval model, and
valid if it holds over every interval of every interval model.
As we mentioned earlier on, it can be shown that the logic D⊑ turns out to be
equivalent to the standard modal logic S4 [van91]. Here we restrict our attention
to the finite SAT problem, that is, satisfiability over the class of finite linear orders.
The problem has been shown to be undecidable for D⊏ and D⊏· [MM14] and
decidable for D⊑ [MPS10a]. In the following, we prove that decidability can be
recovered for D⊏ and D⊏· by restricting to the class of homogeneous interval
models. We fully work out the case of D⊏ (for the sake of simplicity, we will write
D for D⊏), and then we briefly explain how to adapt the proofs to D⊏· .
1Not to be confused with the previously introduced abstract interval models.
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Definition 3.1.1. An interval model M = (I(S), ◦,V ) is homogeneous if,
for every interval [x ,y] ∈ I(S) and every proposition letter p ∈ AP , it
holds that [x ,y] ∈ V (p) if and only if [x ′,x ′] ∈ V (p) for every x ≤ x ′ ≤ y.
Hereafter we will assume the logic D to be interpreted over homogeneous
interval models.
3.2 A spatial representation of interval models
Let us now introduce some basic definitions and notation which will be extensively
used in the following, concluding the section with the notion of compass structure.
Given a D formula φ, we define the closure of φ, denoted by CL(φ), as the set of all
subformulas ψ of φ and of their negations ¬ψ (we identify ¬¬ψ with ψ ).
Definition 3.2.1. Given a D-formula φ, a φ-atom A is a subset of CL(φ)
such that:
• for everyψ ∈ CL(φ),ψ ∈ A if and only if ¬ψ < A, and
• for every ψ1 ∨ ψ2 ∈ CL(φ), ψ1 ∨ ψ2 ∈ A if and only if ψ1 ∈ A or
ψ2 ∈ A.
The idea underlying atoms is to enforce a “local” (or Boolean) form of consis-
tency among the formulas it contains, that is, a φ-atom A is a maximal, locally
consistent subset of CL(φ). As an example, ¬(ψ1 ∨ψ2) ∈ A if and only if ¬ψ1 ∈ A
and ¬ψ2 ∈ A. However, note that the definition does not set any constraint on
⟨D⟩ψ formulas, hence the word “local”. We denote the set of all φ-atoms as Aφ ;
its cardinality is clearly bounded by 2 |φ | (by the first point of Definition 3.2.1).
Atoms are connected by the following binary relation Dφ .
Definition 3.2.2. Let Dφ be a binary relation overAφ such that, for each
pair of atoms A,A′ ∈ Aφ , A Dφ A′ holds if and only if both ψ ∈ A′ and
[D]ψ ∈ A′ for each formula [D]ψ ∈ A.
Let A be a φ-atom. We denote by ReqD (A) the set {ψ ∈ CL(φ) | ⟨D⟩ψ ∈ A}
of “temporal requests” of A. In particular, ifψ < ReqD (A), then [D] ¬ψ ∈ A (by the
definition of φ-atom). Moreover, we denote by REQφ the set of all arguments of
D formulas in CL(φ), namely, REQφ = {ψ | ⟨D⟩ψ ∈ CL(φ)}. Finally, we denote
by ObsD (A) the set {ψ ∈ A | ψ ∈ REQφ } of “observables” of A.
It is easy to prove by induction the next proposition stating that, once the
proposition letters of A and its temporal requests are fixed, A is determined.
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(x0,y0)
(x3,y3)
(x1,y1)
(x2,y2)
[x0,y0]
[x3,y3]
[x1,y1]
[x2,y2]
Figure 3.1: Correspondence between intervals and points of the compass structure.
◦
Proposition 3.2.3. For any D formula φ, given a set R ⊆ REQφ and a set
P ⊆ CL(φ) ∩ AP , there exists a unique φ-atom A that satisfies ReqD (A) = R
and A ∩ AP = P .
We now provide a natural interpretation of D over grid-like structures, called
compass structures, by exploiting the existence of a natural bijection between
intervals [x ,y] and points (x ,y), with x ≤ y, of an S × S grid, where S = (S , <) is
a finite linear order. Such an interpretation was originally proposed by Venema
in [Ven90], and it can also be given for HS and all its (other) fragments.
As an example, Figure 3.1 shows four intervals [x0,y0], . . . , [x3,y3], respec-
tively represented by the points in the grid (x0,y0), . . . , (x3,y3), such that:
• [x0,y0], [x1,y1], [x2,y2] ⊏ [x3,y3],
• [x1,y1]⊏· [x3,y3], and
• [x0,y0], [x2,y2] ⊏̸· [x3,y3].
The red region highlighted in Figure 3.1 contains all and only the points (x ,y)
such that [x ,y] ⊏ [x3,y3]. Allen interval relation contains can thus be represented
as a spatial relation between pairs of points. In the following, we make use of ⊏
also for relating points, i.e., given two points (x ,y), (x ′,y ′) of the grid, (x ′,y ′) ⊏
(x ,y) if and only if (x ′,y ′) , (x ,y) and x ≤ x ′ ≤ y ′ ≤ y. Compass structures,
repeatedly exploited in the following to establish the next complexity results,
can be formally defined as follows.
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Definition 3.2.4. Given a finite linear order S = (S , <) and a D formula φ,
a compass φ-structure is a pair G = (PS,L), where PS is the set of points of
the form (x ,y), with x ,y ∈ S and x ≤ y, and L is a function that maps any
point (x ,y) ∈ PS to a φ-atom L(x ,y) in such a way that for every pair of
points (x ,y) , (x ′,y ′) ∈ PS , if x ≤ x ′ ≤ y ′ ≤ y then L(x ,y) Dφ L(x ′,y ′)
(temporal consistency).
Due to temporal consistency, the following important property holds in com-
pass structures.
Lemma 3.2.5. Given a compass φ-structure G = (PS,L), for all pairs
of points (x ′,y ′), (x ,y) ∈ PS, if (x ′,y ′) ⊏ (x ,y), then ReqD (L(x ′,y ′)) ⊆
ReqD (L(x ,y)) and ObsD (L(x ′,y ′)) ⊆ ReqD (L(x ,y)).
Proof. By Definition 3.2.4 we have L(x ,y) Dφ L(x ′,y ′). Let us assume by
contradiction that there existsψ ∈ ReqD (L(x ′,y ′)) \ReqD (L(x ,y)). By definition
ofReqD and by Definition 3.2.1, we have thatψ ∈ ReqD (L(x ′,y ′)) implies ⟨D⟩ψ ∈
L(x ′,y ′), and ψ < ReqD (L(x ,y)) implies ¬ ⟨D⟩ψ = [D] ¬ψ ∈ L(x ,y). Since
L(x ,y) Dφ L(x ′,y ′), then [D] ¬ψ ∈ L(x ′,y ′) and thus we can conclude that both
[D] ¬ψ and ⟨D⟩ψ belong to L(x ′,y ′) (contradiction).
ObsD (L(x ′,y ′)) ⊆ ReqD (L(x ,y)) can analogously be proved by contradiction.
□
Fulfilling compass structures are defined as follows.
Definition 3.2.6. A compass φ-structure G = (PS,L) is said to be fulfill-
ing if, for every point (x ,y) ∈ PS and each formula ψ ∈ ReqD (L(x ,y)),
there exists a point (x ′,y ′) ⊏ (x ,y) in PS such thatψ ∈ L(x ′,y ′).
Note that if G is fulfilling, then ReqD (L(x ,x)) = ∅ for all points “on the
diagonal” (x ,x) ∈ PS. We say that a compass φ-structure G = (PS,L) features
a formula ψ if there exists a point (x ,y) ∈ PS such that ψ ∈ L(x ,y). The fol-
lowing result holds.
Proposition 3.2.7. A D formula φ is satisfiable if and only if there exists a
fulfilling compass φ-structure that features it.
In a fulfilling compass φ-structure G = (PS,L), where S = {0, . . . , t}, w.l.o.g.,
we will sometimes assume φ to be satisfied by the maximal interval [0, t], that
is, φ ∈ L(0, t).
The notion of homogeneous models directly transfers to compass structures.
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Definition 3.2.8. A compass φ-structure G = (PS,L) is homogeneous if,
for every point (x ,y) ∈ PS and each proposition letter p ∈ AP , we have
that p ∈ L(x ,y) if and only if p ∈ L(x ′,x ′) for all x ≤ x ′ ≤ y.
Proposition 3.2.7 can be tailored to homogeneous compass structures.
Proposition 3.2.9. A D formula φ is satisfiable if and only if there exists a
fulfilling homogeneous compass φ-structure that features it.
3.3 SAT of D over finite linear orders
In this section, we devise a SAT checking procedure for D formulas over finite
linear orders, which will also allow us to easily derive a MC algorithm for D
over finite Kripke structures.
To start with, we show that there is a ternary relation between φ-atoms, that
we denote by Dφ , such that if it holds among all atoms in consecutive positions
of a compass φ-structure, then the structure is fulfilling. Hence, we may say that
Dφ is the rule for labeling fulfilling compasses.
Next, we introduce an equivalence relation ∼ between rows of a compass φ-
structure. Since it has finite index—exponentially bounded by |φ |—and it preserves
fulfillment of compasses, it is intuitively possible to “contract” the structures
when we can find two related rows. Moreover, any contraction done according
to ∼ keeps the same atoms (only the number of their occurrences may vary),
and thus if a compass features φ before the contraction, then φ is still featured
after it. This fact is exploited to build a SAT algorithm for D formulas which
makes use of polynomial working space, because (i) it only needs to keep track
of two rows of a compass at a time, (ii) all rows satisfy some nice properties
that make it possible to succinctly encode them, and (iii) compass contractions
are implicitly performed by means of a reachability check in a suitable graph,
whose nodes are the equivalence classes of ∼.
Let us now introduce the aforementioned ternary relation Dφ among atoms.
Definition 3.3.1. Given three φ-atoms A1,A2 and A3, we say that A3 is
Dφ -generated by A1,A2, written A1A2 Dφ A3, if:
• A3 ∩ AP = A1 ∩A2 ∩ AP and
• ReqD (A3) = ReqD (A1) ∪ ReqD (A2) ∪ ObsD (A1) ∪ ObsD (A2).
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Figure 3.2: Rule for labeling homogeneous fulfilling compass φ-structures
◦
It is immediate to show that A1A2 Dφ A3 if and only if A2A1 Dφ A3 (i.e.,
the order of the first two components in the ternary relation is irrelevant). Notice
that the first point of the definition enforces the homogeneity assumption.
The next result, immediately following from Proposition 3.2.3, proves that
Dφ expresses a functional dependency on φ-atoms.
Lemma 3.3.2. Given two φ-atoms A1,A2 ∈ Aφ , there exists exactly one
φ-atom A3 ∈ Aφ such that A1A2 Dφ A3.
Definition 3.3.1 and Lemma 3.3.2 can be exploited to label a homogeneous
compass φ-structure G, namely, to determine the φ-atoms labeling all the points
(x ,y) of G, starting from the ones on the diagonal. The idea is the following: if two
φ-atomsA1 andA2 label respectively the greatest proper prefix [x ,y−1], that is, the
point (x ,y−1), and the greatest proper suffix [x+1,y], that is, (x+1,y), of the same
interval [x ,y], then the atomA3 labeling [x ,y] is unique, and it is precisely the one
satisfyingA1A2 Dφ A3 (see Figure 3.2). The next lemma, proved in Appendix A.1,
claims that this is the general rule for labeling fulfilling homogeneous compasses.
Lemma 3.3.3. Let G = (PS,L). G is a fulfilling homogeneous compass
φ-structure if and only if, for every pair x ,y ∈ S , we have:
• L(x ,y − 1)L(x + 1,y) Dφ L(x ,y) if x < y, and
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• ReqD (L(x ,y)) = ∅ if x = y.
Now we introduce the concept of φ-row, which can be viewed as the ordered
sequence of (the occurrences of) atoms labelling a row of a compass φ-structure.
Given an atom A ∈ Aφ , we call it reflexive if A Dφ A, and irreflexive otherwise.
Definition 3.3.4. A φ-row is a finite sequence of φ-atoms
row = Am00 · · ·Amnn ,
where Am stands form repetitions of A, such that for each 0 ≤ i ≤ n, we
have thatmi > 0—ifmi > 1, then Ai is reflexive—and for each 0 ≤ j < i ,
it holds that Ai Dφ Aj , Ai , Aj , and (Aj ∩ AP ) ⊇ (Ai ∩ AP ). Moreover,
ReqD (A0) = ∅.
The length of a φ-row row = Am00 · · ·Amnn is defined as |row | =
∑
0≤i≤nmi ,
and for each 0 ≤ j < |row |, the j-th element, denoted by row(j), is the j-th symbol
in the word Am00 · · ·Amnn , e.g., row(0) = A0, row(m0) = A1, . . . ; finally row(i, j), for
0 ≤ i ≤ j < |row |, represents the sub-word row(i)row(i + 1) · · · row(j). We denote
by Rowsφ the set of all possible φ-rows. This set may be infinite.
The number of distinct atoms in anyφ-row is bounded. Since for each 0 ≤ i ≤ n
and each 0 ≤ j < i , Ai Dφ Aj , it holds that ReqD (Aj ) ⊆ ReqD (Ai ). Therefore,
two monotonic sequences for every φ-row can be considered, one increasing,
i.e., ∅ = ReqD (A0) ⊆ ReqD (A1) ⊆ . . . ⊆ ReqD (An), and one decreasing, i.e.,
(A0 ∩ AP ) ⊇ (A1 ∩ AP ) ⊇ . . . ⊇ (An ∩ AP ). The number of distinct elements is
bounded by |φ | in the former sequence and by |φ | + 1 in the latter (as |REQφ | ≤
|φ | − 1 and |AP | ≤ |φ |–w.l.o.g., we can consider only the letters actually occurring
in φ). Since, as already shown (Proposition 3.2.3), a set of requests and a set of
proposition letters uniquely determine a φ-atom, any φ-row may feature at most
2|φ | distinct atoms, namely, n < 2|φ |.
Given a homogeneous compass φ-structure G = (PS,L), for every y ∈ S , we
define rowy as the word of φ-atoms rowy = L(y,y) · · · L(0,y), i.e., the sequence
of atoms labeling points of G with the same y-coordinate, starting from the one
on the diagonal inwards. See Figure 3.2.
The next result holds; its proof can be found in Appendix A.2.
Lemma 3.3.5. Let G = (PS,L) be a fulfilling homogeneous compass φ-
structure. For every y ∈ S , rowy is a φ-row.
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row1 Ai . . . ↑k . . . Ai
B′B′′. . .B′′′. . .B′′′
=
row2
mi
starti positions
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B′ = row2(starti + 1)
Figure 3.3: A graphical account of the proof of Lemma 3.3.9
◦
We now define the successor relation between pairs of φ-rows, denoted as
rowφ , which is basically a component-wise application of Dφ over the ele-
ments of two φ-rows (remember that atoms on rows are collected right-to-left).
Definition 3.3.6. Given two φ-rows row and row ′, we say that row ′ is a
successor of row , written as row rowφ row ′, if |row ′ | = |row | + 1, and for
all 0 ≤ i < |row |, row(i)row ′(i) Dφ row ′(i + 1).
The next lemma, whose proof is in Appendix A.3, states that consecutive rows
in homogeneous fulfilling compass φ-structures respect the successor relation.
Lemma 3.3.7. LetG = (PS,L), withReqD (L(x ,x)) = ∅ for all (x ,x) ∈ PS.
G is a fulfilling homogeneous compass φ-structure if and only if, for each
0 ≤ y < |S | − 1, rowy rowφ rowy+1.
Given an atom A ∈ Aφ , we define the rank of A, written rank(A), as |REQφ | −
|ReqD (A)|. Clearly, rank(A) < |φ |. Whenever A Dφ A′, for some A′ ∈ Aφ ,
ReqD (A′) ⊆ ReqD (A), and thus rank(A) ≤ rank(A′) and |ReqD (A) \ ReqD (A′)| ≤
rank(A′). We can see the rank of an atom as the “number of degrees of freedom”
that it gives to the atoms that stay “above it”. In particular, by definition, for
every φ-row row = Am00 · · ·Amnn , we have rank(A0) ≥ . . . ≥ rank(An). The next
lemmas use the notion of rank to provide an insight on how consecutive φ-rows
are connected (see Figure 3.3).
Lemma 3.3.8. Let row1 and row2 be two φ-rows, with row1 = Am00 · · ·Amnn
and row1 rowφ row2. For each 0 ≤ i ≤ n, let sti = ∑0≤j<imj . If, for some
sti < j ≤ sti+mi , the atom row2(j) is reflexive, then for each j ≤ j ′ ≤ sti+mi ,
row2(j ′) = row2(j).
Proof. If j = sti+mi there is nothing to prove. Thuswe consider j < sti+mi . Since
row2(j) is reflexive, ObsD (row2(j)) ⊆ ReqD (row2(j)). Since row1 rowφ row2,
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we have that ReqD (Ai ),ObsD (Ai ) ⊆ ReqD (row2(j)) and ReqD (row2(j + 1)) =
ReqD (row2(j)) ∪ ObsD (row2(j)) ∪ ReqD (Ai ) ∪ ObsD (Ai ) = ReqD (row2(j)). More-
over, from row1 rowφ row2, we have row2(j) ∩ AP = row2(j − 1) ∩ Ai ∩ AP
and row2(j + 1) ∩ AP = row2(j) ∩ Ai ∩ AP = row2(j − 1) ∩ Ai ∩ AP . Thus,
row2(j + 1) = row2(j), because the two atoms feature exactly the same requests
and proposition letters (Proposition 3.2.3). Then, sinceAi row2(j) Dφ row2(j+1),
by iterating the reasoning and exploiting Lemma 3.3.2, we can conclude that
row2(j) = row2(j ′) for each j ≤ j ′ ≤ sti +mi . □
Lemma 3.3.9. Let row1 and row2 be two φ-rows, with row1 = Am00 · · ·Amnn
and row1 rowφ row2. For each 0 ≤ i ≤ n, let sti = ∑0≤j<imj . Ifmi >
rank(Ai ), then there exists sti < k ≤ sti +mi such that:
• k ≤ sti + 1 + rank(Ai );
• row2(k) is reflexive;
• rank(row2(j)) > rank(row2(j + 1)) for each sti < j < k ;
• row2(j) = row2(j + 1) for each k ≤ j < sti +mi ;
• ifm′ is the exponent of the atom row2(k) in row2(sti + 1, sti +mi )
thenm′ > rank(row2(k)).
Proof. Ifmi = 1, by hypothesis we have rank(Ai ) = 0. Hence, rank(row2(sti +
1)) = 0, because row1 rowφ row2, and thus row2(sti + 1) is (trivially) reflexive.
All claims hold by choosing k = sti + 1.
Let us then assumemi > 1. It can be easily shown that if we have two atomsA
andA′ such thatA Dφ A′ andA′ is irreflexive, then rank(A) < rank(A′). Moreover,
Lemma 3.3.8 proves that we cannot interleave reflexive atoms with irreflexive
ones “above” the Ai ’s (i.e., all irreflexive atoms must “come before” reflexive
ones in the part of row2 “above” the Ai ’s). Thus, in the worst case, the atoms
row2(sti +1), . . . , row2(sti +rank(Ai ))may be irreflexive (as rank(row2(sti +1)) >
. . . > rank(row2(sti + rank(Ai ))) and rank(Ai ) ≥ rank(row2(sti + 1))). Note
that these irreflexive atoms may be the “first” rank(Ai ) atoms above the Ai ’s
only, and not the “first” rank(Ai ) + 1, since any atom with rank equal to 0 is
reflexive. We conclude that row2(sti + rank(Ai ) + 1) must be reflexive. Thus, we
can choose k = sti + rank(Ai ) + 1. Since by hypothesismi ≥ rank(Ai ) + 1, we
get that sti < k ≤ sti + mi . Finally, by Lemma 3.3.8, row2(j) = row2(j + 1)
for each k ≤ j < sti + mi .
As for the last claim, we have rank(row2(k)) ≤ rank(row2(sti + 1)) − (k − sti −
1) ≤ rank(Ai ) − (k − sti − 1). Then, the exponent m′ of row2(k) in row2(sti +
1, sti +mi ) is such that m′ ≥ mi − (rank(Ai ) − rank(row2(k))), that is, at least
mi − (rank(Ai ) − rank(row2(k))) atoms labelled by row2(k) occur in the block
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sti + 1, . . . , sti +mi of row2 (see Figure 3.3). Since by hypothesismi > rank(Ai ),
thenmi − rank(Ai ) > 0 and rank(row2(k)) < m′. □
Now we introduce an equivalence relation ∼ over Rowsφ which is the key in-
gredient of the proofs showing that both SAT and MC forD formulas are decidable.
Definition 3.3.10. Given two φ-rows row1 = Am00 · · ·Amnn and row2 =
Aˆmˆ00 · · · Aˆmˆnˆnˆ , we say that they are equivalent, written row1 ∼ row2, if
• n = nˆ, and
• for each 0 ≤ i ≤ n, Ai = Aˆi , andmi = mˆi or bothmi and mˆi are
(strictly) greater than rank(Ai ).
Note that if two rows feature the same set of atoms, the lower the rank of
an atom Ai , the lower the number of occurrences of Ai both the rows have to
feature in order to belong to the same equivalence class. As an example, let row1
and row2 be two rows with row1 = Am00 A
m1
1 , row2 = A
m0
0 A
m1
1 , rank(A0) = 4, and
rank(A1) = 3. Ifm1 = 4 andm1 = 5, they are both greater than rank(A1), and thus
they do not violate the condition for row1 ∼ row2. On the other hand, ifm0 = 4
andm0 = 5, we have thatm0 is less than or equal to rank(A0). Thus, in this case,
row1 ≁ row2 due to the indexes of A0. This happens because rank(A0) is greater
than rank(A1). Two cases in which row1 ∼ row2 arem0 =m0 andm0,m0 ≥ 5.
The relation ∼ has finite index, which is roughly bounded by the number of
all the possible φ-rows row = Am00 · · ·Amnn , with exponents mi ranging from 1
to |φ |. Since (i) the number of possible atoms is 2 |φ | , (ii) the number of distinct
atoms in any φ-row is at most 2|φ |, and (iii) the number of possible functions
f : {1, . . . , ℓ} → {1, . . . , |φ |} is |φ |ℓ , we have that the number of distinct equiv-
alence classes of ∼ is bounded by
2 |φ |∑
j=1
(2 |φ |)j · |φ | j ≤ 23 |φ |2 ,
which is exponential in the length of the input formula φ. We denote the set of
equivalence classes of ∼ over all the possible φ-rows by Rows∼φ .
Now we extend rowφ to equivalence classes of ∼ in the following way.
Definition 3.3.11. Given two φ-row classes [row1]∼ and [row2]∼, we say
that [row2]∼ is a successor of [row1]∼, written [row1]∼ rowφ [row2]∼, if
there exist row ′1 ∈ [row1]∼ and row ′2 ∈ [row2]∼ such that row ′1 rowφ row ′2.
The following fundamental result proves that if some row ′1 ∈ [row1]∼ has
a successor in [row2]∼, then every φ-row of [row1]∼ has a successor in [row2]∼
(hence the definition of rowφ over the equivalence classes of ∼ is well-given).
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Lemma 3.3.12. Given two φ-row classes [row1]∼ and [row2]∼ such that
[row1]∼ rowφ [row2]∼, for every row ∈ [row1]∼ there exists row ′∈ [row2]∼
such that row rowφ row ′.
Before starting the proof we observe that, since [row1]∼ rowφ [row2]∼, there
exists row ∈ [row1]∼ and row ∈ [row2]∼ such that row rowφ row . Thus, if
|[row1]∼ | = 1, the lemma trivially holds.
In the following we suppose that |[row1]∼ | ≥ 2: then there is row ′ , row such
that row ′ ∼ row . We let row = Am00 · · ·Amnn ; by definition we have row ′ =
A
m′0
0 · · ·Am
′
n
n , where for every 0 ≤ i ≤ n, m′i = mi if mi ≤ rank(Ai ), and
m′i > rank(Ai ) if mi > rank(Ai ).
Hereafter, we will say that “Ai exceeds its rank in row” whenever mi >
rank(Ai ). Moreover, for the sake of the proof it is worth observing that any sub-
word row(0, i) is a φ-row for every 0 ≤ i < |row |, and, since row rowφ row ,
then row(0, i) rowφ row(0, i + 1).
We now want to determine row ′ such that row ′ rowφ row ′ and row ′ ∼ row ,
proving the lemma. To this aim, we define a list of φ-rows row ′−1, row ′0, . . . , row ′n
such that row ′−1 = row(0) and, for all 0 ≤ i ≤ n, row ′i extends row ′i−1; we will
show that row ′n = row ′ (i.e., the row we want to determine).
The φ-rows row ′i , for i ≥ 0, are formally defined as:
row ′i =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
row ′i−1 · row(sti + 1, sti +mi ) ifmi =m′i
row ′i−1 · row(sti + 1, sti +m′i ) if rank(Ai )<m′i <mi
row ′i−1 · row(sti + 1, sti +mi ) · (row(sti +mi ))m
′
i−mi if rank(Ai )<mi <m′i
Intuitively, ifmi = m′i , row
′
i is obtained just by appending the block row(sti +
1, sti +mi ) to row ′i−1. If rank(Ai ) < m′i < mi , we do almost the same thing, but we
“truncate” the block afterm′i positions, instead ofmi . Finally, if rank(Ai ) < mi <
m′i , then row
′
i is obtained by appending row(sti+1, sti+mi ) to row ′i−1, withm′i−mi
additional repetitions of row(sti +mi ) at the end, as we need to “pump” row ′i in
order for it to have a suitable length with respect to row ′, thus respecting rowφ .
We are now ready to prove Lemma 3.3.12
Proof. We show that the following properties hold by induction on 0 ≤ i ≤ n,
where sti =
∑
0≤j<imj and st ′i =
∑
0≤j<im′j are respectively the starting posi-
tions of Ai in row and row ′:
0. row ′i is a φ-row featuring atoms of row(0, sti +mi );
1. row ′i ∼ row(0, sti +mi );
2. row ′(0, st ′i +m′i − 1) rowφ row ′i .
In particular, for i = n, the properties allow us to show that row ′n ∼ row and
row ′ rowφ row ′n , proving the lemma. Figure 3.4 illustrates such properties.
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The base case for i = 0 is omitted, as it is just a simplification of the inductive
step. Let us consider i ≥ 1. By the inductive hypothesis, we have row ′i−1 ∼
row(0, sti−1 +mi−1) (hence in particular lst(row ′i−1) = row(sti−1 +mi−1), where
lst(row) denotes the last atom of row) and row ′(0, st ′i−1 +m′i−1 − 1) rowφ row ′i−1.
We consider three cases, corresponding to the cases of the definition of row ′i .
• mi =m′i . Then row
′
i = row
′
i−1·row(sti+1, sti+mi ) is aφ-row. If lst(row ′i−1) ,
(row(sti + 1)), then it immediately follows that row ′i ∼ row(0, sti +mi ).
Conversely, if lst(row ′i−1) = row(sti + 1) = row(sti−1 +mi−1), then row(sti +
1) is reflexive. By Lemma 3.3.8, row(sti + 1) = . . . = row(sti + mi ). It
follows that row ′i ∼ row(0, sti +mi ), because we append to row ′i−1 exactly
row(sti + 1, sti +mi ) (note that either row(sti−1 +mi−1) already exceeded
its rank in row(0, sti−1 +mi−1) and so did lst(row ′i−1) in row ′i−1, or the ranks
of row(sti−1 + mi−1) in row(0, sti−1 + mi−1) and of lst(row ′i−1) in row ′i−1
were equal). Moreover, in both cases, row ′(0, st ′i +m′i − 1) rowφ row ′i by
definition of Dφ , as row ′(st ′i ) = row(sti ) = Ai (recall that row ∼ row ′).
• rank(Ai ) < m′i < mi . Then row ′i = row ′i−1 · row(sti + 1, sti + m′i ) is a
φ-row. First, we have row ′(0, st ′i + m′i − 1) rowφ row ′i by definition of
Dφ , as row ′(st ′i ) = row(sti ) = Ai . By Lemma 3.3.9, being rank(Ai ) < mi ,
there exists sti + 1 ≤ k ≤ sti +mi such that row(k) exceeds its rank in
row(sti+1, sti+mi ), row(k) = . . . = row(sti+mi ), and k ≤ sti+1+rank(Ai ).
We first note that, being 1 + rank(Ai ) ≤ m′i , we have k ≤ sti +m′i , thus
the atom row(k) is present in the block row(sti + 1, sti +m′i ) of row ′i . By
Lemma 3.3.9, being also rank(Ai ) < m′i , we have that the atom row(k)
exceeds its rank in the block row(sti + 1, sti +m′i ) of row ′i as well. Thus
row ′i ∼ row(0, sti +mi ).
• rank(Ai ) < mi < m′i . Then row ′i = row ′i−1 · row(sti + 1, sti +mi ) · (row(sti +
mi ))m′i−mi . By Lemma 3.3.9, being rank(Ai ) < mi , there exists sti + 1 ≤
k ≤ sti +mi such that row(k) is reflexive, it exceeds its rank in row(sti +
1, sti +mi ), and row(k) = . . . = row(sti +mi ). First we observe that row ′i is
a φ-row, being row(sti +mi ) reflexive. Then the atom row(k) is (trivially)
also present in the block row(sti + 1, sti +mi ) of row ′i . As a consequence
row ′i ∼ row(0, sti +mi ). Moreover, Ai row(sti +mi ) Dφ row(sti +mi ) (as
row(sti +mi ) is reflexive), therefore row ′(0, st ′i +m′i − 1) rowφ row ′i . □
The following result arranges the equivalence classes Rows∼φ in a graph Gφ∼.
Definition 3.3.13. Let φ be a D formula. The φ∼graph of φ is defined as
Gφ∼ = (Rows∼φ , rowφ ).
The next theorem reduces the problem of SAT checking for a D formula φ
over finite linear orders (equivalent, by Proposition 3.2.9, to deciding if there
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is a homogeneous fulfilling compass φ-structure that features φ) to a reacha-
bility problem in the φ ∼graph, allowing us to determine the computational
complexity of the former problem.
Theorem3.3.14. Given aD formulaφ, there exists a homogeneous fulfilling
compass φ-structure G = (PS,L) that features φ if and only if there exists a
path in Gφ∼ = (Rows∼φ , rowφ ) from some class [row]∼ ∈ Rows∼φ to some
class [row ′]∼ ∈ Rows∼φ such that
1. there exists row1 ∈ [row]∼ with |row1 | = 1, and
2. there exist row2 ∈ [row ′]∼ and 0 ≤ i < |row2 | such that φ ∈ row2(i).
Proof. Preliminarily we observe that, in (1.), if |row1 | = 1, then {row1} = [row]∼;
moreover, in (2.), if for row2 ∈ [row ′]∼ and 0 ≤ i < |row2 |we have thatφ ∈ row2(i),
then for any row ′2 ∈ [row ′]∼, there is 0 ≤ i ′ < |row ′2 | such that φ ∈ row ′2(i ′).
(⇒) Let us consider a homogeneous fulfilling compassφ-structure G = (PS,L)
that features φ. By Lemma 3.3.5 and 3.3.7, L(0, 0) rowφ row1 rowφ · · ·
rowφ rowmax(S). Thus there exist two indexes 0 ≤ j ≤ max(S) and 0 ≤ i <
|row j | for which φ ∈ row j (i). By Definition 3.3.11, we get that [L(0, 0)]∼ rowφ
[row1]∼ rowφ · · · rowφ [row j ]∼ is a path in Gφ∼; it is immediate to check that
it fulfills requirements (1.) and (2.).
(⇐) Let us assume that there exists a path [row0]∼ rowφ · · · rowφ [rowm]∼
in Gφ∼ = (Rows∼φ , rowφ ) for which |row0 | = 1 and there exists i such that
φ ∈ rowm(i). By applying repeatedly Lemma 3.3.12 we get that there exists a
sequence row ′0 rowφ · · · rowφ row ′m of φ-rows where row ′0 = row0, for every
0 ≤ j ≤ m, row ′j ∈ [row j ]∼, and there exists i ′ such that φ ∈ row ′m(i ′). We observe
that, by Definition 3.3.6, |row ′j | = |row ′j−1 | + 1 for 1 ≤ j ≤ m and, since |row ′0 | = 1,
we have |row ′j | = j + 1. Let us now define G = (PS,L) where S = {0, . . . ,m} and
L(x ,y) = row ′y (y − x) for every 0 ≤ x ≤ y ≤ m. By Lemma 3.3.7, G is a fulfilling
homogeneous compass φ-structure. Finally, since φ ∈ row ′m(i ′), G features φ. □
The size of Gφ∼ = (Rows∼φ , rowφ ) is bounded by |Rows∼φ |2, which is ex-
ponential in |φ |. However, it is possible to (non-deterministically) perform a
reachability in Gφ∼ by using space logarithmic in |Rows∼φ |2.
The non-deterministic procedure SAT(φ) in Algorithm 3.1 exploits this fact in
order to decide the satisfiability of a D formula φ, by using only a working space
polynomial in |φ |: it searches for a suitable path inGφ∼, namely [row0]∼ rowφ · · ·
rowφ [rowm]∼, where row0 = A for A ∈ Aφ with ReqD (A) = ∅, m < M ,
and φ ∈ rowm(i) for 0 ≤ i < |rowm |. At the j-th iteration of line 6., row j is
non-deterministically generated, and it is checked whether row j−1 rowφ row j .
The procedure terminates after at mostM iterations, whereM is the maximum
possible length of a simple path in Gφ∼.
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The working space used by the procedure is polynomial: M and step (which
ranges in [0,M − 1]) can be encoded in binary with ⌈log2M⌉ + 1 = O(|φ |2) bits.
At each step, we need to keep track of two φ-rows at a time, the current one,
row , and its successor, row ′: each φ-row can be represented as a sequence of
at most 2|φ | (distinct) atoms, each one with an exponent that, by construction,
cannot exceed M . Moreover, each φ-atom A can be represented using exactly
|φ | bits (for each ψ ∈ CL(φ), we set a bit to 1 if ψ ∈ A, and to 0 if ¬ψ ∈ A).
Hence a φ-row can be encoded using 2|φ | · (|φ | + ⌈log2M⌉ + 1) = O(|φ |3) bits.
Finally, the condition row rowφ row ′ can be checked by O(|φ |2) bits of space
once we have guessed row ′. This analysis entails the following result (we recall
that NPSPACE = PSPACE).
Theorem 3.3.15. The SAT problem for D formulas over finite linear orders
is in PSPACE.
We now outline which are the modifications to the previous concepts needed
for proving the decidability of SAT for D with the strict relation ⊏· , in place of
⊏. It is sufficient to replace the definitions of Dφ , φ-row and rowφ with
the following ones. For the sake of simplicity, we introduce a dummy atom ⊡,
for which we assume ReqD (⊡) = ObsD (⊡) = ∅.
Definition 3.3.16. Given four φ-atoms A1,A3,A4 ∈ Aφ and A2 ∈
Aφ ∪ {⊡}, we say that A4 is Dφ ⊏· -generated by A1,A2,A3, written
A1,A2,A3 Dφ⊏· A4, if:
• A4 ∩ AP = A1 ∩A3 ∩ AP and
• ReqD (A4) = ReqD (A1) ∪ ReqD (A3) ∪ ObsD (A2).
The idea of this definition is that, if an interval [x ,y], with x < y, is labeled
by A4, and the three subintervals [x ,y − 1], [x + 1,y − 1], and [x + 1,y] by A1,
A2, A3, respectively, we want A1,A2,A3 Dφ⊏· A4. In particular, if x = y − 1,
◦
Algorithm 3.1 SAT(φ)
1: M ← 23 |φ |2 , step ← 0 and row ← A for some atomA ∈ Aφ withReqD (A) = ∅
2: if there exists 0 ≤ i < |row | such that φ ∈ row(i) then
3: return “satisfiable”
4: if step = M − 1 then
5: return “unsatisfiable”
6: Non-deterministically generate a φ-row row ′ and check that row rowφ row ′
7: step ← step + 1 and row ← row ′
8: Go back to line 2
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then A2 = ⊡ (because [x + 1,y − 1] is not a valid interval). Note that only
[x + 1,y − 1]⊏· [x ,y], hence we want ObsD (A2) ⊆ ReqD (A4); moreover, since
the requests of A1 and A3 are fulfilled by a strict subinterval of [x ,y], it must be
ReqD (A1) ⊆ ReqD (A4) and ReqD (A3) ⊆ ReqD (A4).
Definition 3.3.17. A φ-⊏· -row is a finite sequence of φ-atoms
row = Am00 · · ·Amnn ,
such that for each 0 ≤ i ≤ n, we havemi > 0, and for each 0 ≤ j < i ,
it holds ReqD (Aj ) ⊆ ReqD (Ai ), Ai , Aj , and (Aj ∩ AP ) ⊇ (Ai ∩ AP ).
Moreover, ReqD (A0) = ∅.
Definition 3.3.18. Given two φ-rows row and row ′, we say that row ′ is a
successor of row , written as row rowφ⊏· row ′, if |row ′ | = |row | + 1, and
for all 0 ≤ i < |row |, row(i)row(i − 1)row ′(i) Dφ⊏· row ′(i + 1), where
we assume row(i − 1) = ⊡ if i = 0.
We will come back to SAT later, showing the PSPACE-completeness of such
problem (under both the strict and the proper semantic variants). In the next
section, we will consider MC for D.
3.4 MC for D over Kripke structures
In this section we focus our attention on the MC problem for D formulas over
Kripke structures, under homogeneity. Let us start with the following (technical)
definition, basically mapping traces of a Kripke structure into interval models.
Definition 3.4.1. The interval modelMρ = (I(S), ◦,V ) induced by a trace
ρ of a finite Kripke structure K = (AP , S, R, µ, s0) is the homogeneous
interval model such that:
1. S = {0, . . . , |ρ | − 1}, and
2. for all x ∈ S and p ∈ AP , [x ,x] ∈ V (p) if and only if p ∈ µ(ρ(x+1)).a
aWe add 1 to the index x of ρ just because traces are 1-based (whereas linear orders and
interval models are 0-based).
Clearly we have K , ρ(i + 1, j + 1) |= ψ if and only if Mρ , [i, j] |= ψ .
We now describe how, with a slightmodification of the previous SAT procedure,
it is possible to derive aMC algorithm forD formulasφ over finite Kripke structures
K . The idea is to consider some finite linear orders—not all the possible ones,
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unlike the case of SAT—precisely those corresponding to (some) initial traces
of K , checking whether ¬φ holds over them: in such a case we have found a
counterexample, and we can conclude that K ̸ |= φ. To ensure this kind of “SAT
driven by the traces of K ”, we make a product between K and the previous graph
Gφ∼, getting what we call a “(φ∼K )-graph”. In the following, we will also exploit
the notion of “compass structure induced by a trace ρ of K ”, which is a fulfilling
homogeneous compass φ-structure built from ρ and completely determined by it.
Given a finite Kripke structure K = (AP , S, R, µ, s0) and a D formula φ, we
consider the (φ∼K )-graph Gφ∼K , which is basically the product of K and Gφ∼ =
(Rows∼φ , rowφ ), and is formally defined as
Gφ∼K = (Γ,Ξ),
where:
• Γ is the maximal subset of S × Rows∼φ such that: if (s, [row]∼) ∈ Γ then
µ(s) = row(0) ∩ AP ;
•
((s1, [row1]∼), (s2, [row2]∼)) ∈ Ξ iff (i) ((s1, [row1]∼), (s2, [row2]∼)) ∈ Γ2,
(ii) (s1, s2) ∈ R, and (iii) [row1]∼ rowφ [row2]∼.
Note that the definition of Γ is well-given, since for all row ′ ∈ [row]∼, row ′(0) =
row(0). The size of Gφ∼K is bounded by (|S | · |Rows∼φ |)2.
Given a generic trace ρ of K , we define the compass φ-structure induced by
ρ as the fulfilling homogeneous compass φ-structure G(K ,ρ) = (PS,L), where
S = {0, . . . , |ρ | − 1}, and for 0 ≤ x < |ρ |, L(x ,x) ∩ AP = µ(ρ(x + 1)) and
ReqD (L(x ,x)) = ∅. Note that, given ρ, G(K ,ρ) always exists and is unique: all
φ-atoms L(x ,x) “on the diagonal” are determined by the labeling of ρ(x + 1) (and
by the absence of requests). Moreover, by Lemma 3.3.7, all the other atoms L(x ,y),
for 0 ≤ x < y < |ρ |, are determined by the rowφ relation between φ-rows.
The following property can easily be proved by induction.
Proposition 3.4.2. Given a finite Kripke structure K , a trace ρ of K , and
a D formula φ, for all 0 ≤ x ≤ y < |ρ | and for all subformulas ψ of φ, we
have K , ρ(x + 1,y + 1) |= ψ if and only ifψ ∈ L(x ,y) in G(K ,ρ).
We can now introduce Theorem 3.4.3, that can be regarded as a version of
Theorem 3.3.14 for MC. Its proof is in Appendix A.4.
Theorem 3.4.3. Given a finite Kripke structure K = (AP , S, R, µ, s0) and a
D formula φ, there exists an initial trace ρ of K such that K , ρ |= φ if and
only if there exists a path inGφ∼K = (Γ,Ξ) from some node (s0, [row]∼) ∈ Γ
to some node (s, [row ′]∼) ∈ Γ such that:
1. there exists row1 ∈ [row]∼ with |row1 | = 1, and
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Algorithm 3.2 Counterexample(K ,φ)
1: M ← |S | · 23 |φ |2 , step ← 0 and (s, row) ← (s0,A) for some atom A ∈ Aφ with
ReqD (A) = ∅ and A ∩ AP = µ(s0)
2: if φ < row(|row | − 1) then
3: return “yes”
4: if step = M − 1 then
5: return “no”
6: Non-deterministically choose s ′ such that (s, s ′) ∈ R
7: Non-deterministically generate a φ-row row ′ and check that row ′(0) ∩ AP =
µ(s ′) and row rowφ row ′
8: step ← step + 1 and (s, row) ← (s ′, row ′)
9: Go back to line 2
◦
2. there exists row2 ∈ [row ′]∼ with φ ∈ row2(|row2 | − 1).
Now, analogously to the case of SAT, we can perform a reachability in Gφ∼K ,
exploiting the previous theorem to decide whether there is an initial trace ρ
of K such that K , ρ |= ¬φ, for a D-formula φ (i.e., the complementary prob-
lem of MC K |= φ); ρ is called a “counterexample” to φ. The non-deterministic
procedure Counterexample(K ,φ) in Algorithm 3.2 searches for a suitable path
in Gφ∼K , (s0, [row0]∼) Ξ→ · · · Ξ→ (sm , [rowm]∼), where row0 = A ∈ Aφ with
ReqD (A) = ∅, A ∩ AP = µ(s0), m < M , and ¬φ ∈ rowm(|rowm | − 1) (i.e.,
φ < rowm(|rowm | − 1)). At the j-th iteration of lines 6./7., (sj−1, sj ) ∈ R is selected,
and row j is non-deterministically generated checking that row j (0) ∩ AP = µ(sj )
and row j−1 rowφ row j .
Basically, the same observations about the working space of the procedure
in Algorithm 3.1 can be done also for this algorithm, except for the space used
to encode in binary M ≤ |S | · 23 |φ |2 and step, ranging in [0,M − 1], which is
O(log |S | + |φ |2) bits. Moreover we need to store two states, s and s ′ of K , that
need O(log |S |) bits to be represented.
We conclude the section by stating the main result.
Theorem 3.4.4. The MC problem for D formulas over finite Kripke struc-
tures is in PSPACE. Moreover, for constant-length formulas, it is in
NLOGSPACE.
Proof. Membership is immediate by the previous space analysis, and the fact
that the complexity classes NPSPACE = PSPACE and NLOGSPACE are closed
under complement. □
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Finally, it is possible to adapt the procedure also for strict D (using Defi-
nitions 3.3.16–3.3.18).
In the next section we will comment on PSPACE-hardness, and thus PSPACE-
completeness, of SAT and MC for D formulas.
3.5 An outline of PSPACE-completeness of SAT
and MC for D
In Appendix A.5 we prove in detail that MC for D formulas is PSPACE-hard: we
provide a reduction from the PSPACE-complete problem of (non-)universality of
the language of a non-deterministic finite state automaton (NFA)A [HK11]. Here
we only give an account of the main ideas behind the reduction.
We build a Kripke structure KA and a D formula ΦA which, together, allow us
to consider the deterministic computation of a DFA D, equivalent to the original
NFA A (i.e., accepting the same language), over some wordw not accepted by A
(if suchw exists). The computation is built “on-the-fly” (i.e., we do not construct
the—possibly exponentially larger—equivalent DFA D), and it is “captured” by
an initial trace of KA , which is a concatenation of suitable subtraces, each one
encoding a state q˜ of D, where q˜ is a subset of A-states, by listing the A-states
that belong to q˜. Each D-state (subtrace) is copied two times along the initial
trace: this is necessary to enforce a suitable “orientation”, something that D is
unaware of, as such logic is completely “symmetric”.
By this construction and Theorem 3.4.4, the following holds.
Theorem 3.5.1. The MC problem for D formulas over finite Kripke struc-
tures is PSPACE-complete.
Moreover,
Theorem 3.5.2. The MC problem for constant-length D formulas over
finite Kripke structures is NLOGSPACE-complete.
Proof. Membership is stated by Theorem 3.4.4. To prove the NLOGSPACE-
hardness, there exists a trivial reduction from the (NLOGSPACE-complete) prob-
lem of (non-)reachability of two nodes in a directed graph. □
We now briefly turn to D SAT, outlining its PSPACE-hardness over finite
linear orders. Our construction (thoroughly worked out in Appendix A.6) mimics
that of Section 3.2 and 3.3 of [MM14], in which the authors show that it is possible
to build a D formula ΨK that encodes a finite Kripke structure K . We instantiate
it over KA , getting ΨKA , with the result that any finite linear order satisfying
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ΨKA represents an initial trace of KA . In this way we get a reduction from the
problem of non-universality of the language of A to SAT for D: the language of
A is non-universal if and only if the formula ΨKA ∧ ΦA is satisfiable.
By also recalling Theorem 3.3.15, the next result is proved.
Theorem 3.5.3. The SAT problem for D formulas over finite linear orders
is PSPACE-complete.
3.6 Conclusions
In this chapter we have shown PSPACE-completeness of both SAT and MC for
D formulas φ under homogeneity. This result is proved thanks to a finite-index
equivalence relation ∼ between rows of a compass φ-structure, that preserves
fulfillment of compasses, and allows us to “contract” these structures whenever
we find two related rows. Moreover, if a compass features φ before the contraction,
then φ is still featured after it. These facts are exploited to build a SAT and an MC
algorithm for D, which implicitly make compass contractions by a reachability
check in suitable graphs, whose nodes are basically the equivalence classes of ∼.
Since ∼ has finite index, exponentially bounded by |φ |, and the algorithms only
need to keep track of two rows of a compass at a time (encoding them succinctly),
PSPACE-membership of the problems follows.
In the next chapter, we will see that also the fragmentsAABB andAAEE feature
an MC problem complete for PSPACE. However, as the reader will see, completely
different techniques and notions are used to prove the result.
4
HS fragments in PSPACE and
EXPSPACE
The references for this chapter are [BMM+18d, BMM+16b, MMP15b, MMP17, BMM+16a].
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In this chapter, we prove that MC for the HS fragment AABB (resp., AAEE),that allows one to express properties of future and past intervals, interval pre-fixes (resp., suffixes), and right (resp., left) interval extensions, is in PSPACE
(under homogeneity). Since MC for the HS fragment featuring only one modality
for right (resp., left) interval extensions B (resp., E) can be shown to be PSPACE-
hard (Appendix B.3), PSPACE-completeness immediately follows. Moreover, if
we restrict HS to modalities either for interval prefixes B or for interval suffixes
E only, MC turns out to be co-NP-complete.
These results are proved by a small-model property based on the notion of
induced trace: given a trace ρ in a finite Kripke structure and a formula φ of
AABB/AAEE, it is always possible to build, by iteratively contracting ρ, another
(“induced”) trace, whose length is polynomially bounded in the size of φ and of the
Kripke structure, which preserves the satisfiability of φ with respect to ρ.
74 ⋄ Chapter 4. HS fragments in PSPACE and EXPSPACE
The lower bound for BE MC (recall Section 2.4) shows that there is no way
to provide an MC algorithm for the extension of AABB with E (resp., of AAEE
with B) with a “good” computational complexity. The picture is not so clear
for the extension of AABB with E (resp., AAEE with B): membership of AABBE
(resp., AAEBE) to EXPSPACE was already shown in [MMP17] and the PSPACE-
hardness of MC for B (resp., E) currently gives the best (unmatching) complexity
lower bound. In this chapter we provide a much more understandable proof of
membership to EXPSPACE of the MC problem for AABBE (w.r.t. the one given
in [MMP17]), which makes use of (a suitable extension of) the notion of induced
trace, which we exploit in the proof of the small model property for AABB.
Organization of the chapter.
• In Section 4.1, we first introduce the notion of induced trace and then we
prove, via a contraction technique, a polynomial small-model property for
AABB and AAEE (Section 4.1.1), which allows us to devise a PSPACEMC
algorithm for them (Section 4.1.2). In addition we consider the one-modality
fragments B and E, and prove their co-NP-completeness (Section 4.1.3).
• In Section 4.2, we focus on the fragmentAABBE and the symmetric fragment
AAEBE. We first define the equivalence relation of trace bisimilarity, and
then we introduce the notion of prefix sampling. With these tools, we prove
an exponential small-model property for AABBE (and AAEBE), resulting
into an easier proof of membership of the two fragments to EXPSPACE.
4.1 The fragments AABB and AAEE
In this section, we show that the MC problem for the fragments AABB and AAEE
is PSPACE-complete. Moreover, we prove that MC for the smaller fragments
B and E is co-NP-complete.
4.1.1 Polynomial small-model property for AABB and AAEE
Wefirst provemembership toPSPACE of theMC problem for the fragmentsAABB
and AAEE by showing that they feature a polynomial small-model property, that is,
we prove that if a trace ρ of a finite Kripke structureK satisfies a given formulaφ of
AAEE or AABB, then there exists a trace π , whose length is polynomial in the sizes
of φ and K , starting from, and leading to, the same states as ρ, that satisfies φ. In
the following, we focus on AAEE, being the case of AABB completely symmetric.
Let K = (AP , S, R, µ, s0) be a finite Kripke structure. We start by introducing
the basic notions of induced trace and well-formed trace, that will be extensively
used to prove the polynomial small-model property. Intuitively, we say that a trace
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π ∈ TrcK is induced by a trace ρ ∈ TrcK if it can be obtained from ρ by suitably
contracting it, that is, by concatenating some subtraces of ρ. Well-formedness
adds a condition on the suffixes of an induced trace. For the sake of readability,
hereafter we denote by ρi the suffix ρ(i, |ρ |) of ρ (hence, ρ1 is just ρ).
Definition 4.1.1 (Induced and well-formed trace). Let K = (AP , S, R, µ, s0)
be a finite Kripke structure and let ρ ∈ TrcK , with |ρ | = n. A trace π ∈
TrcK is induced by ρ if there exists an increasing sequence of ρ-positions
i1 < . . . < ik , with i1 = 1 and ik = n, such that π = ρ(i1) · · · ρ(ik ). For
j = 1, . . . ,k , the π -position j and the ρ-position i j are called corresponding
positions.
An induced trace π is well-formed (with respect to ρ) if, for all π -positions
j, with corresponding ρ-positions i j , and all proposition letters p ∈ AP , it
holds that
K ,π j |= p ⇐⇒ K , ρi j |= p.
Example 4.1.2. As an example, let us consider Figure 4.1. The trace
π = ρ(1)ρ(4)ρ(5)ρ(7)ρ(10) is induced by ρ, provided that both ρ and π
are traces of a Kripke structure K , and the positions 1, 2, 3, 4, and 5 of π
correspond to the positions i1 = 1, i2 = 4, i3 = 5, i4 = 7 and i5 = 10 of ρ.
ρ
pi
1 2 3 4 5
1 2 3 4 5 6 7 8 9 10
pi = ρ(1)ρ(4)ρ(5)ρ(7)ρ(10)
Figure 4.1: A trace π induced by ρ.
Note that if π is induced by ρ, then fst(π ) = fst(ρ), lst(π ) = lst(ρ), and
|π | ≤ |ρ | (|π | = |ρ | if and only if π = ρ).
Well-formedness implies that the suffix of π starting from position j and that
of ρ starting from the corresponding position i j agree over all the proposition
letters in AP , that is, they have the same “satisfaction pattern” of proposition
letters. In particular, for all p ∈ AP , K ,π |= p if and only if K , ρ |= p. It can be
easily checked that the well-formedness relation is transitive.
The following proposition shows how it is possible to contract a trace while
preserving the same satisfaction pattern of proposition letters with respect to
suffixes. Such a criterion represents a “basic step” in a contraction process that
will allow us to prove the polynomial small-model property.
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ρ
π =ρ (1,i )⋆ρ j
ρ (i ) = ρ (j )
AP (ρ,i ) = AP (ρ, j )
Figure 4.2: The contraction step of Proposition 4.1.3 (AP (ρ,k) = {p ∈ AP | K , ρk |= p}).
◦
Proposition 4.1.3. Let K = (AP , S, R, µ, s0) be a finite Kripke structure.
For any trace ρ ∈ TrcK , there exists a well-formed (with respect to ρ) trace
π ∈ TrcK such that |π | ≤ |S | · (|AP | + 1).
Proof. Let ρ ∈ TrcK , with |ρ | = n. If n ≤ |S | · (|AP | + 1), the thesis trivially
holds. Let us assume n > |S | · (|AP | + 1). We show that there exists π ∈ TrcK ,
with |π | < n, which is well-formed with respect to ρ.
Sincen > |S | ·(|AP |+1), there is some state s ∈ S occurring in ρ at least |AP |+2
times. Assume that for all ρ-positions i and j, with j > i , if ρ(i) = ρ(j) = s , then
there exists some p ∈ AP such that K , ρ j |= p and K , ρi ̸ |= p. This assumption
leads to a contradiction, as the suffixes of ρ may feature at most |AP | + 1 distinct
satisfaction patterns of proposition letters (due to the homogeneity assumption in
Definition 2.1.4), while there are at least |AP |+2 occurrences of s . As a consequence,
there are two ρ-positions i and j, with j > i , such that ρ(i) = ρ(j) = s and, for all
p ∈ AP , K , ρ j |= p if and only if K , ρi |= p (see Figure 4.2 for a graphical account).
It is easy to see that π = ρ(1, i)⋆ ρ(j,n) ∈ TrcK is well-formed with respect to ρ
and |π | < n. If |π | ≤ |S | · (|AP | + 1), the thesis is proved; otherwise, the same basic
step can be iterated a finite number of times, and the thesis follows by transitivity
of the well-formedness relation. □
The next definition identifies some distinguished positions in a trace, called
witness positions. As we will see in the proof of Theorem 4.1.5, if we perform
a contraction (see the proof of Proposition 4.1.3, and its graphical account in
Figure 4.2) between a pair of such positions, we get a trace which is equivalent to
the original one with respect to satisfiability of the considered AAEE formula. In
the following, we restrict ourselves to formulas in negation normal form (NNF),
namely, formulas where negation is applied only to proposition letters. By using
De Morgan’s laws and the dual modalities [E], [E], [A], and [A] of ⟨E⟩, ⟨E⟩, ⟨A⟩,
and ⟨A⟩, respectively, we can trivially convert (in linear time) a formula into an
equivalent one in NNF, having at most double length.
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Definition 4.1.4 (Witness position). Let K = (AP , S, R, µ, s0) be a finite
Kripke structure, ρ ∈ TrcK , and φ be a formula of AAEE. Let us denote by
E(φ, ρ) the set of subformulas of the form ⟨E⟩ψ ofφ such thatK , ρ |= ⟨E⟩ψ .
The setWt(φ, ρ) of witness positions of ρ for φ is the minimal set of ρ-
positions satisfying the following constraint:
• for each ⟨E⟩ψ ∈ E(φ, ρ), the greatest ρ-position i > 1 such that
K , ρi |= ψ belongs toWt(φ, ρ).a
aNote that such a ρ-position exists by definition of E(φ, ρ).
It is easy to see that the cardinalities of E(φ, ρ) and ofWt(φ, ρ) are at most
|φ | − 1. We are now ready to prove the polynomial small-model property.
Theorem 4.1.5 (Polynomial small-model property for AAEE). Let K =
(AP , S, R, µ, s0) be a finite Kripke structure, ρ,σ ∈ TrcK , and φ be an AAEE
formula in NNF such that K , ρ ⋆ σ |= φ. Then there exists π , induced by ρ,
such that K ,π ⋆ σ |= φ, and |π | ≤ |S | · (|φ | + 1)2.
As a preliminary remark, we note that the theorem holds in particular if |σ | = 1,
and thus ρ ⋆ σ = ρ and π ⋆ σ = π . In such a case, if K , ρ |= φ, then K ,π |= φ,
where π is induced by ρ and |π | ≤ |S | · (|φ | + 1)2. The more general statement
of Theorem 4.1.5 is needed for technical reasons in the soundness/completeness
proofs of the algorithms for MC given in the following.
Proof. W.l.o.g., we restrict ourselves to the proposition letters occurring in φ,
thus having |AP | ≤ |φ |. LetWt(φ, ρ ⋆ σ ) be the set of witness positions of ρ ⋆ σ
for φ, let {i1, . . . , ik } be the ordering ofWt(φ, ρ ⋆ σ ) such that i1 < . . . < ik , and
let i0 = 1 and ik+1 = |ρ ⋆ σ |. Hence, 1 = i0 < i1 < . . . < ik ≤ ik+1 = |ρ ⋆ σ |.
If |ρ | ≤ |S | · (|φ | + 1)2, the thesis trivially holds. Let us assume that |ρ | >
|S | · (|φ | + 1)2. We show that there exists a trace π induced by ρ, with |π | <
|ρ |, such that K ,π ⋆ σ |= φ.
W.l.o.g., we can assume that, for some j ≥ 0, i0 < i1 < . . . < i j are ρ-positions,
while i j+1 < . . . < ik+1 are (ρ ⋆ σ )-positions not in ρ. Then, either (i) there exists
t ∈ [0, j − 1] such that it+1 − it > |S | · (|φ | + 1) or (ii) |ρ(i j , |ρ |)| > |S | · (|φ | + 1). By
way of contradiction, suppose that neither (i) nor (ii) holds. We need to distinguish
two cases. If ρ ⋆ σ = ρ, then |ρ | = (ik+1 − i0) + 1 ≤ (k + 1) · |S | · (|φ | + 1) + 1;
otherwise (|ρ | < |ρ⋆σ |), |ρ | = (i j −i0)+ |ρ(i j , |ρ |)| ≤ j · |S | · (|φ |+1)+ |S | · (|φ |+1) ≤
(k + 1) · |S | · (|φ | + 1). The contradiction follows since (k + 1) · |S | · (|φ | + 1) + 1 ≤
|φ | · |S | · (|φ | + 1) + 1 ≤ |S | · (|φ | + 1)2.
Let (α , β) = (it , it+1) in case (i), and (α , β) = (i j , |ρ |) in case (ii) and let
ρ ′ = ρ(α , β). In both cases, |ρ ′ | > |S | · (|φ | + 1) ≥ |S | · (|AP | + 1), being |AP | ≤ |φ |.
By Proposition 4.1.3, there exists a trace π ′ of K , well-formed with respect to ρ ′,
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ρ
π =ρ (1,it )⋆π ′⋆ρit+1
i1 it it+1 ij
⟨E⟩ψ1 ⟨E⟩ψt ⟨E⟩ψt+1 ⟨E⟩ψj
π ′
ρ′
Figure 4.3: Representation of the contraction step of Theorem 4.1.5—case (i)
◦
such that |π ′ | ≤ |S | · (|AP | + 1) < |ρ ′ |. Let π be the trace induced by ρ obtained
by replacing the subtrace ρ ′ of ρ by π ′ (see Figure 4.3 for a graphical account).
Since |π | < |ρ |, it remains to prove that K ,π ⋆ σ |= φ.
Let us denote π ⋆ σ by π and ρ ⋆ σ by ρ. Let H : [1, |π |] → [1, |ρ |] be the
function mapping positions of π into positions of ρ in such a way that positions
“outside” π ′, i.e., outside the interval [α ,α + |π ′ | −1], are mapped into their original
positions in ρ while those “inside” π ′, i.e., in [α ,α + |π ′ | − 1], are mapped into the
corresponding positions in ρ ′ (exploiting well-formedness of π ′ w.r.t. ρ ′):
H (m) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
m if m < α ;
α + ℓm−α+1 − 1 if α ≤ m < α + |π ′ |;
m + (|ρ ′ | − |π ′ |) if m ≥ α + |π ′ |,
where ℓs is the ρ ′-position corresponding to the π ′-position s , with ℓs ∈ [1, |ρ ′ |]
and s ∈ [1, |π ′ |].
It is easy to check that H satisfies the following properties:
1. H is strictly monotonic, i.e., for all j, j ′ ∈ [1, |π |], j < j ′ ⇐⇒ H (j) < H (j ′);
2. for all j ∈ [1, |π |], π (j) = ρ(H (j));
3. H (1) = 1 and H (|π |) = |ρ |;
4. Wt(φ, ρ) ⊆ {H (j) | j ∈ [1, |π |]}, i.e., all witness positions are preserved;
5. for each j ∈ [1, |π |] and p ∈ AP , K ,π j |= p ⇐⇒ K , ρH (j) |= p.
The fact that K ,π |= φ is an immediate consequence of the following claim,
considering that H (1) = 1, K , ρ |= φ, ρ1 = ρ, and π 1 = π .
Claim 4.1.6. For all j ∈ [1, |π |], all subformulasψ of φ, and all u ∈ TrcK , it
holds that
K ,u ⋆ ρH (j) |= ψ =⇒ K ,u ⋆ π j |= ψ .
Proof. Assume that K ,u ⋆ ρH (j) |= ψ . Note that u ⋆ ρH (j) is defined if and only if
u ⋆ π j is defined. We prove by induction on the structure ofψ that K ,u ⋆ π j |= ψ .
Since φ is in NNF, only the following cases occur:
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• ψ = p or ψ = ¬p for some p ∈ AP . By Property 5 of H , K ,π j |= p if and
only if K , ρH (j) |= p. Hence, K ,u ⋆ π j |= p if and only if K ,u ⋆ ρH (j) |= p,
and the result holds.
• ψ = θ1 ∧ θ2 or ψ = θ1 ∨ θ2, for some AAEE formulas θ1 and θ2: the result
directly follows from the inductive hypothesis.
• ψ = [E]θ . We need to show that for each proper suffix η of u⋆π j , K ,η |= θ .
We distinguish two cases:
– η is not a proper suffix of π j . Hence, η is of the form uh ⋆ π j for some
h ∈ [2, |u |]. Since K ,u ⋆ ρH (j) |= [E]θ , then K ,uh ⋆ ρH (j) |= θ . By the
inductive hypothesis, K ,uh ⋆ π j |= θ .
– η is a proper suffix of π j . Hence, η = πh for some h ∈ [j + 1, |π |]. By
Property 1 of H , H (h) > H (j), and since K ,u ⋆ ρH (j) |= [E]θ , we have
that K , ρH (h) |= θ . By the inductive hypothesis, K ,πh |= θ .
Therefore, K ,u ⋆ π j |= [E]θ .
• ψ = ⟨E⟩ θ . We need to show that there exists a proper suffix of u ⋆ π j
satisfying θ . Since K ,u ⋆ ρH (j) |= ψ , there exists a proper suffix η′ of
u ⋆ ρH (j) such that K ,η′ |= θ . We distinguish two cases:
– η′ is not a proper suffix of ρH (j). Hence, η′ is of the form uh ⋆ ρH (j) for
some h ∈ [2, |u |]. By the inductive hypothesis, K ,uh ⋆ π j |= θ . Hence,
K ,u ⋆ π j |= ⟨E⟩ θ .
– η′ is a proper suffix of ρH (j). Hence, η′ = ρi for some i ∈ [H (j)+ 1, |ρ |],
and K , ρi |= θ . Let i ′ be the greatest position of ρ such that K , ρi′ |= θ .
Hence i ′ ≥ i and, by Definition 4.1.4, i ′ ∈Wt(φ, ρ). By Property 4 of
H , i ′ = H (h) for some π -position h. Since H (h) > H (j), it holds that
h > j (Property 1). By the inductive hypothesis, K ,πh |= θ , and we
obtain that K ,u ⋆ π j |= ⟨E⟩ θ .
Therefore, in both the cases, K ,u ⋆ π j |= ⟨E⟩ θ .
• ψ = [E]θ or ψ = ⟨E⟩ θ : the thesis holds as a direct consequence of the
inductive hypothesis.
• ψ = [A]θ , ψ = ⟨A⟩ θ , ψ = [A]θ , or ψ = ⟨A⟩ θ . Since u ⋆ π j and u ⋆ ρH (j)
start at the same state and lead to the same state (by Properties 2 and 3 of
H ), the thesis trivially follows. This concludes the proof of the claim. □
We have shown that K ,π |= φ, with |π | < |ρ |. Now, if |π | ≤ |S | · (|φ | + 1)2,
the thesis is proved; otherwise, the above contraction step can be iterated a finite
number of times, until the bound is reached, proving the thesis of Theorem 4.1.5.
□
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4.1.2 PSPACE MC algorithm for AAEE
By exploiting the polynomial small-model property stated by Theorem 4.1.5, it
is easy to define a PSPACE MC algorithm for AAEE. The main MC procedure
for AAEE formulas is ModCheck(K ,ψ ) (Algorithm 4.1). All the initial traces σ ,
obtained by visiting the unravelling of K from its initial state s0 up to depth
|S | · (2|ψ | + 3)2, are checked with respect to ψ by the function Check(K ,ψ ,σ )
(Algorithm 4.2) which decides whetherK ,σ |= ψ . The Check function is iteratively
called until either some initial trace is found that does not satisfyψ or all bounded
initial traces satisfy ψ (and thus K |= ψ ). The invocation of Check(K ,ψ ,σ )
(Algorithm 4.2) decides whether K ,σ |= ψ or not by recursively calling itself
on the subformulas of ψ either over σ or over (bounded) traces obtained by
unraveling K forward (starting from lst(σ )) for occurrences of the modality ⟨A⟩,
and backward (starting from fst(σ )) for occurrences of ⟨A⟩ and ⟨E⟩.
Note that the considered bound on the length of initial traces is actually
|S | · (2|ψ | + 3)2 ≥ |S | · (|NNF(¬ψ )| + 1)2 (line 1 of the ModCheck procedure). The
reason is that the correctness proof of the algorithm exploits the polynomial bound
of Theorem 4.1.5 over the formula ¬ψ , that has to be converted into NNF.
The next results state soundness and completeness of Algorithm 4.2 and
Algorithm 4.1, respectively. Their proofs can be found in Appendix B.1 and B.2.
Lemma 4.1.7. Let ψ be an AAEE formula, K be a finite Kripke structure,
and σ ∈ TrcK . Then, Check(K ,ψ ,σ ) = 1 if and only if K ,σ |= ψ .
Theorem 4.1.8. Letψ be an AAEE formula and K be a finite Kripke struc-
ture. Then, ModCheck(K ,ψ ) = 1 if and only if K |= ψ .
The MC procedures require polynomial working space, since:
• ModCheck needs to store only a trace no longer than |S |·(2|ψ |+3)2 (obviously,
many traces are generated while visiting the unravelling of K , but only one
at a time needs to be stored);
• every recursive call to Check (possibly) needs space for a trace no longer
than |S | · (2|φ | + 1)2, where φ is a subformula ofψ such that |φ | ≤ |ψ | − 1;
• at most one call to ModCheck and |ψ | calls to Check can be simultaneously
active.
Thus the maximum space needed by the given algorithms is (|ψ | + 1) ·O(log |S |) ·
(|S | · (2|ψ | + 3)2) bits, where O(log |S |) bits are needed to represent a state of K .
Theorem 4.1.8, along with the above space analysis and the fact that MC for
the fragment E is PSPACE-hard (see Appendix B.3), entail the following corollary.
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Algorithm 4.1 ModCheck(K ,ψ )
1: for all initial traces σ ∈ TrcK such that |σ | ≤ |S | · (2|ψ | + 3)2 do
2: if Check(K ,ψ ,σ ) = 0 then
3: return 0: “K ,σ ̸ |= ψ ” ◁ Counterexample found
4: return 1: “K |= ψ ”
Algorithm 4.2 Check(K ,ψ ,σ )
1: if ψ = p, for p ∈ AP then
2: if p ∈ ⋂s ∈states(σ ) µ(s) then
3: return 1 else return 0
4: else if ψ = ¬φ then
5: return 1 − Check(K ,φ,σ )
6: else if ψ = φ1 ∧ φ2 then
7: if Check(K ,φ1,σ ) = 0 then
8: return 0
9: else
10: return Check(K ,φ2,σ )
11: else if ψ = ⟨A⟩ φ then
12: for all π ∈ TrcK such that fst(π ) = lst(σ ), and |π | ≤ |S | · (2|φ | + 1)2 do
13: if Check(K ,φ,π ) = 1 then
14: return 1
15: return 0
16: else if ψ = ⟨E⟩ φ then
17: for each proper suffix π of σ do
18: if Check(K ,φ,π ) = 1 then
19: return 1
20: return 0
21: else if ψ = ⟨E⟩ φ then
22: for all π ∈ TrcK such that lst(π ) = fst(σ ), and 2 ≤ |π | ≤ |S | · (2|φ | + 1)2 do
23: if Check(K ,φ,π ⋆ σ ) = 1 then
24: return 1
25: return 0
26: . . . ◁ ψ = ⟨A⟩ φ is analogous toψ = ⟨A⟩ φ
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Algorithm 4.3 CounterExE(K ,ψ )
1: ρ ← A_trace(K , s0, |ψ |) ◁ a trace of K from s0 of length ≤ |S | · (2|ψ | + 3)2
2: if CheckE(K ,ψ , ρ) = ⊥ then
3: return Yes: “K , ρ ̸ |= ψ ” ◁ Counterexample found
4: else
5: return No: “K , ρ |= ψ ” ◁ Counterexample not found
◦
Corollary 4.1.9. The MC problem for AAEE formulas over finite Kripke
structures is PSPACE-complete.
The same result, that is, PSPACE-completeness, clearly holds also for any
sub-fragment of AAEE which features modality E.
4.1.3 co-NP MC algorithm for B and E
We now conclude the section by showing that the MC problem for the fragments
B and E is in co-NP, that is, they have the same complexity as the purely proposi-
tional fragment Prop (proved to be hard for co-NP in [MMP15a]). We focus on
E, as the case of B is completely symmetric. As we will see, the MC algorithm
heavily rests again on the polynomial small-model property.
The algorithm is based on the non-deterministic procedure CounterExE(K ,ψ )
(Algorithm 4.3) which searches for counterexamples to the input E formula ψ
(that is, initial traces satisfying ¬ψ ). If such a counterexample is found, clearly
K ̸ |= ψ . First, the procedure generates in a non-deterministic way an initial trace
ρ, whose length is at most |S | · (2|ψ | + 3)2, by means of A_trace(K , s0, |ψ |). Then,
the deterministic function CheckE(K ,ψ , ρ), reported in Algorithm 4.4, evaluatesψ
over ρ. If CheckE returns ⊥, a counterexample has been found and CounterExE
returnsYes (thus the non-deterministic computation of the algorithm is successful).
Otherwise, it returns No (the computation fails).
As for the function CheckE, the following result holds.
Proposition 4.1.10. Letψ be an E formula, K be a finite Kripke structure,
and ρ be a trace of K . Then, CheckE(K ,ψ , ρ) = ⊤ if and only if K , ρ |= ψ .
CheckE exploits a Boolean table T with an entry for each pair consisting of
a subformula ofψ and the starting position of a suffix of ρ (the size of T is then
|ψ | · |ρ |). The function scans all the subformulas φ of the input ψ by increasing
length, and it stores in the Boolean entryT [φ, i], for 1 ≤ i ≤ |ρ |, whetherK , ρi |= φ
or not. Note that the result of the evaluation of ψ over ρ is stored in T [ψ , 1], as
ρ1 = ρ. Since subformulas ofψ are considered by increasing length order, during
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Algorithm 4.4 CheckE(K ,ψ , ρ)
1: T ← New_Bool_Table(|ψ |, |ρ |) ◁ creates new table of |ψ | · |ρ | Boolean entries
2: for all subformulas φ ofψ by increasing length do
3: if φ = p, for p ∈ AP then
4: T [p, |ρ |] ← p ∈ µ(lst(ρ))
5: for i = |ρ | − 1, . . . , 1 do
6: T [p, i] ← T [p, i + 1] and p ∈ µ(ρ(i))
7: else if φ = ¬φ1 then
8: for i = |ρ |, . . . , 1 do
9: T [φ, i] ← not T [φ1, i]
10: else if φ = φ1 ∧ φ2 then
11: for i = |ρ |, . . . , 1 do
12: T [φ, i] ← T [φ1, i] and T [φ2, i]
13: else if φ = ⟨E⟩ φ1 then
14: T [φ, |ρ |] ← ⊥
15: for i = |ρ | − 1, . . . , 1 do
16: T [φ, i] ← T [φ, i + 1] or T [φ1, i + 1]
17: return T [ψ , 1]
◦
an iteration starting at line 2, when a subformula φ of ψ is being processed, it
holds thatT [ξ , i] is defined for all other subformulas ξ processed in some previous
iteration, and T [ξ , i]=⊤ iff K , ρi |=ξ . Hence, at the end, T [ψ , 1]=⊤ iff K , ρ |=ψ .
We can now prove that the procedure CounterExE is sound and complete. If
CounterExE(K ,ψ ) has a successful computation, then there exists an initial trace
ρ such that CheckE(K ,ψ , ρ) = ⊥. This means that K , ρ ̸ |= ψ , and thus K ̸ |= ψ .
Conversely, if K ̸ |= ψ then there exists an initial trace ρ such that K , ρ ̸ |= ψ .
By Theorem 4.1.5, there exists an initial trace π , whose length is bounded by
|S | · (|ψ ′ | + 1)2 ≤ |S | · (2|ψ | + 3)2, such that K ,π |= ψ ′, whereψ ′ is the NNF of ¬ψ .
Now, some non-deterministic instance of A_trace(K , s0, |ψ |) generates exactly
such π , being |π | ≤ |S | · (2|ψ | + 3)2. Moreover, CheckE(K ,ψ ,π ) = ⊥, and thus
CounterExE(K ,ψ ) has a successful computation.
CounterExE(K ,ψ ) is in NP, as the generated trace(s) ρ has (have) a length
polynomial in |S | and |ψ |, and can thus be computed in polynomial time. Moreover,
CheckE performs a polynomial number of steps, since all it has to do is filling
in the table T , which features |ψ | · |ρ | entries.
Corollary 4.1.11. The MC problem for E formulas over finite Kripke struc-
tures is co-NP-complete.
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Proof. Since CounterExE(K ,ψ ) has a successful computation if and only if K ̸ |=
ψ , and such a procedure runs in (non-deterministic) polynomial time, the MC
problem belongs to co-NP. The co-NP-hardness derives immediately from that
of the purely propositional HS fragment Prop, as proved in [MMP15a]. □
In the next section we will see what happens if we add B to AAEE, and E
to AABB: we shall prove a different (this time, exponential) small-model prop-
erty for AAEBE and AABBE, which will allow us to devise an EXPSPACE MC
algorithm for them.
4.2 The fragments AABBE and AAEBE: exponen-
tial small-model property
Before going into the details of the section, we would like to summarize the main
ideas of [MMP17], in which the authors gave the first exponential small-model
for AABBE and AAEBE, different from the one we shall see in the following.
We recall from Chapter 2 that being associated with the same B-descriptor is
a sufficient condition for two traces to be indistinguishable with respect to the
fulfillment ofAABBE formulas, provided that the B-nesting depth of the considered
formula is less than or equal to the depth of the descriptor itself. Thus we may say
that a Bk -descriptor provides a finite encoding for a possibly infinite set of traces
(the traces associated with that descriptor). Unfortunately, the representation
of Bk -descriptors as trees labelled over descriptor elements is highly redundant.
For instance, given any pair of subtrees rooted in some children of the root of a
descriptor, it is always the case that one of them is a subtree of the other: the two
subtrees are associated with two (different) prefixes of a trace and one of them is
necessarily a prefix of the other. In practice, redundancy of the tree representation
of Bk -descriptors prevents their direct use in MC algorithms, and makes it difficult
to determine their intrinsic complexity.
In [MMP17], the authors devise a more compact representation of Bk -descrip-
tors. Their idea is selecting, for each Bk -descriptor witnessed in K , a trace called
trace representative, which is associated with such a descriptor, and whose length is
(exponentially) bounded in both the size of S (the set of states of K ) and k . Clearly,
they have to prove that such a finite bound exists. To the aim they consider
suitable ordered sequences (possibly with repetitions) of descriptor elements of
a Bk -descriptor. Let the descriptor sequence for a trace be the ordered sequence
of descriptor elements associated with its prefixes. In general, in a descriptor se-
quence, descriptor elements can be repeated. The authors introduce an equivalence
relation that allows them to put together (contracting them) indistinguishable
occurrences of the same descriptor element in a descriptor sequence, that is, to
detect those occurrences which are associated with prefixes of the trace with the
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same Bk -descriptor. A trace representative for a Bk -descriptor should not feature
indistinguishable occurrences of any descriptor elements: it can be obtained by it-
eratively applying such a contraction method, which always leads to an exponential
(in |S | and k) bounded-length trace indistinguishable from the original one. All this
is done avoiding the expensive operation of explicitly constructing Bk -descriptors.
Thanks to trace representatives, they finally devise anEXPSPACE “representa-
tive-based” MC algorithm for AABBE, which basically can restrict the verification
of AABBE formulas only over trace representatives, while retaining completeness.
In [MMP17], the bound on the length of representatives is calculated in a very
technical (and tricky) way. We now give a much more understandable proof of
EXPSPACE membership of MC for AABBE, which makes use of the presented
notion of induced trace (Definition 4.1.1).
More precisely, we prove that AABBE (and AAEBE) features an exponential
small-model property guaranteeing that, for each h ≥ 0 and trace ρ of a finite
Kripke structure K = (AP , S, R, µ, s0), it is always possible to find another trace of
K induced by ρ, whose length is at most (|S | + 2)h+2, which is indistinguishable
from ρ with respect to the satisfiability of any AABBE (resp., AAEBE) formula φ
with B-nesting depth NestB(φ) (resp., E-nesting depth NestE(φ)) at most h.
To prove such a property, we first introduce the notion of h-prefix bisimilarity
(resp., h-suffix bisimilarity), which defines an equivalence relation over TrcK
ensuring that equivalent traces satisfy the same AABBE (resp., AAEBE) formulas
with B-nesting (resp., E-nesting) depth at most h.
Then, we show how to determine, for a given trace ρ, a subset of positions
of ρ that allow us to build another trace ρ ′, with length at most (|S | + 2)h+2,
such that ρ and ρ ′ are h-prefix bisimilar (resp., h-suffix bisimilar). We call such
a set of ρ-positions prefix (resp., suffix) sampling of ρ. Intuitively, they play a
role which is analogous to that of witness positions (Definition 4.1.4) used in
the previous section.
Let h ≥ 0; h-prefix bisimilarity and h-suffix bisimilarity between a pair of traces
ρ and ρ ′ of a Kripke structure are defined as follows.
Definition 4.2.1 (Prefix-bisimilarity and Suffix-bisimilarity). Let h ≥ 0.
Two traces ρ and ρ ′ of a finite Kripke structure K are h-prefix bisimilar if
the following conditions inductively hold:
• forh = 0: fst(ρ) = fst(ρ ′), lst(ρ) = lst(ρ ′), and states(ρ) = states(ρ ′);
• for h > 0: ρ and ρ ′ are 0-prefix bisimilar and for each proper prefix
ν of ρ (resp., proper prefix ν ′ of ρ ′), there exists a proper prefix ν ′ of
ρ ′ (resp., proper prefix ν of ρ) such that ν and ν ′ are (h − 1)-prefix
bisimilar.
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The notion of h-suffix bisimilarity is defined in a symmetric way by con-
sidering suffixes of traces, instead of prefixes.
As it will be established by Proposition 4.2.5 below, h-prefix (resp., h-suffix)
bisimilarity is a sufficient condition for two traces ρ and ρ ′ to be indistinguishable
with respect to the satisfiability of AABBE (resp., AAEBE) formulas with B-nesting
(resp., E-nesting) depth at most h.
The following property can easily be shown.
Property 4.2.2. Given a finite Kripke structure K , for all h ≥ 0, h-prefix
(resp., h-suffix) bisimilarity is an equivalence relation over TrcK .
The following property states that h-suffix bisimilarity and h-prefix bisim-
ilarity “propagate downwards”.
Property 4.2.3. Let h > 0, and ρ and ρ ′ be two h-prefix (resp., h-suffix)
bisimilar traces of a finite Kripke structure K . Then ρ and ρ ′ are also
(h − 1)-prefix (resp., (h − 1)-suffix) bisimilar.
h-prefix and h-suffix bisimilarity are preserved by left and right ⋆-concatena-
tion with the same trace. The property can be easily proved by induction on h ≥ 0.
Proposition 4.2.4. Let h ≥ 0, and let ρ and ρ ′ be two h-prefix (resp., h-
suffix) bisimilar traces of a finite Kripke structure K . Then, for each trace
ρ ′′ of K , it holds that:
1. ρ ′′ ⋆ ρ and ρ ′′ ⋆ ρ ′ are h-prefix (resp., h-suffix) bisimilar;
2. ρ ⋆ ρ ′′ and ρ ′ ⋆ ρ ′′ are h-prefix (resp., h-suffix) bisimilar.
By Proposition 4.2.4 and a straightforward induction on the structural complex-
ity of formulas, we obtain that h-prefix (resp., h-suffix) bisimilarity preserves the
satisfiability of AABBE (resp., AAEBE) formulas with B-nesting (resp., E-nesting)
depth at most h. In other words, h-prefix (resp., h-suffix) bisimilarity is a sufficient
condition for two traces to be indistinguishable with respect to any AABBE (resp.,
AAEBE) formula ψ with NestB(ψ ) ≤ h (resp., NestE(ψ ) ≤ h).
Proposition 4.2.5. Let h ≥ 0, and let ρ and ρ ′ be two h-prefix (resp., h-
suffix) bisimilar traces of a finite Kripke structure K . For each AABBE (resp.,
AAEBE) formulaψ with NestB(ψ ) ≤ h (resp., NestE(ψ ) ≤ h), it holds that
K , ρ |= ψ ⇐⇒ K , ρ ′ |= ψ .
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In the remaining part of the section, we will focus on the fragment AABBE
(the case of AAEBE is completely symmetric). We show how to determine a
subset of positions of a trace ρ (a prefix sampling of ρ), starting from which it
is possible to build another trace ρ ′, of bounded exponential length, which is
indistinguishable from ρ with respect to the satisfiability of AABBE formulas
up to a given B-nesting depth.
We start by introducing the notions of prefix-skeleton sampling and h-prefix
sampling, and prove some related properties. In the following, we fix a finite
Kripke structure K = (AP , S, R, µ, s0), and, given a set I of natural numbers, by
“two consecutive elements of I” we mean a pair of elements i, j ∈ I such that
i < j and I ∩ [i, j] = {i, j}.
Definition 4.2.6 (Prefix-skeleton sampling). Let ρ be a trace of K . Given
two ρ-positions i and j, with i ≤ j, the prefix-skeleton sampling of ρ in
the interval [i, j] is the minimal set P of ρ-positions in the interval [i, j]
satisfying the next conditions:
• i, j ∈ P ;
• for each state s ∈ S occurring in ρ(i +1, j−1), the minimum position
k ∈ [i + 1, j − 1] such that ρ(k) = s belongs to P .
Example 4.2.7. Figure 4.4 gives a graphical account of the prefix-skeleton
sampling of a trace ρ in [i, j], where ρ(i, j) = s41s2s1s3s1s2s3s1s3.
i j
s1 s1 s1 s1 s2 s1 s3 s1 s2 s3 s1 s3
ρ(i, j)
P = {i, i + 1, i + 4, i + 6, j}
Figure 4.4: The set P is the prefix-skeleton sampling of ρ(i, j) = s41s2s1s3s1s2s3s1s3.
From Definition 4.2.6, it immediately follows that the prefix-skeleton sampling
P of (any) trace ρ in [i, j] is such that |P | ≤ |S | + 2, and if i < j, then i + 1 ∈ P .
Definition 4.2.8 (h-prefix sampling). Let ρ be a trace of K . For each
h ≥ 1, the h-prefix sampling of ρ is the minimal set Ph of ρ-positions
inductively satisfying the following conditions:
• for h = 1: P1 is the prefix-skeleton sampling of ρ in [1, |ρ |];
88 ⋄ Chapter 4. HS fragments in PSPACE and EXPSPACE
• for h > 1: (i) Ph ⊇ Ph−1 and (ii) for all pairs of consecutive positions
i, j ∈ Ph−1, the prefix-skeleton sampling of ρ in [i, j] belongs to Ph .
The following upper bound to the cardinality of prefix samplings easily fol-
lows from Definition 4.2.8.
Property 4.2.9. Let h ≥ 1 and ρ be a trace of K . The h-prefix sampling
Ph of ρ is such that |Ph | ≤ (|S | + 2)h .
Lemma 4.2.11 and Theorem 4.2.12 below show how to derive, from any
trace ρ of the given finite Kripke structure K , another trace ρ ′, induced by ρ
and h-prefix bisimilar to ρ, such that |ρ ′ | ≤ (|S | + 2)h+2. By Proposition 4.2.5,
ρ ′ is indistinguishable from ρ with respect to the satisfiability of any AABBE
formula ψ with NestB(ψ ) ≤ h.
In order to build ρ ′, we first compute the (h+1)-prefix sampling Ph+1 of ρ. Then,
for all the pairs of consecutive ρ-positions i, j ∈ Ph+1, we consider a trace induced
by ρ(i, j), with no repeated occurrences of any state, except at most the first and
last ones (hence, it is not longer than |S | + 2). The trace ρ ′ is just the ordered
concatenation (by means of the ⋆-concatenation operator) of all these traces. The
aforementioned bound on |ρ ′ | holds as, by Property 4.2.9, |Ph+1 | ≤ (|S | + 2)h+1.
Lemma 4.2.11 states that ρ and ρ ′ are indeed h-prefix bisimilar. The proof of such
lemma exploits the following technical result (proved in Appendix B.4).
Lemma 4.2.10. Let h ≥ 1, ρ be a trace of K , and let i, j be two consecutive
ρ-positions in the h-prefix sampling of ρ. Then, for all ρ-positions n,n′ ∈
[i + 1, j] such that ρ(n) = ρ(n′), it holds that ρ(1,n) and ρ(1,n′) are (h − 1)-
prefix bisimilar.
Lemma 4.2.11. Let h ≥ 1, ρ be a trace of K , and ρ ′ = ρ(i1)ρ(i2) · · · ρ(ik )
be a trace induced by ρ, where 1 = i1 < i2 < . . . < ik = |ρ | and Ph+1 ⊆
{i1, . . . , ik }, with Ph+1 the (h + 1)-prefix sampling of ρ. Then for all j ∈ [1,k],
ρ ′(1, j) and ρ(1, i j ) are h-prefix bisimilar.
Note that, as a straightforward consequence, ρ and ρ ′ are h-prefix bisimilar.
Proof. Let Q = {i1, . . . , ik } (hence Ph+1 ⊆ Q) and let j ∈ [1,k]. We prove by
induction on j that ρ ′(1, j) and ρ(1, i j ) are h-prefix bisimilar. As for the base case
(j = 1), the result holds, since i1 = 1.
Let us assume that j > 1. We first show that ρ(1, i j ) and ρ ′(1, j) are 0-prefix
bisimilar. Clearly, ρ(1) = ρ(i1) = ρ ′(1), ρ(i j ) = ρ ′(j), and states(ρ ′(1, j)) ⊆
states(ρ(1, i j )). Now, if, by contradiction, there was a state s such that s ∈
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states(ρ(1, i j )) \ states(ρ ′(1, j)), then for all l ∈ Q , with l ≤ i j , ρ(l) , s . However,
the prefix-skeleton sampling P1 of ρ in [1, |ρ |] is contained in Q , and the minimal
ρ-position l ′ such that ρ(l ′) = s belongs to P1. Since s ∈ states(ρ(1, i j )), we have
l ′ ≤ i j and we get a contradiction, implying that states(ρ ′(1, j)) = states(ρ(1, i j )).
It remains to prove that:
1. for each proper prefix ν ′ of ρ ′(1, j), there exists a proper prefix ν of ρ(1, i j )
such that ν and ν ′ are (h − 1)-prefix bisimilar, and
2. for each proper prefix ν of ρ(1, i j ), there exists a proper prefix ν ′ of ρ ′(1, j)
such that ν and ν ′ are (h − 1)-prefix bisimilar.
As for (1.), let ν ′ be a proper prefix of ρ ′(1, j). Hence, there existsm ∈ [1, j − 1]
such that ν ′ = ρ ′(1,m). By the inductive hypothesis, ρ ′(1,m) and ρ(1, im) are
h-prefix bisimilar, and thus (h − 1)-prefix bisimilar as well by Property 4.2.3. Since
ρ(1, im) is a proper prefix of ρ(1, i j ), by choosing ν = ρ(1, im), (1.) follows.
As for (2.), assume that ν is a proper prefix of ρ(1, i j ). Therefore, there exists
n ∈ [1, i j − 1] such that ν = ρ(1,n). We distinguish two cases:
• n ∈ Ph+1. Since n < i j , there existsm ∈ [1, j − 1] such that n = im . By the
inductive hypothesis, ρ(1,n) and ρ ′(1,m) are h-prefix bisimilar, and thus
(h − 1)-prefix bisimilar as well by Property 4.2.3. Since ρ ′(1,m) is a proper
prefix of ρ ′(1, j), by choosing ν ′ = ρ ′(1,m), (2.) follows.
• n < Ph+1. It follows that there exist two consecutive positions i ′ and j ′ in
Ph+1, with i ′ < j ′, such that n ∈ [i ′ + 1, j ′ − 1]. By definition of (h + 1)-prefix
sampling, there exist two consecutive positions i ′′ and j ′′ in the h-prefix
sampling of ρ, with i ′′ < j ′′, such that i ′ and j ′ are two consecutive positions
in the prefix-skeleton sampling of ρ in the interval [i ′′, j ′′].
First, we observe that i ′ , i ′′ (otherwise, j ′ = i ′ + 1, which contradicts the
fact that [i ′+1, j ′−1] , ∅, as n ∈ [i ′+1, j ′−1]). Thus, by definition of prefix-
skeleton sampling applied to ρ in [i ′′, j ′′], and since n ∈ [i ′ + 1, j ′ − 1], there
must be ℓ ∈ [i ′′ + 1, i ′] such that ρ(ℓ) = ρ(n) and ℓ is in the prefix-skeleton
sampling of ρ in [i ′′, j ′′]. Hence, ℓ ∈ Ph+1 by definition of (h + 1)-prefix
sampling. As a consequence, since ℓ < n < i j , there existsm ∈ [1, j−1] such
that ℓ = im . By applying Lemma 4.2.10, we deduce that ρ(1,n) and ρ(1, im)
are (h − 1)-prefix bisimilar. Moreover, by the inductive hypothesis, ρ(1, im)
and ρ ′(1,m) are (h − 1)-prefix bisimilar. Thus, by choosing ν ′ = ρ ′(1,m), ν ′
is a proper prefix of ρ ′(1, j) which is (h − 1)-prefix bisimilar to ν = ρ(1,n).
This concludes the proof of Lemma 4.2.11. □
We are now ready to prove the exponential small-model property.
Theorem 4.2.12 (Exponential small-model property for AABBE). Let ρ
be a trace of a finite Kripke structure K and let h ≥ 0. Then there exists
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a trace ρ ′ induced by ρ, whose length is at most (|S | + 2)h+2, such that for
every AABBE formulaψ with NestB(ψ ) ≤ h, it holds
K , ρ |= ψ ⇐⇒ K , ρ ′ |= ψ .
Proof. Let Ph+1 be the (h + 1)-prefix sampling of ρ. For all pairs of consecutive
ρ-positions i and j in Ph+1, there exists a trace induced by ρ(i, j), whose length
is at most |S | + 2, featuring no repeated occurrences of any internal state. We
now define ρ ′ as the trace of K obtained by an ordered concatenation of all these
induced traces by means of the ⋆-concatenation operator. It is immediate to see
that ρ ′ = ρ(i1)ρ(i2) · · · ρ(ik ), for some indexes 1 = i1 < i2 < . . . < ik = |ρ |,
where {i1, . . . , ik } contains the (h + 1)-prefix sampling Ph+1 of ρ. It holds that
|ρ ′ | ≤ |Ph+1 | · (|S | + 2) and since, by Property 4.2.9, |Ph+1 | ≤ (|S | + 2)h+1, we obtain
that |ρ ′ | ≤ (|S | + 2)h+2. Moreover, by Lemma 4.2.11, ρ and ρ ′ are h-prefix bisimilar.
By Proposition 4.2.5 the thesis follows. □
Theorem 4.2.12 allows us to easily devise an EXPSPACE MC algorithm for
AABBE formulas (and symmetrically for AAEBE formulas), which can be ob-
tained from Algorithms 4.1 and 4.2 by adapting the bounds on the length of
considered traces.
We observe that the polynomial small-model property for AABB/AAEE of the
previous section depends on the specific formula φ we are considering (as the
input of the MC problem), whereas the exponential small-model property for
AABBE/AAEBE states the existence of a shorter trace ρ ′ equivalent to (a generic)
ρ with respect to all formulas up to a given B/E-nesting depth h. As a matter of
fact, the former relies on the witness positions, which are defined on φ; the latter
on h-prefix/suffix bisimilarity and h-prefix/suffix samplings, that are independent
of any formula (they are only based on h, i.e., the maximum B/E-nesting depth of
formulas we want to consider). Therefore, we can say that the latter small-model
states a stronger property; however, this may lead to a bound on the length of
equivalent traces higher than necessary: we have proved the MC problem for
AABBE/AAEBE to be in EXPSPACE, but it is only known to be PSPACE-hard
(since E or B are enough for PSPACE-hardness, as shown in Appendix B.3). We
do not know whether this complexity gap is due to the small-model proving
a loose bound (that might be strengthened by finding another characterization
depending on the input formula as well), or to a weak complexity lower-bound
(here, exploiting the other modalities A, A and B/E, along with B and E jointly,
may enable us to prove a stronger one), or to both at the same time. We will
come back to AABBE/AAEBE in Chapter 7, where we will relax homogeneity and
will be able to decrease the complexity upper bound (yet still not matching the
lower) also for the homogeneous case.
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4.3 Conclusions
In this chapter we have studied two well-behaved PSPACE-complete fragments,
AABB and AAEE, which are quite promising from the point of view of applications.
MC for AABBE and AAEBE turns out to be in EXPSPACE and PSPACE-hard.
Membership to PSPACE for the former two fragments and to EXPSPACE
for the latter have been proved by means of small-models which, in turn, rely on
suitable (depending on the specific fragment) contraction techniques applied to
the traces of a finite Kripke structure. While the first result is novel, the second
substantially simplifies the constructions and the complexity of the proofs given
for the same problem in [MMP17].
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In this chapter, we study the MC problem for some of the sub-fragments ofAABB and of AAEE—removing B and E which lead to PSPACE-hardness—namely, A, A, AA, AB, AB, AE, AE, AAB, and AAE. All these have a similar
computational complexity, as their MC settles in one of the lowest levels of the
polynomial-time hierarchy, PNP, or even below. We recall that PNP is the set
of problems decided by a deterministic polynomial-time Turing machine, en-
dowed with an oracle for the class NP which decides, in one computation step,
whether an instance of a problem belonging to NP is positive or not. PNP is
also referred to as P relative to NP.
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In order to solve their MC,AAB, AAE, AB, andAE require theP Turingmachine
to performO(nk ) queries to the NP oracle, for an input of size n and for some con-
stantk ≥ 0. Conversely, A, A, AA, AB, andAE are “easier” since, for them,O(log2 n)
queries are always enough: the MC problem for the latter fragments witnesses a
“non-standard” complexity class in the polynomial-time hierarchy, called bounded-
query class and denoted asPNP[O (log2 n)], that will be presented inmore detail below.
More formally, we first prove that MC for AB, AE, AAB, and AAE is a PNP-
complete problem. To this end, we design a PNP algorithm exploiting the poly-
nomial small-model property of Section 4.1 and we prove a matching complexity
lower bound.Next, we devise another MC algorithm for all the remaining frag-
ments, A, A, AA, AB, and AE, via a reduction to the problem TB(SAT)1×M [Sch03] (a
problem complete for the aforementioned bounded-query class), whose instances
are complex circuits in which some of the gates feature NP oracles. Finally, we
prove a lower bound showing that at least logn queries are needed to solve MC; un-
fortunately, it does not match the upper bound, leaving open the question whether
the problem can be solved by o(log2 n) (i.e., strictly less than O(log2 n)) queries to
an NP oracle, or a tighter lower bound can be proved (or both). Figure 5.1 depicts
the scenario of complexity of MC for AABB and all its sub-fragments.
Before moving on, we want to intuitively explain why, for instance, AB is
“easier” than AB (the same holds for the symmetric fragments AE and AE); this
is justified by the different expressiveness of the two fragments. Let us consider
an AB formula of the form ⟨B⟩ ⟨A⟩ θ . A trace ρ satisfies ⟨B⟩ ⟨A⟩ θ if there exists
a prefix ρ˜ of ρ from which a branch, i.e., a trace starting from lst(ρ˜), satisfying
θ departs. Hence, AB allows one to state specific properties of the branches
departing from a state occurring in a given path. Such an ability will be exploited
in Section 5.4 to prove the PNP-hardness of AB. This kind of properties cannot
be expressed in the fragment AB. Indeed, for any given trace ρ, modality ⟨A⟩
only allows one to “select” traces leading to the first state of ρ, and modality ⟨B⟩
is of no help: if we consider any prefix ρ˜ of ρ, the set of traces leading to its
first state is exactly the same as the set of those leading to the first state of ρ, as
fst(ρ˜) = fst(ρ). Therefore, pairing ⟨A⟩ and ⟨B⟩ does not give any advantage in
terms of expressiveness. Finally, since A, A, and AA are devoid of modalities for
prefixes (and suffixes), they analogously belong to PNP[O (log2 n)].
Organization of the chapter.
• In the next section, we start by recalling some complexity classes that come
into play.
• In Section 5.2, we describe a PNP MC algorithm for AAB (and AAE).
• In Section 5.3, we provide a different MC algorithm for the fragments AA,
AB, and AE, whose computational complexity is lower, as it requires only
O(log2 n) queries to a NP oracle.
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• In Section 5.4, we prove aPNP lower bound forAB (resp., AE) MC. The bound
immediately propagates to AAB (resp., AAE), closing the complexity gap and
proving that the MC problem for AB, AE, AAB, and AAE is PNP-complete.
• In Section 5.5, we prove that MC for A and A formulas requires at least logn
queries to a NP oracle: this bound propagates to AA, AB, and AE.
Before going into the results, let us make the following example.
Example 5.0.1. We show how some meaningful properties, to be checked
against the Kripke structure KSched of Figure 2.4 at page 27, can be ex-
pressed by formulas of AE (a fragment that will be studied in detail next).
As in Example 2.1.9, in all formulas we force the validity of the considered
property over all legal computation sub-intervals by using modality [E]
(all computation sub-intervals are suffixes of at least one initial trace).
Truth of the next statements can easily be checked (formulas express the
same properties as those in Example 2.1.9, but are here adapted to AE):
• KSched |= [E]
( ⟨E⟩3 ⊤ → (χ (p1,p2) ∨ χ (p1,p3) ∨ χ (p2,p3))) ,
where χ (p,q) stands for ⟨E⟩ ⟨A⟩ p ∧ ⟨E⟩ ⟨A⟩ q;
• KSched ̸ |= [E](⟨E⟩10 ⊤ → ⟨E⟩ ⟨A⟩ p3);
• KSched ̸ |= [E](⟨E⟩5 → (⟨E⟩ ⟨A⟩ p1 ∧ ⟨E⟩ ⟨A⟩ p2 ∧ ⟨E⟩ ⟨A⟩ p3)).
The first formula states that in any suffix having length at least 4 of an
initial trace, at least 2 proposition letters are witnessed. KSched satisfies
the formula since a process cannot be executed twice in a row.
The second formula states that in any suffix of an initial trace having length
at least 11, process 3 is executed at least once in some internal states (non
starvation). KSched does not satisfy the formula since the scheduler can
avoid executing a process ad libitum.
The third formula requires that in any suffix of an initial trace having
length at least 6, p1, p2 and p3 are all witnessed. The only way to satisfy
this property is to constrain the scheduler to execute the three processes in
a strictly periodic manner (strict alternation), that is, pipjpkpipjpkpipjpk . . .,
i, j,k ∈ {1, 2, 3}, i , j , k , i , but this is not the case.
5.1 Some complexity classes in the polynomial hi-
erarchy
The polynomial-time hierarchy, denoted by PH, was introduced by Stockmeyer
in [Sto76], and is defined as
PH =
⋃
k ∈N
∆
p
k ,
5.1. Some complexity classes in the polynomial hierarchy ⋄ 97
where ∆p0 = Σ
p
0 = Π
p
0 = P and, for all k ≥ 1,
∆
p
k = P
Σ
p
k−1 , Σ
p
k = NP
Σ
p
k−1 , Π
p
k = co-Σ
p
k .
In particular, we have that ∆p1 = P, Σ
p
1 = NP, and ∆
p
2 = P
NP. A well-known
example of complete problem for Σpk (resp., Π
p
k ) is to decide the truth of fully-
quantified formulas of the form
Q1x1Q2x2 · · ·Qnxnϕ(x1,x2, . . . ,xn),
where ϕ(x1,x2, . . . ,xn) is a quantifier-free Boolean formula whose variables range
in the set {x1,x2, . . . ,xn}, Qi ∈ {∃,∀}, for all 2 ≤ i ≤ n, Q1 = ∃ (resp., Q1 = ∀),
and there are k − 1 quantifier alternations, that is, k − 1 different indexes j > 1
such that Q j , Q j−1. On the contrary, ∆pk does not feature very popular complete
problems. As an example, for each k ≥ 1, a ∆pk+1-complete problem is to decide
whether, given a true quantified Boolean formula of the form
∃x1 · · · ∃xr∀xr+1Qr+2xr+2 · · ·Qnxnϕ(x1, . . . ,xn),
with k−1 quantifier alternations, the lexicographically maximum truth assignment
υ to the variables (x1, . . . ,xr ) such that
∀xr+1Qr+2xr+2 · · ·Qnxnϕ(υ(x1), . . . ,υ(xr ),xr+1, . . . ,xn)
is true assigns 1 to xr [Got95].
As a particular case, given a satisfiable Boolean formula ϕ(x1, . . . ,xn), the
problem of deciding whether the lexicographically maximum truth assignment
to (x1, . . . ,xn) satisfying ϕ assigns 1 to xn is complete for ∆p2 = PNP. For other
examples of PNP-complete problems (many of them are related to MC) we refer
the reader to [BMP09, LMS01, LMS02, LMP10].
Above NP and co-NP, but below PNP, is the class PNP[O (logn)], introduced
by Papadimitriou and Zachos in [PZ82], which is the set of problems decided
by a deterministic P algorithm (Turing machine) which requires only O(logn)
queries to an NP oracle (being n the input size). Analogously, PNP[O (log2 n)] is
the set of problems decided by a P algorithm requiring O(log2 n) queries to an
NP oracle.1 These complexity classes (and all others which set a bound on the
number of allowed queries) are called bounded query classes. Note that PNP,
PNP[O (logn)] and PNP[O (log2 n)] are closed under complementation, as well as under
LOGSPACE (many-one) reductions.
1Here and in the following, we assume that the polynomial hierarchy PH is not collapsing, and
that PNP, PNP[O (logn)], and PNP[O (log2 n)] are distinct, as it is widely conjectured.
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As for PNP[O (logn)], it has been proved (see [BH91, Wag90]) that PNP[O (logn)] =
LOGSPACENP = PNP∥ , where P
NP
∥ is the class of problems decided by a deter-
ministic P algorithm which performs a single round (or a constant number of
rounds) of parallel queries to an NP oracle. By parallel queries, we mean that each
query is independent of the outcome of any other or, equivalently, that all queries
have to be formulated before the oracle is consulted. Obviously, the constraint of
parallelism is not necessarily fulfilled in the class PNP, where a query to the oracle
may be adaptive, that is, it may depend on the results of previously performed
queries. An example of complete problem for PNP[O (logn)] is PARITY(SAT): given
a set of Boolean formulas Γ = {ϕ1, . . . ,ϕn}, the problem is to decide if the number
of satisfiable formulas in Γ is odd or even [Wag87].
As for PNP[O (log2 n)], it has been proved in [CS92] that PNP[O (log2 n)] = PNP∥O (logn),
(in PNP∥O (logn) a succession of O(logn) parallel query rounds are allowed). To the
best of our knowledge, the first complete problems for this class were introduced
in [Sch03]. Among these, a detailed account of the problem TB(SAT)1×M will
be given in Section 5.3.
5.2 PNP MC algorithm for AAB and AAE
In this section, we present an MC algorithm for AAB formulas (see the procedure
MC reported in Algorithm 5.1) with complexity in the class PNP. W.l.o.g., we re-
strict our attention to AAB formulas devoid of occurrences of conjunctions and
universal modalities (definable, as usual, by means of disjunctions, negations,
and existential modalities).
The MC procedure MC for a formulaψ against a Kripke structure K exploits
two global vectors, VA and VA, which can be seen as the tabular representations
of two Boolean functions taking as arguments a subformula ϕ ofψ and a state s
◦
Algorithm 5.1 MC(K ,ψ ,direction)
1: for all ⟨A⟩ ϕ ∈ ModSubfAA(ψ ) do
2: MC(K ,ϕ, forward)
3: for all ⟨A⟩ ϕ ∈ ModSubfAA(ψ ) do
4: MC(K ,ϕ, backward)
5: for all s ∈ S do
6: if direction is forward then
7: VA(ψ , s) ← Success(Oracle(K ,ψ , s, forward,VA ∪VA))
8: else if direction is backward then
9: VA(ψ , s) ← Success(Oracle(K ,ψ , s, backward,VA ∪VA))
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of K . The function VA(ϕ, s) (resp., VA(ϕ, s)) returns ⊤ if and only if there exists
a trace ρ ∈ TrcK starting from the state s (resp., leading to the state s) such that
K , ρ |= ϕ. MC is initially invoked with parameters (K ,¬ψ , forward). During the
execution, it instantiates the entries of VA and VA, which are exploited in order
to answer the MC problem K |= ψ . In the end, this is equivalent to checking
whether VA(¬ψ , s0) = ⊥, where s0 is the initial state of K .
Let us consider MC in more detail. Along with the Kripke structure K and the
formulaψ , MC features a third parameter, direction, which can be assigned the
value forward (resp., backward), that is used in combination with the modality
⟨A⟩ (resp., ⟨A⟩) for a forward (resp., backward) unravelling of K . MC is applied
recursively (lines 1–4) on the nesting of modalities ⟨A⟩ and ⟨A⟩ in the formula
ψ (in the base case,ψ features no occurrences of ⟨A⟩ or ⟨A⟩). In order to instan-
tiate the Boolean vectors VA and VA, an oracle is invoked (lines 5–9) for each
state s of the Kripke structure. Such an invocation is syntactically represented by
Success(Oracle(K ,ψ , s,direction,VA∪VA)), and it returns⊤whenever there ex-
ists a computation of the non-deterministic algorithm Oracle(K ,ψ , s,direction,
VA ∪VA) returning ⊤, namely, whenever there is a suitable trace starting from, or
leading to s (depending on the value of the parameter direction), satisfyingψ .
We define now the set of AA-modal subformulas of ψ (ModSubfAA(ψ )) used
to “direct” the recursive calls of MC (lines 1–4).
Definition 5.2.1. The setModSubfAA(ψ ) of AA-modal subformulas of an
AAB formulaψ is the set of subformulas ofψ either of the form ⟨A⟩ψ ′ or
of the form ⟨A⟩ψ ′, for someψ ′, which are not in the scope of any ⟨A⟩ or
⟨A⟩ modality.
As an example, it holds that
• ModSubfAA(⟨A⟩ ⟨A⟩ q) = {⟨A⟩ ⟨A⟩ q}, and
• ModSubfAA
( ( ⟨A⟩ p ∧ ⟨A⟩ ⟨A⟩ q) → ⟨A⟩ p) = {⟨A⟩ p, ⟨A⟩ ⟨A⟩ q}.
MC is recursively called on each formula ϕ such that ⟨A⟩ ϕ or ⟨A⟩ ϕ belongs
to the set ModSubfAA(ψ ) (lines 1–4). In this way, we can recursively gather in
the Boolean vectors VA and VA, by increasing nesting depth of the modalities ⟨A⟩
and ⟨A⟩, the oracle answers for all the formulas ψ ′ such that ⟨A⟩ψ ′, or ⟨A⟩ψ ′,
is a subformula (be it maximal or not) of ψ .
We now consider the non-deterministic polynomial time procedure Oracle(K ,
ψ , s,direction,VA ∪VA) (see Algorithm 5.2), which is used as the “basic engine”
by the oracle in the aforementioned MC Algorithm 5.1. The idea underlying
Algorithm 5.2 is to first non-deterministically generate a trace ρ˜ by unravelling
the Kripke structure K according to the parameter direction, and then to verify
ψ over ρ˜. Such a procedure exploits the proved polynomial small-model property
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Algorithm 5.2 Oracle(K ,ψ , s,direction,VA ∪VA)
1: ρ˜ ← A_trace(K , s, |S | · (2|ψ | + 1)2,direction) ◁ a trace of K from/to s having
length ≤ |S | · (2|ψ | + 1)2
2: for all ⟨A⟩ ϕ ∈ ModSubfAA(ψ ) do
3: for i = 1, . . . , |ρ˜ | do
4: T [⟨A⟩ ϕ, i] ← VA(ϕ, ρ˜(i))
5: for all ⟨A⟩ ϕ ∈ ModSubfAA(ψ ) do
6: for i = 1, . . . , |ρ˜ | do
7: T [⟨A⟩ ϕ, i] ← VA(ϕ, fst(ρ˜))
8: for all subformulas φ of ψ , not contained in (or equal to) AA-modal subfor-
mulas ofψ , by increasing length do
9: if φ = p, for p ∈ AP then
10: T [p, 1] ← p ∈ µ(fst(ρ˜))
11: for i = 2, . . . , |ρ˜ | do
12: T [p, i] ← T [p, i − 1] and p ∈ µ(ρ˜(i))
13: else if φ = ¬φ1 then
14: for i = 1, . . . , |ρ˜ | do
15: T [φ, i] ← not T [φ1, i]
16: else if φ = φ1 ∨ φ2 then
17: for i = 1, . . . , |ρ˜ | do
18: T [φ, i] ← T [φ1, i] or T [φ2, i]
19: else if φ = ⟨B⟩ φ1 then
20: T [φ, 1] ← ⊥
21: for i = 2, . . . , |ρ˜ | do
22: T [φ, i] ← T [φ, i − 1] or T [φ1, i − 1]
23: return T [ψ , |ρ˜ |]
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for formulas of AABB (Theorem 4.1.5), guaranteeing that, in order to check the
satisfiability of an AABB formula ϕ, it is enough to consider traces whose length
is bounded by |S | · (2|ϕ | + 1)2.
An execution of Oracle(K ,ψ , s,direction,VA ∪ VA) starts (line 1) by non-
deterministically generating a trace ρ˜ (having length at most |S | · (2|ψ | + 1)2),
with s as its first (resp., last) state if the direction parameter is forward (resp.,
backward). The trace is generated by visiting the unravelling of K (resp., of K
with transposed edges). The remaining part of the algorithm deterministically
checks whether K , ρ˜ |= ψ or not. Such a verification is performed in a bottom-up
way: for all the subformulas ϕ ofψ (starting from the minimal ones) and for all
the prefixes ρ˜(1, i) of ρ˜, with 1 ≤ i ≤ |ρ˜ | (starting from the shorter ones), the
procedure establishes if K , ρ˜(1, i) |= ϕ, and this result is stored in the entryT [ϕ, i]
of a Boolean table T . Note that if the considered subformula of ψ is an element
ofModSubfAA(ψ ), the algorithm does not need to perform any verification, since
the result is already available in the Boolean vectors VA and VA (as a consequence
of the previously completed calls to the procedure Oracle), and the table T is
updated accordingly (lines 2–7). For the remaining subformulas, the entries of T
are computed, as we already said, in a bottom-up fashion (lines 8–22). The result
of the overall verification is stored in T [ψ , |ρ˜ |] and returned (line 23).
Such an algorithm for checking formulas of AAB can trivially be adapted to
check formulas of the symmetric fragment AAE.
The next lemma states soundness and completeness of the procedure Oracle
(its proof is in the Appendix C.1).
Lemma 5.2.2. Let K = (AP , S, R, µ, s0) be a finite Kripke structure,ψ be an
AAB formula, and VA(·, ·), VA(·, ·) be two Boolean arrays. We assume that
1. for each ⟨A⟩ ϕ ∈ ModSubfAA(ψ ) and s ′ ∈ S ,VA(ϕ, s ′) = ⊤ if and only
if there exists ρ ∈ TrcK such that fst(ρ) = s ′ and K , ρ |= ϕ, and
2. for each ⟨A⟩ ϕ ∈ ModSubfAA(ψ ) and s ′ ∈ S ,VA(ϕ, s ′) = ⊤ if and only
if there exists ρ ∈ TrcK such that lst(ρ) = s ′ and K , ρ |= ϕ.
Then Oracle(K ,ψ , s, direction,VA∪VA) features a successful computation
(returning ⊤) if and only if:
• there exists ρ ∈ TrcK such that fst(ρ) = s and K , ρ |= ψ , when
direction is forward;
• there exists ρ ∈ TrcK such that lst(ρ) = s and K , ρ |= ψ , when
direction is backward.
The following theorem states soundness and completeness of the MC pro-
cedure MC (Algorithm 5.1).
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Theorem 5.2.3. Let K = (AP , S, R, µ, s0) be a finite Kripke structure, ψ
be an AAB formula, and VA(·, ·) and VA(·, ·) be two Boolean arrays. If
MC(K ,ψ , direction) is executed, then, for all s ∈ S :
• if direction is forward, VA(ψ , s) = ⊤ if and only if there exists
ρ ∈ TrcK such that fst(ρ) = s and K , ρ |= ψ ;
• if direction is backward, VA(ψ , s) = ⊤ if and only if there exists
ρ ∈ TrcK such that lst(ρ) = s and K , ρ |= ψ .
Proof. The proof is by induction on the number n of occurrences of ⟨A⟩ and
⟨A⟩ modalities in ψ .
If n = 0, since ModSubfAA(ψ ) = ∅, (1.) and (2.) of Lemma 5.2.2 are satisfied
and the thesis trivially holds.
Otherwise, n > 0 and the formulaψ contains at least an ⟨A⟩ or an ⟨A⟩ modality,
and thusModSubfAA(ψ ) , ∅. Since each recursive call to MC (either at line 2 or 4) is
performed on a formulaϕ featuring a number of occurrences of ⟨A⟩ and ⟨A⟩ which
is strictly less than the number of their occurrences inψ , we can apply the inductive
hypothesis. As a consequence, when the control flow reaches line 5, it holds that:
1. for each ⟨A⟩ ϕ ∈ ModSubfAA(ψ ) and s ′ ∈ S , VA(ϕ, s ′) = ⊤ if and only if
there exists ρ ∈ TrcK such that fst(ρ) = s ′ and K , ρ |= ϕ;
2. for each ⟨A⟩ ϕ ∈ ModSubfAA(ψ ) and s ′ ∈ S , VA(ϕ, s ′) = ⊤ if and only if
there exists ρ ∈ TrcK such that lst(ρ) = s ′ and K , ρ |= ϕ.
This implies that (1.) and (2.) of Lemma 5.2.2 are fulfilled. Hence (assuming that
direction is forward), it holds that, for s ∈ S , VA(ψ , s) = ⊤ if and only if there
exists ρ ∈ TrcK such that fst(ρ) = s and K , ρ |= ψ . The case for direction =
backward is symmetric, and thus omitted. □
As an immediate consequence, we have that the procedure MC solves the MC
problem for AAB formulas with an algorithm belonging to the class PNP.
Corollary 5.2.4. Let K = (AP , S, R, µ, s0) be a finite Kripke structure andψ
be anAAB formula. If MC(K ,¬ψ , forward) is executed, thenVA(¬ψ , s0) = ⊥
if and only if K |= ψ .
Corollary 5.2.5. The MC problem for AAB formulas over finite Kripke
structures is in PNP.
Proof. Given a finite Kripke structure K = (AP , S, R, µ, s0) and an AAB formula
ψ , the number of recursive calls performed by MC(K ,¬ψ , forward) is at most
|ψ |. Each one costs O(|ψ | + |S | · (|K | + |ψ | + |ψ | · |S |)), where the first addend it
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B
∃V1 .F1(Y , V1)
G1
∃V2 .F2(Y , V2)
G2
· · · ∃Vp .Fp (Y , Vp )
Gp
x1 x2 xp
E1(X ) E2(X ) · · · Ek (X )
z : z1 z2 zk
y1: y11 y12 · · · y1k · · · ym1 ym2 · · · ymkym :
Figure 5.2: General form of a block.
◦
is due to the search of ψ for its modal subformulas (lines 1–4), and the second
one to the preparation of the input for the oracle call, for each s ∈ S (lines 5–9).
Therefore, its (deterministic) complexity is O(|ψ |2 · |K |2).
As for Oracle(K ,ψ , s,direction,VA∪VA), its (non-deterministic) complexity
isO(|ψ |3 · |K |), where |ψ | is a bound to the number of subformulas andO(|ψ |2 · |K |)
is the number of steps necessary to generate and check ρ˜. □
By a straightforward adaptation of the procedure Oracle, it is easy to prove
that also the MC problem for the symmetric fragment AAE is in PNP. As we will
show in Section 5.4, both problems are actually complete for PNP.
5.3 PNP[O(log
2 n)] MC algorithm for AA, AB, and AE
In this section, we first propose an MC algorithm for the fragment AA with
complexity PNP[O (log2 n)], thus lower than the one described in the previous section
for AAB. In fact, we do not directly devise an MC algorithm; we proceed instead
via a reduction to a PNP[O (log2 n)]-complete problem, TB(SAT)1×M (a restriction
of TB(SAT), see [Sch03]), whose instances are complex circuits where some of
the gates are endowed with NP oracles.
5.3.1 The problem TB(SAT)1×M
In order to introduce TB(SAT), we need to preliminarily describe its basic com-
ponent, which is the block. A block B (see Figure 5.2) is a circuit whose in-
put lines are organized in m bit vectors y1, . . . ,ym , each of which has k en-
tries, namely yi = (yi1, . . . ,yik ). The valuesm and k are respectively called the
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B1
B2 B3
B4 B5 B6 B7
Figure 5.3: A tree of blocks (B5 has degreem = 0).
◦
degree and the width of B. The input lines are connected to p internal gates
G1, . . . ,Gp . Each gate Gi features a Boolean formula Fi (Y ,Vi ) associated with it,
where Y = {y js | j = 1, . . . ,m, s = 1, . . . ,k} and Vi is a set of private variables of
Fi , not occurring in any other Fj , with j , i , that is, Vi ∩ Vj = ∅ for j , i . The
gateGi queries a SAT oracle in order to decide whether the associated Boolean
formula is satisfiable. The output of Gi is denoted by xi , and it evaluates to ⊤
if and only if Fi (Y ,Vi ) is satisfiable. Finally, k classic circuits (without oracles)
E1, . . . ,Ek compute, from X = {x1, . . . ,xp }, their outputs z1, . . . , zk , which are
also the final k outputs of the block B. The size of B is defined as the total number
of gates, plus the lengths of all the associated Boolean formulas. In the following,
to make clear that a gate Gi (respectively, input yi , block output zi , gate output
xi ) is an element of a block B, we write B(Gi ) (respectively, B(yi ), B(zi ), B(xi )).
Given the k ·m input bits, determining the output value of any zi is a PNP∥ prob-
lem: the p queries associated with the oracle gates, which determine the outputs
x j ’s, can be performed in parallel (they are independent of each other) and then
the value of the block output zi can be calculated in deterministic polynomial time.
Blocks of the same width can be combined together to form a tree-structured
complex circuit, called a tree of blocks. See Figure 5.3 for an example. Every block
in the tree-structure has a level: blocks which are leaves of the tree are at level 1;
a block Bi whose inputs depend on (at least) a block Bj at level d − 1 and possibly
on other blocks at levels less than d , is at level d . In Figure 5.3, B4, B5, B6, B7 are
at level 1, B2 and B3 at level 2, and B1 at level 3. If the root of the tree-structure T
is at level d , the k outputs of T can be determined by d rounds of parallel queries:
all the queries relative to blocks placed at the same level d ′ can be answered in
parallel once all those at level d ′ − 1 have been answered.
TB(SAT) is the problem of deciding whether a specific output zi of (the root
of) a tree-structure of blocks T is ⊤ or ⊥, given the values for the inputs (of the
leaf blocks) of T . As proved in [Sch03], the problem TB(SAT) is PNP-complete.
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The problem TB(SAT)1×M is a constrained version of TB(SAT): any Boolean
formula (SAT query) associated with a block B of the tree-structure must have
the following form:
∃ℓ1, . . . , ℓm ∈ {1, . . . ,k} ∃V ′i .Fi (y1ℓ1 , . . . ,ymℓm , ℓ1, . . . , ℓm ,V ′i ),
wherem and k are respectively the degree and the width of B. This amounts to say
that Fi can use only one bit from each input vector of B (no matter which), hence
“1 ×M”. The existential quantification over the indexes ℓ1, . . . , ℓm is an abuse of
notation borrowed from [Sch03]: ∃ℓj ∈ {1, . . . ,k} is just a shorthand for k bits
(belonging to the set of private variables) “ℓj = 1”, . . . , “ℓj = k”, among which
exactly one is ⊤. In the formula above, V ′i is Vi deprived of such bits.
In [Sch03], it is proved that TB(SAT)1×M is aPNP[O (log
2 n)]-complete problem. In
particular, the proof of membership to PNP[O (log2 n)] exploits the squeeze technique
of [Got95] applied to TREE(SAT) instances. The particular form “1 ×M” of the
queries allows us to “reshape” the tree-structure of blocks, in such a way that the
height becomes logarithmic in the number of blocks. Therefore, only O(logn)
rounds of parallel queries are needed, allowing us to prove membership of the
problem to PNP∥O (logn) = P
NP[O (log2 n)].
5.3.2 Reduction of MC for AA to TB(SAT)1×M
Let us show now how to reduce the MC problem for AA formulas to TB(SAT)1×M .
As in the previous section, w.l.o.g., we assume that only existential modalities occur
in the AA formula ψ to be checked over a Kripke structure K = (AP , S, R, µ, s1),
with S = {s1, . . . , s |S |}.2 We consider its negation ¬ψ and build from it a tree-
structure of blocksTK ,¬ψ . Each block ofTK ,¬ψ has a type, forward or backward,
and it is associated with a subformula of ¬ψ . The root block, Broot , is always of
type forward and it is associated with ¬ψ . Each block B has an output line zi
for each state si ∈ S , thus the width of all blocks is k = |S |.
Starting from Broot , TK ,¬ψ is built by recursive applications of the following
basic step, which are guided by the AA-modal subformulas (recall Definition 5.2.1):
if some (generic) block B is associated with a formula φ, then
• for every ϕ ∈ ModSubfAA(φ), where ϕ = ⟨A⟩ ξ , we create a forward child
B′ of B associated with ξ , and
• for every ϕ ′ ∈ ModSubfAA(φ), where ϕ ′ = ⟨A⟩ ξ ′, we create a backward
child B′′ of B associated with ξ ′.
2Here, for technical reasons, we assume an arbitrary order of the states of the Kripke structure,
s1, . . . , s |S | , where s1 is the initial state.
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Then, the basic step is recursively applied to all the generated children of B,
terminating when ModSubfAA(φ) = ∅. Note that a block B associated with a
formula φ has degree m = |ModSubfAA(φ)|.
In such a way, we determine the tree-structure of blocks TK ,¬ψ . We now
describe the internal structure of blocks.
As a preliminary step, we suitably transform AA formulas φ into Boolean ones
by replacing all the occurrences of proposition letters and modal subformulas in
φ by Boolean variables, as described by the next definition.
Definition 5.3.1. Let K = (AP , S, R, µ, s1) be a finite Kripke structure and
let χ be an AA formula. We define χ (VAP ,VmodSubf )—where VAP = {vp |
p ∈ AP } and VmodSubf = {vχ ′ | χ ′ ∈ ModSubfAA(χ )} are sets of Boolean
variables—as the Boolean formula obtained from χ by replacing
• each (occurrence of a) AA-modal subformula χ ′ ∈ ModSubfAA(χ )
by the variable vχ ′ ,
• and subsequently each (occurrence of a) proposition letter p ∈ AP
by the variable vp .
Given a trace ρ ∈ TrcK and an AA formula χ , it is easy to prove (by induction
on the complexity of χ (VAP ,VmodSubf )) that if ω is an interpretation (truth assign-
ment) of the variables of VAP ∪VmodSubf such that ω(vp ) = ⊤ ⇐⇒ K , ρ |= p,
for all p ∈ AP , and ω(vχ ′) = ⊤ ⇐⇒ K , ρ |= χ ′, for all χ ′ ∈ ModSubfAA(χ ), then
it holds that K , ρ |= χ ⇐⇒ ω(χ (VAP ,VmodSubf )) = ⊤.
We are now ready to describe the internal structure of a block B for a formula
φ in TK ,¬ψ . Let us assume that B has type forward and let us refer to the block
depicted in Figure 5.2 for the description. The block features a gate Gi , with
1 ≤ i ≤ |S |, for each state of K . Each output line zi of B is directly linked to the
output xi of the oracle gate Gi , avoiding the use of circuits E1, . . . ,Ek .
Now, let Fi (Y ,V ) be the Boolean formula for the gate Gi , with 1 ≤ i ≤ |S | (for
the sake of simplicity, we write V instead of Vi ). The basic idea is that Fi (Y ,V ) is
satisfiable if and only if there is a trace having length at most |S |2+2, starting from
the i-th state of S , which satisfies φ(VAP ,VmodSubf ), where φ is the formula associ-
ated with the block B. To check the existence of such a witness trace, we need a set
of private variables Vtrace = {v11 , . . . ,v1|S |,v21 , . . . ,v2|S |, . . . ,v
|S |2+2
1 , . . . ,v
|S |2+2
|S | }.
In particular, the subset of variables v j1, . . . ,v
j
|S | , with 1 ≤ j ≤ |S |2 + 2, is used
to “encode” the state in the j-th position of the trace. The encoding requires that
exactly one variable v jk of the subset is assigned to ⊤, for 1 ≤ k ≤ |S |, meaning
that the k-th state of K occurs in the j-th position of the sequence. Moreover, we
use a set of private variables Vlast = {v1,v2, . . . ,v |S |} which are used to encode
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the last state of the witness trace (note that the length of the witness trace can
be actually less than the bound |S |2 + 2).
In detail, the Boolean formula trace(Vtrace ,Vlast ,VAP ), which ensures that a
truth assignment of the private variables Vtrace properly encodes a trace ρ of K
of length ℓ, for 1 ≤ ℓ ≤ |S |2 + 2, is as follows.
trace(Vtrace ,Vlast ,VAP ) =
|S |2+2⋁
ℓ=1
[ ℓ⋀
t=1
onet (vt1,vt2, . . . ,vt|S |)∧
ℓ−1⋀
t=1
edдet (vt1, . . . ,vt|S |,vt+11 , . . . ,vt+1|S | ) ∧
|S |⋀
t=1
(vℓt ↔ vt )                    
(1)
∧
⋀
p∈AP
( (
vp→
ℓ⋀
t=1
|S |⋀
j=1
(vtj →VAL(sj ,p))
)∧ (¬vp→ ℓ⋁
t=1
|S |⋀
j=1
(vtj →¬VAL(sj ,p))
) )
                                                                                                                                                                                              
(2)
]
.
For any 1 ≤ t ≤ ℓ, being ℓ the length of the witness trace, the Boolean formula
onet (vt1,vt2, . . . ,vt|S |) “checks” that the variables vt1,vt2, . . . ,vt|S | encode (exactly)
one state for the t-th element of the trace:
onet (vt1,vt2, . . . ,vt|S |) =
( |S |⋁
j=1
vtj
)
∧
( |S |⋀
j=1
|S |⋀
k=j+1
¬(vtj ∧vtk )
)
.
Then, for any 1 ≤ t ≤ ℓ − 1, the formula edдet (vt1, . . . ,vt|S |,vt+11 , . . . ,vt+1|S | ) checks
that if sk and sj are states which occur consecutively in the encoded trace (vtk
and vt+1j are set to ⊤), then (sk , sj ) ∈ R:
edдet (vt1, . . . ,vt|S |,vt+11 , . . . ,vt+1|S | ) =
⋁
(sk ,sj )∈R
(vtk ∧vt+1j ).
Then, conjunct (1) ensures that the private variables in Vlast encode the last state
of the witness trace, that is, the ℓ-th state. Finally, conjunct (2) enforces the
homogeneity assumption, ensuring that a variable vp ∈ VAP evaluates to ⊤ if
and only if p holds over all the states of the witness trace (VAL(sj ,p) is just a
shorthand for ⊤ if p ∈ µ(sj ), and ⊥ otherwise).
Now, taking the set of private variables V = Vlast ∪Vtrace ∪VAP ∪VmodSubf ,
the Boolean formula Fi (Y ,V ) for the gate Gi is formally defined as:
108 ⋄ Chapter 5. HS fragments at the bottom of the polynomial hierarchy
Fi (Y ,V ) = v1i ∧ φ(VAP ,VmodSubf ) ∧ trace(Vtrace ,Vlast ,VAP )∧⋀
⟨A⟩ ξ ∈ModSubfAA(φ)
(
v ⟨A⟩ ξ ↔
|S |⋁
j=1
(vj ∧ yξj )
) ∧ ⋀
⟨A⟩ ξ ′∈ModSubfAA(φ)
(
v ⟨A⟩ ξ ′ ↔
|S |⋁
j=1
(v1j ∧ yξ
′
j )
)
The first conjunct of Fi (Y ,V ) requires that the witness trace starts with the i-th
state of K . The fourth one requires that each private variable v ⟨A⟩ ξ , for ⟨A⟩ ξ ∈
ModSubfAA(φ) has exactly the same truth assignment as the j-th output, yξj , of
the block for ξ (which is a child of B)—provided that the final state of the trace is
the j-th state of K . Since exactly one among the variables ofVlast = {v1, . . . ,v |S |}
is set to ⊤, it is guaranteed that at most one bit for every child-block is considered
by B, thus fulfilling the restriction of TB(SAT)1×M . The last conjunct of Fi (Y ,V )
forces the symmetric constraint for modal subformulas of the form ⟨A⟩ ξ ′.
The formula Fi (Y ,V ) for a gate Gi in a backward block is very similar: we
just need to replace the first conjunct v1i by vi .
The following proposition states the correctness of the encoding for traces.
Proposition 5.3.2. Given a trace ρ ∈ TrcK , with |ρ | ≤ |S |2 + 2, there
exists a truth assignment ω to the variables in V which satisfies the formula
trace(Vtrace ,Vlast ,VAP ), and
• for any 1 ≤ t ≤ |ρ | and 1 ≤ j ≤ |S |, ρ(t)= sj ⇐⇒ ω(vtj )=⊤ and
ω(v |ρ |j ) = ω(vj );
• for any p ∈ AP , ω(vp ) = ⊤ ⇐⇒ K , ρ |= p.
Conversely, if a truth assignment ω to the variables in V satisfies the r -th
disjunct of trace(Vtrace ,Vlast ,VAP ), then there exists a trace ρ ∈ TrcK , with
|ρ | = r , such that
• for any 1 ≤ t ≤ |ρ | and 1 ≤ j ≤ |S |, ρ(t) = sj ⇐⇒ ω(vtj ) = ⊤;
• for any p ∈ AP , K , ρ |= p ⇐⇒ ω(vp ) = ⊤.
The following theorem states the correctness of the construction of TK ,¬ψ
(the proof is given in Appendix C.2).
Theorem 5.3.3. Let ψ be an AA formula and K = (AP , S, R, µ, s1) be a
finite Kripke structure. For every block B of TK ,¬ψ , if B is associated with an
AA formula φ, then
• if B is a forward block, for all i ∈ {1, . . . , |S |}, B(zi ) = ⊤ if and only
if there exists a trace ρ ∈ TrcK such that fst(ρ) = si and K , ρ |= φ;
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• if B is a backward block, for all i ∈ {1, . . . , |S |}, B(zi ) = ⊤ if and only
if there exists a trace ρ ∈ TrcK such that lst(ρ) = si and K , ρ |= φ.
The two next corollaries immediately follow.
Corollary 5.3.4. Let ψ be an AA formula, K be a finite Kripke structure,
and Broot be the root block of TK ,¬ψ . Then, it holds that Broot (z1) = ⊥ if
and only if K |= ψ .
Corollary 5.3.5. The MC problem for AA formulas over finite Kripke struc-
tures is in PNP[O (log
2 n)].
Proof. The result follows from Corollary 5.3.4 and the fact that the instance
of TB(SAT)1×M generated from an AA formula ψ and a Kripke structure K is
polynomial in |ψ | and |K |. □
5.3.3 Reduction of MC for AB (resp., AE) to TB(SAT)1×M
We conclude the section by showing that it is possible to adapt the above-described
reduction to the fragment AB and the symmetric fragment AE. Let us focus on
AB (the case for AE can be dealt with in an analogous way).
Having in mind that AB is a fragment of AAB, by removing the case for
modality ⟨A⟩ in Algorithm 5.2, we get a procedure for which Lemma 5.2.2 still holds.
Since Algorithm 5.2 is in NP, there must exist a reduction to SAT, that is, given
an instance (K ,ψ , s,direction,VA) for Oracle, there exists a Boolean formula
Ψ(K ,ψ ,s,direction,VA), which depends on (K ,ψ , s, direction,VA), that is satisfiable
if and only if Oracle(K ,ψ , s,direction,VA) admits a successful computation on
the given input. By Lemma 5.2.2, this is the case if and only if:
• there exists ρ ∈ TrcK such that fst(ρ) = s and K , ρ |= ψ , in the case
direction is forward;
• there exists ρ ∈ TrcK such that lst(ρ) = s and K , ρ |= ψ , in the case
direction is backward,
provided that for each ⟨A⟩ ϕ ∈ ModSubfAA(ψ ) and s ′ ∈ S , VA(ϕ, s ′) = ⊤ if and
only if there exists ρ ′ ∈ TrcK such that lst(ρ ′) = s ′ and K , ρ ′ |= ϕ.
The idea is that such a formula Ψ(K ,ψ ,s,direction,VA) can be used as a SAT query
for an oracle gateGi in a generic block associated with the formulaψ . The role of
the global Boolean vector VA is instead played by the local communication among
blocks in the tree-structure; Ψ(K ,ψ ,s,direction,VA) basically has the same structure
as the Boolean formula Fi (Y ,V ), with some minor differences outlined below.
110 ⋄ Chapter 5. HS fragments at the bottom of the polynomial hierarchy
First of all, we observe that Algorithm 5.2 works with traces whose length
is bounded by |S | · (2|ψ | + 1)2 (instead of |S |2 + 2 as in Fi (Y ,V )). A trace is then
encoded exactly as in Fi (Y ,V ) by using a set of private variables Vtrace = {vtj |
j = 1, . . . , |S |, t = 1, . . . , |S | · (2|ψ | + 1)2}; Ψ(K ,ψ ,s,direction,VA) has also to encode
the Boolean table T of Oracle with entries T [φ, i], where φ is a subformula of
ψ , and 1 ≤ i ≤ |S | · (2|ψ | + 1)2 is the length of a prefix of the considered trace.
Therefore, there is a variable xφ,i in Ψ(K ,ψ ,s,direction,VA) for each entryT [φ, i], with
the intuitive meaning that xφ,i is assigned ⊤ if and only ifT [φ, i] = ⊤. Actually, in
this encoding we do not need any entry for a modal subformula ⟨A⟩ ξ , whose truth
value is conveyed byyξj , namely, the j-th input connected to the child block for the
subformula ξ (assuming that the starting state of the trace is the j-th state of K ).
It is worth noting that this construction is possible since all the prefixes of
the trace ρ encoded by the assignment to Vtrace , and ρ itself, share the same
starting point, and thus agree on the truth value of any A-modal subformula. The
most relevant consequence of this property is that the constraint of TB(SAT)1×M
on the form of SAT queries is respected.
As for the construction ofTK ,¬ψ , it is exactly as before where, in particular, the
root block Broot has type forward, and all the other blocks have type backward.
The following result can be stated.
Theorem 5.3.6. The MC problem for AB (resp., AE) formulas over finite
Kripke structures is in PNP[O (log
2 n)].
The construction we have sketched cannot be adapted to the fragment AB.
This is due to the fact that the right endpoints of the prefixes of a trace differ in
general, and thus they do not necessarily agree on the truth value of A-modal
subformulas, hence the restriction of TB(SAT)1×M on the form of SAT queries
cannot be respected. In the next section, we will prove that MC for AB formulas
is indeed inherently more difficult than MC for AB.
5.4 PNP-hardness of MC for AB and AE
In this section, we show that the PNP-complete problem named Sequentially Nested
SATisfiability (SNSAT [LMS01]) can be reduced to MC for formulas of the fragment
AB (and similarly AE), thus proving PNP-hardness of the latter. SNSAT is a logical
problem featuring a series of nested satisfiability questions.
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Definition 5.4.1. An instance I of SNSAT consists of a set of n Boolean
variables X = {x1, . . . ,xn} and a set of n Boolean formulas
{F1(Z1), F2(x1,Z2), . . . , Fn(x1, . . . ,xn−1,Zn)},
where, for i = 1, . . . ,n, Fi (x1, . . . ,xi−1,Zi ) has variables in {x1, . . . ,xi−1}
and in the set of private variables Zi = {z1i , . . . , z jii }, that is, Zi ∩ Zt = ∅,
for t , i , and X ∩ Zi = ∅. We denote by |I | the cardinality |X | = n.
Let vI be a truth-assignment of the variables in X defined as follows:
vI(xi ) = ⊤ ⇐⇒ Fi (vI(x1), . . . ,vI(xi−1),Zi ) is satisfiable
(by a suitable truth-assignment to the private variables z1i , . . . , z
ji
i ∈ Zi ).
SNSAT is the problem of deciding, given an instance I with |I | = n,
whether vI(xn) = ⊤ or not. In such a case, we say that I is a positive
instance of SNSAT.
Given an SNSAT instance I, with |I | = n, the truth-assignment vI is unique
and it can be easily computed by a PNP algorithm as follows. A first query to a
SAT oracle determines whether vI(x1) is ⊤ or ⊥, since vI(x1) = ⊤ if and only
if F1(Z1) is satisfiable. Then, we replace x1 by the value vI(x1) in F2(x1,Z2) and
another query to the SAT oracle is performed to determine whether F2(vI(x1),Z2)
is satisfiable, yielding the value of vI(x2). This step is iterated other n − 2 times,
finally obtaining the value of vI(xn).
Let I be an instance of SNSAT, with |I | = n. We now show how to build a
finite Kripke structure KI and an AB formula ΦI in polynomial time, such that
I is a positive instance of SNSAT if and only if KI |= ΦI . Such a reduction is
inspired by similar constructions from [LMS01].
Let Z =
⋃n
i=1 Zi and let R˜ = {ri | i = 1, . . . ,n} and R˜i = R˜ \ {ri } be n + 1 sets
of auxiliary variables. The Kripke structure KI consists of a suitable composition
of n instances of a gadget (an instance for each variable x1, . . . ,xn ∈ X ). The
structure of the gadget for xi , with 1 ≤ i ≤ n, is shown in Figure 5.4, assuming
that the labeling of states (nodes) is defined as follows:
• µ(wxi ) = X ∪Z ∪{s, t}∪ R˜i , and µ(wxi ) = (X \ {xi })∪Z ∪{s, t}∪ R˜i ∪{pxi };
• for ui = 1, . . . , ji , µ(wzuii ) = X ∪ Z ∪ {s, t} ∪ R˜i , and
µ(wzuii ) = X ∪ (Z \ {z
ui
i }) ∪ {s, t} ∪ R˜i ;
• µ(si ) = X ∪ Z ∪ {t} ∪ R˜i .
The Kripke structure KI is obtained by sequentializing (adding suitable edges)
the n instances of the gadget (in reverse order, from xn to x1), adding a collector
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Figure 5.4: The gadget for xi .
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s0
Figure 5.5: Kripke structure KI associated with an SNSAT instance I, with |I | = n. Note
that the states sn andwxn are unreachable.
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terminal state s0, with labeling µ(s0) = X ∪ Z ∪ {s} ∪ R˜, and setting wxn as the
initial state. The overall construction is reported in Figure 5.5. Formally, we have
KI = (AP , S, R, µ,wxn ),
where, in particular, AP = X ∪ Z ∪ {s, t} ∪ R˜ ∪ {pxi | i = 1, . . . ,n} and
S = {s0} ∪
n⋃
i=1
({si ,wxi ,wxi } ∪ {wzuii ,wzuii | ui = 1, . . . , ji }) .
The Kripke structure KI features the following properties:
• any trace satisfying s does not pass through any si , for 1 ≤ i ≤ n;
• any trace not satisfying t has s0 as its last state;
• any trace not satisfying ri passes through some state of the i-th gadget, for
1 ≤ i ≤ n;
• the only trace satisfying pxi iswxi (note that |wxi | = 1), for 1 ≤ i ≤ n.
A trace ρ ∈ TrcKI induces a truth assignment of all the proposition letters,
denoted by ωρ , which is defined as ωρ (y) = ⊤ ⇐⇒ KI , ρ |= y, for any letter
y. In the following, we shall write ωρ (Zi ) for ωρ (z1i ), . . . ,ωρ (z jii ). In particular,
if ρ starts from some state wxi or wxi , and satisfies s ∧ ¬t (that is, it reaches
the collector state s0 without visiting any node sj , for 1 ≤ j ≤ i), ωρ fulfills the
following conditions: for 1 ≤ m ≤ i ,
• ifwxm ∈ states(ρ), then ωρ (xm)=⊤, and ifwxm ∈ states(ρ), then ωρ (xm)=⊥;
• for 1 ≤ um ≤ jm , if wzumm ∈ states(ρ), then ωρ (zumm ) = ⊤, and if wzumm ∈
states(ρ), then ωρ (zumm ) = ⊥.
It easily follows that KI , ρ |= Fm(x1, . . . ,xm−1,Zm) if and only if Fm(ωρ (x1), . . . ,
ωρ (xm−1),ωρ (Zm)) = ⊤. Finally, let FI = {ψk | 0 ≤ k ≤ n + 1} be the set
of formulas defined as:
ψ0 = ⊥ and, for k ≥ 1,
ψk = ⟨A⟩
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(s ∧ ¬t) ∧
n⋀
i=1
(
(xi ∧ ¬ri ) → Fi (x1, . . . ,xi−1,Zi )
)
∧
[B]
(( n⋁
i=1
⟨A⟩ pxi
)
→ ⟨A⟩ (¬s ∧ length2 ∧ ⟨A⟩(length2 ∧ ¬ψk−1)) )
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦                                                                                                                                                                                  
φk
,
where length2 = ⟨B⟩ ⊤ ∧ [B] [B] ⊥ (Example 2.1.7) is satisfied only by traces of
length 2. The first conjunct of φk , i.e, s ∧ ¬t , forces the trace to reach the collector
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state s0, without visiting any state sj . The second conjunct checks that if the
trace assigns the truth value ⊤ to xm passing through wxm , with 1 ≤ m ≤ n,
then Fm(x1, . . . ,xm−1,Zm) is satisfied by ωρ (which amounts to say that the SAT
problem connected with Zm has a positive answer, for the selected values of
x1, . . . ,xm−1). Conversely, the third conjunct ensures that if the trace assigns
the truth value ⊥ to some xm by passing throughwxm , then, intuitively, the SAT
problem connected with Zm has no assignment satisfying Fm(x1, . . . ,xm−1,Zm).
As a matter of fact, if ρ satisfies φk , for some k ≥ 2, and assigns⊥ to xm , then there
is a prefix ρ˜ of ρ ending in wxm . Since
⋁n
i=1 ⟨A⟩ pxi is satisfied by ρ˜, ⟨A⟩
(¬s ∧
length2 ∧ ⟨A⟩(length2 ∧ ¬ψk−1)
)
must be satisfied as well. The only possibility is
that the trace sm ·wxm does not modelψk−1, aswxm ·sm has to model ⟨A⟩(length2∧
¬ψk−1). However, sinceψk−1 = ⟨A⟩ φk−1, this holds if and only if K ,wxm ̸ |= ψk−1.
The following theorem states the correctness of the construction. Its proof
can be found in Appendix C.3.
Theorem 5.4.2. Let I be an instance of SNSAT, with |I | = n, and let KI
and FI be defined as above. For all 0 ≤ k ≤ n + 1 and all r = 1, . . . ,n, it
holds that:
1. if k ≥ r , then vI(xr ) = ⊤ ⇐⇒ KI ,wxr |= ψk ;
2. if k ≥ r + 1, then vI(xr ) = ⊥ ⇐⇒ KI ,wxr |= ψk .
The correctness of the reduction from SNSAT to MC for AB follows.
Corollary 5.4.3. Let I be an instance of SNSAT, with |I | = n, and let KI
and FI be defined as above. Then, vI(xn) = ⊤ ⇐⇒ KI |= [B] ⊥ → ψn .
Proof. By Theorem 5.4.2, vI(xn) = ⊤ ⇐⇒ KI ,wxn |= ψn . If vI(xn) = ⊤
then KI ,wxn |= ψn and, since wxn is the only initial trace satisfying [B] ⊥ (this
formula is satisfied by traces having length equal to 1 only), KI |= [B] ⊥ → ψn .
Conversely, if KI |= [B] ⊥ → ψn , then KI ,wxn |= ψn , allowing us to conclude
that vI(xn) = ⊤. □
Eventually we can state the complexity of the problem.
Corollary 5.4.4. The MC problem for AB formulas over finite Kripke struc-
tures is PNP-hard (under polynomial-time reductions).
Proof. The result follows from Corollary 5.4.3 considering that, for an instance
of SNSAT I, with |I | = n, KI andψn ∈ FI have a size polynomial in n and in the
length of the formulas of I. □
We can prove the same complexity lower bound for the symmetric fragment
AE, just by transposing the edges of KI , and by replacing [B] with [E] and ⟨A⟩
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with ⟨A⟩ in the definition of ψn . This hardness result immediately propagates
to the bigger fragments AAB and AAE.
Finally, we summarize the PNP-completeness results that can be obtained by
putting together Corollary 5.2.5 in Section 5.2 and Corollary 5.4.4.
Corollary 5.4.5. The MC problem for AB, AE, AAB, and AAE formulas
over finite Kripke structures is PNP-complete.
In the next section, we will prove a different complexity lower bound for the
fragments A, A, AA, AB, and AE, to which the present one does not apply.
5.5 PNP[O(logn)]-hardness of MC for A and A
In this section, we prove that MC for formulas of the fragment A (and of A, re-
spectively) over finite Kripke structures is PNP[O (logn)]-hard, by reducing to it
PARITY(SAT) [Wag87], a problem complete for PNP[O (logn)]. PARITY(SAT) is to de-
cide, for a set of Boolean formulas Γ, if the number of satisfiable formulas in Γ is odd
or even. Hardness of MC for A and A immediately propagates to AA, AE, AA, AB.
Let Γ be a set of n Boolean formulas {ϕi (x i1, . . . ,x imi ) | 1 ≤ i ≤ n, mi ∈ N}.
We provide a Kripke structure K ΓPAR and an A-formula ΦΓ such that K
Γ
PAR |= ΦΓ if
and only if the number of satisfiable Boolean formulas in Γ is odd.
We start by defining a Boolean formula, parity(F ,Z ), over two sets of Boolean
variables, F = { f1, . . . , fn} and Z = {z1, . . . , zt }, with t = 3 · (n − 1) + 1. Such a
formula allows one to decide the parity of the number of variables in F that evaluate
to⊤. Z is a set of auxiliary variables, whose truth values are functionally determined
by those assigned to the variables in F . Given a truth assignment, the number of
variables in F set to ⊤ is even if parity(F ,Z ) evaluates to ⊤, and, in particular, its
last variable zt evaluates to ⊤. The formula parity(F ,Z ) is defined as follows:
parity(f1, . . . , fn , z1, . . . , zt ) = zt ∧ parn(f1, . . . , fn , z1, . . . , zt ),
where t = 3 · (n − 1) + 1 and, for i ≥ 1, pari (f1, f2, . . . , fi , z1, . . . , z3(i−1)+1) is
inductively defined as:
par1(f1, z1) = ¬f1 ↔ z1,
and, for all i ≥ 2,
pari (f1, f2, . . . , fi , z1, . . . , zα+3) =(
zα+1 ↔ (fi ∧ ¬zα )
) ∧ (zα+2 ↔ (¬fi ∧ zα )) ∧ (zα+3 ↔ (zα+2 ∨ zα+1))∧
pari−1(f1, f2, . . . , fi−1, z1, . . . , zα ),
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Figure 5.6: The Kripke structure K ΓPAR .
◦
with α = 3 · (i − 2) + 1.
Each assignment satisfying pari has to set zα to the parity value for the set of
Boolean variables f1, f2, . . . , fi−1. Such a value is then possibly changed according
to the truth of fi and “assigned” to zα+3. Note that the length of parity(F ,Z )
is polynomial in n.
We now show how to build the Kripke structure K ΓPAR depicted in Figure 5.6,
such that a subset of its traces encode all the possible truth assignments to the
variables of F ∪Z and to all the variables occurring in formulas of Γ. K ΓPAR features
a pair of states for each Boolean variable in F ∪ Z as well as for all the variables
of formulas in Γ (one state for each truth value). Each path from the initial state
s0 to the state s represents a truth assignment to the variables in F ∪ Z . Then,
the structure branches into n substructures, each one modeling the possible truth
assignments to the variables of a formula in Γ.
Formally, K ΓPAR = (AP , S, R, µ, s0), where
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• AP = {p,q} ∪ F ∪ Z ∪ {auxi | 1 ≤ i ≤ n} ∪ {x iji | 1 ≤ i ≤ n, 1 ≤ ji ≤ mi },
• S = {s0} ∪ {sfi , sfi | 1 ≤ i ≤ n} ∪ {sz , sz | z ∈ Z } ∪ {s} ∪ {si | 1 ≤ i ≤ n}∪
{sx iji , sx iji | 1 ≤ i ≤ n, 1 ≤ ji ≤ mi },
• R= {(s0, sf1 ), (s0, sf1 )}∪{(sfi , sfi+1 ), (sfi , sfi+1 ), (sfi , sfi+1 ), (sfi , sfi+1 ) | 1≤ i <n}∪
{(sfn , sz1 ), (sfn , sz1 ), (sfn , sz1 ), (sfn , sz1 )}∪
{(szi , szi+1 ), (szi , szi+1 ), (szi , szi+1 ), (szi , szi+1 )|1 ≤ i < t}∪
{(szt , s), (szt , s)} ∪ {(s, si ), (si , sx i1 ), (si , sx i1 ) | 1 ≤ i ≤ n}∪{(sx iji , sx iji +1 ), (sx iji , sx iji +1 ), (sx iji , sx iji +1 ), (sx iji , sx iji +1 )|1 ≤ i ≤ n, 1 ≤ ji < mi }∪{(sx imi , sx imi ), (sx imi , sx imi )|1 ≤ i ≤ n},
• and the labeling function µ is defined as follows:
– µ(s0) = {p,q} ∪ F ∪ Z ;
– for all 1 ≤ i ≤ n, µ(sfi ) = {p,q} ∪ F ∪Z ; µ(sfi ) = {p,q} ∪ (F \ { fi })∪Z ;
– for all z ∈ Z , µ(sz ) = {p,q} ∪ F ∪ Z ; µ(sz ) = {p,q} ∪ F ∪ (Z \ {z});
– µ(s) = {q}∪F∪Z∪{auxi | 1 ≤ i ≤ n}∪{x iji | 1 ≤ i ≤ n, 1 ≤ ji ≤ mi };
– for all 1 ≤ i ≤ n, µ(si ) = {auxi } ∪ {x iji | 1 ≤ ji ≤ mi };
– for all 1 ≤ i ≤ n, 1 ≤ ki ≤ mi , µ(sx iki ) = {auxi } ∪ {x
i
ji | 1 ≤ ji ≤ mi };
µ(sx iki ) = {auxi } ∪ {x
i
ji | 1 ≤ ji ≤ mi } \ {x iki }.
According to the definition of K ΓPAR , it holds that:
1. each trace ρ from s0 to s encodes a truth assignment to the proposition letters
in F ∪ Z (for all y ∈ F ∪ Z , y is ⊤ in ρ if and only if y ∈ ⋂w ∈states(ρ) µ(w)).
Conversely, for each truth assignment to the proposition letters in F ∪
Z , there exists an initial trace ρ, reaching the state s , encoding such an
assignment. Note that, among the initial traces, the ones leading to s are
exactly those satisfying q ∧ ¬p.
2. An initial trace leading to s satisfies parity(F ,Z ) if the induced assignment
sets an even number of fi ’s to ⊤, and every z ∈ Z to the truth value which
is functionally implied by the values of the fi ’s.
3. A trace ρ˜ starting from s and ending in a state s , si , sx ij or sx ij , with 1 ≤ i ≤ n
and 1 ≤ j ≤ mi , encodes a truth assignment to the proposition letters
x1, . . . ,xmi (if the trace ends in s or si , all the variables are assigned to ⊤; if
it ends in sx ij or sx ij , in particular all the variables x
i
j+1, . . . ,x
i
mi are assigned
to ⊤, by homogeneity).
4. A Boolean formula ϕi (x i1, . . . ,x imi ) ∈ Γ is satisfiable if and only if there
exists a trace ρ˜ starting from s and ending in a state s , si , sx ij or sx ij , for some
j = 1, . . . ,mi , such that K ΓPAR , ρ˜ |= ϕi (x i1, . . . ,x imi ).
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Finally, let us consider the A formula
ψ = q ∧ ¬p ∧ parity(F ,Z ) ∧
n⋀
i=1
(
fi ↔ ⟨A⟩(auxi ∧ ϕi (x i1, . . . ,x imi ))
)
.
In view of the above observations,ψ is satisfied by an initial trace ρ if (and only
if) (i) ρ leads to s , (ii) ρ induces an assignment which sets an even number of fi ’s
to ⊤ and all z ∈ Z accordingly, and (iii) for all 1 ≤ i ≤ n, fi is ⊤ if and only if
there exists a trace ρ˜ starting from s and ending in a state s , si , sx ij or sx ij , such
that K ΓPAR , ρ˜ |= ϕi (x i1, . . . ,x imi ). The length ofψ is polynomial in the input size.
Let us now assume we are given an instance of PARITY(SAT) Γ with an
even number of satisfiable Boolean formulas. Then, there exists an initial trace
ρ ending in s such that, for all i , sfi ∈ states(ρ) if ϕi (x i1, . . . ,x imi ) is satisfiable,
and sfi ∈ states(ρ) otherwise. Moreover, ρ can be chosen in such a way that
K ΓPAR , ρ |= parity(F ,Z ). It immediately follows that, for all i , K ΓPAR , ρ |= fi if and
only if K ΓPAR , ρ |= ⟨A⟩(auxi ∧ ϕi (x i1, . . . ,x imi )), concluding that K ΓPAR , ρ |= ψ .
Conversely, let ρ be an initial trace such that K ΓPAR , ρ |= ψ . It holds that ρ
ends in s and sets an even number of fi ’s to ⊤. Furthermore, if K ΓPAR , ρ |= fi , then
there exists ρ˜ starting from s and ending in s , si , sx ij or sx ij , such that K
Γ
PAR , ρ˜ |=
ϕi (x i1, . . . ,x imi ), hence ϕi (x i1, . . . ,x imi ) is satisfiable. If K ΓPAR , ρ |= ¬fi , then there
exists no ρ˜ starting from s and ending in s , si , sx ij or sx ij , such that K
Γ
PAR , ρ˜ |=
ϕi (x i1, . . . ,x imi ). Thus ϕi (x i1, . . . ,x imi ) is unsatisfiable. Hence, Γ contains an even
number of satisfiable formulas.
Therefore we have proved that the number of satisfiable Boolean formulas of
Γ is even if and only if there exists an initial trace ρ such that K ΓPAR , ρ |= ψ . This
amounts to say that Γ contains an odd number of satisfiable Boolean formulas
(the PARITY(SAT) problem) if and only if K ΓPAR |= ΦΓ , where ΦΓ = ¬ψ (the MC
problem). The next theorem immediately follows.
Theorem 5.5.1. The MC problem for A formulas over finite Kripke struc-
tures is PNP[O (logn)]-hard (under polynomial-time reductions).
A similar proof can be given for A (roughly speaking, we replace all the
occurrences of ⟨A⟩ in ΦΓ by ⟨A⟩, and we stick the n substructures of K ΓPAR—after
transposing all their edges—on s0, instead of s).
Finally, we observe that the PNP[O (logn)]-hardness of A and A immediately
propagates to AA, AB and AE, yielding, together with Corollary 5.3.5 and The-
orem 5.3.6, the following result.
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Theorem 5.5.2. The MC problem for A, A, AA, AB and AE formulas over
finite Kripke structures is in PNP[O (log
2 n)] and it is hard for PNP[O (logn)].
It is still an open issue if MC for the above fragments can be solved by o(log2 n)
queries to the NP oracle, or it is possible to prove a stronger lower bound, or both
(e.g., the problem may be complete for PNP[O (logn log logn)]). As a matter of fact,
any attempt to reduce TB(SAT)1×M to MC for A, AE, or AA has failed, because
in such “reduction” we need an HS formula of length Θ(nlogn), which clearly
cannot be generated in polynomial time.
5.6 Conclusions
In this chapter, we have proved that the fragments AB, AE, AAB, and AAE are
complete for PNP, thus joining other (point-based) temporal logics—e.g., CTL+,
FCTL, and ECTL+—whose MC problem is complete for that class [LMS01] as
well. In addition, we have shown that MC for A, A, AA, AB, and AE has a lower
complexity, placed in between PNP[O (logn)] and PNP[O (log2 n)]. This result has been
proved by reducing MC to TB(SAT)1×M , the problem of deciding the output value
of a complex circuit, where some gates feature an NP oracle.
Both the MC algorithms we propose can be efficiently implemented in practice
by means of a polynomial-time procedure which iteratively invokes a SAT-solver,
whose extreme efficiency can be “imported” in a straightforward way: the pro-
cedure just generates some suitable Boolean formulas, feeds the SAT-solver, and
stores the results. The modular and repetitive structure of the required Boolean for-
mulas allows us to efficiently generate them and also to exploit the warm-restart
feature (or incrementality) of SAT-solvers to quickly solve formulas following
a common structural pattern.
In the next chapter—as we anticipated in the introduction—we will (mostly)
put aside complexity issues on HSMC, and, conversely, focus on expressiveness:
we will compare the expressive power of three different semantic versions of
HS among themselves, and to the standard point-based temporal logics CTL,
LTL and CTL∗.

6
Interval vs. point temporal logic MC:
an expressiveness comparison
The references for this chapter are [BMM+18b, BMM+16c].
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The MC methodology mainly considers two types of point-based temporallogics (PTLs) as the property specification language—linear and branch-ing—which differ in the underlying model of time. In linear PTLs, such
as LTL [Pnu77], each moment in time has a unique possible future: formulas are
interpreted over (infinite) paths of a Kripke structure, and thus they refer to a
single computation of a system. In branching PTLs, such as CTL and CTL∗ [EH86],
each moment in time may evolve into several possible futures: formulas are
interpreted over states of the Kripke structure, hence referring to all the pos-
sible system computations.
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φ1
⟨B⟩ φ1
φ1
⟨E⟩ φ1
φ1
⟨A⟩ φ1
φ2
⟨A⟩ φ2
Figure 6.1: State-based semantic variant HSst: past and future are branching
◦
In the previous chapters we have assumed a state-based semantics for HS,
which induces a branching reference both in the future and in the past: inter-
vals/traces are “forgetful” of the history leading to their initial state, and the
initial (resp., final) state of an interval may feature several predecessors (resp.,
successors). A graphical account of the state-based semantics can be found in
Figure 6.1; a detailed explanation will be given in the following.
However, as we already said, HSMC has been simultaneously and indepen-
dently studied also by Lomuscio and Michaliszyn in [LM13, LM14, LM16]: there,
the considered HS fragments are interpreted over the unwinding of a Kripke
structure (computation-tree-based semantics—see Figure 6.2). This induces a linear
reference in the past (the initial state of an interval may feature only one prede-
cessor), but branching in the future (the final state features several successors).
Moreover, the computation history is never forgotten and increases with time.
In this chapter, we study the expressiveness of HS, in the context of MC, in
comparison with that of the standard PTLs LTL, CTL, and CTL∗. The analysis is
carried on enforcing the homogeneity assumption. We prove that HS endowed with
the state-based semantics (hereafter denoted as HSst) is not comparable with LTL,
CTL, and CTL∗. On one hand, the result supports the intuition that HSst gains
some expressiveness by the ability of branching in the past. On the other hand,
HSst does not feature the possibility of forcing the verification of a property over
an infinite path, thus implying that the formalisms are not comparable. With the
aim of having a more “effective” comparison base, we consider two additional
semantic variants of HS, namely, the computation-tree-based semantic variant
(denoted as HSct) and the trace-based one (HSlin).
The state-based (see Figure 6.1) and computation-tree-based (see Figure 6.2)
approaches rely on a branching-time setting and differ in the nature of past. In the
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φ1
⟨B⟩ φ1
φ1
⟨E⟩ φ1
φ1 ⟨A⟩ φ1
φ2
⟨A⟩ φ2
Figure 6.2: Computation-tree-based semantic variant HSct: future is branching, past is
linear, finite and cumulative.
φ1
⟨B⟩ φ1
φ1
⟨E⟩ φ1
φ1 ⟨A⟩ φ1
φ2⟨A⟩ φ2
Figure 6.3: Trace-based semantic variant HSlin: neither past nor future are branching
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latter approach, past is linear : each interval may have several possible futures, but
only a unique past. Moreover, past is assumed to be finite and cumulative, that is,
the story of the current situation increases with time, and is never forgotten. The
trace-based approach relies on a linear-time setting (see Figure 6.3), where the
infinite paths (computations) of the given Kripke structure are the main semantic
entities. Branching is neither allowed in the past nor in the future. Note that the
linear-past (rather than branching) approach is more suited to the specification
of dynamic behaviors, because it considers states in a computation tree, while
the branching-past approach considers machine states, where past is not very
meaningful for the specification of behavioral constraints [LS95].
The variant HSct is a natural candidate for an expressiveness comparison with
the branching time logics CTL and CTL∗. The most interesting and technically
involved result is the characterization of the expressive power of HSct: HSct turns
out to be expressively equivalent to finitary CTL∗, that is, the variant of CTL∗
with quantification over finite paths. As for CTL, a non comparability result
can be stated. The variant HSlin is a natural candidate for an expressiveness
comparison with LTL: we prove that HSlin and LTL are equivalent (this result
holds true even for a very small fragment of HSlin), but the former is at least
exponentially more succinct than the latter.
We complete the picture with a comparison of the three semantic variants
HSst, HSct, and HSlin. We show that, as expected, HSlin is not comparable with
either of the branching versions, HSct and HSst. The interesting result is that, on
the other hand, HSct is strictly included in HSst: this supports HSst as a reasonable
and adequate semantic choice.
The complete picture of the expressiveness results is reported in Figure 6.4
(the symbols ,, ≡, and < denote incomparability, equivalence, and strict inclu-
sion, respectively).
◦
HSct
HSlin
HSst
finitary CTL∗
LTL
CTL
CTL∗
≡
≡
<
,
<
,
,
,
,
Figure 6.4: Overview of the expressiveness results.
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Organization of the chapter.
• In the next section we start with some preliminaries; in particular, in Sec-
tion 6.1.1 we recall the well-known PTLs LTL,CTL andCTL∗; in Section 6.1.2
we define the three semantic variants of HS (HSst, HSct and HSlin). In Sec-
tion 6.1.3 we provide a detailed example which gives an intuitive account of
the three semantic variants and highlights their differences.
• In the next three sections we analyze and compare the expressiveness of
these logics. In Section 6.2 we show the expressive equivalence of LTL and
HSlin. Then, in Section 6.3 we prove the equivalence of HSct and finitary
CTL∗. In Section 6.4 we compare the expressiveness of HSst, HSct and HSlin.
6.1 Preliminaries
In the following, let Σ be an alphabet and w be a non-empty finite or infinite
word over Σ. We denote by |w | the length of w (|w | = ∞ if w is infinite). For
all i, j ∈ N with i ≤ j, w(i) denotes the i-th letter of w , while w(i, j) denotes the
finite subword ofw given byw(i) · · ·w(j). The set of all the finite words over Σ is
denoted by Σ∗, and Σ+ represents Σ∗ \ {ε}, where ε is the empty word.
Clearly, a trace ρ of a Kripke structure K = (AP , S, R, µ, s0) can be considered
as a finite word over S , where (ρ(i), ρ(i + 1)) ∈ R for all 0 ≤ i < |ρ | − 1. In addition
to traces, we define an infinite path π of K as an infinite word over S such that
(π (i),π (i + 1)) ∈ R for all i ≥ 0. Here, unlike the previous chapters, we assume
traces and paths to be 0-based (and not 1-based) for notational convenience.
6.1.1 Standard point-based temporal logics
We start now by recalling the standard propositional temporal logics CTL∗, CTL
and LTL [EH86, Pnu77]. Given a set of proposition letters AP , the formulas φ
of CTL∗ are defined as follows:
φ ::= ⊤ | p | ¬φ | φ ∧ φ | Xφ | φUφ | ∃φ,
where p ∈ AP , X and U are the “next” and “until” temporal modalities, and ∃ is
the existential path quantifier.1 We also use the standard shorthands ∀φ = ¬∃¬φ
(“universal path quantifier”), Fφ = ⊤Uφ (“eventually” or “in the future”) and its
dual Gφ = ¬F¬φ (“always” or “globally”). We denote by |φ | the size of φ, that
is, the number of its subformulas. The logic CTL is the fragment of CTL∗ where
each temporal modality is immediately preceded by a path quantifier, whereas
LTL corresponds to the path-quantifier-free fragment of CTL∗.
1Hereafter, we denote by ∃/∀ the existential/universal path quantifiers (instead of by the usual
E/A), in order not to confuse them with the HS modalities E/A.
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Given a Kripke structure K = (AP , S, R, µ, s0), an infinite path π of K , and
a position i ≥ 0 along π , the satisfaction relation K ,π , i |= φ for CTL∗, written
simply π , i |= φ when K is clear from the context, is defined as follows (Boolean
connectives are treated as usual):
π , i |= p ⇔ p ∈ µ(π (i)),
π , i |= Xφ ⇔ π , i + 1 |= φ,
π , i |= φ1Uφ2 ⇔ for some j ≥ i : π , j |= φ2, and π ,k |= φ1 for all i ≤ k < j,
π , i |= ∃φ ⇔ for some infinite path π ′ starting from π (i), π ′, 0 |= φ.
The MC problem is defined as follows: K is a model of φ, written K |= φ, if for
all initial infinite paths π of K , it holds that K ,π , 0 |= φ.
We also consider a variant of CTL∗, called finitary CTL∗, where the path
quantifier ∃ of CTL∗ is replaced by the finitary path quantifier ∃f . In this setting,
path quantification ranges over the traces starting from the current state. The
satisfaction relation ρ, i |= φ, where ρ is a trace and i is a position along ρ, is
similar to that given for CTL∗ with the only difference of finiteness of paths, and
the fact that, for a formula Xφ, we have ρ, i |= Xφ if and only if i + 1 < |ρ | and
ρ, i + 1 |= φ. A Kripke structure K is a model of a finitary CTL∗ formula if, for
each initial trace ρ of K , it holds that K , ρ, 0 |= φ.
The MC problem for both CTL∗ and LTL is PSPACE-complete [EL85, SC85].
It is not difficult to show that, as it happens with finitary LTL [DV13], MC for
finitary CTL∗ is PSPACE-complete as well.
6.1.2 Three semantic variants of HS for MC
In this sectionwe formally define the three presented variants ofHS semanticsHSst
(state-based), HSct (computation-tree-based), and HSlin (trace-based) for model
checking HS formulas against Kripke structures. For each variant, the related
(finite)MC problem consists in decidingwhether or not a finite Kripke structure is a
model of anHS formula under such a semantic variant, as defined in the following.
State-based variant HSst. Let us recall the state-based variant, which is basi-
cally the one we have been assuming so far, where an abstract interval model
(Definition 1.3.1) is naturally associated with a given Kripke structure K by con-
sidering the set of intervals as the set TrcK of traces of K .
Definition 6.1.1 (Abstract interval model induced by a Kripke structure,
Definition 2.1.4). The abstract interval model induced by a finite Kripke
structure K = (AP , S, R, µ, s0) is AK = (AP , I,BI,EI,σ ), where
• I = TrcK ,
• BI = {(ρ, ρ ′) ∈ I × I | ρ ′ ∈ Pref(ρ)},
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• EI = {(ρ, ρ ′) ∈ I × I | ρ ′ ∈ Suff(ρ)}, and
• σ : I→ 2AP such that, for all ρ ∈ I,
σ (ρ) =
⋂
s ∈states(ρ)
µ(s).
Definition 6.1.2 (State-based HS—HSst, Definition 2.1.5 and 2.1.6). Let
K be a finite Kripke structure andψ be an HS formula. A trace ρ ∈ TrcK
satisfiesψ under the state-based semantic variant, denoted as K , ρ |=st ψ ,
if and only if AK , ρ |= ψ (Definition 1.3.2).
Moreover, K is a model of ψ under the state-based semantic variant,
denoted as K |=st ψ , if and only if, for all initial traces ρ ∈ TrcK , it holds
that K , ρ |=st ψ .
Computation-tree-based semantic variant HSct. We now describe the com-
putation-tree-based semantic variant: to the aim, we consider the abstract interval
model induced by the computation tree of a Kripke structure (this will be formally
defined in the following), and basically proceed as in the previous case.
We start by introducing the notion of D-tree structure, namely, an infinite
tree-shaped Kripke structure with branches over a set D of directions.
Definition 6.1.3 (D-tree structure). Given a set D of directions, a D-
tree structure over a set of proposition letters AP is a Kripke structure
K = (AP , S, R, µ, s0) such that s0 ∈ D, S is a prefix closed subset of D+, and
R is the set of pairs (s, s ′) ∈ S × S such that there exists d ∈ D for which
s ′ = s · d (note that R is completely specified by S). The states of a D-tree
structure are called nodes.
A Kripke structure K = (AP , S, R, µ, s0) induces an S-tree structure, called
the computation tree of K , denoted by C (K ), which is obtained by unwinding K
from the initial state (note that the directions are the set of states of K ). Formally,
C (K ) = (AP ,Trc0K , R′, µ ′, s0), where the set of nodes is the set of initial traces of
K—hereafter denoted as Trc0K—and, for all ρ, ρ ′ ∈ Trc0K , µ ′(ρ) = µ(lst(ρ)) and
(ρ, ρ ′) ∈ R′ if and only if ρ ′ = ρ · s for some s ∈ S . See Figure 6.5 for an example.
Notice that since each state in a computation tree has a unique predeces-
sor (with the exception of the initial state), this HS variant enforces a linear
reference in the past.
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s0
s0s1
s0s1s0 s0s1s1
s0s1s0s1 s0s1s1s0 s0s1s1s1
· · · · · ·
Figure 6.5: Computation tree C (K ) of a finite Kripke structure K = (AP , S,R, µ, s0) with
S = {s0, s1} and R = {(s0, s1), (s1, s1), (s1, s0)}.
◦
Definition 6.1.4 (Computation-tree-based HS—HSct). A finite Kripke
structure K is a model of an HS formula ψ under the computation-tree-
based semantic variant, denoted as K |=ct ψ , if and only if C (K ) |=st ψ .
Trace-based semantic variant HSlin. Finally, we introduce the trace-based
semantic variant, which exploits the interval structures induced by the infinite
paths of a Kripke structure, as defined in the following.
We recall that, given a strict partial ordering S = (S , <), an interval in S
is an ordered pair [x ,y], such that x ,y ∈ S and x ≤ y, which represents the
subset of S given by all points z ∈ S such that x ≤ z ≤ y. We denote by
I(S) the set of intervals in S.
The following notion has already been presented in Section 3.1, but here we
use (for technical convenience) a different notation.
Definition 6.1.5 (Interval structure). An interval structure (or interval
model) IS over AP is a pair IS = (S,σ ) such that S = (S , <) is a strict
partial ordering and σ : I(S) → 2AP is a labeling function assigning a set
of proposition letters to each interval in S.
The next definition shows how to derive an abstract interval model from an
interval structure, allowing us to interpret HS over interval structures.
Definition 6.1.6 (Abstract interval model induced by an interval struc-
ture). An interval structure IS = (S,σ ) over AP , where S = (S , <) is a
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strict partial ordering, induces the abstract interval model
AIS = (AP , I(S),BI(S),EI(S),σ ),
where [x ,y]BI(S) [v, z] if and only if x = v and z < y, and [x ,y]EI(S) [v, z]
if and only if y = z and x < v .
Given an interval I and an HS formula ψ , we write IS , I |= ψ to mean that
AIS , I |= ψ . We now interpret HS over the infinite paths of a Kripke structure
by mapping them into interval structures.
Definition 6.1.7 (Interval structure induced by an infinite path). For
a finite Kripke structure K = (AP , S, R, µ, s0) and an infinite path π =
π (0)π (1) · · · ofK , the interval structure induced by π is ISK ,π = ((N, <),σ ),
where for each interval [i, j], we have σ ([i, j]) = ⋂jh=i µ(π (h)).
Definition 6.1.8 (Trace-based HS—HSlin). A finite Kripke structure K
is a model of an HS formula ψ under the trace-based semantic variant,
denoted as K |=lin ψ , if and only if, for each initial infinite path π and for
each initial interval [0, i], it holds that ISK ,π , [0, i] |= ψ .
With this definitionwe conclude the presentation of the three semantic variants
of HS. In the next sections we will compare the expressiveness of the logics HSst,
HSct, HSlin, LTL, CTL, and CTL∗ when interpreted over finite Kripke structures.
Given two logics L1 and L2, and two formulas φ1 ∈ L1 and φ2 ∈ L2, we say that
φ1 in L1 is equivalent toφ2 in L2 if, for every finite Kripke structureK , K is a model
of φ1 in L1 if and only if K is a model of φ2 in L2. We say that L2 is subsumed by
L1, denoted as L1 ≥ L2, if for each formula φ2 ∈ L2, there exists a formula φ1 ∈ L1
such that φ1 in L1 is equivalent to φ2 in L2. Moreover, L1 is as expressive as L2 (or,
L1 and L2 have the same expressive power), written L1 ≡ L2, if both L1 ≥ L2 and
L2 ≥ L1. We say that L1 is (strictly) more expressive than L2 if L1 ≥ L2 and L2 ≱ L1.
Finally, L1 and L2 are expressively incomparable if both L1 ≱ L2 and L2 ≱ L1.
6.1.3 An example: a vending machine
In this section, we give an example highlighting the differences among the HS
semantic variants HSst, HSct, and HSlin.
The Kripke structure of Figure 6.6 represents a vending machine, which can
dispense water, hot dogs, and candies. In state s0 (the initial one), no coin has been
inserted into the machine (hence, the proposition letter p$=0 holds there). Three
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s0
p$=0
s2
p$=2
s1
p$=1
s3
p$=0.50
s4
pcandy
s5
photdog
s6
pwater
s7
pchange
s8
pmaint
s9
pmaint_end
ins_$2
ins_$1
ins_$0.50
sel
sel
sel
sel
sel
sel
dispensed
dispensed
dispensed
change_given
change_given
maint_ongoing
maint_failed
maint_success
poperative
¬poperative
Figure 6.6: Kripke structure representing a vending machine.
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edges, labelled by “ins_$1”, “ins_$2”, and “ins_$0.50”, connect s0 to s1, s2, and s3,
respectively. Edge labels do not convey semantic value (they are neither part of
the structure definition nor associated with proposition letters) and are simply
used for an easy reference to edges. In s1 (resp., s2, s3) the proposition letter p$=1
(resp., p$=2, p$=0.50) holds, representing the fact that 1 Dollar (resp., 2, 0.50 Dollars)
has been inserted into the machine. The cost of a bottle of water (resp., a candy,
a hot dog) is $0.50 (resp., $1, $2). A state si , for i = 1, 2, 3, is connected to a state
sj , for j = 4, 5, 6, only if the available credit allows one to buy the corresponding
item. Then, edges labelled by “dispensed” connect s4, s5, and s6 to s7. In s7, the
machine gives change, and can nondeterministically move back to s0 (ready for
dispensing another item), or to s8, where it begins an automatic maintenance
activity (pmaint holds there). Afterwards, state s9 is reached, where maintenance
ends. From there, if the maintenance activity fails (edge “maint_failed”), s8 is
reached again (another maintenance cycle is attempted); otherwise, maintenance
concludes successfully (“maint_success”) and s0 is reached. Since the machine is
operating in states s0, . . . , s7, and under maintenance in s8 and s9, poperative holds
over the former, and it does not on the latter.
In the following, we will make use of the B formulas lengthn , with n ≥ 1,
presented in Example 2.1.7.
We now give some examples of properties we can formalize under all, or some,
of the HS semantic variants HSst, HSct, and HSlin.
• In any run of length 50, during which the machine never enters maintenance
mode, it dispenses at least a hotdog, a bottle of water and a candy.
K ̸ |= (poperative ∧ length50) −→((⟨B⟩ ⟨E⟩ photdog) ∧ (⟨B⟩ ⟨E⟩ pwater) ∧ (⟨B⟩ ⟨E⟩ pcandy))
Clearly this property is false, as the machine can possibly dispense only
one or two kinds of items. We start by observing that the above formula
is equivalent in all of the three semantic variants of HS: since modalities
⟨B⟩ and ⟨E⟩ only allow one to “move” from an interval to its subintervals,
BElin, BEst, and BEct coincide (for this reason, we have omitted the subscript
from the symbol |=). Homogeneity plays a fundamental role here: asking
poperative to be true implies that such a letter is true along the whole trace
(thus s8 and s9 are always avoided).
It is worth observing that the same property can be expressed in LTL, for
instance as follows:⋀
i ∈{0, ...,49}
Xipoperative ∧
⋁
i, j,k ∈{1, ...,48},i,j,k,i
(Xiphotdog) ∧ (Xjpwater) ∧ (Xkpcandy).
The length of this LTL formula is exponential in the number of items (in this
case, 3), whereas the length of the above HS one is only linear. As a matter
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of fact, we will prove (Theorem 6.2.5) that BE is at least exponentially more
succinct than LTL.
• If the credit is $0.50, then no hot dog or candy may be provided.
K |= (⟨E⟩ p$=0.50) −→ ¬ ⟨A⟩(length2 ∧ ⟨E⟩(photdog ∨ pcandy))
We observe that a trace satisfies ⟨E⟩ p$=0.50 if and only if it ends in s3. This
property is satisfied under all of the three semantic variants, even though the
nature of future differs among them (recall Figure 6.1, 6.2, and 6.3). As we
have already mentioned, a linear setting (rather than branching) is suitable
for the specification of dynamic behaviors, because it considers states of a
computation; conversely, a branching approach focuses on machine states
(and thus on the structure of a system).
In this case, only the state s6 can be reached from s3, regardless of the nature
of future. For this reason, HSst, HSct, and HSlin behave in the same way.
• Let us exemplify now a difference between HSst (and HSct) and HSlin.
K |=st
K |=ct
K ̸ |=lin
(⟨E⟩ pmaint_end) −→ ⟨A⟩ ⟨E⟩ poperative
This is a structural property, requiring that when the machine enters state
s9 (where maintenance ends), it can become again operative reaching state
s0 (s9 is not a lock state for the system). This is clearly true when future
is branching and it is not when future is linear: HSlin refers to system
computations, and some of these may ultimately loop between s8 and s9.
• Conversely, some properties make sense only if they are predicated over
computations. This is the case, for instance, of fairness.
K |=st
K |=ct
K ̸ |=lin
([A] ⟨A⟩ ⟨E⟩ pmaint) −→ [A] ⟨A⟩ ⟨E⟩ poperative
Assuming the trace-based semantics, the property requires that if a system
computation enters infinitely often into maintenance mode, it will infinitely
often enter operation mode. Again, this is not true, as some system compu-
tations may ultimately loop between s8 and s9 (hence, they are not fair). On
the contrary, such a property is trivially true under HSst or HSct, as, for any
initial trace ρ, it holds that K , ρ |= ⟨A⟩ ⟨E⟩ poperative.
• We conclude with a property showing the difference between linear and
branching past, that is, between HSst and HSlin (and HSct). The requirement
is the following: the machine may dispense water with any amount of
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(positive) credit.
K |=st
K ̸ |=ct
K ̸ |=lin
(⟨E⟩ pwater) −→ ⟨E⟩
(
pwater ∧
⋀
p∈{p$=2,p$=1,p$=0.50 }
⟨A⟩(length2 ∧ ⟨B⟩ p)
)
Again, this one is a structural property, that cannot be expressed in HSlin or
HSct, as these refer to a specific computation in the past. Conversely, it is
true under HSst, since s6 is backward reachable in one step by s1, s2, and s3.
6.2 Equivalence between LTL and HSlin
In this section, we show that HSlin is as expressive as LTL even for small syn-
tactical fragments of HSlin. To this end, we exploit the well-known equivalence
between LTL and the first-order fragment of monadic second-order logic over
infinite words (FO for short).
Recall that, given a countable set {x ,y, z, . . .} of (position) variables, the FO
formulas φ over a set of proposition letters AP = {p, . . .} are defined as:
φ ::= ⊤ | p(x) | x ≤ y | x < y | ¬φ | φ ∧ φ | ∃x .φ .
We interpret FO formulas φ over infinite paths π of Kripke structures K =
(AP , S, R, µ, s0). Given a variable valuation д, assigning to each variable a position
i ≥ 0, the satisfaction relation (π ,д) |= φ corresponds to the standard satisfac-
tion relation (µ(π ),д) |= φ, where µ(π ) is the infinite word over 2AP given by
µ(π (0))µ(π (1)) · · · . More precisely, (π ,д) |= φ is inductively defined as follows
(we omit the standard rules for the Boolean connectives):
(π ,д) |= p(x) ⇔ p ∈ µ(π (д(x))),
(π ,д) |= x op y ⇔ д(x) op д(y), for op ∈ {<, ≤},
(π ,д) |= ∃x .φ ⇔ (π ,д[x ← i]) |= φ for some i ≥ 0,
where д[x ← i](x) = i and д[x ← i](y) = д(y) for y , x . Note that the satisfaction
relation depends only on the values assigned to the variables occurring free in
the given formula φ. We write π |= φ to mean that (π ,д0) |= φ, where д0(x) = 0
for each variable x . An FO sentence is a formula with no free variables.
The following is a well-known result (Kamp’s theorem [Kam68]).
Proposition 6.2.1. Given an FO sentence φ over AP , one can construct an
LTL formula ψ such that, for all Kripke structures K over AP and infinite
paths π , it holds that π |= φ if and only if π , 0 |= ψ .
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Given a HSlin formulaψ , we now construct an FO sentenceψFO such that, for
all Kripke structures K , K |=lin ψ if and only if for each initial infinite path
π of K , π |= ψFO.
We start by defining a mapping h assigning to each triple (φ,x ,y), consist-
ing of a HS formula φ and two distinct position variables x ,y, an FO formula
having as free variables x and y. The mapping h returns the FO formula defin-
ing the semantics of the HS formula φ interpreted over an interval bounded
by the positions x and y.
The function h is homomorphic with respect to the Boolean connectives,
and is defined for proposition letters and modal operators as follows (here z
is a fresh position variable):
h(p,x ,y) = ∀z.((z ≥ x ∧ z ≤ y) → p(z)),
h(⟨E⟩ψ ,x ,y) = ∃z.(z > x ∧ z ≤ y ∧ h(ψ , z,y)),
h(⟨B⟩ψ ,x ,y) = ∃z.(z ≥ x ∧ z < y ∧ h(ψ ,x , z)),
h(⟨E⟩ψ ,x ,y) = ∃z.(z < x ∧ h(ψ , z,y)),
h(⟨B⟩ψ ,x ,y) = ∃z.(z > y ∧ h(ψ ,x , z)).
It is worth noting that homogeneity plays a crucial role in the definition of
h(p,x ,y) (without it, a binary predicate would be necessary to encode the truth
of p over the interval [x ,y]).
Given a Kripke structure K , an infinite path π , an interval of positions [i, j],
and an HSlin formulaψ , by a straightforward induction on the structure ofψ , we
can show that ISK ,π , [i, j] |= ψ if and only if (π ,д) |= h(ψ ,x ,y) for any valuation
such that д(x) = i and д(y) = j.
Let us consider the FO sentence h(ψ ) given by ∃x((∀z.z ≥ x) ∧ ∀y.h(ψ ,x ,y)).
Clearly K |=lin ψ if and only if for each initial infinite path π of K , π |= h(ψ ).
By Proposition 6.2.1, it follows that one can construct an LTL formula h′(ψ ) such
that h′(ψ ) in LTL is equivalent to ψ in HSlin. Thus, we obtain the following
expressiveness containment.
Theorem 6.2.2. LTL ≥ HSlin.
Now we show that also the converse containment holds, that is, LTL can be
translated into HSlin. Actually, it is worth noting that for such a purpose the frag-
ment AB of HSlin, featuring only modalities for ⟨A⟩ and ⟨B⟩, is expressive enough.
Theorem 6.2.3. Given an LTL formula φ, one can construct in linear time
an AB formulaψ such that φ in LTL is equivalent toψ in ABlin.
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Proof. Let f : LTL → AB be the mapping, homomorphic with respect to the
Boolean connectives, defined as follows:
f (p) = p, for each p ∈ AP ,
f (Xψ ) = ⟨A⟩(length2 ∧ ⟨A⟩(length1 ∧ f (ψ ))),
f (ψ1Uψ2) = ⟨A⟩
(⟨A⟩(length1 ∧ f (ψ2)) ∧ [B](⟨A⟩(length1 ∧ f (ψ1))) .
Given a Kripke structure K , an infinite path π , a position i ≥ 0, and an LTL
formula ψ , by a straightforward induction on the structure of ψ we can show
that π , i |= ψ if and only if ISK ,π , [i, i] |= f (ψ ). Hence K |= ψ if and only if
K |=lin length1 → f (ψ ). □
The next corollary follows immediately from Theorem 6.2.2 and Theorem 6.2.3.
Corollary 6.2.4. HSlin and LTL have the same expressive power.
While there is no difference in the expressive power between LTL and HSlin,
things change if we consider succinctness. Whereas Theorem 6.2.3 shows that
it is possible to convert any LTL formula into an equivalent HSlin one in linear
time, the following theorem holds.
Theorem 6.2.5. HSlin is at least exponentially more succinct than LTL.
Proof. To prove the statement, it suffices to provide an HSlin formulaψ for which
there exists no LTL equivalent formula whose size is polynomial in |ψ |.
To this end, we restrict our attention to the fragment BElin. Since modalities
⟨B⟩ and ⟨E⟩ only allow one to “move” from an interval to its subintervals, BElin
actually coincides with BEst, whose MC is hard for EXPSPACE (Section 2.4).
Thus, in particular, it is possible to encode by means of a BElin formula ψcpt the
(unique) computation of a deterministic Turing machine using b(n) ∈ O(2n) bits
that, when executed on input 0n , for some natural number n ≥ 1, counts in binary
from 0 to 22n − 1, by repeatedly summing 1, and finally accepts. The length ofψcpt
is polynomial in n, and the unique trace which satisfies it (that is, that encodes
such a computation) has length ℓ(n) ≥ b(n) · 22n .
Conversely, it is known that LTL features a single-exponential small-model
property [DGL16], stating that, for every satisfiable LTL formula φ, there are
u,w ∈ S∗ with |u | ≤ 2 |φ | and |w | ≤ |φ | · 2 |φ | , such that u · wω , 0 |= φ. This
allows us to conclude (by a straightforward contradiction argument) that there
is no polynomial-length (with respect to |ψcpt |, and thus to n) LTL formula that
can encode the aforementioned computation. An exponential-length LTL formula
would be needed for such an encoding. □
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Exactly the same argument can be used to show that HSlin is at least expo-
nentially more succinct than the extension of LTL with past modalities (denoted
in the following as LTLp ) [LP00].
6.3 A characterization of HSct
In this section, we will focus our attention on the computation-tree-based semantic
variant HSct, showing that it is as expressive as finitary CTL∗. As a matter of
fact, the result can be proved to hold already for the syntactical fragment ABE
which does not feature inverse modalities. In addition, we show that HSct is
subsumed by CTL∗.
6.3.1 From finitary CTL∗ to HSct
We first show that finitary CTL∗ is subsumed by HSct. As a preliminary funda-
mental step, we prove that, when interpreted over finite words, the BE fragment
of HS and LTL define the same class of finitary languages (Theorem 6.3.5).
For an LTL formula φ with proposition letters over an alphabet Σ (in our case Σ
is 2AP ), let us denote by Lact(φ) the set of non-empty finite words over Σ satisfying
φ under the standard action-based semantics of LTL, interpreted over finite words
(see [Var96]). A similar notion can be given for BE formulas φ with proposition
letters in Σ (under the homogeneity assumption). Then, φ denotes a language,
written Lact(φ), of non-empty finite words over Σ inductively defined as:
• Lact(a) = a+, for each a ∈ Σ (this definition reflects homogeneity);
• Lact(¬φ) = Σ+ \ Lact(φ);
• Lact(φ1 ∧ φ2) = Lact(φ1) ∩ Lact(φ2);
• Lact(⟨B⟩ φ) = {w ∈ Σ+ | Pref(w) ∩ Lact(φ) , ∅};
• Lact(⟨E⟩ φ) = {w ∈ Σ+ | Suff(w) ∩ Lact(φ) , ∅}.
We prove that, under the action-based semantics, BE formulas and LTL for-
mulas define the same class of finitary languages.
To prove that the finitary languages defined by LTL formulas are subsumed
by those defined by BE formulas, we exploit an algebraic condition introduced by
Wilke in [Wil99], called LTL-closure, which gives, for a class of finitary languages,
a sufficient condition to guarantee the inclusion of the class of LTL-definable
languages. The converse inclusion, that is, the class of finitary languages defined
by the fragment BE is subsumed by that defined by LTL, can be proved by a
technique similar to that used in Section 6.2, and is thus omitted.
We start by considering the former inclusion recalling from [Wil99] a suffi-
cient condition for a class of finitary languages to include the class of finitary
languages which are LTL-definable.
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d1 d2 d3 d1 ∈ ∆+
∈ U +0γ1 γ2 γ3 b γ4 γ5 b γ6 γ7 γ8 b γ9 γ10 γ11 b
h0 h0 h0 h0
w =
w′ =
w′ = h(w)
Figure 6.7: Visual description of condition 3 of Definition 6.3.1 (LTL-closure).
◦
Definition 6.3.1 (LTL-closure). A class C of languages of finite words
over finite alphabets is LTL-closed if and only if the following conditions
are satisfied, where Σ and ∆ are finite alphabets, b ∈ Σ and Γ = Σ \ {b}:
1. C is closed under language complementation and intersection;
2. if L ∈ C with L ⊆ Γ+, then Σ∗bL , Σ∗b(L + ε), LbΣ∗, and (L + ε)bΣ∗
are in C;
3. Let U0 = Γ∗b, h0 : U0 → ∆, and h : U +0 → ∆+ be defined by
h(u0u1 · · ·un) = h0(u0) · · ·h0(un). Assume that for each d ∈ ∆, the
language Ld = {u ∈ Γ+ | h0(ub) = d} is in C. Then for each
language L ∈C such that L ⊆∆+, the language Γ∗bh−1(L)Γ∗ is in C.
In Figure 6.7, we graphically depict (3.) of the definition of LTL-closure.
In the proposed example, we have: (i) for all i , di ∈ ∆ and γi ∈ Γ, (ii) w =
(γ1γ2γ3b)(γ4γ5b)(γ6γ7γ8b)(γ9γ10γ11b) ∈ U 40 , (iii) w ′ = h(w) = h0(γ1γ2γ3b)h0(γ4γ5b)
h0(γ6γ7γ8b)h0(γ9γ10γ11b) = d1d2d3d1 ∈ ∆4. For instance, γ1γ2γ3,γ9γ10γ11 ∈ Ld1
and γ4γ5 ∈ Ld2 .
The following result holds [Wil99].
Theorem 6.3.2. Any LTL-closed class C of finitary languages includes the
class of LTL-definable finitary languages.
Therefore, to prove that the finitary languages defined by BE formulas sub-
sume those defined by LTL, as stated by Theorem 6.3.5 below, it suffices to prove
that the class of finitary languages definable by BE formulas is LTL-closed, and to
apply Theorem 6.3.2. We observe that, by definition, the class of BE-definable
languages is obviously closed under language complementation and intersection
((1.) of Definition 6.3.1). The fulfillment of (2.) and (3.) of Definition 6.3.1 is
then proved by the two following Lemma 6.3.3 and 6.3.4, respectively, whose
proofs are in Appendix D.1 and D.2.
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Lemma 6.3.3. Let Σ be a finite alphabet, b ∈ Σ, Γ = Σ \ {b}, L ⊆ Γ+,
and ψ be a BE formula over Γ such that Lact(ψ ) = L . Then, there are BE
formulas defining (under the action-based semantics) the languages bL ,
Σ∗bL , Σ∗b(L + ε), Lb, LbΣ∗, (L + ε)bΣ∗, and bLb.
Lemma 6.3.4. Let Σ and ∆ be finite alphabets, b ∈ Σ, Γ = Σ \ {b},
U0 = Γ
∗b, h0 : U0 → ∆ and h : U +0 → ∆+ be defined by h(u0u1 · · ·un) =
h0(u0) · · ·h0(un). Assume that, for each d ∈ ∆, there is a BE formula captur-
ing the language Ld = {u ∈ Γ+ | h0(ub) = d}. Then, for each BE formula
φ over ∆, one can construct a BE formula over Σ capturing the language
Γ∗bh−1(Lact(φ))Γ∗.
Since, by Lemma 6.3.3 and 6.3.4, the class of finitary languages definable by
BE formulas is LTL-closed, by Theorem 6.3.2 we finally get the following result.
Theorem 6.3.5. Let φ be an LTL formula over a finite alphabet Σ. Then
there exists a BE formula φHS over Σ such that Lact(φHS) = Lact(φ).
The result of Theorem 6.3.5 is used to prove that finitary CTL∗ is subsumed
by the fragment ABE under the state-based semantics.
Theorem 6.3.6. Let φ be a finitary CTL∗ formula over AP . Then there is
an ABE formula φHS over AP such that, for all Kripke structures K over AP
and traces ρ, we have K , ρ, 0 |= φ if and only if K , ρ |=st φHS.
Proof. The proof is by induction on the nesting depth of modality ∃f in φ. In
the base case, φ is a finitary LTL formula over AP . Since what we need to deal
with it is just the first part of the work we have to do for the inductive step, it
is omitted and only the inductive step is detailed.
Let H be the non-empty set of subformulas of φ of the form ∃fψ which do
not occur in the scope of the path quantifier ∃f , that is, the ∃fψ formulas which
are maximal with respect to the nesting depth of modality ∃f . Then, φ can be
seen as an LTL formula over the extended set of proposition letters AP = AP ∪H .
Let Σ = 2AP and φ be the LTL formula over Σ obtained from φ by replacing
each occurrence of p ∈ AP in φ with the formula ⋁P ∈Σ : p∈P P , according to
the LTL action-based semantics.
Given a Kripke structure K over AP with labeling µ and a trace ρ of K , we
denote by ρH the finite word over 2AP of length |ρ | defined as
ρH (i) = µ(ρ(i)) ∪ {∃fψ ∈ H | K , ρ, i |= ∃fψ },
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for all i ∈ [0, |ρ | − 1]. One can easily prove by structural induction on φ that
K , ρ, 0 |= φ if and only if ρH ∈ Lact(φ). By Theorem 6.3.5, there exists a BE
formula φHS over Σ such that Lact(φ) = Lact(φHS).
Now, by the inductive hypothesis, for each formula ∃fψ ∈ H , there exists an
ABE formulaψHS such that, for all Kripke structures K and traces ρ of K , we have
K , ρ, 0 |= ψ if and only if K , ρ |=st ψHS. Since ρ is arbitrary, K , ρ, i |= ∃fψ if and
only if K , ρ(i, i), 0 |= ∃fψ , if and only if K , ρ(i, i) |=st ⟨A⟩ψHS, for each i ≥ 0.
Let φHS be the ABE formula over AP obtained from the BE formula φHS by
replacing each occurrence of P ∈ Σ in φHS with the formula
[G]
(
length1 −→
⋀
∃f ψ ∈H∩P
⟨A⟩ψHS ∧
⋀
∃f ψ ∈H\P
¬ ⟨A⟩ψHS ∧
⋀
p∈AP∩P
p ∧
⋀
p∈AP\P
¬p
)
.
Since for all i ≥ 0 and ∃fψ ∈ H , we have K , ρ, i |= ∃fψ if and only if
K , ρ(i, i) |=st ⟨A⟩ψHS, it is possible to prove by a straightforward induction on
the structure of φHS that, for any Kripke structure K and trace ρ of K , we have
K , ρ |=st φHS if and only if ρH ∈ Lact(φHS).
Therefore, since K , ρ, 0 |= φ if and only if ρH ∈ Lact(φ) and Lact(φ) = Lact(φHS),
then K , ρ, 0 |= φ if and only if K , ρ |=st φHS, for any Kripke structure K and trace
ρ of K . This concludes the proof of the theorem. □
Since the fragment ABE of HS does not feature any modalities unravelling
a Kripke structure backward (namely, ⟨A⟩ and ⟨E⟩), the computation-tree-based
semantics coincides with the state-based semantics (recall Figure 6.1 and 6.2), and
thus the following corollary immediately follows from Theorem 6.3.6.
Corollary 6.3.7. Finitary CTL∗ is subsumed by both HSst and HSct.
6.3.2 From HSct to finitary CTL∗
We show now that HSct is subsumed by both CTL∗ and its finitary variant. To
prove this result, we first introduce a hybrid and linear-past extension of CTL∗,
called hybrid CTL∗lp , and its finitary variant, called finitary hybrid CTL
∗
lp .
Besides standard modalities, hybrid logics make use of explicit variables and
quantifiers that bind them [BS96]. Variables and binders allow us to easily mark
points in a path, which will be considered as starting and ending points of intervals,
thus permitting a natural encoding of HSct. Actually, we will show that the
restricted use of variables and binders exploited in our encoding does not increase
the expressive power of (finitary) CTL∗ (as it happens for an unrestricted use),
thus proving the desired result. We start defining hybrid CTL∗lp .
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For a countable set {x ,y, z, . . .} of (position) variables, the set of formulas φ
of hybrid CTL∗lp over AP is defined as follows:
φ ::= ⊤ | p | x | ¬φ | φ ∨ φ | ↓x .φ | Xφ | φUφ | X−φ | φU−φ | ∃φ,
where X− (“previous”) and U− (“since”) are the past counterparts of the “next”
and “until” modalities X and U, and ↓x is the downarrow binder operator [BS96],
which binds x to the current position along the given initial infinite path. We
also use the standard shorthands F−φ := ⊤U−φ (“eventually in the past”) and its
dual G−φ := ¬F−¬φ (“always in the past”). As usual, a sentence is a formula
with no free variables.
Let K be a Kripke structure and φ be a hybrid CTL∗lp formula. For an initial
infinite path π of K , a variable valuation д, that assigns to each variable x a
position along π , and i ≥ 0, the satisfaction relation π ,д, i |= φ is defined as
follows (we omit the clauses for the Boolean connectives and for U and X):
π ,д, i |= X−φ ⇔ i > 0 and π ,д, i − 1 |= φ,
π ,д, i |= φ1U−φ2 ⇔ for some j ≤ i we have π ,д, j |= φ2, and
π ,д,k |= φ1 for all j < k ≤ i,
π ,д, i |= ∃φ ⇔ for some initial infinite path π ′ such that
π ′(0, i) = π (0, i), we have π ′,д, i |= φ,
π ,д, i |= x ⇔ д(x) = i,
π ,д, i |= ↓x .φ ⇔ π ,д[x ← i], i |= φ,
where д[x ← i](x) = i and д[x ← i](y) = д(y) for y , x . A Kripke structure K
is a model of a formula φ if π ,д0, 0 |= φ, for every initial infinite path π of K ,
with д0 the variable valuation assigning 0 to each variable. Note that the path
quantification is “memoryful”, i.e., it ranges over infinite paths that start at the root
and visit the current node of the computation tree. Clearly, the semantics for the
syntactical fragment CTL∗ coincides with the standard one. If we disallow the use
of variables and binder modalities, we obtain the logic CTL∗lp , a well-known linear-
past extension of CTL∗ which is as expressive as CTL∗ [KPV12]. We also consider
the finitary variant of hybrid CTL∗lp , where the path quantifier ∃ is replaced with
the finitary path quantifier ∃f . This logic corresponds to an extension of finitary
CTL∗ and its semantics is similar to that of hybrid CTL∗lp with the exception that
path quantification ranges over the finite paths (traces) that start at the root and
visit the current node of the computation tree.
In the following, we will use the fragment of hybrid CTL∗lp consisting of
well-formed formulas, namely, formulas φ where:
• each subformula ∃ψ of φ has at most one free variable (namely, not bound
by the downarrow binder operator);
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• each subformula ∃ψ (x) of φ having x as free variable occurs in φ in the
context (F−x) ∧ ∃ψ (x).
Intuitively, the above conditions affirm that, for each state subformula ∃ψ , the
unique free variable (if any) refers to ancestors of the current node in the compu-
tation tree.2 The notion of well-formed formula of finitary hybrid CTL∗lp is similar:
the path quantifier ∃ is replaced by its finitary version ∃f .
We first show that HSct can be translated into the well-formed fragment of
hybrid CTL∗lp (resp., well-formed fragment of finitary hybrid CTL
∗
lp ). Then we
show that this fragment is subsumed by CTL∗ (resp., finitary CTL∗).
Proposition 6.3.8. Given a HSct formula φ, one can construct in linear-
time an equivalent well-formed sentence of hybrid CTL∗lp (resp., finitary
hybrid CTL∗lp ).
Proof. We focus on the translation from HSct into the well-formed fragment
of hybrid CTL∗lp . The translation from HSct into the well-formed fragment of
finitary hybrid CTL∗lp is similar, and thus omitted.
Let φ be a HSct formula. The desired hybrid CTL∗lp sentence is the formula
↓x .Gf (φ,x), where f (φ,x) is a mapping which is homomorphic with respect to
the Boolean connectives, and over proposition letters and modalities behaves
in the following way:
f (p,x) = G−((F−x) → p),
f (⟨B⟩ψ ,x) = X−F−(f (ψ ,x) ∧ F−x),
f (⟨B⟩ψ ,x) = ∃(XFf (ψ ,x)) ∧ F−x ,
f (⟨E⟩ψ ,x) = ↓y.F− (x ∧ XF↓x .F(y ∧ f (ψ ,x))),
f (⟨E⟩ψ ,x) = ↓y.F− ((XFx) ∧ ↓x .F(y ∧ f (ψ ,x))),
where y is a fresh variable.
Clearly ↓x .Gf (φ,x) is well-formed. The formula f (φ,x) intuitively states that
φ holds over an interval of the current path that starts at the position (associated
with the variable) x and ends at the current position.
More formally, let K be a Kripke structure, [h, i] be an interval of positions, д
be a valuation assigning to the variable x the position h, and π be an initial infinite
path. By a straightforward induction on the structure of φ, one can show that
K ,π ,д, i |= f (φ,x) if and only if C (K ), C (π ,h, i) |=st φ, where C (π ,h, i) denotes
the trace of the computation tree C (K ) starting from π (0,h) and leading to π (0, i).
2The well-formedness constraint ensures that a formula captures only branching regular require-
ments. As an example, the formula ∃F↓x .G−(¬X−⊤ → ∀F(x ∧ p)) is not well-formed and requires
that there is a level of the computation tree such that each node in the level satisfies p . This represents
a non-regular context-free branching requirement (see, e.g., [ACZ06]).
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Hence, K is a model of ↓x .Gf (φ,x) if, for each initial trace ρ of C (K ), we have
that C (K ), ρ |=st φ. □
Let LTLp be the past extension of LTL, obtained by adding the past modalities
X− and U−. By exploiting the well-known separation theorem for LTLp over finite
and infinite words [Gab87], which states that any LTLp formula can be effectively
converted into an equivalent Boolean combination of LTL formulas and pure past
LTLp formulas, we can prove that, under the hypothesis of well-formedness, the
extensions of CTL∗ (resp., finitary CTL∗) used to encode HSct formulas do not
increase the expressive power of CTL∗ (resp., finitary CTL∗). Such a result is the
fundamental step to prove, together with Proposition 6.3.8, that CTL∗ subsumes
HSct. In addition, pairedwith Corollary 6.3.7, it will allow us to state themain result
of the section, namely, that HSct and finitary CTL∗ have the same expressiveness.
Let us now show that the well-formed fragment of hybrid CTL∗lp (resp., finitary
hybrid CTL∗lp ) is not more expressive than CTL
∗ (resp., finitary CTL∗). Once
more, we focus on the well-formed fragment of hybrid CTL∗lp omitting the similar
proof for the finitary variant.
We start with some additional definitions and auxiliary results. A pure past
LTLp formula is an LTLp formula which does not contain occurrences of future
temporal modalities. Given two formulas φ and φ ′ of hybrid CTL∗lp , we say that
φ and φ ′ are congruent if, for every Kripke structure K , initial infinite path π ,
valuation д, and current position i , it holds K ,π ,д, i |= φ if and only if K ,π ,д, i |=
φ ′ (note that congruence is a stronger requirement than equivalence).
As usual, for a formula φ of hybrid CTL∗lp with one free variable x , we write
φ(x). Moreover, since the satisfaction relation depends only on the variables occur-
ring free in the given formula, for φ(x) we use the notation K ,π , i |= φ(x ← h) to
mean that K ,π ,д, i |= φ for any valuation д assigning h to the unique free variable
x . For a formula φ of hybrid CTL∗lp , let ∃SubF(φ) denote the set of subformulas of
φ of the form ∃ψ which do not occur in the scope of the path quantifier ∃.
Finally, for technical reasons, we introduce simple hybrid CTL∗lp formulas.
Definition 6.3.9. Given a variable x , a simple hybrid CTL∗lp formula
ψ with respect to x is a hybrid CTL∗lp formula satisfying the following
syntactical constraints:
• x is the unique variable occurring inψ ;
• ψ does not contain occurrences of the binder modalities and past
temporal modalities;
• ∃SubF(ψ ) consists of CTL∗ formulas.
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Intuitively, a simple hybrid CTL∗lp (over AP ) formulaψ with respect to x can
be seen as a CTL∗ formula over the set of proposition letters AP ∪ {x} such that x
does not occur in the scope of ∃. The next lemma, proved in Appendix D.3, shows
that ψ can be further simplified whenever it is paired with the formula F−x .
Lemma 6.3.10. Letψ be a simple hybrid CTL∗lp formula with respect to x .
Then (F−x) ∧ψ is congruent to a formula of the form (F−x) ∧ ξ , where ξ is a
Boolean combination of the atomic formula x and CTL∗ formulas.
The next lemma states an important technical property of well formed formulas,
which will be exploited in Theorem 6.3.14 to prove that the set of sentences
of the well-formed fragment of hybrid CTL∗lp has the same expressiveness as
CTL∗. Intuitively, if the hybrid features of the language do not occur in the
scope of existential path quantifiers, it is possible to remove the occurrences of
the binder ↓ and to suitably separate past and future modalities. The result is
obtained by exploiting the equivalence of FO and LTLp over infinite words and
by applying the separation theorem for LTLp over infinite words [Gab87], that
we recall here for completeness.
Theorem 6.3.11 (LTLp separation over infinite words). Any LTLp formula
ψ can be effectively transformed into a formula
ψ ′ =
t⋁
i=1
(ψp,i ∧ψf ,i ),
for some t ≥ 1, where ψp,i is a pure past LTLp formula and ψf ,i is an LTL
formula, such that for all infinite wordsw over 2AP and i ≥ 0, it holds that
w, i |= ψ if and only ifw, i |= ψ ′.
Lemma 6.3.12. Let (F−x) ∧ ∃φ(x) (resp., ∃φ) be a well-formed formula
(resp., well-formed sentence) of hybrid CTL∗lp such that ∃SubF(φ) consists of
CTL∗ formulas. Then (F−x) ∧∃φ(x) (resp., ∃φ) is congruent to a well-formed
formula of hybrid CTL∗lp which is a Boolean combination of CTL
∗ formulas
and (formulas that correspond to) pure past LTLp formulas over the set of
proposition letters AP ∪ ∃SubF(φ) ∪ {x} (resp., AP ∪ ∃SubF(φ)).
Proof. We focus on well-formed formulas of the form (F−x) ∧ ∃φ(x). The case of
well-formed sentences of the form ∃φ is similar, and thus omitted.
Let AP = AP ∪ ∃SubF(φ) ∪ {x}. By hypothesis, ∃SubF(φ) is a set of CTL∗
formulas, that is, they are devoid of any hybrid feature.
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Given a Kripke structure K = (AP , S, R, µ, s0), an initial infinite path π , and
h ≥ 0, we denote by πAP,h the infinite word over 2AP , which, for every position
i ≥ 0, is defined as follows:
• πAP,h(i) ∩ AP = µ(π (i));
• πAP,h(i) ∩ ∃SubF(φ) = {ψ ∈ ∃SubF(φ) | K ,π , i |= ψ };
• x ∈ πAP,h(i) if and only if i = h.
By using a fresh position variable present to represent the current position,
the formula φ(x) can be easily converted into an FO formula φFO(present) over
AP having present as its unique free variable, such that for all Kripke structures
K , initial infinite paths π , and positions i and h, we have:
K ,π , i |= φ(x ← h) if and only if πAP,h |= φFO(present← i). (6.1)
To this end, it suffices to map any proposition letter p ∈ AP into a unary predicate
p, and all the operators X,X−,U,U−,↓ into FO formulas expressing their semantics.
By the equivalence of FO and LTLp and the separation theorem for LTLp over
infinite words, starting from the FO formula φFO(present), one can construct an
LTLp formula φLTLp over AP of the form
φLTLp =
⋁
i ∈I
(φp,i ∧ φf ,i ) (6.2)
such that φp,i is a pure past LTLp formula, φf ,i is an LTL formula, and for all
infinite words w over 2AP and i ≥ 0, it holds that:
w, i |= φLTLp if and only ifw |= φFO(present← i). (6.3)
The LTLp formula φLTLp over AP corresponds to a hybrid CTL∗lp formula φLTLp (x)
over AP (note that the only hybrid feature is the possible occurrence of the
variable x). By definition of the infinite words πAP,h , one can easily show by
structural induction that for all Kripke structures K , initial infinite paths π ,
and positions i and h:
πAP,h , i |= φLTLp if and only if K ,π , i |= φLTLp (x ← h), (6.4)
the latter being a hybrid CTL∗lp formula. Thus, by (6.1), (6.3), and (6.4), we obtain
that φ(x) and φLTLp (x) are congruent.
Since in (6.2), for each i ∈ I , φp,i is a pure past LTLp formula over AP , ∃φp,i (x)
is trivially congruent to φp,i (x). As a consequence, we have that (F−x) ∧ ∃φ(x) is
congruent to (F−x)∧⋁i ∈I (φp,i (x)∧∃φf ,i (x)), which is congruent to⋁i ∈I (φp,i (x)∧
(F−x)∧∃φf ,i (x)), which is in turn congruent to⋁i ∈I (φp,i (x)∧∃((F−x)∧φf ,i (x))).
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Now, φf ,i (x) is a simple hybrid CTL∗lp formula with respect to x , and ∃x (resp.,
∃¬x) is trivially congruent to x (resp., ¬x). By Lemma 6.3.10 and some simple
manipulation steps, we can prove the following sequence of equivalences:⋁
i ∈I
(
φp,i (x) ∧ ∃((F−x) ∧ φf ,i (x))
)
=
(Lemma 6.3.10 and disjunctive normal form)⋁
i ∈I
(
φp,i (x) ∧ ∃((F−x) ∧⋁
j ∈J
(x˜i, j ∧ψi, j )
) )
= (F−x is a pure past LTLp formula)⋁
i ∈I
(
φp,i (x) ∧ (F−x) ∧ ∃
⋁
j ∈J
(x˜i, j ∧ψi, j )
)
=
(Distributive property of ∧ over ∨)
(F−x) ∧
⋁
i ∈I
(
φp,i (x) ∧ ∃
⋁
j ∈J
(x˜i, j ∧ψi, j )
)
=
(Distributive property of ∃ over ∨ and x˜i, j is a pure past LTLp formula)
(F−x) ∧
⋁
i ∈I
(
φp,i (x) ∧
⋁
j ∈J
(x˜i, j ∧ ∃ψi, j )
)
=
(Distributive property of ∧ over ∨)
(F−x) ∧
⋁
i ∈I
⋁
j ∈J
(
φp,i (x) ∧ x˜i, j ∧ ∃ψi, j
)
where x˜i, j is either x , ¬x , or ⊤.
Hence, (F−x) ∧ ∃φ(x) is congruent to a formula of the form
(F−x) ∧
⋁
i ∈I ′
(ψp,i (x) ∧ ∃ψi ),
for some I ′, where ψp,i (x) corresponds to a pure past LTLp formula over AP (=
AP ∪ ∃SubF(φ) ∪ {x}) andψi is a CTL∗ formula. □
The following lemma generalizes the separation result given by Lemma 6.3.12
to any well-formed formula of the form (F−x) ∧ ∃φ(x), that is, to formulas where
φ(x) is unconstrained. Its proof is by induction, and exploits Lemma 6.3.12
(Appendix D.4).
Lemma 6.3.13. Let (F−x) ∧ ∃φ(x) (resp., ∃φ) be a well-formed formula
(resp., well-formed sentence) of hybrid CTL∗lp . Then there exists a finite set
H of CTL∗ formulas of the form ∃ψ , such that (F−x) ∧ ∃φ(x) (resp., ∃φ)
is congruent to a well-formed formula of hybrid CTL∗lp which is a Boolean
146 ⋄ Chapter 6. Interval vs. point logic MC: an expressiveness comparison
combination of CTL∗ formulas and (formulas that correspond to) pure past
LTLp formulas over the set of proposition letters AP∪H ∪{x} (resp., AP∪H ).
We are now ready to prove that the well-formed sentences of hybrid CTL∗lp
can be expressed in CTL∗.
Theorem 6.3.14. The set of sentences of the well-formed fragment of hybrid
CTL∗lp has the same expressiveness as CTL
∗.
Proof. Let φ be a well-formed sentence of hybrid CTL∗lp . To prove the thesis, we
construct a CTL∗ formula which is equivalent to φ.
Since φ is equivalent to ¬∃¬φ and ¬∃¬φ is well-formed, by Lemma 6.3.13 one
can convert ¬∃¬φ into a congruent hybrid CTL∗lp formula which is a Boolean
combination of CTL∗ formulas and formulas θ which can be seen as pure past
LTLp formulas over the set of proposition letters AP ∪ H , where H is a set of
CTL∗ formulas of the form ∃ψ .
Since the past temporal modalities in such LTLp formulas θ refer to the initial
position of the initial infinite paths, one can replace θ with an equivalent CTL∗
formula f (θ ), where the mapping f is inductively defined as follows:
• f (p) = p for all p ∈ AP ∪ H ;
• f is homomorphic with respect to the Boolean connectives;
• f (X−θ ) = ⊥ and f (θ1U−θ2) = f (θ2).
The resulting CTL∗ formula is equivalent to ¬∃¬φ, as required. □
By an easy adaptation of the proof of Theorem 6.3.14, where one exploits the
separation theorem for LTLp over finite words [Gab87], it is possible to characterize
also the expressiveness of well-formed finitary hybrid CTL∗lp .
Theorem 6.3.15. The set of sentences of the well-formed fragment of fini-
tary hybrid CTL∗lp has the same expressiveness as finitary CTL
∗.
Together with Proposition 6.3.8, Theorem 6.3.14 (resp., Theorem 6.3.15) allows
us to conclude that CTL∗ (resp., finitary CTL∗) subsumes HSct.
Finally, by exploiting Corollary 6.3.7, we can state the main result of the section,
namely, HSct and finitary CTL∗ have the same expressiveness.
Theorem 6.3.16. CTL∗ ≥ HSct. Moreover, HSct is as expressive as fini-
tary CTL∗.
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Figure 6.8: The finite Kripke structures K1 and K2.
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Figure 6.9: Forward and backward unwinding of K1 and K2 of Figure 6.8.
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6.4 Expressiveness comparison of HSlin, HSst, HSct
In this section, we compare the expressiveness of the three semantic variants
of HS, namely, HSlin, HSst, and HSct. The resulting picture was anticipated in
Figure 6.4. Here we give the proofs of the depicted results.
We start showing that HSst is not subsumed by HSct. As a matter of fact, we
show that HSst is sensitive to backward unwinding of finite Kripke structures,
allowing us to sometimes discriminate finite Kripke structures with the same
computation tree (these structures are always indistinguishable by HSct).
Let us consider, for instance, the two finite Kripke structures K1 and K2 of Fig-
ure 6.8, whose forward and backward unwinding is shown in Figure 6.9. Since K1
and K2 have the same computation tree, no HS formula φ under the computation-
tree-based semantics can distinguish K1 and K2, that is, K1 |=ct φ if and only if
K2 |=ct φ. On the other hand, the requirement “each state reachable from the initial
one where p holds has a predecessor where p holds as well” can be expressed, under
the state-based semantics, by the HS formula
ψ = ⟨E⟩(p ∧ length1) → ⟨E⟩(length1 ∧ ⟨A⟩(p ∧ ¬length1)).
It is easy to see that K1 |=st ψ : for any initial trace ρ of K1, we have K1, ρ |=st
⟨E⟩(p ∧ length1) iff ρ = s0sk1 for k ≥ 1; the length-1 suffix s1 is met-by s1s1, and
K1, s1s1 |=st p ∧ ¬length1. On the contrary, in K2 there is an initial trace, s ′0s ′1, for
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which K2, s ′0s ′1 |=st ⟨E⟩(p∧ length1); however the only traces that meet the length-1
suffix s ′1 are s ′1 itself and s ′0s ′1, but neither of them model p ∧ ¬length1. Therefore
K2 ̸ |=st ψ . This allows us to prove the following proposition.
Proposition 6.4.1. HSct ≱ HSst.
Since, as stated by Theorem 6.3.16, HSct and finitary CTL∗ have the same
expressiveness and finitary CTL∗ is subsumed by HSst (see Corollary 6.3.7), by
Proposition 6.4.1 the next corollary immediately follows.
Corollary 6.4.2. HSst is more expressive than HSct.
In the following, we focus on the comparison of HSlin with HSst and HSct
showing that HSlin is incomparable with both HSst and HSct.
The fact thatHSlin does not subsume eitherHSst orHSct can be easily proved as
follows. Consider theCTL formula ∀G∃Fp asserting that from each state reachable
from the initial one, it is possible to reach a state where p holds. It is well-known
that this formula is not LTL-definable (see [BK08], Theorem 6.21). Thus, by Corol-
lary 6.2.4, there is no equivalentHSlin formula. On the other hand, the requirement
∀G∃Fp can be trivially expressed under the state-based (resp., computation-tree-
based) semantics by the HS formula ⟨B⟩ ⟨E⟩ p, proving the following result.
Proposition 6.4.3. HSlin ≱ HSst and HSlin ≱ HSct.
To prove the converse, namely, that HSlin is not subsumed either by HSst or
by HSct, we will show that the LTL formula Fp (equivalent to the CTL formula
∀Fp) cannot be expressed in either HSct or HSst (Proposition 6.4.5). The proof is
rather involved and requires a number of definitions and intermediate results; we
consider only the state-based semantics, as the case of the computation-tree-
based one is very similar.
Let us start by defining two families of Kripke structures (Kn)n≥1 and (Mn)n≥1
over {p} such that for all n ≥ 1, the LTL formula Fp distinguishes Kn and Mn ,
and for every HS formula ψ of size at most n, ψ does not distinguish Kn and
Mn under the state-based semantics.
For a given n ≥ 1, the Kripke structures Kn andMn are depicted in Figure 6.10.
Notice that the Kripke structureMn differs from Kn only in that its initial state is
s1 instead of s0. Formally, Kn = ({p}, Sn , Rn , µn , s0) and Mn = ({p}, Sn , Rn , µn , s1),
with Sn = {s0, s1, . . . , s2n , t}, Rn = {(s0, s0), (s0, s1), . . . , (s2n−1, s2n), (s2n , t), (t , t)},
µ(si ) = ∅ for all 0 ≤ i ≤ 2n, and µ(t) = {p}.
It is immediate to see that Kn ̸ |= Fp and Mn |= Fp.
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Kn : s0 s1 ........ s2n tp
Mn :
s0 s1 ........ s2n tp
Figure 6.10: The finite Kripke structures Kn andMn with n ≥ 1.
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On the contrary, with the next Lemma 6.4.4, we are going to prove that
Kn |=st ψ if and only if Mn |=st ψ for all balanced HSst formulas ψ of length at
most n, with n ≥ 1. An HSst formulaψ is balanced if, for each subformula ⟨B⟩ θ
(resp., ⟨B⟩ θ ), θ has the form θ1∧θ2 with |θ1 | = |θ2 |. Proving the result for balanced
HSst formulas allows us to state it for any HSst formula, since it is possible to
trivially convert an HSst formulaψ into a balanced one (by using conjunctions of
⊤) which is equivalent toψ under any of the considered HS semantic variants.
Lemma 6.4.4. For all n ∈ N+ and balanced HSst formulasψ , with |ψ | ≤ n,
it holds that Kn |=st ψ if and only ifMn |=st ψ .
The complete proof is in Appendix D.5.
As an immediate consequence of Lemma 6.4.4 and of the fact that, for each
n ≥ 1, Kn ̸ |= Fp and Mn |= Fp, we get the desired undefinability result.
Proposition 6.4.5. The LTL formula Fp (equivalent to the CTL formula
∀Fp) cannot be expressed in either HSct or HSst.
The next proposition follows from Corollary 6.2.4 and Proposition 6.4.5.
Proposition 6.4.6. HSst ≱ HSlin and HSct ≱ HSlin.
Putting together Proposition 6.4.3 and Proposition 6.4.6, we finally obtain
the incomparability result.
Theorem 6.4.7. HSlin and HSst are expressively incomparable, and so are
HSlin and HSct.
The proved results also allow us to establish the expressiveness relations
between HSst, HSct and the standard branching temporal logics CTL and CTL∗.
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Corollary 6.4.8. The following expressiveness results hold:
1. HSst and CTL∗ are expressively incomparable;
2. HSst and CTL are expressively incomparable;
3. HSct and finitary CTL∗ are less expressive than CTL∗;
4. HSct and CTL are expressively incomparable.
Proof.
1. By Proposition 6.4.5 and the fact that CTL∗ is not sensitive to unwinding.
2. Again, by Proposition 6.4.5 and by the observation that CTL is not sensitive
to unwinding.
3. By Theorem 6.3.16, HSct is subsumed by CTL∗, and HSct and finitary CTL∗
have the same expressiveness. Hence, by Proposition 6.4.5, the result follows.
4. Thanks to Proposition 6.4.5, it suffices to show that there exists a HSct
formula which cannot be expressed in CTL.
Let us consider the CTL∗ formula φ = ∃(((p1Up2) ∨ (q1Uq2))Ur ) over the
set of propositions {p1,p2,q1,q2, r }. It is shown in [EH86] that φ cannot
be expressed in CTL. Clearly, if we replace the path quantifier ∃ in φ with
the finitary path quantifier ∃f , we obtain an equivalent formula of finitary
CTL∗. Thus, since HSct and finitary CTL∗ have the same expressiveness
(Theorem 6.3.16), the result follows. □
6.5 Conclusions
In this chapter we have compared HSMC to MC for point-based temporal logics
as far as it concerns expressiveness (and succinctness). To this end, we have
taken into consideration three semantic variants of HS, namely, HSst, HSct, and
HSlin, under the homogeneity assumption. We have investigated their expres-
siveness and contrasted them with the point-based temporal logics LTL, CTL,
finitary CTL∗, and CTL∗.
The resulting picture is as follows: HSlin and HSct turn out to be as expressive
as LTL and finitary CTL∗, respectively. Moreover, HSlin is at least exponentially
more succinct than LTL. HSst is expressively incomparable with HSlin/LTL, CTL,
and CTL∗, but it is strictly more expressive than HSct/finitary CTL∗. We believe
it possible to fill the expressiveness gap between HSct and CTL∗ by considering
abstract interval models, induced by Kripke structures, featuring worlds also for
infinite paths/intervals, and extending the semantics of HS modalities accordingly.
It is finally worth noting that the decidability of the MC problem for (full) HSct
and HSlin immediately follows, as a byproduct, from the proved results.
Part III
MC for HS relaxing
homogeneity

7
MC for HS and its fragments
extended with regular expressions
The references for this chapter are [BMMP17a, BMMP17b, BMMP18c].
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A good balancing of expressiveness and complexity in the choice of thesystem model and of the specification language is a key factor for theeffective exploitation of MC. Various improvements to both of them
have been proposed in the literature. As for the latter we recall in particular
the extensions of LTL with promptness, that make it possible to bound the delay
with which a liveness request is fulfilled (see, e.g., [KPV09]). Another possible
direction is adding regular expressions, that allow one to enrich the expressive
power of existing logics. This has been investigated, for instance, in the cases of
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Table 7.1: Complexity of MC for HS and its fragments (†local MC). In red, the new results
proved in this chapter.
Homogeneity Regular expressions Endpoints [LM13, LM14, LM16]
Full HS, BE
nonelementary nonelementary BE+epistemic†: PSPACE
EXPSPACE-hard EXPSPACE-hard BE†: P
AABBE,AAEBE
∈ EXPSPACE ∈ AEXPpol nonelem. PSPACE-hard
PSPACE-hard AEXPpol-complete
AABE PSPACE-complete
∈ AEXPpol
PSPACE-hard
AABB,BB,B,
PSPACE-complete PSPACE-complete AB+epistemic: nonelementary
AAEE, EE, E
AAB,AAE,AB,AE PNP-complete PSPACE-complete
AA,AB,AE,A,A
∈ PNP[O (log2 n)]
PSPACE-complete
PNP[O (logn)]-hard
Prop,B, E co-NP-complete PSPACE-complete
◦
LTL [LS07] and CTL [MMDdJ11]. In this chapter, we study the MC problem for
HS extended with regular expressions, which are exploited as a means for relaxing
the homogeneity assumption, that otherwise limits the expressive power of HS.
As we have already said (Section 2.6), in [LM16] Lomuscio and Michaliszyn
propose to use regular expressions to define the labeling of proposition letters
over intervals in terms of the component states—thus relaxing homogeneity, that
can be trivially “encoded” by regular expressions, as shown later. In that work
the authors prove decidability of MC with regular expressions for some very
restricted fragments of epistemic HS, giving some rough upper bounds to its
computational complexity (see the fourth column of Table 7.1). In this chapter,
we define interval labeling via regular expressions in a way that can be shown
to be equivalent to that of [LM16], and we give a detailed picture of decidability
and complexity for HS with regular expressions, which was still missing. The
results are summarized in the third column of Table 7.1.
It is interesting to compare the complexity of MC for HS fragments extended
with regular expressions with the same fragments under the homogeneity as-
sumption. The rich spectrum of complexities for the less expressive fragments
of HS under homogeneity (last four rows in the table) collapses to PSPACE-
completeness in the case of the corresponding fragments with regular expressions,
witnessing that using regular expressions increases the expressive power of (syn-
tactically) small fragments of HS. Whether or not there exists an elementary
algorithm for full HS remains an open issue, just like in the case of full HS under
homogeneity. The main results of the chapter are summarized in the following
account of the contents of the next sections.
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Organization of the chapter.
• In Section 7.1, we start by recalling the notions of regular expression and
finite-state automaton, and then give syntax and semantics of HS with
regular expressions.
• In Section 7.2, we prove that MC for (full) HS extended with regular ex-
pressions (under the state-based semantics) is decidable, by exploiting an
automata-theoretic approach and the notion of K -NFA, a particular version
of finite-state automaton. Moreover, the problem can be shown to be in
P when it is restricted to system models, assuming the formula to be of
constant length.
• Then, in Section 7.3, we study the problems of MC for the two (syntactically)
maximal (symmetric) fragments AABBE and AAEBE with regular expres-
sions, proving that both problems are AEXPpol-complete. AEXPpol denotes
the complexity class of problems decided by exponential-time bounded al-
ternating Turing machines making a polynomially bounded number of al-
ternations; such a class captures the exact complexity of some relevant
problems [BvDP15, FR75], such as, for instance, the first-order theory of
real addition with order [FR75]. First, we recall (Chapter 4) that settling
the exact complexity of these fragments under the homogeneity assump-
tion is a difficult open question. Moreover, considering that AEXPpol ⊆
AEXP = EXPSPACE and that HS under homogeneity is subsumed by HS
with regular expressions (as we will see later), the results proved in this
chapter improve the complexity upper bounds for the fragments AABBE
and AAEBE given in Section 4.2. More in detail, we preliminarily establish
an exponential small-model property for AABBE (Section 7.3.1): for each
interval (trace), it is possible to find an interval of bounded exponential
length that is indistinguishable with respect to the fulfillment of AABBE for-
mulas (respectively, AAEBE formulas). Such a property allows us to devise
an MC procedure belonging to the class AEXPpol (Section 7.3.2). Finally,
the matching lower bounds are obtained by polynomial-time reductions
from the so-called alternating multi-tiling problem, showing that they al-
ready hold for the fragments BE and EB of AABBE and AAEBE, respectively
(Section 7.3.3).
• Finally, in Section 7.4, we show that formulas ofHS fragments featuring (any
subset of) HS modalities for the Allen’s relations meets, met-by, started-by,
and starts (AABB) can be checked in polynomial working space (MC for
all these is PSPACE-complete). In particular, in Section 7.4.1 we prove a
small-model theorem for AABB (and the symmetric AAEE) with regular
expressions, which is then exploited in Sections 7.4.2 and 7.4.3 to devise a
PSPACEMC algorithm for AABB (and AAEE). Moreover, in Section 7.4.3,
we prove that MC for the purely propositional fragment of HS, denoted as
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Prop, is hard for PSPACE, which is enough to conclude that MC for any
sub-fragment of AABB or AAEE is complete for PSPACE. Hence, relaxing
the homogeneity assumption via regular expressions comes at no cost for
AABB, AAEE, BB, EE, B and E—that remain in PSPACE—while AAB and
AAE and their sub-fragments increase their complexity to PSPACE (see
Table 7.1 once more).
7.1 Preliminaries
We start by recalling the notion of regular expressions over finite words. Since,
as it will be clear later, we are interested in expressing requirements over finite
words over 2AP , here we consider proposition-based regular expressions (denoted
as REs), where atomic expressions are propositional (Boolean) formulas over
AP , instead of just letters over an alphabet. Formally, the set of REs r over
AP is defined by the grammar:
r ::= ε | ϕ | r ∪ r | r · r | r ∗,
where ϕ is a propositional formula over AP . The length |r | of an RE r is the num-
ber of subexpressions of r . An RE r denotes a language L(r ) of finite words
over 2AP defined as:
• L(ε) = {ε},
• L(ϕ) = {A ∈ 2AP | A satisfies ϕ},
• L(r1 ∪ r2) = L(r1) ∪ L(r2),
• L(r1 · r2) = L(r1) · L(r2),
• L(r ∗) = (L(r ))∗.
By well-known results, the class of RE over AP captures the class of regular
languages of finite words over 2AP .
Example 7.1.1. An example of RE is r1 = (p ∧ s) · s∗ · (p ∧ s) that intu-
itively denotes the set of finite words where both p and s hold true on the
endpoints, and s continuously holds in all internal symbols/sets of 2AP .
The RE r2 = (¬p)∗ denotes the set of finite words such that p does not hold
in any position.
We also recall the standard notion of non-deterministic finite state automaton
(NFA), which is a tuple A = (Σ,Q,Q0,∆, F ), where Σ is a finite alphabet, Q is
a finite set of states, Q0 ⊆ Q is the set of initial states, ∆ : Q × Σ → 2Q is the
transition function (or, equivalently, ∆ ⊆ Q × Σ × Q), and F ⊆ Q is the set of
accepting states. An NFA A is complete if, for all (q,σ ) ∈ Q × Σ, ∆(q,σ ) , ∅.
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Given a finite word w over Σ, with |w | = n, and two states q,q′ ∈ Q , a run (or
computation) of A from q to q′ overw is a finite sequence of states q1, . . . ,qn+1
such that q1 = q, qn+1 = q′, and qi+1 ∈ ∆(qi ,w(i)) for all i ∈ [1,n]. The language
L(A) accepted by A consists of the set of finite wordsw over Σ such that there
is a run over w from some initial state to some accepting state.
A deterministic finite state automaton (DFA) is an NFA D = (Σ,Q,Q0,∆, F )
such that Q0 is a singleton, and for all (q, c) ∈ Q × Σ, ∆(q, c) is a singleton. In the
following, in the case of a DFA, we will denote the transition function ∆ as δ .
Remark 7.1.2. By well-known results, given an RE r over AP , one can
construct, in a compositional way, an NFA Ar with alphabet 2AP , whose
number of states is at most 2|r |, such that L(Ar ) = L(r ). We call Ar the
canonical NFA associated with r .
Note that, though the number of edges of Ar may be exponential in
|AP | (edges are labelled by assignments A ∈ 2AP satisfying propositional
formulas ϕ of r ), we can avoid explicitly storing edges, as they can be
recovered in polynomial time from r .
In Figure 7.1, we depict the canonical NFA Ar1 associated with the RE r1
of Example 7.1.1. We can avoid storing the edges of Ar1 by remembering
which propositional formulas of r1 they are associated with.
q0 q1 q2
Ar1
(p ∧ s)
s
(p ∧ s)
Figure 7.1: The canonical NFA Ar1 associated with the RE r1 of Example 7.1.1.
In the previous chapters, HS formulas are evaluated over intervals which
correspond to the traces of a Kripke structure K . The approach followed is subject
to two restrictions: (i) the set of proposition letters of HS formulas and the set AP
of proposition letters of the Kripke structure coincide, and (ii) a proposition letter
holds over an interval if and only if it holds over all its sub-intervals (homogeneity
assumption). Here we adopt a more general and expressive approach.
Let Pu be a finite set of abstract (uninterpreted) interval properties. An ab-
stract interval property pu ∈ Pu denotes a regular language of finite words over
2AP . More specifically, every pu is a proposition-based regular expression over
AP , and it occurs as a proposition letter in HS formulas. Thus, hereafter, an HS
formula φ over AP is an HS formula whose proposition letters (i.e., atomic for-
mulas) are REs r over AP . For this reason, we define the size (or length) |φ | of
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φ as the number of non-atomic subformulas of φ plus
∑
r ∈Spec |r |, where Spec
is the set of REs occurring in φ.
We now define the semantics of an HS formula φ over AP on a trace ρ of
a (finite) Kripke structure K = (AP , S, R, µ, s0). For the purpose we need the
following definition.
Definition 7.1.3 (Labelling sequence induced by a trace). A trace ρ ∈
TrcK , with |ρ | = n, induces a finite word over 2AP , denoted as µ(ρ) and
called labeling sequence, defined as
µ(ρ(1)) · · · µ(ρ(n)).
Now, the satisfaction relation K , ρ |= φ can be defined inductively as follows
(we omit the standard clauses for Boolean connectives):
• K , ρ |= r if and only if µ(ρ) ∈ L(r ) for each RE r over AP ,
• K , ρ |= ⟨B⟩ φ if and only if there exists ρ ′ ∈ Pref(ρ) such that K , ρ ′ |= φ,
• K , ρ |= ⟨E⟩ φ if and only if there exists ρ ′ ∈ Suff(ρ) such that K , ρ ′ |= φ,
• K , ρ |= ⟨B⟩ φ if and only if K , ρ ′ |=φ for some trace ρ ′ such that ρ ∈Pref(ρ ′),
• K , ρ |= ⟨E⟩ φ if and only if K , ρ ′ |=φ for some trace ρ ′ such that ρ ∈Suff(ρ ′).
As in the previous chapters, we say that K is a model of φ, denoted as K |= φ,
if, for all initial traces ρ of K , it holds that K , ρ |= φ. The MC problem for HS is
the problem of checking, given a finite Kripke structure K and an HS formula
φ, whether or not K |= φ. Again, the problem is not trivially decidable since
the set TrcK of traces of K is infinite.
With reference to Chapter 6, we recall that the considered state-based se-
mantics provides a branching-time setting both in the past and in the future. In
particular, while modalities for ⟨B⟩ and ⟨E⟩ are linear-time (as they allow us to
select prefixes and suffixes of the current trace only), modalities for ⟨A⟩ and
⟨B⟩ (respectively, ⟨A⟩ and ⟨E⟩) are branching-time in the future (respectively,
in the past) since they enable us to nondeterministically extend a trace in the
future (respectively, in the past).
As shown in Chapter 6, under the considered semantic version, the logics HS
and CTL∗ are expressively incomparable already under the homogeneity assump-
tion. However, under such an assumption, the use of the past branching-time
modalities ⟨A⟩ and ⟨E⟩ is necessary for capturing requirements which cannot be
expressed inCTL∗. For instance, the constraint “each state reachable from the initial
one where p holds has a predecessor where p holds as well” cannot be expressed in
CTL∗, but can be easily stated in the fragment AE (see Section 6.4).
Conversely, in the more expressive setting based on regular expressions, the
future branching-time modalities ⟨A⟩ and ⟨B⟩ are already sufficient for capturing
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requirements which cannot be expressed inCTL∗, such as the following branching-
time bounded response property: “for each state reachable from the initial one,
where a request req occurs, there is a computation starting from this state such
that the request is followed by a response res after an even number of steps”. This
requirement can be expressed in the fragment AB as follows:
[A](req→ ⟨B⟩(req · (⊤ · ⊤)∗ · res)).
Note that it says nothing about the possible occurrence of a response res af-
ter an odd number of steps.
Before moving on, we show that in this setting it is easy to force homogeneity:
we just have to impose that all regular expressions in the formula have the form
p · p∗, for some p ∈ AP . Additionally, labelling of intervals by endpoints can be
easily captured by regular expressions having the form:⋃
(i, j)∈I
(qi · ⊤∗ · qj ) ∪
⋃
i ∈I ′
qi ,
for some suitable sets of indexes I ⊆ {1, . . . , |S |}2 and I ′ ⊆ {1, . . . , |S |}, where
qi ∈ AP is a letter labeling the state si ∈ S of K , only.
Example 7.1.4 (Adapted from [LM16]). With this (toy) example we want
to compare the effectiveness of regular expressions as rules for defining
interval labelling, to homogeneity and to endpoint-based labelling.
In Figure 7.2, a Kripke structure representing a printer is shown. In s0 the
printer starts printing a sheet; in s1 the process is ongoing, and it ends in
s2. The printer then prints the subsequent sheet, by “moving” back to s0.
Imagine we want to label the process of printing a single sheet by p (i.e.,
only the trace s0s1s2). Under homogeneity, if s0s1s2 is labeled by p, then
s0, s1, s2, s0s1, s1s2 must be all labeled by p as well, against our idea. In the
endpoint-based approach, in order for p to label s0s1s2, p must also label
all traces (s0s1s2)n for n ∈ N+, as the endpoints of all these are s0, s2. Thus
“several, consecutive sheets” are labelled p.
Conversely, we just write the proposition-basedRE pst·(¬pend ∧ ¬pst)∗·pend
to capture precisely the trace s0s1s2.
s0
p,pst
s1
p
s2
p,pend
Figure 7.2: Kripke structure representing a printer
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7.2 MC for full HS
In this section, we develop an automata-theoretic approach to the MC problem
for full HS with regular expressions.
Given a finite Kripke structure K = (AP , S, R, µ, s0) and an HS formula φ
over AP , we compositionally construct an NFA over the set of states S of K
accepting the set of traces ρ of K such that K , ρ |= φ. The size of the resulting
NFA is nonelementary, but it is just linear in the size of K . To prove that the
nonelementary blow-up does not depend on K , we introduce a special subclass of
NFAs, called K -NFA, which intuitively represents the “synchronization” of anNFA
with the Kripke structure K . In this way, a K -NFA may only accept traces of K .
Definition 7.2.1 (K -NFA). A K -NFA is an NFAA = (S,Q,Q0,∆, F ) over
S satisfying the following conditions:
• the setQ of states has the formM×S (M is called themain component,
or the set of main states);
• Q0 ∩ F = ∅, that is, the empty word ε is not accepted;
• for all (q, s) ∈ M × S and s ′ ∈ S , we have ∆((q, s), s ′) = ∅ if s ′ , s ,
and ∆((q, s), s) ⊆ M × R(s)a.
aWe recall that R(s) is the set of successors of s in K .
It is worth noticing that, for all words ρ ∈ S+, if there is a run of the K -NFA
over ρ, then ρ is a trace of K . In the following, we construct a K -NFAA accepting
the traces ρ of K such that K , ρ |= φ.
In a standard automata-theoretic approach, an automaton accepting the set of
models of φ would be first defined, and then intersected with K . In the following
construction, the synchronization with K is instead implicitly associated with
the construction of the K -NFA itself. Such a choice is motivated by the fact that
proposition letters in the formula φ (the base case in the construction) are regular
expressions which have to be synchronized with the traces of K . Such a synchro-
nization is then maintained along the whole process of K -NFA construction.
The recursive step for dealing with negation in φ is noteworthy, since it is not
just a pure complementation of the K -NFA under construction. As a matter of
fact, only the synchronized NFA-component (for the regular expressions of φ) has
to be complemented, whereas the synchronized K -component does not. For this
reason, the size of the final K -NFA is nonelementary, but linear in the size of K .
In order to prove the main result of the section (stated in Theorem 7.2.5), we
preliminarily describe the composition steps to build the required K -NFA. In
particular, we give: (i) in Proposition 7.2.2 the basic step to deal with propositions
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associated with regular expressions, (ii) in Proposition 7.2.3 the closure of K -
NFAs under language operations corresponding to HS modalities, and (iii) in
Proposition 7.2.4 the closure of K -NFAs under Boolean operations.
In the following, let K = (AP , S, R, µ, s0) be a finite Kripke structure over AP .
Proposition 7.2.2. Let A be an NFA over 2AP with n states. One can
construct, in polynomial time, a K -NFA AK with at most n + 1 main states
accepting the set of traces ρ of K such that µ(ρ) ∈ L(A).
Proof. Let A = (2AP ,Q,Q0,∆, F ). By using an additional state, we can assume
ε < L(A), that is, Q0 ∩ F = ∅. Then, AK = (S,Q × S,Q0 × S,∆′, F × S), where
for all (q, s) ∈ Q × S and s ′ ∈ S , it holds that ∆′((q, s), s ′) = ∅ if s ′ , s , and
∆′((q, s), s) = ∆(q, µ(s)) × R(s). Since R(s) , ∅ for all s ∈ S , the thesis follows. □
We now define the operations on languages of finite words over S correspond-
ing to the HS modalities ⟨B⟩, ⟨B⟩, ⟨E⟩, and ⟨E⟩. Given a language L over S , we
define the following languages of traces of K :
• ⟨B⟩K (L) = {ρ ∈ TrcK | ∃ ρ ′ ∈ L ∩ S+ and ρ ′′ ∈ S+ such that ρ = ρ ′ · ρ ′′};
• ⟨B⟩K (L) = {ρ ∈ TrcK | ∃ ρ ′ ∈ S+ such that ρ · ρ ′ ∈ L ∩ TrcK };
• ⟨E⟩K (L) = {ρ ∈ TrcK | ∃ ρ ′′ ∈ L ∩ S+ and ρ ′ ∈ S+ such that ρ = ρ ′ · ρ ′′};
• ⟨E⟩K (L) = {ρ ∈ TrcK | ∃ ρ ′ ∈ S+ such that ρ ′ · ρ ∈ L ∩ TrcK }.
We show that K -NFAs are closed under the above defined language operations
⟨B⟩K (·), ⟨E⟩K (·), ⟨B⟩K (·) and ⟨E⟩K (·).
Proposition 7.2.3. Given aK -NFAA withnmain states, one can construct,
in polynomial time, K -NFAs with n + 1 main states accepting the languages
⟨B⟩K (L(A)), ⟨E⟩K (L(A)), ⟨B⟩K (L(A)) and ⟨E⟩K (L(A)), respectively.
Proof. Let A = (S,M × S,Q0,∆, F ), where M is the set of main states.
Language ⟨B⟩K (L(A)). Let A ⟨B⟩ be the NFA over S given by
A ⟨B⟩ = (S, (M ∪ {qacc}) × S,Q0,∆′, {qacc} × S),
where qacc < M is a fresh main state, and for all (q, s) ∈ (M ∪ {qacc}) × S and
s ′ ∈ S , we have ∆′((q, s), s ′) = ∅, if s ′ , s , and
∆′((q, s), s) =
⎧⎪⎪⎨⎪⎪⎩
∆((q, s), s) if (q, s) ∈ (M × S) \ F
∆((q, s), s) ∪ ({qacc} × R(s)) if (q, s) ∈ F
{qacc} × R(s) if q = qacc.
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Given an input word ρ, from an initial state (q0, s) of A, the automaton A ⟨B⟩
simulates the behavior of A from (q0, s) over ρ. When A is in an accepting state
(qf , s) and the current input symbol is s , A ⟨B⟩ can additionally choose to move
to a state in {qacc} × R(s), which is accepting for A ⟨B⟩ (a prefix of ρ belongs to
L(A)). From such states, A ⟨B⟩ accepts if and only if the remaining part of the
input is a trace of K . Since A is a K -NFA, A ⟨B⟩ is a K -NFA by construction.
Moreover, a word ρ over S is accepted by A ⟨B⟩ if and only if ρ is a trace of K
having some proper prefix ρ ′ in L(A) (note that ρ ′ , ε since A is a K -NFA).
Thus, L(A ⟨B⟩) = ⟨B⟩K (L(A)).
Language ⟨B⟩K (L(A)). Let A ⟨B⟩ be the NFA over S given by
A ⟨B⟩ = (S, (M ∪ {q′0}) × S, {q′0} × S,∆′, F ′),
where q′0 < M is a fresh main state and ∆′ and F ′ are defined as follows:
• for all (q, s) ∈ (M ∪ {q′0}) × S , s ′ ∈ S , we have ∆′((q, s), s ′) = ∅, if s ′ , s , and
∆′((q, s), s) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
⋃
(q0,s)∈Q0
∆((q0, s), s) if q = q′0
∆((q, s), s) otherwise.
• The set F ′ of accepting states is the set of states (q, s) of A such that there
exists a run of A from (q, s) to some state in F over some non-empty word.
Note that the set F ′ can be computed in time polynomial in the size ofA. Since
A ⟨B⟩ essentially simulates A, and {q′0} × S and F ′ are disjoint, by construction
it easily follows that A ⟨B⟩ is a K -NFA. Moreover, A ⟨B⟩ accepts a word ρ if and
only if ρ is a non-empty proper prefix of some word accepted by A. Thus, since
A is a K -NFA, we obtain that L(A ⟨B⟩) = ⟨B⟩K (L(A)).
The constructions for ⟨E⟩K (L(A)) and ⟨E⟩K (L(A))—which are symmetric to
the ones for ⟨B⟩K (L(A)) and ⟨B⟩K (L(A))—can be found in E.1. □
Now we show that K -NFAs are closed under Boolean operations.
Proposition 7.2.4. Given two K -NFAs A and A ′ with n and n′ main
states, respectively, one can construct:
• a K -NFA with n + n′ main states accepting L(A) ∪ L(A ′) in
time O(n + n′);
• a K -NFA with 2n+1 + 1 main states accepting TrcK \L(A) in
time 2O (n).
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Proof. The construction for union is standard and thus omitted. The construction
for complementation follows.
Let A = (S,M × S,Q0,∆, F ). First, we need a preliminary construction. Let
us consider the NFA
A ′′ = (S, (M ∪ {qacc}) × S,Q0,∆′′, {qacc} × S),
where qacc < M is a fresh main state, and for all (q, s) ∈ (M ∪ {qacc}) × S and
s ′ ∈ s , we have ∆′′((q, s), s ′) = ∅, if s ′ , s , and
∆′′((q, s), s) =
⎧⎪⎪⎨⎪⎪⎩
∆((q, s), s) ∪ ({qacc} × S) if q ∈ M and ∆((q, s), s) ∩ F , ∅
∆((q, s), s) if q ∈ M and ∆((q, s), s) ∩ F = ∅
∅ if q = qacc.
Note that L(A ′′) = L(A), but A ′′ is actually not a K -NFA.
Next, we show that it is possible to construct in time 2O (n) a weak K -NFA
Ac with 2n+1 main states accepting (TrcK \L(A ′′)) ∪ {ε}, where a weak K -NFA
is just a K -NFA without the requirement that the empty word ε is not accepted.
Thus, since a weak K -NFA can be easily converted into an equivalent K -NFA
by using an additional main state, and L(A ′′) = L(A), the result follows. The
weak K -NFAAc is given byAc = (S, 2M˜ ×S,Q0,c ,∆c , Fc ), where M˜ = M ∪ {qacc},
and Q0,c , Fc and ∆c are defined as follows:
• Q0,c = {(P , s) ∈ 2M × S | P = {q ∈ M | (q, s) ∈ Q0}};
• Fc = {(P , s) ∈ 2M × S};
• for all (P , s) ∈ 2M˜ × S and s ′ ∈ S , we have ∆c ((P , s), s ′) = ∅, if s ′ , s , and
∆c ((P , s), s) =
⋃
s ′∈R(s)
{
({q′ ∈ M˜ | (q′, s ′) ∈
⋃
p∈P
∆′′(p, s)}, s ′)
}
.
By construction, Ac is a weak K -NFA not accepting words in S+ \ TrcK . Since
Q0,c ⊆ Fc , we have ε ∈ L(Ac ). Let ρ ∈ TrcK with |ρ | = k . To conclude the proof,
we have to show that ρ ∈ L(A ′′) if and only if ρ < L(Ac ).
Assuming that ρ ∈ L(A ′′), we prove by contradiction that ρ < L(Ac ). Let us
assume that there is a run of Ac over ρ having the form (P0, s0) · · · (Pk , sk ) such
that (P0, s0) ∈ Q0,c and (Pk , sk ) ∈ Fc implying that qacc < Pk . By construction,
P0 = {q ∈ M | (q, s0) ∈ Q0}, and for all i ∈ [0,k − 1], si = ρ(i) and Pi+1 = {p ∈ M˜ |
(p, si+1) ∈ ∆′′(q, si ) for some q ∈ Pi }. Since ρ ∈ L(A ′′), there is s ∈ S , (q0, s0) ∈ Q0
and an accepting run of A ′′ over ρ having the form (q0, s0) · · · (qk−1, sk−1)(qk , s)
where qk = qacc. By definition of the transition function ∆′′ of A ′′, we can also
assume that s = sk . It follows that qi ∈ Pi for all i ∈ [0,k], which is a contradiction
since qacc < Pk . Therefore ρ < L(Ac ).
As for the converse direction, let us assume that ρ < L(Ac ). We have to show
that ρ ∈ L(A ′′). By construction, there exists some run ofAc over ρ starting from
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an initial state (recall that R(s) , ∅ for all s ∈ S). Moreover, each of these runs has
the form (P0, s0) · · · (Pk , sk ) such that P0 = {q ∈ M | (q, s0) ∈ Q0}, qacc ∈ Pk , and for
all i ∈ [0,k − 1], si = ρ(i) and Pi+1 = {p ∈ M˜ | (p, si+1) ∈ ∆(q, si ) for some q ∈ Pi }.
It easily follows that there is an accepting run of A ′′ over ρ from some initial
state in P0 × {s0}, thus proving the thesis. □
An MC algorithm for full HS can be built as follows. Let φ be an HS formula.
First of all, we convertφ into an equivalent formula, called existential form ofφ, that
makes use of negations, disjunctions, and the existential modalities ⟨B⟩, ⟨B⟩, ⟨E⟩,
and ⟨E⟩, only. For all h ≥ 1, let HSh denote the syntactical HS fragment consisting
only of formulas φ such that the nesting depth of negation in the existential form of
φ is at most h. Moreover ¬HSh is the set of formulas φ such that ¬φ ∈ HSh . Now,
given an HS formula φ (in existential form), checking whether K ̸ |= φ reduces
to checking the existence of an initial trace ρ of K such that K , ρ |= ¬φ. By
exploiting Proposition 7.2.2, 7.2.3 and 7.2.4, we can build in a compositional way
(driven by the structure of ¬φ) a K -NFA A accepting the set of initial traces ρ
such that K , ρ |= ¬φ and check A for emptiness.
For all h,n ≥ 0, let Tower(h,n) denote a tower of exponentials of height h and
argument n, that is, Tower(0,n) = n and Tower(h + 1,n) = 2Tower(h,n). Moreover,
let h-EXPTIME denote the class of languages decided by deterministic Turing
machines whose number of computation steps is bounded by functions of n in
O(Tower(h,nc )), for some constant c ≥ 1. Note that 0-EXPTIME is P.
The next theorem states the main result of the section.
Theorem 7.2.5. There exists a constant c such that, given a finite Kripke
structure K and an HS formula φ, one can construct a K -NFA with O(|K | ·
Tower(h, |φ |c )) states accepting the set of traces ρ of K such that K , ρ |= φ,
where h is the nesting depth of negation in the existential form of φ.
Moreover, for each h ≥ 0, the MC problem for ¬HSh is in h-EXPTIME.
Additionally, for a constant-length formula, the MC problem is in P.
On one hand, this algorithm can be adapted to HS under homogeneity in a
straightforward way, as an alternative to the one presented in Section 2.3. On the
other, the complexity lower bound proved in Section 2.4 for MC of HS formulas
under homogeneity immediately propagates to the complexity of MC for HS
extended with regular expressions.
Theorem 7.2.6. The MC problem forHS formulas extended with regular ex-
pressions over finite Kripke structures is EXPSPACE-hard (under polynomial-
time reductions).
We now focus on the complexity of HS fragments with regular expressions.
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7.3 The fragments AABBE and AAEBE
In this section, we focus on the syntactically maximal fragments AABBE and
AAEBE showing that they feature a lower computational complexity with respect
to the general case of full HS.
First of all, in Section 7.3.1 we prove that they feature an exponential small-
model property, stating that if ρ is a trace of a finite Kripke structure K and ψ
is an AABBE formula, then there is a trace ρ ′ such that K , ρ |= ψ if and only if
K , ρ ′ |= ψ , and |ρ ′ | is exponential in the B-nesting depth of ψ .
In Section 7.3.2, we exploit this small-model property to design a MC algo-
rithm for AABBE belonging to the complexity class AEXPpol, namely, the class
of problems decidable by singly exponential-time bounded alternating Turing
machines with a polynomial-bounded number of alternations.
Finally, in Section 7.3.3, we show that MC for AABBE (actually the smaller frag-
ment BE suffices) is hard for AEXPpol, hence proving completeness for that class.
7.3.1 Exponential small-model property for AABBE
Here we prove the exponential small-model property for AABBE, which will be used
as the basic step to prove that the MC problem for AABBE belongs to AEXPpol.
The case of AAEBE is, as usual, completely symmetric and thus omitted.
Let us consider a finite Kripke structure K = (AP , S, R, µ, s0) and a finite set
Spec = {r1, . . . , rH } of (proposition-based) regular expressions over AP . The
small-model guarantees that for each h ≥ 0 and trace ρ of K , it is possible to build
another trace ρ ′ of K , of bounded exponential length, which is indistinguishable
from ρ with respect to the fulfilment of any AABBE formula φ having atomic
formulas in Spec and B-nesting depth at most h.
In order to prove the result, we resort again to the notion ofh-prefix bisimilarity
between a pair of traces ρ and ρ ′ of K , already introduced in Section 4.2, but
adapted here to account for regular expressions. As proved by Proposition 7.3.6
below, h-prefix bisimilarity is a sufficient condition for two traces ρ and ρ ′ to
be indistinguishable with respect to the fulfillment of any AABBE formula φ
over Spec with NestB(φ) ≤ h.
Then we recall (and adapt) also the h-prefix sampling of a trace: for a given
trace ρ, the h-prefix sampling of ρ is a subset of ρ-positions that allows us to build
another trace ρ ′ having single exponential length (both in h and |Spec|, where
|Spec| is defined as ∑r ∈Spec |r |) such that ρ and ρ ′ are h-prefix bisimilar.
Even though we start from adaptations of already presented notions, as it
will be clear in the next section the resulting algorithm for AABBE MC with
regular expressions is completely novel w.r.t. that for the same fragment un-
der homogeneity (Section 4.2).
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For a regular expression rℓ in Spec, with ℓ ∈ [1,H ], letAℓ = (2AP ,Qℓ,Q0ℓ,∆ℓ, Fℓ)
be the canonical (complete) NFA accepting L(rℓ) (recall that |Qℓ | ≤ 2|rℓ |, Re-
mark 7.1.2). W.l.o.g., we assume that the sets of states of these automata are
pairwise disjoint.
Prefix bisimilarity now uses the notion of summary of a trace ρ of K , namely,
a tuple “recording” the initial and final states of ρ, and, for each automaton
Aℓ , with ℓ ∈ [1,H ], the pairs of states q,q′ ∈ Qℓ such that some run of Aℓ
over µ(ρ) takes from q to q′.
Definition 7.3.1 (Summary of a trace). Let ρ be a trace of K with |ρ | = n.
The summary S(ρ) of ρ (w.r.t. Spec) is the triple (ρ(1),Π, ρ(n)), where
Π = {(q,q′) | q,q′ ∈ Qℓ for some ℓ ∈ [1,H ],
and there is a run of Aℓ from q to q′ over µ(ρ)}.
Note that the number of summaries is at most |S |2 · 2(2 |Spec |)2 . The follow-
ing result can be easily proved.
Proposition 7.3.2. Let h ≥ 0, and ρ and ρ ′ be two traces of K such that
S(ρ) = S(ρ ′). Then, for all regular expressions r ∈ Spec and traces ρL and
ρR of K such that ρL ⋆ ρ and ρ ⋆ ρR are defined, the next properties hold:
1. µ(ρ) ∈ L(r ) if and only if µ(ρ ′) ∈ L(r );
2. S(ρL ⋆ ρ) = S(ρL ⋆ ρ ′);
3. S(ρ ⋆ ρR ) = S(ρ ′ ⋆ ρR ).
We now introduce the “new version” of prefix bisimilarity between a pair
of traces ρ and ρ ′ of K .
Definition 7.3.3 (Prefix bisimilarity). Let h ≥ 0. Two traces ρ and ρ ′ of K
are h-prefix bisimilar (w.r.t. Spec) if the next conditions inductively hold:
• for h = 0: S(ρ) = S(ρ ′);
• for h > 0: S(ρ) = S(ρ ′) and for each proper prefix ν of ρ (resp.,
proper prefix ν ′ of ρ ′), there exists a proper prefix ν ′ of ρ ′ (resp.,
proper prefix ν of ρ) such that ν and ν ′ are (h − 1)-prefix bisimilar.
Property 7.3.4. For all h ≥ 0, h-prefix bisimilarity is an equivalence
relation over TrcK .
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The h-prefix bisimilarity of two traces ρ and ρ ′ is preserved by left (resp.,
right) ⋆-concatenation with another trace of K .
Proposition 7.3.5. Let h ≥ 0, and ρ and ρ ′ be two h-prefix bisimilar traces
of K . Then, for all traces ρL and ρR of K such that ρL ⋆ ρ and ρ ⋆ ρR are
defined, the following properties hold:
1. ρL ⋆ ρ and ρL ⋆ ρ ′ are h-prefix bisimilar;
2. ρ ⋆ ρR and ρ ′ ⋆ ρR are h-prefix bisimilar.
The proof can be found in Appendix E.2. By exploiting Proposition 7.3.2
and 7.3.5, we can prove that h-prefix bisimilarity preserves the satisfiability of
AABBE formulas over Spec having B-nesting depth at most h.
Proposition 7.3.6. Let h ≥ 0, and ρ and ρ ′ be two h-prefix bisimilar traces
of K . Then, for each AABBE formula ψ over Spec with NestB(ψ ) ≤ h, we
have that
K , ρ |= ψ ⇐⇒ K , ρ ′ |= ψ .
The proof is in Appendix E.3.
In the following, by analogy with Section 4.2, we show how a trace ρ, whose
length exceeds a suitable exponential bound—precisely, (|S | · 2(2 |Spec |)2 )h+2—can
be contracted preserving h-prefix bisimilarity and, consequently, satisfiability of
formulas φ with NestB(φ) ≤ h. The basic contraction step of ρ is performed by
choosing the subset of ρ-positions called h-prefix sampling (PSh ). A contraction
can be performed whenever there are two positions ℓ < ℓ′ satisfying S(ρ(1, ℓ)) =
S(ρ(1, ℓ′)) in between two consecutive positions in the linear ordering of PSh . We
will prove that by taking the contraction ρ ′ = ρ(1, ℓ) · ρ(ℓ′ + 1, |ρ |), we obtain a
trace of K which is h-prefix bisimilar to ρ. The basic contraction step can then
be iterated over ρ ′ until the length bound is reached.
The notion of h-prefix sampling is, again, inductively defined using the defini-
tion of prefix-skeleton sampling (now accounting for trace summaries). We recall
that, for a set I of natural numbers, by “two consecutive elements of I” we mean
a pair of elements i, j ∈ I such that i < j and I ∩ [i, j] = {i, j}.
Definition 7.3.7 (Prefix-skeleton sampling). Let ρ be a trace of K . Given
two ρ-positions i and j, with i ≤ j, the prefix-skeleton sampling of ρ in
the interval [i, j] is the minimal set P of ρ-positions in the interval [i, j]
satisfying the conditions:
• i, j ∈ P ;
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• for each k ∈ [i + 1, j − 1], the minimum position k ′ ∈ [i + 1, j − 1]
such that S(ρ(1,k ′)) = S(ρ(1,k)) belongs to P.
Example 7.3.8. An example of prefix-skeleton sampling P of a trace ρ in
the interval [i, j] is shown in Figure 7.3. Assuming that S(ρ(1,u)) = S1
for u ∈ {i + 1, i + 2, i + 3, i + 5, i + 7, i + 10}, S(ρ(1,u ′)) = S2 for u ′ ∈
{i + 4, i + 8}, and S(ρ(1,u ′′)) = S3 for u ′′ ∈ {i + 6, i + 9}, we have that
P = {i, i + 1, i + 4, i + 6, j}.
i j
S S1 S1 S1 S2 S1 S3 S1 S2 S3 S1 S′
ρ(i, j)
P = {i, i + 1, i + 4, i + 6, j}
Figure 7.3: Example of prefix-skeleton sampling P of a trace ρ in the interval [i, j].
Note that, as an immediate consequence of Definition 7.3.7, the prefix-skeleton
sampling P of (any) trace ρ in [i, j] is such that |P | ≤ (|S | · 2(2 |Spec |)2 ) + 2.
Definition 7.3.9 (h-prefix sampling and h-sampling word). Let h ≥ 0.
Theh-prefix sampling of a trace ρ ofK is theminimal set PSh of ρ-positions
inductively satisfying the following conditions:
• for h = 0: PS0 = {1, |ρ |};
• for h > 0: (i) PSh ⊇ PSh−1 and (ii) for all pairs of consecutive posi-
tions i, j ∈ PSh−1, the prefix-skeleton sampling of ρ in the interval
[i, j] belongs to PSh .
Let i1 < . . . < iN be the ordered sequence of positions in PSh (note
that i1 = 1 and iN = |ρ |). The h-sampling word of ρ is the sequence of
summaries S(ρ(1, i1)) · · · S(ρ(1, iN )).
We can state the following upper bound to the cardinality of prefix samplings.
Property 7.3.10. Let h ≥ 0. The h-prefix sampling PSh of a (any) trace ρ
of K is such that |PSh | ≤ (|S | · 2(2 |Spec |)2 )h+1.
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As stated by the following lemma, for two traces, the property of having the
same h-sampling word is a sufficient condition to guarantee that they are h-prefix
bisimilar. The proof is in Appendix E.4.
Lemma 7.3.11. For h ≥ 0, any two traces ρ and ρ ′ of K having the same
h-sampling word are h-prefix bisimilar.
The sufficient condition of Lemma 7.3.11 allows us to finally state the exponen-
tial small-model property for AABBE. In the proof of Theorem 7.3.12 below, it is
shown how to derive from any trace ρ of K , an h-prefix bisimilar trace ρ ′ induced
by ρ (Definition 4.1.1) such that |ρ ′ | ≤ (|S | · 2(2 |Spec |)2 )h+2. By Proposition 7.3.6,
ρ ′ is indistinguishable from ρ w.r.t. the fulfillment of any AABBE formula φ over
the set of atomic formulas in Spec such that NestB(φ) ≤ h.
Theorem 7.3.12 (Exponential small-model property for AABBE). Let ρ
be a trace of K and h ≥ 0. Then there exists a trace ρ ′ induced by ρ, whose
length is at most (|S | · 2(2 |Spec |)2 )h+2, which is h-prefix bisimilar to ρ. In
particular, for every AABBE formula ψ with atomic formulas in Spec and
NestB(ψ ) ≤ h, it holds that
K , ρ |= ψ ⇐⇒ K , ρ ′ |= ψ .
Proof. We show that if |ρ | > (|S | · 2(2 |Spec |)2 )h+2, then there exists a trace ρ ′
induced by ρ such that |ρ ′ | < |ρ |, and ρ and ρ ′ have the same h-sampling word.
Assume that |ρ | > (|S | · 2(2 |Spec |)2 )h+2. Let PSh : 1 = i1 < . . . < iN = |ρ | be the
h-prefix sampling of ρ. By Property 7.3.10, |PSh | ≤ (|S | · 2(2 |Spec |)2 )h+1. Since the
number of distinct summaries (w.r.t. Spec) associated with the prefixes of ρ is at
most |S | · 2(2 |Spec |)2 , there must be two consecutive positions i j and i j+1 in PSh such
that for some ℓ, ℓ′ ∈ [i j + 1, i j+1 − 1] with ℓ < ℓ′, S(ρ(1, ℓ)) = S(ρ(1, ℓ′)). It easily
follows that the sequence ρ ′ given by ρ ′ = ρ(1, ℓ) · ρ(ℓ′ + 1, |ρ |) is a trace induced
by ρ such that |ρ ′ | < |ρ |, and ρ and ρ ′ have the same h-sampling word. Now, by
Lemma 7.3.11, ρ and ρ ′ are h-prefix bisimilar and by applying Proposition 7.3.6
we get that K , ρ |= ψ ⇐⇒ K , ρ ′ |= ψ . Now, if |ρ ′ | ≤ (|S | · 2(2 |Spec |)2 )h+2, the
thesis follows, otherwise a sequence of contraction steps as shown above can be
performed, until the length of the contracted trace fulfills the requirement. □
7.3.2 AEXPpol MC algorithm for AABBE
In this section, taking advantage of the exponential small-model property proved
previously, we design a MC algorithm for AABBE formulas with regular expres-
sions belonging to the complexity class AEXPpol. We recall that AEXPpol is the
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class of problems solvable by singly exponential-time bounded alternating Turing
machines (ATMs, for short) performing at most a polynomial-bounded number
of alternations. More formally, an ATM M (we refer to [CKS81] for standard
syntax and semantics of ATMs) is singly exponential-time bounded if there exists
an integer constant c ≥ 1 such that, for each input α , any computation starting
on α halts after at most 2 |α |c steps. The ATMM makes a polynomial-bounded
number of alternations if there exists an integer constant c ′ ≥ 1 such that, for
all inputs α and computations π starting from α , the number of alternations of
existential and universal configurations along π is at most |α |c ′ .
In the sequel, we restrict ourselves w.l.o.g. to AABBE formulas in negation
normal form (NNF). For φ in NNF, the dual of φ, denoted as φ˜, is defined as
the NNF of ¬φ. The complexity measure of an AABBE formula φ that we will
consider is the standard alternation depth, denoted by ϒ(φ), between the existential
⟨X⟩ and universal modalities [X] (and vice versa) occurring in the NNF of φ, for
X ∈ {B,E}. Note that the definition does not consider the modalities associated
with the Allen’s relations in {A,A,B}. Moreover, let FMC be the set of pairs
(K ,φ) consisting of a finite Kripke structure K and an AABBE formula φ such
that K |= φ (i.e., K is a model of φ).
The following theorem states the complexity upper bound of MC for AABBE
formulas with regular expressions.
Theorem 7.3.13. One can construct a singly exponential-time bounded
ATM accepting FMC whose number of alternations on an input (K ,φ) is at
most ϒ(φ) + 2.
To prove the assertion of Theorem 7.3.13, we define a procedure in the re-
maining part of the section. Such a procedure can be easily translated into an
ATM (the translation is omitted).
We start with some auxiliary notation. Let us fix a finite Kripke structure
K with set of states S and an AABBE formula φ in NNF. Let h = NestB(φ), and
Spec be the set of regular expressions occurring in φ. A certificate of (K ,φ)
is a trace ρ of K whose length is less than (|S | · 2(2 |Spec |)2 )h+2 (the bound for
the exponential small-model property of Theorem 7.3.12). A B-witness (resp.,
E-witness) of a certificate ρ for (K ,φ) is a certificate ρ ′ of (K ,φ) such that ρ ′ is h-
prefix bisimilar to a trace having the form ρ⋆ρ ′′ (resp., ρ ′′⋆ρ) for some certificate
ρ ′′ of (K ,φ) with |ρ ′′ | > 1. Finally, by SD(φ) we denote the set consisting of
the subformulas ψ of φ and the duals ψ˜ .
The results stated in Section 7.3.1 are used to prove the properties of certifi-
cates, which are listed in the following Proposition 7.3.14, and then exploited
in the MC algorithm.
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Proposition 7.3.14. Let K be a finite Kripke structure, φ be an AABBE
formula in NNF, and ρ be a certificate for (K ,φ). The next properties hold:
1. for each ⟨X⟩ψ ∈ SD(φ), withX ∈ {B,E}, it holds K , ρ |= ⟨X⟩ψ if and
only if there exists anX -witness ρ ′ of ρ for (K ,φ) such that K , ρ ′ |= ψ ;
2. for each trace having the form ρ ⋆ ρ ′ (resp., ρ ′ ⋆ ρ) such that ρ ′ is a
certificate for (K ,φ), one can construct in time singly exponential in
the size of (K ,φ), a certificate ρ ′′ which is h-prefix bisimilar to ρ ⋆ ρ ′
(resp., ρ ′ ⋆ ρ), with h = NestB(φ).
Proof. (1.) Let ⟨X⟩ψ ∈ SD(φ) with X ∈ {B,E}, h = NestB(φ), and ρ be a certifi-
cate for (K ,φ). Let us assume that X = E (the case for X = B is similar).
First we assume that there exists an E-witness ρ ′ of ρ for (K ,φ) such that
K , ρ ′ |= ψ . Hence ρ ′ is h-prefix bisimilar to a trace having the form ρ ′′ ⋆ ρ, with
|ρ ′′ | > 1. Since ⟨E⟩ψ ∈ SD(φ), it holds thatNestB(⟨E⟩ψ ) ≤ h. By Proposition 7.3.6
we have that K , ρ ′′ ⋆ ρ |= ψ and, then, K , ρ |= ⟨E⟩ψ .
To prove the converse implication, we assume that K , ρ |= ⟨E⟩ψ . Then, there
exists a trace having the form ρ ′′ ⋆ ρ with |ρ ′′ | > 1 such that K , ρ ′′ ⋆ ρ |= ψ . By
Theorem 7.3.12 there exists a certificate ν for (K ,φ) which is h-prefix bisimilar
to ρ ′′. By Proposition 7.3.5, ν ⋆ ρ is h-prefix bisimilar to ρ ′′ ⋆ ρ. By applying
Proposition 7.3.6 we deduce that K ,ν ⋆ ρ |= ψ . By applying again Theorem 7.3.12,
there exists a certificate ρ ′ for (K ,φ) which is h-prefix bisimilar to ν ⋆ ρ such that
K , ρ ′ |= ψ . Thus, since ρ ′ is an E-witness of ρ for (K ,φ), (1.) follows.
(2.) From the trace ρ ⋆ ρ ′ (resp., ρ ′ ⋆ ρ), where both ρ and ρ ′ are certificates
for (K ,φ), we first compute the h-prefix sampling of ρ ⋆ ρ ′ (resp., ρ ′ ⋆ ρ), where
h = NestB(φ). Then, proceeding as in the proof of Theorem 7.3.12, we extract
from ρ⋆ρ ′ (resp., ρ ′⋆ρ) a trace which is h-prefix bisimilar to ρ⋆ρ ′ (resp., ρ ′⋆ρ).
Since |ρ | and |ρ ′ | are singly exponential in the sizes of (K ,φ), (2.) follows. □
Let AA(φ) be the set of formulas in SD(φ) having the form ⟨X⟩ψ ′ or [X]ψ ′,
with X ∈ {A,A}. An AA-labeling Lab for (K ,φ) is a mapping associating with
each state s of K a maximally consistent set of subformulas of AA(φ). More
precisely, for all s ∈ S , Lab (s) is such that for allψ ,ψ˜ ∈ AA(φ), Lab (s) ∩ {ψ ,ψ˜ } is
a singleton. We say that Lab is valid if, for all states s ∈ S and ψ ∈ Lab (s), we
have K , s |= ψ (we consider s as a length-1 trace). Note that if Lab is valid, then
• for each trace ρ of K and ⟨A⟩ψ ′ ∈ AA(φ) (resp., ⟨A⟩ψ ′ ∈ AA(φ)), it holds
that K , ρ |= ⟨A⟩ψ ′ (resp., K , ρ |= ⟨A⟩ψ ′) if and only if ⟨A⟩ψ ′ ∈ Lab (lst(ρ))
(resp., ⟨A⟩ψ ′ ∈ Lab (fst(ρ))).
• Analogously, for each trace ρ of K and [A]ψ ′ ∈ AA(φ) (resp., [A]ψ ′ ∈
AA(φ)), it holds that K , ρ |= [A]ψ ′ (resp., K , ρ |= [A]ψ ′) if and only if
[A]ψ ′ ∈ Lab (lst(ρ)) (resp., [A]ψ ′ ∈ Lab (fst(ρ))).
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Algorithm 7.1 check(K ,φ)
1: existentially choose an AA-labeling Lab for (K ,φ)
2: for each state s andψ ∈ Lab (s) do
3: Caseψ = ⟨A⟩ψ ′ (resp.,ψ = ⟨A⟩ψ ′)
4: existentially choose a certificate ρ with fst(ρ) = s (resp., lst(ρ) = s)
5: checkTrue(K ,φ,Lab )({(ψ ′, ρ)})
6: caseψ = [A]ψ ′ (resp.,ψ = [A]ψ ′)
7: universally choose a certificate ρ with fst(ρ) = s (resp., lst(ρ) = s)
8: checkTrue(K ,φ,Lab )({(ψ ′, ρ)})
9: EndCase
10: universally choose a certificate ρ for (K ,φ) with fst(ρ) = s0 ◁ s0 is the initial
state of K
11: checkTrue(K ,φ,Lab )({(φ, ρ)})
◦
Finally, a well-formed set for (K ,φ) is a finite setW consisting of pairs (ψ , ρ)
such that ψ ∈ SD(φ) and ρ is a certificate of (K ,φ). W is said to be universal if
each formula occurring inW has the form [X]ψ , withX ∈ {B,E}. The dual W˜ of
W is the well-formed set obtained by replacing each pair (ψ , ρ) ∈ W with (ψ˜ , ρ).
A well-formed setW is valid if, for each (ψ , ρ) ∈ W, it holds that K , ρ |= ψ .
We can now introduce the procedure check, reported in Algorithm 7.1, that
defines the ATM required to prove the assertion of Theorem 7.3.13. The procedure
check takes a pair (K ,φ) as input, being K a finite Kripke structure and φ an
AABBE formula in NNF, and: (1) it guesses an AA-labeling Lab for (K ,φ) (line 1);
(2) it checks that Lab is valid (lines 2–9); (3) for every certificate ρ starting from
the initial state, it verifies that K , ρ |= φ (lines 10–11). To perform steps (2) and (3),
it exploits the auxiliary ATM procedure checkTrue, reported in Algorithm 7.2.
The procedure checkTrue takes as input a well-formed setW for (K ,φ) and,
assuming that the current AA-labeling Lab for (K ,φ) is valid, checks whetherW
is valid. For each pair (ψ , ρ) ∈ W such thatψ does not have the form [X]ψ ′, with
X ∈ {B,E}, checkTrue directly checks whether or not K , ρ |= ψ (lines 4–29).
In order to allow for a deterministic choice of the current element of the itera-
tion (line 2), we assume that the setW is implemented as an ordered data structure.
At each iteration of the while loop in checkTrue, the current pair (ψ , ρ) ∈ W is
processed according to the semantics of HS, exploiting the guessed AA-labeling
Lab for modalities ⟨A⟩, ⟨A⟩, [A] and [A] (lines 10–15), and ⟨E⟩-witnesses and
⟨B⟩-witnesses (guaranteed by Proposition 7.3.14) for ⟨E⟩ and ⟨B⟩ (lines 26–28).
The processing is either deterministic or based on an existential choice, and the
currently processed pair (ψ , ρ) is either removed fromW, or replaced with pairs
(ψ ′, ρ ′) such that ψ ′ is a strict subformula of ψ (this is the case of Boolean con-
nectives and modalities ⟨B⟩, [B], ⟨E⟩ and ⟨B⟩, at lines 16–28).
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Algorithm 7.2 checkTrue(K ,φ,Lab )(W)
1: whileW is not universal do
2: deterministically select (ψ , ρ) ∈ W s.t.ψ is not of the form [E]ψ ′ and [B]ψ ′
3: W ←W \ {(ψ , ρ)}
4: Caseψ = r with r ∈ RE
5: if ρ < L(r ) then
6: reject the input
7: caseψ = ¬r with r ∈ RE
8: if ρ ∈ L(r ) then
9: reject the input
10: caseψ = ⟨A⟩ψ ′ orψ = [A]ψ ′
11: if ψ < Lab (lst(ρ)) then
12: reject the input
13: caseψ = ⟨A⟩ψ ′ orψ = [A]ψ ′
14: if ψ < Lab (fst(ρ)) then
15: reject the input
16: caseψ = ψ1 ∨ψ2
17: existentially choose i = 1, 2
18: W ←W ∪ {(ψi , ρ)}
19: caseψ = ψ1 ∧ψ2
20: W ←W ∪ {(ψ1, ρ), (ψ2, ρ)}
21: caseψ = ⟨B⟩ψ ′
22: existentially choose ρ ′ ∈ Pref(ρ)
23: W ←W ∪ {(ψ ′, ρ ′)}
24: caseψ = [B]ψ ′
25: W ←W ∪ {(ψ ′, ρ ′) | ρ ′ ∈ Pref(ρ)}
26: caseψ = ⟨X⟩ψ ′ with X ∈ {E,B}
27: existentially choose an X -witness ρ ′ of ρ for (K ,φ)
28: W ←W ∪ {(ψ ′, ρ ′)}
29: EndCase
30: if W = ∅ then
31: accept the input
32: else
33: universally choose (ψ , ρ) ∈ W˜
34: checkFalse(K ,φ,Lab )({(ψ , ρ)})
174 ⋄ Chapter 7. MC for HS and its fragments with regular expressions
At the end of the while loop, the resulting well formed setW is either empty
or universal. In the former case, the procedure accepts (lines 30–31). In the latter,
there is a switch in the current operation mode (line 33). For each element (ψ , ρ) in
the dual ofW—note that the root modality ofψ is either ⟨E⟩ or ⟨B⟩—the auxiliary
ATM procedure checkFalse (reported in Appendix E.5) is invoked, which accepts
the input {(ψ , ρ)} if and only if K , ρ ̸ |= ψ . The procedure checkFalse is the “dual”
of checkTrue, as it is simply obtained from checkTrue by switching accept and
reject, by switching existential and universal choices, and by converting the last
call to checkFalse into checkTrue. Thus checkFalse accepts an input W
if and only if W is not valid.
Notice that the number of alternations of the ATM check between existential
and universal choices is clearly the number of switches between the calls to the
procedures checkTrue and checkFalse, plus 2, i.e. ϒ(φ) + 2.
The correctness of the procedure check and its complexity bound is stated
by the following proposition, that immediately implies Theorem 7.3.13.
Proposition 7.3.15. The ATM check is a singly exponential-time bounded
ATM accepting FMC, whose number of alternations on input (K ,φ) is at
most ϒ(φ) + 2.
The proof of Proposition 7.3.15 is given in details in Appendix E.6: it exploits
the exponential small-model property for AABBE (Theorem 7.3.12) which allows
us to consider only certificates, that are singly exponential in the size of the input
(K ,φ), instead of traces of arbitrary length.
Clearly, this algorithm improves on the complexity of the one presented in
Section 4.2 for AABBE under homogeneity. This concludes the section.
7.3.3 AEXPpol-hardness of MC for BE
In this section we prove that the MC problem for the fragment BE, extended
with regular expressions, is AEXPpol-hard (implying the AEXPpol-hardness of
AABBE). The result is obtained by a polynomial-time reduction from a variant of
the domino-tiling problem for grids with exponential-length rows and columns,
called alternating multi-tiling problem.
An instance of this problem is a tuple I = (n,D,D0,H ,V ,M,Dacc), where: n
is a positive even natural number encoded in unary; D is a non-empty finite set of
domino types; D0 ⊆ D is a set of initial domino types;H ⊆ D×D andV ⊆ D×D are
the horizontal and vertical matching relations, resp.; M ⊆ D × D is the multi-tiling
matching relation; Dacc ⊆ D is a set of accepting domino types.
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A tiling of I is a map assigning a domino type to each cell of a 2n × 2n squared
grid coherently with the horizontal and vertical matching relations. Formally, a
tiling of I is a map f : [0, 2n − 1] × [0, 2n − 1] → D such that:
• for all i, j ∈ [0, 2n − 1] × [0, 2n − 1] with j < 2n − 1, (f (i, j), f (i, j + 1)) ∈ H
(row-adjacency requirement);
• for all i, j ∈ [0, 2n − 1] × [0, 2n − 1] with i < 2n − 1, (f (i, j), f (i + 1, j)) ∈ V
(column-adjacency requirement).
The initial condition Init(f ) = f (0, 0)f (0, 1) · · · f (0, 2n − 1) of the tiling f is the
content of the first row of f . A multi-tiling of I is a tuple (f1, . . . , fn) of n tilings
which are coherent w.r.t. the multi-tiling matching relationM , that is, such that:
• for all i, j ∈ [0, 2n − 1] × [0, 2n − 1] and ℓ ∈ [1,n − 1], (fℓ(i, j), fℓ+1(i, j)) ∈ M
(multi-cell requirement), and
• fn(2n − 1, j) ∈ Dacc for some j ∈ [0, 2n − 1] (acceptance requirement).
The alternating multi-tiling problem for an instance I is checking whether
∀w1 ∈ (D0)2n ,∃w2 ∈ (D0)2n , . . . ,∀wn−1 ∈ (D0)2n ,∃wn ∈ (D0)2n
such that there exists a multi-tiling (f1, . . . , fn), where for all i ∈ [1,n], Init(fi ) =
wi . See Figure 7.4 for a visual representation of the alternatingmulti-tiling problem.
The following complexity result holds (the proof is in Appendix E.7).
Theorem 7.3.16. The alternating multi-tiling problem isAEXPpol-complete
The fact that the MC problem for the fragment BE with regular expressions
is AEXPpol-hard is an immediate corollary of the following result.
Theorem 7.3.17. One can construct, in time polynomial in the size of I, a
finite Kripke structure KI and a BE formula φI over the set of proposition
letters
AP = D ∪ ({r , c} × {0, 1}) ∪ {⊥, end},
such that KI |= φI if and only if I is a positive instance of the alternating
multi-tiling problem.
The rest of this section is devoted to the construction of the Kripke structure
KI and the BE formula φI proving Theorem 7.3.17. Let AP be as above. The
Kripke structure KI is given by KI = (AP , S, R, µ, s0), where S = AP , s0 = end, µ
is the identity mapping (we identify a singleton set {p} with p), and R = {(s, s ′) |
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Figure 7.4: The alternating multi-tiling problem (for n = 4). The red lines represent the
row-adjacency, column-adjacency, and multi-cell requirements. The green tick denotes the
acceptance requirement. The quantifiers ∀/∃ associated with the first rows of each tiling
mean that the content of these rows has to be universally (resp., existentially) selected, if
they belong to an odd (resp., even) tiling.
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s ∈ AP \ {end}, s ′ ∈ AP }. Note that the initial state end has no successors,1 and
that a trace of KI can be identified with its induced labeling sequence.
The construction of the BE formula φI is based on a suitable encoding of
multi-tilings which is described in the following. The symbols {r } × {0, 1} and
{c} × {0, 1} in AP are used to encode the values of two n-bits counters numbering
the 2n rows and columns, respectively, of a tiling.
For a multi-tiling F = (f1, . . . , fn) and for all i, j ∈ [0, 2n − 1], the (i, j)-th
multi-cell (f1(i, j), . . . , fn(i, j)) of F is encoded by the word C of length 3n over
AP , called multi-cell code, given by
C = d1 · · ·dn(r ,b1) · · · (r ,bn)(c,b ′1) · · · (c,b ′n),
where b1 · · ·bn and b ′1 · · ·b ′n are the binary encodings of the row number i and
column number j, resp., and for all ℓ ∈ [1,n], dℓ = fℓ(i, j) (i.e., the content of the
(i, j)-th cell of component fℓ). The content ofC is d1 · · ·dn . Since F is a multi-tiling,
the following well-formedness requirement must be satisfied by the encoding C:
for all ℓ ∈ [1,n−1], (dℓ,dℓ+1) ∈ M . We call such wordswell-formed multi-cell codes.
Definition 7.3.18 (Multi-tiling codes). Amulti-tiling code is a finite word
w over AP obtained by concatenating well-formed multi-cell codes in such
a way that the following conditions hold:
• for all i, j ∈ [0, 2n − 1], there is a multi-cell code in w with row
number i and column number j (completeness requirement);
• for all multi-cell codes C and C ′ occurring in w , if C and C ′ have
the same row number and column number, then C and C ′ have the
same content (uniqueness requirement);
• for all multi-cell codes C and C ′ inw having the same row number
(resp., column number), column numbers (resp., row numbers) j
and j + 1, resp., and contents d1 · · ·dn and d ′1 · · ·d ′n , resp., it holds
that (dℓ,d ′ℓ) ∈ H (resp. (dℓ,d ′ℓ) ∈ V ) for all ℓ ∈ [1,n] (row-adjacency
requirement) (resp., (column-adjacency requirement));
• there is a multi-cell code inw with row number 2n−1whose content
is in Dn−1 · dacc for some dacc ∈ Dacc (acceptance requirement).
Finally, we encode the initial conditions of the components of a multi-tiling.
An initial cell code encodes a cell of the first row of a tiling and is a word w of
length n+1 having the formw = d(c,b1) · · · (c,bn), where d ∈ D0 and b1, . . . ,bn ∈
{0, 1}. We say that d is the content of w and the integer in [0, 2n − 1] encoded
by b1 · · ·bn is the column number of w .
1This violates Definition 2.1.1, but we define the state end to have no successors only for technical
convenience.
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Definition 7.3.19 (Multi-initialization codes). An initialization code is a
finite wordw over AP which is the concatenation of initial cell codes such
that:
• for all i ∈ [0, 2n − 1], there is an initial cell code inw with column
number i;
• for all initial cell codes C and C ′ occurring in w , if C and C ′ have
the same column number, then C and C ′ have the same content.
A multi-initialization code is a finite word over AP having the form ⊥ ·
wn · · · ⊥ ·w1 · end such that for all ℓ ∈ [1,n],wℓ is an initialization code.
Definition 7.3.20 (Initialized multi-tiling codes). An initialized multi-
tiling code is a finite word overAP having the form⊥·w ·⊥·wn · · · ⊥·w1 ·end
such thatw is amulti-tiling code,⊥·wn · · · ⊥·w1·end is amulti-initialization
code, and the following requirement holds:
• for each multi-cell code inw having row number 0, column number
i , and content d1 · · ·dn , and for all ℓ ∈ [1,n], there is an initial cell
code inwℓ having column number i and content dℓ (initialization
coherence requirement).
Before proving Theorem 7.3.17, we sketch the idea for the construction of
the BE formula φI which guarantees that KI |= φI if and only if I is a positive
instance of the alternating multi-tiling problem.
We preliminarily observe that since the initial state of KI has no successors,
the only initial trace of KI is the trace end having length 1. To guess a trace cor-
responding to an initialized multi-tiling code, KI is unraveled backward starting
from end , exploiting the modality E. The structure of the formula φI is
φI = [E](φ1 → ⟨E⟩(φ2 ∧ (. . . ([E](φn−1 → ⟨E⟩(φn ∧ ⟨E⟩ φIMT))) . . .))).
It features n + 1 unravelling steps starting from the initial trace end . The first
n steps are used to guess a sequence of n initialization codes. Intuitively, each
formula φi is used to constrain the i-th unravelling to be an initialization code,
in such a way that at depth n in the formula a multi-initialization code is under
evaluation. The last unravelling step (the innermost in the formula) is used to
guess the multi-tiling code. The innermost formula φIMT is evaluated over a trace
corresponding to an initialized multi-tiling code, and checks its structure: multi-
cell codes are “captured” by regular expressions (encoding in particular their
row and column numbers and contents). The completeness, uniqueness, row-
and column-adjacency requirements for the multi-tiling of Definition 7.3.18 are
enforced by the combined use of the [E] modality and regular expressions.
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wn wn−1 w1⊥⊥ ⊥ . . .w
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...
Figure 7.5: Checking constraints between pairs of multi-cell codes C and C ′ in an initial-
ized multi-tiling code.
◦
The intuition of such a technique is graphically depicted in Figure 7.5, where
w is a multi-tiling code. Since the problem is to check constraints between pairs of
multi-cell codes occurring in arbitrary positions ofw , we use the following trick.
A copy of two multi-cell codes C and C ′ (see Figure 7.5) are generated next to
each other, as backward extensions of the initialized multi-tiling code, by means
of modality [E]. We then check that bothC andC ′ occur in (arbitrary positions of)
w , and, if this is the case, the required constraint is checked against the generated
copies C and C ′, taking advantage of their adjacency. The initialization coherence
requirement of Definition 7.3.20 is guaranteed in an analogous way, by comparing
initial cell codes and multi-cell codes.
Note that the first n − 1 occurrences of alternations between universal and
existential modalities [E] and ⟨E⟩ correspond to the alternations of universal and
existential quantifications in the definition of alternating multi-tiling problem.
The correctness of the construction of φI is stated by the next proposition.
Proposition 7.3.21. One can build, in time polynomial in the size of I,
n+1 BE formulas φIMT,φ1, . . . ,φn with ϒ(φIMT) = ϒ(φ1) = . . . = ϒ(φn) = 0,
fulfilling the following conditions:
• for all finite words ρ over AP having the form ρ = ρ ′ ·⊥·wn · · · ⊥·w1 ·
end such that ρ ′ , ε and ⊥·wn · · · ⊥ ·w1 · end is a multi-initialization
code, it holds that KI , ρ |= φIMT if and only if ρ is an initialized
multi-tiling code;
• for all ℓ ∈ [1,n] and words ρ having the form ρ = ρ ′ · ⊥ ·wℓ−1 · · · ⊥ ·
w1 · end such that ρ ′ , ε andw j ∈ (AP \ {⊥})∗ for all j ∈ [1, ℓ − 1],
it holds that KI , ρ |= φℓ if and only if ρ ′ has the form ρ ′ = ⊥ ·wℓ ,
wherewℓ is an initialization code.
Proof. Since each state of the Kripke structure KI is labeled by exactly one
proposition letter of AP , in the proof we exploit the standard regular expressions,
where atomic expressions are single letters of AP . Evidently, a standard regular
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expression can be converted into a proposition-based one, where each p ∈ AP
is replaced by the formula p ∧ ⋀p′∈AP\{p } ¬p ′.
Let us focus on the construction of the BE formula φIMT (as φ1, . . . ,φn are
simpler). First, we define a BE formula φMT ensuring the following property:
• for all finite words ρ over AP having the form ρ = ρ ′ · ⊥ ·wn · · · ⊥ ·w1 · end
such that ρ ′ , ε and ⊥ ·wn · · · ⊥ ·w1 · end is a multi-initialization code, it
holds KI , ρ |= φMT if and only if ρ ′ = ⊥ ·w for some multi-tiling codew .
In order to buildφMT, we need some auxiliary formulas and regular expressions.
• A regular expression rmc = Dn · ({r } × {0, 1})n · ({c} × {0, 1})n capturing
the multi-cell codes.
• A B formula ψcomp requiring that for each word C · ⊥ · C1 · · ·CN · ⊥ such
that C,C1, . . . ,CN are multi-cell codes, there is i ∈ [1,N ] such that C and
Ci have the same row number and column number.
ψcomp= ⟨B⟩
(
(rmc·⊥·(rmc)+)∧
⋀
i ∈[1,n]
⋁
b ∈{0,1}
(APn+i−1·(r ,b)·AP+·(r ,b)·AP 2n−i )∧⋀
i ∈[1,n]
⋁
b ∈{0,1}
(AP 2n+i−1 · (c,b) · AP+ · (c,b) · APn−i )
)
• A propositional formulaψ= requiring that for each word having as a proper
prefixC ·C ′ such thatC andC ′ are multi-cell codes,C andC ′ have the same
row number and column number.
ψ= =
⋀
i ∈[1,n]
⋁
b ∈{0,1}
(APn+i−1 · (r ,b) · AP 3n−1 · (r ,b) · AP+)∧⋀
i ∈[1,n]
⋁
b ∈{0,1}
(AP 2n+i−1 · (c,b) · AP 3n−1 · (c,b) · AP+)
• A propositional formula ψr,inc (resp., ψc,inc) requiring that for each word
having as a proper prefix C ·C ′ such that C and C ′ are multi-cell codes, C
and C ′ have the same column number (resp., the same row number), and
there is h ∈ [0, 2n − 2] such that C and C ′ have row numbers (resp., column
numbers) h and h + 1, resp.. We consider the formulaψr,inc (the definition of
ψc,inc is similar).
ψr,inc =
⋀
i ∈[1,n]
⋁
b ∈{0,1}
(AP 2n+i−1 · (c,b) · AP 3n−1 · (c,b) · AP+)∧⋁
i ∈[1,n]
( ⋀
j ∈[1,i−1]
(APn+j−1 · (r , 1) · AP 3n−1 · (r , 0) · AP+)∧
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(APn+i−1 · (r , 0) · AP 3n−1 · (r , 1) · AP+)∧⋀
j ∈[i+1,n]
⋁
b ∈{0,1}
(APn+j−1 · (r ,b) · AP 3n−1 · (r ,b) · AP+)
)
• A B formula ψdouble requiring that for each word C · C ′ · ⊥ · C1 · · ·CN · ⊥
such that C,C ′,C1, . . . ,CN are multi-cell codes, there are i, j ∈ [1,N ] such
that C = Ci and C ′ = Cj ; ψdouble = θ ∧ θ ′, where θ (resp., θ ′) requires that
there is i ∈ [1,N ] such that Ci = C (resp., Ci = C ′). We consider θ ′ (the
definition of θ is similar).
θ ′ = ⟨B⟩
(
(rmc ·rmc ·⊥ · (rmc)+)∧
⋀
i ∈[1,n]
⋁
d ∈D
(AP 3n+i−1 ·d ·AP+ ·d ·AP 3n−i )∧⋀
i ∈[1,n]
⋁
b ∈{0,1}
(AP 4n+i−1 · (r ,b) · AP+ · (r ,b) · AP 2n−i )∧⋀
i ∈[1,n]
⋁
b ∈{0,1}
(AP 5n+i−1 · (c,b) · AP+ · (c,b) · APn−i )
)
• A B formulaψnot_unique requiring that for each wordC ·C ′ · ⊥ ·C1 · · ·CN · ⊥
such that C,C ′,C1, . . . ,CN are multi-cell codes, the next properties hold:
– C andC ′ have the same row and column numbers, but different content;
– there are i, j ∈ [1,N ] such that C = Ci and C ′ = Cj .
The construction ofψnot_unique is based on the formulasψdouble andψ=:
ψnot_unique = ψdouble∧ψ=∧
⋁
i ∈[1,n]
⋁
d,d ′∈D :d,d ′
(AP i−1 ·d ·AP 3n−1 ·d ′ ·AP+).
• A B formulaψrow (resp.,ψcol) requiring that for each wordC ·C ′ · · ·C1 · · ·CN ·
⊥ such that C,C ′,C1, . . . ,CN are multi-cell codes, the next condition holds.
– Let us denote by d1 · · ·dn the content ofC and by d ′1 · · ·d ′n the content
ofC ′. Whenever (1) there are i, j ∈ [1,N ] such thatC = Ci andC ′ = Cj ,
and (2) C and C ′ have the same row number and column numbers h
and h + 1, resp. (resp., C and C ′ have the same column number and
row numbers h and h + 1, resp.) for some h ∈ [0, 2n − 2], then it holds
that (dℓ,d ′ℓ) ∈ H (resp., (dℓ,d ′ℓ) ∈ V ), for all ℓ ∈ [1,N ].
We focus onψrow (the definition ofψcol is similar):
ψrow = (ψdouble ∧ψc,inc) −→
⋀
i ∈[1,n]
⋁
(d,d ′)∈H
(AP i−1 ·d ·AP 3n−1 ·d ′ ·AP+).
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Finally, the BE formula φMT is defined as follows:
¬(AP ∗ · ⊥ · AP ∗)n+2 ∧ ⟨B⟩
(
(⊥ · (rmc)+ · ⊥) ∧ ¬
⋁
(d,d ′)∈D2\M
(AP+ · d · d ′ · AP+)                                                                                                                        
Concatenation of well-formed multi-cell codes
∧
[E]((rmc · ⊥ · (rmc)+ · ⊥) −→ ψcomp)                                                                                
Completeness requirement of Definition 7.3.18
∧
[E]((rmc · rmc · ⊥ · (rmc)+ · ⊥) −→ ¬ψnot_unique)                                                                                                              
Uniqueness requirement of Definition 7.3.18
∧
[E]((rmc · rmc · ⊥ · (rmc)+ · ⊥) −→ (ψrow ∧ψcol))                                                                                                                
Row-adjacency and column-adjacency requirements of Definition 7.3.18
∧
⋁
dacc∈Dacc
(AP+ · dacc · (r , 1)n · AP+)                                                                          
Acceptance requirement of Definition 7.3.18
)
.
TheBE formulaφIMT is given byφMT∧φcoh, whereφcoh ensures the initialization
coherence requirement of Definition 7.3.20. In order to define φcoh, we need some
auxiliary formulas and regular expressions.
• A regular expression ric = D0 · ({c} × {0, 1})n capturing the initial cell codes.
• A B formula ψsingle requiring that for each word C · ⊥ ·C1 · · ·CN · ⊥ such
that C,C1, . . . ,CN are multi-cell codes, there is i ∈ [1,N ] such that C = Ci
and the row number of C is 0. The definition ofψsingle is similar toψdouble.
• AB formulaψcoh requiring that for eachwordC ·⊥·C1 · · ·CN ·⊥·wn · · · ⊥·w1 ·
end such thatC,C1, . . . ,CN are multi-cell codes and⊥·wn · · · ⊥·w1 ·end is a
multi-initialization code, the following constraint holds: if there is i ∈ [1,N ]
such that C = Ci , the row number of C is 0 and the content of C is d1 · · ·dn ,
then for all ℓ ∈ [1,n], there exists an initial code in wℓ having the same
column number as C and content dℓ .
ψcoh =
(⟨B⟩([(AP \ {⊥})+ · ⊥ · (AP \ {⊥})+ · ⊥] ∧ψsingle)) −→ ⋀
ℓ∈[1,n]
ψℓ ;
ψℓ = ⟨B⟩
( [(AP \ {⊥})+ · (⊥ · (AP \ {⊥})+)n−ℓ+1 · ⊥ · r+ic ]∧⋀
i ∈[1,n]
⋁
b ∈{0,1}
(AP 2n+i−1 · (c,b) · AP+ · (c,b) · APn−i )∧
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⋁
d ∈D
(AP ℓ−1 · d · AP+ · d · APn)
)
.
The BE formula φcoh is then φcoh = [E]
([rmc · (⊥ · (AP \ {⊥})+)n+1] → ψcoh) .
This concludes the proof of Proposition 7.3.21. □
Recall thatφI = [E](φ1 → ⟨E⟩(φ2∧(. . . ([E](φn−1 → ⟨E⟩(φn∧⟨E⟩ φIMT))) . . .))),
where φIMT,φ1, . . . ,φn are the formulas defined in Proposition 7.3.21. Since the
initial state of KI has no successors and the only initial trace has length 1 and
corresponds to the proposition letter end, by Definitions 7.3.18–7.3.20, we have
that KI |= φI if and only if I is a positive instance of the alternating multi-tiling
problem, proving Theorem 7.3.17. This result, combined with Theorem 7.3.13,
implies the following.
Corollary 7.3.22. The MC problem for AABBE (and AAEBE) formu-
las extended with regular expressions over finite Kripke structures is
AEXPpol-complete.
7.4 The fragments AABB and AAEE
In this section we show that the two symmetric fragments AABB and AAEE,
extended with regular expressions, feature a better complexity, showing MC for
them to be in PSPACE. To this end we first prove, in Section 7.4.1, that they
feature an exponential small-model property, that is, if a trace ρ of a finite Kripke
structure K satisfies a formula φ of AABB/AAEE, then there is always a trace π ,
whose length is exponential in the sizes of φ and K , starting from and leading to
the same states as ρ, that satisfies φ. Therefore, without loss of generality, one can
limit the verification of traces of K to those having at most exponential length.
It is worth recalling that, in Section 4.1, we proved a polynomial small-model
property in the sizes of the AABB/AAEE formula φ and the Kripke structure K
under the homogeneity assumption.
Then, in Section 7.4.2 and 7.4.3 we provide a PSPACEMC algorithm which
exploits the exponential small-model property. Such an algorithm is completely
different from the one presented in Section 4.1 for the MC problem of the same
fragments under the homogeneity assumption, which can exploit the aforemen-
tioned polynomial small-model property. As a matter of fact, unlike that of Sec-
tion 4.1, this algorithm cannot store even a single—possibly exponential-length—
trace, being bound to use polynomial working space. For this reason it visits
the (exponential-length) traces of the input Kripke structure K by means of a
binary reachability technique that allows it to use logarithmic space in the length
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of traces, hence guaranteeing the PSPACE complexity upper bound. The sur-
prising fact is that both the algorithm of Section 4.1 and the one presented here
use polynomial working space (independently of the different size small-models),
thus showing that relaxing the homogeneity assumption comes at no additional
computational cost for the fragments AABB and AAEE.
Finally, in Section 7.4.3 we prove the PSPACE-completeness of MC for AABB
and AAEE with regular expressions.
7.4.1 Exponential small-model property for AABB and AAEE
In this section we prove the exponential small-model property for the fragments
AABB and AAEE (actually, we focus only on AABB being the case for AAEE
symmetric). Most results are just adaptations—with the aim of accounting for
regular expressions—of those already presented in Section 4.1.
Given a DFA D = (Σ,Q,q0,δ , F ), we denote by D(w) (resp., Dq(w)) the state
reached by the computation of D from q0 (resp., q ∈ Q) over the wordw ∈ Σ∗.
We now consider well-formedness of induced traces (recall Definition 4.1.1)
w.r.t. a set of DFAs:2 a well formed trace π induced by ρ preserves the states of
the computations of the DFAs reached by reading prefixes of ρ and π bounded by
corresponding positions. Hereafter, for i ∈ [1, |ρ |], ρi denotes the prefix ρ(1, i).
Definition 7.4.1 (Well-formed trace w.r.t. a set of DFAs). Let K =
(AP , S, R, µ, s0) be a finite Kripke structure, ρ ∈ TrcK be a trace, and
Ds = (2AP ,Qs ,qs0,δ s , F s ) for s = 1, . . . ,k , be DFAs. A trace π ∈ TrcK
induced by ρ is (q1
ℓ1
, . . . ,qk
ℓk
)-well-formed w.r.t. ρ, with qs
ℓs
∈ Qs for all
s = 1, . . . ,k , if and only if:
• for all π -positions j, with corresponding ρ-positions i j , and all s =
1, . . . ,k , it holds that Dsqs
ℓs
(µ(π j )) = Dsqs
ℓs
(µ(ρi j )).
It is easy to see that, for qs
ℓs
∈ Qs , s = 1, . . . ,k , the (q1
ℓ1
, . . . ,qk
ℓk
)-well-formed-
ness relation is transitive.
It is possible to show that a trace, whose length exceeds a suitable exponen-
tial threshold, induces a shorter, well-formed trace. Such a contraction pattern
(Proposition 7.4.2) represents a “basic step” in a contraction process which will
allow us to prove the exponential small-model property for AABB.
Let us consider an AABB formula φ and let r1, . . . , rk be the RE’s over AP
in φ. Let D1, . . . ,Dk be the DFAs such that L(Dt ) = L(rt ), for t = 1, . . . ,k ,
2Another variant of well-formedness of induced traces, independent of DFAs, was already given in
Definition 4.1.1.
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where |Qt | ≤ 22 |rt | (see Remark 7.1.2). We denote Q1 × . . . × Qk by Q(φ), and
D1, . . . ,Dk by D(φ).
Proposition 7.4.2. Let K = (AP , S, R, µ, s0) be a finite Kripke structure, φ
be an AABB formula with RE’s r1, . . . , rk over AP , ρ ∈ TrcK be a trace, and
(q1, . . . ,qk ) ∈ Q(φ). There exists a trace π ∈ TrcK , which is (q1, . . . ,qk )-
well-formed w.r.t. ρ, such that |π | ≤ |S | · 22∑kℓ=1 |rℓ | .
The proof, which is an adaptation of that of Proposition 4.1.3, can be found
in Appendix E.8.
The next step is to determine some conditions for contracting traces while
preserving the equivalence w.r.t. the satisfiability of the considered AABB formula.
In the following, we restrict ourselves again to formulas in NNF.
For a trace ρ and a formula φ of AABB (in NNF), we fix a set of distinguished
ρ-positions, called witness positions (recall Definition 4.1.4), each one correspond-
ing to the minimum prefix of ρ which satisfies a formula ψ occurring in φ as a
subformula of the form ⟨B⟩ψ (provided that ⟨B⟩ψ is satisfied by ρ). Such set is
denoted byWt(φ, ρ), and we have |Wt(φ, ρ)| ≤ |φ | − 1. We can show that, when a
contraction is performed in between a pair of consecutive witness positions (thus
no witness position is ever removed), we get a trace induced by ρ (according to
Definition 4.1.1) equivalent with respect to the satisfiability of φ.
We are now ready to state the exponential small-model property for AABB.
Theorem 7.4.3 (Exponential small-model for AABB). Let K = (AP , S,
R, µ, s0) be a finite Kripke structure, σ , ρ ∈ TrcK , and φ be an AABB formula
inNNF, withRE’s r1, . . . , ru overAP , such thatK ,σ⋆ρ |= φ. There exists π ∈
TrcK , induced by ρ, such thatK ,σ⋆π |= φ and |π | ≤ |S | ·(|φ |+1)·22
∑u
ℓ=1 |rℓ | .
The theorem holds in particular if |σ | = 1, and thus σ ⋆ ρ = ρ and σ ⋆ π =π .
In this case, if K , ρ |= φ, then K ,π |= φ, where π is induced by ρ and |π | ≤ |S | ·
(|φ | + 1) · 22∑uℓ=1 |rℓ | . The proof, which is an adaptation of the one of Theorem 4.1.5,
can be found in Appendix E.9.
The exponential small-model property allows us to devise a trivial exponential
working space algorithm for AABB (and AAEE)—as already anticipated, we will
actually present a polynomial space one in the next sections—which basically
unravels the Kripke structure and checks all subformulas of the input formula. At
every step it can consider traces not longer thanO(|S | · |φ | ·22∑uℓ=1 |rℓ |). Conversely,
the following example shows that the exponential small-model is strict, that is,
there exist a formula and a Kripke structure such that the shortest trace satisfying
the formula has exponential length in the size of the formula itself. This is the
case even for purely propositional formulas (of the HS fragment Prop).
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Example 7.4.4. Letpri be the i-th smallest prime number. It is well-known
that pri ∈ O(i log i). Letw ⊗k denote the string obtained by concatenating k
timesw . Let us fix some n ∈ N, and let K = ({p}, {s}, R, µ, s) be the trivial
Kripke structure having only one state with a self-loop, where R = {(s, s)},
and µ(s) = {p}.
The shortest trace satisfying
ψ =
n⋀
i=1
(p⊗(pri ))∗
is ρ = s⊗(pr1 · · ·prn ), since its length is the least common multiple of
pr1, . . . ,prn , which is, indeed, pr1 · · ·prn . It is immediate to check that
the length ofψ is O(n · prn) = O(n2 logn). On the other hand, the length
of ρ is pr1 · · ·prn ≥ 2n .
In the following, we will exploit the exponential small-model property of the
two symmetrical fragments AABB and AAEE to prove the PSPACE-completeness
of their MC problems. First, in Section 7.4.2, we will provide a PSPACE MC
algorithm for BB (resp., EE). Then, in Section 7.4.3, we will show that the meets
and met-by modalities A and A can be suitably encoded by regular expressions
without increasing the complexity of BB (resp., EE).
7.4.2 PSPACE MC algorithm for BB
In this section, to start with, we describe a PSPACEMC algorithm for BB formulas,
extendedwith regular expressions. W.l.o.g., we assume that the processed formulas
do not contain occurrences of the universal modalities [B] and [B]. Moreover,
for a formula ψ , we denote by Subf ⟨B⟩(ψ ) = {φ | ⟨B⟩ φ is a subformula ofψ }. In
such an algorithm, Φ represents the overall formula to be checked, while the
parametric formula ψ ranges over its subformulas.
Due to the result of the previous section, the algorithm can consider only
traces having length bounded by the exponential small-model property. Note that
an algorithm required to work in polynomial space cannot explicitly store the
DFAs for the regular expressions occurring in Φ (their states are exponentially
many in the length of the associated regular expressions). For this reason, while
checking a formula against a trace, the algorithm just stores the current states
of the computations of the DFAs associated with the regular expressions in Φ,
from the respective initial states (in the following such states are denoted—with
a little abuse of notation—again by D(Φ), and called the “current configuration”
of the DFAs) and calculates on-the-fly the successor states in the DFAs, once they
have read some state of K used to extend the considered trace (this can be done
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Algorithm 7.3 Check(K ,ψ , s,G,D(Φ))
1: if ψ = r then ◁ r is a regular expression
2: if the current state of the DFA for r in advance(D(Φ), µ(s)) is final then
3: return ⊤
4: else
5: return ⊥
6: else if ψ = ¬ψ ′ then
7: return not Check(K ,ψ ′, s,G,D(Φ))
8: else if ψ = ψ1 ∧ψ2 then
9: return Check(K ,ψ1, s,G ∩ Subf ⟨B⟩(ψ1),D(Φ)) and Check(K ,ψ2, s,G ∩
Subf ⟨B⟩(ψ2),D(Φ))
10: else if ψ = ⟨B⟩ψ ′ then
11: if ψ ′ ∈ G then
12: return ⊤
13: else
14: return ⊥
15: else if ψ = ⟨B⟩ψ ′ then
16: for eachb ∈ {1, . . . , |S | ·(2|ψ ′ |+1)·22∑uℓ=1 |rℓ |−1} and each (G ′,D(Φ)′, s ′) ∈
Conf(K ,ψ ) do ◁ r1, . . . , ru are the regular expressions ofψ ′
17: if Reach(K ,ψ ′, (G,D(Φ), s), (G ′,D(Φ)′, s ′),b) and Check(K ,ψ ′, s ′,G ′,
D(Φ)′) then
18: return ⊤
19: return ⊥
◦
by exploiting a succinct encoding of the NFAs for the regular expressions of Φ,
see again Remark 7.1.2 in Section 7.1).
A call to the recursive procedure Check(K ,ψ , s,G,D(Φ)) (Algorithm 7.3) ver-
ifies the satisfiability of a subformula ψ of Φ w.r.t. any trace ρ fulfilling the
next conditions:
1. G ⊆ Subf ⟨B⟩(ψ ) is the set of formulas that hold true on at least a prefix of ρ;
2. after reading µ(ρ(1, |ρ | − 1)) the current configuration of the DFAs for the
regular expressions of Φ is D(Φ);
3. the last state of ρ is s .
Intuitively, since the algorithm cannot store the already checked portion of a
trace (whose length could be exponential), the relevant information is summarized
in a triple (G,D(Φ), s). Hereafter, the set of all possible summarizing triples
(G,D(Φ), s), whereG ⊆ Subf ⟨B⟩(ψ ),D(Φ) is any current configuration of theDFAs
for the regular expressions of Φ, and s is a state of K , is denoted by Conf(K ,ψ ).
Let us consider in detail the body of the procedure. First, advance(D(Φ), µ(s)),
invoked at line 2, updates the current configuration of the DFAs after reading the
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Algorithm 7.4 Reach(K ,ψ , (G1,D(Φ)1, s1), (G2,D(Φ)2, s2),b)
1: if b = 1 then
2: return Compatible(K ,ψ , (G1,D(Φ)1, s1), (G2,D(Φ)2, s2))
3: else ◁ b ≥ 2
4: b ′ ← ⌊b/2⌋
5: for each (G3,D(Φ)3, s3) ∈ Conf(K ,ψ ) do
6: if Reach(K ,ψ , (G1,D(Φ)1, s1), (G3,D(Φ)3, s3),b ′) and Reach(K ,ψ ,
(G3,D(Φ)3, s3), (G2,D(Φ)2, s2),b − b ′) then
7: return ⊤
8: return ⊥
◦
symbol µ(s). Ifψ is a regular expression r (lines 1–5), we just check whether the
(computation of the) DFA associated with r is in a final state (i.e., the summarized
trace is accepted). Boolean connectives are easily dealt with recursively (lines
6–9). If ψ has the form ⟨B⟩ψ ′ (lines 10–14), then ψ ′ has to hold over a proper
prefix of the summarized trace, i.e. ψ ′ must belong to G.
The only involved case is ψ = ⟨B⟩ψ ′ (lines 15–19): we have to unravel
the Kripke structure K to find an extension ρ ′ of ρ, summarized by the triple
(G ′,D(Φ)′, s ′), satisfyingψ ′. The idea is checking whether there exists a summa-
rized trace (G ′,D(Φ)′, s ′), suitably extending (G,D(Φ), s), namely, such that:
1. D(Φ)′ and s ′ are synchronously reachable from D(Φ) and s , respectively;
2. G ′ ⊇ G contains any formula of Subf ⟨B⟩(ψ ′) satisfied by a prefix of the
extension;
3. the extension (G ′,D(Φ)′, s ′) satisfiesψ ′.
In order to check (1.), i.e., synchronous reachability, we can exploit the ex-
ponential small-model property and consider only the unravelling of K starting
from s having depth at most |S | · (2|ψ ′ | + 1) · 22∑uℓ=1 |rℓ | − 13. The verification of
(1.) and (2.) is performed by the procedure Reach (Algorithm 7.4), which accepts
as input two summarized traces and a bound b on the depth of the unravelling of
K . The proposed reachability algorithm is reminiscent of the binary reachability
technique of Savitch’s theorem [GJ79].
The procedure Reach proceeds recursively (lines 3–8) by halving at each step
the value b of the length bound, until it gets called over two states s1 and s2 which
are adjacent in a trace. At each halving step, an intermediate summarizing triple
is generated to be associated with the split point. At the base of recursion (for
b = 1, lines 1–2), the auxiliary procedure Compatible (Algorithm 7.5) is invoked.
3 The factor 2 of |ψ ′ | is added since the exponential small-model for AABB requires a formula to
be in NNF.
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Algorithm 7.5 Compatible(K ,ψ , (G1,D(Φ)1, s1), (G2,D(Φ)2, s2))
1: if (s1, s2) ∈ R and advance(D(Φ)1, µ(s1)) = D(Φ)2 and G1 ⊆ G2 then
2: for each φ ∈ (G2 \G1) do
3: G ← G1 ∩ Subf ⟨B⟩(φ)
4: if Check(K ,φ, s1,G,D(Φ)1) = ⊥ then
5: return ⊥
6: for each φ ∈ (Subf ⟨B⟩(ψ ) \G2) do
7: G ← G1 ∩ Subf ⟨B⟩(φ)
8: if Check(K ,φ, s1,G,D(Φ)1) = ⊤ then
9: return ⊥
10: return ⊤
11: else
12: return ⊥
◦
At line 1, Compatible checks whether there is an edge between s1 and s2
((s1, s2) ∈ R), and if, at the considered step, the current configuration of the DFAs
D(Φ)1 is transformed into the configuration D(Φ)2 (i.e., s2 and D(Φ)2 are syn-
chronously reachable from s1 and D(Φ)1). At lines 2–9, Compatible checks that
each formula φ in (G2 \G1), where G2 ⊇ G1, is satisfied by a trace summarized
by (G1,D(Φ)1, s1) (lines 2–5). Intuitively, (G1,D(Φ)1, s1) summarizes the max-
imal prefix of (G2,D(Φ)2, s2), and thus a subformula satisfied by a prefix of a
trace summarized by (G2,D(Φ)2, s2) either belongs to G1 or it is satisfied by the
trace summarized by (G1,D(Φ)1, s1). Moreover, (lines 6–9) Compatible checks
that G2 is maximal (i.e., no subformula that must be in G2 has been forgotten).
Note that by exploiting this binary reachability technique, the recursion depth
of Reach is logarithmic in the length of the trace to be visited, hence it can
use only polynomial space.
Theorem 7.4.5, proved in Appendix E.10, establishes the soundness of Check.
Theorem 7.4.5. Let Φ be a BB formula, ψ be a subformula of Φ, and
ρ ∈ TrcK be a trace with s = lst(ρ). Let G be the subset of formulas in
Subf ⟨B⟩(ψ ) that hold on some proper prefix of ρ. Let D(Φ) be the current
configuration of the DFAs associated with the regular expressions in Φ after
reading µ(ρ(1, |ρ | −1)). Then Check(K ,ψ , s,G,D(Φ)) = ⊤ ⇐⇒ K , ρ |= ψ .
Algorithm 7.6 reports the main MC procedure CheckAux(K ,Φ) for BB. It
starts constructing the NFAs and the initial states of the DFAs for the regular
expressions of Φ (line 1). Then CheckAux invokes the procedure Check two
times (line 2): the former to check the special case of the trace s0 consisting of
the initial state of K only, and the latter for all right-extensions of s0 (i.e., the
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Algorithm 7.6 CheckAux(K ,Φ)
1: create(D(Φ)0) ◁ Creates the (succinct) NFAs and the initial states of the DFAs for
all the REs in Φ
2: if Check(K ,¬Φ, s0, ∅,D(Φ)0) or Check(K , ⟨B⟩ ¬Φ, s0, ∅,D(Φ)0) then
3: return ⊥
4: else
5: return ⊤
◦
initial traces having length at least 2). Notice that the NFAs and DFAs for the
regular expressions of ⟨B⟩ ¬Φ, ¬Φ and Φ are the same (i.e. D(Φ)0 = D(⟨B⟩ ¬Φ)0 =
D(¬Φ)0), allowing us to simultaneously apply the result of Theorem 7.4.5 for
both the invocations of Check at line 2.
The next theorem, proved in Appendix E.11, establishes the soundness and
completeness of CheckAux.
Theorem 7.4.6. Let K = (AP , S, R, µ, s0) be a finite Kripke structure, and
Φ be a BB formula. Then, CheckAux(K ,Φ) = ⊤ ⇐⇒ K |= Φ.
The next corollary states the upper bound to the complexity of MC for BB.
Corollary 7.4.7. The MC problem for BB formulas extended with regular
expressions over finite Kripke structures is in PSPACE.
Proof. The procedure CheckAux decides the problem using polynomial working
space basically due to two facts. The first one is the number of simultaneously
active recursive calls of Check, which is O(|Φ|). The second is the space (in bits)
used for any call of Check, that is,
O
(
|Φ| + |S | +
u∑
ℓ=1
|rℓ | + log(|S | · |Φ| · 22
∑u
ℓ=1 |rℓ |)                                                
(1)
+
(|Φ| + |S | +
u∑
ℓ=1
|rℓ |)                                      
(2)
· log(|S | · |Φ| · 22
∑u
ℓ=1 |rℓ |)                                                
(3)
)
,
In particular, (1)O(log(|S | · |Φ| ·22∑uℓ=1 |rℓ |)) bits are used for the bound b on the
trace length, (3) for each subformula ⟨B⟩ψ ′ of Φ at mostO(log(|S | · |Φ| · 22∑uℓ=1 |rℓ |))
recursive calls of Reach may be simultaneously active (the recursion depth of
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Reach is logarithmic in b), and (2) each call of Reach requires O(|Φ| + |S | +∑u
ℓ=1 |rℓ |) bits. □
Finally, since a Kripke structure can be unravelled against the direction of
its edges, and a language L is regular if and only if its reversed version LRev =
{w(|w |) · · ·w(1) | w ∈ L} is, the proposed algorithm can be easily modified to
deal with the symmetric fragment EE, proving that also the MC problem for
EE is in PSPACE.
7.4.3 PSPACE-completeness of MC for AABB
We now show that the algorithm CheckAux can be used as a basic engine to design
a PSPACE MC algorithm for the bigger fragment AABB.
The idea is that, being proposition letters (related with) regular expressions,
modalities ⟨A⟩ and ⟨A⟩ do not augment the expressiveness of the fragment BB.
In particular, we will show that the occurrences of modalities ⟨A⟩ and ⟨A⟩ in an
AABB formula can suitably be “absorbed” and replaced by fresh proposition letters.
We recall that K , ρ |= ⟨A⟩ψ if and only if there exists a trace ρ˜ ∈ TrcK such
that lst(ρ) = fst(ρ˜) and K , ρ˜ |= ψ . An immediate consequence is that, for any
ρ ′ ∈ TrcK with lst(ρ) = lst(ρ ′), K , ρ |= ⟨A⟩ψ ⇐⇒ K , ρ ′ |= ⟨A⟩ψ and similarly
for the symmetrical modality ⟨A⟩ with respect to the first state of the trace. In
general, if two traces have the same final state (resp., first state), either both of
them satisfy a formula ⟨A⟩ψ (resp., ⟨A⟩ψ ), or none of them does.
As a consequence, for a formula ⟨A⟩ψ (resp., ⟨A⟩ψ ), we can determine the
subset S ⟨A⟩ψ (resp., S ⟨A⟩ψ ) of the set of states S of the Kripke structure such that,
for any ρ ∈ TrcK , K , ρ |= ⟨A⟩ψ (resp., K , ρ |= ⟨A⟩ψ ) if and only if lst(ρ) ∈
S ⟨A⟩ψ (resp., fst(ρ) ∈ S ⟨A⟩ψ ).
Now, for a formula ⟨A⟩ψ (resp., ⟨A⟩ψ ), we provide a regular expression r ⟨A⟩ψ
(resp., r ⟨A⟩ψ ) characterizing the set of traces which model the formula. To this
end we identify the states in S by a set of fresh proposition letters {qs | s ∈ S}
and we replace the Kripke structure K = (AP , S, R, µ, s0) by K ′ = (AP ′, S, R, µ ′, s0),
with AP ′ = AP ∪ {qs | s ∈ S} and µ ′(s) = {qs } ∪ µ(s) for any s ∈ S . The
regular expressions r ⟨A⟩ψ and r ⟨A⟩ψ are
r ⟨A⟩ψ = ⊤∗ ·
( ⋃
s ∈S⟨A⟩ψ
qs
)
and r ⟨A⟩ψ =
( ⋃
s ∈S⟨A⟩ψ
qs
)
· ⊤∗.
By definitionK , ρ |= r ⟨A⟩ψ if and only if lst(ρ) ∈ S ⟨A⟩ψ , if and only ifK , ρ |= ⟨A⟩ψ .
We can now sketch the procedure for “reducing” the MC problem for AABB
to the MC problem for BB: we iteratively rewrite a formula Φ of AABB until
it gets converted to an (equivalent) formula of BB. At each step, we select an
occurrence of a subformula of Φ, either having the form ⟨A⟩ψ or ⟨A⟩ψ , devoid
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of any occurrence of modalities ⟨A⟩ and ⟨A⟩ in ψ . For such an occurrence, say
⟨A⟩ψ , we have to compute the set S ⟨A⟩ψ . For that purpose we can run a variant
CheckAux’(K ,Ψ, s) of the MC procedure CheckAux(K ,Ψ), which invokes Check
at line 2 on the additional parameter (state) s , instead of s0. For each s ∈ S , we
invoke CheckAux’(K ,¬ψ , s), deciding that s ∈ S ⟨A⟩ψ if and only if the procedure
returns⊥. Then we replace ⟨A⟩ψ in Φwith the regular expression r ⟨A⟩ψ , obtaining
a formula Φ′. To deal with subformulas of the form ⟨A⟩ψ , we have to introduce
a slight variant of the procedure Check, which finds traces leading to (and not
starting from) a given state. Now, if the resulting formula Φ′ is in BB, the rewriting
process ends; otherwise, we can perform another rewriting step over Φ′.
Considering that the sets S ⟨A⟩ψ , S ⟨A⟩ψ and the regular expressions r ⟨A⟩ψ and
r ⟨A⟩ψ have a size linear in |S |, we can conclude with the following result.
Theorem 7.4.8. The MC problem for AABB formulas extended with regular
expressions over finite Kripke structures is in PSPACE.
By symmetry we can show that the MC problem for AAEE is also in PSPACE.
The PSPACE-hardness of MC for BB and AABB directly follows from that
of the smallest fragment Prop (the purely propositional fragment of HS), which
is stated by Theorem 7.4.9: in Appendix E.12, we prove that Prop is hard for
PSPACE by a reduction from the PSPACE-complete universality problem for
regular expressions [GJ79], namely, the problem of deciding, for a (standard) regular
expression r with L(r ) ⊆ Σ∗ and |Σ| ≥ 2, whether L(r ) = Σ∗ or not.
Theorem 7.4.9. The MC problem for Prop formulas extended with regular
expressions over finite Kripke structures is PSPACE-hard (under polynomial-
time reductions).
By Theorem 7.4.8 and Theorem 7.4.9 we obtain the following complexity result.
Theorem 7.4.10. The MC problem for formulas of any (proper or improper)
sub-fragment of AABB (and AAEE) extended with regular expressions over
finite Kripke structures is PSPACE-complete.
7.5 Conclusions
In this chapter we have studied the MC problem for HS extended with regular ex-
pressions used to define interval labelling. The approach, stemming from [LM16],
generalizes both the one of the previous chapters, in which we enforce the homo-
geneity principle, and of [LM13, LM14] where labeling is endpoint-based. In the
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general case, MC for (full)HS turns out to be nonelementarily decidable—the proof
exploits an automata-theoretic approach based on the notion of K -NFA—but, for
a constant-length formula, it is in P. Moreover, the problem is EXPSPACE-hard
(the hardness follows from that of BE under homogeneity).
We have also investigated the MC problem for two maximal fragments of
HS, namely AABBE and AAEBE with regular expressions, and we have showed
that it is AEXPpol-complete. The complexity upper bound has been proved by
providing an alternating algorithm which performs an exponential number of
computation steps, but only polynomially many alternations (in the length of
the formula to be checked). Conversely, the lower bound has been shown by a
reduction from the AEXPpol-complete alternating multi-tiling problem. In this
way, we have also improved the known complexity result for the same fragments
under the homogeneity assumption.
Finally, we have proved that the HS fragments AABB and AAEE, and all their
sub-fragments, are PSPACE-complete. The bedrock is a small-model property
that allows us to restrict the verification of formulas of AABB/AAEE to traces
having at most exponential length. Conversely, the matching complexity lower
bound has been proved by a reduction from the PSPACE-complete universality
problem for regular expressions.

Part IV
Interval-based system
models

8
Interval-based system models:
timelines
The references for this chapter are [BMMP18b, BMMP18a, BMM+18a].
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In all the previous chapters, we have assumed finite Kripke structures assystem models. On the positive side, these labelled state-transition graphsare simple, in that no “feasibility check” needs to be performed over them
and the described system (the latter exists by definition of the structure itself);
moreover they are commonly employed for several industrial purposes, being
many modeling languages translated into them, before the MC process (running
phase) starts. On the negative side, they are “inherently point-based”, as they
make explicit how a system evolves state-by-state (i.e., how from a state it can
move to another one, according to the transition function), and describe which
are the atomic properties (proposition letters) that hold true at every state.
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In this chapter, we study a possible replacement of Kripke structures by a
more expressive model, which allows us to describe systems in terms of their
interval-based behaviour and properties. We first identified as natural candidates
interval graphs [Fis85], on which there has been a good deal of work, also from the
algorithmic point of view; however, we immediately realized that they are too basic
to capture meaningful properties of systems. We then turned to a different kind
of structures, called timelines, which have been fruitfully exploited in temporal
planning for quite a long time. For this reason, we want now to start a short
digression on timeline-based planning, and come back to MC later, explaining
why the former is a sort of “necessary condition” for the latter, which can then be
solved straightforwardly once the former has, under certain conditions.
Timeline-based planning (TP for short) can be viewed as an alternative to
the classic action-based approach to planning. Action-based planning aims at
determining a sequence of actions that, given the initial state of the world and
a goal, transforms, step by step, the state of the world until we reach a state
satisfying the goal. TP focuses on what has to happen in order to satisfy the
goal instead of what an agent has to do, and thus it can be considered as a more
declarative approach with respect to action-based planning: it models the planning
domain as a set of independent (but interacting) components, each one consisting
of a number of state variables. The evolution of the values of state variables over
time is described by means of a set of timelines (in turn these are sequences of
time intervals called tokens), and it is governed by a set of transition functions,
one for each state variable, and a set of synchronization rules, that constrain the
temporal relations among (values of) state variables. This standard lexicon of
TP—that some readers, from our experience, may find misleading—will be formally
defined and become clearer in the next sections. In the meanwhile, looking (ahead)
at Figure 8.1 may give an intuition.
TP has been successfully exploited in a number of application domains, for in-
stance, in spacemissions, constraint solving, activity scheduling (see, e.g., [BBD+12,
CCF+07, CTR+10, FJ03, JMM+00, Mus94]), but a systematic study of its expressive-
ness and complexity has been undertaken only very recently. The temporal domain
is commonly assumed to be discrete. In [GMCO16], Gigante et al. showed that TP
with bounded temporal relations and token durations, and no temporal horizon,
is EXPSPACE-complete and expressive enough to capture action-based temporal
planning. Later, in [GMCO17], they proved that EXPSPACE-completeness still
holds for TP with unbounded interval relations, and that the problem becomes
NEXPTIME-complete if an upper bound to the temporal horizon is added.
In the following sections we will study TP over a dense temporal domain
(without having recourse to any form of artificial discretization, which is quite a
common trick). The reason why we assume this different version of time domain
is to avoid discreteness in system descriptions, which can then be abstracted at a
higher level, enabling us to neglect details which are unnecessary, and paving the
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way for a really interval-based MC: in this respect TP can be regarded, as we said,
as a sort of necessary condition for MC, the former playing the role of a “feasibility
check” of the system description (which is not immediately feasible by definition—
as opposed to Kripke structures—given the presence of synchronization rules).
Moreover, if both the system model and the specifications (temporal formulas) can
be translated into a common formalism (in our case, as we will show, timed au-
tomata), “adding” MC on top of TP is just a matter of technical aspects. This is why
we shall now focus mainly on TP, and come back to MC at the end of the chapter.
In the next sections, we will study suitable restrictions on the TP problem that
allow us to recover its decidability: as a matter of fact, the first result we establish
is a negative one, namely, that TP over dense time, in its general formulation, is
undecidable. Then we will also show how to obtain better computational complex-
ities, which are appropriate to the practical exploitation of timeline-based TP and
MC, by suitably constraining the logical structure of synchronization rules.
In the general case, a synchronization rule allows a universal quantification
over the tokens of a timeline (such a quantification is called trigger). When a token
is “selected” by a trigger, the rule allows us to compare tokens of the timelines both
preceeding (past) and following (future) the trigger token. The first restriction
we consider consists in limiting the comparison to tokens in the future with
respect to the trigger (future semantics of trigger rules). The second imposes that
the name of a non-trigger token appears exactly once in the constraints set by
the rule (simple trigger rules): this syntactical restriction avoids comparisons
of multiple token time-events with a non-trigger reference time-event. Better
complexity results can be obtained by restricting also the type of intervals used
in rules in order to compare tokens.
We now describe the organization of this chapter, outlining in particular which
are the complexity results implied by the aforementioned restrictions of TP.
Organization of the chapter.
• In Section 8.1 we start by introducing the TP framework, providing some
background knowledge on it.
• In Section 8.2 we prove that TP is undecidable in the general case, by a
reduction from the halting problem for Minsky 2-counter machines. The
section is concluded commenting on non-primitive recursive-hardness of
TP under the future semantics of trigger rules (this is formally proved in
Appendix F.2).
• In Section 8.3, we establish that future TP with simple trigger rules is decid-
able (in non-primitive recursive time), and showmembership inEXPSPACE
(respectively, PSPACE) under the restriction to non-singular intervals (re-
spectively, intervals of the forms [0,a] and [b,+∞[ ).
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• Matching complexity lower bounds for the last two restrictions are given in
Section 8.4.
• In Section 8.5 we outline an NP planning algorithm for TP with trigger-less
rules only (which disallow the universal quantification/trigger and have a
purely existential form) stemming from the results of the previous sections.
With a trivial hardness proof, we also show TP with trigger-less rules to be
NP-complete.
• In Section 8.6, we finally tackle the MC problem for systems described as
timelines, where property specifications are given in terms of formulas of
Metric Interval Temporal Logic (MITL), a timed logic which extends LTL.
The reason why here we drop HS and employ the latter is the following:
enriching system models claims for extensions of the property specification
language; in our case, timelines would naturally require a timed extension of
HS which, however, has not been studied yet (in the literature, only metric
extensions of HS have been proposed over the natural numbers [BDG+13]).
Thus the well-known and thoroughly studiedMITL comes to the rescue as
a sort of “approximation” of HS; moreover, it allows us to link the world
of interval-based models/timelines with that of timed automata, another
famous formalism used in planning as well as in system verification, that
will be heavily used for many results we are about to prove.
8.1 The TP Problem
As in the previous chapters, let N be the set of natural numbers and R+ be the
set of non-negative real numbers; moreover, Intv denotes the set of intervals of
R+ whose endpoints are in N ∪ {∞}, and Intv(0,∞) is the set of non-singular1
intervals I ∈ Intv such that either I is unbounded, or I is left-closed with left
endpoint 0. The latter intervals I can be replaced by expressions of the form
∼ n, for some n ∈ N and ∼ ∈ {<, ≤, >, ≥}.
We now introduce notation and basic notions of the TP framework as pre-
sented in [COU16, GMCO16]. In TP, domain knowledge is encoded by a set
of state variables, whose behaviour over time is described by transition func-
tions and synchronization rules.
Definition 8.1.1 (State variable). A state variable x is a triple
x = (Vx ,Tx ,Dx ),
where
1An interval of the form [a, a], for a ∈ N, is called singular.
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x
t =0 t =7 t =10 t =13.9
x = a x = b x = c x = b
Figure 8.1: An example of timeline (a, 7)(b, 3)(c, 3.9) · · · for the state variable x =
(Vx ,Tx ,Dx ), whereVx = {a,b, c, . . .}, b ∈ Tx (a), c ∈ Tx (b), b ∈ Tx (c). . . and Dx (a) = [5, 8],
Dx (b) = [1, 4], Dx (c) = [2,∞[. . .
◦
• Vx is the finite domain of the state variable x ,
• Tx : Vx → 2Vx is the value transition function, which maps each
v ∈ Vx to the (possibly empty) set of successor values, and
• Dx : Vx → Intv is the constraint (or duration) function that maps
each v ∈ Vx to an interval of Intv.
A token for a variable x is a pair (v,d) consisting of a value v ∈ Vx and a
duration d ∈ R+ such that d ∈ Dx (v). Intuitively, a token for x represents an
interval of time where the state variable x takes value v . In order to clarify the
variable to which a token refers, we shall often denote (v,d) as (x ,v,d).
The behavior of the state variable x is specified by means of a timeline, which
is a non-empty sequence of tokens π = (v0,d0) · · · (vn ,dn) consistent with the
value transition function Tx , namely, such that vi+1 ∈ Tx (vi ) for all 0 ≤ i < n.
The start time s(π , i) and the end time e(π , i) of the i-th token of the timeline
π are defined respectively as follows:
s(π , i) = 0 if i = 0, s(π , i) =
i−1∑
h=0
dh otherwise,
and
e(π , i) =
i∑
h=0
dh .
See Figure 8.1 for an example.
Given a finite set SV of state variables, a multi-timeline of SV is a mapping
Π assigning to each state variable x ∈ SV a timeline for x .
Multi-timelines of SV can be constrained by a set of synchronization rules,
which relate tokens, possibly belonging to different timelines, through tempo-
ral constraints on the start/end times of tokens (time-point constraints) and on
the difference between start/end times of tokens (interval constraints). The syn-
chronization rules exploit an alphabet Σ = {o,o0,o1,o2, . . .} of token names to
refer to the tokens along a multi-timeline, and are based on the notions of atom
and existential statement.
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Definition 8.1.2 (Atom). An atom ρ is either a clause of the form
o1 ≤e1,e2I o2 (interval atom), or of the forms o1 ≤e1I n or n ≤e1I o1 (time-
point atom), where o1,o2 ∈ Σ, I ∈ Intv, n ∈ N, and e1, e2 ∈ {s, e}.
An atom ρ is evaluated with respect to a Σ-assignment λΠ for a given multi-
timeline Π, which is a mapping assigning to each token name o ∈ Σ a pair
λΠ(o) = (π , i) such that π is a timeline of Π and 0 ≤ i < |π | is a position along π
(intuitively, (π , i) represents the token of Π referenced by the name o).
An interval atom o1 ≤e1,e2I o2 is satisfied by λΠ if e2(λΠ(o2)) − e1(λΠ(o1)) ∈ I .
A point atom o ≤eI n (respectively, n ≤eI o) is satisfied by λΠ if n − e(λΠ(o)) ∈ I
(respectively, e(λΠ(o)) − n ∈ I ).
Definition 8.1.3 (Existential statement). An existential statement E for a
finite set SV of state variables is a statement of the form
E = ∃o1[x1 = v1] · · · ∃on[xn = vn].C,
where C is a conjunction of atoms, oi ∈Σ, xi ∈SV , vi ∈Vxi , for 1 ≤ i ≤ n.
The elements oi [xi = vi ] are called quantifiers. A token name used in C,
but not occurring in any quantifier, is said to be free.
Given a Σ-assignment λΠ for a multi-timeline Π of SV , we say that λΠ is
consistent with the existential statement E if, for each quantifier oi [xi = vi ], we
have λΠ(oi ) = (π ,h), where π = Π(xi ) and theh-th token of π has valuevi . Amulti-
timeline Π of SV satisfies E if there exists a Σ-assignment λΠ for Π consistent
with E such that each atom in C is satisfied by λΠ .
We can now introduce synchronization rules, which constrain tokens, possibly
belonging to different timelines.
Definition 8.1.4 (Synchronization rule). A synchronization rule R for a
finite set SV of state variables is a rule of one of the forms
o0[x0 = v0] → E1 ∨ E2 ∨ . . . ∨ Ek , ⊤ → E1 ∨ E2 ∨ . . . ∨ Ek ,
where o0 ∈ Σ, x0 ∈ SV , v0 ∈ Vx0 , and E1, . . . ,Ek are existential statements.
In rules of the first form (which are called trigger rules), the quantifier
o0[x0 = v0] is called trigger ; we require that only o0 may appear free in Ei ,
for all 1 ≤ i ≤ n. In rules of the second form (trigger-less rules), we require
that no token name appears free.
A trigger rule R is simple if, for each existential statement E of R and each
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token name o distinct from the trigger, there is at most one interval atom
of E where o occurs.
Intuitively, the trigger o0[x0 = v0] acts as a universal quantifier, which states
that for all the tokens of the timeline for x0, where x0 takes the value v0, at least
one of the existential statements Ei must be satisfied. As an example,
o0[x0 = v0] → ∃o1[x1 = v1].o0 ≤e,s[2,∞[ o1
states that after every token for x0 with value v0 there exists a token for x1 with
value v1 starting at least 2 time instants after the end of the former. Trigger-
less rules simply assert the satisfaction of some existential statement. The in-
tuitive meaning of simple trigger rules is that they disallow simultaneous com-
parisons of multiple time-events (start/end times of tokens) with a non-trigger
reference time-event.
The semantics of synchronization rules is formally defined as follows.
Definition 8.1.5 (Semantics of synchronization rules). Let Π be a multi-
timeline of a set SV of state variables.
Given a trigger-less rule R of SV , Π satisfies R if Π satisfies some existential
statement of R.
Given a trigger rule R of SV with trigger o0[x0 = v0], Π satisfies R if, for
every position i of the timeline π = Π(x0) for x0 such that π (i) = (v0,d),
there exists an existential statement E of R and a Σ-assignment λΠ for Π
consistent with E such that λΠ(o0) = (π , i) and λΠ satisfies all the atoms
of E.
In the paper, we shall also focus on a stronger notion of satisfaction of trig-
ger rules, called satisfaction under the future semantics: it requires that all non-
trigger tokens selected by some quantifier do not start strictly before the start
time of the trigger token.
Definition 8.1.6 (Future semantics of trigger rules). A multi-timeline Π
of SV satisfies a trigger rule
R = o0[x0 = v0] → E1 ∨ E2 ∨ . . . ∨ Ek
under the future semantics if Π satisfies the trigger rule obtained from R
by replacing each existential statement
Ei = ∃o1[x1 = v1] · · · ∃on[xn = vn].C
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Table 8.1: Decidability and complexity of restrictions of the TP problem.
TP problem Future TP problem
Unrestricted Undecidable (Decidable?) Non-primitive recursive-hard
Simple trigger rules Undecidable Decidable (non-primitive recursive)
Simple trigger rules, ? EXPSPACE-completenon-singular intervals
Simple trigger rules, ? PSPACE-completeintervals in Intv(0,∞)
Trigger-less rules only NP-complete //
◦
by
E ′i = ∃o1[x1 = v1] · · · ∃on[xn = vn].
(
C ∧
n⋀
i=1
o0 ≤s,s[0,+∞[ oi
)
.
A TP domain P = (SV ,R) is specified by a finite set SV of state variables and a
finite set R of synchronization rules for SV modeling their admissible behaviors.
Trigger-less rules can be used to express initial, as well as intermediate conditions
and the goals of the problem, while trigger rules are much more powerful and
useful, for instance, to specify invariants and response requirements.
A plan for P = (SV ,R) is a multi-timeline of SV satisfying all the rules in R.
A future plan for P is defined in a similar way, but we require satisfaction under
the future semantics of all trigger rules.
In the next sections we will study the following decision problems:
TP problem Given a TP domain P = (SV ,R), is there a plan for P?
Future TP problem Given a TP domain P = (SV,R), is there a future plan for P?
Table 8.1 summarizes all the decidability and complexity results described in
the following about the mentioned problems: we will consider mixes of restrictions
on TP involving trigger rules with future semantics, simple trigger rules, and
intervals in atoms (of trigger rules) which are non-singular or in Intv(0,∞).
8.2 TP over dense temporal domains is an unde-
cidable problem
In this section, we start by settling an important negative result, namely, we show
that the TP problem, in its full generality, is undecidable over dense temporal
domains, even when a single state variable is involved. Undecidability is proved
via a reduction from the halting problem for Minsky 2-counter machines [Min67].
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The proof somehow resembles the one for the satisfiability problem of Metric
Temporal Logic (which will be formally introduced later, in Section 8.3) with both
past and future temporal modalities, interpreted on dense time [AH93].
As a preliminary step, we give a short account of Minsky 2-counter machines.
A Minsky 2-counter machine (or just counter machine for short) is a tuple M =
(Inst, ℓinit, ℓhalt) consisting of a finite set Inst of labeled instructions ℓ : ı, where
ℓ is a label and ı is an instruction for either
• increment of counter h: ch := ch + 1; goto ℓr , or
• decrement of counter h: if ch >0 then ch := ch − 1; goto ℓs else goto ℓt ,
where h ∈ {1, 2}, ℓs , ℓt , and ℓr (respectively, ℓs , ℓt ) is either a label of an
instruction in Inst or the halting label ℓhalt. Moreover, ℓinit ∈ Inst is the label
of a designated (“initial”) instruction.
AnM-configuration is a triple of the form C = (ℓ,n1,n2), where ℓ is the label
of an instruction (intuitively, which is the one to be executed next), and n1,n2 ∈ N
are the current values of the two counters c1 and c2, respectively.
M induces a transition relation, denoted by M−→, over pairs ofM-configurations:
• for an instruction with label ℓ incrementing c1, we have (ℓ,n1,n2) M−→
(ℓr ,n1 + 1,n2), and
• for an instruction decrementing c1, we have (ℓ,n1,n2) M−→ (ℓs ,n1 − 1,n2) if
n1 > 0, and (ℓ, 0,n2) M−→ (ℓt , 0,n2) otherwise.
The analogous for instructions changing the value of c2.
An M-computation is a finite sequence C1, . . . ,Ck of M-configurations such
that Ci
M−→ Ci+1 for all 1 ≤ i < k . M halts if there exists an M-computation
starting at (ℓinit, 0, 0) and leading to (ℓhalt,n1,n2), for some n1,n2 ∈ N. Given a
counter machineM , the halting problem forM is to decide whetherM halts, and
it was proved to be undecidable by Minsky [Min67].
The rest of the section is devoted to showing the following result.
Theorem 8.2.1. The TP problem over dense temporal domains is undecid-
able (even when a single state variable is involved).
Proof. We prove the thesis by a reduction from the halting problem for Minsky
2-counter machines. Let us introduce the following notational conventions:
• for increment instructions ℓ : ch := ch + 1; goto ℓr , we define c(ℓ) = ch and
succ(ℓ) = ℓr ;
• for decrement instructions ℓ : if ch > 0 then ch := ch − 1; goto ℓr else
goto ℓs , we define c(ℓ) = ch , dec(ℓ) = ℓr , and zero(ℓ) = ℓs .
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Moreover, let InstLab be the set of instruction labels, including ℓhalt, and let Inc
(resp., Dec) be the set of labels for increment (resp., decrement) instructions.
We consider a counter machine M = (Inst, ℓinit, ℓhalt) assuming without loss of
generality that no instruction of M leads to ℓinit, and that ℓinit is the label of an
increment instruction. To prove the thesis, we build in polynomial time a state
variable xM = (V ,T ,D) and a finite set RM of synchronization rules over xM such
thatM halts if and only if there is a timeline for xM which satisfies all the rules
in RM , that is, a plan for P = ({xM },RM ).
Encoding ofM-computations. First, we define a suitable encoding of a com-
putation of M as a timeline for xM . For such an encoding we exploit the finite
set of symbols V = Vmain ∪Vcheck corresponding to the finite domain of the state
variable xM . The sets of main values Vmain and check values Vcheck are defined as
Vmain =
⋃
ℓ∈Inc∪{ℓhalt }
⋃
h∈{1,2}
(
{ℓ} ∪ {(ℓ, ch)}
)
∪⋃
ℓ∈Dec
⋃
ℓ′∈{zero(ℓ),dec(ℓ)}
⋃
h∈{1,2}
(
{(ℓ, ℓ′)} ∪ {(ℓ, ℓ′, ch)} ∪ {(ℓ, ℓ′, (ch , #))}
)
and
Vcheck =
⋃
ℓ∈InstLab
⋃
i,h∈{1,2}
⋃
opi ∈{inci ,deci ,zeroi }
(
{(ℓ, opi )}∪{(ℓ, opi , ch)}∪{(ℓ, opi , (ch , #))}
)
.
For each h ∈ {1, 2}, we denote by Vch the set of V -values v having the form
v = (ℓ, c), v = (ℓ, ℓ′, c), or v = (ℓ, op, c), where c ∈ {ch , (ch , #)}: if c = ch , we say
that v is an unmarked Vch -value; otherwise (c = (ch , #)), v is a marked Vch -value.
An M-configuration is encoded by a finite word over V consisting of the
concatenation of a check-code and a main-code. The main-code wmain for a M-
configuration (ℓ,n1,n2), where the instruction label ℓ ∈ Inc ∪ {ℓhalt}, n1 ≥ 0,
and n2 ≥ 0, has the form:
wmain = ℓ · (ℓ, c1) · · · (ℓ, c1)                          
n1 times
· (ℓ, c2) · · · (ℓ, c2)                          
n2 times
.
In the case of a decrement instruction label ℓ ∈ Dec such that c(ℓ) = c1, the
main-codew ′main has one of the following two forms, depending on whether the
value of c1 in the encoded configuration is equal to, or greater than zero.
(ℓ, zero(ℓ)) · (ℓ, zero(ℓ), c2) · · · (ℓ, zero(ℓ), c2)                                                                      
n2 times
,
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(ℓ, dec(ℓ)) · (ℓ, dec(ℓ), (c1, #))·
(ℓ, dec(ℓ), c1) · · · (ℓ, dec(ℓ), c1)                                                                  
n1 times
· (ℓ, dec(ℓ), c2) · · · (ℓ, dec(ℓ), c2)                                                                  
n2 times
.
In the first case,w ′main encodes the configuration (ℓ, 0,n2) and in the second case
the configuration (ℓ,n1 + 1,n2). Note that, in the second case, there is exactly
one occurrence of a marked Vc1-value which intuitively “marks” the unit of the
counter which will be removed by the decrement. Analogously, the main-code
for a decrement instruction label ℓ with c(ℓ) = c2 has two forms symmetric with
respect to the previous cases.
The check-code is used to trace both an M-configuration C and the type of
instruction associated with the configuration Cp preceding C in the considered
computation. The type of instruction is given by the symbols inci , deci , and
zeroi , with i ∈ {1, 2}: inci (resp., deci , zeroi ) means that Cp is associated with an
instruction incrementing the counter ci (resp., decrementing ci with ci greater
than 0 in Cp , decrementing ci with ci equal to 0 in Cp ).
The check-code for an instruction label ℓ ∈ InstLab and an inc1-operation
has the following form
(ℓ, inc1) · (ℓ, inc1, (c1, #)) · (ℓ, inc1, c1) · · · (ℓ, inc1, c1)                                                      
n1 times
· (ℓ, inc1, c2) · · · (ℓ, inc1, c2)                                                      
n2 times
,
and encodes the configuration (ℓ,n1 + 1,n2). Note that there is exactly one oc-
currence of a marked Vc1-value which intuitively represents the unit added to
the counter by the increment operation.
The check-code for an instruction label ℓ ∈ InstLab and an operation op1 ∈
{dec1, zero1} for the counter c1 has the form
(ℓ, op1) · (ℓ, op1, c1) · · · (ℓ, op1, c1)                                                  
n1 times
· (ℓ, op1, c2) · · · (ℓ, op1, c2)                                                  
n2 times
,
where we require that n1 = 0 if op1 = zero1. The check-code for a label ℓ ∈ InstLab
and an operation associated with the counter c2 is defined in a similar way.
A configuration-code is a word w = wcheck ·wmain such that wcheck is a check-
code, wmain is a main-code, and wcheck and wmain are associated with the same
instruction label. The configuration code is well-formed if wcheck and wmain en-
code the same configuration.
Figure 8.2 depicts the encoding of a configuration-code for the instruction
ℓi+1. The check-code for the instruction ℓi+1 is associated with an increment of
the counter c1 (the type of instruction ℓi ).
A computation-code is a sequence of configuration-codes π = w1check ·w1main · · ·
wncheck ·wnmain such that, for all 1 ≤ j < n, the following holds (we assume ℓi to be
the instruction label associated with the configuration code w icheck ·w imain):
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Figure 8.2: A fragment of a computation code with a configuration code for an instruction
ℓi+1. Main-codes are highlighted in yellow and check-codes in cyan. Each square can also
be seen as a token of a timeline for xM (tokens are decorated with their start time and
their temporal constraints). In the figure, for h ∈ {1, 2}, the symbols c ′h , ˜ch , c˜h#, and c ′′h ,
stand respectively for (ℓi , ch ), (ℓi+1, inc1, ch ), (ℓi+1, inc1, (ch , #)), and (ℓi+1, ch ).
◦
• ℓj , ℓhalt;
• if ℓj ∈ Inc with c(ℓj ) = ch , then ℓj+1 = succ(ℓj ) andw j+1check is associated with
the operation inch ;
• if ℓj ∈ Dec with c(ℓj ) = ch , and the first symbol of w jmain is (ℓj , zero(ℓj ))
(resp., (ℓj , dec(ℓj ))), then ℓj+1 = zero(ℓj ) (resp., ℓj+1 = dec(ℓj )) andw j+1check is
associated with the operation zeroh (resp., dech ).
The computation-code π is well-formed if, additionally, each configuration-code in
π is well-formed and, for all 1 ≤ j < n, the following holds (we assume (ℓi ,ni1,ni2)
to be the configuration encoded by w icheck · w imain):
• if ℓj ∈ Inc, with c(ℓj ) = ch , then nj+1h = n
j
h + 1 and n
j+1
3−h = n
j
3−h ;
• if ℓj ∈ Dec, with c(ℓj ) = ch , then nj+13−h = n
j
3−h . Moreover, if w
j+1
check is
associated with dech , then nj+1h = n
j
h − 1.
Clearly, a well-formed computation code π encodes a computation of the Min-
sky 2-counter machine.
A computation-code π is initial if it starts with the prefix (ℓinit, zero1) · ℓinit,
and it is halting if it leads to a configuration-code associated with the halting
label ℓhalt. The counter machine M halts if and only if there is an initial and
halting well-formed computation-code.
Definition of xM and RM . Let us show now how to reduce the problem of
checking the existence of an initial and halting well-formed computation-code
to a TP problem for the state variable xM .
The idea is to define a timeline where the sequence of values of its tokens is
a well-formed computation-code. The durations of tokens are suitably exploited
to guarantee well-formedness of computation-codes. We refer the reader again
to Figure 8.2 for an intuition. Each symbol of the computation-code is associated
with a token having a positive duration. The overall duration of the sequence
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of tokens corresponding to a check-code or a main-code amounts exactly to one
time unit. To allow for the encoding of arbitrarily large values of counters in one
time unit, the duration of such tokens is not fixed (taking advantage of the dense
temporal domain). In two adjacent check/main-codes, the time elapsed between
the start times of corresponding elements in the representation of the value of a
counter (see elements in Figure 8.2 connected by horizontal lines) amounts exactly
to one time unit. Such a constraint allows us to compare the values of counters
in adjacent codes, either checking for equality, or simulating (by using marked
symbols) increment and decrement operations. Note that there is a single marked
token c1 in the check-code—that represents the unit added to c1 by the instruction
ℓi—which does not correspond to any of the c1’s of the preceding main-code.
We now formally define a state variable xM and a set RM of synchronization
rules for xM such that the untimed part of any timeline (i.e., neglecting tokens’
durations) for xM satisfying the rules in RM is (represents) an initial and halting
well-formed computation-code. Thus,M halts if and only if there exists a timeline
for xM satisfying the rules in RM .
As for xM , we let xM = (V ,T ,D) where, for each v ∈ V , D(v) = ]0, 1]. This
sets the strict time monotonicity constraint, namely, the duration of a token along
a timeline is always greater than zero and less than or equal to 1.
The value transition function T of xM ensures the following requirement.
Claim 8.2.2. The untimed part of any timeline for xM whose first token has
value (ℓinit, zero1) is a prefix of some initial computation-code. Moreover,
(ℓinit, zero1) < T (v) for all v ∈ V .
It is a straightforward task to define T in such a way that the previous re-
quirement is fulfilled (for details, see Appendix F.1).
Finally, the synchronization rules in RM ensure the following requirements.
• Initialization: every timeline starts with two tokens, the first one having
value (ℓinit, zero1), and the second having value ℓinit. By Claim 8.2.2 and
the fact that no instruction of M leads to ℓinit, it suffices to require that a
timeline has a token with value (ℓinit, zero1) and a token with value ℓinit.
This is ensured by the following two trigger-less rules:
⊤ → ∃o[xM = (ℓinit, zero1)]. ⊤
and
⊤ → ∃o[xM = ℓinit]. ⊤ .
• Halting: every timeline leads to a configuration-code associated with the
halting label. By the rules for initialization and Claim 8.2.2, it suffices to
210 ⋄ Chapter 8. Interval-based system models: timelines
require that a timeline has a token with value ℓhalt. This is ensured by the
following trigger-less rule:
⊤ → ∃o[xM = ℓhalt]. ⊤ .
• 1-Time distance between consecutive control values: a control V -value cor-
responds to the first symbol of a main-code or a check-code, i.e., it is an
element inV \ (Vc1 ∪Vc2 ). We require that the difference of the start times of
two consecutive tokens along a timeline having a controlV -value is exactly
1. Formally, for each pair tk and tk ′ of tokens along a timeline such that
tk and tk ′ have a control V -value, tk precedes tk ′, and there is no token
between tk and tk ′ having a controlV -value, it holds that s(tk ′) − s(tk) = 1
(we write this with a little abuse of notation). By Claim 8.2.2, strict time
monotonicity, and the halting requirement, it suffices to ensure that each
token tk having a control V -value distinct from ℓhalt is eventually followed
by a token tk ′ such that tk ′ has a control V -value and s(tk ′) − s(tk) = 1. To
this aim, for each v ∈ Vcon \ {ℓhalt}, being Vcon the set of control V -values,
we write the following trigger rule:
o[xM = v] →
⋁
u ∈Vcon
∃o′[xM = u]. o ≤s,s[1,1] o′.
• Well-formedness of configuration-codes: we need to guarantee that for each
configuration-codewcheck ·wmain occurring along a timeline and each counter
ch , the value of ch along the main-code wmain and the check-code wcheck
coincide. By Claim 8.2.2, strict time monotonicity, initialization, and 1-
Time distance between consecutive control values, it suffices to ensure that
(i) each token tk with aVch -value inVcheck is eventually followed by a token
tk ′ with a Vch -value such that s(tk ′) − s(tk) = 1, and vice versa (ii) each
token tk with a Vch -value in Vmain is eventually preceded by a token tk ′
with aVch -value such that s(tk) − s(tk ′) = 1. As for the former requirement,
for each v ∈ Vch ∩Vcheck, we write the rule:
o[xM = v] →
⋁
u ∈Vch
∃o′[xM = u]. o ≤s,s[1,1] o′.
For the latter, for each v ∈ Vch ∩Vmain, we have the rule:
o[xM = v] →
⋁
u ∈Vch
∃o′[xM = u]. o′ ≤s,s[1,1] o.
• Increment and decrement: we need to guarantee that the increment and
decrement instructions are correctly simulated. By Claim 8.2.2 and the
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previously defined synchronization rules, we can assume that the untimed
part π of a timeline is an initial and halting computation-code such that all
configuration-codes occurring in π are well-formed.
Letwmain ·wcheck be a subword occurring in π such thatwmain (resp.,wcheck)
is a main-code (resp., check-code). Let ℓmain (resp., ℓcheck) be the instruction
label associated with wmain (resp., wcheck) and for i = 1, 2, let nmaini (resp.,
nchecki ) be the value of counter ci encoded bywmain (resp.,wcheck). Let ch =
c(ℓmain). By construction ℓmain , ℓhalt, end either ℓmain ∈ Inc and ℓcheck =
succ(ℓmain), or ℓmain ∈ Dec and ℓcheck ∈ {zero(ℓmain), dec(ℓmain)}. Moreover,
if ℓmain ∈ Dec and ℓcheck = zero(ℓmain), then ncheckh = nmainh = 0. Thus, it
remains to ensure the following two requirements:
(*) if ℓmain ∈ Inc, then ncheckh = nmainh + 1 and ncheck3−h = nmain3−h ;
(**) if ℓmain ∈ Dec, then ncheck3−h = nmain3−h , and whenever ℓcheck = dec(ℓmain),
then ncheckh = n
main
h − 1.
First we observe that, if ℓmain ∈ Inc, our encoding ensures that all Vc3−h -
values in wmain and in wcheck are unmarked, all Vch -values in wmain are
unmarked, and there is exactly one marked Vch -value inwcheck. If instead
ℓmain ∈ Dec, our encoding ensures that all Vc3−h -values in wmain and in
wcheck are unmarked, all Vch -values in wcheck are unmarked, and in case
ℓcheck = dec(ℓmain), then there is exactly one marked Vch -value in wmain.
Thus, by strict time monotonicity and 1-Time distance between consecutive
control values, it follows that requirements (*) and (**) are captured by
the following rules, whereUci denotes the set of unmarked Vci -values, for
i = 1, 2, and Vinit (resp., Vhalt) is the set of V -values associated with the label
ℓinit (resp., ℓhalt). For each v ∈ (Uci ∩Vmain) \Vhalt, we have the rule:
o[xM = v] →
⋁
u ∈Uci
∃o′[xM = u]. o ≤s,s[1,1] o′.
For each v ∈ (Uci ∩Vcheck) \Vinit, we have the rule:
o[xM = v] →
⋁
u ∈Uci
∃o′[xM = u]. o′ ≤s,s[1,1] o.
This concludes the proof of the theorem. □
It is worth observing that all the above trigger rules are simple, hence undecid-
ability of the TP problem holds also under the restriction to simple trigger rules.
In order to ensure the well-formedness of configuration-codes and the incre-
ment/decrement requirements, a one-to-one correspondence between (suitable)
pairs of tokens in main- and check-codes is enforced thanks to the above trig-
ger rules. Whereas most of such rules are (already) satisfied under the future
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semantics (as the extra conjoined atoms added by Definition 8.1.6 would be “sub-
sumed” by already-existing ones), some rules are not (the second ones of the
well-formedness and increment/decrement requirements are unsatisfiable under
the future semantics). As a result, intuitively, having only rules under the future
semantics, we can only force the presence, for every token with value ch (for
h = 1, 2), of another token with value ch starting exactly one time instant later,
in the following main-/check-code. However, we cannot prevent extra “spurious”
tokens to appear moving from a code to the following one. This is the reason
why, with only rules under the future semantics, we lose the ability of encoding
computations of (exact) Minsky machines. Only gainy counter machines [DL09]—a
variant of Minsky machines whose counters may “erroneously” increase—can be
captured, thus proving, as a consequence, non-primitive recursive-hardness of the
future TP problem (the halting problem for gainy counter machines is known
to be non-primitive recursive [DL09]).
Theorem 8.2.3. The future TP problem, even with one state variable, is
non-primitive recursive-hard also under one of the following two assumptions:
either (1) the trigger rules are simple, or (2) the intervals are in Intv(0,∞)a.
aWe refer to intervals in rules’ atoms and in the constraint functions of state variables.
Since this result is just an adaptation of the previous one (apart from some
technicalities), we report its proof in Appendix F.2.
In the next section, we will show that future TP with simple trigger rules is
indeed decidable in non-primitive recursive time.
8.3 Decidability of future TP with simple trigger
rules
In this section, we show that the decidability of the TP problem can be recovered
assuming that the trigger rules are simple and interpreted under the future seman-
tics. Moreover, under the additional assumption that intervals in trigger rules
are non-singular (respectively, are in Intv(0,∞)), the problem is in EXPSPACE
(respectively, in PSPACE). The decidability status of future TP with arbitrary
trigger rules remains an open problem.
The rest of this section is organized as follows: in Section 8.3.1, we recall
Timed Automata (TA) [AD94] and Metric Temporal logic (MTL) [Koy90]. In
Section 8.3.2, we reduce the future TP problem with simple trigger rules to the
existential MC problem for TAs against MTL over finite timed words. The latter
problem is known to be decidable [OW07].
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8.3.1 Timed automata and the logic MTL
We start by recalling the notion of timed automaton (TA) [AD94] and the logic
MTL [Koy90].
Let Σ be a finite alphabet. A timed word w over Σ is a finite word w =
(a0,τ0) · · · (an ,τn) over Σ × R+ (τi is called a timestamp, and intuitively repre-
sents the time at which the “event” ai occurs) such that τi ≤ τi+1 for all 0 ≤ i < n
(monotonicity requirement). The timed wordw is also denoted by (σ ,τ ), where σ is
the finite (untimed) word a0 · · ·an and τ is the sequence of timestamps τ0, . . . ,τn .
A timed language over Σ is a set of timed words over Σ.
Timed Automata (TA). Let C be a finite set of clocks. A clock valuation val :
C → R+ for C is a function assigning a non-negative real value to each clock in C .
Given a value t ∈ R+ and a set Res ⊆ C (that we call reset set), (val+t) and val[Res]
denote the valuations for C defined respectively as follows: for all c ∈ C , (val +
t)(c) = val(c)+ t , and val[Res](c) = 0 if c ∈ Res and val[Res](c) = val(c) otherwise.
A clock constraint θ over C is a Boolean combination of atomic formulas of
the form c ∈ I or c − c ′ ∈ I , where c, c ′ ∈ C and I ∈ Intv. Given a clock valuation
val and a clock constraint θ , val is said to satisfy θ , written val |= θ , if θ evaluates
to true after replacing each occurrence of a clock c in θ by val(c), and interpreting
Boolean connectives and membership to intervals in the standard way. We denote
by Φ(C) the set of all possible clock constraints over C .
Definition 8.3.1 (Timed automaton TA). A TA over Σ is a tuple A =
(Σ,Q,q0,C,∆, F ), where Q is a finite set of (control) states, q0 ∈ Q is the
initial state, C is a finite set of clocks, F ⊆ Q is the set of accepting states,
and ∆ ⊆ Q × Σ × Φ(C) × 2C ×Q is the transition relation.
Themaximal constant ofA is the greatest integer occurring as an endpoint
of some interval in the clock constraints of the transitions of A.
Intuitively, in a TAA, while transitions are instantaneous, time can elapse in a
control state. The clocks progress at the same speed and can be reset independently
of each other when a transition is executed, in such a way that each clock keeps
track of the time elapsed since the last reset. Moreover, clock constraints are used
as guards of transitions to restrict the behavior of the automaton.
A configuration ofA is a pair (q, val), where q ∈ Q and val is a clock valuation
forC . A run r ofA on a timed wordw = (a0,τ0) · · · (an ,τn) over Σ is a sequence of
configurations r = (q0, val0) · · · (qn+1, valn+1) starting at the initial configuration
(q0, val0), where val0(c) = 0 for all c ∈ C (initiation requirement), and
• for all 0 ≤ i ≤ nwe have (consecution requirement): (i) (qi ,ai ,θ , Res,qi+1) ∈∆
for some θ ∈ Φ(C) and reset set Res, (ii) (vali+τi−τi−1) |= θ and (iii) vali+1 =
(vali + τi − τi−1)[Res] (we let τ−1 = 0).
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The intuitive behavior of the TA A is the following. Assume that A is on state
q ∈ Q after reading the symbol (a′,τi ) at time τi and, at that time, the clock
valuation is val. On reading (a,τi+1), A chooses a transition of the form δ =
(q,a,θ , Res,q′) ∈ ∆ such that the constraint θ is fulfilled by (val + t), with t =
τi+1 − τi . The control then changes from q to q′ and val is updated in such a way
as to record the amount of time elapsed t in the clock valuation, and to reset the
clocks in Res, namely, val is updated to (val + t)[Res].
A run r is accepting if qn+1 ∈ F . The timed language LT (A) of A is the set
of timed words w over Σ such that there is an accepting run of A on w .
As shown in [AD94], given two TAs A1, with s1 states and k1 clocks, and A2,
with s2 states and k2 clocks, the union (resp., intersection) automaton A∨ (resp.,
A∧) such thatLT (A∨) = LT (A1)∪LT (A2) (resp.,LT (A∧) = LT (A1)∩LT (A2))
can be effectively calculated, and has s1 + s2 states (resp., s1 · s2 states) and k1 + k2
clocks (resp., k1 + k2 clocks).
The logic MTL. Let us now recall the framework of Metric Temporal Logic
(MTL) [Koy90], a well-known timed linear-time temporal logic which extends
standard LTL with time constraints on the until modality.
Given a finite set AP of proposition letters, the set of MTL formulas φ over
AP is defined by the following grammar:
φ ::= ⊤ | p | φ ∨ φ | ¬φ | φUIφ,
where p ∈ AP , I ∈ Intv, and UI is the strict timed until MTL modality.
MTL formulas over AP are interpreted over timed words over 2AP . Given an
MTL formula φ, a timed word w = (σ ,τ ) over 2AP , and a position 0 ≤ i < |w |,
the satisfaction relation (w, i) |= φ—meaning that φ holds at position i of w—is
defined as follows (we omit the clauses for Boolean connectives):
• (w, i) |= p ⇐⇒ p ∈ σ (i),
• (w, i) |= φ1UIφ2 ⇐⇒ there exists j > i such that (w, j) |= φ2, τj − τi ∈ I ,
and (w,k) |= φ1 for all i < k < j.
A model of φ is a timed wordw over 2AP such that (w, 0) |= φ. The timed language
LT (φ) of φ is the set of models of φ.
The existential MC problem for TAs againstMTL is the problem of checking, for a
given TAA over 2AP and anMTL formulaφ over AP , whetherLT (A)∩LT (φ) , ∅.
InMTL, we use standard shortcuts such as: FIφ for φ ∨ (⊤UIφ) (timed eventu-
ally or timed future), and GIφ for ¬FI¬φ (timed always or timed globally).
We also consider two fragments ofMTL, namely,MITL (Metric Interval Tempo-
ral Logic) andMITL(0,∞) [AFH96]: MITL is obtained by allowing only non-singular
intervals of Intv at the subscript of U, while MITL(0,∞) is the fragment of MITL
obtained by allowing only intervals in Intv(0,∞).
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The maximal constant of anMTL formula φ is the greatest integer occurring
as an endpoint of some interval of (the occurrences of) the UI modality in φ.
8.3.2 Reduction to existential MC for TAs against MTL
We now solve the future TP problem with simple trigger rules by means of an
exponential-time reduction to the existential MC problem for TAs againstMTL.
In the following, we fix an instance P = (SV ,R) of the problem where the
trigger rules in R are simple. The maximal constant of P , denoted by KP , is the
greatest integer occurring in the atoms of the rules in R and in the constraint
functions of the state variables in SV .
The proposed reduction consists of three steps:
1. first, we define an encoding of the multi-timelines of SV by means of timed
words over 2AP for a suitable finite set AP of proposition letters, and show
how to construct a TA ASV over 2AP accepting such encodings;
2. next, we build anMTL formula φ∀ over AP such that for each multi-timeline
Π of SV and encodingwΠ of Π,wΠ is a model of φ∀ if and only if Π satisfies
all the trigger rules in R under the future semantics;
3. finally, we construct a TA A∃ over 2AP such that for each multi-timeline Π
of SV and encodingwΠ of Π,wΠ is accepted byA∃ if and only if Π satisfies
all the trigger-less rules in R.
Hence, there is a future plan for P = (SV ,R) iff LT (ASV )∩LT (A∃)∩LT (φ∀) , ∅.
For each x ∈ SV , we let x = (Vx ,Tx ,Dx ). Given an interval I ∈ Intv and
a natural number n ∈ N, let n + I (respectively, n − I ) denote the set of non-
negative real numbers τ ∈ R+ such that τ − n ∈ I (respectively, n − τ ∈ I ).
Note that n + I (respectively, n − I ) is a (possibly empty) interval in Intv whose
endpoints can be trivially calculated.
For an atom ρ in R involving a time constant (time-point atom), let I (ρ) be
the interval in Intv defined as follows:
• if ρ has the form o ≤eI n (resp., n ≤eI o), then I (ρ) = n − I (resp., I (ρ) = n + I ).
We finally define IntvR as the set of intervals J ∈ Intv such that J = I (ρ) for some
time-point atom ρ occurring in a trigger rule of R.
Encodings of multi-timelines of SV . We assume that for distinct state vari-
ables x and x ′, the sets Vx and Vx ′ are disjoint. We exploit the following set AP
of proposition letters to encode multi-timelines of SV :
AP =
⋃
x ∈SV
Mainx ∪ Deriv,
Mainx = (({begx } ∪Vx ) ×Vx ) ∪ (Vx × {endx }),
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Figure 8.3: An example of multi-timeline of SV = {x ,y, z}, where in particular Vx = {ai1 |
1 ≤ i ≤ 4}, Vy = {ai2 | 1 ≤ i ≤ 3} and Vz = {ai3 | 1 ≤ i ≤ 2}.
The encoding of the timeline for x depicted in the figure (we show only values in Mainx )
is
({(begx ,a11)}, 0) ({(a11,a21)}, 7) ({(a21,a31)}, 13) ({(a31,a41)}, 20.9) · · ·
The encoding of the multi-timeline of SV depicted in the figure (we show only val-
ues in Mainx ∪ Mainy ∪ Mainz ) is
({(begx ,a11), (begy ,a12), (begz ,a13)}, 0) ({(a12,a22)}, 4)({(a11,a21), (a22,a32)}, 7) ({(a13,a13)}, 10.2) ({(a21,a31), (a13,a23)}, 13) ({(a32,a22)}, 17.1) · · ·
◦
Deriv = IntvR ∪ {p>} ∪
⋃
x ∈SV
⋃
v ∈Vx
{pastsv , pastev }.
Intuitively, we use the propositions in Mainx to encode a token along a timeline
for x . The propositions in Deriv, as explained below, represent enrichments of
the encoding, used for translating simple trigger rules in MTL formulas under
the future semantics. The tags begx and endx in Mainx are used to mark the
start and the end of a timeline for x .
A token tk with value v along a timeline for x is encoded by two events:
the start-event (occurring at the start time of tk) and the end-event (occurring at
the end time of tk). The start-event of tk is specified by a main proposition of
the form (vp ,v), where either vp = begx (tk is the first token of the timeline) or
vp is the value of the token for x preceding tk . The end-event of tk is instead
specified by a main proposition of the form (v,vs ), where either vs = endx (tk
is the last token of the timeline) or vs is the value of the token for x following
tk . See Figure 8.3 for an example.
Now we explain the meaning of the proposition letters in Deriv. The elements
in IntvR reflect the semantics of the time-point atoms in the trigger rules of R: for
each I ∈ IntvR , I holds at the current position if the current timestamp τ satisfies
τ ∈ I . The tag p> keeps track of whether the current timestamp is strictly greater
than the previous one. Finally, the propositions in
⋃
x ∈SV
⋃
v ∈Vx {pastsv , pastev }
keep track of past token events occurring at timestamps coinciding with the
current timestamp.
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We start by defining the encoding of timelines for x ∈ SV . An encoding of a
timeline for x is a timed word w over 2Mainx∪Deriv of the form
w = ({(begx ,v0)} ∪ S0,τ0)({(v0,v1)} ∪ S1,τ1) · · · ({(vn , endx )} ∪ Sn+1,τn+1)
where, for all 0 ≤ i ≤ n + 1, Si ⊆ Deriv, and
• vi+1 ∈ Tx (vi ) for i < n;
• τ0 = 0 and τi+1 − τi ∈ Dx (vi ) for i ≤ n;
• Si ∩ IntvR is the set of intervals I ∈ IntvR such that τi ∈ I ;
• p> ∈ Si iff either i = 0 or τi > τi−1;
• for all v ∈ Vx , pastsv ∈ Si (resp., pastev ∈ Si ) iff there is 0 ≤ h < i such that
τh = τi and v = vh (resp., τh = τi , v = vh−1 and h > 0).
Note that the length ofw is at least 2. The timed wordw encodes the timeline for x
of length n + 1 given by π = (v0,τ1)(v1,τ2 − τ1) · · · (vn ,τn+1 − τn). Note that in the
encoding, τi and τi+1 represent the start time and the end time of the i-th token of
the timeline π (0 ≤ i ≤ n). See the caption of Figure 8.3 for an example of encoding.
Next, we define the encoding of a multi-timeline of SV . For a set P ⊆ AP
and x ∈ SV , let P[x] = P \ ⋃y∈SV \{x }Mainy . An encoding of a multi-timeline
of SV is a timed word w over 2AP of the form w = (P0,τ0) · · · (Pn ,τn) such that
the following conditions hold:
• for all x ∈ SV , the timed word obtained from (P0[x],τ0) · · · (Pn[x],τn) by
removing the pairs (Pi [x],τi ) such that Pi [x] ∩Mainx = ∅ is an encoding of
a timeline for x ;
• P0[x] ∩Mainx , ∅ for all x ∈ SV (initialization).
See again Figure 8.3 for an example of encoding of a multi-timeline.
We now construct a TA ASV over 2AP accepting the encodings of the multi-
timelines of SV , as shown in the proof of the next proposition.
Proposition 8.3.2. One can construct in exponential time a TA ASV over
2AP , with 2O (
∑
x∈SV |Vx |) states, |SV |+ 2 clocks, and maximal constantO(KP ),
such that LT (ASV ) is the set of encodings of the multi-timelines of SV .
Proof. Let us fix an ordering SV = {x1, . . . ,xN } of the state variables. Let
H = Deriv \ (IntvR ∪ {p>}) and V ′i = Vxi ∪ {begxi , endxi } for all 1 ≤ i ≤ N .
The TA ASV = (2AP ,Q,q0,C,∆, F ) is defined as follows.
• The set of states is given by Q = V ′1 × . . . ×V ′N × 2H . Intuitively, for a state(v1, . . . ,vN ,H ), the i-th component vi keeps track of the value of the last
(start-event for a) token for xi read so far ifvi < {begxi , endxi }. Ifvi = begxi
(resp., vi = endxi ), then no start-event for a token for xi has been read so
far (resp., no start-event for a token for xi can be read). Moreover, the last
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component H of the state keeps track of past token events occurring at a
timestamp coinciding with the last timestamp.
• The initial state q0 is (begx1 , . . . , begxN , ∅).
• The set F of accepting states is the set of all states (endx1 , . . . , endxN ,H ) for
any H ⊆ H .
• The set of clocks C is given by C = {c1, . . . , cN , c>, cдlob }. We have a clock
ci for each state variable xi , which is used to check that the duration of
a token for xi with value v is in Dxi (v). Moreover, c> is a clock which is
always reset and is used to capture the meaning of proposition p> , whereas
cдlob is a clock that measures the current (global) time and is never reset.
• The relation ∆ consists of the transitions
((v1, . . . ,vN ,H ), P , θ1 ∧ . . . ∧ θN ∧ θ> ∧ θдlob , Res, (v ′1, . . . ,v ′N ,H ′))
such that:
– if (v1, . . . ,vN ,H ) = q0, then P ∩Mainx , ∅ for all x ∈ SV (this ensures
initialization);
– for all 1 ≤ i ≤ N , the following holds:
∗ either P ∩Mainxi = ∅, v ′i = vi , θi = ⊤, and ci < Res (intuitively,
no event associated with xi occurs in this case),
∗ or P ∩Mainxi = (vi ,v ′i ) (hence, vi , endxi ), v ′i ∈ Txi (vi ) if both
vi ∈ Vxi and v ′i ∈ Vxi ; ci ∈ Res and θi = ci ∈ Dxi (vi ) (resp.,
θi = ci ∈ [0, 0]) if vi , begxi (resp., if vi = begxi );
– cдlob < Res and
θдlob =
⋀
I ∈P∩IntvR
cдlob ∈ I ∧
⋀
I ∈IntvR\P
(cдlob ∈ −→I ∨ cдlob ∈ ←−I ),
where, for each I ∈ IntvR \ P , −→I and←−I are (possibly empty) maximal
intervals in R+ disjoint from I (e.g., if I = [3, 5[, then←−I = [0, 3[ and−→
I = [5,+∞[). Note that −→I ,←−I ∈ Intv. Recall that, for each I ∈ IntvR , I
must be in P if and only if the current time (given by cдlob ) is in I ;
– c> ∈ Res; moreover, if (v1, . . . ,vN ,H ) = q0, then p> ∈ P and θ> = ⊤,
otherwise, either p> ∈ P and θ> = c> ∈ ]0,+∞[, or p> < P and
θ> = c> ∈ [0, 0];
– P ∩H = ∅ if p> ∈ P ; otherwise P ∩H = H ;
– for all x ∈ SV and v ∈ Vx , pastsv ∈ H ′ iff either P ∩ Mainxi is of the
form (v ′,v), or p> < P and pastsv ∈ H ;
– for all x ∈ SV and v ∈ Vx , pastev ∈ H ′ iff either P ∩ Mainxi is of the
form (v,v ′), or p> < P and pastev ∈ H .
This concludes the proof. □
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Encodings of simple trigger rules by MTL formulas. We now construct
an MTL formula φ∀ over AP capturing the simple trigger rules in R, under the
future semantics.
Proposition 8.3.3. One can construct in linear time an MTL formula φ∀,
with maximal constantO(KP ), such that for each multi-timeline Π of SV and
encodingwΠ of Π, wΠ is a model of φ∀ iff Π satisfies all the simple trigger
rules in R under the future semantics.
The formulaφ∀ is anMITL formula (resp.,MITL(0,∞) formula) if the intervals
in the trigger rules are non-singular (resp., belong to Intv(0,∞)).
The formula φ∀ has O(|R | ·NA ·NE ·
( |IntvR | + (∑x ∈SV |Vx |)2)) distinct sub-
formulas, with NA the maximum number of atoms in a trigger rule of R, and
NE the maximum number of existential statements in a trigger rule of R.
Proof. We first introduce some auxiliary propositional (Boolean) formulas over
AP . Let x ∈ SV andv ∈ Vx . We denote byψ (s,v) andψ (e,v) the two propositional
formulas over Mainx defined as follows:
ψ (s,v) = (begx ,v) ∨
⋁
u ∈Vx
(u,v),
ψ (e,v) = (v, endx ) ∨
⋁
u ∈Vx
(v,u).
Intuitively,ψ (s,v) (resp.,ψ (e,v)) states that a start-event (resp., end-event) for a
token for x with value v occurs at the current time. We also use the formula
ψ¬x = ¬
⋁
m∈Mainx
m
asserting that no event for a token for x occurs at the current time. Additionally,
given an MTL formula θ , we define the MTL formula
EqTime(θ ) = θ ∨ [¬p>U≥0(¬p> ∧ θ )]
which is satisfied by an encoding of a multi-timeline of SV at the current time
if θ eventually holds at a position whose timestamp coincides with the cur-
rent timestamp.
TheMTL formula φ∀ has a conjunct φR for each trigger rule R ∈ R. Let R be
a trigger rule of the form ot [xt = vt ] → E1 ∨ E2 ∨ . . . ∨ Ek . Then φR is given by
φR = G≥0
(
ψ (s,vt ) →
k⋁
i=1
ΦEi
)
,
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where ΦEi , with 1 ≤ i ≤ k , ensures the fulfillment of the existential statement
Ei of R under the future semantics.
Let E ∈ {E1, . . . ,Ek }, O be the set of token names existentially quantified in
E, A be the set of interval atoms in E and, for each o ∈ O , val(o) be the value
of the token referenced by o in the associated quantifier. In the construction of
ΦE , we crucially exploit the assumption that R is simple: for each token name
o ∈ O , there is at most one atom in A where o occurs.
For each token name o ∈ {ot } ∪O , we denote by Intvso (resp., Intveo ) the set of
intervals J ∈ Intv such that J = I (ρ) for some time-point atom ρ occurring in E,
which imposes a time constraint on the start time (resp., end time) of the token
referenced by o. Note that Intvso , Intveo ⊆ AP , and we exploit the propositional
formulas ξ so =
⋀
I ∈Intvso I and ξ
e
o =
⋀
I ∈Intveo I to ensure the fulfillment of the time
constraints imposed by the time-point atoms associated with the token o.
The MTL formula ΦE is thus given by:
ΦE = ξ sot ∧ [ψ¬xtU≥0(ψ (e,vt ) ∧ ξ eot )] ∧
⋀
ρ ∈A
χρ ,
where, for each atom ρ ∈ A, the formula χρ captures the future semantics of ρ.
The construction of χρ depends on the form of ρ. We distinguishes four cases.
1. ρ = o ≤e1,e2I ot and o , ot . We assume 0 ∈ I (the other case being simpler).
First, assume that e2 = s. Under the future semantics, ρ holds iff the start
time of the trigger token ot coincides with the e1-time of token o. Hence, in
this case (e2 = s), χρ is given by:
χρ = ξ
e1
o ∧
(
paste1val (o) ∨ EqTime(ψ (e1,val(o)))
)
.
If instead e2 = e, then χρ is defined as follows:
χρ =
[
ψ¬xtU≥0{ξ e1o ∧ψ (e1,val(o)) ∧ψ¬xt ∧ (ψ¬xtUIψ (e,vt ))}
]∨[(ψ (e1,val(o)) ∨ paste1val (o)) ∧ ξ e1o ∧(
EqTime(ψ (e,vt )) ∨ (ψ¬xt ∧ (ψ¬xtUIψ (e,vt )))
) ]∨[
ψ¬xtU≥0{ψ (e,vt ) ∧ EqTime(ψ (e1,val(o)) ∧ ξ e1o )}
]
.
The first disjunct (in square brackets) considers the case where the e1-event
of token o occurs strictly between the start-event and the end-event of the
trigger token ot (along the encoding of a multi-timeline of SV ). The second
considers the case where the e1-event of token o precedes the start-event of
the trigger token: thus, under the future semantics, it holds that the e1-time
of token o coincides with the start time of the trigger token. Finally, the
third disjunct considers the case where the e1-event of token o follows the
end-event of the trigger (hence, the related timestamps must coincide).
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2. ρ = ot ≤e1,e2I o and o , ot . We assume e1 = e and 0 ∈ I (the other cases
being simpler). Then,
χρ =
[
ψ¬xtU≥0(ψ (e,ut ) ∧ FI (ψ (e2,val(o)) ∧ ξ e2o ))
]∨[
ψ¬xtU≥0(ψ (e,ut ) ∧ paste2val (o) ∧ ξ e2o )
]
,
where the second disjunct captures the situation where the e2-time of o
coincides with the end time of the trigger token ot , but the e2-event of o
occurs before the end-event of the trigger token.
3. ρ = ot ≤e1,e2I ot . This case is straightforward and we omit the details.
4. ρ = o1 ≤e1,e2I o2, with o1 , ot and o2 , ot . We assume o1 , o2 and 0 ∈ I (the
other cases are simpler). Then,
χρ =
[
paste1val (o1) ∧ ξ
e1
o ∧ FI (ψ (e2,val(o2)) ∧ ξ e2o )
]∨[
F≥0{ψ (e1,val(o1)) ∧ ξ e1o ∧ FI (ψ (e2,val(o2)) ∧ ξ e2o )}
]∨[
paste1val (o1) ∧ ξ
e1
o ∧ paste2val (o2) ∧ ξ
e2
o
]∨[
paste2val (o2) ∧ ξ
e2
o ∧ EqTime(ψ (e1,val(o1)) ∧ ξ e1o )
]∨[
F≥0{ψ (e2,val(o2)) ∧ ξ e2o ∧ EqTime(ψ (e1,val(o1)) ∧ ξ e1o )}
]
.
The first two disjuncts handle the cases where (under the future semantics)
the e1-event of token o1 precedes the e2-event of token o2, while the last
three disjuncts consider the dual situation. In the latter three cases, the
e1-time of token o1 and the e2-time of token o2 are equal.
Note that the MTL formula φ∀ is an MITL formula (resp., MITL(0,∞) formula) if
the intervals in the trigger rules are non-singular (resp., belong to Intv(0,∞)). □
Encoding of trigger-less rules by a TA. We now deal with trigger-less rules.
We start by noting that an existential statement E in a trigger-less rule requires
the existence of an a priori bounded number of temporal events satisfying mutual
temporal relations (namely, in the worst case, the start time and end time of all
tokens associated with some quantifier of E). Thus we can construct a TA for E
which guesses such a chain of events and then checks the temporal relations by
means of suitable clock constraints and clock resets. Finally, by the closure of TAs
under language union [AD94], we can build a TA for the whole trigger-less rule.
Additionally, exploiting also the closure of TAs under intersection, we construct a
TA accepting (encodings of) multi-timelines satisfying all trigger-less rules.
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Proposition 8.3.4. One can construct in exponential time a TA A∃ over
2AP such that, for each multi-timeline Π of SV and encodingwΠ of Π,wΠ is
accepted by A∃ iff Π satisfies all the trigger-less rules in R.
A∃ has 2O (Nq ) states,O(Nq) clocks and maximal constantO(KP ), where Nq
is the overall number of quantifiers in the trigger-less rules of R.
We recall that, in the encoding of multi-timelines of SV , we assume that, for
distinct state variables x ,x ′ ∈ SV , the domains Vx and Vx ′ are disjoint.
Proof. Let E be an existential statement for SV such that no token name appears
free in E. We first show how to construct a TA AE over 2AP such that for each
multi-timeline Π of SV and encodingwΠ of Π,wΠ is accepted byAE iff Π satisfies
E. Then, we exploit the well-known effective closure of TA under language union
and language intersection to prove the proposition.
Let O be the set of token names existentially quantified in the existential
statement E and, for each o ∈ O , let val(o) be the value of the token referenced
by o in the associated quantifier. For each token name o ∈ O , we denote by Intvso
(resp., Intveo ) the set of intervals J ∈ Intv such that J = I (ρ) for some time-point
atom ρ occurring in E which imposes a time constraint on the start time (resp.,
end time) of the token referenced by o.
We first outline the construction of AE . We associate two clocks with each
token name o ∈ O , namely cso and ceo which, intuitively, are reset when the
token chosen for o starts and ends, respectively. The clocks cso and ceo are non-
deterministically reset when a start-event for val(o) and the related end-event
occur along an encoding of a multi-timeline. The automaton AE ensures that the
clocks cso and ceo are reset exactly once. AE moves to an accepting state only if all
the clocks cso and ceo for each o ∈ O have been reset and the time constraints that
encode the interval atoms in E are fulfilled. To deal with time-point atoms, we also
exploit, like in the previous proofs, a global clock cдlob which measures the current
time and is never reset: whenever the clock cso (resp., ceo ) is reset, we require that
the clock constraint
⋀
I ∈Intvso cдlob ∈ I (resp.,
⋀
I ∈Intveo cдlob ∈ I ) is fulfilled.
The TA AE = (2AP ,Q,q0,C,∆, F ) is formally defined as follows.
• The set C of clocks is {cдlob } ∪⋃o∈O {cso , ceo}.
• The set of states is 2C\{cдlob } . Intuitively, a state keeps track of the clocks in
C \ {cдlob } which have been reset so far.
• The initial state q0 is ∅.
• The set of final states F is given by the singleton {C \ {cдlob }}. In such a
state all clocks different from cдlob have been reset.
• The transition relation ∆ consists of the transitions (C1, P ,θ ∧θдlob , Res,C2)
such that either (i)C1 = C \ {cдlob },C2 = C1, Res = ∅, θ = ⊤, and θдlob = ⊤
(intuitively AE loops unconditionally in its final state), or (ii) C1 ⊂ C \
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{cдlob }, C2 ⊇ C1 (AE has not reached its final state yet), and the following
conditions hold:
– for each cso ∈ C2 \ C1, there is a main proposition in P of the form
(v ′,val(o)) for some v ′.
– for each o ∈ O , ceo ∈ C2 \C1 if and only if cso ∈ C1 and (val(o),v ′) ∈ P
for some v ′.
– if C2 ⊂ C \ {cдlob } (in this case AE is not transitioning to its final
state), then θ = ⊤.
Conversely, ifC2 = C \ {cдlob } (hereAE moves to the final state), then
θ =
⋀
ρ ∈A code(ρ), where A is the set of interval atoms of E and for
each interval atom ρ ∈ A of the form o1 ≤e1,e2I o2, the clock constraint
code(ρ) is defined as follows:
∗ if ce2o2 < C1 and c
e1
o1 < C1, then code(ρ) = ce2o2 − ce1o1 ∈ I (in this case,
both ce2o2 and c
e1
o1 are reset simultaneously by the transition to the
final state C2, meaning that o2’s e2-event and o1’s e1-event have
the same timestamp; hence it must be that ce2o2 − ce1o1 = 0 ∈ I for
the atom to be satisfied);
∗ if ce2o2 ∈ C1 and ce1o1 ∈ C1, then code(ρ) = ce1o1 − ce2o2 ∈ I ;
∗ if ce2o2 ∈ C1 and ce1o1 < C1, then code(ρ) = ce2o2 ∈ [0, 0] ∧ ce2o2 ∈ I
(o2’s e2-event and o1’s e1-event must have the same timestamp; as
before, it must be that 0 ∈ I );
∗ if ce2o2 < C1 and c
e1
o1 ∈ C1, then code(ρ) = ce1o1 ∈ I .
– θдlob =
⋀
ceo ∈C2\C1
⋀
I ∈Intveo
cдlob ∈ I .
– Res = C2 \C1.
Note that AE has 2O (m) states, O(m) clocks and maximal constant O(K), where
m is the number of quantifiers in E and K is the maximal constant in E.
Given a trigger-less rule R = ⊤ → E1 ∨ E2 ∨ . . . ∨ Ek , we construct the TA
AR resulting from the union of the automata AE1 , . . . ,AEk . Then the TA A∃ is
obtained as intersection of the automataAR , for all R ∈ R being trigger-less rules.
By [AD94], A∃ has 2O (Nq ) states, O(Nq) clocks, and maximal constant O(KP ),
where Nq is the overall number of quantifiers in the trigger-less rules of R. □
Conclusion of the construction. By applying Proposition 8.3.2, 8.3.3, 8.3.4 and
well-known results about TAs andMTL over finite timed words [AD94, OW07],
we obtain the main result of this section.
Theorem 8.3.5. The future TP problemwith simple trigger rules is decidable
(with non-primitive recursive complexity). Moreover, if the intervals in the
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atoms of the trigger rules are non-singular (resp., belong to Intv(0,∞)), then
the problem is in EXPSPACE (resp., in PSPACE).
Proof. Let us consider an instance P = (SV ,R) of the problem with maximal
constant KP . Let Nv =
∑
x ∈SV |Vx |, Nq be the overall number of quantifiers in the
trigger-less rules of R, NA the maximum number of atoms in a trigger rule of R,
and NE the maximum number of existential statements in a trigger rule of R.
By Proposition 8.3.2, 8.3.3, 8.3.4 and the effective closure of TAs under language
intersection [AD94], we can build:
• a TA AP—namely, the intersection of ASV from Proposition 8.3.2 and A∃
from Proposition 8.3.4—having 2O (Nq+Nv ) states, O(Nq + |SV |) clocks, and
maximal constant O(KP ),
• and an MTL formula φ∀ with O(|R | · NA · NE · (|IntvR | + N 2v )) distinct
subformulas and maximal constant O(KP ),
such that there is a future plan for P iff LT (AP ) ∩ LT (φ∀) , ∅. By [OW07],
checking non-emptiness of LT (AP ) ∩ LT (φ∀) is decidable. Thus the first part
of the theorem holds.
For the second part, assume that the intervals in the trigger rules are non-
singular (resp., belong to Intv(0,∞)). By Proposition 8.3.3, φ∀ is an MITL (resp.,
MITL(0,∞)) formula. By [AFH96], one can build a TAA∀ accepting LT (φ∀) having
• 2O (KP · |R | ·NA ·NE ·( |IntvR |+N 2v )) states,O(KP · |R | ·NA ·NE · (|IntvR |+N 2v )) clocks
• (resp., 2O ( |R | ·NA ·NE ·( |IntvR |+N 2v )) states,O(|R | ·NA ·NE · (|IntvR |+N 2v )) clocks),
and maximal constant O(KP ).
Non-emptiness of a TA A can be solved by an NPSPACE = PSPACE search
algorithm over the region automaton of A,2 which uses work space logarithmic in
the number of control states of A and polynomial in the number of clocks and in
the length of the encoding of the maximal constant ofA [AD94]. Thus, sinceAP ,
A∀, and the intersection A∧ of AP and A∀ can be constructed on the fly—that
is, by looking at their transition relations ∆, one can determine, given a state q, a
successor q′ and the connecting transition, along with the associated constraints
and clocks to reset—and the search in the region automaton of A∧ can be done
without explicitly constructing A∧, the result follows. □
In the next section, we consider future TP with simple trigger rules and
non-singular intervals in the atoms of trigger rules (resp., intervals in Intv(0,∞)),
and prove a matching complexity lower bound: EXPSPACE-completeness (resp.,
PSPACE-completeness) of the problem follows.
2The region automaton of A features states of the form (q, r ), where q is a state of A and r a
region: every region specifies, for each clock c of A, whether its value is integer or not (and, if it is, its
value up to Kc , the maximum constant to which c is compared), and the ordering of the fractional
parts of the clocks.
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8.4 Future TP with simple trigger rules and non-
singular intervals: hardness
In this section, we first consider the future TP problem with simple trigger rules
and non-singular intervals, and prove that it is EXPSPACE-hard by a polynomial-
time reduction from the domino-tiling problem for grids with rows of single expo-
nential length (it has already been presented in Section 2.4), which is known to
be EXPSPACE-complete [Har12]. Since the reduction is standard, we refer the
reader to Appendix F.3 for the details of the construction.
Theorem 8.4.1. The future TP problem, even with one state variable, with
simple trigger rules and non-singular intervals is EXPSPACE-hard (under
polynomial-time reductions).
By putting together Theorem 8.3.5, EXPSPACE-completeness follows.
We now focus on the case with intervals in Intv(0,∞), proving that the problem
is PSPACE-hard (and thus PSPACE-complete by Theorem 8.3.5) by reducing
periodic SAT to it in polynomial time.
The problem periodic SAT is defined as follows [Pap94]. We are given a
Boolean formula φ in conjunctive normal form, defined over two sets of variables,
Γ = {x1, . . . ,xn} and Γ+1 = {x+11 , . . . ,x+1n }, namely,
φ =
m⋀
t=1
( ⋁
x ∈(Γ∪Γ+1)∩L+t
x ∨
⋁
x ∈(Γ∪Γ+1)∩L−t
¬x
)
,
wherem is the number of conjuncts of φ and, for 1 ≤ t ≤ m, L+t (resp., L−t ) is the
set of variables occurring non-negated (resp., negated) in the t-th conjunct of φ.
Moreover, the formula φ j , for j ∈ N \ {0}, is defined as φ in which we replace each
variable xi ∈ Γ by a fresh one x ji , and x+1i ∈ Γ+1 by x j+1i . Periodic SAT is then the
problem of deciding the satisfiability of the (infinite-length) formula
Φ =
⋀
j ∈N\{0}
φ j ,
that is, deciding the existence of a truth assignment of (infinitely many) variables
x ji , for i = 1, . . . ,n, j ∈ N \ {0}, satisfying Φ.
Periodic SAT is PSPACE-complete [Pap94]; in particular membership to such
a class is proved by showing that one can equivalently check the satisfiability
of the (finite-length) formula Φf =
⋀22n+1
j=1 φ
j . Intuitively, 22n is the number of
possible truth assignments to variables of Γ ∪ Γ+1, thus, after 22n + 1 copies of
φ, we can find a repeated assignment: from that point, we can just loop through
the previous assignments.
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$ $˜x>1 x>2 x⊥3 x>4 x˜1> x˜2⊥ x˜3> x˜4⊥ $. . . . . .
︸                                                                                                       ︷︷                                                                                                       ︸
φ j
$˜x⊥1 x>2 x⊥3 x>4︸                                                                                                       ︷︷                                                                                                       ︸
φ j+1
Figure 8.4: Let the formula φ be defined over two sets of variables, Γ = {x1,x2,x3,x4}
and Γ+1 = {x+11 ,x+12 ,x+13 ,x+14 }. The j-th copy (we assume j is odd) of φ, i.e., φ j , is satisfied
by the assignment x j1 ↦→ ⊤, x
j
2 ↦→ ⊤, x
j
3 ↦→ ⊥, x
j
4 ↦→ ⊤, x
j+1
1 ↦→ ⊤, x
j+1
2 ↦→ ⊥, x
j+1
3 ↦→ ⊤,
x
j+1
4 ↦→ ⊥. The analogous for φ j+1.
◦
We now reduce periodic SAT to our problem. Hardness also holds when only a
single state variable is involved, and also restricting to intervals of the form [0,a].
Theorem 8.4.2. The future TP problem, even with one state variable, with
simple trigger rules and intervals [0,a], a ∈ N \ {0}, is PSPACE-hard (under
polynomial-time reductions).
Proof. Let us define the state variable y = (V ,T ,D), where
• V = {$, $˜, stop} ∪ {x⊤i ,x⊥i , x˜i⊤, x˜i⊥ | i = 1, . . . ,n},
• T ($) = {x⊤1 ,x⊥1 }, T ($˜) = {x˜1⊤, x˜1⊥} and T (stop) = {stop},
• for i = 1, . . . ,n − 1, T (x⊤i ) = T (x⊥i ) = {x⊤i+1,x⊥i+1},
• for i = 1, . . . ,n − 1, T (x˜i⊤) = T (x˜i⊥) = { ˜xi+1⊤, ˜xi+1⊥},
• T (x⊤n ) = T (x⊥n ) = {$˜, stop},
• T (x˜n⊤) = T (x˜n⊥) = {$, stop}, and
• for all v ∈ V , D(v) = [2,+∞[.
Intuitively, we represent an assignment of variables x ji by means of a timeline fory:
after every occurrence of the symbol $, n tokens are present, one for each xi , and
the value x⊤i (resp., x⊥i ) represents a positive (resp., negative) assignment of x
j
i , for
some odd j ≥ 1. Then, there is an occurrence of $˜, after which n more tokens occur,
again one for each xi , and the value x˜i⊤ (resp., x˜i⊥) represents a positive (resp.,
negative) assignment of x ji , for some even j ≥ 2. See Figure 8.4 for an example.
We start with the next simple trigger rules, one for each v ∈ V :
o[y = v] → o ≤s,e[0,2] o.
Paired with the constraint function D, they enforce all tokens’ durations to be
exactly 2: intuitively, since we exclude singular intervals, requiring, for instance,
that a token o′ starts t instants of time after the end of o, with t ∈ [ℓ, ℓ + 1]
and even ℓ ∈ N, boils down to o′ starting exactly ℓ instants after the end of o.
8.4. Future TP, simple trigger rules, non-singular intervals: hardness ⋄ 227
We also observe that, given the constant token duration, the density of the time
domain does not play any role in this proof.
We now add the next rules:
• ⊤ → ∃o[y = $].o ≥s[0,1] 0;
• ⊤ → ∃o[y = $˜].o ≥s[0,1] (22n + 1) · 2(n + 1);
• ⊤ → ∃o[y = stop].o ≥s[0,1] (22n + 2) · 2(n + 1).
They respectively impose that (i) a token with value $ starts exactly at t = 0
(recall that the duration of every token is 2); (ii) there exists a token with value
$˜ starting at t = (22n + 1) · 2(n + 1); (iii) a token with value stop starts at t =
(22n + 2) · 2(n + 1). We are forcing the timeline to encode truth assignments
for variables x11 , . . . ,x1n , . . . ,x2
2n+2
1 , . . . ,x
22n+2
n : as a matter of fact, we will decide
satisfiability of the finite formula Φf =
⋀22n+1
j=1 φ
j , which is equivalent to Φ.
We now consider the next rules, that enforce the satisfaction of each φ j or,
equivalently, of φ over the assignments of (x j1, . . . ,x jn ,x j+11 , . . . ,x j+1n ).
For the t-th conjunct of φ, we define the future simple rule:
o[y = $˜] →(⋁
xi ∈Γ∩L+t
∃o′[y = x˜i⊤].o ≤e,s[0,4n] o′
)
∨
(⋁
x+1i ∈Γ+1∩L+t
∃o′[y = x⊤i ].o ≤e,s[0,4n] o′
)
∨(⋁
xi ∈Γ∩L−t
∃o′[y = x˜i⊥].o ≤e,s[0,4n] o′
)
∨
(⋁
x+1i ∈Γ+1∩L−t
∃o′[y = x⊥i ].o ≤e,s[0,4n] o′
)
∨
∃o′′[y = stop].o ≤e,s[0,2n] o′′.
Basically, this rule (the rule where the trigger has value $ being analogous) states
that, after every occurrence of $˜, a token o′, making true at least a (positive or
negative) literal in the conjunct, must occur by 4n time instants (i.e., before the
following occurrence of $˜). The disjunct ∃o′′[y = stop].o ≤e,s[0,2n] o′′ is present just
to avoid evaluating φ on the n tokens before (the first occurrence of) stop.
The variable y and all synchronization rules can be generated in time poly-
nomial in |φ | (in particular, all interval bounds and time constants of time-point
atoms have a value, encoded in binary, in O(22n)). □
By Theorem 8.3.5 and Theorem 8.4.2, PSPACE-completeness of future TP
with simple trigger rules and intervals in Intv(0,∞) follows.
In the next section we focus on a different restriction of the TP problem, which
will allow us to devise a NP planning algorithm for it.
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8.5 TPwith trigger-less rules only is NP-complete
In this section we describe a TP algorithm, for planning domains where only
trigger-less rules are allowed, which requires a polynomial number of (non-
deterministic) computation steps. We recall that trigger-less rules are useful,
for instance, to express initial, intermediate conditions and reachability goals.
We want to start with the following example, with which we highlight that
there is no polynomial-size plan for some problem instances/domains. Thus,
an explicit enumeration of all tokens of a multi-timeline does not represent a
suitable polynomial-size certificate.
Example 8.5.1. Let us consider the following planning domain. We
denote by p(i) the i-th prime number, assuming p(1) = 1, p(2) = 2,
p(3) = 3, p(4) = 5,. . . . We define, for i = 1, . . . ,n, the state variables
xi = ({vi }, {(vi ,vi )},Dxi ) with Dxi (vi ) = [p(i),p(i)]. The following rule
⊤ → ∃o1[x1 = v1] · · · ∃on[xn = vn].
n−1⋀
i=1
oi ≤e,e[0,0] oi+1
is asking for the existence of a “synchronization point”, where n tokens
(one for each variable) have their ends aligned. Due to the allowed token
durations, the first such time point is
∏n
i=1 p(i) ≥ 2n−1. Hence, in any plan,
the timeline for x1 features at least 2n−1 tokens: no explicit polynomial-time
enumeration of such tokens is possible.
As a consequence, there exists no trivial guess-and-check NP algorithm. Con-
versely, one can easily prove the following result.
Theorem 8.5.2. The TP problem with trigger-less rules only is NP-hard,
even with one state variable (under polynomial-time reductions).
Proof. There is a trivial reduction from the problem of the existence of a Hamil-
tonian path in a directed graph.
Given a directed graph G = (V ,E), with |V | = n, we define the state variable
x = (V ,E,Dx ), where Dx (v) = [1, 1] for each v ∈ V . We add the following
trigger-less rules, one for each v ∈ V :
⊤ → ∃o[x = v].o ≥s[0,n−1] 0.
The rule for v ∈ V requires that there is a token (x ,v, 1) along the timeline for x ,
which starts no later than n − 1. It is easy to check that G contains a Hamiltonian
path if and only if there exists a plan for the defined planning domain. □
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We now present the aforementioned non-deterministic polynomial-time algo-
rithm, proving that timeline-based planning with trigger-less rules is in NP.
We preliminarily have to derive a finite horizon (namely, the end time of the
last token) for the plans of a (any) instance of TP with trigger-less rules. That is,
if an instance P = (SV ,R) admits a plan, then P also has a plan whose horizon is
no greater than a given bound. Analogously, we have to calculate a bound to the
maximum number of tokens in a plan. Both can be obtained from the constructions
of the TAs described in the proof of Theorem 8.3.5: since only trigger-less rules
are now allowed, we disregard the construction of the MTL formula φ∀, and
restrict our attention to the TA AP (i.e., the intersection between ASV for the
state variables in SV from Proposition 8.3.2 and A∃ for the trigger-less rules in R
from Proposition 8.3.4), which has αs = 2O (Nq+
∑
x∈SV |Vx |) states, αc = O(Nq+ |SV |)
clocks and maximum constant αK = O(Kp ), where Nq is the overall number of
quantifiers in the trigger-less rules of R, and accepts all and only the encodings
wΠ of multi-timelines Π of SV satisfying all the trigger-less rules in R.
The language emptiness checking algorithm for TAs executed over AP visits
the (untimed) region automaton for AP [AD94], which features α = αs ·O(αc ! ·
2αc · 22N 2q · (2αK + 2)αc ) states3, trying to find a path, from the initial state to a final
state, whose length can clearly be bounded by the number of states. We observe
that each edge/transition of the region automaton in such a path corresponds, in
the worst case, to the start point of a token for each timeline for the variables
in SV (i.e., assuming that all these tokens start simultaneously). This yields a
bound on the number of tokens, which is α · |SV |. We can also derive a bound
on the horizon of the plan, which is α · |SV | · (αK + 1), as every transition taken
in AP may let at most αK + 1 time units pass, as αK accounts in particular for
the maximum constant to which a (any) clock is compared.4
Having this pair of bounds, we are now ready to describe the two main phases
of the algorithm, corresponding to the following pair of observations. On the one
hand, (i) each trigger-less rule requires, as we said, the existence of an a priori
bounded number of temporal events satisfying mutual temporal relations (namely,
in the worst case, the start time and end time of all tokens associated with the
quantifiers of one of its existential statements). On the other hand, (ii) timelines for
different state variables evolve independently of each other. In order to deal with
(i), we non-deterministically position such temporal events along timelines; as for
(ii), we enforce a correct evolution of each timeline between pairs of “positioned”
events, completely independently of the other timelines.
3The factor 22N
2
q is present due to diagonal clock constraints in AP .
4Clearly, and unbounded quantity of time units may pass, but after αK + 1 the last region of the
region automaton will certainly have been reached.
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Non-deterministic tokenpositioning. The algorithm starts by non-determin-
istically selecting, for every trigger-less rule in R, a disjunct—and deleting all the
others. Then, for every (left) quantifier oi [xi = vi ], it generates the integer part
of both the start and the end time of the token for xi to which oi is mapped. We
call such time instants, respectively, sint (oi ) and eint (oi ).5 We observe that all
start/end time sint (oi ) and eint (oi ), being less or equal to α · |SV | · (αK + 1) (the
finite horizon bound), have an integer part that can be encoded with polynomially
many bits (and thus can be generated in polynomial time).
Let us now consider the fractional parts of the start/end time of the tokens
associated with quantifiers. We denote them by sf rac (oi ) and ef rac (oi ). The
algorithm non-deterministically generates an order of all such fractional parts.
In particular we have to specify, for every token start/end time, whether it is
integer (sf rac (oi ) = 0, ef rac (oi ) = 0) or not (sf rac (oi ) > 0, ef rac (oi ) > 0). Every
such possibility can be generated in polynomial time.
Some trivial tests should now be performed, namely that, for all oi , sint (oi ) ≤
eint (oi ), each token is assigned an end time equal or greater than its start time,
and no two tokens for the same variable are overlapping.
It is routine to check that, if we change the start/end time of (some of the)
tokens associated with quantifiers, but we leave unchanged (i) all the integer
parts, (ii) zeroness/non-zeroness of fractional parts, and (iii) the fractional parts’
order, then the satisfaction of the (atoms in the) trigger-less rules does not change.
This is due to all the constants being integers.6 Therefore we can now check
whether all rules are satisfied.
Enforcing legal token durations and timeline evolutions. We now con-
tinue by checking that: (i) all tokens associated with a quantifier have a legal
duration, and that (ii) there exists a legal timeline evolution between pairs of
adjacent such tokens over the same variable (here adjacent means that there is no
other token associated with a quantifier in between). We will enforce all these
requirements as constraints of a linear problem, which can be solved in deter-
ministic polynomial time (e.g., using the ellipsoid algorithm). When needed, we
use strict inequalities, which are not allowed in linear programs. We shall show
later how to convert these into non-strict ones.
We start by associating non-negative variables αoi ,s ,αoi ,e with the fractional
parts of the start/end times sf rac (oi ), ef rac (oi ) of every token for a quantifier
5We can assume w.l.o.g. that all quantifiers refer to distinct tokens. As a matter of fact, the algorithm
can non-deterministically choose to make two (or more) quantifiers oi [xi = vi ] and oj [xi = vi ] over
the same variable and value “collapse” to the same token just by rewriting all occurrences of oj as oi
in the atoms of the rules.
6We may observe that, by leaving unchanged all the integer parts and the fractional parts’ order,
the region of the region graph of the timed automaton does not change.
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oi [xi = vi ]. First, we add the linear constraints
0 ≤ αoi ,s < 1, 0 ≤ αoi ,e < 1.
Then, we also need to enforce that the values of αoi ,s ,αoi ,e respect the decided
order of the fractional parts: for example,
0 = αoi ,s = αoj ,s < αok ,s < . . . < αoj ,e < αoi ,e = αok ,e < . . .
To enforce requirement (i), we set, for all oi [xi = vi ],
a ≤ (eint (oi ) + αoi ,e ) − (sint (oi ) + αoi ,s ) ≤ b
where Dxi (vi ) = [a,b]. Clearly, strict (<) inequalities must be used for a left/right
open interval.
To enforce requirement (ii), namely that there exists a legal timeline evolution
between each pair of adjacent tokens for the same state variable, say oi [xi = vi ]
and oj [xi = vj ], we proceed as follows (for a correct evolution between t = 0 and
the first token, analogous considerations can be made).
Let us consider each state variable xi = (Vi ,Ti ,Di ) as a directed graph G =
(Vi ,Ti ) where Di is a function associating with each vertex v ∈ Vi a duration
range. We have to decide whether or not there exist
• a path in G, possibly with repeated vertices and edges, v0 · v1 · · ·vn−1 ·
vn , where v0 ∈ Ti (vi ) and vn with vj ∈ Ti (vn) are non-deterministically
generated, and
• a list of non-negative real values d0, . . . ,dn , such that
n∑
t=0
dt = (sint (oj ) + αoj ,s ) − (eint (oi ) + αoi ,e ),
and for all s = 0, . . . ,n, ds ∈ Di (vs ).
We guess a set of integers {α ′u,v | (u,v) ∈ Ti }. Intuitively, α ′u,v is the number
of times the solution path traverses (u,v). Since every time an edge is traversed a
new token starts, each α ′u,v is bounded by the number of tokens, i.e., by α · |SV |.
Hence the binary encoding of α ′u,v can be generated in polynomial time.
We then perform the following deterministic steps.
1. We consider the subset E ′ of edges of G, E ′ = {(u,v) ∈ Ti | α ′u,v > 0}. We
check whether E ′ induces a strongly (undirected) connected subgraph of G .
2. We check whether
•
∑
(u,v)∈E′ α ′u,v =
∑
(v,w )∈E′ α ′v,w , for all v ∈ Vi \ {v0,vn};
•
∑
(u,v0)∈E′ α
′
u,v0 =
∑
(v0,w )∈E′ α
′
v0,w − 1;
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•
∑
(u,vn )∈E′ α
′
u,vn =
∑
(vn,w )∈E′ α
′
vn,w + 1.
3. For all v ∈ Vi \ {v0}, we define yv = ∑(u,v)∈E′ α ′u,v (yv is the number of
times the solution path gets into v). Moreover, yv0 =
∑
(v0,u)∈E′ α
′
v0,u .
4. We define the real non-negative variables zv , for everyv ∈ Vi (zv is the total
waiting time of the path on the node v), subject to the following constraints:
a · yv ≤ zv ≤ b · yv ,
where Di (v) = [a,b] (an analogous constraint should be written for open
intervals). Finally we set:∑
v ∈Vi
zv = (sint (oj ) + αoj ,s ) − (eint (oi ) + αoi ,e ).
Steps (1.) and (2.) together check that the values α ′u,v for the arcs specify
a directed Eulerian path from v0 to vn in a multigraph. Indeed, the follow-
ing theorem holds.
Theorem 8.5.3. [Jun13] Let G ′ = (V ′,E ′) be a directed multigraph (E ′ is
a multiset). G ′ has a (directed) Eulerian path from v0 to vn if and only if:
• the undirected version of G ′ is connected, and
• |{(u,v) ∈ E ′}| = |{(v,w) ∈ E ′}|, for all v ∈ V ′ \ {v0,vn};
• |{(u,v0) ∈ E ′}| = |{(v0,w) ∈ E ′}| − 1;
• |{(u,vn) ∈ E ′}| = |{(vn ,w) ∈ E ′}| + 1.
Steps (3.) and (4.) evaluate the waiting times of the path in some vertex
v with duration interval [a,b]. If the solution path visits the vertex yv times,
then every single visit must take at least a and at most b units of time. Hence
the overall visitation time is in between a · yv and b · yv . Vice versa, if the
total visitation time is in between a · yv and b · yv , then it can be slit into yv
intervals, each one falling into [a,b].
The algorithm concludes by solving the linear program given by the vari-
ables αoi ,s and αoi ,e for each quantifier oi [xi = vi ], and for each pair of adjacent
tokens in the same timeline for xi , for each v ∈ Vi , the variables zv subject
to their constraints.
Finally, in order to conform to linear programming, we have to replace all
strict inequalities with non-strict ones. It is straightforward to observe that all
constraints involving strict inequalities we have written so far are of (or can easily
be converted into) the following forms: ξs < ηq + k or ξs > ηq + k , where s
and q are variables, and ξ , η, k are constants. We replace them, respectively, by
ξs − ηq − k + βt ≤ 0 and ξs − ηq − k − βt ≥ 0, where βt is an additional fresh
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non-negative variable, which is local to a single constraint. We observe that the
original inequality and the new one are equivalent if and only if βt is a small
enough positive number. Moreover, we add another non-negative variable, say
r , which is subject to a constraint r ≤ βt , for each of the introduced variables
βt (i.e., r is less than or equal to the minimum of all βt ’s). Finally, we maximize
the value of r when solving the linear program. We have that max r > 0 if and
only if there is an admissible solution where the values of all βt ’s are positive
(and thus the original strict inequalities hold true).
This ends the description of the planning algorithm. We can thus conclude
the section with the main result.
Theorem 8.5.4. The TP problem with trigger-less rules only isNP-complete.
In the next section, using the results on the variants of the TP problem, we
shall study MC over timelines.
8.6 MC forMITL over timelines
In this section we deal with the ultimate goal of the present chapter: as mentioned,
we want to model check systems specified in terms of timelines. More precisely, a
system is described as a set of state variables along with a set of synchronization
rules over them (a TP domain) P = (SV ,R). As mentioned in the introduction, the
property specification language we will be assuming is the logic MITL.
We first recall the encoding of multi-timelines already adopted in Section 8.3.2,
over which we interpret MITL, that exploits the set AP of proposition letters
AP =
⋃
x ∈SV
Mainx ∪ Deriv,
where in particular
Mainx = (({begx } ∪Vx ) ×Vx ) ∪ (Vx × {endx }).
The tags begx and endx mark the beginning and the end of a timeline for x , and
a pair (v,v ′) ∈ Mainx represents a transition of the value taken by x from v
to v ′ (a token for x with value v ′ follows a token with value v). The already
introduced formula
ψ (s,v) = (begx ,v) ∨
⋁
u ∈Vx
(u,v),
states that a start-event for a token for x with value v occurs at the current time.
Finally, EqTime(θ ) = θ ∨ [¬p>U≥0(¬p> ∧ θ )], where p> ∈ Deriv, is satisfied by an
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encoding of a multi-timeline at the current time if θ eventually holds at a position
whose timestamp coincides with the current one.
Before formalizing the MC problem for MITL formulas over timelines, we want
to start with an easy example of a system whose components are described by
timelines, over which we check some properties encoded by MITL formulas.
Example 8.6.1. Let us consider the following system, consisting of a tem-
perature sensor, a processing unit, and a data transmission unit. These com-
ponents are modelled by three state variables, xtemp = (Vtemp,Ttemp,Dtemp),
xproc = (Vproc,Tproc,Dproc) and xtransm = (Vtransm,Ttransm,Dtransm), where
• Vtemp = {ready, not_ready},
Ttemp(ready) = {not_ready}, Ttemp(not_ready) = {ready},
Dtemp(ready) = [1, 2], Dtemp(not_ready) = [2, 3];
• Vproc = {reading1, reading2, read0, read1, read2},
Tproc(reading1) = {read0, read1}, Tproc(reading2) = {read1,
read2}, Tproc(read0) = {reading1}, Tproc(read1) = {reading2},
Tproc(read2) = {read2},
Dproc(reading1) = Dproc(reading2) = [1, 2], Dproc(read0) =
Dproc(read1) = Dproc(read2) = [2, 3];
• Vtransm = {send},
Ttransm(send) = {send},
Dtransm(send) = [2, 5].
The temperature sensor alternates between the two states ready and
not_ready. In the former, it senses the temperature of the environment
and possibly sends the temperature value to the processing unit. The pur-
pose of the processing unit is receiving two temperature samples from the
sensor, and sending the average value to the data transmission unit. While
in state readi , for i = 0, 1, 2, it has read i samples. While in readingj ,
for j = 1, 2, it is attempting to read the j-th sample. A reading is possible
only if the sensor and the processing unit are synchronized: a time interval
(token) with value readingj has to contain (Allen relation, see Table 1.1)
a token ready. Analogously, the processing unit can send data to the
transmitter only if a token with value send contains one with value read2.
The sensor starts in state not_ready. This is specified by the trigger-less
rule ⊤ → ∃o[xtemp = not_ready].o ≤s[0,0] 0. The processing unit starts in
state reading1: ⊤ → ∃o[xproc = reading1].o ≤s[0,0] 0. (Recall that trigger-
less rules may also contain singular intervals at no extra computational
cost.) The goal of the system is encoded by the rule ⊤ → ∃o1[xproc =
read2]∃o2[xtransm = send].(o2 ≤s,s[0,+∞[ o1 ∧ o1 ≤e,e[0,+∞[ o2).
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Figure 8.5: Example of computation for the defined system
236 ⋄ Chapter 8. Interval-based system models: timelines
Let us now encode the fact that the sensor and the processing unit must
be synchronized for the latter to receive a temperature sample. We assume
the next simple trigger rule to be interpreted under the future semantics.
o[xproc = reading1] → (∃o1[xproc = read0].o ≤e,s[0,1] o1)∨
(∃o2[xproc = read1]∃o3[xtemp = ready].o ≤e,s[0,1] o2 ∧ o3 ≤e,e[0,+∞[ o). (8.1)
Let us observe that, due to the future semantics, the token (referenced by
the name) o starts no later than o3: this with the interval atom o3 ≤e,e[0,+∞[ o
force the contains Allen relation between o and o3. An analogous rule can
be written for the second temperature sample (where xproc = reading2).
In Figure 8.5 we show an example of plan/computation for the system
described by P = ({xtemp,xproc,xtransm},R).
Let us now specify some properties in MITL (more precisely, MITL(0,∞))
to check on the system model. The idea is that such properties must hold
true over all possible computations (plans) of the described system, in order
for the MC problem to be satisfied.
• G<2 ¬ψ (s, ready). This property holds true in any system computa-
tion, as the sensor does not ever get ready by 2 seconds;
• F≤8 ψ (s, read1). This property is not true in all computations (but it
is, e.g., in the one of Figure 8.5), because the sensor and the processing
unit may synchronize for the first time after 8 seconds;
• F≥0
(
ψ (s, ready) ∧ (⊤U>0 ψ (s, ready))
)
. This property holds true
in any system computation, since the system guarantees, after some
time, to eventually send the data via the transmitter. In order for
this to happen, the sensor must become ready (at least) twice.
• G≥0
(
ψ (s, read1) → F≤3 ψ (s, read2)
)
. This property is not true in all
computations as the processing unit, after reading the first sample,
may not be able to read the second one by 3 time units (e.g., when
the transmitter and the processing unit do not synchronize as soon
as possible).
• G≥0
(
ψ (s, reading1)∧(EqTime(ψ (s, ready))∨pastsready)→F≤2ψ (s, read1)
) .
We recall that the proposition letter pastsready is true at the time it is
interpreted if there is a past token for xtemp with value ready starting
at the same timestamp. The formula considers a situation where a
token with value reading1 starts together with a token ready. The
property expressed by the formula is not true in general, as either
(i) the token reading1 may not contain the token ready, hence
xproc will not move to the state read1 by 2 time units, or (ii) the
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token reading1 is followed by a token read0. As for the latter case,
the system description rule (8.1) states that if there is a transition
from state reading1 to read1, then the processing unit and the
sensors must have synchronized. However, the converse implication
need not hold: the two component may fail to communicate anyway
(the processing unit remaining in read0).
Let us now formally define the MC problem forMITL formulas over timelines.
As shown in the proof of Theorem 8.3.5, given a system model Psys = (SV ,R),
it is possible to build a TA Asys that accepts all and only the encodings wΠ of
multi-timelines Π of SV satisfying all the rules in R.
Definition 8.6.2 (Model checking). Given a system model Psys = (SV ,R)
and aMITL formula φ over AP , the MC problem forMITL formulas over
timelines is to decide whether or not LT (Asys) ⊆ LT (φ).
We recall that [AFH96] given aMITL (resp.,MITL(0,∞)) formulaψ , where N
is the number of distinct subformulas of ψ , and K the largest integer constant
appearing inψ , we can build a TA Aψ accepting the models ofψ , with O(2N ·K )
(resp., O(2N )) states, O(N · K) (resp., O(N )) clocks, and maximum constant O(K).
Deciding its emptiness requires space logarithmic in the number of states of Aψ
and polynomial in the number of clocks and in the length of the encoding of K ,
hence exponential (resp., polynomial) space.
To decide if LT (Asys) ⊆ LT (φ), we check whether LT (Asys) ∩ LT (A¬φ ) = ∅
by making the intersection A∧ of Asys and A¬φ , and checking for emptiness
of its timed language. The size of A∧ is polynomial in those of Asys and A¬φ .
Moreover Asys, A¬φ and A∧ can be built on the fly, and the emptiness test can
be done without explicitly constructing them as well. The next result follows
by these observations and by Theorem 8.3.5.
Theorem 8.6.3. The MC problem forMITL formulas over timelines, with
simple future trigger rules and non-singular intervals, is in EXPSPACE.
The MC problem forMITL(0,∞) formulas over timelines, with simple future
trigger rules and intervals in Intv(0,∞), is in PSPACE.
Clearly, EXPSPACE- and PSPACE-completeness of the above MC problems
follow by the underlying future TP problems.
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8.7 Conclusions
In this chapter we started by considering the timeline-based planning problem (TP)
over dense temporal domains. Timelines have been fruitfully used in temporal
planning for quite a long time to describe planning domains. Having recourse to
dense time is important for expressiveness: in this way one can express interval-
based properties of planning domains, can abstract from unnecessary (or even
“forced”) details often artificially added due to the necessity of discretizing time, and
can suitably represent actions with duration, accomplishments and temporally ex-
tended goals. Since TP turns out to be undecidable in its general form, we identified
and studied “intermediate” decidable cases of the problem, which enforce forms of
synchronization rules having lower expressive power than that of general ones.
The final purpose of the chapter is however exploiting timelines as system
descriptions/models, which are checked against properties specified in the logic
MITL (which replaces HS, in that timed extensions of the latter are not available
in literature). TP is a sort of “necessary condition” for timeline-based MC: TP boils
down to a feasibility check of the system description; moreover MC can easily
be solved once TP has, as both timelines and the property specification language
MITL can be translated into timed automata [AD94], which have been studied for a
long time and are at the basis of well-knownmodel checkers (e.g., Uppaal [LPY97]).
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9
Conclusions
The main topic of this thesis is the MC problem for the interval temporallogic HS. The first results we have established regard HS under the homo-geneous semantics, interpreted over finite Kripke structures: on one hand,
we have shown the decidability of the problem in nonelementary time, and on
the other, its EXPSPACE-hardness. Then, we have studied many HS fragments
under the homogeneity assumption, proposing, for each of these, ad-hoc MC
algorithms that rest on concepts and techniques different from one another (e.g.,
small model properties, trace contractions, Boolean circuits with oracles, finite
state automata,. . . ). The complexity of the MC problem for them ranges from
EXPSPACE down to PSPACE and to some of the lowest levels of the polynomial
time hierarchy. Still under homogeneity, we have studied the expressive power of
three semantic variants ofHS: we have compared such variants among themselves,
and to the standard point-based logics LTL, CTL and CTL∗.
Homogeneity readily enables us to interpret HS formulas over Kripke struc-
tures, which are inherently point-based models; however, it limits the expressive
power of HS. The first way of relaxing such an assumption, while still having
Kripke structures as system models, is by adding regular expressions into HS
formulas, in place of vanilla proposition letters. This gives us a means of selecting
some traces fulfilling specific propositional patterns, and avoiding all the oth-
ers. By an automata-theoretic approach, we have shown that MC for full HS
extended with regular expressions retains the same complexity upper and lower
bounds as those of the homogeneous case. As for the analyzed HS fragments,
some of them, when extended with regular expressions, feature an increased
computational complexity, while others do not.
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Finally, in the last chapter of the thesis we have replaced Kripke structures by
timelines, a more expressive type of model with dense temporal domain, which
can capture the interval-based behaviour and properties of systems. In order to
finally deal with timeline-based MC, we have first considered the timeline-based
planning problem, identifying suitable restrictions on it, in order to overcome
the undecidability of its general formulation. As for the language for specifying
properties of timelines in MC, we have adopted the logic MITL, which represents
a sort of “compromise solution”, because a timed extension of HS over dense
domains is not available from the literature.
In this thesis we have completely worked out several problems; however, we
now list some issues that remain still open from all previous chapters.
• The first noticeable one is the precise complexity of MC for full HS (and
BE)—with or without regular expressions. We conjecture the problem to be
elementarily decidable (and, maybe, EXPSPACE-complete). The machinery
presented in Chapter 3 for D does not generalize to BE, and neither do the
results of Section 4.2 on AABBE/AAEBE.
• MC for AABBE and AAEBE under homogeneity is in AEXPpol, but only
known to be PSPACE-hard; hardness derives from that of B/E. We recall
that, conversely, MC for AABBE/AAEBE with regular expressions is com-
plete for AEXPpol (Section 7.3). It is not clear if removing regular expression
from such fragments lowers the complexity from AEXPpol to other classes
“above” PSPACE (or to PSPACE itself).
• MC for A, A, AA, AB, and AE under homogeneity has complexity in between
PNP[O (logn)] and PNP[O (log2 n)]. We do not know if the problem can be solved
by less than O(log2 n) queries to the NP oracle, or a tighter lower bound
can be proved, or both (e.g., Θ(logn log logn) queries may be needed).
• It is not known whether the future timeline-based planning problem with
unrestricted trigger rules is decidable, but we conjecture that this is not
the case. In Section 8.3 decidability has been shown only for simple trigger
rules, as they allow for translation intoMTL/MITL formulas.
Now we would like to conclude the thesis by outlining possible future re-
search directions and themes.
• An interesting problem to study is MC for HS over visibly pushdown sys-
tems (VPS) that, given their infinite state (configuration) space, allow us
to represent infinite state systems, hence enabling us to deal, for instance,
with recursive programs. In this case, HS may be extended with a bind-
ing and an unbinding operator—the former for restricting the valuation
of its argument to the sub-intervals of the current context-interval (each
interval being a computation trace of the VPS), and the latter for removing
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the current binding. Such logic may then be compared, as for its expres-
siveness, to the context-free linear-time LTL extensions CARET [AEM04],
NWTL [AAB+07], and CARET with the within modality [AAB+07].
• The current semantic definition of HS—either with or without regular
expressions—does not allow us to express a meaningful property of in-
tervals, the average. Adding proposition letters in HS such as p≥0.5, having
the intuitive meaning of “p holds true in at least half of the states of the
interval being considered”, would be fairly natural and give the possibility
of expressing a peculiar interval-based property.
• A timed extension of HS over dense domains would be naturally required
by timelines, where time is a fundamental dimension. However, in the
literature, onlymetric extensions ofHS have been proposed over the natural
numbers [BDG+13]. Defining such an extension, and perhaps linking it
with known results regarding other timed logics and/or timed automata, is
an interesting research theme.
• The synthesis problem forHS, a natural evolution of MC, useful, for example,
for the development of digital sequential circuits, has already been studied
in [MS14], where the authors consider AABB and AAB (with an equivalence
relation). Synthesis for such fragments is either decidable and non-primitive
recursive-hard, or undecidable (depending on the underlying linear orders).
Thus, suitable restrictions should be identified on the fragments, on the
semantics, and/or on the models, in order for the results to be useful for
practical purposes.
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A.1 Proof of Lemma 3.3.3
Lemma (3.3.3). Let G = (PS,L). G is a fulfilling homogeneous compass
φ-structure if and only if, for every pair x ,y ∈ S , we have:
• L(x ,y − 1)L(x + 1,y) Dφ L(x ,y) if x < y, and
• ReqD (L(x ,y)) = ∅ if x = y.
Proof. (⇒) Let us consider x ,y ∈ S . First we note that, since G is fulfilling, it
must be ReqD (L(x ,y)) = ∅ whenever x = y. Otherwise, if x < y, we consider
the labelings L(x ,y − 1) and L(x + 1,y). By the homogeneity property of Defi-
nition 3.2.8, L(x ,y) ∩ AP = L(x ,y − 1) ∩ L(x + 1,y) ∩ AP : the first condition of
Definition 3.3.1 holds. Moreover, since G is fulfilling, for everyψ ∈ ReqD (L(x ,y))
we have that eitherψ ∈ L(x ,y − 1), orψ ∈ L(x + 1,y), orψ ∈ L(x ′,y ′) for some
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x < x ′ ≤ y ′ < y. In the first two casesψ ∈ ObsD (L(x ,y − 1)) ∪ ObsD (L(x + 1,y)).
As for the last case, by Lemma 3.2.5, ObsD (L(x ′,y ′)) ⊆ ReqD (L(x ,y − 1))
and ObsD (L(x ′,y ′)) ⊆ ReqD (L(x + 1,y)), hence ψ ∈ ReqD (L(x ,y − 1)) and
ψ ∈ ReqD (L(x + 1,y)). We can conclude that ReqD (L(x ,y)) ⊆ ObsD (L(x ,y −
1))∪ObsD (L(x + 1,y))∪ReqD (L(x ,y − 1))∪ReqD (L(x + 1,y)). The converse in-
clusion (⊇) follows by Lemma 3.2.5, hence the second condition of Definition 3.3.1
holds. We conclude that L(x ,y − 1)L(x + 1,y) Dφ L(x ,y).
(⇐) Let us consider G = (PS,L) such that, for every pair x ,y ∈ S , x ≤ y, we
have L(x ,y − 1)L(x + 1,y) Dφ L(x ,y) if x < y, and ReqD (L(x ,y)) = ∅ if x = y.
We have to prove that G is a homogeneous fulfilling compass φ-structure.
First, we prove consistency w.r.t. the relation Dφ . Let us show that, for all pairs
of points (x ,y) and (x ′,y ′) with (x ′,y ′) ⊏ (x ,y), we have L(x ,y) Dφ L(x ′,y ′).
The proof is by induction on ∆ = (x ′ − x) + (y − y ′) ≥ 1. If ∆ = 1, either
(x ′,y ′) = (x + 1,y) or (x ′,y ′) = (x ,y − 1). Let us consider (x ′,y ′) = (x + 1,y) (the
other case is symmetric). Since L(x ,y − 1)L(x + 1,y) Dφ L(x ,y), we easily get
thatL(x ,y) Dφ L(x+1,y). If∆ ≥ 2, since (x ′,y ′) ⊏ (x ,y), then (x ′,y ′+1) ⊏ (x ,y)
or (x ′ − 1,y ′) ⊏ (x ,y). We only consider (x ′ − 1,y ′) ⊏ (x ,y), being the other
case symmetric. By the inductive hypothesis, L(x ,y) Dφ L(x ′ − 1,y ′). Since
L(x ′ − 1,y ′ − 1)L(x ′,y ′) Dφ L(x ′ − 1,y ′), we have L(x ′ − 1,y ′) Dφ L(x ′,y ′).
Let us observe that Dφ is a transitive relation, and thus L(x ,y) Dφ L(x ′,y ′).
We now show that G is fulfilling. We prove that for every point (x ,y) ∈ PS
and for every ψ ∈ ReqD (L(x ,y)), there exists (x ′,y ′) ∈ PS, (x ′,y ′) ⊏ (x ,y)
such that ψ ∈ L(x ′,y ′). The proof is by induction on y − x ≥ 0. If x = y, we
have ReqD (L(x ,y)) = ∅, hence the thesis holds vacuously. If y − x ≥ 1, since
L(x ,y−1)L(x+1,y) Dφ L(x ,y), we have ReqD (L(x ,y)) = ReqD (L(x ,y−1))∪
ReqD (L(x + 1,y))∪ObsD (L(x ,y − 1))∪ObsD (L(x + 1,y)). Ifψ ∈ ObsD (L(x ,y −
1)) ∪ ObsD (L(x + 1,y)), the thesis is verified. Ifψ ∈ ReqD (L(x + 1,y)) (the case
ψ ∈ ReqD (L(x ,y−1)) is symmetric and thus omitted), by the inductive hypothesis,
ψ ∈ L(x ′′,y ′′) for some (x ′′,y ′′) ⊏ (x + 1,y) ⊏ (x ,y).
It remains to prove that G is homogeneous. We have to show that, for every
(x ,y) ∈ PS and every p ∈ AP , p ∈ L(x ,y) if and only if for every point (x ′,x ′),
with x ≤ x ′ ≤ y, we have p ∈ L(x ′,x ′). The proof is by induction on the length
of the interval (x ,y). If x = y the property trivially holds. Let us consider now
y − x > 0 (inductive step). By the inductive hypothesis, since (x + 1,y) and
(x ,y − 1) are shorter than (x ,y), we have p ∈ L(x + 1,y) (resp., p ∈ L(x ,y − 1))
if and only if, for every (x ′,x ′) with x + 1 ≤ x ′ ≤ y, (resp., x ≤ x ′ ≤ y − 1),
p ∈ L(x ′,x ′). Thus p ∈ L(x + 1,y) ∩ L(x ,y − 1) if and only if for every (x ′,x ′)
with x ≤ x ′ ≤ y, p ∈ L(x ′,x ′). Since L(x + 1,y)L(x ,y − 1) Dφ L(x ,y), we have
L(x ,y) ∩ AP = L(x + 1,y) ∩ L(x ,y − 1) ∩ AP . Therefore p ∈ L(x ,y) if and only
if for every (x ′,x ′), with x ≤ x ′ ≤ y, we have p ∈ L(x ′,x ′). □
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A.2 Proof of Lemma 3.3.5
Lemma (3.3.5). Let G = (PS,L) be a fulfilling homogeneous compass
φ-structure. For every y ∈ S , rowy is a φ-row.
Proof. Let rowy = L(y,y)m0L(y−m0,y)m1 · · · L(y−∑0≤i<nmi ,y)mn where, for
every 0 ≤ j ≤ n, L(y −∑0≤i<jmj ,y)mj is a maximal substring of identical atoms
(note that any rowy can be represented w.l.o.g. in this way, formi > 0). Since
(y,y) ⊏ . . . ⊏ (0,y), by Lemma 3.2.5, ReqD (L(y,y)) ⊆ ReqD (L(y −m0,y)) ⊆
. . . ⊆ ReqD (L(y −∑0≤i<nmi ,y)). Moreover, by homogeneity, (L(y,y) ∩ AP ) ⊇
(L(y −m0,y) ∩ AP ) ⊇ . . . ⊇ (L(y −∑0≤i<nmi ,y) ∩ AP ). By maximality, L(y −∑
0≤i<jmi ,y) , L(y−
∑
0≤i<j−1mi ,y) for every 0 < j ≤ n, and thus, sinceφ-atoms
are uniquely determined by a pairR ⊆ REQφ and P ⊆ AP which are monotonically
arranged, we can conclude that L(y − ∑0≤i<jmi ,y) , L(y − ∑0≤i<j′mi ,y) for
every j ′ < j. Now we prove that mj = 1 if L(y − ∑0≤i<jmi ,y) is irreflexive.
By contradiction let us suppose thatmj > 1; then L(y −∑0≤i<jmi ,y) = L(y −
(∑0≤i<jmi ) − 1,y). Since L(y − (∑0≤i<jmi ) − 1,y) Dφ L(y −∑0≤i<jmi ,y), then
L(y−∑0≤i<jmi ,y) is reflexive (contradiction). Finally we haveReqD (L(y,y)) = ∅,
as G is fulfilling. □
A.3 Proof of Lemma 3.3.7
Lemma (3.3.7). Let G = (PS,L), with ReqD (L(x ,x)) = ∅ for all (x ,x) ∈
PS. G is a fulfilling homogeneous compass φ-structure if and only if, for each
0 ≤ y < |S | − 1, rowy rowφ rowy+1.
Proof. (⇒) By Lemma 3.3.5, the rows row0, . . . , row |S |−1 of G are φ-rows. By
Lemma 3.3.3, for every 0 ≤ x ≤ y, L(x ,y)L(x + 1,y + 1) Dφ L(x ,y + 1). Since
L(x ,y) = rowy (y−x), L(x +1,y+1) = rowy+1((y+1)− (x +1)), and L(x ,y+1) =
rowy+1((y + 1) − x), we can conclude that rowy rowφ rowy+1.
(⇐) Since for each 0 ≤ y < |S | − 1, rowy rowφ rowy+1, we have that for
all 0 ≤ i ≤ y, rowy (i)rowy+1(i) Dφ rowy+1(i + 1), namely, L(y − i,y)L(y + 1 −
i,y + 1) Dφ L(y − i,y + 1). Let x = y − i , for 0 ≤ x ≤ y. We get L(x ,y)L(x +
1,y + 1) Dφ L(x ,y + 1). By Lemma 3.3.3, G is a fulfilling homogeneous compass
φ-structure. □
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A.4 Proof of Theorem 3.4.3
Theorem (3.4.3). Given a finite Kripke structure K = (AP , S, R, µ, s0) and
a D formula φ, there exists an initial trace ρ of K such that K , ρ |= φ if and
only if there exists a path inGφ∼K = (Γ,Ξ) from some node (s0, [row]∼) ∈ Γ
to some node (s, [row ′]∼) ∈ Γ such that:
1. there exists row1 ∈ [row]∼ with |row1 | = 1, and
2. there exists row2 ∈ [row ′]∼ with φ ∈ row2(|row2 | − 1).
Proof. Preliminarily we observe that, in (1.), if |row1 | = 1, then {row1} = [row]∼;
moreover, in (2.), if for row2 ∈ [row ′]∼ we have φ ∈ row2[|row2 | − 1], then for
any row ′2 ∈ [row ′]∼ we have φ ∈ row ′2[|row ′2 | − 1].
(⇒) Let us consider an initial trace ρ such that K , ρ |= φ, hence, by Proposi-
tion 3.4.2, φ ∈ L(0, |ρ | − 1) in the fulfilling homogeneous compass φ-structure
induced by ρ, G(K ,ρ) = (PS,L). By Lemmata 3.3.5 and 3.3.7, L(0, 0) rowφ
row1 rowφ · · · rowφ row |ρ |−1, and φ ∈ row |ρ |−1[|ρ | − 1]. By definition of (φ∼
K )-graph, (ρ(0), [L(0, 0)]∼) Ξ→ (ρ(1), [row1]∼) Ξ→ · · · Ξ→ (ρ(|ρ |−1), [row |ρ |−1]∼) is
a path in G(K ,ρ) (since rowy [0]∩AP =µ(ρ(y)) for all 0≤y< |ρ |) satisfying (1.), (2.).
(⇐) Let us assume there is a path (s0, [row0]∼) Ξ→ (s1, [row1]∼) Ξ→ · · · Ξ→
(sm , [rowm]∼) in the (φ∼K )-graph Gφ∼K = (Γ,Ξ), satisfying (1.) and (2.). Hence,
by definition of (φ∼K )-graph, ρ=s0s1 · · · sm is an (initial) trace, [row0]∼ rowφ
· · · rowφ [rowm]∼, and µ(sy ) = rowy [0]∩AP for all 0 ≤ y ≤ m. Applying repeat-
edly Lemma 3.3.12 we get that there is a sequence row ′0 rowφ · · · rowφ row ′m
of φ-rows where row ′0 = row0, for every 0 ≤ j ≤ m, row ′j ∈ [row j ]∼, and
φ ∈ row ′m[|row ′m | − 1]. We observe that, by Definition 3.3.6, |row ′j | = |row ′j−1 | + 1
for 1 ≤ j ≤ m and, since |row ′0 | = 1, we have |row ′j | = j + 1. Let us now de-
fine G = (PS,L) where S = {0, . . . ,m} and L(x ,y) = row ′y [y − x] for every
0 ≤ x ≤ y ≤ m. Note that ReqD (L(y,y)) = ∅ for every 0 ≤ y ≤ m (by definition
of φ-row). By Lemma 3.3.7, G is a fulfilling homogeneous compass φ-structure.
Since µ(sy ) = rowy [0] ∩AP (= L(y,y) ∩AP ) for all 0 ≤ y ≤ m, then G is precisely
the compass φ-structure induced by ρ. Finally, since φ ∈ row ′m[m] = L(0,m), by
Proposition 3.4.2 we can conclude that K , ρ |= φ. □
A.5 PSPACE-Hardness ofMC forD over finite Kri-
pke structures
In this sectionwe prove thePSPACE-hardness ofMC forD over finite Kripke struc-
tures by a reduction from the PSPACE-complete problem of (non-)universality of
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q1start q2 q3a
a
c
b
a
b
Figure A.1: An example of NFA, where q1 is the initial state, and q3 the only final state.
◦
the language of a non-deterministic finite state automaton (NFA) [HK11]. We
refer to Section 7.1 for notation and definitions on NFAs.
Let us consider an NFAA = (Σ,Q,q1,∆, F ), where, for convenience, q1 ∈ Q is
the only initial state. The problem of deciding whether L(A) , ∅ can be solved by
logarithmic working space by means of a non deterministic reachability from the
initial state of A to an accepting state. On the other hand, deciding if L(A) , Σ∗
(namely, deciding if L(A) is non-universal, i.e., there is some wordw ∈ Σ∗ such
that w < L(A)) is more difficult, and it is PSPACE-complete [HK11]. This is
due to the fact that the shortest word not accepted by an NFA can have length
exponential in the number of states of the NFA.
It is well-known that, by a subset construction, we can build from A a DFA
D = (Σ, Q˜, q˜1, δ˜ , F˜ ) such that L(D) = L(A) and Q˜ = 2Q , q˜1 = {q1}. We say
that D is equivalent to A. In order to decide if a word w is accepted by A,
it is then possible to build “on the fly” the computation of D over w from q˜1
(hereafter we will omit “from q˜1”).
For example, let us consider the NFA A of Figure A.1. The computation of
D (its equivalent DFA) over aab is:
(Q1 = {q1}) a→ (Q2 = {q1,q2}) a→ (Q3 = {q1,q2,q3}) b→ (Q4 = {q1,q3}). (A.1)
The word aab is accepted since there exists a final state of A, q3 ∈ Q4 (Q4 is
the state of D reached by the computation). Note that Q1 is the initial state of
D. The computation of D over aac is:
(Q1 = {q1}) a→ (Q2 = {q1,q2}) a→ (Q3 = {q1,q2,q3}) c→ (Q ′4 = {q2}), (A.2)
hence aac is not accepted since Q ′4 does not contain final states of A.
Note that, as a rule, in the computation of D over w , with |w | = n,
Q1
w (0)→ Q2 w (1)→ · · · w (n−2)→ Qn w (n−1)→ Qn+1,
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we have that the A-state q belongs to Qi , for 0 ≤ i ≤ n, if and only if there
exists some computation of A over w ,
q1
w (0)→ q2 w (1)→ · · · w (n−2)→ qn w (n−1)→ qn+1,
where q = qi . Moreover, if some q ∈ Qi then all q′ ∈ ∆(q,w(i − 1)) must
be in Qi+1. Conversely, if some q′ ∈ Qi+1 then it has to exist some q ∈ Qi
such that q′ ∈ ∆(q,w(i − 1)).
We are ready to reduce the PSPACE-complete problem of (non-)universality
of the language of an NFA to the MC problem for D over finite Kripke structures,
proving that the latter is PSPACE-hard.
Given an NFA A = (Σ,Q,q1,∆, F ), we build the Kripke structure KA =
(AP , S, R, µ, s0), where:
• S = {q⊤i ,q⊥i ,q′⊤i ,q′⊥i | i = 1, . . . , |Q |} ∪ {x1,x2,v1,v2,v ′1,v ′2, qˆ1⊤, qˆ2⊥, . . . ,
qˆ |Q |
⊥} ∪ Σ;
• s0 = v ′1;
• AP = {qi ,q′i | i = 1, . . . , |Q |} ∪ Σ ∪ {e1, e2, f1, f2};
• µ(qi⊤)=µ(q′i⊤)=AP , µ(qi⊥)=AP \ {qi }, µ(q′i⊥)=AP \ {q′i }, for 1 ≤ i ≤ |Q |;
µ(a) = AP \ (Σ \ {a}) for a ∈ Σ;
µ(x1) = AP \ {e1}, µ(x2) = AP \ {e2}, µ(v1) = µ(v ′1) = AP \ { f1}, µ(v2) =
µ(v ′2) = AP \ { f2};
µ(qˆ1⊤) = AP , µ(qˆ2⊥) = AP \ {q2},. . . , µ(qˆ |Q |⊥) = AP \ {q |Q |}.
The edges R of KA can easily be deduced from Figure A.2, which is an ex-
ample of Kripke structure built for an NFA with set of states Q = {q1,q2,q3},
and alphabet Σ = {a,b, c}.
The idea is that the computation of D on a word, say aab, which we have
already seen in (A.1), should be represented by the following initial trace of KA :
v ′1v
′
2 (qˆ1⊤qˆ2⊥qˆ3⊥)                  
Q1
ax1x2 (q′1⊤q′2⊤q′3⊥)                  
Q ′2
· · ·
v1v2 (q1⊤q2⊤q3⊥)                  
Q2
ax1x2 (q′1⊤q′2⊤q′3⊤)                  
Q ′3
· · ·
v1v2 (q1⊤q2⊤q3⊤)                  
Q3
bx1x2 (q′1⊤q′2⊥q′3⊤)                  
Q ′4
· · ·
v1v2 (q1⊤q2⊥q3⊤)                  
Q4
.
(A.3)
The states v1,v ′1,v2,v ′2,x1,x2 are there only for technical reasons (explained
later). A triple of states (q1∗q2∗q3∗) denoted by Qi , where ∗ stands for ⊤ or ⊥,
A.5. PSPACE-Hardness of MC for D over finite Kripke structures ⋄ 251
q
⊤ 1
q
⊥ 1
q
⊤ 2
q
⊥ 2
q
⊤ 3
q
⊥ 3
ba c
x
1
x
2
q
′⊤ 1
q
′⊥ 1
q
′⊥ 2
q
′⊤ 2
q
′⊤ 3
q
′⊥ 3
v
1
v
2
qˆ
3⊥
qˆ
2⊥
qˆ
1⊤
v
′ 2
v
′ 1
Q
Σ
Q
′
Fi
gu
re
A
.2
:T
he
K
ri
pk
e
st
ru
ct
ur
e
K
A
bu
ilt
fo
r
an
N
FA
w
it
h
se
t
of
st
at
es
Q
=
{q
1,
q
2,
q
3}
an
d
al
ph
ab
et
Σ
=
{a
,b
,c
}
252 ⋄ Appendix A. Proofs and complements of Chapter 3
represents a state of D, reached at the (i − 1)-th step of the computation before
readingw(i−1): we have qj⊤ if qj ∈ Qi , and qj⊥ if qj < Qi . Moreover the subtraces
denoted by Qi and Q ′i must be copies (i.e., qj⊤ ∈ Qi iff q′j⊤ ∈ Q ′i ). In between Qi
andQ ′i+1 in the trace we havew(i − 1) ∈ Σ. The states qˆ1⊤, qˆ2⊥ and qˆ3⊥ of KA are
just “copies” of q1⊤, q2⊥ and q3⊥ respectively, added to ensure that the first state of
the DFA D is Q1 = {q1} (represented by qˆ1⊤qˆ2⊥qˆ3⊥). Finally note that there is an
intuitive match between subtraces and proposition letters satisfied. For example,
KA ,v1v2(q1⊤q2⊤q3⊤)bx1x2(q′1⊤q′2⊥q′3⊤) |=
(q1 ∧ q2 ∧ q3) ∧ (q′1 ∧ ¬q′2 ∧ q′3) ∧ (¬a ∧ b ∧ ¬c).
Let us now come to the formula ΦA , built fromA. We assume the strict seman-
tic variant of D. Preliminarily, we define the following formulas, which exploit
the auxiliary states v1,v ′1,v2,v ′2,x1,x2 in order to “select” some suitable traces:
φtrans = ¬f1 ∧ ¬f2 ∧ [D](f1 ∧ f2) ∧ ⟨D⟩ ⊤,
φcopy = ¬e2 ∧ ¬e1 ∧ [D](e1 ∧ e2) ∧ ⟨D⟩ ⊤.
We can prove that:
• KA , ρ |= φtrans if and only if ρ = v˜2 · · ·v1 andv1,v2 do not occur as internal
states of ρ (where v˜2 can be either v2 or v ′2);
• KA , ρ |= φcopy if and only if ρ = x2 · · · x1 and x1,x2 do not occur as internal
states of ρ.
Moreover the following formulas have an intuitive meaning (in particular
length≥3 is satisfied by a trace ρ if and only if |ρ | ≥ 3):
φr e ject =
⋀
qi ∈F
¬qi ,
length≥3 = ⟨D⟩ ⊤.
The formula ΦA is defined as follows (for the sake of brevity, for qi ,qj ∈ Q
and c ∈ Σ, we denote qj ∈ ∆(qi , c) as (qi , c,qj ) ∈ ∆).
ΦA = [D]
(
φtrans →
( (⋀
(qi ,a,q′j )∈∆
((qi ∧ a) → q′j )
) ∧ (⋀
q′i ∈Q
(q′i →
⋁
(qj ,a,q′i )∈∆
(qj ∧ a))
) ))
                                                                                                                                                                      
(1)
∧
[D] (φcopy →⋀
qi ∈Q
(qi ↔ q′i )
)
                                                          
(2)
∧
(
(e1∧length≥3 ∧ φr e ject )∨⟨D⟩
(
φcopy∧φr e ject
))
                                                                                                                      
(3)
Let us now prove the following lemma.
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Lemma A.5.1. L(A) , Σ∗ if and only if there exists an initial trace ρ of
KA such that KA , ρ |= ΦA .
Proof. (⇒) If L(A) , Σ∗, then there isw < L(A). Therefore the computation of
D overw is not accepting. Let us consider the initial trace ρ of KA encoding such
a computation as explained before, see (A.3). We distinguish two cases:
• w = ε : then we consider ρ = v ′1v ′2qˆ1
⊤qˆ2⊥ · · · qˆ |Q |⊥. No strict subtrace
satisfies φtrans or φcopy , hence conjuncts (1) and (2) are trivially satisfied.
Moreover, since ε < L(A), q1 < F , thus ρ models also e1∧ length≥3∧φr e ject .
• w , ε ; then we consider the initial trace ρ of KA encoding the computation
overw , w.l.o.g. extended with some c ∈ Σ (any symbol is fine), and finally
x1x2: its generic form is ρ = v ′1v ′2qˆ1
⊤qˆ2⊥ · · · qˆ |Q |⊥w(0)(x1x2q′1∗q′2∗ · · ·q′|Q | ∗ ·
v1v2q1
∗q2∗ · · ·q |Q | ∗c)+x1x2, where ∗ is ⊥ or ⊤, and + denotes a positive
number of occurrences of the string in brackets. Every strict subtrace
satisfying φtrans models the right part of the implication in conjunct (1),
which enforces the consistency conditions of a computation. Every strict
subtrace satisfying φcopy features q′i
⊤ if it features qi⊤, and q′i
⊥ if it fea-
tures qi⊥, hence it satisfies
⋀
qi ∈Q (qi ↔ q′i ). Finally, the last part of ρ,
x2q
′
1
∗q′2
∗ · · ·q′|Q | ∗v1v2q1∗q2∗ · · ·q |Q | ∗cx1, models φcopy , and, since w is not
accepted, it also fulfills φr e ject .
Therefore, in both cases, there exists an initial trace ρ such that KA , ρ |= ΦA .
(⇐) Let us assume there exists an initial trace ρ of KA such that KA , ρ |= ΦA .
We distinguish some cases, according to the structure of ρ.
1. ρ = v ′1(v ′2)? (? denotes 0 or 1 occurrences of the string in brackets).
This trace does not model (3), thus it cannot be the trace we are looking for.
2. ρ=v ′1v
′
2qˆ1
⊤qˆ2⊥ · · · qˆj⊥ for j ≥ 1, or ρ=v ′1v ′2qˆ1⊤qˆ2⊥ · · · qˆ |Q |⊥c for some c ∈Σ.
No subtrace satisfies φcopy , thus, by the conjunct (3), ρ models φr e ject .
Hence q1 < F , and ε is rejected by A.
3. ρ = v ′1v
′
2qˆ1
⊤qˆ2⊥ · · · qˆ |Q |⊥cx1(x2)?
This trace does not model the conjunct (3).
4. ρ = v ′1v
′
2qˆ1
⊤qˆ2⊥ · · · qˆ |Q |⊥cx1x2q′1∗q′2∗ · · ·q′j ∗ for j ≥ 1
This trace does not model the conjunct (3).
5. ρ = v ′1v
′
2qˆ1
⊤qˆ2⊥ · · · qˆ |Q |⊥cx1x2q′1∗q′2∗ · · ·q′|Q | ∗v1(v2)?
This trace does not model the conjunct (3).
6. ρ = v ′1v
′
2qˆ1
⊤qˆ2⊥ · · · qˆ |Q |⊥cx1x2q′1∗q′2∗ · · ·q′|Q | ∗v1v2q1∗q2∗ · · ·qj ∗
This trace does not model the conjunct (3).
7. ρ = v ′1v
′
2qˆ1
⊤qˆ2⊥ · · · qˆ |Q |⊥cx1x2q′1∗q′2∗ · · ·q′|Q | ∗v1v2q1∗q2∗ · · ·q |Q | ∗c
This trace does not model the conjunct (3).
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8. ρ = v ′1v
′
2qˆ1
⊤qˆ2⊥ · · · qˆ |Q |⊥cx1x2q′1∗q′2∗ · · ·q′|Q | ∗v1v2q1∗q2∗ · · ·q |Q | ∗cx1
This trace does not model the conjunct (3).
9. ρ = v ′1v
′
2qˆ1
⊤qˆ2⊥ · · · qˆ |Q |⊥c(x1x2q′1∗q′2∗ · · ·q′|Q | ∗v1v2q1∗q2∗ · · ·q |Q | ∗c)+x1x2
We have that, since ρ models the conjunct (1), all adjacent pairs of occur-
rences of q1∗q2∗ · · ·q |Q | ∗ ⇝ q′1∗q′2∗ · · ·q′|Q | ∗ consistently model a transition
of D; moreover all adjacent pairs of occurrences of q′1∗q′2∗ · · ·q′|Q | ∗ ⇝
q1
∗q2∗ · · ·q |Q | ∗ are “copies”. Put all together, a legal computation of D over
some string w is encoded. Finally, by the conjunct (3), a strict subtrace
x2q
′
1
∗q′2
∗ · · ·q′|Q | ∗v1v2q1∗q2∗ · · ·q |Q | ∗cx1 models φr e ject . Thus either w (if
such subtrace is the last one) or one of its prefixes (if it is not the last one)
is rejected by D.
10. ρ = v ′1v
′
2qˆ1
⊤qˆ2⊥ · · · qˆ |Q |⊥c(x1x2q′1∗q′2∗ · · ·q′|Q | ∗v1v2q1∗q2∗ · · ·q |Q | ∗c)+x1x2 ·
q′1
∗q′2
∗ · · ·q′j ∗
In this case and in the following ones, we underline the final part of ρ which
may be “garbage”, namely, it may encode an illegal suffix of a computation,
just because it is not forced to “behave correctly” byΦA . However, since con-
junct (3) is satisfied, a strict subtrace x2q′1
∗q′2
∗· · ·q′|Q | ∗v1v2q1∗q2∗· · ·q |Q | ∗cx1
models φr e ject (and this is not part of the garbage). Thus, as before, some
wordw or one of its prefixes is rejected by D.
11. ρ = v ′1v
′
2qˆ1
⊤qˆ2⊥ · · · qˆ |Q |⊥c(x1x2q′1∗q′2∗ · · ·q′|Q | ∗v1v2q1∗q2∗ · · ·q |Q | ∗c)+x1x2 ·
q′1
∗q′2
∗ · · ·q′|Q | ∗v1
Like the previous case.
12. ρ = v ′1v
′
2qˆ1
⊤qˆ2⊥ · · · qˆ |Q |⊥c(x1x2q′1∗q′2∗ · · ·q′|Q | ∗v1v2q1∗q2∗ · · ·q |Q | ∗c)+x1x2 ·
q′1
∗q′2
∗ · · ·q′|Q | ∗v1v2
Like case 9., but a prefix of w is necessarily rejected, such that ρ encodes
the computation of D overw .
13. ρ = v ′1v
′
2qˆ1
⊤qˆ2⊥ · · · qˆ |Q |⊥c(x1x2q′1∗q′2∗ · · ·q′|Q | ∗v1v2q1∗q2∗ · · ·q |Q | ∗c)+x1x2 ·
q′1
∗q′2
∗ · · ·q′|Q | ∗v1v2q1∗q2∗ · · ·qj ∗,
ρ = v ′1v
′
2qˆ1
⊤qˆ2⊥ · · · qˆ |Q |⊥c(x1x2q′1∗q′2∗ · · ·q′|Q | ∗v1v2q1∗q2∗ · · ·q |Q | ∗c)+x1x2 ·
q′1
∗q′2
∗ · · ·q′|Q | ∗v1v2q1∗q2∗ · · ·q |Q | ∗c,
ρ = v ′1v
′
2qˆ1
⊤qˆ2⊥ · · · qˆ |Q |⊥c(x1x2q′1∗q′2∗ · · ·q′|Q | ∗v1v2q1∗q2∗ · · ·q |Q | ∗c)+x1x2 ·
q′1
∗q′2
∗ · · ·q′|Q | ∗v1v2q1∗q2∗ · · ·q |Q | ∗cx1.
All like case 12., just with the addition of final garbage, which is not consid-
ered, since it is not part of a strict subtrace satisfying φcopy .
Thus, in all possible (legal) cases, some string is rejected by D (and by A). □
It follows that L(A) = Σ∗ if and only if KA |= ¬ΦA . Since also the problem of
universality of the language of an NFA is PSPACE-complete (because PSPACE is
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closed under complement), and both KA and ΦA can be generated in polynomial
time, we have proved the following.
Theorem A.5.2. The MC problem for D formulas over finite Kripke struc-
tures is PSPACE-hard (under polynomial-time reductions).
By slightly modifying ΦA , we can adapt the proof to the proper variant of D.
A.6 PSPACE-Hardness of SAT forD over finite lin-
ear orders
In this section we outline a PSPACE-hardness proof for the SAT problem for
D formulas over finite linear orders.
The construction mimics that of Sections 3.2 and 3.3 of [MM14], in which the
authors show that it is possible to build a formula Ψ of D which encodes accepting
computations of an NFA. More precisely the set of letters of Ψ equals the union of
the alphabet of the NFA and the set of its states (plus some auxiliary letters, to
enforce the “orientation” in the linear order, something thatD is unaware of), andΨ
is satisfied by all and only the models such that the point-intervals are labeled with
an accepting computation of the NFA over the word written in its point-intervals.
The idea is then to exploit Ψ to encode the Kripke structure of the previous
section, thus getting a reduction from the problem of non-universality of the
language of an NFA to the SAT problem for D. As a matter of fact, a Kripke
structure can be regarded as a trivial NFA over a unary alphabet, say {a}, such
that all the states are final, as we are interested only in the structure of traces (i.e.,
any word/trace is accepted under the only constraint that it exists in the structure).
By an easy adaptation of the results of Sections 3.2 and 3.3 of [MM14] we
get the following.
Proposition A.6.1. Given a Kripke structure K = (AP , S, R, µ, s0) devoid
of self-loops, there exists a D formula ΨK whose set of proposition letters is
AP ∪ S ∪ Aux—being Aux a set of auxiliary letters—such that any finite
linear order satisfying ΨK represents an initial trace of K . Moreover ΨK is
polynomial in the size of K .
Every linear order satisfying ΨK features states of K labeling point-intervals
(exactly one state for each point). Moreoverwe can easily force, for each occurrence
of some state s of K along the order, the set of letters µ(s) to hold on the same
position (point). The structure K in Proposition A.6.1 must not feature self-loops
for a technical reason: by fulfilling this requirement, there is no way for a state of
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K to “span” (by homogeneity) more than one point in a linear order satisfying ΨK .
We observe that in [MM14] the authors do not assume homogeneity; however
homogeneity does not cause problems in our construction, as, intuitively, all the
significant properties stated by ΨK are related to point-intervals.
Let us observe that the Kripke structure of the previous section does not
contain self-loops. By Lemma A.5.1, the language of an NFA A is non-universal
if and only if there exists an initial trace ρ such that KA , ρ |= ΦA (the Kripke
structure and formula built from A in the previous section), if and only if (by
Proposition A.6.1 applied to KA) the formula ΨKA ∧ ΦA is satisfiable. We have
proved the following result.
Theorem A.6.2. The SAT problem for D formulas over finite linear orders
is PSPACE-hard.
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B.1 Proof of Lemma 4.1.7
Lemma (4.1.7). Letψ be an AAEE formula, K be a finite Kripke structure,
and σ ∈ TrcK . Then, Check(K ,ψ ,σ ) = 1 if and only if K ,σ |= ψ .
Proof. The proof is by induction on the structure ofψ . The base case whereψ = p,
for some p ∈ AP , directly follows from the definition (line 2 of Algorithm 4.2).
The cases in which ψ = ¬φ and ψ = φ1 ∧ φ2 are also trivial and thus omitted.
We focus on the remaining cases.
• ψ = ⟨A⟩ φ. If K ,σ |= ψ , then there exists a trace ρ ∈ TrcK such that
lst(σ ) = fst(ρ) andK , ρ |= φ. By Theorem 4.1.5, there exists a trace π ∈ TrcK ,
with |π | ≤ |S | · (|φ ′ | + 1)2 and fst(π ) = fst(ρ)(= lst(σ )), such that K ,π |= φ ′,
where φ ′ is the NNF of φ. Thus, being |π | ≤ |S | · (2|φ | + 1)2, such trace
π is considered in the for-loop at line 12. By the inductive hypothesis,
Check(K ,φ,π ) = 1 and thus Check(K ,ψ ,σ ) = 1.
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Vice versa, if Check(K ,ψ ,σ ) = 1, then there exists a trace π ∈ TrcK , with
lst(σ ) = fst(π ), such that Check(K ,φ,π ) = 1. By the inductive hypothesis,
K ,π |= φ, hence K ,σ |= ψ .
• ψ = ⟨A⟩ φ is analogous to the previous case.
• ψ = ⟨E⟩ φ. If K ,σ |= ψ , there exists a trace π ∈ Suff(σ ) such that K ,π |= φ.
By the inductive hypothesis, Check(K ,φ,π ) = 1. Since all the proper
suffixes of σ are checked (line 17), Check(K ,ψ ,σ ) = 1.
Vice versa, if Check(K ,ψ ,σ ) = 1, then for some π ∈ Suff(σ ), it holds that
Check(K ,φ,π ) = 1. By the inductive hypothesis K ,π |= φ implying that
K ,σ |= ψ .
• ψ = ⟨E⟩ φ. If K ,σ |= ψ , then there exists a trace ρ ∈ TrcK , with |ρ | ≥ 2,
such that K , ρ ⋆ σ |= φ. By Theorem 4.1.5, there exists a trace π ∈ TrcK
induced by ρ, with |π | ≤ |S | · (|φ ′ | + 1)2, such that K ,π ⋆σ |= φ ′, where φ ′
is the NNF of φ. Such trace π is considered in the for-loop at line 22, since
|π | ≤ |S | · (2|φ | + 1)2 and |π | ≥ 2 as it is induced by ρ. By the inductive
hypothesis, Check(K ,φ,π ⋆ σ ) = 1 implying that Check(K ,ψ ,σ ) = 1.
Vice versa, if Check(K ,ψ ,σ ) = 1, then there exists a trace π ∈ TrcK , with
|π | ≥ 2, such that Check(K ,φ,π ⋆ σ ) = 1. By the inductive hypothesis,
K ,π ⋆ σ |= φ, hence K ,σ |= ψ . □
B.2 Proof of Lemma 4.1.8
Theorem (4.1.8). Let ψ be an AAEE formula and K be a finite Kripke
structure. Then, ModCheck(K ,ψ ) = 1 if and only if K |= ψ .
Proof. (⇐) If K |= ψ then, for all initial traces ρ ∈ TrcK , we have that K , ρ |= ψ .
By Lemma 4.1.7, it follows that Check(K ,ψ , ρ) = 1. Now, since the for-loop at
line 1 considers a subset of the initial traces, it holds that ModCheck(K ,ψ ) = 1.
(⇒) If ModCheck(K ,ψ ) = 1, then, for any initial trace ρ considered by the
for-loop at line 1, that is, with |ρ | ≤ |S | · (2|ψ | + 3)2, it holds that Check(K ,ψ , ρ) =
1. Let us assume by contradiction that K ̸ |= ψ , that is, there exists an initial
trace ρ ′ ∈ TrcK such that K , ρ ′ |= ¬ψ , or, equivalently, K , ρ ′ |= ψ , where ψ
is the NNF of ¬ψ . Thus, by Theorem 4.1.5, there exists an initial trace σ , with
|σ | ≤ |S | · (|ψ | + 1)2 ≤ |S | · (2|ψ | + 3)2, such that K ,σ |= ψ , namely, K ,σ ̸ |= ψ .
By Lemma 4.1.7, it holds that Check(K ,ψ ,σ ) = 0, leading to a contradiction and
proving that K |= ψ . □
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Figure B.1: The finite Kripke structure K x,y,zQBF .
◦
B.3 PSPACE-hardness of MC for B and E
In this section, we prove that the MC problem for formulas of B and of E, over
finite Kripke structures, is PSPACE-hard by means of a reduction from the QBF
problem, that is, the problem of determining the truth of a fully-quantified Boolean
formula in prenex normal form, which is known to be PSPACE-complete (see, for
example, [Sip12]). The proof for B can easily be modified to show the PSPACE-
hardness of the symmetric fragment E.
Let ψ = QnxnQn−1xn−1 · · ·Q1x1ϕ(xn ,xn−1, . . . ,x1) be a quantified Boolean
formula where, for i = 1, . . . ,n,Qi ∈ {∃,∀} and ϕ(xn ,xn−1, . . . ,x1) is a quantifier-
free Boolean formula over the set of variables Var = {xn , . . . ,x1}. We define a
Kripke structure K VarQBF , whose initial traces represent all the possible assignments
to the variables ofVar . For each variable x ∈ Var , K VarQBF features a pair of states s⊤x
and s⊥x , that represent a ⊤ and ⊥ truth assignment to x , respectively. An example
of K VarQBF , with Var = {x ,y, z}, is given in Figure B.1.
Formally, let K VarQBF = (AP , S, R, µ, s0), where:
• AP = Var ∪ {t} ∪ {x˜i | 1 ≤ i ≤ n};
• S = {sℓxi | 1 ≤ i ≤ n, ℓ ∈ {⊥,⊤}} ∪ {s0, sink};
• if n = 0, R = {(s0, sink), (sink, sink)};
if n > 0, R = {(s0, s⊤xn ), (s0, s⊥xn )} ∪ {(sℓxi , smxi−1 ) | ℓ ,m ∈ {⊥,⊤}, 2 ≤ i ≤
n} ∪ {(s⊤x1 , sink), (s⊥x1 , sink), (sink, sink)}.
• µ(s0) = Var ∪ {t} ∪ {x˜i | xi ∈ Var };
for all 1 ≤ i ≤ n, µ(s⊤xi ) = Var ∪ {x˜ j | 1 ≤ j ≤ i} and µ(s⊥xi ) = (Var \ {xi }) ∪{x˜ j | 1 ≤ j ≤ i};
µ(sink) = Var .
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The QBF formula ψ is reduced to the B formula ξ = t → ξn , where
ξi =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ϕ(xn ,xn−1, . . . ,x1) if i = 0
⟨B⟩ (x˜i ∧ ξi−1) if i > 0 and Qi = ∃
[B] (x˜i → ξi−1) if i > 0 and Qi = ∀ .
Note that both K VarQBF and ξ can be built in polynomial time. In Theorem B.3.2, we
shall show the correctness of the reduction, i.e., thatψ is true iff K VarQBF |= ξ . As a
preliminary step, we introduce some technical definitions and an auxiliary lemma.
Given a Kripke structure K = (AP , S, R, µ, s0) and a B formula χ , we de-
note by pℓ(χ ) the set of proposition letters occurring in χ and by K |pℓ(χ ) the
structure obtained from K by restricting the labelling of each state to pℓ(χ ),
namely, the Kripke structure (AP , S, R, µ, s0), where AP = AP ∩ pℓ(χ ) and µ(s) =
µ(s) ∩ pℓ(χ ), for all s ∈ S .
Moreover, for v ∈ S , we denote by reach(K ,v) the subgraph of K induced
by the states reachable from v , namely, the Kripke structure (AP , S ′, R′, µ ′,v),
where S ′ = {s ∈ S | there exists ρ ∈ TrcK with fst(ρ) = v and lst(ρ) = s},
R′ = R ∩ (S ′ × S ′), and µ ′(s) = µ(s), for all s ∈ S ′.
As usual, we say that two Kripke structures K = (AP , S, R, µ, s0) and K ′ =
(AP ′, S ′, R′, µ ′, s ′0) are isomorphic (written K ∼ K ′) if and only if there is a bi-
jection f : S → S ′ such that
• f (s0) = s ′0;
• for all u,v ∈ S , (u,v) ∈ R ⇐⇒ (f (u), f (v)) ∈ R′;
• for all v ∈ S , µ(v) = µ ′(f (v)).
Finally, if AK = (AP , I,AI,BI,EI,σ ) is the abstract interval model induced by a
Kripke structure K and ρ ∈ TrcK , we denote σ (ρ) by L(K , ρ).
Let K and K ′ be two Kripke structures. The following lemma, which is an
immediate consequence of Lemma 1 of [MMP15a], states that, for any B for-
mula ψ , if the same set of proposition letters, restricted to pℓ(ψ ), holds over
two traces ρ ∈ TrcK and ρ ′ ∈ TrcK ′ , and the subgraphs consisting of the states
reachable from, respectively, lst(ρ) and lst(ρ ′) are isomorphic, then ρ and ρ ′ are
equivalent with respect to ψ .
Lemma B.3.1. Given a B formulaψ , two finite Kripke structures
K = (AP , S, R, µ, s0) and K ′ = (AP ′, S ′, R′, µ ′, s ′0),
and two traces ρ ∈ TrcK , ρ ′ ∈ TrcK ′ such that
L(K |pℓ(ψ ), ρ) = L(K ′|pℓ(ψ ), ρ ′)
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and
reach(K |pℓ(ψ ), lst(ρ)) ∼ reach(K ′|pℓ(ψ ), lst(ρ ′)),
it holds that K , ρ |= ψ ⇐⇒ K ′, ρ ′ |= ψ .
Theorem B.3.2. The MC problem for B formulas over finite Kripke struc-
tures is PSPACE-hard (under polynomial-time reductions).
Proof. Let ψ = Qnxn Qn−1xn−1 · · ·Q1x1ϕ(xn ,xn−1, . . . ,x1). We prove by induc-
tion on the number n of variables ofψ thatψ is true if and only if K xn, · · · ,x1QBF |= ξ .
In the following, ϕ(xn ,xn−1, . . . ,x1){xi/υ}, with υ ∈ {⊤,⊥}, denotes the formula
obtained from ϕ(xn ,xn−1, . . . ,x1) by replacing all occurrences of xi by υ. Notice
that K xn,xn−1, · · · ,x1QBF and K
xn−1, · · · ,x1
QBF are isomorphic if restricted to the states s
⊤
xn−1 ,
s⊥xn−1 , · · · , s⊤x1 , s⊥x1 , sink (i.e., the initial parts of both Kripke structures are elim-
inated), and the labelling of states is suitably restricted. Moreover, notice that
only the trace s0 satisfies the proposition letter t in ξ .
Base case (n = 0). In this case,ψ = ϕ(∅) is a Boolean formula devoid of variables.
If ψ is true, then in particular K ∅QBF , s0 |= ϕ(∅) and thus K ∅QBF |= s → ϕ(∅)(= ξ ).
Conversely, if K ∅QBF |= s → ϕ(∅), then K ∅QBF , s0 |= ϕ(∅), and since ϕ(∅) has
no variables, it must be true.
Case n ≥ 1. We first prove that ifψ =QnxnQn−1xn−1· · ·Q1x1ϕ(xn ,xn−1, . . .,x1)
is true, then K xn, · · · ,x1QBF |= ξ .
If Qn = ∃, one possibility is that Qn−1xn−1 · · ·Q1x1ϕ ′(xn−1, . . . ,x1) is true,
where ϕ ′(xn−1, . . . ,x1) = ϕ(xn ,xn−1, . . . ,x1){xn/⊤}. By the inductive hypothesis,
it holds that K xn−1, · · · ,x1QBF |= ξ ′, where ξ ′ = t → ξ ′n−1 and ξ ′n−1 = ξn−1{xn/⊤}.
Thus K xn−1, · · · ,x1QBF , s
′
0 |= ξ ′n−1 (s ′0 is the initial state of the structure K xn−1, · · · ,x1QBF ).
By Lemma B.3.1, K xn, · · · ,x1QBF , s0s
⊤
xn |= ξ ′n−1. Since every right extension of s0sx⊤n
models xn , K xn, · · · ,x1QBF , s0s
⊤
xn |= ξn−1, and thus K xn, · · · ,x1QBF , s0 |= ⟨B⟩(x˜n ∧ ξn−1)(= ξn).
To conclude, K xn, · · · ,x1QBF |= t → ξn(= ξ ). The only other possible case is that
Qn−1xn−1 · · ·Q1x1ϕ ′(xn−1, . . . ,x1) is true, with ϕ ′(xn−1, . . . ,x1) = ϕ(xn ,xn−1, . . . ,
x1){xn/⊥}. As before, it follows that K xn, · · · ,x1QBF , s0s⊥xn |= ξn−1{xn/⊥} and thus
K xn, · · · ,x1QBF , s0 |= ⟨B⟩(x˜n ∧ ξn−1).
Now, let Qn = ∀. Both formulas Qn−1xn−1 · · · Q1x1ϕ(xn ,xn−1, . . . ,x1){xn/⊤}
and Qn−1xn−1 · · ·Q1x1ϕ(xn ,xn−1, . . . ,x1){xn/⊥} are true. By reasoning as in the
existential case, we haveK xn, · · · ,x1QBF , s0s
⊤
xn |= ξn−1 andK xn, · · · ,x1QBF , s0s⊥xn |= ξn−1. Thus,
K xn, · · · ,x1QBF , s0 |= [B](x˜n → ξn−1) and K xn, · · · ,x1QBF |= s → [B](x˜n → ξn−1).
We now prove that if K xn, · · · ,x1QBF |= ξ , then ψ is true.
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IfQn = ∃, then K xn, · · · ,x1QBF , s0 |= ⟨B⟩(x˜n ∧ ξn−1). Thus K xn, · · · ,x1QBF , s0s⊤xn |= ξn−1 or
K xn, · · · ,x1QBF , s0s
⊥
xn |= ξn−1. In the former case, K xn, · · · ,x1QBF , s0s⊤xn |= ξn−1{xn/⊤} (since
every right extension of s0s⊤xn models xn). By Lemma B.3.1, K
xn−1, · · · ,x1
QBF , s
′
0 |=
ξn−1{xn/⊤}, and K xn−1, · · · ,x1QBF |= t → ξn−1{xn/⊤}. By the inductive hypoth-
esis, Qn−1xn−1 · · ·Q1x1ϕ(xn ,xn−1, . . . ,x1){xn/⊤} is true, thus the formula ψ =
∃xnQn−1xn−1 · · ·Q1x1ϕ(xn ,xn−1, . . . ,x1) is true. In the latter case, we symmetri-
cally have thatQn−1xn−1..Q1x1ϕ(xn ,xn−1, . . . ,x1){xn/⊥} is true, thus the formula
ψ = ∃xnQn−1xn−1 · · ·Q1x1ϕ(xn ,xn−1, . . . ,x1) is true.
If Qn = ∀, then K xn, · · · ,x1QBF , s0 |= [B](x˜n → ξn−1). So both K xn, · · · ,x1QBF , s0s⊤xn |=
ξn−1 and K xn, · · · ,x1QBF , s0s
⊥
xn |= ξn−1. By reasoning as in the existential case, both
Qn−1xn−1 · · ·Q1x1ϕ(xn ,xn−1, . . . ,x1){xn/⊤} andQn−1xn−1· · ·Q1x1ϕ(xn ,xn−1, . . . ,
x1){xn/⊥} are true, thusψ = ∀xnQn−1xn−1 · · ·Q1x1ϕ(xn ,xn−1, . . . , x1) is true. □
B.4 Proof of Lemma 4.2.10
Lemma (4.2.10). Let h ≥ 1, ρ be a trace of K , and let i, j be two consecutive
ρ-positions in the h-prefix sampling of ρ. Then, for all ρ-positions n,n′ ∈
[i + 1, j] such that ρ(n) = ρ(n′), it holds that ρ(1,n) and ρ(1,n′) are (h − 1)-
prefix bisimilar.
Proof. The proof is by induction on h ≥ 1.
Base case: h = 1. The 1-prefix sampling of ρ is the prefix-skeleton sam-
pling of ρ in [1, |ρ |]. Hence, being i and j consecutive positions in this sampling,
for each position k ∈ [i, j − 1], there is ℓ ≤ i such that ρ(ℓ) = ρ(k). Since
ρ(n) = ρ(n′), it holds that states(ρ(1,n)) = states(ρ(1,n′)), and thus ρ(1,n) and
ρ(1,n′) are 0-prefix bisimilar.
Inductive step: h > 1. By definition of h-prefix sampling, there are two
consecutive positions i ′, j ′ in the (h − 1)-prefix sampling of ρ such that i, j are
consecutive positions of the prefix-skeleton sampling of ρ(i ′, j ′).
If i = i ′, then j = i + 1, and thus, being n,n′ ∈ [i + 1, j], we get that n = n′,
and the result trivially holds.
Let i , i ′, thus i > i ′. As in the base case, we easily deduce that ρ(1,n) and
ρ(1,n′) are 0-prefix bisimilar. It remains to show that for each proper prefix ν
of ρ(1,n) (resp., ν ′ of ρ(1,n′)), there is a proper prefix ν ′ of ρ(1,n′) (resp., ν of
ρ(1,n)) such that ν and ν ′ are (h − 2)-prefix bisimilar. Let us consider a proper
prefix ν of ρ(1,n) (the proof for the other direction is symmetric). It holds that
ν = ρ(1,m), for some m < n. We distinguish two cases:
• m ≤ i . Hence, ρ(1,m) is a proper prefix of ρ(1,n′) and the result follows.
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• m > i . Since i and j are consecutive positions of the prefix-skeleton sampling
of ρ(i ′, j ′), i > i ′, andm ∈ [i + 1, j − 1] (hencem < j ′), there ism′ ∈ [i ′+ 1, i]
such that ρ(m′) = ρ(m) andm′ is in the prefix-skeleton sampling of ρ(i ′, j ′).
Let ν ′ = ρ(1,m′). Clearly, ν ′ is a proper prefix of ρ(1,n′) (as n′ ≥ i + 1).
Moreover, sincem,m′ ∈ [i ′ + 1, j ′] and i ′, j ′ are consecutive positions in the
(h − 1)-prefix sampling of ρ, by the inductive hypothesis, ν = ρ(1,m) and
ν ′ = ρ(1,m′) are (h − 2)-prefix bisimilar.
This concludes the proof of Lemma 4.2.10. □
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C.1 Proof of Lemma 5.2.2
Lemma (5.2.2). Let K = (AP , S, R, µ, s0) be a finite Kripke structure,ψ be
an AAB formula, andVA(·, ·),VA(·, ·) be two Boolean arrays. We assume that
1. for each ⟨A⟩ ϕ ∈ ModSubfAA(ψ ) and s ′ ∈ S ,VA(ϕ, s ′) = ⊤ if and only
if there exists ρ ∈ TrcK such that fst(ρ) = s ′ and K , ρ |= ϕ, and
2. for each ⟨A⟩ ϕ ∈ ModSubfAA(ψ ) and s ′ ∈ S ,VA(ϕ, s ′) = ⊤ if and only
if there exists ρ ∈ TrcK such that lst(ρ) = s ′ and K , ρ |= ϕ.
Then Oracle(K ,ψ , s, direction,VA∪VA) features a successful computation
(returning ⊤) if and only if:
• there exists ρ ∈ TrcK such that fst(ρ) = s and K , ρ |= ψ , when
direction is forward;
• there exists ρ ∈ TrcK such that lst(ρ) = s and K , ρ |= ψ , when
direction is backward.
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Proof. It is easy to check that if ρ˜ is the trace non-deterministically generated by
A_trace at line 1 then, for i = 1, . . . , |ρ˜ |, it holds that K , ρ˜(1, i) |= ϕ if and only if
T [ϕ, i] = ⊤, either by hypothesis, when ϕ occurs inModSubfAA(ψ ) (lines 2–7), or
by construction, when ϕ does not occur in ModSubfAA(ψ ) (lines 8–22).
Let us now assume that the value of the parameter direction is forward
(the proof for the other direction is analogous).
(⇒) If Oracle(K ,ψ , s, forward,VA ∪VA) features a successful computation, it
means that there exists a trace ρ˜ ∈ TrcK (generated at line 1) such that
fst(ρ˜) = s and T [ψ , |ρ˜ |] = ⊤ implying that K , ρ˜ |= ψ .
(⇐) If there exists ρ ∈ TrcK such that fst(ρ) = s and K , ρ |= ψ , by Theo-
rem 4.1.5 there exists ρ˜ ∈ TrcK such that K , ρ˜ |= ψ , fst(ρ˜) = fst(ρ), and
|ρ˜ | ≤ |S | · (2|ψ | + 1)2. It follows that in some non-deterministic instance of
Oracle(K ,ψ , s, forward,VA∪VA), A_trace(K , s, |S | ·(2|ψ |+1)2, forward)
returns such ρ˜ (at line 1). Finally, we have that T [ψ , |ρ˜ |] = ⊤ as K , ρ˜ |= ψ ,
and hence the considered instance of Oracle(K ,ψ , s, forward,VA ∪VA) is
successful. □
C.2 Proof of Theorem 5.3.3
Theorem (5.3.3). Let ψ be an AA formula and K = (AP , S, R, µ, s1) be a
finite Kripke structure. For every block B of TK ,¬ψ , if B is associated with an
AA formula φ, then
• if B is a forward block, for all i ∈ {1, . . . , |S |}, B(zi ) = ⊤ if and only
if there exists a trace ρ ∈ TrcK such that fst(ρ) = si and K , ρ |= φ;
• if B is a backward block, for all i ∈ {1, . . . , |S |}, B(zi ) = ⊤ if and only
if there exists a trace ρ ∈ TrcK such that lst(ρ) = si and K , ρ |= φ.
Proof. The proof is by induction on the level L ≥ 1 of the block B. The proof
of the base case, i.e., for L = 1, is just a simpler version of the inductive step
and it is therefore omitted.
Assume that B is a forward block at level L ≥ 2 associated with a formula
φ (the backward case is symmetric).
We first prove the implication (⇐). We have to show that if there exists a
trace ρ ∈ TrcK such that fst(ρ) = si (for some i ∈ {1, . . . , |S |}) and K , ρ |= φ,
then B(zi ) = ⊤ that is, there exists a truth assignment ω to the variables in V
satisfying the formula Fi (Y ,V ) of Gi . In [MMP17], it is proved that if φ is an
AA formula and K , ρ |= φ (as in this case), there exists a trace ρ ′ ∈ TrcK , with
|ρ ′ | ≤ |S |2 + 2, such that fst(ρ) = fst(ρ ′) = si , lst(ρ) = lst(ρ ′), and K , ρ ′ |= φ.
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Thus, by Proposition 5.3.2, there exists a truth assignment ω to the variables
in V , that satisfies trace(Vtrace ,Vlast ,VAP ), such that for all 1 ≤ r ≤ |ρ ′ | and
1 ≤ j ≤ |S |, ρ(r ) = sj ⇐⇒ ω(vrj ) = ⊤ and ω(v |ρ |j ) = ω(vj ), and for all p ∈ AP ,
ω(vp ) = ⊤ ⇐⇒ K , ρ ′ |= p (⋆).
Since L ≥ 2, it holds thatModSubfAA(φ) , ∅. Let us consider a forward child
B′ of B (if any), at a level lower than L, associated with some formula ξ such that
⟨A⟩ ξ ∈ ModSubfAA(φ). By the inductive hypothesis, for all j, B′(zj ) = ⊤ if and
only if there exists a trace ρ ∈ TrcK such that fst(ρ) = sj and K , ρ |= ξ . Thus,
K , ρ ′ |= ⟨A⟩ ξ if and only if there exists ρ˜ ∈ TrcK , with fst(ρ˜) = lst(ρ ′) = sj , for
some j, and K , ρ˜ |= ξ if and only if B′(zj )(= yξj ) = ⊤. Thus if K , ρ ′ |= ⟨A⟩ ξ , then
y
ξ
j = ⊤, andω(vj )∧yξj = ⊤. Now, to satisfy Fi (Y ,V ), the truth assignmentω has to
be such that ω(v ⟨A⟩ ξ ) = ⊤. If K , ρ ′ ̸ |= ⟨A⟩ ξ , then yξj = ⊥, thus
⋁ |S |
u=1(ω(vu ) ∧yξu )
is false, and ω must be such that ω(v ⟨A⟩ ξ ) = ⊥. To conclude, K , ρ ′ |= ⟨A⟩ ξ if and
only if ω(v ⟨A⟩ ξ ) = ⊤ (⋆⋆). The symmetric reasoning can be applied to backward
children of B. Since K , ρ ′ |= φ, by (⋆) and (⋆⋆), we haveω(φ(VAP ,VmodSubf )) = ⊤.
We prove now the implication (⇒). If B(zi ) = ⊤, then there exists a truth as-
signmentω ofV satisfying Fi (Y ,V ). In particular,ω satisfies trace(Vtrace ,Vlast ,VAP )
andv1i , thus, by Proposition 5.3.2, there exists a trace ρ ∈ TrcK such that fst(ρ) = si ,
lst(ρ) = sj , for some j, and K , ρ |= p ⇐⇒ ω(vp ) = ⊤, for any p ∈ AP . By the
inductive hypothesis, for all the formulas ⟨A⟩ ξ ∈ ModSubfAA(φ), K , ρ |= ⟨A⟩ ξ
if and only if ω(v ⟨A⟩ ξ ) = ⊤, and symmetrically, for all ⟨A⟩ ξ ′ ∈ ModSubfAA(φ),
K , ρ |= ⟨A⟩ ξ ′ if and only if ω(v ⟨A⟩ ξ ′) = ⊤. Since ω(φ(VAP ,VmodSubf )) = ⊤, then
we have K , ρ |= φ. □
C.3 Proof of Theorem 5.4.2
Theorem (5.4.2). Let I be an instance of SNSAT, with |I | = n, and let KI
and FI be defined as above. For all 0 ≤ k ≤ n + 1 and all r = 1, . . . ,n, it
holds that:
1. if k ≥ r , then vI(xr ) = ⊤ ⇐⇒ KI ,wxr |= ψk ;
2. if k ≥ r + 1, then vI(xr ) = ⊥ ⇐⇒ KI ,wxr |= ψk .
Proof. The proof is by induction on k ≥ 0. If k = 0, the thesis trivially holds.
Therefore, let us assume that k ≥ 1. We first prove the (⇐) implication for
both (1.) and (2.).
(1.) Assume that k ≥ r andKI ,wxr |= ψk . Thus, there exists ρ ∈ TrcKI such that
ρ = wxr · · · s0 does not pass through any sm , for 1 ≤ m ≤ r , and KI , ρ |= φk .
We show by induction on 1 ≤ m ≤ r that ωρ (xm) = vI(xm).
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– Let us consider first the case where ρ passes throughwxm , implying
thatωρ (xm) = ⊤; thus KI , ρ |=xm ∧¬rm and KI , ρ |=Fm(x1, . . . ,xm−1,
Zm). Ifm = 1 (base case), since F1 is satisfiable, then vI(x1) = ⊤. If
m ≥ 2 (inductive step), by the inductive hypothesis ωρ (x1) = vI(x1),
. . . , ωρ (xm−1) = vI(xm−1). Since KI , ρ |= Fm(x1, . . . ,xm−1,Zm) or,
equivalently, Fm(ωρ (x1), . . . ,ωρ (xm−1),ωρ (Zm)) = ⊤, it holds that
Fm(vI(x1), . . . ,vI(xm−1),ωρ (Zm)) = ⊤ and, by definition of vI , we
have vI(xm) = ⊤.
– Conversely, let us consider the case where ρ passes through wxm ,
implying thatωρ (xm) = ⊥ andm < r , as we are assuming fst(ρ) = wxr .
In this case, the prefixwxr · · ·wxm of ρ satisfies both
⋁n
i=1 ⟨A⟩ pxi and
⟨A⟩ (¬s ∧ length2 ∧ ⟨A⟩(length2 ∧¬ψk−1)) . Therefore, KI ,wxm · sm |=
⟨A⟩(length2 ∧ ¬ψk−1) and KI , sm ·wxm ̸ |= ψk−1, withψk−1 = ⟨A⟩ φk−1.
Hence KI ,wxm ̸ |= ψk−1. Since 1 ≤ m < r , we have 1 ≤ m < r ≤ k ,
thus k ′ = k − 1 ≥ m ≥ 1. By the inductive hypothesis (on k ′ = k − 1),
we get that vI(xm) = ⊥.
Therefore vI(xr ) = ωρ (xr ) and, sincewxr ∈ states(ρ), we have ωρ (xr ) = ⊤
and then vI(xr ) = ⊤ proving the thesis.
(2.) Assume that k ≥ r + 1 and KI ,wxr |= ψk . The proof follows the same steps
as the previous case and it is thus only sketched: there exists ρ ∈ TrcKI
such that ρ = wxr · · · s0 does not pass through any sm , for 1 ≤ m ≤ r , and
KI , ρ |= φk . The only difference is that the prefixwxr satisfies
⋁n
i=1 ⟨A⟩ pxi ,
thus, as before, we get KI ,wxr ̸ |= ψk−1. Now, k ′ = k − 1 ≥ r ≥ 1 and, by
the inductive hypothesis (on k ′ = k − 1), vI(xr ) = ⊥.
We prove now the converse implication (⇒) for both (1.) and (2.).
(1.) Assume that k ≥ r and vI(xr ) = ⊤. Let us consider the trace ρ ∈ TrcKI ,
ρ = wxr · · · s0 never passing through any sm , for 1 ≤ m ≤ r , such that
wxm ∈ states(ρ) if vI(xm) = ⊤, and wxm ∈ states(ρ) if vI(xm) = ⊥, for
1 ≤ m ≤ r . Such a choice of ρ ensures that vI(xm) = ωρ (xm). In addition,
the choice of ρ has to induce also the proper truth-assignment of private
variables, that is, if vI(xm) = ⊤, then for 1 ≤ um ≤ jm ,wzumm ∈ states(ρ) if
Fm(vI(x1), . . . ,vI(xm−1),Zm) is satisfied for zumm = ⊤, andwzumm ∈ states(ρ)
otherwise. Note that such a choice of ρ is always possible. We have to show
that KI , ρ |= φk , hence KI ,wxr |= ψk .
– For all 1 ≤ m ≤ r such that vI(xm) = ⊤, it holds that Fm(vI(x1), . . . ,
vI(xm−1),Zm) is satisfiable. Hence, by our choice of ρ, Fm(ωρ (x1), . . . ,
ωρ (xm−1),ωρ (Zm))=⊤, or, equivalently, KI , ρ |=Fm(x1, . . . ,xm−1,Zm).
Thus, KI , ρ |= ⋀ni=1 ((xi ∧ ¬ri ) → Fi (x1, . . . ,xi−1,Zi )) .
– Conversely, for all 1 ≤ m < r such that vI(xm) = ⊥ (m , r as,
by hypothesis, vI(xr ) = ⊤), it holds that wxm ∈ states(ρ). Since
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m < r , we have k ≥ r > m and k − 1 ≥ m ≥ 1. By the inductive
hypothesis, KI ,wxm ̸ |= ψk−1. It follows that KI , sm ·wxm |= ¬ψk−1 ∧
length2, KI ,wxm · sm |= ¬s ∧ length2 ∧ ⟨A⟩(¬ψk−1 ∧ length2) and
KI ,wxm |= ⟨A⟩(¬s ∧ length2 ∧ ⟨A⟩(¬ψk−1 ∧ length2)). Hence, KI , ρ |=
[B]((⋁ni=1 ⟨A⟩ pxi ) → ⟨A⟩(¬s ∧ length2 ∧ ⟨A⟩(¬ψk−1 ∧ length2))).
Combining the two cases, we can conclude that KI , ρ |= φk .
(2.) Assume that k ≥ r + 1 and vI(xr ) = ⊥. The proof is as before and it
is only sketched. In this case, we choose a trace ρ = wxr · · · s0. Since
k ′ = k − 1 ≥ r , by the inductive hypothesis, KI ,wxr ̸ |= ψk−1, and we can
prove that KI ,wxr |= ⟨A⟩(¬s ∧ length2 ∧ ⟨A⟩(¬ψk−1 ∧ length2)). □
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D.1 Proof of Lemma 6.3.3
Lemma (6.3.3). Let Σ be a finite alphabet, b ∈ Σ, Γ = Σ \ {b}, L ⊆ Γ+,
and ψ be a BE formula over Γ such that Lact(ψ ) = L . Then, there are BE
formulas defining (under the action-based semantics) the languages bL ,
Σ∗bL , Σ∗b(L + ε), Lb, LbΣ∗, (L + ε)bΣ∗, and bLb.
Proof. We focus on the cases for the languages bL , Σ∗bL , Σ∗b, and bLb (for the
other languages, the proof is similar: Σ∗b(L + ε) = Σ∗bL + Σ∗b, Lb is symmetric
to bL , LbΣ∗ to Σ∗bL , and (L + ε)bΣ∗ to Σ∗b(L + ε)).
Let ψ be a BE formula over Γ such that Lact(ψ ) = L .
Language bL . The BE formula defining the language bL is:
(¬length1 ∧ ⟨B⟩ b ∧ [E](¬b ∧ [B] ¬b)) ∧ hb (ψ ), (D.1)
272 ⋄ Appendix D. Proofs of Chapter 6
where the formula hb (ψ ) is inductively defined on the structure of ψ in the fol-
lowing way. The mapping hb is homomorphic with respect to the Boolean con-
nectives, while for the atomic actions in Γ and the modalities ⟨E⟩ and ⟨B⟩, it
is defined as follows:
• for all a ∈ Γ, hb (a) = a ∨ (⟨B⟩ b ∧ ⟨E⟩ a ∧ [E]a);
• hb (⟨B⟩ θ ) = (⟨B⟩ hb (θ ) ∧ ¬ ⟨B⟩ b) ∨ ⟨B⟩(hb (θ ) ∧ ⟨B⟩ b);
• hb (⟨E⟩ θ ) = (⟨E⟩ hb (θ ) ∧ ¬ ⟨B⟩ b) ∨ (⟨B⟩ b ∧ ⟨E⟩ ⟨E⟩ hb (θ )).
The first conjunct of (D.1) ensures that a word u ′ in the defined language has
length at least 2 and it has the form bu without any occurrence of b in u. The
second conjunct hb (ψ ) ensures that u belongs to the language defined byψ . For
atomic actions and temporal modalities, hb (ψ ) is a disjunction of two possible
choices; the appropriate one is forced at top level by the first conjunct of (D.1),
that constrains one and only one b to occur in the word in the first position.
By a straightforward structural induction on ψ , it can be shown that the
following fact holds.
Claim D.1.1. Let u ∈ Γ+, u ′ = bu, and |u | = n + 1. Then, for all i, j ∈ [0,n]
with i ≤ j, u(i, j) ∈ Lact(ψ ) if and only if u ′(iˆ, j + 1) ∈ Lact(hb (ψ )), where
iˆ = i if i = 0, and iˆ = i + 1 otherwise.
By Claim D.1.1, for each u ∈ Γ+, u ∈ Lact(ψ ) if and only if bu ∈ Lact(hb (ψ )).
Therefore, (D.1) captures the language bLact(ψ ).
Languages Σ∗bL and Σ∗b. Following the proof given for the case of the lan-
guage bL , with L ⊆ Γ+, one can construct a BE formula φ defining the language
bL . Hence, the BE formula φ ∨ ⟨E⟩ φ defines Σ∗bL . The BE formula defining
Σ∗b is b ∨ ⟨E⟩ b.
Language bLb. By the proof given for the language bL , with L ⊆ Γ+, one
can build a BE formula φ defining the language bL . The BE formula defining
the language bLb is the formula:
(¬length1 ∧ ¬length2 ∧ ⟨B⟩ b ∧ ⟨E⟩ b ∧ [E] [B] ¬b) ∧ kb (φ) (D.2)
where the formula kb (φ) is inductively defined on the structure of φ in the fol-
lowing way. The mapping kb is homomorphic with respect to the Boolean con-
nectives, while for the atomic actions in Σ and the modalities ⟨E⟩ and ⟨B⟩, it
is defined as follows:
• for all a ∈ Γ, kb (a) = a ∨ (⟨E⟩ b ∧ ⟨B⟩ a ∧ [B]a);
• kb (b) = b;
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• kb (⟨B⟩ θ ) = (⟨B⟩ kb (θ ) ∧ ¬ ⟨E⟩ b) ∨ (⟨E⟩ b ∧ ⟨B⟩ ⟨B⟩ kb (θ )).
• kb (⟨E⟩ θ ) = (⟨E⟩ kb (θ ) ∧ ¬ ⟨E⟩ b) ∨ ⟨E⟩(kb (θ ) ∧ ⟨E⟩ b).
The first conjunct of (D.2) ensures that a word u ′ in the defined language
has length at least 3 and it has the form bub without any occurrence of b in u.
The second conjunct kb (φ) ensures that bu belongs to the language defined by
φ. Similarly to the case of the language bL , for atomic actions (different from
b) and temporal modalities, kb (ψ ) is a disjunction of two possible choices; the
appropriate one is forced at top level by the first conjunct of (D.2), that constrains
one and only one b to occur in the word in the last position.
By a straightforward structural induction on φ, it can be shown that the
following fact holds.
Claim D.1.2. Let u ∈ Γ+ and |bu | = n + 1. Then, for all i, j ∈ [0,n] with
i ≤ j, bu(i, j) ∈ Lact(φ) if and only if bub(i, jˆ) ∈ Lact(kb (φ)) where jˆ = j if
j < n, and jˆ = n + 1 otherwise.
By Claim D.1.2, for each u ∈ Γ+, bu ∈ Lact(φ) if and only if bub ∈ Lact(kb (φ))
implying that the formula of (D.2) defines the language Lact(φ)b. □
D.2 Proof of Lemma 6.3.4
Lemma (6.3.4). Let Σ and ∆ be finite alphabets, b ∈ Σ, Γ = Σ \ {b},
U0 = Γ
∗b, h0 : U0 → ∆ and h : U +0 → ∆+ be defined by h(u0u1 · · ·un) =
h0(u0) · · ·h0(un). Assume that, for each d ∈ ∆, there is a BE formula captur-
ing the language Ld = {u ∈ Γ+ | h0(ub) = d}. Then, for each BE formula
φ over ∆, one can construct a BE formula over Σ capturing the language
Γ∗bh−1(Lact(φ))Γ∗.
Proof. By hypothesis and Lemma 6.3.3, for each d ∈ ∆ there exists a BE formula
θd over Σ defining the language bLdb, where Ld = {u ∈ Γ+ | h0(ub) = d}.
Hence there exists a BE formula θˆd over Σ capturing the language bLˆdb, where
Lˆd = {u ∈ Γ∗ | h0(ub) = d} (note that Ld = Lˆd \ {ε}).
Let φ be a BE formula over ∆. By structural induction over φ, we construct
a BE formula φ+ over Σ such that Lact(φ+) = Γ∗bh−1(Lact(φ))Γ∗. The formula
φ+ is defined as follows:
• φ = d with d ∈ ∆. We have that Lact(d) = d+ and Γ∗bh−1(Lact(d))Γ∗ is the
set of finite words in Γ∗bΣ∗bΓ∗ such that each subword u(i, j) of u which
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is in bΓ∗b is in bLˆdb as well. Using the formula ψb := ¬length1 ∧ ⟨B⟩ b ∧
⟨E⟩ b ∧ [E] [B] ¬b to define the language bΓ∗b, φ+ is defined as follows:
φ+ = (⟨G⟩ψb ) ∧ [G](ψb → θˆd ).
• φ = ¬θ . We have that
Γ∗bh−1(Lact(φ))Γ∗ = Γ∗bh−1(∆+ \ Lact(θ ))Γ∗ =
Γ∗bh−1(∆+)Γ∗ ∩ Γ∗bh−1(Lact(θ ))Γ∗,
where Γ∗bh−1(∆+)Γ∗ restricts the set of “candidate” models to the well-
formed ones.
Thus, takingψb as defined in the previous case, φ+ is given by:
φ+ = (⟨G⟩ψb ) ∧ [G](ψb →
⋁
d ∈∆
θˆd ) ∧ ¬θ+,
where, by the inductive hypothesis, Lact(θ+) = Γ∗bh−1(Lact(θ ))Γ∗.
• φ = θ ∧ψ . We simply have φ+ = θ+ ∧ψ+.
• φ = ⟨B⟩ θ . First, we note that Γ∗bh−1(Lact(⟨B⟩ θ ))Γ∗ is the set of finite words
in the language Γ∗bh−1(Lact(θ ))h−1(∆+)Γ∗, which is included in the language
Γ∗bh−1(∆+)Γ∗ defined by the formula [G](ψb → ⋁d ∈∆ θˆd ). Note also that,
by the inductive hypothesis, Γ∗bh−1(Lact(θ )) is included in the language of
θ+. Thus, φ+ is given by (for ξ = (⟨E⟩ b) ∧ ⟨B⟩(θ+ ∧ ⟨E⟩ b)):
φ+ = [G](ψb →
⋁
d ∈∆
θˆd ) ∧ (ξ ∨ ⟨B⟩ ξ ).
• φ = ⟨E⟩ θ . Γ∗bh−1(Lact(⟨E⟩ θ ))Γ∗ is the set Γ∗bh−1(∆+)h−1(Lact(θ ))Γ∗ in-
cluded in the language Γ∗bh−1(∆+)Γ∗, symmetrically to the previous case.
Thus, φ+ is given by (for ξ ′ = (⟨B⟩ b) ∧ ⟨E⟩(θ+ ∧ ⟨B⟩ b)):
φ+ = [G](ψb →
⋁
d ∈∆
θˆd ) ∧ (ξ ′ ∨ ⟨E⟩ ξ ′). □
D.3 Proof of Lemma 6.3.10
Lemma (6.3.10). Letψ be a simple hybrid CTL∗lp formula with respect to x .
Then (F−x) ∧ψ is congruent to a formula of the form (F−x) ∧ ξ , where ξ is a
Boolean combination of the atomic formula x and CTL∗ formulas.
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Proof. Letψ be a simple hybrid CTL∗lp formula with respect to x . From a syntac-
tic point of view,ψ is not, in general, a CTL∗ formula due to the occurrences of
the free variable x . We show that these occurrences can be separated whenever
ψ is paired with F−x , obtaining a Boolean combination of the atomic formula
x and CTL∗ formulas.
The base case where ψ = x , ψ = p ∈ AP , or ψ = ∃ψ ′, is obvious.
As for the inductive step, let ψ be a Boolean combination of simple hybrid
CTL∗lp formulas θ , where θ is either p ∈ AP , the variable x , a CTL∗ formula, or a
simple hybrid CTL∗lp formula (with respect to x ) of the forms Xθ1 or θ1Uθ2. Thus,
we just need to consider the cases where θ = Xθ1 or θ = θ1Uθ2.
Let us consider the case θ = Xθ1. Since there are no past temporal modalities
in θ1, Xθ1 forces the free occurrence of x inψ to be interpreted in a (strictly) future
position. However,ψ is conjunct with the formula F−x , which turns out to be false
when x is associated with a (strictly) future position. Let us denote by θˆ the CTL∗
formula obtained from θ by replacing each occurrence of x in ψ with ⊥ (false).
Now, when x is mapped to a (strictly) future position, F−x is false and, when x
is mapped to a present/past position, F−x is true, and θ and θˆ are congruent. As
a consequence it is clear that (F−x) ∧ θ is congruent to (F−x) ∧ θˆ .
Let us consider the case for θ = θ1Uθ2. Using the same arguments of the
previous case, we have that (F−x)∧θ is congruent to (F−x)∧ (θ2∨(θ1∧X(θˆ1Uθ2))).
By distributivity of ∧ over ∨, we get ((F−x) ∧ θ2) ∨ ((F−x) ∧ θ1 ∧ X(θˆ1Uθ2))). The
thesis follows by applying the inductive hypothesis to (F−x)∧θ2 and to (F−x)∧θ1,
and by factorizing F−x (note that θˆ1Uθ2 is a CTL∗ formula). □
D.4 Proof of Lemma 6.3.13
Lemma (6.3.13). Let (F−x) ∧ ∃φ(x) (resp., ∃φ) be a well-formed formula
(resp., well-formed sentence) of hybrid CTL∗lp . Then there exists a finite set
H of CTL∗ formulas of the form ∃ψ , such that (F−x) ∧ ∃φ(x) (resp., ∃φ)
is congruent to a well-formed formula of hybrid CTL∗lp which is a Boolean
combination of CTL∗ formulas and (formulas that correspond to) pure past
LTLp formulas over the set of proposition letters AP∪H ∪{x} (resp., AP∪H ).
Proof. As in the case of Lemma 6.3.12, we focus on well-formed formulas of the
form (F−x) ∧ ∃φ(x) (the case of well-formed sentences of the form ∃φ is similar).
The proof is by induction on the nesting depth of the path quantifier ∃ in φ(x).
In the base case we have ∃SubF(φ) = ∅: we apply Lemma 6.3.12, and the
result follows by taking H = ∅.
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As for the inductive step, we let ∃ψ ∈ ∃SubF(φ). Since (F−x) ∧ ∃φ(x) is
well-formed, eitherψ is a sentence, orψ has a unique free variable y and ∃ψ (y)
occurs in φ(x) in the context (F−y) ∧ ∃ψ (y). Assume that the latter case holds (the
former is similar). By definition of well-formed formula, y is not free in φ(x), and
(F−y) ∧ ∃ψ (y) must occur in the scope of some occurrence of ↓y. By the inductive
hypothesis, the thesis holds for (F−y) ∧ ∃ψ (y). Hence there exists a finite set
H ′ of CTL∗ formulas of the form ∃θ such that (F−y) ∧ ∃ψ (y) is congruent to a
well-formed formula of hybrid CTL∗lp , say ξ (y), which is a Boolean combination
of CTL∗ formulas and formulas that correspond to pure past LTLp formulas over
the set of proposition letters AP ∪ H ′ ∪ {y}.
By replacing each occurrence of (F−y)∧∃ψ (y) in φ(x)with ξ (y), and repeating
the procedure for all the formulas in ∃SubF(φ), we obtain a well-formed formula of
hybrid CTL∗lp of the form (F−x) ∧∃θ (x) which is congruent to (F−x) ∧∃φ(x) (note
that the congruence relation is closed under substitution) and such that ∃SubF(θ )
consists of CTL∗ formulas. At this point we can apply Lemma 6.3.12 proving the
assertion. □
D.5 Proof of Lemma 6.4.4
To prove the lemma, we need some technical definitions. Let ρ be a trace of Kn
(note that Kn and Mn feature the same traces). By construction, ρ has the form
ρ ′ · ρ ′′, where ρ ′ is a (possibly empty) trace visiting only states where p does not
hold, and ρ ′′ is a (possibly empty) trace visiting only the state t , where p holds.
We say that ρ ′ (resp., ρ ′′) is the ∅-part (resp., p-part) of ρ.
Let N∅(ρ), Np (ρ), and Dp (ρ) be the natural numbers defined as follows:
• N∅(ρ) = |ρ ′ | (the length of the ∅-part of ρ);
• Np (ρ) = |ρ ′′ | (the length of the p-part of ρ);
• Dp (ρ) = 0 if Np (ρ) > 0 (i.e., lst(ρ) = t ); otherwise, Dp (ρ) is the length of the
minimal trace starting from lst(ρ) and leading to s2n . Notice that Dp (ρ) is
well defined and 0 ≤ Dp (ρ) ≤ 2n + 1.
By construction, the following property holds.
Proposition D.5.1. For all traces ρ and ρ ′ of Kn , if Dp (ρ) = Dp (ρ ′), then
lst(ρ) = lst(ρ ′).
Now, for each h ∈ [1,n], we introduce the notion of h-compatibility between
traces of Kn . Intuitively, this notion provides a sufficient condition to make two
traces indistinguishable under the state-based semantics by means of balanced
HS formulas having size at most h.
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Definition D.5.2 (h-compatibility). Let h ∈ [1,n]. Two traces ρ and ρ ′ of
Kn are h-compatible if the following conditions hold:
• Np (ρ) = Np (ρ ′);
• either N∅(ρ) = N∅(ρ ′), or N∅(ρ) ≥ h and N∅(ρ ′) ≥ h;
• either Dp (ρ) = Dp (ρ ′), or Dp (ρ) ≥ h and Dp (ρ ′) ≥ h.
We denote by R˜ (h) the binary relation over the set of traces of Kn such
that (ρ, ρ ′) ∈ R˜ (h) if and only if ρ and ρ ′ are h-compatible.
Notice that R˜ (h) is an equivalence relation, for all h ∈ [1,n]. Moreover
R˜ (h) ⊆ R˜ (h − 1), for all h ∈ [2,n], that is, R˜ (h) is a refinement of R˜ (h − 1).
By construction, the following property, that will be exploited in the proof
of Lemma 6.4.4, can be easily shown.
Proposition D.5.3. For every trace ρ of Kn starting from s0 (resp., s1), there
exists a trace ρ ′ of Kn starting from s1 (resp., s0) such that (ρ, ρ ′) ∈ R˜ (n).
The following lemma lists some useful properties of R˜ (h).
Lemma D.5.4. Let h ∈ [2,n] and (ρ, ρ ′) ∈ R˜ (h). The next properties hold:
1. for each proper prefix σ of ρ, there exists a proper prefix σ ′ of ρ ′ such
that (σ ,σ ′) ∈ R˜ (⌊ h2 ⌋);
2. for each trace of the form ρ ·σ , where σ is not empty, there exists a trace
of the form ρ ′ ·σ ′ such that σ ′ is not empty and (ρ ·σ , ρ ′ ·σ ′) ∈ R˜ (⌊ h2 ⌋);
3. for each proper suffix σ of ρ, there exists a proper suffix σ ′ of ρ ′ such
that (σ ,σ ′) ∈ R˜ (h − 1);
4. for each trace of the form σ ·ρ, where σ is not empty, there exists a trace
of the form σ ′ · ρ ′ such that σ ′ is not empty and (σ · ρ,σ ′ · ρ ′) ∈ R˜ (h).
Proof. We prove (1.) and (2.); (3.) and (4.) easily follow by construction and
by definition of h-compatibility.
(1.) We distinguish the following cases:
1. Dp (ρ) < h and N∅(ρ) < h. Since (ρ, ρ ′) ∈ R˜ (h) and h ∈ [2,n], it holds that
Dp (ρ) = Dp (ρ ′), N∅(ρ) = N∅(ρ ′), and Np (ρ) = Np (ρ ′), and thus ρ = ρ ′.
2. Dp (ρ) ≥ h. Since (ρ, ρ ′) ∈ R˜ (h), Dp (ρ ′) ≥ h, Np (ρ ′) = Np (ρ) = 0, and
either N∅(ρ ′) = N∅(ρ), or N∅(ρ) ≥ h and N∅(ρ ′) ≥ h. In both cases, by
construction it easily follows that for each proper prefix σ of ρ, there exists
a proper prefix σ ′ of ρ ′ such that (σ ,σ ′) ∈ R˜ (h − 1) ⊆ R˜ (⌊ h2 ⌋).
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3. Dp (ρ) < h and N∅(ρ) ≥ h. Since (ρ, ρ ′) ∈ R˜ (h), we have that Dp (ρ ′) =
Dp (ρ) (and hence, by Proposition D.5.1, lst(ρ) = lst(ρ ′)), Np (ρ ′) = Np (ρ),
and N∅(ρ ′) ≥ h.
Let σ be a proper prefix of ρ. We distinguish the following three subcases:
a. N∅(σ ) < ⌊ h2 ⌋. Since N∅(ρ) ≥ h, we have that Dp (σ ) ≥ ⌊ h2 ⌋ and |σ | =
N∅(σ ) (and thus Np (σ ) = 0). Since N∅(ρ ′) ≥ h, by taking the proper
prefix σ ′ of ρ ′ having length N∅(σ ), we obtain that (σ ,σ ′) ∈ R˜ (⌊ h2 ⌋).
b. N∅(σ ) ≥ ⌊ h2 ⌋ and Dp (σ ) ≥ ⌊ h2 ⌋. By taking the prefix σ ′ of ρ ′ of length
⌊ h2 ⌋, we get that (σ ,σ ′) ∈ R˜ (⌊ h2 ⌋).
c. N∅(σ ) ≥ ⌊ h2 ⌋ and Dp (σ ) < ⌊ h2 ⌋. Since lst(ρ) = lst(ρ ′), Np (ρ ′) = Np (ρ),
and N∅(ρ ′) ≥ h, there exists a proper prefix σ ′ of ρ ′ such that lst(σ ′) =
lst(σ ), Np (σ ′) = Np (σ ), and N∅(σ ′) ≥ ⌊ h2 ⌋. Hence (σ ,σ ′) ∈ R˜ (⌊ h2 ⌋).
Thus, in all the cases, (1.) holds.
(2.) Let (ρ, ρ ′) ∈ R˜ (h) and σ be a non-empty trace such that ρ · σ is a trace.
We distinguish the following cases:
1. Dp (ρ) < h. Since (ρ, ρ ′) ∈ R˜ (h), we have that Dp (ρ ′) = Dp (ρ), Np (ρ) =
Np (ρ ′), and either N∅(ρ ′) = N∅(ρ), or N∅(ρ) ≥ h and N∅(ρ ′) ≥ h. Hence,
lst(ρ)= lst(ρ ′) and, taking σ ′=σ , we get that (ρ · σ , ρ ′ · σ ′) ∈ R˜ (h)⊆ R˜ (⌊ h2 ⌋).
2. Dp (ρ) ≥ h andDp (σ ) < ⌊ h2 ⌋. It follows that N∅(ρ ·σ ) ≥ ⌊ h2 ⌋. SinceDp (ρ ′) ≥
h, there exists a trace of the form ρ ′ · σ ′ such that Dp (ρ ′ · σ ′) = Dp (ρ · σ ),
Np (ρ ′ ·σ ′) = Np (ρ ·σ ), and N∅(ρ ′ ·σ ′) ≥ ⌊ h2 ⌋. Hence, (ρ ·σ , ρ ′ ·σ ′) ∈ R˜ (⌊ h2 ⌋).
3. Dp (ρ) ≥ h and Dp (σ ) ≥ ⌊ h2 ⌋. Thus Dp (ρ ′) ≥ h. If N∅(ρ · σ ) < ⌊ h2 ⌋, then
N∅(ρ) = N∅(ρ ′). Therefore, there exists a trace of the form ρ ′ · σ ′ such that
N∅(ρ ′ · σ ′) = N∅(ρ · σ ) and Dp (σ ′) ≥ ⌊ h2 ⌋. Otherwise, N∅(ρ · σ ) ≥ ⌊ h2 ⌋
and there exists a trace of the form ρ ′ · σ ′ such that N∅(ρ ′ · σ ′) ≥ ⌊ h2 ⌋ and
Dp (σ ′) = ⌊ h2 ⌋. In both cases, (ρ · σ , ρ ′ · σ ′) ∈ R˜ (⌊ h2 ⌋).
Thus, (2.) holds. □
By exploiting the previous lemma, we can prove the following one.
Lemma D.5.5. Let n ∈ N,ψ be a balanced HSst formula with |ψ | ≤ n, and
(ρ, ρ ′) ∈ R˜ (|ψ |). Then Kn , ρ |= ψ if and only if Kn , ρ ′ |= ψ .
Proof. The proof is by induction on |ψ |. The cases for the Boolean connectives
directly follow from the inductive hypothesis and the fact that R˜ (h) ⊆ R˜ (k),
for all h,k ∈ [1,n] with h ≥ k .
As for the other cases, we proceed as follows:
• ψ = p. Since (ρ, ρ ′) ∈ R˜ (1), that is, either N∅(ρ) = N∅(ρ ′) = 0 or both
N∅(ρ) ≥ 1 and N∅(ρ ′) ≥ 1, ρ visits a state where p does not hold if and only
if ρ ′ visits a state where p does not hold, which proves the thesis.
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• ψ = ⟨B⟩ θ (resp.,ψ = ⟨B⟩ θ ). Sinceψ is balanced, θ has the form θ = θ1 ∧ θ2,
with |θ1 | = |θ2 |. Hence |θ1 |, |θ2 | ≤ ⌊ |ψ |2 ⌋. We focus on the case ψ = ⟨B⟩ θ .
Since R˜ (|ψ |) is an equivalence relation, by symmetry it suffices to show
that Kn , ρ |= ψ implies Kn , ρ ′ |= ψ . If Kn , ρ |= ψ , then there exists a proper
prefix σ of ρ such that Kn ,σ |= θi , for i = 1, 2. Since (ρ, ρ ′) ∈ R˜ (|ψ |),
by (1.) of Lemma D.5.4, there exists a proper prefix σ ′ of ρ ′ such that
(σ ,σ ′) ∈ R˜ (⌊ |ψ |2 ⌋). Since R˜ (⌊ |ψ |2 ⌋) ⊆ R˜ (|θi |), for i = 1, 2, by the inductive
hypothesis we get thatKn ,σ ′ |= θi , for i = 1, 2, thus proving thatKn , ρ ′ |= ψ .
The case for ψ = ⟨B⟩ θ can be dealt with similarly by exploiting (2.) of
Lemma D.5.4.
• ψ = ⟨E⟩ θ (resp., ψ = ⟨E⟩ θ ). We can proceed as in the previous case by
applying (3.) of Lemma D.5.4 (resp., (4.) of Lemma D.5.4) and the inductive
hypothesis. □
We can finally prove Lemma 6.4.4.
Lemma (6.4.4). For all n ∈ N+ and balanced HSst formulasψ , with |ψ | ≤ n,
it holds that Kn |=st ψ if and only ifMn |=st ψ .
Proof. First, let us assume that Kn ̸ |=st ψ . Then, there exists an initial trace ρ
of Kn such that Kn , ρ ̸ |=st ψ . By Proposition D.5.3, there exists a trace ρ ′ of Kn ,
which is an initial trace for Mn , such that (ρ, ρ ′) ∈ R˜ (|ψ |). By Lemma D.5.5, we
have that Kn , ρ ′ ̸ |=st ψ . Since for any trace σ and any HSst formula φ, we have
that Kn ,σ |=st φ if and only if Mn ,σ |=st φ (Kn andMn feature exactly the same
set of traces with exactly the same labeling; they only differ in the initial state),
we can conclude that Mn , ρ ′ ̸ |=st ψ , and thus Mn ̸ |=st ψ .
Let us now assume that Mn ̸ |=st ψ . Then there exists an initial trace ρ of
Mn such that Mn , ρ ̸ |=st ψ . As in the converse direction, we have Kn , ρ ̸ |=st ψ ,
and, by Proposition D.5.3, we can easily find an initial trace ρ ′ of Kn such that
(ρ, ρ ′) ∈ R˜ (|ψ |). By Lemma D.5.5 we can conclude that Kn ̸ |=st ψ . □

E
Proofs and complements of Chapter 7
Contents
E.1 Completion of the proof of Proposition 7.2.3 . . . . . . . . . . . . 281
E.2 Proof of Proposition 7.3.5 . . . . . . . . . . . . . . . . . . . . . . . . 282
E.3 Proof of Proposition 7.3.6 . . . . . . . . . . . . . . . . . . . . . . . . 283
E.4 Proof of Lemma 7.3.11 . . . . . . . . . . . . . . . . . . . . . . . . . . 284
E.5 Pseudocode of checkFalse . . . . . . . . . . . . . . . . . . . . . . . 285
E.6 Proof of Proposition 7.3.15 . . . . . . . . . . . . . . . . . . . . . . . 287
E.7 Proof of Theorem 7.3.16 . . . . . . . . . . . . . . . . . . . . . . . . . 292
E.7.1 TM alternation problem . . . . . . . . . . . . . . . . . . . . . . 292
E.7.2 AEXPpol-hardness of the alternating multi-tiling problem . . . 296
E.8 Proof of Proposition 7.4.2 . . . . . . . . . . . . . . . . . . . . . . . . 300
E.9 Proof of Theorem 7.4.3 . . . . . . . . . . . . . . . . . . . . . . . . . 301
E.10 Proof of Theorem 7.4.5 . . . . . . . . . . . . . . . . . . . . . . . . . 303
E.11 Proof of Theorem 7.4.6 . . . . . . . . . . . . . . . . . . . . . . . . . 306
E.12 Proof of Theorem 7.4.9 . . . . . . . . . . . . . . . . . . . . . . . . . 306
E.1 Completion of the proof of Proposition 7.2.3
Language ⟨E⟩K (L(A)). Let us consider the NFA A ⟨E⟩ over S given by
A ⟨E⟩ = (S, (M ∪ {q′0}) × S, {q′0} × S,∆′, F ),
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where q′0 < M is a fresh main state, and for all (q, s) ∈ (M ∪ {q′0}) × S and s ′ ∈ S ,
we have ∆′((q, s), s ′) = ∅, if s ′ , s , and
∆((q, s), s) =
{
∆((q, s), s) if q , q′0
({q′0} × R(s)) ∪ {(q0, s ′) ∈ Q0 | s ′ ∈ R(s)} otherwise.
Starting from an initial state (q′0, s), the automaton A ⟨E⟩ either remains in a
state whose main component is q′0, or moves to an initial state (q0, s ′) of A,
ensuring at the same time that the portion of the input read so far is faithful to
the evolution of K . From the state (q0, s ′), A ⟨E⟩ simulates the behavior of A.
Formally, since A is a K -NFA, by construction it easily follows that A ⟨E⟩ is a
K -NFA which accepts the set of traces of K having a non-empty proper suffix
in L(A). Hence, L(A ⟨E⟩) = ⟨E⟩K (L(A)).
Language ⟨E⟩K (L(A)). Let us consider the NFA A ⟨E⟩ over S given by
A ⟨E⟩ = (S, (M ∪ {qacc}) × S,Q ′0,∆′, {qacc} × S),
where qacc < M is a fresh main state, and Q ′0 and ∆′ are defined as follows:
• the set Q ′0 of initial states is the set of states (q, s) of A such that there is a
run of A from some initial state to (q, s) over some non-empty word.
• For all (q, s) ∈ (M ∪{qacc})×S and s ′ ∈ S , we have ∆′((q, s), s ′) = ∅, if s ′ , s ,
and
∆′((q, s), s) =
⎧⎪⎪⎨⎪⎪⎩
∆((q, s), s) ∪
⋃
(q′,s ′)∈F∩∆((q,s),s)
{(qacc, s ′)} if q ∈ M
∅ if q = qacc.
Note that the set Q ′0 can be computed in time polynomial in the size of A. Since
A ⟨E⟩ essentially simulatesA, andA is a K -NFA, by construction we easily obtain
thatA ⟨E⟩ is a K -NFA which accepts the set of words over S which are non-empty
proper suffixes of words in L(A). Thus, since A is a K -NFA, we obtain that
L(A ⟨E⟩) = ⟨E⟩K (L(A)). □
E.2 Proof of Proposition 7.3.5
Proposition (7.3.5). Let h ≥ 0, and ρ and ρ ′ be two h-prefix bisimilar
traces of K . Then, for all traces ρL and ρR of K such that ρL ⋆ ρ and ρ ⋆ ρR
are defined, the following properties hold:
1. ρL ⋆ ρ and ρL ⋆ ρ ′ are h-prefix bisimilar;
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2. ρ ⋆ ρR and ρ ′ ⋆ ρR are h-prefix bisimilar.
Proof. Let us note first that, since S(ρ) = S(ρ ′), we have fst(ρ) = fst(ρ ′) and
lst(ρ) = lst(ρ ′). Hence ρL ⋆ ρ (resp., ρ ⋆ ρR ) is defined if and only if ρL ⋆ ρ ′ (resp.,
ρ ′ ⋆ ρR ) is defined. The proofs of (1.) and (2.) are by induction on h ≥ 0.
(1.) Since ρ and ρ ′ are h-prefix bisimilar, S(ρ) = S(ρ ′). By Proposition 7.3.2,
S(ρL ⋆ ρ) = S(ρL ⋆ ρ ′). Thus, if h = 0 (base case), the thesis follows. Now let
h > 0 (inductive step). Let us assume that ν is a proper prefix of ρL ⋆ ρ (the
symmetric case, where we consider a proper prefix of ρL ⋆ ρ ′ is similar). We
need to show that there exists a proper prefix ν ′ of ρL ⋆ ρ ′ such that ν and ν ′
are (h − 1)-prefix bisimilar. If ν is a prefix of ρL , then we set ν ′ = ν and the
result trivially follows (note that, since ρ and ρ ′ are h-prefix bisimilar, it holds
that |ρ | > 1 if and only if |ρ ′ | > 1). Otherwise, there is a proper prefix ξ of ρ
such that ν = ρL ⋆ ξ . Since ρ and ρ ′ are h-prefix bisimilar, there exists a proper
prefix ξ ′ of ρ ′ such that ξ and ξ ′ are (h − 1)-prefix bisimilar. Thus, by setting
ν ′ = ρL ⋆ ξ ′, by the inductive hypothesis the thesis follows.
(2.) By Proposition 7.3.2, S(ρ ⋆ ρR ) = S(ρ ′ ⋆ ρR ). Thus, if h = 0, the thesis
follows. Now, let us assume that h > 0. We proceed by a double induction on |ρR |.
As for the base case, where |ρR | = 1, the result is obvious. Thus let us assume
that |ρR | > 1. Let ν be a proper prefix of ρ ⋆ ρR (the symmetric case, where we
consider a proper prefix of ρ ′ ⋆ ρR is similar). We need to show that there exists
a proper prefix ν ′ of ρ ′ ⋆ ρR such that ν and ν ′ are (h − 1)-prefix bisimilar. If
ν = ρ or ν is a proper prefix of ρ, then there exists a prefix ν ′ of ρ ′ such that ν
and ν ′ are (h − 1)-prefix bisimilar. Thus, since ν ′ is a proper prefix of ρ ′ ⋆ ρR , the
result follows. Otherwise, there exists a proper prefix ξ of ρR such that ν = ρ ⋆ ξ .
By setting ν ′ = ρ ′ ⋆ ξ , and considering the inductive hypothesis on |ρR |, we
obtain that ν and ν ′ are h-prefix bisimilar, hence (h − 1)-prefix bisimilar as well,
concluding the proof. □
E.3 Proof of Proposition 7.3.6
Proposition (7.3.6). Let h ≥ 0, and ρ and ρ ′ be two h-prefix bisimilar
traces of K . Then, for each AABBE formulaψ over Spec with NestB(ψ ) ≤ h,
we have that
K , ρ |= ψ ⇐⇒ K , ρ ′ |= ψ .
Proof. We prove the proposition by a nested induction on the structure of the
formula ψ and on the B-nesting depth NestB(ψ ).
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As for the base case,ψ is a regular expression in Spec. Since S(ρ) = S(ρ ′) (as
ρ and ρ ′ are h-prefix bisimilar) the thesis holds by Proposition 7.3.2.
Let us now consider the inductive step. The cases where the root modality of
ψ is a Boolean connective directly follow by the inductive hypothesis. As for the
cases where the root modality is ⟨A⟩ or ⟨A⟩, the result follows from the fact that,
being ρ and ρ ′ h-prefix bisimilar, we have fst(ρ) = fst(ρ ′) and lst(ρ) = lst(ρ ′). It
remains to consider the cases where the root modality is ⟨B⟩, ⟨B⟩, or ⟨E⟩. We prove
the implication K , ρ |= ψ =⇒ K , ρ ′ |= ψ (the converse is similar). Let K , ρ |= ψ .
• ψ = ⟨B⟩ φ: since 0 < NestB(ψ ) ≤ h, it holds that h > 0. As K , ρ |= ⟨B⟩ φ,
there is a proper prefix ν of ρ such that K ,ν |= φ. Since ρ and ρ ′ are h-prefix
bisimilar, there is a proper prefix ν ′ of ρ ′ such that ν and ν ′ are (h− 1)-prefix
bisimilar. Being NestB(φ) ≤ h − 1, by the inductive hypothesis we obtain
that K ,ν ′ |= φ. Hence, K , ρ ′ |= ⟨B⟩ φ.
• ψ = ⟨B⟩ φ: since K , ρ |= ⟨B⟩ φ, there is a trace ρR such that |ρR | > 1 and
K , ρ⋆ρR |= φ. By Proposition 7.3.5, ρ⋆ρR and ρ ′⋆ρR are h-prefix bisimilar.
By the inductive hypothesis on the structure of the formula, we obtain that
K , ρ ′ ⋆ ρR |= φ. Hence, K , ρ ′ |= ⟨B⟩ φ.
• ψ = ⟨E⟩ φ: this case is similar to the previous one. □
E.4 Proof of Lemma 7.3.11
Lemma (7.3.11). For h ≥ 0, any two traces ρ and ρ ′ of K having the same
h-sampling word are h-prefix bisimilar.
Proof. The proof can be immediately derived by a stronger result stated in the
following claim.
Claim E.4.1. Let h ≥ 0, ρ and ρ ′ be two traces of K , and PSh and PS′h be
the two h-prefix samplings of ρ and ρ ′, resp.. Assume that ρ and ρ ′ have
the same h-sampling word, namely there is N ≥ 1 such that
• PSh : i1 < i2 < . . . < iN ,
• PS′h : i
′
1 < i
′
2 < . . . < i
′
N , and
• for all j ∈ [1,N ], S(ρ(1, i j )) = S(ρ ′(1, i ′j )).
Then, for all j ∈ [1,N − 1], n ∈ [i j + 1, i j+1] and n′ ∈ [i ′j + 1, i ′j+1] such
that S(ρ[1,n]) = S(ρ ′[1,n′]), it holds that ρ(1,n) and ρ ′(1,n′) are h-prefix
bisimilar.
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Proof. The proof is by induction on h ≥ 0. For h = 0, the result is obvious. Now
let us assume that h > 0. If N = 1 (resp., N = 2), then ρ = ρ ′ and |ρ | = |ρ ′ | = N ,
and the thesis trivially holds. Now, let us assume that N > 2. Since by hypothesis
S(ρ(1,n)) = S(ρ ′(1,n′)), we need to show that:
1. for eachm ∈ [1,n − 1], there existsm′ ∈ [1,n′ − 1] such that ρ(1,m) and
ρ ′(1,m′) are (h − 1)-prefix bisimilar;
2. for eachm′ ∈ [1,n′ − 1], there existsm ∈ [1,n − 1] such that ρ(1,m) and
ρ ′(1,m′) are (h − 1)-prefix bisimilar;
We only prove (1.), being the proof of (2.) symmetric. We exploit in the proof the
following fact that can be easily shown: letk ∈ [0,h−1] and 1 = x1 < . . . < xr = N
be the subsequence of 1, . . . ,N such that ix1 < . . . < ixr is the k-prefix sampling
of ρ. Then, i ′x1 < . . . < i
′
xr is the k-prefix sampling of ρ
′.
Now we prove (1.). Letm ∈ [1,n − 1]. Ifm = 1, we setm′ = 1, and the result
follows. Now, let us assume thatm ≥ 2. Since h > 0, there must exist x ,y ∈ [1,N ]
such that x < y,m ∈ [ix + 1, iy ], and ix and iy are two consecutive positions in
the (h − 1)-prefix sampling of ρ. By the fact above, i ′x and i ′y are two consecutive
positions in the (h − 1)-prefix sampling of ρ ′. We distinguish two cases:
• m = iy . Since n ∈ [i j +1, i j+1] andm < n, it holds that iy ≤ i j . Hence, i ′y ≤ i ′j
as well. Moreover, since n′ > i ′j , it holds that i ′y < n′. We setm′ = i ′y . As
S(ρ(1, iy )) = S(ρ ′(1, i ′y )),m = iy ,m′ = i ′y , and ix and iy (resp., i ′x and i ′y )
are two consecutive positions in the (h − 1)-prefix sampling of ρ (resp., ρ ′),
the thesis follows by the inductive hypothesis on h.
• m , iy . Hence, m ∈ [ix + 1, iy − 1]. Since ix and iy are two consecutive
positions in the (h−1)-prefix sampling of ρ, there must exist z ∈ [x+1,y−1]
such that iz ≤ m and S(ρ(1,m)) = S(ρ(1, iz )). Since iz ≤ m,m < n, and
n ∈ [i j + 1, i j+1], it holds that iz ≤ i j . Hence, i ′z ≤ i ′j < n′. We setm′ = i ′z .
As S(ρ(1, iz )) = S(ρ ′(1, i ′z )), we obtain that S(ρ(1,m)) = S(ρ ′(1,m′)),m ∈
[ix + 1, iy ] andm′ ∈ [i ′x + 1, i ′y ]. Thus, being ix and iy (resp., i ′x and i ′y ) two
consecutive positions in the (h − 1)-prefix sampling of ρ (resp., ρ ′), by the
inductive hypothesis on h the result follows. □
This concludes the proof of the claim, and of Lemma 7.3.11 as well. □
E.5 Pseudocode of checkFalse
The pseudocode of procedure checkFalse, the “dual” of checkTrue, is reported
in Algorithm E.1 at page 286.
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Algorithm E.1 checkFalse(K ,φ,Lab )(W)
1: whileW is not universal do
2: deterministically select (ψ , ρ) ∈ W s.t. ψ is not of the form [E]ψ ′ and [B]ψ ′
3: W ←W \ {(ψ , ρ)}
4: Caseψ = r with r ∈ RE
5: if ρ < L(r ) then
6: accept the input
7: caseψ = ¬r with r ∈ RE
8: if ρ ∈ L(r ) then
9: accept the input
10: caseψ = ⟨A⟩ψ ′ orψ = [A]ψ ′
11: if ψ < Lab (lst(ρ)) then
12: accept the input
13: caseψ = ⟨A⟩ψ ′ orψ = [A]ψ ′
14: if ψ < Lab (fst(ρ)) then
15: accept the input
16: caseψ = ψ1 ∨ψ2
17: universally choose i = 1, 2
18: W ←W ∪ {(ψi , ρ)}
19: caseψ = ψ1 ∧ψ2
20: W ←W ∪ {(ψ1, ρ), (ψ2, ρ)}
21: caseψ = ⟨B⟩ψ ′
22: universally choose ρ ′ ∈ Pref(ρ)
23: W ←W ∪ {(ψ ′, ρ ′)}
24: caseψ = [B]ψ ′
25: W ←W ∪ {(ψ ′, ρ ′) | ρ ′ ∈ Pref(ρ)}
26: caseψ = ⟨X⟩ψ ′ with X ∈ {E,B}
27: universally choose an X -witness ρ ′ of ρ for (K ,φ)
28: W ←W ∪ {(ψ ′, ρ ′)}
29: EndCase
30: if W = ∅ then
31: reject the input
32: else
33: existentially choose (ψ , ρ) ∈ W˜
34: checkTrue(K ,φ,Lab )({(ψ , ρ)})
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E.6 Proof of Proposition 7.3.15
For technical convenience, given an AABBE formula φ, we consider a slight
variant ϒw (φ) of ϒ(φ). Formally, ϒw (φ) is defined as ϒ(⟨B⟩ φ) (or, equivalently,
as ϒ(⟨E⟩ φ)). Note that for each AABBE formula φ and X ∈ {E,B}, we have
ϒw ([X]φ) = ϒw ([˜X]φ) + 1.
Let K be a finite Kripke structure, φ be an AABBE formula in NNF, andW
be a well-formed set for (K ,φ). We denote by ϒw (W) the maximum over the
alternation depths ϒw (ψ ), whereψ is a formula occurring inW (we set ϒw (W) = 0
if W = ∅). For each non-empty universal well-formed set W for (K ,φ), we
have ϒw (W˜) = ϒw (W) − 1.
Now, we can prove Proposition 7.3.15.
Proposition (7.3.15). The ATM check is a singly exponential-time bounded
ATM accepting FMC whose number of alternations on input (K ,φ) is at most
ϒ(φ) + 2.
Proof. Let us fix an input (K ,φ), where φ is an AABBE formula in NNF.
Note that whenever there is a switch between the procedures checkTrue
and checkFalse, e.g., from checkTrue to checkFalse, (i) the input {(ψ , ρ)}
of the called procedure is contained in the dual W˜ of the currently processed
well-formed set W for (K ,φ), and (ii) W is non-empty and universal, hence
ϒw ({(ψ , ρ)}) < ϒw (W). Moreover, a well-formed setW for (K ,φ) contains only
formulas ψ such that ψ ∈ SD(φ).
Additionally, in each iteration of the while loops of procedures checkTrue
and checkFalse, the processed pair (ψ , ρ) in the current well-formed setW is
either removed fromW, or it is replaced with pairs (ψ ′, ρ ′) such thatψ ′ is a strict
subformula of ψ . This ensures that the algorithm always terminates.
Furthermore, since the number of alternations of the ATM check between
existential choices and universal choices is evidently the number of switches
between the calls to procedures checkTrue and checkFalse plus 2, and the top
calls to checkTrue take as input well-formed sets for (K ,φ) having the form
{(ψ , ρ)}, where ψ ∈ SD(φ), we have proved the following result.
Claim E.6.1. The number of alternations of the ATM check on input (K ,φ)
is at most ϒ(φ) + 2.
Next, we prove the following property.
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Claim E.6.2. The ATM check runs in time singly exponential in the size
of the input (K ,φ).
Proof. Let us fix an input (K ,φ). Let T (φ) be the standard tree encoding of φ,
where each node is labeled by some subformula ofφ. Letψ ∈ SD(φ). Ifψ is a subfor-
mula ofφ, we definedψ as the maximum over the distances from the root inT (φ) of
ψ -labeled nodes. If, conversely,ψ is the dual of a subformula of φ, we let dψ = dψ˜ .
Let us denote by H (K ,φ) the length of a certificate for (K ,φ). Recall that
H (K ,φ) = (|S | · 2(2 |Spec |)2 )h+2, where S is the set of states of K , Spec is the set of
atomic formulas (regular expressions) occurring in φ, and h = NestB(φ).
By Proposition 7.3.14, it follows that each step in an iteration of the while
loops in the procedures checkTrue and checkFalse can be performed in time
singly exponential in the size of (K ,φ). Thus, in order to prove Claim E.6.2, it
suffices to show that for all computations π of the ATM check starting from the
input (K ,φ), the overall number Nψ of iterations of the while loops (of proce-
dures checkTrue and checkFalse) along π , where the formulaψ is processed,
is at most (2 |φ | · H (K ,φ))dψ .
The proof is done by induction on dψ . As for the base case, we have dψ = 0.
Therefore, ψ = φ or ψ = φ˜; by construction of the algorithm, Nφ and Nφ˜ are
at most equal to 1. Thus the result holds.
As for the inductive step, let us assume that dψ > 0. We consider the case
where ψ is a subformula of φ (the case where ψ˜ is a subformula of φ is similar).
Then, the result follows from the next sequence of inequalities, where P(ψ ) denotes
the set of nodes of T (φ) which are parents of the nodes labeled byψ , and for each
node x , fo(x) denotes the formula labeling x .
Nψ ≤
∑
x ∈P (ψ )
Nfo(x ) · H (K ,φ) ≤
≤
∑
x ∈P (ψ )
(2 |φ | · H (K ,φ))dfo(x ) · H (K ,φ) ≤ (2 |φ | · H (K ,φ))dψ .
The first inequality directly follows from the construction of the algorithm (note
that if fo(x) = [B]ψ , the processing of the subformula fo(x) in an iteration of
the two while loops generates at most H (K ,φ) new “copies” of ψ ). The second
inequality follows by the inductive hypothesis, and the last one from the fact that
|P(ψ )| ≤ 2 |φ | and dfo(x ) ≤ dψ − 1 for all x ∈ P(ψ ). This concludes the proof of
Claim E.6.2. □
It remains to show that the ATM check accepts FMC. Let us fix an input
(K ,φ) and let Lab be the AA-labeling initially and existentially guessed by check
(at line 1). Evidently, after the top calls to checkTrue, each configuration of the
procedure check can be described by a tuple (ℓ, Lab ,W, f ), where:
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• W is a well-formed set for (K ,φ),
• f = ⊤ ifW is processed within checkTrue, and f = ⊥ otherwise, and
• ℓ is an instruction label corresponding to one of the instructions of the
procedures checkTrue and checkFalse.
We denote by ℓ0 the label associated with the while instruction. A main config-
uration is a configuration having label ℓ0.
Let LabW be the restriction of Lab to the set of formulas in AA(φ) which
are subformulas of formulas occurring in W. In other words, for each state s ,
LabW(s) contains all and only the formulasψ ∈ Lab (s) such that eitherψ or its
dual ψ˜ is a subformula of some formula occurring inW. LabW is said to be valid
if, for all states s and ψ ∈ LabW(s), it holds K , s |= ψ .
Claim E.6.3. LetW be a well-formed set for (K ,φ) and let us assume that
LabW is valid. Then
1. the main configuration (ℓ0, Lab ,W,⊤) leads to acceptance if and
only if W is valid;
2. the main configuration (ℓ0, Lab ,W,⊥) leads to acceptance if and
only if W is not valid.
Proof. We associate with W a natural number ∥W∥ defined as follows. Let
us fix an ordering ψ1, . . . ,ψk of the formulas in SD(φ) such that, for all i , j,
|ψi | > |ψj | implies i < j.
First, we associate withW a (k+1)-tuple (n0,n1, . . . ,nk ) of natural numbers de-
fined as: the first componentn0 in the tuple is the alternation depth ϒw (W) and, for
all the other components ni , with 1 ≤ i ≤ k , ni is the number of elements ofW as-
sociated with the formulaψi (i.e., the number of elements having the form (ψi , ρ)).
Then ∥W∥ is the position of the tuple (n0,n1, . . . ,nk ) along the total lexico-
graphic ordering over Nk+1. Note that ifW is non-empty and universal, since
ϒw (W˜) < ϒw (W), it holds that ∥W˜∥ < ∥W∥. Moreover, ∥W∥ strictly decreases
at each iteration of the while loops in the procedures checkTrue and checkFalse
(this is because at each iteration ϒw (W) does not increase, and an element ofW
is replaced with elements associated with smaller formulas).
The proof of Claim E.6.3 is now carried out by induction on ∥W∥. As for the
base case we have ∥W∥ = 0, thusW is empty and clearly valid. By construc-
tion checkTrue accepts the empty set, while checkFalse rejects the empty
set. The result holds.
As for the inductive step, let ∥W∥ > 0, hence W is not empty. First, we
assume that W is universal. Recall that ∥W˜∥ < ∥W∥. Thus,
• W is valid ⇐⇒ for each (ψ , ρ) ∈ W˜, {(ψ , ρ)} is not valid ⇐⇒ (by the
inductive hypothesis) for each (ψ , ρ) ∈ W˜, the main configuration (ℓ0, Lab ,
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{(ψ , ρ)},⊥) leads to acceptance ⇐⇒ (by construction of the algorithm
and sinceW is universal) the main configuration (ℓ0, Lab ,W,⊤) leads to
acceptance.
• W is not valid ⇐⇒ for some (ψ , ρ) ∈ W˜, {(ψ , ρ)} is valid ⇐⇒ (by the
inductive hypothesis) for some (ψ , ρ) ∈ W˜, the main configuration (ℓ0, Lab ,
{(ψ , ρ)},⊤) leads to acceptance ⇐⇒ (by construction of the algorithm
and sinceW is universal) the main configuration (ℓ0, Lab ,W,⊥) leads to
acceptance.
Hence, (1.) and (2.) of Claim E.6.3 hold if W is universal.
Now, let us assume that the non-empty setW is not universal. We consider
(2.) of Claim E.6.3 (the proof of (1.) is just the “dual”). Let (ψ , ρ) ∈ W be the
pair selected by the procedure checkFalse in the iteration of the while loop
associated with the main configuration (ℓ0, Lab ,W,⊥). Here we examine the
cases where either ψ = ⟨A⟩ψ ′, or ψ = [B]ψ ′, or ψ = ⟨X⟩ψ ′ with X ∈ {B,E}
(the other cases are similar or simpler).
• ψ = ⟨A⟩ψ ′. We have that {(⟨A⟩ψ ′, ρ)} is valid if and only if K , lst(ρ) |=
⟨A⟩ψ ′. By hypothesis, LabW is valid. Hence {(⟨A⟩ψ ′, ρ)} is not valid if and
only if ⟨A⟩ψ ′ < LabW(lst(ρ)). LetW ′ =W \ {(ψ , ρ)}. Note that ∥W ′∥ <
∥W∥. Then W is not valid ⇐⇒ either ⟨A⟩ψ ′ < LabW(lst(ρ)) or W ′ is
not valid⇐⇒ (by the inductive hypothesis) either ⟨A⟩ψ ′ < LabW(lst(ρ))
or the main configuration (ℓ0, Lab ,W ′,⊥) leads to acceptance ⇐⇒ (by
construction of checkFalse) the main configuration (ℓ0, Lab ,W,⊥) leads
to acceptance.
• ψ = [B]ψ ′. Let W ′ = (W \ {(ψ , ρ)}) ∪ {(ψ ′, ρ ′) | ρ ′ ∈ Pref(ρ)}. Note
that ∥W ′∥ < ∥W∥. ThenW is not valid⇐⇒W ′ is not valid⇐⇒ (by
the inductive hypothesis) the main configuration (ℓ0, Lab ,W ′,⊥) leads to
acceptance⇐⇒ (by construction of checkFalse) the main configuration
(ℓ0, Lab ,W,⊥) leads to acceptance.
• ψ = ⟨X⟩ψ ′ with X ∈ {B,E}. By Proposition 7.3.14(1), K , ρ |= ⟨X⟩ψ ′ if
and only if there exists an X -witness ρ ′ of ρ for (K ,φ) such that K , ρ ′ |=
ψ ′. Then (2.) of Claim E.6.3 directly follows from the next sequence of
equivalences: W is not valid⇐⇒ eitherW \ {(ψ , ρ)} is not valid, or for
each X -witness ρ ′ of ρ for (K ,φ), {(ψ ′, ρ ′)} is not valid ⇐⇒ for each X -
witness ρ ′ of ρ for (K ,φ), (W \ {(ψ , ρ)}) ∪ {(ψ ′, ρ ′)} is not valid⇐⇒ (by
the inductive hypothesis) for each X -witness ρ ′ of ρ for (K ,φ), the main
configuration (ℓ0, Lab , (W \ {(ψ , ρ)}) ∪ {(ψ ′, ρ ′)},⊥) leads to acceptance
⇐⇒ (by construction of the procedure checkFalse) themain configuration
(ℓ0, Lab ,W,⊥) leads to acceptance.
This concludes the proof of Claim E.6.3. □
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By Claim E.6.3 we prove the next result, which finally concludes the proof
of Proposition 7.3.15.
Claim E.6.4. The ATM check accepts an input (K ,φ) if and only if K |= φ.
Proof. Let us fix an input (K ,φ) and an AA-labeling Lab for (K ,φ). A Lab -
guessing for (K ,φ) is a well-formed setW for (K ,φ) which minimally satisfies
the following conditions for all states s of K :
• for all certificates ρ for (K ,φ) with fst(ρ) = s0, (φ, ρ) ∈ W;
• for all ⟨A⟩ψ ∈ Lab (s) (resp., ⟨A⟩ψ ∈ Lab (s)), there is a certificate ρ for
(K ,φ) with fst(ρ) = s (resp., lst(ρ) = s) such that (ψ , ρ) ∈ W;
• for all [A]ψ ∈ Lab (s) (resp., [A]ψ ∈ Lab (s)) and for all certificates ρ for
(K ,φ) with fst(ρ) = s (resp., lst(ρ) = s), (ψ , ρ) ∈ W.
Evidently, by construction of the procedure check, for each input (K ,φ), it holds:
(*) check accepts (K ,φ)⇐⇒ there are an AA-labeling Lab and a Lab -guessing
W for (K ,φ) such that, for all (ψ , ρ) ∈ W, the main configuration (ℓ0, Lab ,
{(ψ , ρ)},⊤) leads to acceptance.
First we assume that K |= φ. Let Lab be the valid AA-labeling defined as
follows for all states s: for all ψ ∈ AA(φ), ψ ∈ Lab (s) if and only if K , s |= ψ .
By Theorem 4.2.12, there exists a Lab -guessing W for (K ,φ) such that for all
(ψ , ρ) ∈ W, K , ρ |= ψ . By Claim E.6.3, for all (ψ , ρ) ∈ W, the main configuration
(ℓ0, Lab , {(ψ , ρ)},⊤) leads to acceptance. Hence, by (*), check accepts (K ,φ).
For the converse direction, let us assume that check accepts (K ,φ). By (*),
there exist an AA-labeling Lab and a Lab -guessingW for (K ,φ) such that, for
all (ψ , ρ) ∈ W, the main configuration (ℓ0, Lab , {(ψ , ρ)},⊤) leads to acceptance.
First we show that Lab is valid.
We fix a state s and a formula ψ ∈ Lab (s). We need to prove that K , s |= ψ .
The proof is by induction on the nesting depth of modalities ⟨A⟩, ⟨A⟩, [A] and
[A] in ψ . Assume that ψ = [A]ψ ′ for some ψ ′ (the other cases, where either
ψ = ⟨A⟩ψ ′, or ψ = ⟨A⟩ψ ′, or ψ = [A]ψ ′ are similar). By definition of Lab -
guessing, for each certificate ρ for (K ,φ) with fst(ρ) = s , (ψ ′, ρ) ∈ W. Moreover,
by the inductive hypothesis, one can assume that Lab {(ψ ′,ρ)} is valid (note that for
the base case, i.e., whenψ ′ does not contain occurrences of modalities ⟨A⟩, ⟨A⟩,
[A], and [A], Lab {(ψ ′,ρ)} is trivially valid). By hypothesis, the main configuration
(ℓ0, Lab , {(ψ ′, ρ)},⊤) leads to acceptance. By Claim E.6.3, for each certificate ρ
for (K ,φ) with fst(ρ) = s , it holds K , ρ |= ψ ′. Thus, by Theorem 4.2.12, we obtain
that K , s |= ψ . Hence Lab is valid.
Now, by definition of Lab -guessing, for each certificate ρ for (K ,φ) with
fst(ρ) = s0, (φ, ρ) ∈ W. Thus, by hypothesis, by Claim E.6.3, and by Theo-
rem 7.3.12, we have K |= φ. This concludes the proof of the claim. □
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Proposition 7.3.15 has been proved. □
E.7 Proof of Theorem 7.3.16
In this section, we show that
Theorem (7.3.16).The alternating multi-tiling problem isAEXPpol-complete
Membership to AEXPpol is straightforward. As for AEXPpol-hardness, we
establish it in two steps. In the first, we focus on a variant of the considered
problem, called TM alternation problem, which is defined in terms of multi-tape
deterministic Turing machines, and we prove that it is AEXPpol-hard. Then, in
the second, we provide a polynomial-time reduction from the TM alternation
problem to alternating multi-tiling.
E.7.1 TM alternation problem
Let n ≥ 1. An n-ary deterministic Turing machine (TM, for short) is a deterministic
Turing machine M = (n, I ,A,Q, {qacc,qrej},q0,δ ) operating on n ordered semi-
infinite tapes and having only one read/write head (shared by all tapes), where: I
(resp.,A ⊃ I ) is the input (resp., work) alphabet,A contains the blank symbol # < I ,
Q is the set of states, qacc (resp., qrej) is the terminal accepting (resp., rejecting) state,
q0 is the initial state, and δ : Q ×A→ {⊥}∪(Q ×A×{←,→})∪(Q ×{prev, next})
is the transition function, where the symbol ⊥ is for “undefined”, and for all
(q,a) ∈ Q ×A, δ (q,a) = ⊥ if and only if q ∈ {qacc,qrej}. In each non-terminal step,
if the read/write head scans the k-th cell from the left of the ℓ-th tape (for ℓ ∈ [1,n]
and k ≥ 1) and (q,a) ∈ (Q \ {qacc ,qr e j }) × A is the current pair state/scanned
cell content, one of the following occurs:
• δ (q,a) ∈ Q × A × {←,→} (ordinary moves): M overwrites the tape cell
being scanned, there is a change of state, and the read/write head moves
one position to the left (←) or right (→) in accordance with δ (q,a).1
• δ (q,a) ∈ Q×{prev, next} (jumpmoves): if δ (q,a) = (q′, prev) (resp., δ (q,a) =
(q′, next)) for some q′ ∈ Q , then the read/write head jumps to the k-th cell
of the (ℓ − 1)-th tape (resp., (ℓ + 1)-th tape) andM moves to state q′ if ℓ > 1
(resp., ℓ < n); otherwise,M moves to the rejecting state.
Initially, each tape contains a word in I ∗ and the read/write head points to
the left-most cell of the first tape. Thus, an input ofM, called n-ary input, can
be described by a tuple (w1, . . . ,wn) ∈ (I ∗)n , where for all i ∈ [1,n],wi represent
1If the read/write head points to the left-most cell of the ℓ-th tape and δ (q, a) is of the form
(q′, a,←), then M moves to the rejecting state.
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the initial content of the i-th tape. M accepts a n-ary input (w1, . . . ,wn) ∈ (I ∗)n ,
writtenM(w1, . . . ,wn), if the computation ofM from (w1, . . . ,wn) is accepting.
We consider the following problem.
Definition E.7.1 (TM Alternation problem). An instance of the problem
is a tuple (n,M), where n > 1 andM is a polynomial-time bounded n-ary
deterministic Turing machine with input alphabet I . The instance (n,M)
is positive if and only if the following holds, where, for ℓ ∈ [1,n], Qℓ = ∃
if ℓ is odd, and Qℓ = ∀ otherwise:
Q1x1 ∈ I 2n .Q2x2 ∈ I 2n . . . .Qnxn ∈ I 2n .M(x1, . . . ,xn).
Note that the quantifications Qi are restricted to words over I of length
2n . Thus, even ifM is polynomial-time bounded, it operates on an input
whose size is exponential in n.
Proposition E.7.2. The TM Alternation problem is AEXPpol-complete.
The proof is standard; however, for completeness, we give a proof of the
hardness result, which follows from the next lemma.
Lemma E.7.3. LetMA be a singly exponential-time bounded ATMmaking
a polynomial bounded number of alternations. Moreover, let c ≥ 1 and
ca ≥ 1 be integer constants such that, for each input α , when started on α ,
MA makes at most |α |ca alternations and reaches a terminal configuration
in at most 2 |α |c steps. Then, given an input α , one can construct in time
polynomial in α and in the size of MA an instance (2|α |max{c,ca },M) of
the TM Alternation problem such that the instance is positive if and only if
MA accepts α .
Proof. Let MA , c , and ca be as in the above statement. Let IA (resp., AA) be
the input (resp., work) alphabet of MA , where IA ⊂ AA , and Q be the set of
MA-states. Without loss of generality, we assume that the initial state ofMA is
existential. Fix an input α ∈ I ∗A . We define k = max{c, ca} and n = 2|α |k .
An α-configuration is a word in A∗A · (Q ×AA) · A∗A of length exactly 2 |α |
k .
Note that any configuration ofMA reachable from the input α can be encoded
by an α-configuration. We denote by Cα the initial (existential) α-configuration
associated with the input α . A partial computation ofMA is a finite sequence
π = C1, . . . ,Cp of α-configurations such that p ≤ 2 |α |k and for each 1 ≤ i < p,
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Ci+1 is aMA-successor of Ci (note that a computation ofMA over α is a partial
computation). We say that π is uniform if additionally one of the following holds:
• Cp is terminal and π visits only existential n-configurations;
• Cp is terminal and π visits only universal n-configurations;
• p > 1, Cp is existential and for each 1 ≤ h < p, Ch is universal;
• p > 1, Cp is universal and for each 1 ≤ h < p, Ch is existential.
Let ♦ be a fresh symbol and I = AA ∪ {♦}. The code of a partial computation
π = C1, . . . ,Cp is the word over I of length exactly 2n (recall that n = 2|α |k ) given
by C1, . . . ,Cp ,C0p+1, . . . ,C02|α |k , where C
0
i ∈ {♦}2
|α |k for all p + 1 ≤ i ≤ 2 |α |k . We
construct a polynomial-time bounded n-ary deterministic Turing machine M,
which satisfies Lemma E.7.3 for the given input α ofMA . The input alphabet of
M is I . Given a n-ary input (w1, . . . ,wn) ∈ (I ∗)n ,M operates in n-steps (macro
steps). At step i , for i ∈ [1,n], the behavior ofM is as follows, where for a partial
computation π = C1, . . . ,Cp , first(π ) = C1 and last(π ) = Cp :
• i = 1.
1. Ifw1 ∈ I 2n andw1 encodes a uniform partial computation π1 ofMA
from Cα , then the behavior is as follows. If last(π1) is accepting (resp.,
rejecting), then M accepts (resp., rejects) the input. Conversely, if
last(π1) is not a terminal configuration, thenM goes to step i + 1.
2. Otherwise,M rejects the input.
• i > 1.
1. Ifwi ∈ I 2n andwi encodes a uniform partial computation πi ofMA
such that first(πi ) = last(πi−1), where πi−1 is the uniform partial com-
putation encoded bywi−1, then the behavior is as follows. If last(πi )
is accepting (resp., rejecting), thenM accepts (resp., rejects) the input.
If instead last(πi ) is not a terminal configuration, thenM goes to step
i + 1, if i + 1 ≤ n, and rejects the input otherwise.
2. Otherwise, if i is odd (resp., even), thenM rejects (resp., accepts) the
input.
Note that (1.) in the steps above can be checked byM in polynomial time (in
the size of the input) by using the transition function ofMA and n-bit counters.
Hence, M is a polynomial-time bounded n-ary deterministic Turing machine
which can be built in time polynomial in n and in the size ofMA .
Now, we prove that the construction is correct, that is, (n,M) is a positive
instance of the TM Alternation problem if and only ifMA accepts α . For each
ℓ ∈ [1,n], let Qℓ = ∃ if ℓ is odd, and Qℓ = ∀ otherwise. Since Cα is existential,
MA accepts α if and only if there is a uniform partial computation π1 ofMA
from Cα such that last(π1) leads to acceptance. Moreover, for eachw1 ∈ I 2n ,M
accepts an input of the form (w1,w ′2, . . . ,w ′k ) only if w1 encodes a non-rejecting
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uniform partial computation ofMA from Cα . Thus, since Q1 = ∃, correctness
of the construction directly follows from the following claim.
Claim E.7.4. Let ℓ ∈ [1,n] and π = π1 . . . πℓ be a partial computation
of MA from Cα such that πℓ is uniform, and for each 1 ≤ j < ℓ, πj is
non-empty and πj · first(πj+1) is uniform as well. Let wℓ ∈ I 2n be the
word encoding πℓ , and for each 1 ≤ j < ℓ,w j ∈ I 2n be the word encoding
πj · first(πj+1). Then, last(πℓ) leads to acceptance inMA if and only if
Qℓ+1xℓ+1 ∈ I 2n . . . . Qnxn ∈ I 2n .M(w1, . . . ,wℓ,xℓ+1, . . . ,xn). (E.1)
Proof. The proof is by induction on n − ℓ.
In the base case, we have ℓ = n. Note that, in this case, last(πn) is a terminal
configuration ofMA (otherwise, the number of alternations of existential and
universal configurations along π would be greater than n − 1 ≥ |α |ca ). Thus,
we need to show that last(πn) is accepting if and only if M(w1, . . . ,wn). By
construction, when started on the input (w1, . . . ,wn), M reaches the n-th step
and (1.) in this step is satisfied. Moreover, either last(πn) is accepting and M
accepts the input (w1, . . . ,wn), or last(πn) is rejecting andM rejects the input
(w1, . . . ,wn). Hence, the result follows.
Let us now consider the inductive step, where ℓ < n. First, assume that
last(πℓ) is a terminal configuration. By construction, on any input of the form
(w1, . . . ,wℓ,w ′ℓ+1, . . . ,w ′n),M reaches the ℓ-th step and (1.) in this step is satis-
fied. Moreover, either last(πℓ) is accepting andM accepts the input (w1, . . . ,wℓ,
w ′
ℓ+1, . . . ,w
′
n), or last(πℓ) is rejecting and M rejects the input (w1, . . . ,wℓ,
w ′
ℓ+1, . . . ,w
′
n). Hence, in this case the result holds. Now, assume that last(πℓ)
is not terminal. We consider the case where ℓ + 1 is even (the other case being
similar). Then, Qℓ+1 = ∀. Since Cα is existential and last(πℓ) is not terminal,
by hypothesis, last(πℓ) must be a universal configuration. First, assume that
last(πℓ) leads to acceptance. Let wℓ+1 ∈ I 2n . By construction, on any input of
the form (w1, . . . ,wℓ,wℓ+1,w ′ℓ+2 . . . ,w ′n),M reaches the (ℓ + 1)-th step. If wℓ+1
satisfies (2.) in this step, then since ℓ + 1 is even, M accepts the input. Hence,
Qℓ+2xℓ+2 ∈ I 2n . . . .Qnxn ∈ I 2n .M(w1, . . . ,wℓ,wℓ+1,xℓ+2, . . . ,xn). Otherwise
wℓ+1 encodes a uniform partial computation πℓ+1 of MA from last(πℓ). Since
last(πℓ) leads to acceptance and last(πℓ) is universal, last(πℓ+1) leads to acceptance
as well. Thus, by applying the inductive hypothesis to the partial computation
π1 . . . πℓ−1π ′ℓπℓ+1 (where π
′
ℓ
is obtained from πℓ by removing last(πℓ)), it follows
that Qℓ+2xℓ+2 ∈ I 2n . . . .Qnxn ∈ I 2n .M(w1, . . . ,wℓ,wℓ+1,xℓ+2, . . . , xn). Thus the
previous condition holds for eachwℓ+1 ∈ I 2n . Since Qℓ+1 = ∀, it follows that (E.1)
holds. For the converse direction, assume that (E.1) holds. Let πℓ+1 be any uniform
partial computation ofMA from last(πℓ). We need to show that last(πℓ+1) leads to
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acceptance. Since (E.1) holds andQℓ+1 = ∀, we can apply the inductive hypothesis
to the partial computation π1 . . . πℓ−1π ′ℓπℓ+1 (where π
′
ℓ
is obtained from πℓ by
removing last(πℓ)). The result follows, concluding the proof of the claim. □
This concludes the proof of Lemma E.7.3, as well. □
E.7.2 AEXPpol-hardness of the alternating multi-tiling prob-
lem
We prove here the AEXPpol-hardness of the alternating multi-tiling problem by
a polynomial time reduction from the TM alternation problem. Fix an instance
(n,M) of the TM alternation problem whereM = (n, I ,A,Q, {qacc,qrej},q0,δ ) is
a polynomial-time bounded n-ary deterministic Turing machine.
Remark E.7.5 (Assumptions on M). In order to simplify the reduction,
w.l.o.g., we can assume thatM satisfies the following constraints:
• n is even;
• for each n-ary input (w1, . . . ,wn) ∈ I 2n × . . . × I 2n , M reaches a
terminal configuration in exactly 2n − 1 steps, and whenM halts,
the read/write head points to a cell of the n-th tape;
• there is no move leading to the initial state q0;
• for all a ∈ A, δ (q0,a) ∈ Q ×A × {→};
• for all (q,a), (q′,a′) ∈ Q × A, if δ (q,a) ∈ {q′} × {prev, next}, then
δ (q′,a′) < Q × {prev, next}.
We construct, in polynomial time in the size of (n,M), an instance I of
the alternating multi-tiling problem such that (n,M) is a positive instance of
the TM alternation problem if and only if I is a positive instance of the alter-
nating multi-tiling problem. By the definitions of the considered problems, it
suffices to show the following.
Proposition E.7.6. One can construct in time polynomial in the size of
(n,M), an instance I = (n,D,D0,H ,V ,M,Dacc) of the alternating multi-
tiling problem such that D0 = I and the following holds: for each n-ary input
(w1, . . . ,wn) ∈ I 2n × . . . × I 2n , M(w1, . . . ,wn) if and only if there exists
a multi-tiling F = (f1, . . . , fn) of I such that, for all ℓ ∈ [1,n], the initial
condition Init(fℓ) of the tiling fℓ iswℓ .
Proof. We adapt the well-known translation between time-space diagrams of
computations (also known as computation tableaux) of a nondeterministic TM
and tilings for a set of domino types entirely determined by the given TM. In such
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a translation, adjacent rows in the tiled region encode successive configurations
in a computation of the machine.
Let ⌈A⌉ be a fresh copy of the work alphabet A ofM. For a word w over A,
we denote by ⌈w⌉ the associated word over ⌈A⌉. We define U = A × [1,n] and
⌈U ⌉ = ⌈A⌉ × [1,n]. We adopt the following set D of domino types:
D = I ∪U ∪ ⌈U ⌉ ∪ (Q ×U ) ∪ ((Q × {←,→, prev, next}) ×U )
Intuitively, in the encoding we keep track of the tape-indexes ofM. Moreover,
the domino types in (Q × {←,→}) ×U (resp., (Q × {prev, next}) ×U ) are used
to encode the effects of the ordinary moves (resp., jump moves). For each d ∈ D,
we denote by symb(d) the associated letter in A (recall that I ⊂ A). Moreover,
if d ∈ D \ I , we write tape(d) to mean the associated tape index ℓ ∈ [1,n].
Additionally, if d ∈ (Q × U ) ∪ ((Q × {←,→, prev, next}) × U ), we denote by
state(d), the state q ∈ Q associated with d . If instead d ∈ I ∪ U ∪ ⌈U ⌉, we set
state(d) = ⊥ (⊥ is for “undefined”).
Given ℓ ∈ [1,n] and a word v over the alphabet
A ∪ ⌈A⌉ ∪ (Q ×A) ∪ ((Q × {←,→, prev, next}) ×A)
we write v ⊕ ℓ to denote the word over alphabet D \ I defined in the obvious way.
Fix an n-ary input (w1, . . . ,wn) ∈ I 2n × . . . × I 2n and a non-rejecting con-
figuration C of M reachable from the input (w1, . . . ,wn). Assume that in C ,
the read/write head points to the k-th cell of the ℓ-th tape for some k ≥ 1 and
ℓ ∈ [1,n], and let (q,a) ∈ Q × A be the pair state/scanned cell content asso-
ciated with C . Since on input (w1, . . . ,wn), M halts in 2n − 1 steps, it holds
that k ≤ 2n and C can be encoded by the tuples of words in D2n of the form
(wC1 ⊕ 1, . . . ,wCn ⊕ n) defined as follows:
• cases q = qacc or δ (q,a) ∈ Q ×A × {←,→}:
for each j ∈ [1,n] \ {ℓ},wCj = w j orwCj = ⌈w j ⌉ wherew j is the content of
the first 2n cells of the j-th tape, and one of the following holds:
– q = qacc: wCℓ is of the form w
′ · (q,a) · ⌈w ′′⌉, where w ′ · a · w ′′ is
the content of the first 2n cells of the ℓ-th tape and |w ′ | = k − 1 (the
read/write head points to the k-th cell of the ℓ-th tape);
– δ (q,a) ∈ {q′} ×A× {→} for some q′ ∈ Q : wC
ℓ
is of the formw ′ · (q,a) ·
((q′,→),a′) · ⌈w ′′⌉, wherew ′ · a · a′ ·w ′′ is the content of the first 2n
cells of the ℓ-th tape and |w ′ | = k − 1;
– δ (q,a) ∈ {q′} × A × {←} for some q′ ∈ Q : wC
ℓ
is of the form w ′ ·
((q′,←),a′) · (q,a) · ⌈w ′′⌉, wherew ′ · a′ · a ·w ′′ is the content of the
first 2n cells of the ℓ-th tape and |w ′ | = k − 1;
• case δ (q,a) ∈ {q′} × {prev} for some q′ ∈ Q :
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– for each j ∈ [1,n] \ {ℓ, ℓ − 1},wCj = w j orwCj = ⌈w j ⌉ wherew j is the
content of the first 2n cells of the j-th tape;
– wC
ℓ
is of the formw ′ · (q,a) · ⌈w ′′⌉, wherew ′ · a ·w ′′ is the content of
the first 2n cells of the ℓ-th tape and |w ′ | = k − 1;
– if ℓ > 1,wC
ℓ−1 is of the formw
′ · ((q′, prev),a) · ⌈w ′′⌉, wherew ′ · a ·w ′′
is the content of the first 2n cells of the (ℓ− 1)-th tape and |w ′ | = k − 1;
• case δ (q,a) ∈ {q′} × {next} for some q′ ∈ Q :
– for each j ∈ [1,n] \ {ℓ, ℓ + 1},wCj = w j orwCj = ⌈w j ⌉ wherew j is the
content of the first 2n cells of the j-th tape;
– wC
ℓ
is of the formw ′ · (q,a) · ⌈w ′′⌉, wherew ′ · a ·w ′′ is the content of
the first 2n cells of the ℓ-th tape and |w ′ | = k − 1;
– if ℓ < n,wC
ℓ+1 is of the formw
′ · ((q′, next),a) · ⌈w ′′⌉, wherew ′ · a ·w ′′
is the content of the first 2n cells of the (ℓ+ 1)-th tape and |w ′ | = k − 1;
We construct in polynomial-time an instance I = (n,D,D0,H ,V ,M,Dacc) of
the alternating multi-tiling problemwithD0 = I andDacc = {qacc}×U such that for
each n-ary input (w1, . . . ,wn) ∈ I 2n × . . .× I 2n ,M(w1, . . . ,wn) if and only if there
exists a multi-tiling F = (f1, . . . , fn) of I such that for all ℓ ∈ [1,n], the initial con-
dition of the tiling fℓ iswℓ . Moreover, ifM(w1, . . . ,wn), then the following holds:
• let π = C1 . . .C2n−1 be the accepting computation ofM over (w1, . . . ,wn)
(by our assumptions, the write/read head in the accepting configuration
C2n−1 points to then-th tape). Then, there exist multi-tilings F = (f1, . . . , fn)
of I associated with the input (w1, . . . ,wn) such that, for all j ∈ [1, 2n − 1],
there is an encoding cod(Cj ) of configuration Cj so that, for all ℓ ∈ [1,n],
the row of index j of fℓ coincides with the ℓ-th component of cod(Cj ).
We define the matching relations H ,V and M in order to ensure the above
conditions. In particular, the horizontal matching relation H guarantees that the
TM configurations are correctly encoded, while the vertical matching relation
is used to encode the ordinary moves ofM. Finally, the multi-tiling matching
relationM is used to encode the jump moves. Additionally,H ,V andM also ensure
that the rows of index 1 encode the initial configuration ofM associated with the
given n-ary input (the latter corresponds to the tuple of rows of index 0).
FormallyH is the set of pairs (d,d ′) ∈D×D satisfying the following constraints:
• d ∈ I if and only if d ′ ∈ I ;
• if d ∈ D \ I , then d ′ ∈ D \ I and tape(d) = tape(d ′);
• if d,d ′ ∈ U ∪ ⌈U ⌉, then either d,d ′ ∈ U , or d,d ′ ∈ ⌈U ⌉;
• state(d ′),q0, and whenever state(d)=q0, then d ∈ {q0}×U and tape(d)=1;
• if d ∈ ⌈U ⌉ or d ∈ (Q × {→, prev, next}) ×U , then d ′ ∈ ⌈U ⌉;
• if d ∈ Q ×U and δ (state(d), symb(d)) < Q ×A × {→}, then d ′ ∈ ⌈U ⌉;
• if d ′ ∈ U or d ′ ∈ (Q × {←, prev, next}) ×U , then d ∈ U ;
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• if d ′ ∈ Q ×U and δ (state(d), symb(d)) < Q ×A × {←}, then d ∈ U ;
• for q′ ∈ Q , d ∈ Q × U and δ (state(d), symb(d)) ∈ {q′} × A × {→} if and
only if d ′ ∈ {(q′,→)} ×U ;
• for q′ ∈ Q , d ′ ∈ Q ×U and δ (state(d), symb(d)) ∈ {q′} × A × {←} if and
only if d ∈ {(q′,←)} ×U .
By definition of H (independently of V and M), we deduce the following.
Claim E.7.7. Let f be a tiling of I and row be the content of any row of
f . Then, either row ∈ I ∗ or row = row′ ⊕ ℓ for some ℓ ∈ [1,n], and row′
satisfies one of the following:
• row′=w·(q,a)·⌈w ′⌉ such thatw,w ′∈A∗ and δ (q,a)<Q×A×{←,→};
• row′ = w ·d ·⌈w ′⌉ such thatw,w ′ ∈ A∗, andd ∈ (Q×{prev, next})×A;
• row′ = w such thatw ∈ A∗;
• row′ = ⌈w⌉ such thatw ∈ A∗;
• row′ = w · d · ((q′,→),a′) · ⌈w ′⌉ such that w,w ′ ∈ A∗, d ∈ Q × A,
and δ (state(d), symb(d)) ∈ {q′} ×A × {→};
• row′ = w · ((q′,←),a′) · d · ⌈w ′⌉ such that w,w ′ ∈ A∗, d ∈ Q × A,
and δ (state(d), symb(d)) ∈ {q′} ×A × {←};
Moreover, if for some i , state(row(i)) = q0, then i = 0, row(0) ∈ {q0} ×U ,
and tape(row(0)) = 1.
Now, let us define the vertical matching relation V . V is the set of pairs
(d,d ′) ∈ D × D satisfying the following constraints:
• ifd ∈ I thend ′∈ ({q0}×U )∪U ∪⌈U ⌉∪(Q×{→})×U and symb(d)=symb(d ′);
• if d ∈ D \ I , then d ′ ∈ D \ I and tape(d) = tape(d ′);
• if d ∈ U ∪ ⌈U ⌉ then d ′ ∈ U ∪ ⌈U ⌉ ∪ ((Q × {prev, next}) ×U ) and symb(d) =
symb(d ′);
• if d ∈ (Q × {←,→, prev, next}) ×U , then d ′ = (state(d), symb(d), tape(d));
• if d ∈ Q ×U , then state(d) , qacc and one of the following holds:
– δ (state(d), symb(d)) ∈ Q × {symb(d ′)} × {←,→} and d ′ ∈ U ∪ ⌈U ⌉;
– δ (state(d), symb(d)) ∈Q×{prev, next}, d ′∈U and symb(d ′)=symb(d).
Finally, we define the multi-tiling matching relationM . M is the set of pairs
(d,d ′) ∈ D × D satisfying the following constraints:
• d ∈ I if and only if d ′ ∈ I ;
• if d ∈ D \ I , then d ′ ∈ D \ I and tape(d ′) = tape(d) + 1;
• state(d) , qacc and state(d ′) , q0;
• for each q ∈ Q , d ∈ Q ×U and δ (state(d), symb(d)) = (q, next) if and only
if d ′ ∈ {(q, next)} ×U ;
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• for each q ∈ Q , d ′ ∈ Q ×U and δ (state(d), symb(d)) = (q, prev) if and only
if d ∈ {(q, prev)} ×U ;
• if d ∈ (Q × {next}) ×U , then tape(d) > 1;
• if d ′ ∈ (Q × {prev}) ×U , then tape(d ′) < n.
By Claim E.7.7 and the definitions of the relationsV andM , one can prove that
if F is a multi-tiling ofI with initial conditions (w1, . . . ,wn) ∈ I 2n×. . .×I 2n , then F
encodes an accepting computation ofM over the n-ary input (w1, . . . ,wn) ∈ I 2n ×
. . . × I 2n . Vice versa, by Remark E.7.5, ifM(w1, . . . ,wn), then it follows that there
is a multi-tiling encoding the accepting computation ofM over (w1, . . . ,wn). □
E.8 Proof of Proposition 7.4.2
Proposition (7.4.2). Let K = (AP , S, R, µ, s0) be a finite Kripke structure, φ
be an AABB formula with RE’s r1, . . . , rk over AP , ρ ∈ TrcK be a trace, and
(q1, . . . ,qk ) ∈ Q(φ). There exists a trace π ∈ TrcK , which is (q1, . . . ,qk )-
well-formed w.r.t. ρ, such that |π | ≤ |S | · 22∑kℓ=1 |rℓ | .
Proof. Let ρ ∈ TrcK with |ρ | = n. If n ≤ |S | · 22
∑k
ℓ=1 |rℓ | , the thesis trivially
holds. Thus, let us assume n > |S | · 22∑kℓ=1 |rℓ | . We show that there exists a
trace which is (q1, . . . ,qk )-well-formed w.r.t. ρ, whose length is less than n. The
number of possible (joint) configurations of the DFAs D(φ) is (at most) |Q(φ)| ≤
22 |r1 | · · · 22 |rk | = 22∑kℓ=1 |rℓ | . Since n > |S | · 22∑kℓ=1 |rℓ | , there exists some state s ∈ S
occurring in ρ at least twice in the ρ-positions, say 1 ≤ l1 < l2 ≤ |ρ |, such that
Dtqt (µ(ρl1 )) = Dtqt (µ(ρl2 )), for all t = 1, . . . ,k . Let us consider π = ρ(1, l1)⋆ρ(l2,n)
(see Figure E.1). It is easy to see that π ∈ TrcK , as ρ(l1) = ρ(l2), and |π | < n.
Moreover, π is (q1, . . . ,qk )-well-formed w.r.t. ρ (the corresponding positions are
i j = j if j ≤ l1, and i j = j + (l2 − l1) otherwise). If |π | ≤ |S | · 22
∑k
ℓ=1 |rℓ | , the thesis
holds. Otherwise, the same basic step can be iterated a finite number of times, and
the thesis follows by transitivity of the (q1, . . . ,qk )-well-formedness relation. □
◦
ρ
π = ρ (1,l1)⋆ρ (l2, n)
ρ (l1) = ρ (l2) = s
∀t, Dt
qt
(µ (ρl1 )) = Dt
qt
(µ (ρl2 ))
Figure E.1: The contraction step of Proposition 7.4.2.
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E.9 Proof of Theorem 7.4.3
Theorem (7.4.3, Exponential small-model for AABB). Let K = (AP , S,
R, µ, s0) be a finite Kripke structure, σ , ρ ∈ TrcK , and φ be an AABB formula
inNNF, withRE’s r1, . . . , ru overAP , such thatK ,σ⋆ρ |= φ. There exists π ∈
TrcK , induced by ρ, such thatK ,σ⋆π |= φ and |π | ≤ |S | ·(|φ |+1)·22
∑u
ℓ=1 |rℓ | .
Proof. LetWt(φ,σ⋆ρ) be the set of witness positions ofσ⋆ρ forφ. Let {i1, . . . , ik }
be the ordering ofWt(φ,σ⋆ρ) such that i1 < . . . < ik . Let i0 = 1 and ik+1 = |σ⋆ρ |.
Hence, 1 = i0 ≤ i1 < . . . < ik < ik+1 = |σ ⋆ ρ |. If the length of ρ is at
most |S | · (|φ | + 1) · 22∑uℓ=1 |rℓ | , the thesis trivially holds. Let us assume that
|ρ | > |S | · (|φ | + 1) · 22∑uℓ=1 |rℓ | . We show that there exists a trace π induced by
ρ, with |π | < |ρ |, such that K ,σ ⋆ π |= φ.
W.l.o.g., we can assume that i0 ≤ i1 < . . . < i j−1, for some j ≥ 1, areσ -positions
(while i j < . . . < ik+1 are (σ ⋆ρ)-positions not in σ ). We claim that either (i) there
exists t ∈ [j,k] such that it+1 − it > |S | · 22
∑u
ℓ=1 |rℓ | or (ii) |(σ ⋆ ρ)(|σ |, i j )| >
|S | · 22∑uℓ=1 |rℓ | . By way of contradiction, suppose that neither (i) nor (ii) holds.
We need to distinguish two cases. If σ ⋆ ρ = ρ, then |ρ | = (ik+1 − i0) + 1 ≤
(k + 1) · |S | · 22∑uℓ=1 |rℓ | + 1 (a contradiction); otherwise (|ρ | < |σ ⋆ ρ |), |ρ | =
(ik+1−i j )+ |(σ⋆ρ)(|σ |, i j )| ≤ k · |S | ·22
∑u
ℓ=1 |rℓ |+ |S | ·22∑uℓ=1 |rℓ | ≤ (k+1)· |S | ·22∑uℓ=1 |rℓ | .
The contradiction follows since (k + 1) · |S | · 22∑uℓ=1 |rℓ | + 1 ≤ |φ | · |S | · 22∑uℓ=1 |rℓ | +
1 ≤ |S | · (|φ | + 1) · 22∑uℓ=1 |rℓ | .
Let us define (α , β) = (it , it+1) in case (i), and (α , β) = (|σ |, i j ) in case (ii).
Moreover let ρ ′ = ρ(α , β). In both the cases, we have |ρ ′ | > |S | · 22∑uℓ=1 |rℓ | . By
Proposition 7.4.2, there exists a trace π ′ ofK , (q1, . . . ,qu )-well-formedwith respect
to ρ ′, such that |π ′ | ≤ |S | · 22∑uℓ=1 |rℓ | < |ρ ′ |, where we choose qx = Dx (µ((σ ⋆
ρ)α−1)) for x = 1, . . . ,u (as a particular case we set qx as the initial state of Dx if
α = 1). Let π be the trace induced by ρ obtained by replacing the subtrace ρ ′ of ρ
with π ′ (see Figure E.2). Since |π | < |ρ |, it remains to prove that K ,σ ⋆ π |= φ.
Let us denote σ ⋆ π by π and σ ⋆ ρ by ρ. Moreover, let H : [1, |π |] →
[1, |ρ |] be the function mapping positions of π into positions of ρ in this way:
positions “outside” π ′ (i.e., outside the interval [α ,α + |π ′ | − 1]) are mapped into
◦
ρ
π =ρ (1,it )⋆π ′⋆ρ (it+1, |ρ |)
i1 it it+1 ij
⟨B⟩ψ1 ⟨B⟩ψt ⟨B⟩ψt+1 ⟨B⟩ψj
π ′
ρ′
Figure E.2: Representation of the contraction step of Theorem 7.4.3—case (i)
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their original position in ρ; positions “inside” π ′ (i.e., in [α ,α + |π ′ | − 1]) are
mapped to the corresponding position in ρ ′ (exploiting well-formedness of π ′
w.r.t. ρ ′). Formally, H is defined as:
H (m) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
m if m < α
α + ℓm−α+1 − 1 if α ≤ m < α + |π ′ |
m + (|ρ ′ | − |π ′ |) if m ≥ α + |π ′ |
where ℓm is the ρ ′-position corresponding to the π ′-positionm. It is easy to check
that H satisfies the following properties:
1. H is strictly monotonic, i.e., for all j, j ′ ∈ [1, |π |], j < j ′ ⇐⇒ H (j) < H (j ′);
2. for all j ∈ [1, |π |], π (j) = ρ(H (j));
3. H (1) = 1 and H (|π |) = |ρ |;
4. Wt(φ, ρ) ⊆ {H (j) | j ∈ [1, |π |]} i.e., all witness positions are preserved;
5. for each j ∈ [1, |π |] and x = 1, . . . ,u, Dx (µ(π j )) = Dx (µ(ρH (j))).
We only comment on Property 5. The property holds for j ∈ [1,α − 1], as π j =
ρH (j) = ρ j . For j ∈ [α ,α + |π ′ | − 1], Dx (µ(π j )) = Dx (µ(ρH (j))) follows from the
well-formedness hypothesis. Finally, being ρ(β , |ρ |) = π (α + |π ′ | − 1, |π |) and
Dx (µ(πα+ |π ′ |−1)) = Dx (µ(ρβ )), the property holds also for j ∈ [α + |π ′ |, |π |].
The fact that K ,π |= φ is an immediate consequence of the following claim,
considering that H (|π |) = |ρ |, K , ρ |= φ, ρ |ρ | = ρ, and π |π | = π .
Claim E.9.1. For all j ∈ [1, |π |], all subformulasψ of φ, and all ξ ∈ TrcK , it
holds that K , ρH (j) ⋆ ξ |= ψ =⇒ K ,π j ⋆ ξ |= ψ .
Proof. Assume that K , ρH (j) ⋆ ξ |= ψ . Note that ρH (j) ⋆ ξ is defined if and only if
π j ⋆ ξ is defined. We prove by induction on the structure ofψ that K ,π j ⋆ ξ |= ψ .
Since φ is in NNF, only the following cases can occur.
• ψ = rt or ψ = ¬rt where rt is some RE over AP . By Property 5 of H ,
Dt (µ(π j )) = Dt (µ(ρH (j))), thusDt (µ(π j⋆ξ )) = Dt (µ(ρH (j)⋆ξ )). It follows
that K ,π j ⋆ ξ |= rt if and only if K , ρH (j) ⋆ ξ |= rt , and the thesis holds.
• ψ = θ1 ∧ θ2 or ψ = θ1 ∨ θ2 for some AABB formulas θ1 and θ2. The result
holds by the inductive hypothesis.
• ψ = [B]θ . We need to show that for each proper prefix η of π j ⋆ ξ , we have
K ,η |= θ . We distinguish two cases:
– η is not a proper prefix of π j . Hence, η has the form π j ⋆ ξh for some
h ∈ [1, |ξ | − 1]. Since K , ρH (j) ⋆ ξ |= [B]θ , then K , ρH (j) ⋆ ξh |= θ . By
the inductive hypothesis, we have K ,π j ⋆ ξh |= θ .
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– η is a proper prefix of π j . Hence, η = πh for some h ∈ [1, j − 1]. By
Property 1 of H , H (h) < H (j), and since K , ρH (j) ⋆ ξ |= [B]θ , we have
that K , ρH (h) |= θ . By the inductive hypothesis, K ,πh |= θ .
Therefore, K ,π j ⋆ ξ |= [B]θ holds.
• ψ = ⟨B⟩ θ . We have to show that there exists a proper prefix of π j ⋆ ξ
satisfying θ . Since K , ρH (j) ⋆ ξ |= ψ , there exists a proper prefix η′ of
ρH (j) ⋆ ξ such that K ,η′ |= θ . We distinguish two cases:
– η′ is not a proper prefix of ρH (j). Hence, η′ is of the form ρH (j) ⋆ ξh
for some h ∈ [1, |ξ | − 1]. By the inductive hypothesis, K ,π j ⋆ ξh |= θ ,
hence K ,π j ⋆ ξ |= ⟨B⟩ θ .
– η′ is a proper prefix of ρH (j). Hence, η′ = ρi for some i ∈ [1,H (j) − 1],
and K , ρi |= θ . Let i ′ be the smallest position of ρ such that K , ρi′ |= θ .
Hence i ′ ≤ i and i ′ ∈Wt(φ, ρ). By Property 4 of H , i ′ = H (h) for some
π -position h. Since H (h) < H (j), it holds that h < j (Property 1). By
the inductive hypothesis, K ,πh |= θ , and thus K ,π j ⋆ ξ |= ⟨B⟩ θ .
Therefore, in both cases, K ,π j ⋆ ξ |= ⟨B⟩ θ .
• ψ = [B]θ or ψ = ⟨B⟩ θ . The thesis directly follows from the inductive
hypothesis.
• ψ = [A]θ , ψ = ⟨A⟩ θ , ψ = [A]θ or ψ = ⟨A⟩ θ . Since π j ⋆ ξ and ρH (j) ⋆ ξ
start at the same state and lead to the same state (by Property 2 and 3 of H ),
the result trivially follows. This concludes the proof of the claim. □
We have shown that K ,π |= φ, with |π | < |ρ |. If |π | ≤ |S | · (|φ | + 1) · 22∑uℓ=1 |rℓ | ,
the thesis holds. Otherwise, we can iterate the above contraction a finite number
of times until the bound is reached. □
E.10 Proof of Theorem 7.4.5
Theorem (7.4.5). Let Φ be a BB formula, ψ be a subformula of Φ, and
ρ ∈ TrcK be a trace with s = lst(ρ). Let G be the subset of formulas in
Subf ⟨B⟩(ψ ) that hold on some proper prefix of ρ. Let D(Φ) be the current
configuration of the DFAs associated with the regular expressions in Φ after
reading µ(ρ(1, |ρ | −1)). Then Check(K ,ψ , s,G,D(Φ)) = ⊤ ⇐⇒ K , ρ |= ψ .
Proof. The proof is by induction on the structure ofψ . The thesis trivially follows
for the casesψ = r (regular expression),ψ = ¬ψ ′,ψ = ψ1 ∧ψ2, andψ = ⟨B⟩ψ ′.
Let us now assumeψ = ⟨B⟩ψ ′. Check(K ,ψ , s,G,D(Φ)) = ⊤ if and only if, for
some b ′′ ∈ {1, . . . , |S | · (2|ψ ′ | + 1) · 22∑uℓ=1 |rℓ | − 1} and some (G ′′,D(Φ)′′, s ′′) ∈
Conf(K ,ψ ) (= Conf(K ,ψ ′)), we have Reach(K ,ψ ′, (G,D(Φ), s), (G ′′,D(Φ)′′, s ′′),
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b ′′) = ⊤ and Check(K ,ψ ′, s ′′,G ′′,D(Φ)′′) = ⊤. We preliminary prove the
following claim.
Claim E.10.1. Let b ∈ N, b > 0. Let ρ˜ ∈ TrcK be a trace with s˜ = lst(ρ˜).
Let G˜ be the subset of formulas in Subf ⟨B⟩(ψ ′) that hold on some proper
prefix of ρ˜. Let D˜(Φ) be the current configuration of states of the DFAs
associated with the regular expressions in Φ, reached from the initial states
after reading µ(ρ˜(1, |ρ˜ | − 1)).
For (G˜, D˜(Φ), s˜), (G ′,D(Φ)′, s ′) ∈ Conf(K ,ψ ′), we have Reach(K ,ψ ′,
(G˜, D˜(Φ), s˜), (G ′,D(Φ)′, s ′),b) = ⊤ if and only if there exists ρ ′ ∈ TrcK
such that ρ˜ · ρ ′ ∈ TrcK , |ρ ′ | = b, lst(ρ ′) = s ′, G ′ is the subset of formulas
in Subf ⟨B⟩(ψ ′) that hold on some proper prefix of ρ˜ · ρ ′, and D(Φ)′ is the
current configuration of the DFAs associated with the regular expressions
of Φ, after reading µ(ρ˜ · ρ ′(1, |ρ˜ · ρ ′ | − 1)).
Proof. The proof is by induction on b ≥ 1.
If b=1 we have Reach(K ,ψ ′, (G˜, D˜(Φ), s˜), (G ′,D(Φ)′, s ′),b)=⊤ if and only if
Compatible(K ,ψ ′, (G˜, D˜(Φ), s˜), (G ′,D(Φ)′, s ′))=⊤; this happens if and only if:
1. (s˜, s ′) ∈ R, i.e., (s˜, s ′) is an edge of K ;
2. advance(D˜(Φ), µ(s˜)) = D(Φ)′;
3. G˜ ⊆ G ′;
4. for each φ ∈ (G ′ \ G˜), Check(K ,φ, s˜, G˜ ∩ Subf ⟨B⟩(φ), D˜(Φ)) = ⊤;
5. for each φ ∈ (Subf ⟨B⟩(ψ ′) \G ′), Check(K ,φ, s˜, G˜ ∩ Subf ⟨B⟩(φ), D˜(Φ)) = ⊥.
Let ρ ′ = s ′. (⇒) By the inductive hypothesis (of the external theorem over ρ˜), by
(4.) it follows that K , ρ˜ |= φ for each φ ∈ (G ′ \ G˜). By (5.) it follows that K , ρ˜ ̸ |= φ
for each φ ∈ (Subf ⟨B⟩(ψ ′) \ G ′) and the claim follows.
(⇐) Conversely (1.), (2.), and (3.) easily follow. Moreover, it must hold that
K , ρ˜ |= φ for each φ ∈ (G ′ \ G˜), and K , ρ˜ ̸ |= φ for each φ ∈ (Subf ⟨B⟩(ψ ′) \G ′) and,
therefore, (4.) and (5.) follow by the inductive hypothesis (of the external theorem).
If b ≥ 2, Reach(K ,ψ ′, (G˜, D˜(Φ), s˜), (G ′,D(Φ)′, s ′),b) = ⊤ if and only if, for
some (G3,D(Φ)3, s3) ∈ Conf(K ,ψ ′), Reach(K ,ψ ′, (G˜, D˜(Φ), s˜), (G3,D(Φ)3, s3),
⌊b/2⌋) = ⊤ and Reach(K ,ψ ′, (G3,D(Φ)3, s3), (G ′,D(Φ)′, s ′),b − ⌊b/2⌋) = ⊤.
(⇒) By the inductive hypothesis (over b), there exists ρ3 ∈ TrcK such that
ρ˜ · ρ3 ∈ TrcK , |ρ3 | = ⌊b/2⌋, lst(ρ3) = s3, G3 is the subset of subformulas in
Subf ⟨B⟩(ψ ′) that hold on some proper prefix of ρ˜ · ρ3, and D(Φ)3 is the current
configuration of the DFAs associated with the regular expressions in Φ, after
reading µ(ρ˜ · ρ3(1, |ρ˜ · ρ3 | − 1)).
By the inductive hypothesis (over b, applied to the trace ρ˜ · ρ3), there exists
ρ ′ ∈ TrcK such that ρ˜ · ρ3 · ρ ′ ∈ TrcK , |ρ ′ | = b − ⌊b/2⌋, lst(ρ ′) = s ′, G ′ is the
subset of subformulas in Subf ⟨B⟩(ψ ′) that hold on some proper prefix of ρ˜ · ρ3 · ρ ′,
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and D(Φ)′ is the current configuration of the DFAs associated with the regular
expressions in Φ, after reading µ(ρ˜ · ρ3 · ρ ′(1, |ρ˜ · ρ3 · ρ ′ | − 1)). The claim follows,
as ρ3 · ρ ′ ∈ TrcK and |ρ3 · ρ ′ | = b.
(⇐) Conversely, there exists ρ ′ ∈ TrcK such that ρ˜ · ρ ′ ∈ TrcK , |ρ ′ | = b ≥ 2,
lst(ρ ′) = s ′,G ′ is the subset of subformulas in Subf ⟨B⟩(ψ ′) that hold on some proper
prefix of ρ˜ · ρ ′, andD(Φ)′ is the current configuration of the DFAs associated with
the regular expressions inΦ, after reading µ(ρ˜ ·ρ ′(1, |ρ˜ ·ρ ′ |−1)). Let us split ρ ′ = ρ3 ·
ρ4, where |ρ3 | = ⌊b/2⌋ and |ρ4 | = b − ⌊b/2⌋. Let (G3,D(Φ)3, s3) ∈ Conf(K ,ψ ′) be
such thatD(Φ)3 is the current configuration of the DFAs associated with the regu-
lar expressions inΦ, after reading µ(ρ˜ ·ρ3(1, |ρ˜ ·ρ3 |−1)), s3 = lst(ρ3),G3 is the subset
of subformulas in Subf ⟨B⟩(ψ ′) that hold on some proper prefix of ρ˜ ·ρ3. By the induc-
tive hypothesis (on b over ρ˜ · ρ3), Reach(K ,ψ ′, (G3,D(Φ)3, s3), (G ′,D(Φ)′, s ′),b −
⌊b/2⌋) = ⊤. Moreover, by the inductive hypothesis (on b over ρ˜), we have
Reach(K ,ψ ′, (G˜, D˜(Φ), s˜), (G3,D(Φ)3, s3), ⌊b/2⌋) = ⊤.
Hence, both the recursive calls at line 6 return⊤, when at line 5 (G3,D(Φ)3, s3)
is considered by the loop. Thus, Reach(K ,ψ ′, (G˜, D˜(Φ), s˜), (G ′,D(Φ)′, s ′),b) re-
turns ⊤ concluding the proof of the claim. □
(⇒) Let us now assume that in the execution of Check, at lines 15–19, for some
b ′′ ∈ {1, . . . , |S | ·(2|ψ ′ |+1)·22∑uℓ=1 |rℓ |−1} and some (G ′′,D(Φ)′′, s ′′) ∈ Conf(K ,ψ )
(= Conf(K ,ψ ′)), we have Reach(K ,ψ ′, (G,D(Φ), s), (G ′′,D(Φ)′′, s ′′),b ′′) = ⊤
and Check(K ,ψ ′, s ′′,G ′′,D(Φ)′′) = ⊤. By the claim above, there exists ρ ′′ ∈ TrcK
such that ρ ·ρ ′′ ∈ TrcK , lst(ρ ′′) = s ′′,G ′′ is the subset of subformulas in Subf ⟨B⟩(ψ ′)
that hold on some proper prefix of ρ ·ρ ′′, andD(Φ)′′ is the current configuration of
the DFAs associated with the regular expressions of Φ, after reading µ(ρ · ρ ′′(1, |ρ ·
ρ ′′ | − 1)). By the inductive hypothesis, since Check(K ,ψ ′, s ′′,G ′′,D(Φ)′′) = ⊤,
we have K , ρ · ρ ′′ |= ψ ′ implying that K , ρ |= ⟨B⟩ψ ′.
(⇐) Conversely, if K , ρ |= ⟨B⟩ψ ′, we have K , ρ · ρ ′′ |= ψ ′ for some ρ ′′ ∈ TrcK ,
with ρ · ρ ′′ ∈ TrcK . By the exponential small-model property (Theorem 7.4.3),
there exists ρ ′ ∈ TrcK such that lst(ρ ′′) = lst(ρ ′), |ρ ′ | ≤ |S | · (2|ψ ′ | + 1) ·
22
∑u
ℓ=1 |rℓ | − 1 (recall that the factor 2 in front of |ψ ′ | is due to the fact that a
formula in NNF is required), ρ · ρ ′ ∈ TrcK and K , ρ · ρ ′ |= ψ ′. Let G ′ be the
subset of subformulas in Subf ⟨B⟩(ψ ′) = Subf ⟨B⟩(ψ ) that hold on some proper
prefix of ρ · ρ ′, and D(Φ)′ be the current configuration of the DFAs associ-
ated with the regular expressions in Φ, after reading µ(ρ · ρ ′(1, |ρ · ρ ′ | − 1)).
By the inductive hypothesis (over ρ · ρ ′), Check(K ,ψ ′, lst(ρ ′),G ′,D(Φ)′) = ⊤. By
the claim above, Reach(K ,ψ ′, (G,D(Φ), s), (G ′,D(Φ)′, lst(ρ ′)), |ρ ′ |) = ⊤, hence
Check(K ,ψ , s,G,D(Φ)) = ⊤. This concludes the proof of the theorem. □
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E.11 Proof of Theorem 7.4.6
Theorem (7.4.6). Let K = (AP , S, R, µ, s0) be a finite Kripke structure, and
Φ be a BB formula. Then, CheckAux(K ,Φ) = ⊤ ⇐⇒ K |= Φ.
Proof. IfK |= Φ, then for all ρ ∈ TrcK with fst(ρ) = s0, we haveK , ρ |= Φ. Hence,
we have K , s0 |= Φ, and K , s0 · ρ ′ |= Φ for all s0 · ρ ′ ∈ TrcK , implying that K , s0 |=
[B]Φ and K , s0 ̸ |= ⟨B⟩ ¬Φ. By Theorem 7.4.5, Check(K ,¬Φ, s0, ∅,D(Φ)0) = ⊥ and
Check(K , ⟨B⟩ ¬Φ, s0, ∅,D(Φ)0) = ⊥ implying that CheckAux(K ,Φ) = ⊤.
Conversely, if CheckAux(K ,Φ) = ⊤, it must be Check(K ,¬Φ, s0, ∅,D(Φ)0) =
⊥ and Check(K , ⟨B⟩ ¬Φ, s0, ∅,D(Φ)0) = ⊥. By Theorem 7.4.5 applied to the trace
ρ = s0, we have K , s0 ̸ |= ¬Φ and K , s0 ̸ |= ⟨B⟩ ¬Φ, and thus K |= Φ. □
E.12 Proof of Theorem 7.4.9
Theorem (7.4.9). The MC problem for Prop formulas extended with regular
expressions over finite Kripke structures is PSPACE-hard (under polynomial-
time reductions).
Proof. Given a regular expression r with L(r ) ⊆ Σ∗, let us define the finite Kripke
structure K = (Σ, {s0} ∪ Σ, R, µ, s0), where s0 < Σ, µ(s0) = ∅, for c ∈ Σ, µ(c) = {c},
and R = {(s0, c) | c ∈ Σ} ∪ {(c, c ′) | c, c ′ ∈ Σ}.
It is easy to see that
L(r ) = Σ∗ ⇐⇒ K |= ⊤ · r ,
where r is a RE over Σ, syntactically equal to r (i.e., having exactly the same
structure as r ). Note that even though if r and r are syntactically equal, r is a
regular expression defining a finitary language over Σ, whereas r defines a finitary
language over 2Σ (see Section 7.1). The different notations r and r are kept to
avoid confusion between the two different semantics.
We show by induction on the structure of r that, for allw ∈ Σ∗,w ∈ L(r ) ⇐⇒
K ,w |= r . The thesis follows as K ,w |= r if and only if K , s0 ·w |= ⊤ · r .
• r = ε . We havew ∈ L(ε) if and only ifw = ε , if and only if µ(w) ∈ L(ε) = {ε},
if and only if K ,w |= ε .
• r = c ∈ Σ. We have w ∈ L(c) if and only if w = c , thus µ(w) = {c} ∈ L(c),
and K ,w |= c . Conversely, if K ,w |= c , we have µ(w) ∈ L(c) = {A ∈
2Σ | c ∈ A}. In particular |w | = 1. Moreover, by definition of µ, µ(w) is
a singleton, hence µ(w) = {c}. By definition of K , we get w = c , thus
w ∈ L(c).
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• r = r1 · r2. We havew ∈ L(r1 · r2) if and only ifw = w1 ·w2, withw1 ∈ L(r1)
and w2 ∈ L(r2). By applying the inductive hypothesis, K ,w1 |= r1 and
K ,w2 |= r2, thus µ(w1) ∈ L(r1) and µ(w2) ∈ L(r2). It follows that µ(w) =
µ(w1) · µ(w2) ∈ L(r1) · L(r2) = L(r1 · r2), namely, K ,w |= r1 · r2. Conversely,
µ(w) ∈ L(r1 · r2) = L(r1) ·L(r2). Hence µ(w1) ∈ L(r1) and µ(w2) ∈ L(r2), for
somew1 ·w2 = w . By the inductive hypothesis,w1 ∈ L(r1) andw2 ∈ L(r2),
hencew ∈ L(r1 · r2).
• r = r1 ∪ r2. We havew ∈ L(r1 ∪ r2) if and only ifw ∈ L(ri ) for some i = 1, 2.
By the inductive hypothesis this is true if and only if K ,w |= ri , if and only
if µ(w) ∈ L(ri ), if and only if µ(w) ∈ L(r1 ∪ r2), if and only if K ,w |= r1 ∪ r2.
• r = r ∗1 . The thesis trivially holds if w = ε . Let us now assume that w , ε .
We have w ∈ L(r ∗1 ) if and only if, for some t ≥ 1, w = w1 · · ·wt and
wℓ ∈ L(r1) for all 1 ≤ ℓ ≤ t . By the inductive hypothesis, K ,wℓ |= r1, thus
µ(wℓ) ∈ L(r1), and µ(w) ∈ L(r ∗1 ). We conclude that K ,w |= r ∗1 . Conversely,
µ(w) ∈ L(r ∗1 ) = (L(r1))∗, hence it must be the case that, for some t ≥ 1,
w = w1 · · ·wt and µ(wℓ) ∈ L(r1) for all 1 ≤ ℓ ≤ t . By the inductive
hypothesis,wℓ ∈ L(r1), hencew ∈ L(r ∗1 ).
Finally, by observing thatK can be built in polynomial time, the thesis follows. □
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F.1 Definition of the value transition function T
in the proof of Theorem 8.2.1
The value transition function T of xM is defined as follows.
• For each instruction label ℓ ∈ Inc ∪ {ℓhalt}, let Pℓ = ∅ if ℓ = ℓhalt, and
Pℓ = {(succ(ℓ), inch)} otherwise, where ch = c(ℓ). Then,T (ℓ),T ((ℓ, ci )), and
T ((ℓ, (ci , #)), for i = 1, 2, are defined as follows:
T (ℓ) = {(ℓ, c1), (ℓ, c2)} ∪ Pℓ
T ((ℓ, c1)) = {(ℓ, c1), (ℓ, c2)} ∪ Pℓ
T ((ℓ, c2)) = {(ℓ, c2)} ∪ Pℓ
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• For each instruction label ℓ ∈ Dec and for each ℓ′ ∈ {zero(ℓ), dec(ℓ)},
T ((ℓ, ℓ′)), T ((ℓ, ℓ′, ci )), and T ((ℓ, ℓ′, (ci , #)), for i = 1, 2, are defined as:
T ((ℓ, ℓ′)) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
{(ℓ, ℓ′, c2), (ℓ′, zero1)} if c(ℓ) = c1, ℓ′ = zero(ℓ)
{(ℓ, ℓ′, c1), (ℓ′, zero2)} if c(ℓ) = c2, ℓ′ = zero(ℓ)
{(ℓ, ℓ′, (c1, #))} if c(ℓ) = c1, ℓ′ = dec(ℓ)
{(ℓ, ℓ′, c1), (ℓ, ℓ′, (c2, #))} otherwise
T ((ℓ, ℓ′, c1)) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∅ if c(ℓ)=c1, ℓ′=zero(ℓ)
{(ℓ, ℓ′, c1), (ℓ′, zero2)} if c(ℓ)=c2, ℓ′=zero(ℓ)
{(ℓ, ℓ′, c1), (ℓ, ℓ′, c2), (ℓ′, dec1)} if c(ℓ)=c1, ℓ′=dec(ℓ)
{(ℓ, ℓ′, c1), (ℓ, ℓ′, (c2, #))} otherwise
T ((ℓ, ℓ′, c2)) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
{(ℓ, ℓ′, c2), (ℓ′, zero1)} if c(ℓ) = c1, ℓ′ = zero(ℓ)
∅ if c(ℓ) = c2, ℓ′ = zero(ℓ)
{(ℓ, ℓ′, c2), (ℓ′, dec1)} if c(ℓ) = c1, ℓ′ = dec(ℓ)
{(ℓ, ℓ′, c2), (ℓ′, dec2)} otherwise
T ((ℓ, ℓ′, (c1, #))) =
{ {(ℓ, ℓ′, c1),(ℓ, ℓ′, c2),(ℓ′, dec1)} if c(ℓ)=c1, ℓ′=dec(ℓ)
∅ otherwise
T ((ℓ, ℓ′, (c2, #))) =
{ {(ℓ, ℓ′, c2), (ℓ′, dec2)} if c(ℓ) = c2, ℓ′ = dec(ℓ)
∅ otherwise
• For each label ℓ ∈ InstLab and operation op ∈ {inc1, inc2, zero1, zero2, dec1,
dec2}, T ((ℓ, op)), T ((ℓ, op, ci )), and T ((ℓ, op, (ci , #)), for i = 1, 2, are defined
as follows, where Sℓ = {(ℓ, zero(ℓ)), (ℓ, dec(ℓ))} if ℓ ∈ Dec, and Sℓ = {ℓ}
otherwise:
T ((ℓ, op)) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
{(ℓ, op, c2)} ∪ Sℓ if op = zero1, ℓ , ℓinit
{(ℓ, op, c1)} ∪ Sℓ if op = zero2, ℓ , ℓinit
{(ℓ, op, c1), (ℓ, op, c2)} ∪ Sℓ if op ∈ {dec1, dec2}, ℓ , ℓinit
{(ℓ, op, (c1, #))} if op = inc1, ℓ , ℓinit
{(ℓ, op, c1), (ℓ, op, (c2, #))} if op = inc2, ℓ , ℓinit
{ℓinit} if op = zero1, ℓ = ℓinit
∅ otherwise
T ((ℓ, op, c1)) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∅ if op = zero1 or ℓ = ℓinit
{(ℓ, op, c1)} ∪ Sℓ if op = zero2, ℓ , ℓinit
{(ℓ, op, c1), (ℓ, op, c2)} ∪ Sℓ if op ∈ {dec1, dec2, inc1},
ℓ , ℓinit
{(ℓ, op, c1), (ℓ, op, (c2, #))} if op = inc2, ℓ , ℓinit
T ((ℓ, op, c2)) =
{ ∅ if op = zero2 or ℓ = ℓinit
{(ℓ, op, c2)} ∪ Sℓ otherwise
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T ((ℓ, op, (c1, #))) =
{ ∅ if op , inc1 or ℓ = ℓinit
{(ℓ, op, c1), (ℓ, op, c2)} ∪ Sℓ otherwise
T ((ℓ, op, (c2, #))) =
{ ∅ if op , inc2 or ℓ = ℓinit
{(ℓ, op, c2)} ∪ Sℓ otherwise
This concludes the definition of T of xM .
F.2 Non-primitive recursive-hardness of future
TP
In this section, we establish the following result.
Theorem (8.2.3). The future TP problem, even with one state variable, is
non-primitive recursive-hard also under one of the following two assumptions:
either (1) the trigger rules are simple, or (2) the intervals are in Intv(0,∞).
Theorem 8.2.3 is proved by a polynomial-time reduction from the halting
problem for gainy counter machines [DL09], a variant of standard Minsky ma-
chines, whose counters may erroneously increase. Such a machine is a tuple
M = (Q,qinit,qhalt,n,∆), where:
• Q is a finite set of (control) locations/states, qinit ∈ Q is the initial location,
and qhalt ∈ Q is the halting location,
• n ∈ N \ {0} is the number of counters ofM , and
• ∆ ⊆ Q × L ×Q is a transition relation over the instruction set L = {inc, dec,
zero} × {1, . . . ,n}.
We adopt the following notational conventions. For an instruction op ∈ L, let
c(op) ∈ {1, . . . ,n} be the counter associated with op. For a transition δ ∈ ∆ of the
form δ = (q, op,q′), we define from(δ ) = q, op(δ ) = op, c(δ ) = c(op), and to(δ ) = q′.
We denote by opinit the instruction (zero, 1). W.l.o.g., we make these assumptions:
• for each transition δ ∈ ∆, from(δ ) , qhalt and to(δ ) , qinit, and
• there is exactly one transition in ∆, denoted δinit, having as source the initial
location qinit.
AnM-configuration is a pair (q,ν ) consisting of a location q ∈ Q and a counter
valuation ν : {1, . . . ,n} → N. Given two valuations ν and ν ′, we write ν ≥ ν ′
if and only if ν (c) ≥ ν ′(c) for all c ∈ {1, . . . ,n}.
Under the exact semantics (with no errors), M induces a transition relation,
denoted by −→, over pairs ofM-configurations and instructions, defined as fol-
lows: for configurations (q,ν ) and (q′,ν ′), and instructions op ∈ L, we have
(q,ν ) op−→ (q′,ν ′) if the following holds, where c ∈ {1, . . . ,n} is the counter
associated with the instruction op:
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• (q, op,q′) ∈ ∆ and ν ′(c ′) = ν (c ′) for all c ′ ∈ {1, . . . ,n} \ {c};
• ν ′(c) = ν (c) + 1 if op = (inc, c);
• ν ′(c) = ν (c) − 1 if op = (dec, c) (in particular, it has to be v(c) > 0);
• ν ′(c) = ν (c) = 0 if op = (zero, c).
The gainy semantics is obtained from the exact one by allowing increment
errors. Formally,M induces a transition relation, denoted by −→gainy, defined as
follows: for configurations (q,ν ) and (q′,ν ′), and instructions op ∈ L, we have
(q,ν ) op−→gainy (q′,ν ′) if the following holds, where c = c(op) is the counter
associated with the instruction op: (q,ν ) op−→gainy (q′,ν ′) iff there are valuations
ν+ and ν ′+ such that ν+ ≥ ν , (q,ν+)
op−→ (q′,ν ′+), and ν ′ ≥ ν ′+. Equivalently,
(q,ν ) op−→gainy (q′,ν ′) iff the following conditions hold:
• (q, op,q′) ∈ ∆ and ν ′(c ′) ≥ ν (c ′) for all c ′ ∈ {1, . . . ,n} \ {c};
• ν ′(c) ≥ ν (c) + 1 if op = (inc, c);
• ν ′(c) ≥ ν (c) − 1 if op = (dec, c);
• ν (c) = 0 if op = (zero, c).
A (gainy) M-computation is a finite sequence of the form:
(q0,ν0)
op0−→gainy (q1,ν1)
op1−→gainy · · ·
opk−1−→gainy (qk ,νk ).
M halts if there exists an M-computation starting at the initial configuration
(qinit,νinit), where νinit(c) = 0 for all c ∈ {1, . . . ,n}, and leading to some halt-
ing configuration (qhalt,ν ). Given a gainy counter machine M , the halting prob-
lem for M is to decide whether M halts, and it was shown to be decidable and
non-primitive recursive [DL09].
We now prove the following result, from which Theorem 8.2.3 directly follows.
Proposition F.2.1. One can construct in polynomial time a TP domain
P = ({xM },RM ) where the trigger rules in RM are simple (resp., the intervals
in P are in Intv(0,∞)) such thatM halts iff there is a future plan for P .
Proof. We focus on the reduction where the intervals in P are in Intv(0,∞). At
the end of the proof, we show how to adapt the construction for the case of
simple trigger rules with arbitrary intervals.
Encoding ofM-computations. First, we define a suitable encoding of a com-
putation ofM as a timeline for xM . For this, we exploit the finite set of symbols
V = Vmain ∪Vsec ∪Vdummy corresponding to the finite domain of the state variable
xM . The set of main values Vmain is given by
Vmain = {(δ , op) ∈ ∆ × L | op , (inc, c) if op(δ ) = (zero, c)}.
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Intuitively, in the encoding of anM-computation, a main value (δ , op) keeps track
of the transition δ used in the current step of the computation, while op represents
the instruction exploited in the previous computation step (if any).
The set of secondary values Vsec is defined as
Vsec = Vmain × {1, . . . ,n} × 2{#inc,#dec },
where #inc and #dec are two special symbols used as markers. Vsec is used for
encoding counter values, as shown later. Finally, the set of dummy values is
Vdummy = (Vmain ∪ Vsec) × {dummy}; their use will be clear when we introduce
synchronization rules: they are used to specify punctual time constraints by means
of non-simple trigger rules over intervals in Intv(0,∞).
Given a word w ∈ V ∗, we denote by | |w | | the length of the word obtained
from w by removing dummy symbols.
For c ∈ {1, . . . ,n} and vmain = (δ , op) ∈ Vmain, the set Tag(c,vmain) of markers
of counter c for the main value vmain is the subset of {#inc, #dec} defined as follows:
• #inc ∈ Tag(c,vmain) iff op = (inc, c);
• #dec ∈ Tag(c,vmain) iff op(δ ) = (dec, c);
A c-code for the main value vmain = (δ , op) is a finite wordwc overV such that
either (i) wc is empty and #inc < Tag(c,vmain), or (ii) op(δ ) , (zero, c) and wc =
(vmain, c, Tag(c,vmain))(vmain, c, ∅, dummy)h0 ·(vmain, c, ∅)·(vmain, c, ∅, dummy)h1 · · ·
(vmain, c, ∅) · (vmain, c, ∅, dummy)hn for some n ≥ 0 and h0,h1, . . . ,hn ≥ 0. The
c-codewc encodes the value for the counter c given by | |wc | |. Intuitively,wc can
be seen as an interleaving of secondary values with dummy ones, the latter being
present only for technical aspects, but not encoding any counter value.
A configuration-codew for a main value vmain = (δ , op) ∈ Vmain is a finite word
overV of the formw = vmain ·(vmain, dummy)h ·w1 · · ·wn , whereh ≥ 0 and for each
counter c ∈ {1, . . . ,n},wc is a c-code for the main value vmain. The configuration-
code w encodes the M-configuration (from(δ ),ν ), where ν (c) = | |wc | | for all
c ∈ {1, . . . ,n}. Note that if op(δ ) = (zero, c), then ν (c) = 0 and op , (inc, c).
Themarker #inc occurs inw iff op is an increment instruction, and in such a case
#inc marks the first symbol of the encodingwc(op) of counter c(op). Intuitively, if the
operation performed in the previous step of the computation increments counter
c , then the tag #inc “marks” the unit of the counter c in the current configuration
which has been added by the increment.
The marker #dec occurs in w iff δ is a decrement instruction and the value
of counter c(δ ) in w is non-zero; in such a case, #dec marks the first symbol of
the encodingwc(δ ) of counter c(δ ). Intuitively, if the operation to be performed
in the current step decrements counter c and the current value of c is non-zero,
then the tag #dec marks the unit of the counter c in the current configuration
which has to be removed by the decrement.
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A computation-code is a sequence of configuration-codes π = w(δ0,op0) · · ·
w(δk ,opk ), where, for all 0 ≤ i ≤ k ,w(δi ,opi ) is a configuration-code with main value(δi , opi ), and whenever i < k , it holds that to(δi ) = from(δi+1) and op(δi ) = opi+1.
Note that by our assumptions to(δi ) , qhalt for all 0 ≤ i < k , and δ j , δinit for
all 0 < j ≤ k . The computation-code π is initial if the first configuration-code
w(δ0,op0) is (δinit, opinit) (which encodes the initial configuration), and it is halting
if for the last configuration-codew(δk ,opk ) in π , it holds that to(δk ) = qhalt. For all
0 ≤ i ≤ k , let (qi ,νi ) be theM-configuration encoded by the configuration-code
w(δi ,opi ) and ci = c(δi ). The computation-code π is well-formed if, additionally,
for all 0 ≤ j ≤ k − 1, the following conditions hold:
• νj+1(c) ≥ νj (c) for all c ∈ {1, . . . ,n} \ {c j } (gainy monotonicity);
• νj+1(c j ) ≥ νj (c j ) + 1 if op(δ j ) = (inc, c j ) (increment requirement);
• νj+1(c j ) ≥ νj (c j ) − 1 if op(δ j ) = (dec, c j ) (decrement requirement).
Clearly,M halts iff there is an initial and halting well-formed computation-code.
Definition of xM and RM . We now define a state variable xM and a set RM of
synchronization rules for xM with intervals in Intv(0,∞) such that the untimed
part of any future plan for P = ({xM },RM ) is an initial and halting well-formed
computation-code. Thus, M halts if and only if there is a future plan of P .
Formally, the state variable xM is given by xM = (V ,T ,D) where, for each
v ∈ V , D(v) = ]0,∞[ if v < Vdummy, and D(v) = [0,∞[ otherwise: we require
that the duration of a non-dummy token is always greater than zero (strict
time monotonicity).
The value transition function T of xM ensures the following requirement.
Claim F.2.2. The untimed part of any timeline for xM whose first token has
value (δinit, opinit) corresponds to a prefix of some initial computation-code.
Moreover, (δinit, opinit) < T (v) for all v ∈ V .
T can be built by adapting the construction of Appendix F.1.
Let Vhalt = {(δ , op) ∈ Vmain | to(δ ) = qhalt}. By Claim F.2.2 and the assumption
that from(δ ) , qhalt for each transition δ ∈ ∆, to ensure the initialization and halt-
ing requirements, it suffices to enforce the timeline to feature a token with value
(δinit, opinit) and a tokenwith value inVhalt. This is captured by the trigger-less rules
⊤ → ∃o[xM = (δinit, opinit)].⊤
and
⊤ →
⋁
v ∈Vhalt
∃o[xM = v].⊤ .
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The crucial well-formedness requirement is captured by the trigger rules in
RM which express the following punctual time constraints. Note that we take
advantage of the dense temporal domain to allow for the encoding of arbitrarily
large values of counters in two time units.
• 2-Time distance between consecutive main values: the overall duration of the
sequence of tokens corresponding to a configuration-code amounts exactly
to 2 time units. By Claim F.2.2, strict time monotonicity, and the halting
requirement, it suffices to ensure that each token tk having a main value in
Vmain \Vhalt is eventually followed by a token tk ′ such that tk ′ has a main
value and s(tk ′) − s(tk) = 2. To this aim, for each v ∈ Vmain \Vhalt, we have
the following non-simple trigger rule with intervals in Intv(0,∞) which uses
a dummy token for capturing the punctual time constraint:
o[xM = v] →
⋁
u ∈Vmain
⋁
ud ∈Vdummy
∃o′[xM = u]∃od [xM = ud ].o ≤s,s[1,+∞[ od ∧
od ≤s,s[1,+∞[ o′ ∧ o ≤s,s[0,2] o′.
• For a counter c ∈ {1, . . . ,n}, let us denote as Vc ⊆ Vsec the set of secondary
values given by Vmain × {c} × 2{#inc,#dec } . We require that each token tk with
a Vc -value of the form ((δ , op), c, Tag) such that c , c(δ ) and to(δ ) , qhalt is
eventually followed by a token tk ′with aVc -value such that s(tk ′)−s(tk) = 2.
Note that our encoding, Claim F.2.2, strict time monotonicity, and 2-Time
distance between consecutive main values guarantee that the previous re-
quirement captures gainy monotonicity. Thus, for each counter c and v ∈ Vc
such that v is of the form ((δ , op), c, Tag), where c , c(δ ) and to(δ ) , qhalt,
we have the following non-simple trigger rule over Intv(0,∞):
o[xM = v] →
⋁
u ∈Vc
⋁
ud ∈Vdummy
∃o′[xM = u]∃od [xM = ud ].o ≤s,s[1,+∞[ od ∧
od ≤s,s[1,+∞[ o′ ∧ o ≤s,s[0,2] o′.
• For capturing the increment and decrement requirements, by construction,
it suffices to enforce that:
1. each token tk with a Vc -value of the form ((δ , op), c, Tag) such that
to(δ ) , qhalt and δ = (inc, c) is eventually followed by a token tk ′ with
a Vc -value which is not marked by #inc such that s(tk ′) − s(tk) = 2;
2. each token tk with a Vc -value of the form ((δ , op), c, Tag) such that
to(δ ) , qhalt, δ = (dec, c), and #dec < Tag is eventually followed by a
token tk ′ with a Vc -value such that s(tk ′) − s(tk) = 2. These require-
ments can be expressed by non-simple trigger rules with intervals in
Intv(0,∞) similar to the previous ones.
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Finally, to prove Proposition F.2.1 for the case of simple trigger rules with arbitrary
intervals, it suffices to remove the dummy values and replace the conjunction
o ≤s,s[1,+∞[ od ∧ od ≤s,s[1,+∞[ o′ ∧ o ≤s,s[0,2] o′ in the previous trigger rules with the
“punctual” atom o ≤s,s[2,2] o′, whose interval at the subscript is singular.
This concludes the proof of Proposition F.2.1. □
F.3 Future TP with simple trigger rules and non-
singular intervals: EXPSPACE-hardness
Here we show that the future TP problem with simple trigger rules and non-
singular intervals is EXPSPACE-hard. The claim is proved by a polynomial-time
reduction from the domino-tiling problem for grids with rows of single exponential
length [Har12] (see Section 2.4 for the definition and notation). Hardness holds
also when only a single state variable is involved.
Theorem (8.4.1). The future TP problem, even with one state variable, with
simple trigger rules and non-singular intervals is EXPSPACE-hard (under
polynomial-time reductions).
Proof. For the sake of the reduction, we define the state variable y = (V ,T ,D)
where (we recall that ∆ represents the set of domino-types and d,d ′,dfinal ∈ ∆):
• V = {$, $′} ∪ ∆ (with $, $′ < ∆),
• T ($) = ∆ and T ($′) = {$′},
• for d ∈ ∆ \ {dfinal}, T (d) = {$} ∪ {d ′ ∈ ∆ | [d]right = [d ′]left},
• T (dfinal) = {$, $′} ∪ {d ′ ∈ ∆ | [dfinal]right = [d ′]left},
• for all v ∈ V , D(v) = [2,+∞[.
Basically, the domain of the state variable y contains all domino-types, as well as
two auxiliary symbols $ and $′. The idea is encoding a tiling by the concatenation
of its rows, separated by an occurrence of $. The last row is terminated by $′.
More precisely, each cell of the grid is encoded by (the value of) a token having
duration 2. A row of the grid is then represented by the sequence of tokens of
its cells, ordered by increasing column index. Finally, a full tiling is just given by
the timeline for y obtained by concatenating the sequences of tokens of all rows,
ordered by increasing row index. See Figure F.1 for an example.
We observe that T guarantees the horizontal constraint among domino-types,
and that it allows only occurrences of $′ after the first $′.
We start with the next simple trigger rules, one for each v ∈ V :
o[y = v] → o ≤s,e[0,2] o.
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Figure F.1: A timeline encoding the ordered concatenation of the rows of a tiling. Red
lines represent the horizontal and vertical constraints among domino-types.
◦
These, paired with the constraint function D, enforce all tokens’ durations to be
exactly 2. This is done for technical convenience: intuitively, since we exclude
singular intervals, requiring, for instance, that a token o′ starts t instants of time
after the end of o, with t ∈ [ℓ, ℓ + 1] and even ℓ ∈ N, boils down to o′ starting
exactly ℓ instants after the end of o. We also observe that, given the constant token
duration, in this proof the density of the time domain does not play any role.
We now define the following synchronization rules (of which all trigger ones
are simple and future). The next ones state (together) that the first occurrence
of (a token having value) $ starts exactly at 2 · 2n :
⊤ → ∃o[y = $].o ≥s[0,1] 2 · 2n , (F.1)
and
o[y = $] → o ≥s[0,+∞[ 2 · 2n . (F.2)
Thus, all tokens before such a first occurrence of $ have a value in ∆.
Every occurrence of $ must be followed, after exactly 2 · 2n instants of time
(namely, after 2n tokens), by another occurrence of $ or of $′.
o[y = $] →
(∃o′[y = $].o ≤e,s[2·2n,2·2n+1] o′) ∨ (∃o′′[y = $′].o ≤e,s[2·2n,2·2n+1] o′′). (F.3)
Now we force every token with value d ∈ ∆ either (i) to be followed, after
2 · 2n instants, by another token with value d ′ ∈ ∆, in particular, satisfying the
vertical requirement, i.e., [d]up = [d ′]down, or (ii) to be in the last row (which
is terminated by $′). For each d ∈ ∆,
o[y = d] →(⋁
d ′∈∆, [d ]up=[d ′]down
∃o′[y = d ′].o ≤e,s[2·2n,2·2n+1] o′
)
∨ (∃o′′[y = $′].o ≤e,s[0,2·2n−2] o′′). (F.4)
It is straightforward to check that rules (F.1), (F.2), (F.3), and (F.4), alongwith the
horizontal constraint guaranteed by the functionT , enforce the following property.
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Proposition F.3.1. There exists k ′ ∈ N+ such that all tokens with value $
end at all and only times k · 2(2n + 1), for 1 ≤ k < k ′. Moreover the first
token with value $′ ends at time k ′ ·2(2n +1). Finally, all other tokens having
end time less than k ′ · 2(2n + 1) have value in ∆ and satisfy the horizontal
and vertical constraints.
Finally, we settle the initialization and acceptance requirements by means
of the following pair of trigger-less rules:
⊤ → ∃o[y = dInit].o ≥s[0,1] 0,
⊤ → ∃o[y = dfinal]∃o′[y = $′].o ≤e,s[0,1] o′.
The former rule states that a token with valuedInit must start at t = 0, the latter that
a token with value dfinal must occur just before the terminator of the last row $′.
To conclude the proof, we observe that the state variable y = (V ,T ,D) as well
as all synchronization rules can be generated in polynomial time in the size of
the instance I of the domino-tiling problem (in particular, note that all interval
bounds and time constants of time-point atoms have a value, encoded in binary,
which is in O(2n)). □
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