Abstract-Energy conservation has become a critical issue around the world. In smart phones, battery power capabilities are not keeping up with the advances in other technologies (e.g., processing and memory) and are rapidly becoming a concern, especially in view of the growth in usage of energy-hungry mobile multimedia streaming. The deficiency in battery power and the need for reduced energy consumption provides motivation for researchers to develop energy efficient techniques in order to manage the power consumption in next-generation wireless networks. As there is little analysis in the literature on the relationship between the wireless environment and the mobile device energy consumption, this paper investigates the impact of network-related factors (e.g., network load and signal quality level) on the power consumption of the mobile device in the context of video delivery. This paper analyzes the energy consumption of an Android device and the efficiency of the system in several scenarios while performing video delivery (over UDP or TCP) on an IEEE 802.11g network. The results show that the network load and the signal quality level have a combined significant impact on the energy consumption. This analysis can be further used when proposing energy efficient adaptive multimedia and handover mechanisms.
INTRODUCTION
Lately, smart mobile computing devices have become increasingly affordable and powerful, leading to a significant growth in both the number of advanced mobile users and their bandwidth demands. According to Cisco, the mobile data traffic generated by these high-end devices is expected to reach 6.3 exabytes per month by 2015, increasing 26-fold from the 2010 level of data use [1] . Driven by the growing popularity of websites and applications including video-sharing (e.g., YouTube, Vimeo, etc.), social networks (e.g. Facebook, Twitter, etc.), mobile IPTV, video-conferencing, etc., videobased applications have seen the highest growth rate of any application category. Video content is expected to account for two-thirds of global mobile data traffic by 2015 [1] .
The continued growth of video content creates challenges for network service providers in ensuring a seamless multimedia experience at high quality levels to the end-user. One possible solution to deal with this explosion of mobile broadband data is to use Wi-Fi offload. WLAN networks have had an important impact in the area of mobile communications and their use has grown significantly in recent years (e.g., extended coverage, low-latency, power-efficient connection, reduced loads, etc.).
The Wi-Fi offload solution is already adopted by many service providers, (e.g., Deutsche Telekom and iPass launched WiFi Mobilize 1 ). This solution enables transfer of some traffic from the core cellular network to WiFi at peak times. Thus, users can avail of a wider service offering. However, the overall experience is still far from optimal as providing high quality mobile video services with QoS (Quality of Service) provisioning over resource-constrained wireless networks remains a challenge. Moreover user mobility, as well as the heterogeneity of mobile devices (e.g., different operating systems, display size, CPU capabilities, battery limitations, etc.), and the wide range of the video-centric applications (e.g., VoD (Video On Demand), video games, video conferences, etc.), opens up the demand for user-centric solutions that adapt the application to the underlying network conditions and device characteristics. Content adaptation solutions have the potential to increase users QoE (Quality of Experience) [2] and existing technologies (e.g., Apple HTTP Live Streaming, Microsoft IIS Smooth Streaming, Adobe Dynamic Streaming) can be used to adapt the multimedia content streamed to mobile devices over wireless networks. A stream-switching technique is employed, in which a server stores the video content at different quality levels and switches between the streams based on client feedback (e.g., available bandwidth) dynamically maintaining the user perceived quality at high levels.
In terms of energy conservation, ICT (Information and Communications Technologies) are seen as part of the solution in order to reduce the carbon footprints, but ICT itself needs to become more energy efficient. EU Commission is pushing for ICT to reduce its own carbon footprint by 20% by 2015. This makes the understanding of power consumption to be one of the key challenges in the next generation mobile multimedia networks for efficient power management solutions. Thus, the battery life of the mobile device is the key component that consumers and producers alike care most about. Handsets are used as mobile work and entertainment centres, for communications, listening to music/radio, taking photos, GPS services, playing games, using any of the available 500,000 mobile app 2 on the market, and for multimedia playback /streaming. This places additional strain on a battery that users expect to last at least a full day without recharging. Moreover, for the latest mobile devices (e.g. iPhone 4), which merely last for several hours of intense usage (e.g., video streaming) [3] , the short battery life represents one of the biggest contributors to users dissatisfaction [4] . In the absence of battery improvements suitable to meet the growing demand for power-hungry applications, mobile users require better power and battery management techniques to increase their battery performance. These energy-efficient techniques should manage and reduce power consumption while still meeting user's quality of experience expectations. This paper investigates the relationship between the wireless environment and the energy consumption of the mobile device in the context of video delivery. It represents an in-depth study on how the wireless link quality and the network load impact the energy consumption of an Android device while performing on-demand streaming over an IEEE 802.11g network. The study offers a better understanding of the device's energy consumption and demonstrates the necessity of considering network-related parameters (e.g., link quality, network load) when designing energy-efficient wireless video transmission schemes. It also highlights energy saving benefits brought by the use of an adaptive multimedia mechanism.
II. RELATED WORKS
The increase in popularity of the new smart devices and their applications, has determined a trend towards mobile users demanding more interactive and personalized multimedia services with high performance. It is known that real-time applications (e.g., multimedia-based) have strict QoS requirements, but they are also the most power-consuming 3 . In this context, one of the main impediments of progress is the battery lifetime of the mobile device.
Energy conservation has become a critical issue around the world and presents motivation for researchers to propose and develop energy efficient techniques in order to manage the power consumption in next-generation wireless multimedia networks. Zhang et al. in [5] present a survey on the recent major advances in power-aware multimedia. The main focus of the survey is on video coding and video delivery. The authors identify the main challenges that come when designing energy efficient mobile multimedia communication devices, as: 1) real-time multimedia is delay-sensitive and bandwidth-intense making it also the most power consuming application, 2) the radio frequency environment is changing dynamically over time and space, 3) the diversity of mobile devices and their capabilities, 4) the video quality does not present a linear increase with the increase in complexity, and 5) the battery discharge behavior is nonlinear. The authors conclude that due to the dynamics involved, enabling power-aware mobile multimedia is extremely challenging. Many tradeoffs are involved in the process, for example using high compression techniques to reduce the amount of data to be transmitted and therefore the energy involved in data delivery, but higher compression involves higher computation both at the client and the server, and therefore increased battery usage.
Rice et. al in [6] present a measurement framework that produces fine-grained traces of mobile device power consumption. The framework is then used to analyze and decompose the power consumption of two Android 1.5-based mobile devices into independent parts. The results show that the idle power consumption of the mobile device is higher in a 2G network than when connected to a 3G or a WiFi network. 3 www.wallstreetandtech.com Vallina-Rodriguez et al. [7] perform a study on collecting usage data of 18 Android OS users during a 2 weeks period (Feb. 2010) in order to understand the resource management and battery consumption pattern. The information collected from the mobile devices covers a wide range of parameters, more than 20 (e.g., CPU load, battery level, network type, network traffic, GPS status, etc.) being updated at every 10 seconds. The study shows the importance of contextual information when designing energy efficient algorithms. For example, by identifying where and when some resources are in high demand (50% of their time the users were subscribed to their top three most common base stations) a more energy efficient resource management can be proposed that uses this information. The context information (time, history, network conditions, device motion) is also used in [8] by Rahmati et al. in order to estimate current and future network conditions and automatically select the most energy efficient network (802.11b or GSM/EDGE). The authors collected usage information from 14 users (HTC Wizard Pocket PC, HTC Tornado, and HP iPAQ hw6925 phones) during a 6 months period (Sept. 2006 -Feb. 2007 ). The authors argue that by using the context-based interface selection mechanism the average battery lifetime of the mobile device can reach 35% increase comparing with the case of using the cellular interface only.
A study on the energy consumption of YouTube in mobile devices was carried out by Xiao et al. [9] . The authors measured the energy consumption of a Nokia S60 mobile phone for three different use cases (progressive download, download-and-play, and local playback) and for two access network technologies (WCDMA and WLAN). Even though the results show that the WCDMA network consumes more energy than WLAN, they do not consider the impact of fluctuating network bandwidth nor the quality of the video.
Perrucci et al. [10] investigate the energy consumption of a Nokia N95 while performing VoIP. The authors propose the use of a lower energy consumption interface (e.g., GSM) as a signaling channel to wake up the WLAN interface and run the VoIP service. The authors argue that by using the wake-up signals the energy consumption can be reduced significantly in a VoIP scenario. The use of sleep and wake-up schedules is used by Namboodiri et al. [11] for energy saving during VoIP calls. The authors propose a GreenCall algorithm that keeps the WLAN interface of a laptop in sleep mode for significant periods during the VoIP calls. The maximum delay that a user can tolerate during a call is used to compute the sleep periods.
Despite the amount of research done in the area of energy conservation, not much focus has been placed on the impact of the multimedia communication environment (e.g., link quality, location, technology, network load, etc.) on the energy consumption. In this paper we conducted a measurement analysis with the main goals:
• Understanding the energy-quality tradeoff ;
• Understanding the impact of the transport protocol (TCP or UDP) on the energy consumption for VoD over WLAN; • Understanding the impact of the link quality on the energy consumption for VoD over WLAN; • Understanding the impact of the network load on the energy consumption for VoD over WLAN; • Understanding the impact of both link quality and network load on the energy consumption for VoD over WLAN;
III. EXPERIMENTAL TEST-BED SETUP This section presents the measurement environment setup, as illustrated in Fig. 1 , consisting of: a Wireless-G Router, a Traffic Generator, a Multimedia Server, a Network Monitor, an Android Mobile Device, and a Power Consumption Monitor.
A. Wireless Network Environment
A Belkin N Wireless Router was configured for IEEE 802.11g mode, running on channel 6 (freq. 2.437GHz), with no other local networks running on the same or adjacent channel. Wi-Spy DBx USB spectrum analyzer from MetaGeek 4 together with the accompanying Chanalyzer 4 software (running on the Network Monitor station), were used for monitoring the surrounding wireless networks and interference levels.
To reduce interference, the tests were run in the basement of a building where a lower number of wireless networks were within range. Fig. 2 illustrates the 2.4 GHz band in two situations: when no traffic is generated in the "Test" network, and when the network is loaded. As shown in Fig. 2 , the other wireless networks in range are running on different (and nonadjacent) channels, so interference is kept at a minimum.
In order to better understand what exactly is happening in the network, the traffic was captured with the help of AirPcap Nx (from MetaGeek) that includes WireShark 1.4.8 and Wifi 4 www.metageek.net Pilot 2.4 software (running on the Network Monitor station). The goal of the network traffic analysis is: to monitor the ondemand video streaming (e.g. received throughput, retransmissions vs. normal traffic, etc.), and to double-check that the background traffic is generated properly by the virtual stations created using the traffic generator.
B. Background Traffic Generation
Background traffic was generated in order to assess the impact of network load on the mobile device energy consumption. The traffic generator used was a CT520 LANforge-WiFIRE 802.11a/b/g from Candela Technologies 5 , which enables creation of up to 32 virtual stations. The background traffic was selected based on the traffic estimations provided by Cisco in [1] and by Plum Consulting 6 in a report for Ericsson and Qualcomm. According to them, over the next five years the ratio of downlink (DL) to uplink (UL) traffic will rise to 10:1, while the video traffic is expected to reach 66% of the total mobile traffic. Thus, the choice on the background traffic is based on the traffic forecast for 2015 and is listed in Table I . In this way we create a more realistic environment and we can analyze what to expect in terms of network conditions over the next five years.
In order to load the IEEE 802.11g network, we first measured the available bandwidth using Jperf 7 in Server mode at the Server side, together with Iperf for Android in Client mode on the mobile device. Iperf measures the available bandwidth between two end points by generating probe traffic into the network. In order to obtain accurate results, we took ten Iperf readings at 30 -50s intervals between readings and computed the average available bandwidth which was in the range of 21-23Mbps. Based on these measurements we selected the traffic load of the network in the range of 20-21Mbps and the traffic type according to Table I . The number of wireless clients generating background traffic is in the range of 25-28 clients, located near the AP with the Signal Strength (SS) between -25dBm and -35dBm. Video here represents traditional video traffic over UDP with data rates 0.25-2Mbps and a packet size of 1514bytes. The other traffic represents web-browsing/e-mail, and file sharing, etc. it is TCP traffic with data rates 0.25-1Mbps and packet size in the range 300-1514bytes. The traffic generated by the Android Mobile Device, falls into the downlink video traffic category. As the corresponding traffic data rate changes according to the video quality level, we change the background traffic in order to maintain the same percentage (66%) in all scenarios.
C. Multimedia Encoding and Streaming
The the clip was transcoded at five different quality levels, following recommendations for encoding clips for multibitrate adaptive streaming 9 . The encoding characteristics of the five test sequences are presented in Table II . H.264/Mpeg-4 AVC video compression and AAC audio compression were used together with the mp4 format. The highest resolution was selected as 800x448 pixels to fit the screen resolution of the Android device (800x480 pixels), while maintaining the original aspect ratio of the multimedia clip (16:9). The video frame rate was decreased from 30fps (QL1) to 10fps (QL5). The overall bitrate was decreased by half between consecutive quality levels starting from 1920 Kbps (QL1). The test sequences were streamed to the Android device over both TCP and UDP transport protocols. Adobe Flash Media Server 4 10 was used for streaming the videos using the proprietary application level streaming protocols RTMP (TCP) and RTMFP (UDP). The streams were embedded in web pages and were played back on the device using Adobe 10.2 Flash Player inside the Android native web browser. The video playout is scaled to the device screen resolution. 
D. Objective Quality Assessement
Since video quality is an important aspect of multimedia delivery, Peak Signal-to-Noise Ratio (PSNR), a full-reference objective metric, was measured in order to estimate the human perceived visual quality offered by the five encoding settings used. MSU Video Quality Measurement Tool 11 software was used for computing the objective quality values. PSNR is measured by comparing the quality of the degraded versions (QL2 to QL5) with respect to that of the highest quality sequence (QL1). Since this is done on a pixel-by-pixel basis, all the clips were scaled to the same video resolution and video frame rate. Although employing the scaling process is not ideal, by computing PSNR one gets a good idea of the human perceived quality levels for these video sequences.
E. Subjective Quality Assessement
Since objective metrics do not always correlate with the subjective scores, a subjective study was also conducted in order to assess how human subjects perceive the quality of the multimedia clip encoded at five quality levels previously selected (see Table II ). Four 20 seconds long sequences with different spatial and temporal characteristics were extracted from the original 10 minute long clip. Representative frames of the four sequences are presented in Fig. 3 . In case of sequence A the camera pans slowly over a natural landscape scene, thus the sequence presents a medium level of spatial information and a low level of temporal information. Sequence B is the most complex to encode. It presents fast changing scenes with dynamic elements as well as characters, 9 Smooth Streaming Multi-Bitrate Calculator 10 Adobe Flash Media Server. 11 MSU Video Quality Measurement Tool thus having the highest levels of spatial and temporal complexity. Sequence C is especially difficult to encode at low resolutions due to the small moving details represented by the closing credits. Sequence D presents two characters, from which only one is slowly moving across the scene, on a static background. Therefore the scene has the lowest level of spatial information. Each of the four sequences was encoded at the five quality levels, resulting in a total number of 20 test sequences for the subjective study. The test sequences were played locally in full screen on the Nexus One Android device, and displayed in a random order, maintaining similar testing conditions for all the participants. Standard recommendations for assessing the visual quality of multimedia applications were followed as in [12] . The Absolute Category Rating (ACR) [12] method was used, where the subjects had to individually rate the quality of each sequence on a 5-point scale (e.g., 1-Bad, 2-Poor, 3-Fair, 4-Good, 5-Excellent). A number of 16 (M=10, F=6) non-expert subjects with ages between 22 and 45 years old (AVG= 28, STDEV=6) participated in the study. All the subjects have reported that they had normal vision or had corrected to normal vision (they were wearing glasses).
F. Energy Measurement
A HTC Google Nexus One smartphone running Android 2.3.4 was selected as the client Mobile Device. Android Mobile Devices have rapidly grown in popularity over the recent years, reaching nearly 50% of the global smartphone market by the latest estimates [13] . As opposed to other smartphones, in particular to iPhone, it has the advantage of a user replaceable battery. Having access to the battery contacts, the device power consumption can be measured using hardware equipment, thus having more accurate results than using locally installed software.
An Arduino Duemilanove board 12 was used for measuring the battery voltage as well as the voltage drop on a shunt resistor inserted in between the device and the battery, in order to determine the current (see Fig. 1 ). A Java application, running on the Power Consumption Monitor station, was used to compute the device power consumption based on the voltage values sent by the Arduino board. The values were saved at 1Hz frequency. 
IV. TEST SCENARIOS
In order to study how the signal quality (distance from AP) and network load impact on the power consumption of an Android Mobile Device, we considered four scenarios as illustrated in Fig. 4 and described below. In all considered scenarios the Multimedia Server stores five ten-minute clips, each clip corresponding to a different quality level. The clips are streamed sequentially to the Android Mobile Device over either of two transport protocols (UDP and TCP).
• Scenario 1 -considers the case of a mobile user, located near the AP (approximately 1m away), without any background traffic in the network. The SS varies between [-48dBm, -52dBm].
• Scenario 2 -the mobile user is located in a poor area with the SS varying between [-78dBm, -82dBm]. The tests were run without any background traffic in the network in order to study the impact of the link quality on the energy consumption of the mobile device.
• Scenario 3 -similar to the first, except that background traffic was added in order to load the network, and study the impact of the network load on the energy consumption of the mobile device. LANforge traffic generator was used to create 25-28 virtual wireless stations, each generating traffic as previously explained in Section III.B.
• Scenario 4 -similar to scenario 2 except that background traffic was added as in scenario 3, in order to study the impact of both poor link quality and network load, on the energy consumption of the mobile device. 
V. RESULTS AND ANALYSIS
For each considered scenario and for each of the quality levels we repeated the test three times (a total of 195 tests were carried out) and computed the average values. These values are further used throughout this paper for analysis of the results and discussions.
1) Impact of the Video Quality Levels on Human Perceived Visual Quality with Local Video Playback
To assess the user perceived quality of the five quality levels, the subjects were asked to view 20 test sequences and rate their overall quality on a 1-5 scale (bad to excellent). For each sequence, the mean value represented by the Mean Opinion Score (MOS), and the standard deviation (STDEV) of the statistical distribution of the assessment grades were computed. The results of the subjective study are presented in Fig. 5 . All the sequences corresponding to QL1-QL3, scored above 4 (Good), with eight of them scoring above 4.5 (Excellent). Out of the eight test sequences corresponding to QL4 and QL5, four scored above 3.5 (Good) on average, while the other two below 3.5 but above 2.5 (Fair) on average. On average across the four test sequences, two quality levels scored Excellent (MOS_QL1=4.84 and MOS_QL2=4.63), two scored Good (MOS_QL3=4.33 and MOS_QL4=3.70) and one Fair (MOS_QL5=3.38). The average standard deviation values, shown in Fig. 5b increase as the video quality decreases (AVG_STDEV_QL1=0.35 to AVG_STDEV_QL5 =0.90). The Pearson correlation further indicates that there is decreasing relationship between the MOS and STDEV values (r = -0.846), thus the ratings across participants tend to have a higher variation, for the clips with lower perceived quality.
2) Impact of the Video Quality Levels on Energy Consumption of Local Playback
In order to study how much energy can be conserved by changing the quality level of the video, we performed local video playback of each quality level. All the tests were performed with the same minimal background activities on the mobile device, with all the wireless connectivity interfaces disabled (Airplane Mode) and the power save mode turned off. The results are illustrated in Table III . The battery discharge and the battery life values were estimated using the equations as expressed below:
where, 3.7V and 1330mAh represent the nominal battery voltage and battery capacity respectively. The battery discharge represents the total charge drawn from the battery during the clip playback. The Battery Life represents the amount of time the fully charged battery will take to discharge while playing a certain quality level. For example, if only QL1 videos are played, the device has an estimated battery life of 4 hours, while by choosing to play only QL5 videos, the battery life is doubled. The results show that by decreasing the video quality level we can achieve energy savings. Switching from QL4 to QL5 provides a low saving of 4.5% for a corresponding MOS decrease from Good to Fair. However switching from QL1 to QL3 provides a 44.8% energy saving for a MOS decrease from Excellent to Good, while a switch from QL1 to QL2 offers 34% energy savings at no change in MOS. 
3) Impact of the Video Quality Levels on Energy Consumption while Performing VoD
Considering Scenario 1, with the mobile device located near the AP and without background traffic, we measure the energy consumption while performing VoD over UDP. The difference between these results and the local playback gives us an overview of the energy consumption over the wireless network. The impact of the wireless interface on the energy consumption is illustrated in Fig. 6 and Table IV . The results show that by decreasing the video quality level with VoD, we can achieve energy savings from 6.7% (for a QL1 to QL2 drop) up to 62.7% (for a QL1 to QL5 decrease) on the wireless interface only. Because the link is good quality and enough available bandwidth is provided for VoD, the playback is smooth and uninterrupted, maintaining the same user perceived quality and the same subjective MOS values as for local playback. 
4) Impact of the Transport Protocol on Energy Consumption while Performing VoD
TCP was built for reliable data transport offering fairness to users by dividing available resources in an almost equal manner. As TCP congestion control mechanisms can affect video streaming, the traditional method of transporting video is over UDP. However, nowadays the use of TCP has become ubiquitous for streaming video, and it has been adopted in combination with adaptive multimedia solutions (e.g., Apple HTTP live streaming, Move Networks, etc.).
Considering Scenario 1, we run the same five quality levels, keeping the same conditions and changing only the transport protocol (UDP or TCP). The results illustrated in Table IV show TCP is more energy efficient than UDP. Fig. 7 illustrates the difference in terms of energy consumption. For QL1, 13% energy savings can be achieved on the wireless interface by transmitting over TCP rather than UDP. One of the possible reasons for which TCP performs better, is that its packet size distribution is 1280-2559 bytes, meaning larger, but fewer packets to be transmitted. On the other hand the UDP packet size distribution is lower, 640-1279 bytes, meaning more packets to be transmitted. The actual average throughput (Avg. Th.) received by the mobile device on the wireless network, was captured with Wireshark and listed in Table IV . As seen, the required throughput for each quality level (Table II) is provided. 
5) Impact of the Link Quality on Energy Consumption
In order to study the impact of the link quality on the energy consumption of the mobile device, we considered Scenario 1 and 2, when the user is located near the AP with good SS (-48 to -53dBm) and when the user is located in a poor SS area (-78 to -82dBm). In both scenarios no background traffic is considered, so SS is the only varying factor. The results are listed in Table IV and V. Fig. 8 illustrates the impact of the link quality on energy consumption for both transport protocols (UDP and TCP) by comparing the wireless interface energy consumption for Scenario 1 vs. Scenario 2. As shown a poor SS has a higher impact on the TCP wireless interface energy consumption over UDP, with as high as 28% increase in energy usage for QL5 at the edge. The decrease in SS has a lesser impact on UDP, with as low as 4% increase in energy for QL4 at the edge, up to an 11% increase (QL2 and QL5). However, even in these conditions, TCP remains more energy efficient than UDP. The actual received throughput results meet the required throughput for each quality level (Table II) meaning smooth uninterrupted playback and maintained user perceived quality as for local playback.
6) Impact of the Network Load on Energy Consumption
By comparing Scenario 1 and 3 we can determine the impact of the network load on the energy consumption of the mobile device. The average received throughput (Avg. Th.) more than meets the requested throughput for each quality level. This means that even though with the high network load, every user receives their requested network resources. This is also shown by the average value of the overall channel traffic (Avg. Ch. Traffic). The payload of the overall network traffic was set as 20-21Mbps, but with network overhead it reaches 24-25Mbps (according to Wireshark).
Another important factor is the number of retransmissions (Retr.) that occur in the network. This value shows the relative number of the overall packets that were retransmitted vs. normal traffic, and is expressed as a percentage. Due to the high number of clients (26 in this case) that share the network, the competition for the network resources is high and this is reflected by the retransmissions value. Fig. 9 illustrates how this affects the energy consumption. Looking at QL2 transmission over UDP, it can be seen that when the network is loaded it consumes more or less the same energy as QL1. This is due to network contention, as the overall retransmissions double compared with QL1. Also the average channel traffic presents an increase of 3.2% reflecting the increase in the resource competition. Even though the network load affects energy consumption for TCP video streaming (compared to Scenario 1); TCP is still more energy efficient than UDP. Also in this scenario the user perceived quality is not affected by the network load, the playback being smooth without interruptions.
7) Impact of Link Quality and Network Load on Energy Consumption
The impact of both link quality and network load can be studied by comparing Scenario 1 (where the mobile device is located near the AP without any background traffic) and Scenario 4 (where the device is located further away from AP with background traffic). In this case, both the link quality and the competition with the background traffic will impact the energy consumption. The Scenario 4 results are listed in Table VII . Even though there is a decrease in the overall channel traffic, there still is an increased number in total WLAN retransmissions.
An important parameter that needs to be mentioned is the Playout duration of the clip. Because of the competitive background traffic and the poor link quality, the mobile user will experience interruptions such as video freezing, leading to longer playback duration. This phenomenon has a more impact on the QL1 multimedia stream, resulting in long periods of buffer starvation and frequent 4-10s periods of video motion loss (the re-buffering periods represent almost 60% of the playout duration), while QL4 and QL5 are not affected. The impact of the re-buffering periods on the user perceived quality was assessed by the estimated MOS, which decreases with the increase in buffering percentage level, as explained in [14] . 15% buffering determines a quality decrease of 1 MOS unit and 60% buffering severely affects the quality with a corresponding drop of more than 1.5 MOS units. In both the case of UDP and TCP, our QL1 MOS will drop below the MOS of QL4 and QL5 (which maintain the same MOS as they do not introduce any buffering periods).
8) Impact of an Overloaded Network on Energy Consumption
In order to study what is happening when the network is overloaded, we increase the overall traffic so that the network is used at its maximum capacity. First we found the maximum capacity of this network by generating a UDP stream of 50Mbps (the maximum theoretical rate of an IEEE 802.11g network is 54Mbps). The average throughput of the stream reached 29-30Mbps. Based on this value we created background traffic using the mix from Table I . We ran Scenario 3 and 4 again, this time with 29-30Mbps of background traffic. The results for the two scenarios are presented in Table VIII .
It can be seen that even though the user is located near the AP he/she will experience interruptions with long periods of buffering, which was not the case when the network was loaded at 20-21Mbps. Moreover, when the user is located far from the AP, the QL1 streaming experience will be even worse, as the playout duration will reach almost nine times the normal playout length. In both cases, QL4 and QL5 are the most efficient in terms of playout duration and energy efficiency. In conclusion, in the case of an overloaded network, adapting the video quality to a lower level proves to be more efficient in terms of energy and user perceived quality. 
9) User Perceived Impact of Video Buffering on Multimedia Quality.
The subjective study did not aim to assess the impact of video buffering on user perceived quality. However, in order to have an idea of the users' perception of buffering, the test subjects were asked to rate (on a 1-5 scale) what they consider to be the MOS given different freeze periods (<30s, 1min, 2min, 4min, and >6min) for a 10 minute high-quality mobile video clip. The results illustrated in Fig. 10 show that, in order for the clip to maintain a Good quality level, the buffering time should not exceed 1 minute. Looking at the answers and abstracting other factors that may occur in a real streaming scenario, an excellent video quality (e.g., QL1) will have a similar quality, as perceived by the user, with QL5 (Fair), if the buffering time is equal or higher than two minutes. Switching to a lower quality level reduces the probability of re-buffering periods, thus avoiding the increase in playout duration, leading to energy savings and increase in user perceived quality.
VI. CONCLUSIONS
This paper presents and in-depth study on how the wireless environment (e.g., link quality, network load) can impact the energy consumption of a mobile device while performing VoD. The tests were conducted on an Android Mobile Device in a controlled wireless (IEEE 802.11g) environment in order to better understand the impact of each parameter on the energy consumption. Five different quality levels of the multimedia stream were considered and their impact on the energy consumption was also analyzed. The results show that by changing the quality level of the multimedia stream the energy can be greatly saved while the user perceived quality level is still acceptable. This demonstrates the benefits that can be obtained by using an adaptive multimedia mechanism in terms of energy consumption. These mechanisms could be further improved in order to consider the energy consumption, making them even more energy efficient. Another important observation is the impact of the transport protocol (e.g., UDP, TCP) on the energy consumption. The results show that TCP is more energy efficient than UDP in all situations. After analyzing the Wireshark trace files, it has been noticed that TCP has a larger packet size distribution than UDP. This means that in case of TCP, less data is transmitted which leads to a decrease in energy consumption of the mobile device.
Nowadays, user mobility can be highly predicted and together with the users' patterns of usage it can be possible to forecast where and when some wireless resources may be in high demand. Knowing the contextual information (e.g., link quality, network load, transport protocol, adaptive mechanism) and its impact on the energy consumption can help to make more energy-efficient use of the wireless resources. Thus, our findings demonstrate the necessity of considering networkrelated parameters when designing energy-efficient wireless video transmission schemes. 
