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 Identifying the local time scale of the torrential rainfall pattern through 
Singular Spectrum Analysis (SSA) is useful to separate the trend and noise 
components. However, SSA poses two main issues which are torrential 
rainfall time series data have coinciding singular values and the leading 
components from eigenvector obtained from the decomposing time series 
matrix are usually assesed by graphical inference lacking in a specific 
statistical measure. In consequences to both issues, the extracted trend from 
SSA tended to flatten out and did not show any distinct pattern. This problem 
was approached in two ways. First, an Iterative Oblique SSA (Iterative O-
SSA) was presented to make adjustment to the singular values data. Second, 
a measure was introduced to group the decomposed eigenvector based on 
Robust Sparse K-means (RSK-Means). As the results, the extracted trend 
using modification of SSA appeared to fit the original time series and looked 
more flexible compared to SSA. 
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Understanding of rainfall patterns is essential for water resources planning and management 
especially with evidence of hydrological extreme events and variability in recent years. It represents one of 
the main potential causes of natural hazards such as floods in certain areas in which it causes economic 
losses, damage and sometimes, human losses. Thus, identifying local time scale to determine when torrential 
rainfall events could possibly occur at a particular location and concurrently to detect trend at that time 
period are critically important. In this aspect, local time scale can be defined as time or length of a process, 
observation or model in a particular region or area. The term trend based on local time scale can be defined 
as smooth additive component containing information that requires a predetermined time scale. Trend usually 
characterizes the shape of time series data. 
There have been many research work done on identifying rainfall trend based on time scale [1-3]. 
Most of these studies were proposed using Kendall correlation coefficient for identify trend in the time series 
data. However, this method did not perform well since it is not possible to establish which kind of trend that 
could be extracted by its means [4]. In addition, it did not consider any noise that could potentially 
compromise the method used. In this study, we aim to identify potential trend that can specify the range of 
local time scale to determine whether or not there have been any high extreme rainfall values in order to 
detect the abnormally heavy rainfall that can cause torrential rainfall events. One of the methods in 
identifying the range of local time scale according to the trend is based on singular spectrum analysis (SSA). 
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In general, SSA provides a representation of a univariate time series which is transformed in terms of the 
eigenvalues and eigenvectors of a trajectory matrix. In this study, eigenvalues and eigenvector of this type of 
time series are referred as eigen time series. SSA is useful to separate the time series data into trend and noise 
by decomposing its time series eigen and reconstruct them into selection of group.  
In torrential rainfall time series data, the daily amount of rainfall is approximately similar over a 
period of time. This situation leads to a problem when using SSA where there were coinciding singular 
values. It made disjoint sets of singular values and different series components actually mixed with each 
other. Another issue that cropped up when using SSA was that leading component from the eigenvector 
obtained from the decomposing the time series matrix was usually assessed subjectively by graphical 
inference, lacking a specific statistical measure. Thus, this had potentially affected the separability strength in 
SSA. In consequence of the issues stated above, the extracted trend from SSA tended to flatten out and did 
not show any distinct pattern. Therefore, it faced difficulties in determining the range of the local time scale 
in estimating when the torrential rainfall event occurs. 
In order to effectively overcome the above shortcomings, two approaches were introduced in SSA to 
mitigate these problems. Firstly, an iterative oblique SSA (Iterative O-SSA) was presented which helped to 
improve the weak separability. This method performed a new decomposition of a part in the SSA which 
corrected the eigenvalues in order to avoid their possible mixture or disjoint sets of singular values in the 
group corresponding to different components. Iterative O-SSA found that the separating inner products by 
iterations were converged to a stationary point. Secondly, a measure was introduced to guide an effective 
grouping of decomposed eigenvector based on Robust Sparse K- means clustering method (RSK-means). 
Typically, basic clustering method like k-means method performed rather poorly in the presence of noise. 
Thus, it was unable to retrieve a very good partition for eigenvector in order to separate the trend and noise 
components accordingly. Moreover, the sparcity in this method was obtained by assigning weights to 
components where the optimal weights are positive which were used to determine the cluster. 
In Section 2, the rainfall data that used in this study is described. Then, in Section 3,  
the methodologies related to the SSA and modification of SSA is presented. Next, in Section 4, the results 
and discussion to identify temporal cluster patterns using SSA and modified SSA are provided. Conclusion is 
given in the final section.  
 
 
2. DEVELOPMENT OF MODIFIED SSA APPROACH 
Over the years, developments in improving SSA gradually grow. Various studies look at issues such 
as weak separability between components, high dimensions of the trajectory matrices, change point detection 
and low-rank matrix approximations. Separability condition is one of the important aspects when using SSA 
as it determines proper decompositions and extraction of components to be achieved. The main objective of 
SSA is to determine the separability which entails how well the components of the time series can be 
separated from each other to allow further analysis to be meaningfully done. [5-7] proved that separability 
had a great influence in SSA process. [8] proposed two methods which are Iterative Oblique SSA and Nested 
SSA with derivatives (DerivSSA) in improving the separability conditions. Their methods focus on the inner 
products corresponding to oblique coordinate systems instead of the conventional Euclidean inner product. 
Both methods can be considered as refining of the decomposition obtained by SSA approach where they can 
considerably improve the separability and hence the reconstruction accuracy. 
Improvement or replacement of the singular value decomposition (SVD) procedure in 
decomposition stage is one of the alternatives to extend SSA. There are two reasons SVD method is 
inappropriate to use in analysis. The first is when the dimension of the trajectory matrix of the data set is so 
large that it becomes too expensive to compute the data using SVD method. The second is, according to 
perturbation theory, that SVD seriously degrades the performance of the method. In classical SSA method, 
standard SVD is based on the least square estimate which has highest possible residual noise level. [9] 
introduced SSA based on the minimum variance estimation where the estimator gives the minimum total 
residual power. The difference between these two methods is that by adapting the weights of different 
singular components, it could separate the signal from noise components. Thus, a small adjustment of the 
eigenvalues and eigenvectors can counter the problems of standard SVD in SSA approach. 
The combination method of SSA and classification is another statistical approach in improving the 
SSA. The improvement indicates that the procedure successfully eliminates most of the noise present in the 
signal in an efficient manner. Clustering techniques are widely used and often combined with SSA as shown 
by [10] in order to replace the traditional digital filtering and spline-based methods. The procedure according 
to this approach consists of obtain leading components in the frequency domain and remove noise present in 
the signal in a simple and intuitive way. A latter approach described by [11] used the same approach which 
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combined SSA with neural network. This proposed method has the same goal which is to remove most of the 
noise in signal components. 
 
 
3. MATERIAL AND METHOD 
In this section, data and method are explained.  
 
3.1.   Data 
The daily rainfall data from 75 stations over Peninsular Malaysia were obtained from Jabatan 
Pengairan dan Saliran (JPS). In this study, the focus is on the occurrence of extreme rainfall event described 
as torrential rainfall. Days which exhibited torrential characterized were strictly selected based on criteria 
described. It was therefore necessary to choose some criteria that would lead to the establishment of a 
threshold, in order to allow for a clear distinction between what constitutes a day of torrential rainfall in the 
Peninsular Malaysia region and what does not. Area with a tropical climate with 60 mm/day is the most 
common threshold applied for this purpose [12]. The period is based on observed series of daily maximum 
rainfall starting from 1 November 1975 and ends on 31 December 2007, covering a sequence of 61 
consecutive days. 
 
3.2.   Singular Spectrum Analysis 
 Singular spectrum analysis (SSA) is a time series analysis method whush is constructed from 
several elements of classical time series, multivariate statistics, multivariate geometry, dynamic system and 
signal processing. The function of using SSA method is to decompose the original components to trend, 
seasonal and noise components [13]. SSA method consists of two complementary stages which are 
decomposition and reconstruction stage. In decomposition stage, it has two vital steps which are embedding 
and singular value decomposition while in reconstruction stage, it has another two main procedures which are 
grouping and diagonal averaging. Below is a brief discussion on the methodology of SSA method. The steps 
involved in  
Stage 1: Decomposition 
There are two steps in the decomposition stage which are embedding and singular value 
decomposition (SVD). In general, this stage aims to decompose the series to obtain eigen time series data. 
Step 1: Embedding. The first step in basic SSA algorithm is to construct the trajectory matrix from a one 
dimensional series to a multidimensional series whose dimension is called the window length, L. Let a one 
dimensional time series, 𝕐𝑇 = {𝑦1, 𝑦2,… , 𝑦𝑇} be transformed into a multi-dimensional series 𝑋1, … , 𝑋𝐾 with 
vectors 𝑋𝑖 = (𝑦𝑖 , … , 𝑦𝑖+𝐿−1)
𝑇 , where 2 < 𝐿 < 𝑇 2⁄  is the window length and 𝐾 = 𝑇 − 𝐿 + 1. The trajectory 
matrix is denoted by 𝐗 = (𝑋1, … , 𝑋𝐾) = (𝑥𝑖𝑗)𝑖,𝑗=1
𝐿,𝐾
, such that 
 





 𝑥1 𝑥2 𝑥3  ⋯ 𝑥𝐾  
 𝑥2 𝑥3 𝑥4  ⋯ 𝑥𝐾+1 
 𝑥3 𝑥4 𝑥5  …  𝑥𝐾+2 
⋮ ⋮ ⋮ ⋱ ⋮ 






The lagged vectors 𝑋𝑖 are the columns of the trajectory matrix 𝐗. The rows and columns of 𝐗 are 
subseries of the original time series data.  
Step 2: Singular Value Decompostion (SVD). SVD transforms the trajectory matrix in step I into a 
decomposed trajectory matrix which will turn into trend and noise based on their singular values. In this step, 
SVD of the trajectory matric 𝐗 is performed. The SVD can be represented as  
 
𝐗 = 𝑈𝑇Σ𝑉 (2) 
 
where 𝑈 = (𝑢1, … , 𝑢𝐿) is an 𝐿 × 𝐿 orthogonal matrix, 𝑉 = (𝑣1, … , 𝑣𝑘) is a 𝐾 × 𝐾 orthogonal 
matrix and Σ is an 𝐿 × 𝐾 diagonal matrix with nonnegative real diagonal entries Σ𝑖𝑖 = 𝜎𝑖 for 𝑖 = 1,… , 𝐿.  
The vectors 𝑢𝑖 are called left singular vectors, the 𝑣𝑖 are the right singular vectors and the 𝜎𝑖 are the singular 
values. Let the singular values be arranged in descending order such that ( 𝜎1 ≥ 𝜎2 ≥ ⋯ ≥ 𝜎𝐿). Then, the 
SVD of the trajectory matrix 𝑋 can be written as 
 
𝐗 = 𝐗1 +⋯+ 𝐗L (3) 
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Where 𝐗𝑖 = 𝜎𝑖𝜇𝑖𝑣𝑖
𝑇. Note that, the matrices of 𝐗𝑖 are called elementary matrices if 𝐗𝐢 has rank one. The 
collection (𝜎𝑖 , 𝑢𝑖 , 𝑣𝑖) is called the 𝑖𝑡ℎ eigentriple of the SVD.  
Stage 2: Reconstruction 
There are two steps in the reconstruction stage which are grouping and diagonal averaging. In 
general, this stage aims to reconstruct the original series and use the reconstructed series for further analysis 
such as forecasting.  
Step 1: Grouping. In grouping step, the trajectory matrix is split into two groups based on the trend and noise 
components. The indices set {1,… , 𝐿} is partitioned into 𝑚 disjoint subsets 𝐼1, … , 𝐼𝑚, corresponding to 
spliting the elementary matrices into 𝑚 groups. Set 𝐼 = {𝑖1, … , 𝑖𝑝}, and the resultant matrix 𝐗𝐼 is defined as  
 
𝐗𝐼 = 𝐗𝑖1 +⋯+ 𝐗𝑖𝑝 (4) 
 
The resultant matrices are computed for 𝐼 = 𝐼1, … , 𝐼𝑚 and substituted in (5.3). The expansion is 
defined as: 
 
𝐗 = 𝐗𝐼1 +⋯+𝐗𝐼𝑚 (5) 
 
where the trajectory matrix is represented as a sum of 𝑚 resultant matrices. The choice of the sets 𝐼 =
𝐼1, … , 𝐼𝑚 is known as eigentriple grouping.  
Step 2: Diagonal averaging. Diagonal averaging transforms each resultant matrix obtained from (5) into a 
new one dimensional series of length 𝑇. 
Let Z be an 𝐿 × 𝐾 matrix with elements 𝑧𝑖𝑗 , 1 ≤ 𝑖 ≤ 𝐿, 1 ≤ 𝑗 ≤ 𝐾. Set 𝐿
∗ = min(𝐿, 𝐾) , 𝐾∗ =
max(𝐿, 𝐾) and 𝑁 = 𝐿 +𝐾 − 1. Let 𝑧𝑖𝑗
∗ = 𝑧𝑖𝑗  if 𝐿 < 𝐾 and 𝑧𝑖𝑗
∗ = 𝑧𝑗𝑖 otherwise. By using (6), matrix 𝐙 will 
transfer into the series 𝑧1, … , 𝑧𝑇 
Once the diagonal averaging step in reconstruction stage is completed, it becomes a reconstruction 
data series ?̃?𝑇
(𝑘)



























∗ < 𝑘 ≤ 𝑁
  (6) 
 
 
3.3.   Modification of SSA 
Large Modification of SSA in this study is the combination of two main strategies which are (i) 
Iterative Oblique SSA (Iterative O-SSA) based on restricted SVD to make adjustment to singular values 
obtained from the decomposing time series matrix and (ii) Robust Sparse K-means (RSK-means) which is to 
identify relevant cluster for eigenvector obtained from decomposing time series matrix in order to separate 
the trend and noise components in the time series torrential rainfall data appropriately. 
 
3.4.   Iterative Oblique SSA (Iterative O-SSA) 
Number Iterative O-SSA was initially proposed by [8] to improve the separability of the series 
components by SSA. In general, the method consists of a basic algorithm of SSA and several variations to 
improve the separability between components in the original series data. Separability is closely related to the 
SVD which is the essential part of many statistical and signal processing methods. However, it has a 
drawback if the singular values obtained from SVD have coinciding singular values. Coinciding singular 
values mean that torrential rainfall time series data 
have equal singular value which are generated from the decomposing time series matrix.  
This situation causes disjoint sets of singular values and different series components to mix with each other. 
Iterative O-SSA method could overcome the problem by modifying the basic SSA algorithm where the SVD 
step is changed to the (L,R)-SVD known as Restricted SVD (RSVD).  
The algorithm of iterative O-SSA starts with an oblique SSA. Oblique SSA comes from two oblique 
bases referred to as L-orthonormal and R-orthonormal that corresponding to the row and column spaces 
based on Definition 1. Flow chart of SSA approach as shown in Figure 1 and Flow chart of Modified SSA 
approach as shown in Figure 2. 
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Figure 2. Flow chart of Modified SSA approach 
 
 
Definition 1: Consider a minimal decomposition of 𝐘𝜖ℳ𝐿,𝐾 of rank r in the form  
 
𝐘 = ∑ 𝜎𝑖𝑃𝑖𝑄𝑖
𝑇𝑟
𝑖=1  (7) 
 
where 𝜎1 ≥ 𝜎2 ≥ ⋯ ≥ 𝜎𝑟 > 0, {𝑃𝑖}𝑖=1
𝑟  and {𝑄𝑖}𝑖=1
𝑟 are linearly independent. {𝑃𝑖}𝑖=1
𝑟  is a basis of the column 
space of 𝐘 of an 𝐋-orthonormal system while {𝑄𝑖}𝑖=1
𝑟  is a basis of the row space of 𝐘 of an 𝐑-orthonormal 
system. (7) can be expressed in the matrix form, 
 
Y = PΣQT (8) 
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where 𝐏 = [𝑃1: … :𝑃𝑟], 𝐐 = [𝑄1:… : 𝑄𝑟] and 𝚺 = 𝑑𝑖𝑎𝑔(𝜎1, … , 𝜎𝑟). The decomposition is (𝐋,𝐑)-biorthogonal 
known as Restricted SVD (RSVD) given by the triple (𝐘, 𝐋,𝐑).  
Let 𝐎𝐋 be an orthonormalizing matrix of {𝑃𝑖}𝑖=1
𝑟  and 𝐎𝐑 be an orthonormalizing matrix of {𝑄𝑖}𝑖=1
𝑟 . Then, (7), 
transformed to  
 
𝐎𝐋𝐘𝐎𝐑
T = ∑ 𝜎𝑖(𝐎𝐋𝑃𝑖)(𝐎𝐑𝑄𝑖)
𝑇𝑟
𝑖=1  (9) 
 
is an SVD of 𝐎𝐋𝐘𝐎𝐑
T of 𝜖ℳ𝑟,𝑟 with left singular vectors 𝐎𝐋𝑃𝑖𝜖𝑅
𝑟 and right singular vectors 𝐎𝐑𝑄𝑖𝜖𝑅
𝑟 . The 
result follows the fact that any bi-orthogonal decompositions is an SVD.  
(9) is an SVD if and only if (7) is an (L, R)-SVD, where 𝐋 = 𝐎𝐋
T𝐎𝐋 and 𝐑 = 𝐎𝐑
T𝐎𝐑, 𝑂𝐿and 𝐎𝐑 are 
orthonormalizing.  
Oblique SSA (O-SSA) is the modification from the SSA where the SVD step is changed to (L, R)-
SVD. The algorithm for O-SSA is as follows:  
Algorithm 1: Oblique SSA (O-SSA) 
Input: Y, (L, R) consistent with Y  
Output: (L, R) − 𝑆𝑉𝐷 in the form (7) 
[1] Calculate 𝐎𝐋 and 𝐎𝐑using Cholesky decomposition 
[2] Calculate 𝐎𝐋𝐘𝐎𝐑
T 
[3] Find the ordinary SVD decomposition as follow: 
 
𝐎𝐋𝐘𝐎𝐑
T = ∑ √𝜆𝑖𝑈𝑖𝑉𝑖
𝑇𝑟
𝑖=1  (10) 
 
be ordinary SVD of 𝑶𝑳𝒀𝑶𝑹
T. Then, compare with the decomposition of (7) with 𝜎𝑖 = √𝜆𝑖, 𝑃𝑖 = 𝐎𝐋
†𝑈𝑖 and 
𝑄𝑖 = 𝐎𝐑
†𝑉𝑖 is the (𝐋,𝐑) − 𝑆𝑉𝐷 where † denotes pseudo-inverse.  
Note that if 𝐋 and 𝐑 are the identity matrices, then oblique SSA coincides with classical SSA, 𝜎𝑖 = √𝜆𝑖, 𝑃𝑖 =
𝑈𝑖 and 𝑄𝑖 = 𝑉𝑖 .  
(𝐋,𝐑) − 𝑆𝑉𝐷 is another SVD approach. Its function to extract the leading components, like classical 
SVD, is inappropriate in extracting the trend and noise from components. Trends components would be 
mixed with noise components in reconstruction step when using (𝐋,𝐑) − 𝑆𝑉𝐷 approach. The Iterative 
oblique SSA (Iterative O-SSA) is introduced to improve the separability between the components.  
𝐗 = 𝐗𝐼1 +⋯+𝐗𝐼𝑚 is a matrix decomposition obtained from the grouping step in SSA method 
(refer to 5.5) where each group corresponds to a separated time series component. Let 𝑠𝑡ℎ group 𝐼 = 𝐼𝑠 be 
appointed for a redefined decomposition. Denote 𝐘 = 𝐗𝐼, 𝑟 = 𝑟𝑎𝑛𝑘 𝐘, 𝕐 = 𝒯
−1ℋ𝐘, the series obtained from 
𝐘 by diagonal averaging.  
Algorithm 2: Iterative O-SSA  
Input: The matrix Y contains column space of L and row space of R, such a pair (L, R) is consistent with the 
matrix Y  
Output: Redefined series decomposition of 𝕐 = ?̃?(1) +⋯+ ?̃?(𝑙). 
a) Construct an (L,R)-SVD of Y using algorithm 1 in (7) 
b) Partition the set {1,… , 𝑟} = ∐ 𝐽𝑚
𝑙
𝑚=1  and form group between component to obtained a refined matrix 
decomposition 𝐘 = 𝐘𝐽1 +⋯+𝐘𝐽𝑖 . 
c) Obtain a refined series decomposition 𝕐 = ?̃?(1) +⋯+ ?̃?(𝑙), where ?̃?(𝑚) = 𝒯−1ℋ𝐘𝐽𝑚 . 
d) The decomposition of the series 𝕏 is obtained, 𝕏 = ?̃?(1) +⋯+ ?̃?(𝑝) where ?̃?(𝑠) = ?̃?(1) +⋯+ ?̃?(𝑙). 
 
3.5.   Robust Sparse K-Means (RSK-means) 
K-means clustering is one of the popular methods for cluster analysis in data mining [14].  
The purpose of this clustering method is to partition the observations or components into several groups in 
which observations or components belong to the group with the nearest mean. In the modification of SSA, 
this clustering technique is chosen for the purpose of grouping step where the leading components extracted 
from SVD are assembled. Unfortunately, k-means is unable to extract a very good partition for leading 
components because it performs rather poorly in the separation of the trends and noise components. 
Therefore, an efficiency method from the extension of k-means approach was introduced which is called the 
Robust Sparse K-Means (RSK-Means).  
RSK-means was initially proposed by [6] to develop a robust clustering method that is also able to 
perform variable selection in the data set. This approach is based on combining idea from two methods which 
are sparse K-means and trimmed K-means where both methods use squared Euclidean and weighted squared 
Euclidean distances. The weighted squared Euclidean distance is used to eliminate the effect of noise from 
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the selection of a partition in the data set. The purpose of this proposed method is to produce a double step 
procedure by trimmed k-means called weighted and unweighted trimmed procedure.  
The steps involved in RSK-means algorithm are as follows: 
a) Given cluster centers 𝜇1, … , 𝜇𝐾 , assign each point to the cluster with the closest center. 
b) Given a cluster assignment, trim the 𝛼100% observations with largest distance to their cluster centers, 
and update the cluster centers to the sample mean of the remaining observations in each cluster.  
The tuning parameter 𝛼 regulates the amount of trimming and is selected by the researcher.  
 
3.6.   Assessing Separability in Time Series Data 
Separability is one of the main concepts in studying SSA which necessitates how well different 
components of the time series can be separated from each other to allow further analysis to be meaningfully 
done. According to the literature review [8], separability is an important device when dealing with SSA 
method in various fields of study. The impact of separability could be resulted in the proper decomposition 
and proper component extracted. W-correlation is the method to measure the separability between two 
different reconstructed time series components. 
W-correlation is the weighted correlation between the reconstructed time series components and it 
would give very helpful information for separation and group identification for reconstructed components. 
The weights reflect the elements of the time series terms into trajectory matrix. It ranges from the absolute 
values of 0 to 1 where well separated components incline to zero whereas poorly separated components 
generally incline to one. Besides that, the other function of w-correlation matrix is checking the grouped 








where ‖𝑋(𝑖)‖𝑤 = √〈𝑋(𝑖), 𝑋(𝑖)〉𝑤, 𝑖 = 1,2, 〈𝑋(1), 𝑋(2)〉𝑤 = ∑ 𝑤𝑖𝑥𝑖
(1)𝑤𝑖
(2)𝑁−1
𝑖=0  and the weights 𝑤𝑖 are defined as 
follows: 
Let 𝐿∗ = min(𝐿,𝐾)and 𝐾∗ = max(𝐿, 𝐾). Then, 
 
𝑤𝑖 = {
𝑖 + 1 𝑓𝑜𝑟 0 ≤ 𝑖 ≤ 𝐿∗ − 1,
𝐿∗ 𝑓𝑜𝑟 𝐿∗ ≤ 𝑖 ≤ 𝐾∗,
𝑇 − 𝑖 𝑓𝑜𝑟 𝐾∗ ≤ 𝑖 ≤ 𝑇 − 1.
 (14) 
 
w-correlation matrix can be illustrated graphically in the white-black scale where small correlation is shown 
in white while correlation between the series components are close to 1 is shown in black.  
 
 
4. RESULTS AND DISCUSSION 
The effectiveness of the modified SSA was compared against SSA approaches using the daily 
torrential rainfall data described in data section to separate trend and noise components in skewed time series 
data. The effectiveness of these approaches were measured by assessing its weighted correlation i.e. w-
correlation at different window length, L. The w-correlation as described in the methodology section 
measured the separability between the reconstructed time series components, which were the trend and noise 
components. Several selection of L which were L= 𝑇/2, 𝑇/5,𝑇/10 and 𝑇 20⁄ , which refer to 𝐿 = 3,6,12,30 
respectively for 𝑇 based on 61 daily torrential rainfall days that were chosen. These scales were selected to 
suit the time series data and to strike a balance to achieve an appropriate sequence of lag vector.  
Figure 3 shows the w-correlation using SSA and modified SSA from daily torrential rainfall data at 
different window lengths. The red rectangle refers to SSA and the blue triangle in the plot refers to the 
modified SSA. The plot shows that the average w-correlation illustrates a decreasing pattern as the number of 
window length decrease for both approaches. This implies that different window lengths affect the 
separability of components. It also shows that modified SSA pointed out to the lowest average w-correlation 
at window length, L=𝑇/5 which shows the strongest separability between the reconstructed components as it 
is closest to zero.  
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Figure 3. Effect of w-correlation based on SSA,  and modified SSA,  
using daily torrential rainfall data at different window lengths 
 
 
The graphs in Figure 4 show heatplots of window lengths, L=T/5 based on w-correlations from SSA 
and modified SSA. As described by [8] the heatplot of w-correlation for the reconstructed components on a 
grade scale from white to black corresponding to absolute values of correlation from 0 to 1. Large values of 
correlations between reconstructed components indicated that the components could possibly be gathered 
into one group and correspond to the same component [9]. The shade of each square in Figure 4 represents 
the strength of the w-correlation between two components. Figure 4(a) shows that the components tend to be 
correlated with more other components even if the correlation is light at times. It means that in SSA, trends 
components are still slightly mixed with the noise components and it was corrected by the modified SSA 
where it clearly shows in Figure 4(b) the better improvement of separability. For trend extraction, it is 
important that correlations between trend and noise are close to zero. Here, correlations which employ 
modified SSA between the reconstructed time series components were small compared to SSA. In this study, 
the w-correlation is 0.35 for SSA and 0.20 for modified SSA, indicating that modified SSA has strong 








Figure 4. The w-correlation using SSA and modified SSA with 𝐿 = 𝑇/5 
 
 
Figure 5 and Figure 6 show the plot of form of twelve leading eigenvectors. The eigenvector plot 
could be used to help in choosing the proper group for the components in time series data which was useful 
in the separation of the trend and noise components. This information will be used for further analysis in 
grouping step in SSA. In identifying the trend components through eigenvector plot, the slow cycles of the 
graph with higher frequencies refer to the trend component while the saw-tooth of the graph with low 
frequencies refer to the noise component. From Figure 5, it clearly shows that SSA did not separate the trend 
and noise components for this time series, likely due to the lack of strong separability. It can be visualized 
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situation when trend components are mixed with the noise components and therefore it was corrected by 
modified SSA. Modified SSA help to move apart decomposition components where it would refined groups 
by using Robust Sparse K-Means (RSK-means) and grouping results of the components can be supported by 
eigenvector plot. Figure 5 illustrates the saw-tooth of the graph and low frequencies for the first seven 
components, thus the components refer to the noise group. Meanwhile the slow cycle of the graph with high 





Figure 5. Eigenvectors plot obtained by SSA 
 
 




Figure 6 demonstrates the reconstructed time series components plot from the extracted trend using 
modified SSA and SSA for a rainfall station where this area typically receives abundant and intense rainfall 
in Peninsular Malaysia. The trend component of the time series data is used for identifying the range of local 
time scale at single rainfall station in order to detect the abnormally heavy rainfall that can cause torrential 
rainfall events. The dashed line in the plot refers to the original time series rainfall data, the blue line refers to 
the reconstructed series based on extracted trend components from SSA and the red line refers to the 
reconstructed series based on extracted trend components from modified SSA. From Figure 7, the plotted line 
of the reconstructed time series components of SSA tend to flatten out compared to modified SSA. Therefore, 
there was difficulties in determining the range of the local time scale to detect the torrential rainfall events 
occur. Meanwhile, the plot of the reconstructed time series components of modified SSA appeared to follow 
the pattern of the original time series rainfall data despite the exclusion of noise components particularly for 
𝐿 = 𝑇/5. In particular, for the reconstructed component plot in Figure 7, the daily torrential rainfall appear to 






Figure 7. Plot of reconstructed components from extracted trends using SSA and modified SSA.  
 refer to range of local time scale 
Eigenvectors
1 (88.25%) 2 (2.42%) 3 (2.31%) 4 (1.12%)
5 (0.95%) 6 (0.9%) 7 (0.79%) 8 (0.77%)
9 (0.75%) 10 (0.71%) 11 (0.54%) 12 (0.48%)
                ISSN: 2502-4752 
Indonesian J Elec Eng & Comp Sci, Vol. 15, No. 1, July 2019 :  283 - 293 
292 
5. CONCLUSION 
The main purpose of introducing SSA in this study is identifying rainfall trend in order to determine 
when torrential rainfall events occur at a particular location. This can be detected by observing the trend of a 
time series data characterized by the shape of time series data. Modified SSA has been proposed to solve the 
problem in separability components and proper grouping as discussed in Introduction section. A new 
decomposition approach is proposed in Stage 1 of SSA by incorporating the appropriate window length and 
an iterative oblique SSA (Iterative O-SSA) which helps to improve the weak separability issue above.  
This method performs a new decomposition of a part in the SSA which suggests the appropriate window 
length that suit to time series rainfall data and corrects the eigenvalues in order to avoid their possible 
mixture or disjoint sets of singular values in the group corresponding to different components. Secondly, 
Robust Sparse K-means clustering (RSK-means) is introduced in order to guide an effective grouping of 
decompose eigenvector. The modified SSA is considered as refining of the decomposition and reconstructing 
obtained by SSA. Based on the results, it clearly stated that window length, 𝐿 = 𝑇 5⁄  shows a trend that fits 
well to the original torrential rainfall time series data in Peninsular Malaysia. In addition, the results of 
modified SSA shows that it has slightly better performance in reconstructed time series components for small 
window length. This can be illustrated that the plot of the reconstructed time series data of modified SSA 
appear to follow the pattern of the original time series rainfall data despite the exclusion of noise components 
particularly for smaller window length. The results of this analysis can be used to detect the abnormally 
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