In the paper we completely describe characters (central positive-definite functions) of simple locally finite groups that can be represented as inductive limits of (products of) symmetric groups under block diagonal embeddings. Each such group G defines an infinite graph (Bratteli diagram) that encodes the embedding scheme. The group G acts on the space X of infinite paths of the associated Bratteli diagram by changing initial edges of paths. Assuming the finiteness of the set of ergodic measures for the system (X, G), we establish that each indecomposable character χ : G → C is uniquely defined by the formula χ(g) = µ1(F ix(g))
Introduction
The representation theory of groups, originally motivated by the study of finite groups, eventually turned into a powerful framework for formulating and solving problems from numerous areas of mathematics and theoretical physics. A later development of the representation theory of infinite groups connected the group theory to such mathematical areas as the free probability theory, random matrices, algebraic geometry, and many others. This was mainly established via the group S(∞) of all finitary permutations of the set of natural numbers, see the discussion and references in the monograph [K] .
The classification of characters for the group S(∞) was obtained by Thoma [Th] in 1964. Later Kerov and Vershik [VK1, VK2] showed that indecomposable characters of S(∞) can be found as weak limits of characters of groups S(n). They called this construction the ergodic approach or the asymptotic theory of characters. We note that the application of the ergodic approach in [VK2] provided a very neat interpretation of Thoma's parameters as frequencies of rows and columns in the Young diagram. We also mention a recent preprint [GK] , where the authors give a purely operator algebra proof of the classification of characters for S(∞), and the paper [Ok] by Okounkov, who used the Olshanski semigroup approach to give another proof of Thoma's theorem. In the present paper we are interested in the theory of characters for groups that can be represented as inductive limits of symmetric groups under diagonal embeddings. One of the simplest examples of such a group can be given as follows. Consider the sequence of sets X n = {0, . . . , 2 n − 1} and the symmetric groups S(X n ). The set X n+1 can be represented as a disjoint union of two copies of X n . Then each element s ∈ S(X n ) can be embedded into S(X n+1 ) by making it act on each copy of X n as s. Define the group S(2 ∞ ) as the inductive limit of groups S(X n ) under this embedding scheme. The characters of S(2 ∞ ) were completely described by the first-named author in [D] . We would like to mention that the technique used in [D] , which is further developed in the present paper, is significantly different from the ergodic approach of Vershik and Kerov and is solely based on the study of actions of S(2 ∞ ) and not on the analysis of weak limits of characters.
Characters of groups similar to S(2 ∞ ) were also studied by Leinen and Puglisi in [LePu] , who applied a version of the ergodic approach to describe characters for inductive limits of alternating groups A(X n ) with the embedding scheme allowing the set X n+1 to be covered by multiple copies of X n .
The group S(2 ∞ ) can be represented as the group of homeomorphisms of {0, 1}
N preserving the tails of sequences or as the group permuting initial segments of infinite paths of the Bratteli diagram corresponding to the 2-odometer. Many groups covered in [LePu] can be also seen as groups of permutations of Bratteli diagrams (corresponding to odometers).
Following this observation, we will consider groups acting on initial segments of infinite paths of general Bratteli diagram, see Definition 2.8. We will refer to these groups as full groups 1 of Bratteli diagrams. Algebraically, full groups are inductive limits of products of symmetric groups under block diagonal embeddings (similar to those used in S(2 ∞ )), see Section 2.2 for the details. We notice that full groups are countable and locally finite. The algebraic structure of full groups and groups isomorphic to them were studied in [KrSu, LS, LN, M, BM, Z] . A discussion of the connection between full groups and the classification of general locally finite groups can be found in [LS, LN] .
Consider the full group G of a Bratteli diagram B. Then the group G acts on the space X of infinite paths of B. The set X can be endowed with a topology that turns it into a Cantor set. We will assume that the group G is simple, which implies that the dynamical system (X, G) is minimal (every G-orbit is dense). Fix an indecomposable character χ : G → C, i.e. a central positive-definite function that cannot be represented as a convex combination of similar functions. The main goal of the paper is to find a closed-form expression for χ. Our approach to this problem is based on the study of action of the group G on the path-space X. In our proofs, we use some ideas of [D] .
Applying the GNS-construction to the character χ, one can find a finite-type factor representation 2 π of the group G in a Hilbert space H and a vector ξ ∈ H such that χ(g) = (π(g)ξ, ξ), see the details in Section 2.3. Denote by M π the W * -algebra generated by the unitary operators π(G). Observe that M π has a unique normalized trace tr given by tr(T ) = (T ξ, ξ).
The first main result of our paper is the proof of the following theorem establishing that the value of the character χ at the element g ∈ G depends only on the set supp(g) = {x ∈ X : g(x) = x}. For a clopen set A, denote by G(A) the subgroup of all elements g ∈ G supported by the set A. Let P A stand for the projection on the subspace {h ∈ H : π(g)h = h for all g ∈ G(A)}. Theorem 1.1. Let G be the simple full group of a Bratteli diagram. Then for every g ∈ G, we have that P supp(g) ∈ M π and χ(g) = tr(P supp(g) ).
Observe that groups G(A) play a similar role in G as the finite symmetric groups S(n) do in S(∞).
Assume that the dynamical system (X, G) has only a finitely many of ergodic measures µ 1 , . . . , µ k . Under this assumption, we will establish the following result. Theorem 1.2. For each indecomposable character χ of the simple full group G there exist parameters α 1 , . . . , α k ∈ {0, 1, . . . , ∞} such that
Here F ix(g) = {x ∈ X : g(x) = x}.
If α i = ∞ for some i, then the character χ is regular, i.e. χ(1) = 1 and χ(g) = 0 for all g = 1. Theorem 1.2 shows that the description of characters for each given full group is reduced to the description of ergodic measures on the corresponding Bratteli diagram. We mention the following papers [BKMS1, BKMS2, FFT, Mel, PV] devoted to the study of ergodic measures on Bratteli diagrams.
We observe that the characters of the group S(∞) that take only nonnegative values can be also obtained as a measure of fixed points from certain actions of S(∞), see [VK1] . The description of characters in terms of measures of fixed points also appears in [D] , [GoPe] , and [LePu] 3 , see also [Gr, Chapter 9] for characters of certain finitely generated groups. Theorem 1.2 classifies characters for simple full groups and, as a result, all II 1 -factor representations of G up to quasi-equivalence. Observe that there are Bratteli diagrams with non-simple full groups. Such groups might have characters taking complex values, which cannot be exclusively determined by invariant measures. However, we think that characters of arbitrary full groups can be described as a product of characters "built by measures" and some homomorphisms into the unit circle, cf. [V2] . Denote by D(G) the commutator subgroup of G. Notice that D(G) is a simple group if the dynamical system (X, G) is minimal, see [M] or [LS] .
Conjecture. Let G be the full group (not necessarily simple) of a Bratteli diagram. Then every indecomposable character χ of the group G has the form
where
, and ρ is a homomorphism from the group H into the unit circle {z ∈ C : |z| = 1}.
The structure of the paper is the following. In Section 2, we fix the notations and introduce the main definitions of the paper. Subsection 2.1 is devoted to Bratteli diagrams. Here we give a formal definition of Bratteli diagrams and their full groups. We prove that the full group is simple if and only if the Bratteli diagram can be telescoped to have an even number of edges between any two vertices. In Subsection 2.3 we give the definition of a character and recall the essence of the GNS construction.
Section 3 is mostly technical and contains two lemmas that allow us to move elements of the unitary group π(G) to the center of the algebra M π by conjugation. This technique was also extensively used in the representation theory of S(∞), see, for example, [Ok] . We also introduce a topology (Definition 3.4) on the group G similar to the uniform topology studied in ergodic theory [H] . We will use this topology to study continuous characters and representations of non-simple full groups.
In Section 4, we study orthogonal projections P A on the subspace of vectors fixed under the group π(G(A)). We show that when A is a clopen set, the projection P A can be obtained as a weak limit of involutions {π(s n )} with supp(s n ) = A. Furthermore, we show that the projections {P A } form an Abelian semigroup, i.e. P A P B = P A∪B for any clopen sets A and B. We then prove Theorem 1.1 for simple full groups. We also establish this result for arbitrary full groups under the assumption that the character or the representation is continuous with respect to the uniform topology.
In Section 5 we consider full groups that have only a finitely many of ergodic measures µ 1 , . . . , µ k . We introduce the function ϕ(µ 1 (A), . . . , µ k (A)) = tr(P X\A ), A ⊂ X, defined on a dense subset of [0, 1] k . We show that the domain of ϕ can be extended to the entire set [0, 1] k and that the function is multiplicative and continuous. Note that the multiplicativity of ϕ can be seen as a version of multiplicativity of characters on S(∞), see, for example, [Ok] . Solving Cauchy's functional equation for the function ϕ, we get that ϕ(t 1 , . . . , t k ) = t α1 1 · · · t α k k for some non-negative real numbers α 1 , . . . , α k . We then show that these parameters are, in fact, integers, which yields the proof of Theorem 1.2. This description is also valid for arbitrary full groups provided that the character is continuous.
As a corollary of Theorem 1.2 we get that any finite-type factor representation of a simple full group (corresponding to a non-regular character) is automatically continuous with respect to the uniform topology. This indicates that simple full groups of Bratteli diagrams have many features of "big" groups such as groups of measure-preserving automorphisms or homeomorphisms of a Cantor set, which possess a stronger automatic continuity property [KeRo, KiT, R, RS] . Theorem 1.2 can be also used to describe characters of full groups of Cantor minimal systems, see Corollary 5.9. This shows that the property of unique ergodicity of minimal systems can be completely reformulated on the language of indecomposable characters.
In Section 6, we build a II 1 -factor representation for each character from Theorem 1.2, whereby we describe all II 1 -factor representations of simple full groups up to quasi-equivalence.
In Section 7 we consider the group of all rational permutations of the unit interval. We apply Theorem 1.2 to get a new proof of the classification of characters for this group, which was originally established by Goryachko and Petrov [Go, GoPe] . We mention that the proof in [GoPe] is based on the asymptotic theory of characters.
Preliminaries
In the section we give the definitions of Bratteli diagrams, full groups, characters, and related dynamical notions.
Bratteli diagrams and the associated full groups
Bratteli diagrams have been studied in many papers on Cantor dynamics and operator algebras. Since in the present paper we are mainly interested in the dynamical nature of Bratteli diagrams, our main references to the theory of such diagrams will be [HPS] and [GPS1] . Definition 2.1. A Bratteli diagram is an infinite graph B = (V, E) such that the vertex set V = i≥0 V i and the edge set E = i≥1 E i are partitioned into disjoint subsets V i and E i such that (i) V 0 = {v 0 } is a single point; (ii) V i and E i are finite sets; (iii) there exist a range map r and a source map s from E to V such that
A graphical example of a Bratteli diagram is given in Section 7. The pair (V i , E i ) is called the i-th level of the diagram B. A finite or infinite sequence of edges (e i : e i ∈ E i ) such that r(e i ) = s(e i+1 ) is called a finite or infinite path, respectively. For a Bratteli diagram B, we denote by X B the set of infinite paths starting at the root vertex v 0 . We will always omit the index B in the notation X B as the diagram will be always clear from the context. We endow the set X with the topology generated by cylinder sets U (e 1 , . . . , e n ) = {x ∈ X : x i = e i , i = 1, . . . , n}, where (e 1 , . . . , e n ) is a finite path from B. Then X is a 0-dimensional compact metric space with respect to this topology. Observe that the space X might have isolated points, but we will assume that the space is perfect, i.e. X is a Cantor set.
Denote by h (n) v , v ∈ V n , the number of finite paths connecting the root vertex v 0 and the vertex v. Given a vertex v ∈ V n , enumerate the cylinder sets U (e 1 , . . . , e n ) with r(e n ) = v by {C
is a clopen partition of X.
Notice that if A is a clopen subset of X B , then we can always find a level n ≥ 1 such that the set A is a disjoint union of cylinder sets U (e 1 , . . . , e n ) of depth n. We will say then that the set A is compatible with the partition Ξ n .
For multiple examples of diagrams as well as their diagrammatic representations we refer the reader to the papers [BKMS1] , [BKMS2] , [HPS] , and [GPS1] .
Fix a level n ≥ 0. For each pair of vertices (w, v) ∈ V n+1 × V n , denote by f (n) w,v the number of edges connecting them. Definition 2.5. We say that two infinite paths x = (x n ) n≥1 and y = (y n ) n≥1 of a Bratteli diagram B are cofinal or tail-equivalent if x n = y n for all n large enough. The equivalence relation generated by cofinal paths is called the cofinal or tail equivalence relation. Definition 2.6. Let X be a compact space and H a group acting by homeomorphisms of X. We say that the H-action is minimal if the H-orbit of every point x ∈ X, Orb H (x) = {h(x) : h ∈ H}, is dense in X.
Fix a Bratteli diagram B = (V, E) and a level n ≥ 1. Denote by G n the group of all homeomorphisms of X := X B that changes only the first n-edges of each infinite path. Namely, a homeomorphism g belongs to G n if and only if for any finite path (e 1 , . . . , e n ) there exists a finite path (e ′ 1 , . . . , e ′ n ) with r(e ′ n ) = r(e n ) such that g(e 1 , . . . , e n , e n+1 , e n+2 , . . .) = (e ′ 1 , . . . , e ′ n , e n+1 , e n+2 , . . .) for each infinite extension (e 1 , . . . , e n , e n+1 , e n+2 , . . .) of the path (e 1 , . . . , e n ).
Remark 2.7. (1) G is a locally finite countable group.
(2) Given x ∈ X, the G-orbit of x consists of all infinite paths cofinal to x.
(3) The simplicity of the diagram is equivalent to the minimality of the G-action on X.
(4) Given a level n ≥ 1 and a vertex v ∈ V n , denote by G
n if g(x) = x for all x ∈ X with r(x n ) = v. In other words, the elements of G (v) n permutes only the infinite paths going through the vertex v. Then
Definition 2.8. We will call the group G the full group of the Bratteli diagram B. The symbol G will be reserved exclusively for the full groups of Bratteli diagrams.
For various (other) notions of full groups in the context of Cantor dynamics, we refer the reader to the papers [GPS2] and [BM] . The main property of the group G, which also holds in other full groups (cf. [GPS2] ), is the ability to "glue" elements of G. Namely, if {A 1 , . . . , A n } is a clopen partition of X and {g 1 , . . . , g n } are elements of G such that {g 1 (A 1 ), . . . , g n (A n )} is also a clopen partition of X, then the homeomorphism g of X defined by g(x) = g i (x) (for x ∈ A i , i = 1, . . . , n) also belongs to G. Definition 2.9. We say that two clopen sets A and B are G-equivalent if there is g ∈ G with g(A) = B.
Remark 2.10. (1) Since the group G is amenable (locally finite), the dynamical system (X, G) has at least one G-invariant probability measure. Hence if A and B are G-equivalent, then µ(A) = µ(B) for all G-invariant probability measures. Observe that, in general, the converse statement is not true.
(2) Let A be a clopen set such that A can be written as A = A 1 ⊔ A 2 with A 1 and A 2 being G-equivalent. Choose n ≥ 1 so that all sets A 1 , A 2 , and A are compatible with the partition Ξ n and g ∈ G n . Then for every vertex v ∈ V n , there is an even number of finite paths from the root vertex v 0 to v lying completely in the set A.
The following result gives a dynamical criterion for a group G to be simple. We note that a special case of this result, when the diagram B has exactly one vertex at every level, can be derived from Theorem 1 of [KrSu] , cf. [M, Corollary 4.10] . Denote by D(G) the commutator subgroup of G, i.e. a subgroup generated by all elements of the form [g 1 , g 2 ] := g 1 g 2 g Proof.
(1) The first statement was proved in [M, Lemma 3.4 ], see also [LS, Theorem 2] .
(2-i) First of all assume that every clopen set can be decomposed as a union of G-equivalent clopen sets. Fix g ∈ G. Denote by B k the set of points having g-period exactly k, i.e.
Denote by K the set of all integers k with B k = ∅. Note that K is a finite set. Choose a clopen set
Define g i ∈ G as g on C i and as id elsewhere. Now, it is a routine to check that
(2-ii) Now assume that G is a simple group, i.e. G = D(G). Fix a clopen set A. Without loss of generality we may assume that A = U (e 1 , . . . , e n ) is a cylinder set and there exists a path (e ′ 1 , . . . , e ′ n ) = (e 1 , . . . , e n ) between v 0 and v = r(e n ). To prove the proposition it is enough to show that there exists a level m > n such that for any vertex w ∈ V m the cardinality of the set C v,w of finite paths between v and w is even. Then dividing C v,w into subsets C v,w of equal cardinalities and setting A i , i = 1, 2, to be the union of cylinders U (e 1 , . . . , e m ) with (e n+1 , . . . , e m ) ∈ C (i) v,w , we obtain the desired partition. Find m > n so that every element g ∈ G n can be written as a product of commutators [f, h] with f, h ∈ G m . In other words, the group G n can be seen as a subgroup of the alternating group D(G m ). Assume that for some w ∈ V m the cardinality of C v,w is odd. Let g ∈ G (v) n be the transposition (e 1 , . . . , e n ) ↔ (e Observe that the telescoping procedure does not change the space of infinite paths and the full group of the diagram, see [HPS, Definition 2 .2] for more details.
Using the minimality of the system (X, G) and Proposition 2.11, one can easily establish the following result.
Proposition 2.13. Let G be the full group of a Bratteli diagram B. If G is a simple (non-trivial) group, then we can telescope a diagram B so that each pair of vertices from consecutive levels of the new diagram is always connected by an even (at least two) number of edges.
Definition 2.14. Diagrams with the property as in the proposition above will be called even diagrams.
Inductive limits of symmetric groups
Fix a Bratteli diagram B = (V, E) and consider the associated full group G. Denote by S(M ) the group of all permutations of a finite set M .
Denote by {F n } n≥1 the sequence of incidence matrices of B. For every level n and a vertex v ∈ V n , consider the set M n ). Then the structure of the diagram B gives a "natural" decomposition
where each set M (w) n−1 is taken with the multiplicity f (n) v,w . This decomposition, in its turn, gives a sequence of injective homomorphisms ρ n : G n−1 → G n , n ≥ 1. Thus, the group G can be seen as the inductive limit of the system (G n−1 ρn → G n ) n≥1 . Conversely, using arguments similar to Theorem 5.1 [LN] one can show that any inductive limit of symmetric groups with the embedding as above is isomorphic to the full group of some Bratteli diagram.
To avoid trivialities, we will always assume that Bratteli diagrams and the associated groups are not trivial and the path spaces are Cantor sets. Furthermore, we will assume that the system (X, G) is minimal.
Characters and factor representations
In this subsection we recall basic definitions from the representation theory and the theory of operator algebras. For details we refer the reader to the books [BR] , [KR1] , [KR2] , and [Ta] .
Let H be a separable Hilbert space with the inner product (·, ·). Denote by L(H) the algebra of bounded linear operators on H. Each pair of nonzero vectors ξ, η ∈ H determine semi-norms A ξ,η = |(Aξ, η)| and A ξ = Aξ on L (H) . In this paper, by an algebra of operators we always mean a * -algebra containing the identity operator I.
Definition 2.15. The weak (strong) operator topology on L(H) is the least topology making all the semi-norms
The commutant of a subset of operators is always an algebra closed in the weak and strong operator topologies. The commutant of S ′ is denoted by S ′′ . The proof of the following von Neumann bicommutant theorem can be found, for example, in [BR, Theorem 2.4 .11].
Theorem 2.16. Let A ⊂ L(H) be a * -subalgebra. Then the following conditions are equivalent:
(1) A is closed in the weak operator topology; (2) A is closed in the strong operator topology; For a unitary representation π of a group G denote by M π the W * -algebra generated by the operators π(G). Two unitary representations π 1 and π 2 of the same group G are called quasi-equivalent if there is an isomorphism of von Neumann algebras ω :
Definition 2.20. A character of a group G is a function χ : G → C satisfying the following properties:
is nonnegative-definite for any integer n ≥ 1 and elements g 1 , . . . , g n ∈ G; (3) χ(e) = 1, where e is the identity of G.
A character χ is called indecomposable if it cannot be represented in the form χ = αχ 1 + (1 − α)χ 2 , where 0 < α < 1 and χ 1 , χ 2 are distinct characters.
Fix a character χ of the group G. Consider the space L 0 (G) of functions on G with finite supports. Define the bilinear form on L 0 (G) by
It follows from Definition 2.20 that B χ is a nonnegative-definite Hermitian form. Let H χ be the completion of L 0 (G) with respect to B χ . Set
Observe that the form B χ is invariant under π(G). Therefore, π defines a unitary representation of G on H, which we denote by the same symbol π. Consider the function δ ∈ L 0 (G) such that δ(e) = 1 and δ(g) = 0 for all g = e. Denote by ξ ∈ H the image of δ in H. It follows that
One can show that the vector ξ is cyclic and separating for the algebra M π . Recall that ξ is separating if Aξ = 0, A ∈ M π , implies A = 0. The procedure described above is called the Gelfand-Naimark-Siegal (abbreviated "GNS") construction. Using the disintegration theorem [Ta, Theorem 8.21 ], one can also establish the following result.
Proposition 2.21. The representation π constructed above by χ is a factor representation if and only if the character χ is indecomposable.
If χ is an indecomposable character, then the constructed von Neumann algebra M π is a finite-type factor, i.e. it is of type I n , n < ∞, or of type II 1 , see definitions in [Ta, Chapter 5] .
Conversely, consider a finite-type factor representation π of a group G on a Hilbert space. Then there is a unique positive linear functional tr on the algebra M π with the properties tr(I) = 1, tr(AB) = tr(BA) for all A, B ∈ M π , and tr(A * A) > 0 if A = 0, see [KR2, Theorem 8.2.8] . Applying the GNS construction (similar to the one above) to the algebra M π (see [KR1, Theorem 4.5 .2]), we can find another realization of M π on a Hilbert space H such that tr(A) = (Aξ, ξ) for some cyclic and separating vector ξ ∈ H. Hence χ(g) = tr(π(g)) = (π(g)ξ, ξ) is an indecomposable character on the group G. We can summarize the discussion above in the following result. Throughout the paper, the symbol χ will be reserved for a indecomposable character of some full group G. We will also use the notation (π, H, ξ) to denote a representation π, Hilbert space H, and a cyclic and separating vector ξ ∈ H obtained by the GNS-construction for χ.
The following simple result shows that the continuity of the representation is equivalent to the continuity of the corresponding character. Proof. For any h 1 , h 2 ∈ G, the function
is continuous in the group topology on G. Since Lin{π(h)ξ : h ∈ G)} is dense in the Hilbert space H, we get that for any x, y ∈ H the function f x,y (g) = (π(g)x, y) is continuous on G. This implies that π : G → M π is continuous.
Algebraic Properties of Full Groups
In this section, we establish several algebraical results on full groups needed in consecutive sections. Additional algebraic and dynamical properties of full groups can be found in [GW] , [GPS2] , [M] , and [BM] . Recall that the symbol G stands for the full group of a Bratteli diagram and X for its path-space. We always assume that the system (X, G) is minimal.
Definition 3.1. (1) For each element g ∈ G, set supp(g) = {x ∈ X : g(x) = x} and F ix(g) = {x ∈ X : g(x) = x}, termed the support of g and the set of fixed points of g, respectively. Note that supp(g) and F ix(g) are clopen sets.
(2) We will denote by M(G) and E(G) the set of all probability G-invariant and probability ergodic G-invariant measures, respectively.
The following lemma is a crucial technical result that shows that if µ(A) < µ(B) for all µ ∈ M(G), then B contains a subset G-equivalent to the set A, for the proof see [GW, Lemma 2.5] .
Lemma 3.2. Let A and B be clopen subsets of X. If µ(A) < µ(B) for all µ ∈ M(G), then there is an involution g ∈ G with g(A) ⊂ B and supp(g) ⊂ A ∪ B.
The following lemma immediately follows from the minimality of the system (X, G) and the weak-* compactness of the set M(G). 
For any two elements
Observe that the function D is invariant with respect to the group operations,
) for every g, h, q ∈ G, see, for example, the chapter on the uniform topology in [H] . Since for every clopen set A the value µ(A) is strictly positive for all µ ∈ M(G), we get that D(g, h) = 0 implies g = h. Furhermore, using the same ideas as in [H] , one can check that D satisfies the triangle inequality. This shows that G is a topological group with respect to the metric D. Following the traditions of ergodic theory, we give the following definition.
Definition 3.4. The topology generated by the metric D is called the uniform topology.
Definition 3.5.
(1) We say that elements g and h are ε-conjugate if there is q ∈ G with D(qgq −1 , h) < ε. (2) We say that an element g consists of even cycles if the g-period of every point x ∈ X is equal to one or to an even number. The word "even" refers to the length of the cycle and not to the parity of a permutation.
Given n ≥ 1 and a clopen set A, define a subgroup G n (A) as the set of all elements g ∈ G n such that supp(g) ⊂ A. Notice that G n (A) ⊂ G n+1 (A). Set G(A) = n≥1 G n (A). We will refer to groups G(A) as to local subgroups. The following technical lemmas show connections between the algebraic structure of the full group and its action on the Bratteli diagram. (ii) for every involution s ∈ G n (A) the elements sh n and h n are 1/n-conjugate; (iii) if an element s ∈ G n (A) with supp(s) = A consists of even cycles, then the elements sh n and s are conjugate;
(iv) the elements h n1 h n2 h n3 and h n1 h n2 , n 1 < n 2 < n 3 , are 1/n 1 -conjugate;
(v) the elements h n1 and h n2 , n 1 < n 2 , are 1/n 1 -conjugate.
All elements implementing the conjugations above are taken from the group G(A).
If the full group G is simple, then, additionally, all 1/n-conjugations in the statements (ii) -(v) Proof. To simplify the notation, we will assume that the set A coincides with the entire space X and G(A) = G.
For m > n, v ∈ V n , and w ∈ V m denote by C v,w the set of finite paths between v and w. By minimality, we can telescope the diagram B (denote the new diagram by the same symbol B) so that for each level n and vertices v ∈ V n and w ∈ V n+1 we have that card(C v,w ) > n.
Fix an integer n ≥ 1. For each pair of vertices v ∈ V n and w ∈ V n+1 , find two disjoint subsets C
v,w . Denote the elements h n ∈ G n+1 as follows h n (e 1 , . . . , e n , e n+1 , e n+2 . . .) = (e 1 , . . . , e n , h v,w (e n+1 ), e n+2 , . . .),
where (e 1 , e 2 , . . .) is any infinite path and v = s(e n+1 ), w = r(e n+1 ). We will show that the sequences {h n } n≥1 satisfies all the properties of the lemma. The construction of h n implies that the element h n commutes with all elements of G n . This proves the property (i).
n is isomorphic to the group of permuta-
Observe that two elements g 1 , g 2 ∈ G n are conjugate if and only if for each v ∈ V n the corresponding permutations from S M (v) n are conjugate. In particular, if g 1 and g 2 are involutions, they are conjugate if and only if for each v ∈ V n the elements g 1 and g 2 have the same number of fixed paths in M (v) n . Fix an involution s ∈ G n . Then the element sh n fixes a path (e 1 , . . . , e n+1 ) if and only if the permutation s fixes the path (e 1 , . . . , e n ) and the involution h v,w fixes the edge e n+1 , where v = s(e n ), w = r(e n+1 ). It follows from the definition of h n that for each w ∈ V n+1 the number of fixed paths in M (for both h n and sh n ) is at most card (M (w) n+1 )/n. Therefore, we can find an involution h ′ n ∈ G n+1 such that for each w ∈ V n+1
(1) h ′ n differs from h n on M Then h ′ n is conjugate to sh n . Fix a G-invariant measure µ on X. For a vertex w ∈ W n+1 , denote by X w the set of all paths coming though the vertex w ∈ W n+1 . Set α w = µ(X w ). Observe that w∈Wn+1 α w = 1 and
n+1 ) for any finite path from the root vertex v 0 to the vertex w. Here [x w ] is the cylinder set of infinite paths coinciding with x w . Therefore,
This proves (ii).
Now let s ∈ G n consist of even cycles and supp(s) = X. Let x = (x 1 , . . . , x n+1 ) be a finite path and x ′ = (x 1 , . . . , x n ). Then, by definition of h n , we have that
Observe that the length of the orbit of x under s is even. It follows that the orbits of x under the actions of s and sh n have the same lengths. Therefore, for any vertex w ∈ V n+1 the elements s and sh n induce conjugate permutations on M
n+1 , which proves the property (iii). The properties (iv) and (v) can be established similarly to (ii). We leave the details to the reader. Proof. Denote by A p the set of all points x ∈ X such that s p (x) = x and s l (x) = x for 1 ≤ l ≤ p − 1. Then X = A p is a clopen partition. Clearly, it is enough to prove the lemma for each restriction s| Ap and ensure that the elements s
r , will be the desired elements. So, without loss of generality, we will assume that there exists an integer p ≥ 2 such that X = A p .
We will use the notation (k 0 , k 1 . . . , k l−1 ) to denote the cyclic permutation of symbols {k 0 , . . . , k l−1 }. For example, (k, l) will stand for the transposition of k and l. Set also M n = {0, 1 . . . , n − 1}. The symmetric group on M n will be denoted by S(M n ). The proof of the lemma will be based on the following combinatorial observation. and
Therefore,
1 is a product of two cycles of length p − 1. Now the rest of the properties immediately follows from this construction. This proves the claim.
Recall that V n stands for the set of vertices of the n-th level. For each pair of vertices v ∈ V n and , w ∈ V n+1 denote by E (n+1) v,w the set of all edges between v and w. Denote by G n,n+1 the subgroup of all elements g ∈ G such that g changes only the n + 1-st edge of x, x ∈ X, i.e. the edge between n-th and n + 1-st levels. Clearly, G n,n+1 ⊂ G n+1 .
Telescope the diagram B so that s ∈ G 1 and for any n ≥ 1, any pair of vertices v ∈ V n , w ∈ V n+1 we have that
Claim 2. Each group G n,n+1 , n ≥ 1, contains two elements g 0 , g 1 that satisfy the following conditions (i) the length of every nontrivial cycle of g 0 and g 1 is p;
(ii) all nontrivial cycles of g 0 g 
Define a homeomorphism g i : X → X by
Clearly, g 0 and g 1 are cycles of length p belonging to G n,n+1 . It follows from Equations (4)-(6) that for each pair of vertices v ∈ V n , w ∈ V n+1 the homeomorphism g 0 g −1 1 acts on all, but less then ε E For each n ≥ 1, take homeomorphisms g
n+1 ∈ G n,n+1 satisfying all conditions of Claim 2 above. For each tuple a = (a 1 , a 2 , . . . , a r ), a i ∈ {0, 1}, define a homeomorphism s
r+1 (x), where x ∈ X. Recall that s ∈ G 1 . Since all homeomorphisms {g (ai) i+1 } act on different levels (starting with n ≥ 2) and consist of cycles of length p, we conclude that s a is conjugate to s for every a ∈ {0, 1} r . Moreover, for distinct a, b ∈ {0, 1} r we have that
Choose i = 1, . . . , r such that
To complete the proof of the lemma, we observe only that the homeomorpism s a s −1 b consists of cycles of length p if p is even and of length p − 1 if p is odd.
Orthogonal Projections
In the section we define a family of orthogonal projections, which, in some sense, behave as operators of multiplication by characteristic functions. Here we also establish the first main result of the paper (Theorem 1.1). Fix an indecomposable character χ of the group G and the corresponding factor representation π : G → M π , see Section 2.3. The symbol H stands for the Hilbert space on which the algebra M π acts and ξ stands for the cyclic and separating vector for the algebra M π . Recall that tr(Q) = (Qξ, ξ) for all Q ∈ M π and χ(g) = tr(π(g)) for all g ∈ G.
Definition 4.1. Fix a clopen set A ⊂ X. (1) Denote by P A the orthogonal projector onto the space
Remark 4.2.
(1) Since the character χ is indecomposable, the existence of a non-zero invariant vector for the group π(G) implies that the representation π is trivial, i.e. π(g) = I is the identity operator for every g ∈ G. This implies that χ(g) = 1 for all g. If χ = 1, then there are no invariant vectors, which implies that P X = 0. (2) We will use the convention that P ∅ = I is the identity operator. (3) Notice that it is not clear a priori that P A = 0 for at least one clopen set A = ∅.
(4) If g ∈ G(A), then π(g)P A = P A . (5) It will follow from Proposition 4.3 that the projection P A belongs to M π the von Neumann algebra generated by π(G).
We recall that the projector P 1 dominates P 2 , in symbols P 1 ≥ P 2 , if P 2 (H) ⊂ P 1 (H). This, in particular, implies that tr(P 1 ) ≥ tr(P 2 ). Recall that when we talk about limits in M π , we always mean weak limits.
Proposition 4.3. Let B be a Bratteli diagram and G the associated full group.
Assume that either the group G is simple or the representation π : G → M π is continuous. Let A be a clopen subset of the path-space X and {h n } n≥1 be a sequence of involutions satisfying the properties of Lemma 3.6 for the set A.
Proof. We will simultaneously consider the cases of simple groups (even diagrams, see Proposition 2.11) and continuous representations. Note that if the representation π is continuous, then the corresponding character χ is also continuous. Consider a sequence {h n } n≥1 satisfying all the statements of Lemma 3.6 and the corresponding sequence of unitary operators {π(h n )} n≥1 . Passing to a subsequence (we will drop the extra subindex), we can assume that {π(h n )} weakly converges to some operator Q ∈ M π . Claim 1. Q is an orthogonal projector. Since all elements {h n } are involutions, we obtain that π(h n ) * = π(h
Fix a triple n 1 < n 2 < n 3 . Lemma 3.6(iv) implies that h n1 h n2 h n3 and h n1 h n2 are either conjugate (for simple groups) or 1/n 1 -conjugate (for continuous reprsentations), n 1 < n 2 < n 3 . In either case, we have
This implies that tr(Q
Using the Cauchy-Schwarz inequality, we get that
i.e., (Q 2 ξ, Qξ) = ||Qξ|| · ||Q 2 ξ||. Therefore, the vectors Qξ and Q 2 ξ are linearly dependent. Since the vector ξ is separating for the algebra M π , we get that Q 2 = cQ for some c ∈ C. Using (7), we see that ||Qξ|| 2 = (Q 2 ξ, Qξ) = c(Qξ, Qξ) = c||Qξ|| 2 . This implies that c = 1 and Q is a projector.
Claim 2. π(s)Q = Q for every s ∈ G(A). Since every element of G(A)
can be represented as a product of involutions, it sufficies to establish the claim for involutions only. Fix an involution s ∈ G(A). For all n large enough, the element sh n and h n are either conjugate (for simple groups) or 1/n-conjugate (for continuous representations), see Lemma 3.6(ii). It follows that tr(π(s)Q) = tr(Q), i.e.
Since we have the equality here, the vectors π(s)Qξ and Qξ are linearly dependent. It is easy to check that, in fact, π(s)Qξ = Qξ. Since the vector ξ is separating, we conlcude that π(s)Q = Q.
On the other hand, Claim 2 above implies that every vector from the subspace QH is a fixed vector for π(s), for any s ∈ G(A). This implies that QH ⊂ P A H (see the definition of P A ), i.e. Q ≤ P A . It follows that Q = P A . Thus, the sequence π(h n ) has a unique weak limit point, which coincides with P A . Therefore,
The next proposition shows that the projectors {P A } form an Abelian semigroup.
Proposition 4.4. Let B be a Bratteli diagram and G the associated full group. Assume that either G is simple or the representation of G is continuous. Let A 1 and A 2 be clopen subsets of X.
(
(3-i) First assume that clopen sets A 1 and A 2 are disjoint. Find the sequences {h (i) n } ⊂ G(A i ) of involutions satisfying all the properties of Lemma 3.6 for the set A i , i = 1, 2. Observe that the sequence (or some subsequence) h n = h
n , n ≥ 1, also meet all the properties of Lemma 3.6 for the set A 1 ∪ A 2 . Thus, passing to subsequences and using Proposition 4.3, we conlude that
(3-ii) Now consider abritrary clopen sets A 1 and A 2 . Set C = A 1 ∩ A 2 . It follows from (3-i) that
This completes the proof.
Let A and B be clopen sets.
for any clopen set C. The following lemma shows that the trace of the projector P A depends "continuously" on a clopen set A. We would like to emphasize that all sets in this lemma are assumed to be non-empty. Proof. Choose an integer m such that 2/m < ε. Setting C = A ∩ B, it suffices to show that there exists δ > 0 such that if d(Z, C) < δ, for Z = A and Z = B, then |tr(P Z ) − tr(P C )| < 1/m. We will only show how to choose δ for Z = A. The proof for the set B is analogous.
It follows that if C ⊂ A with d(A, C) < δ, then µ(C) ≥ µ(A)/2 and
. Therefore, using Lemma 3.2, we can find involutions s j ∈ G(A) with s i (A \ C) ⊂ C, j = 1, . . . , m, and
This implies that s j (C) ∪ s l (C) = A for j = l. Thus, by Proposition 4.4, we obtain that (j = l)
is a family of mutually orthogonal projectors. It follows that
It follows that 0 ≤ tr P C − P A 1/m. Now we are ready to establish the first main result of the paper. 
Proof.
(1) First of all, we will prove the result when g consists of even cycles (see Definition 3.5). Take a sequence {h n } n≥1 satisfying the properties of Lemma 3.6 for the set A = supp(g). It follows from Lemma 3.6(iii) that the elements gh n and g are conjugate, assuming that n is large enough. Then χ(gh n ) = χ(g). Applying Proposition 4.3 and Remark 4.2(4), we get that
(2) Now, consider the case when g is an arbitrary non-identity element of G. Set A = supp(g). Fix an arbitrary integer r ≥ 1 and arbitrary ε > 0. Using Lemma 4.5, choose δ > 0 such that |tr(P A ) − tr(P B )| < ε/r 2 for any clopen set B ⊂ A with d(A, B) < δ. By Lemma 3.7 there exist elements s 1 , . . . , s r ∈ G such that 
Consider the family of vectors
Thus, for any i = j we have that
Using similar arguments, we obtain that η i 2 = 1 − tr P A = η 2 for every i = 1, . . . , r. Since s i is conjugate to g, we see that (η i , ξ) = (η, ξ) for every i. It follows that
Since r and ε are chosen arbitrarily, we conclude that (η, ξ) = 0. It follows that χ(g) = tr P A .
Formula for the Character
In this section we prove that each indecomposable character χ of the group G is defined as
. . , µ k are ergodic measures and α 1 , . . . , α k ∈ {0, 1, . . . , ∞}. From now on, we assume that the set of ergodic measures E(G) is finite. Enumerate all ergodic measures of (X, G) as {µ 1 , . . . , µ k }.
Lemma 5.1. For any sequences (x 1 , . . . , x k ) ∈ [0, 1) k and (y 1 , . . . , y k ) ∈ (0, 1] k , any ε > 0, and any n ≥ 1, we can find clopen G n -invariant sets A and B such that x i ≤ µ i (A) < x i + ε and y i − ε < µ i (B) ≤ y i for all i = 1, . . . , k.
Proof.
(1) Fix the subgroup G n . Since all ergodic measures are mutually singular, we can find a disjoint family of G-invariant Borel sets B 1 , . . . , B k with µ i (B i ) = 1, for i = 1, . . . , k. For every i = 1, . . . , k, choose a closed set C i ⊂ B i with
Notice that each set [C i ] n is closed and G n -invariant.
we can find a disjoint family of clopen sets
we get that A is a clopen G n -invariant set that gives the desired approximation.
(2) Consider (y 1 , . . . ,
Define a map F from the family of clopen sets into [0, 1] k by
where A is a clopen set. Set also
Lemma 5.2. For every c ∈ [0, 1) k and ε > 0, there exists δ > 0 such that if non-empty clopen sets A and B satisfy the conditions F (A) − c < δ/2 and
Proof. Choose an integer m such that 2/m < ε. Set δ = min{c i : i = 1, . . . , k} 3m .
Let A and B be clopen sets satisfying F (A) − c < δ/2 and F (B) − c < δ/2. Then µ i (A) − δ < µ i (B) for each i = 1, . . . , k. Using Lemmas 5.1 and 3.2, find a clopen subset A ′ ⊂ A such that for each i = 1, . . . , k
By Lemma 3.2 there exists an element
for each i = 1, . . . , k. Now using Proposition 4.4(2) and repeating the arguments of Lemma 4.5 we obtain that |tr(
Fix an arbitrary sequence x = (x 1 , . . . , x k ) ∈ (0, 1] k . Then there exists a sequence of clopen sets {A n } n≥1 such that x = lim n→∞ F (A n ). Lemma 5.2 applied to the sequence {F (X \ A n )} n≥1 implies that the sequence {tr(P X\An )} n≥1 is convergent and the limit does not depend on the choice of {A n } n≥1 . Set
Remark 5.3. Notice that a priori it is not clear that ϕ(1, . . . , 1) = 1. This will later follow from the multiplicativity property of the function ϕ provided the character χ is not regular, see Proposition 5.5.
Lemma 5.4. Let µ be a G-invariant ergodic measure. Let B n be a G n -invariant clopen set such that µ(B n ) → µ(B) > 0 as n → ∞, where B is some clopen set. Then for any clopen set A we have that µ(A ∩ B n ) → µ(A)µ(B) as n → ∞.
Proof. Consider a sequence of probability measures {µ n } given by
Since the set of all probability measures on X is weakly compact, we can find a subsequence {n l } such that the sequence {µ n l } weakly converges to some probability measure ν. It will follow from the proof below that ν is the only accumulation point of the sequence {µ n }. Thus, the measures µ n converge to ν. To simplify the notation, we will drop the extra index l.
Observe that µ n is G n -invariant. Indeed, for g ∈ G n and a Borel set C, we have that
This implies that the limiting measure ν is G-invariant. Note also that ν(C) ≤ µ(C)/µ(B) for any closed set (and thus for any set) C. Set δ = µ(B). Hence µ = δν + (µ − δν). Since µ − δν is a (non-negative) G-invariant measure, the ergodicity of µ implies that µ = ν. Using the definition of ν, we obtain that
For two sequences x = (x i ) and y = (y i ) from [0, 1] k we will write x ≤ y if x i ≤ y i for every i. The following proposition shows that ϕ is a continuous, monotone, and multiplicative function. Notice that the multiplicativity of ϕ can be seen as a version of the multiplicativity of characters for S(∞).
(3) The function ϕ is multilicative, i.e. for a, b ∈ (0, 1] k one has that
(1) The continuity of ϕ immediately follows from the definition of ϕ and Lemma 5.2.
(2) First assume that a, b ∈ M and a < b. Choose clopen sets A and B such that a = F (A) and b = F (B). By Lemma 3.2 there exists an element g ∈ G such that g(A) ⊂ B. It follows that
The density of M in (0, 1] k and continuity of ϕ imply that ϕ(a) ≤ ϕ(b) for any
k . Assume first of all that a ∈ M . Let A be a clopen set such that a = F (A). Using Lemma 5.1, we can find a sequence {B n } n≥1 of clopen sets with lim n→∞ F (B n ) = b and B n being G n -invariant.
Lemma 5.4 implies that, for every i = 1, . . . , k, lim
By the continuity of ϕ, we have that
Consider a sequence of projections {P X\Bn } n≥1 . Passing to a subsequence (we keep the same notation), we can assume that P X\Bn is weakly convergent to an operator P , see [KR1, Theorem 5, 1, 3] . The G n -invariance of the set X \ B n implies that the projection P X\Bn commutes with all operators of the form π(g), g ∈ G n , see Proposition 4.4. Therefore, the operator P belongs to the center of the algebra M π and, hence, is a scalar operator P = cI. Then by the continuity of ϕ, we get that
Using Proposition 4.4, we obtain that
Now we are ready to establish the main result of the paper. Recall that the character χ is regular if χ(g) = 0 for all group elements g different from the identity.
Theorem 5.6. Let G be the full group of a Bratteli diagram. Let χ : G → C be an non-zero indecomposable character of G. Assume that the action of G on the Bratteli diagram has only a finitely many ergodic measures, say µ 1 , . . . , µ k , and that either the group G is simple or the character χ is continuous with respect to the uniform topology. Then there exist α 1 , . . . , α k ∈ {0, 1, . . . , ∞} such that
If some α i = ∞, then the character χ is regular.
(1) For i = 1, . . . , k and x ∈ R, set e i (x) = (1, . . . , 1, x, 1, . . . , 1), where x stands on the i-th position. Define a function ϕ i : (0, 1] → [0, 1] by ϕ(x) = ϕ(e i (x)). Proposition 5.5 implies that
If ϕ i (x) = 0 for some x ∈ (0, 1], then the multiplicativity of ϕ i implies that ϕ i (y) = 0 for every y ∈ (0, 1]. Since ϕ ((x 1 , . . . , x k )) = ϕ 1 (x 1 ) · · · ϕ k (x k ), we get that ϕ(x) = 0 for every x ∈ (0, 1] and χ(g) = 0, for all g = 1, by Theorem 4.6. Thus, the character χ is regular.
If χ is not regular, then ϕ i (x) = 0 for all x ∈ (0, 1] and i = 1, . . . , k. Set f i (t) = − log ϕ i (e −t ). Then f i is continuous and additive on R + = {t > 0 : t ∈ R}. Thus, solving Cauchy's functional equation, we can find a real number α i ≥ 0 such that f i (t) = α i t for all t ∈ R + . Therefore, ϕ i (x) = x αi for every x ∈ (0, 1]. Thus,
for any clopen set A. Now, the formula (8) follows from Theorem 4.6.
(2) It only remains to show that the parameters α 1 , . . . , α k are integers. Fix 1 ≤ i ≤ k and ǫ > 0. By Lemma 5.1, there exists a clopen set A such that µ i (A) > 1 − ǫ and µ j (A) < ǫ for j = i.
For every n ∈ N, using Lemma 3.2 choose mutually disjoint G-equivalent clopen sets
Observe that c (n,ε) i > 1 − 2ε and c (n,ε) j < ε for all j = i. Choose involutions s 1 , . . . , s 2 n −1 such that
Denote by H n the subgroup generated by s 1 , . . . , s 2 n −1 . Notice that H n is isomorphic to the symmetric group S(2 n ) on 2 n elements. Denote by f n,ε the isomorphism of S(2 n ) onto H n .
Let s ∈ S(2 n ) and
for each 1 ≤ j ≤ 2 n and s ∈ S(2 n ). Set ρ n,ǫ (s) = χ α (f n,ε (s)) for every s ∈ S(2 n ). Then ρ n,ǫ is a character of the group S(2 n ). It follows from the equations (8) and (9) that
is a character of S(2 n ). Consider the full group S(2 ∞ ) of the Bratteli diagram associated to the 2-odometer, see [D] for description of this group. Let ν be the unique invariant measure for S(2 ∞ ). Consider the function ρ(s) = ν(F ix(s)) αi , s ∈ S(2 ∞ ). Notice that the symmetric group S(2 n ) can be seen as a subgroup of S(2 ∞ ) that permutes only the first n edges of every infinite path. Moreover, it is easy to see that ρ(s) = ρ n (s) for every s ∈ S(2 n ) and n ≥ 1. Since for every n ≥ 1 the function ρ n : S(2 n ) → C is a character, we get that ρ : S(2 ∞ ) → C is also a character.
Proposition 12 in [D] implies that the function ρ can be a character only if α i is an integer. We would like to mention that the proof of [D, Proposition 12] is self-contained and is independent of other results from [D] .
Remark 5.7. (1) The theorem above implies that if {A n } is a sequence of clopen sets such that µ(A n ) → 0 for every µ ∈ M(G), then tr(P An ) → 1 as n → ∞ provided the representation is built over a non-regular character.
(2) If some number α i = 0 in the theorem above, then the trace does not depend on the measure µ i .
Theorem 5.6 implies that non-regular indecomposable characters on simple full grops are automatically continuous with respect to the uniform topology. Observe that this is not true if the group G is not simple. For instance, characters of the form χ(g) = ρ([g]) (see Conjecture in Section 2) are discontinuous if ρ is non-trivial. We would like to mention that the automatic continuity (in a stronger sense) holds for many "big" transformation groups preserving various structures, see, for example, [KeRo] , [RS] , [R] , and [KiT] . Using Proposition 2.23 and Theorem 5.6, we get the following result. As a corollary of Theorem 5.6, we also obtain the classification of continuous characters for full groups of minimal dynamical systems. Let T : X → X be a homeomorphism of a Cantor set X. Assume that the dynamical system (X, T ) is minimal, i.e every orbit of T is dense in X. Denote by [T ] the set of all homeomorphisms S of X such that Sx = T nS(x) x, x ∈ X, for some function n S : X → Z. Then [T ] is a group, termed the full group of the system (X, T ), see [GPS2] and [BM] for more details on this group.
Assume that the system (X, T ) has a finitely many of ergodic measures, say µ 1 , . . . , µ k . Endow the group [T ] with the uniform topology. Note that the metric generating this topology is defined by
Denote by π : [T ] → M π a continuous factor representation of the full group [T ] .
Each minimal dynamical system can be represented as a Vershik map acting on the path space of some Bratteli diagram, see [HPS] . Let G be the full group of the Bratteli diagram associated to the system (X, T ). Observe that the group G is dense in [T ] with respect to the uniform topology, see [BDK, Theorem 2.8] or [Me, Theorem 2 .1] for a more general result. This shows that the group π(G) generates the von Neumann algebra M π .
Let χ be an indecomposable character of [T ] corresponding to the representation π. Since π(G) generates M π , the restriction of χ onto G is an indecomposable character of G. Using Theorem 5.6, we get the following result describing the structure of continuous characters on the full group [T ] . In particular, this result gives an algebraic criterion of unique ergodicity for (X, T ).
Corollary 5.9. Let (X, T ) be a Cantor minimal system. Assume that T has only a finitely many ergodic measures µ 1 , . . . , µ k . Let χ : [T ] → C be a continuous (with respect to the uniform topology) indecomposable character. Then there exist parameters α 1 , . . . , α k ∈ {0, 1, . . . , ∞} such that
Examples of Factor Representations
In this section we construct all possible (up to quasi-equivalence) finite factor representations for the simple full group G under the assumption that the group G has finitely many ergodic measures. The constructions of group representations presented in this section have been known in ergodic theory, see, for example, [FM2] . We show that these representations give rise to indecomposable characters.
Regular character
We will first consider the case of the regular character χ, i.e. χ(g) = 0 if g = id (the identity of the group) and χ(id) = 1. Set H = l 2 (G). Define the representation π of G on H by (π(g)f )(h) = f (g −1 h), h ∈ G. Set ξ = δ id . Clearly, the vectors {π(g)ξ : g ∈ G} are mutually orthogonal. Consider the group von Neumann algebra M π = {π(g) : g ∈ G} ′′ . Since the group G has the infinite conjugacy class property, the algebra M π is a II 1 factor. The unique trace on M π is given by tr(Q) = (Qξ, ξ), Q ∈ M π . Therefore, χ(g) = tr(π(g)) is a regular character.
Non-regular characters
Denote by X the orbit equivalence relation of (X, G), i.e. X = {(x, y) ∈ X × X : x ∼ y}, where x ∼ y if there is g ∈ G such that g(x) = y. Note that X is a Borel subset of X × X. Assume that {µ 1 , . . . , µ k } is a family of ergodic measures for the dynamical system (X, G). Each ergodic measure µ i can be lifted up to the left counting measure on X by
where A ⊂ X is a Borel set and A x = {(x, y) ∈ A}, see [FM1, Theorem 2] for the details.
The group G has the left and right action on the space X defined as g(x, y) = (gx, y) and g(x, y) = (x, gy), (x, y) ∈ X, g ∈ G, respectively. The measure µ i is Borel and invariant with respect to both the left and right action of G. Furthermore, the restriction of µ i on the diagonal ∆ = {(x, x) : x ∈ X} coincides with the measure µ i (after the identification of ∆ with X).
Consider the Hilbert space
Define the left representation of the group G on H by
Similarly, the right representation π ′ of G is defined as (π
The right representation will play an auxiliary and technical role in our construction. Denote the characteristic function of the diagonal 1 ∆ (x, y) ∈ H i by ξ i . Set
Using straightforward computations, one can get that
Then for every g, h ∈ G, we have that
Notice also that the function χ i is positive-definite. Hence χ i is a character. Fix non-negative integers α 1 , . . . , α k and set
Expand the representations π i and π ′ i to unitary representations on H by
Thus, π is a unitary representation of G on the space H. Denote by M π the von Neumann algebra generated by the left representation π(G). Set H 0 = Lin(π(G)ξ). We can assume that the algebra M π is only defined on the Hilbert space H 0 . Hence, ξ is a cyclic vector for M π . We also observe that ξ is separating for the algebra M π . Assume the converse, i.e. that there is a non-zero operator R ∈ M π such that Rξ = 0. Since the representations π and π ′ commute, we get that 0 = π
Note also that the GNS-construction applied to the character χ yields precisely the representation (H 0 , π, ξ) . It follows from the equation (10) that
Our goal is to show that the character χ is indecomposable. This will imply that M π is a II 1 -factor. We mention a recent work of Vershik [V2] , where he sketches a proof of the fact that the character χ constructed by one measure µ i and α i = 1 is always indecomposable provided that the group action is totally non-free. 
any character χ defined as in the equation (11).
Proof. Fix a character χ defined by measures as in the equation (11). For each i = 1, . . . , k, set c i = µ i (F ix(h)). Using Lemma 5.1, find a sequence of G ninvariant clopen sets B n with µ i (B n ) → c i , i = 1, . . . , k, as n → ∞. Consider the clopen partition
determined by the level n of the diagram. Choose h n as any element of the group G such that F ix(h n ) = B n and h n (C
Theorem 6.2. Let G be the simple full group of a Bratteli diagram B. Assume that the group G has only finitely many ergodic measures {µ 1 , . . . , µ k } on the path-space of B. Let χ be a character on G of the form
where α 1 , . . . , α k ∈ N ∪ {0}. Then χ is indecomposable.
Proof. If the character χ is decomposable, then there exists a standard probability measure space (Γ, ν) such that
where χ γ is an indecomposable character, see, for example, [Ta, Chapter IV, Theorem 8.21] . In view of Theorem 5.6, there is at most a countable number of indecomposable characters. Hence
α n χ n (g), where α n > 0 and χ n is an indecomposable character built as in the equation (8). We notice that the regular character does not show up amongst {χ n } n≥1 .
Observe also that 1 = χ(id) = n≥1 α n . Fix any two elements a, b ∈ G. Choose a sequence {a n } as in Lemma 6.1. It follows from Lemma 6.1 and the dominated convergence theorem that Consider g, h ∈ G. Applying the Cauchy-Schwarz inequality, we get that
= (χ(g)χ(g)) 1/2 (χ(h)χ(h)) 1/2 = χ(g)χ(h).
The equality here means that χ i (g) = cχ i (h) for all indices i ≥ 1, where c is some constant. Hence χ(g) = cχ(h). Repeating these arguments for h = id, we get that χ i (g) = q for all i ≥ 1. Thus, χ(g) = q = χ i (g) for all i ≥ 1. Since the element g was chosen arbitrarily, we get that χ ≡ χ i for all i, i.e. χ is indecomposable.
It follows from Theorem 5.6 that the list of characters constructed in this section is exhaustive.
Rational Permutations of the Unit Interval
In the paper [GoPe] (see also [Go] ) Goryachko and Petrov described all indecomposable characters on the group R of rational permutations of the unit interval [0, 1). In this section we will apply Theorem 5.6 to get a new proof of their result.
Denote by S(n) the group of permutation on the set {0, 1, . . . , n − 1}. For any n ∈ N and a permutation s ∈ S(n), define a bijection g s : [0, 1) → [0, 1), which permutes subintervals [0, 1/n), . . . , [1 − 1/n, 1) as follows
where [a] and {a} is the integer and the fraction part of the number a, respectively. The group R is defined as the set of all bijections {g s : s ∈ S(n), n ∈ N}. The detailed structure of the group R is described in [Go] , [GoPe] . The representation of R as an inductive limit (presented below) is taken from [Go] .
For each n, m ∈ N, define an embedding S(n) → S(nm) as s → s ′ , s ′ (j) = ms([j/m]) + (j mod m), s ∈ S(n), s ′ ∈ S(nm).
These embeddings are called periodic. Observe that the map s → g s , s ∈ S(n) and g s ∈ R, is invariant under the periodic embeddings. We can introduce a partial ordering on N by saying that n is less than m if n divides m. The family of symmetric groups {S(n)} n∈N is a directed family with respect to this partial ordering. The group R is an inductive limit of this family with respect to the periodic embeddings, see [Go, Proposition 2] . Observe that each group S(n) is embedded by a periodical embedding into a group S(n!). This shows that R is the inductive limit of the sequence of groups {S(n!)} n≥1 with respect to the periodic embeddings.
Let B R = (V, E) be a diagram such that (i) on each level n ≥ 0, the diagram has exactly n + 1 vertices and (ii) each vertex from V n is connected to each vertex of V n+1 , n ≥ 0, exactly by one edge. In particular, card(E n ) = n(n + 1). The following figure gives a diagrammatic representation of B R . Proof. For each n ≥ 1, enumerate vertices from V n by the numbers 0, 1 . . . , n. Then each finite path p starting at v 0 and terminating at a vertex from V n can be uniquely encoded by a sequence of numbers (a 1 , . . . , a n ), where the entry a j ∈ {0, 1 . . . , j} represents the vertex from V j the path p goes through.
Denote by X n the set of all finite paths terminating at the level n. Let G n be the subgroup of the full group G consisting of homeomorphisms that only act on X n . Define a bijection i n : X n → {0, 1, . . . , (n + 1)! − 1} by i n (a 1 , . . . , a n ) = a 1 (n + 1)! 2! + a 2 (n + 1)! 3! + . . . + a n .
The bijection i n induces an embedding ϕ n of G n into S((n + 1)!). The image ϕ n (G n ) consists of all permutations that do not change the remainder modulo n + 1. It follows that ϕ n (G n ) contains the image of S(n!) in S((n + 1)!) under the periodic embedding. Observe that the embeddings ϕ n commute with the embeddings S(n!) → S((n + 1)!) and G n → G n+1 . This implies that the inductive limit of the groups G n is isomorphic to the inductive limit of the groups S(n!).
For each pair of vertices (v, w) ∈ V n × V m , n < m, denote by f does not depend on the choice of vertices v and w. Therefore, λ is the only G-invariant measure. Thus, the following result is an immediate corollary of Theorem 5.6. Corollary 7.2 (Goryachko and Petrov). The functions χ k (g) = λ(F ix(g)) k , k ∈ N ∪ {0, ∞}, g ∈ R, are the only indecomposable characters of the group R of rational permutations of the unit interval. Remark 7.3. Note that χ 0 and χ ∞ in the corollary above are the identity character and the regular character, respectively.
