Abstract. Harmonic weak Maass forms of half-integral weight are the subject of many recent works. They are closely related to Ramanujan's mock theta functions, their theta lifts give rise to Arakelov Green functions, and their coefficients are often related to central values and derivatives of Hecke L-functions. We present an algorithm to compute harmonic weak Maass forms numerically, based on the automorphy method due to Hejhal and Stark. As explicit examples we consider harmonic weak Maass forms of weight 1/2 associated to the elliptic curves 11a1, 37a1, 37b1. We made extensive numerical computations and the data we obtained is presented in the final section of the paper. We expect that experiments based on our data will lead to a better understanding of the arithmetic properties of the Fourier coefficients.
Introduction
Half-integral weight modular forms play important roles in arithmetic geometry and number theory. Their coefficients serve as generating functions for various interesting number theoretic functions, such as representation numbers of quadratic forms in an odd number of variables or class numbers of imaginary quadratic fields. Moreover, employing the Shimura correspondence [Sh] , Waldspurger [Wa] , and Kohnen and Zagier [KZ, K] showed that the coefficients of half-integral weight cusp forms essentially are square-roots of central values of quadratic twists of modular L-functions. In analogy with these works, Katok and Sarnak [KS] used a Shimura correspondence to relate coefficients of weight 1/2 Maass forms to sums of values and sums of line integrals of Maass cusp forms.
In more recent work Zagier discovered that the generating function for the traces of singular moduli (the CM values of the classical j-function) is a weakly holomorphic modular form of weight 3/2 [Za1] . This result, which was generalized in various directions (see e.g. [BO2] , [BF2] , [DJ] , [Ki] ), demonstrates that also the coefficients of automorphic forms with singularities at the cusps carry interesting arithmetic information.
In a similar spirit, Ono and the first author proved that the coefficients of harmonic weak Maass forms of weight 1/2 are related to both the values and central derivatives of quadratic twists of weight 2 modular L-functions [BruO] . Harmonic weak Maass forms are also closely related to mock modular forms and to Ramanujan's mock theta functions, which have been the subject of various recent works (see e.g. [BO1, BO3, On, Za2, Zw1, Zw2] ). In view of these connections, it is desirable to develop tools for the computation of such automorphic forms. In the present paper we propose an approach to this problem which yields an efficient algorithm. Moreover, we compute some harmonic weak Maass forms which are related to rational elliptic curves as in [BruO] .
The non-holomorphic nature of harmonic weak Maass forms prevents the use of the well developed algorithms existing for (weakly) holomorphic modular forms, such as e.g. modular symbols. The use of Poincaré series does not work well either in small weights due to the poor convergence of the infinite series which appear in the explicit formulas for the coefficients. Instead we adapt the 'automorphy method', originally developed by Hejhal for the computation of Maass cusp forms on Hecke triangle groups (see e.g. [He] ), to the setting of harmonic weak Maass forms.
We now describe the content of this paper in more detail. Let k ∈ 1 2 Z, and let N be a positive integer (with 4 | N if k ∈ 1 2 Z \ Z). A harmonic weak Maass form of weight k on Γ 0 (N) is a smooth function on H, the upper half of the complex plane, which satisfies:
(ii) ∆ k f = 0, where ∆ k is the weight k hyperbolic Laplacian on H (see (2.3)); (iii) There is a polynomial P f = n≤0 c + (n)q n ∈ C[q −1 ] such that f (τ ) − P f (τ ) = O(e −εv ) as v → ∞ for some ε > 0. Analogous conditions are required at all cusps.
Throughout, for τ ∈ H, we let τ = u + iv, where u, v ∈ R, and we let q := e 2πiτ . The polynomial P f is called the principal part of f at ∞.
Such a harmonic weak Maass form f has a Fourier expansion at infinity of the form
where Γ(a, x) denotes the incomplete Gamma function. The series n≫−∞ c + (n)q n is called the holomorphic part of f , and its complement is called the non-holomorphic part. Naturally, f has similar expansions at the other cusps. There is an antilinear differential operator, taking f to the cusp form ξ k (f ) := 2iv k ∂f ∂τ of weight 2−k, see (2.5). The kernel of ξ k consists of the space of weakly holomorphic modular forms, those meromorphic modular forms whose poles (if any) are supported at cusps.
Every weight 2 − k cusp form is the image under ξ k of a weight k harmonic weak Maass form. Ramanujan's mock theta functions correspond to those forms whose images under ξ 1/2 are weight 3/2 unary theta functions. Here we mainly consider those weight 1/2 harmonic weak Maass forms whose images under ξ 1/2 are orthogonal to the unary theta series. According to [BruO] , their coefficients are related to both the values and central derivatives of quadratic twists of weight 2 modular L-functions.
We now briefly describe this result in the special case that the level is a prime p. Let G ∈ S 2 (Γ 0 (p)) be a normalized Hecke eigenform whose Hecke L-function L(G, s) satisfies an odd functional equation. That is, the completed L-function Λ(G, s) with root number ε G = −1. Therefore, the central critical value L(G, 1) vanishes. By Kohnen's theory of plus-spaces [K] , there is a half-integral weight newform g ∈ S + 3/2 (Γ 0 (4p)), unique up to a multiplicative constant, which lifts to G under the Shimura correspondence. We choose g so that its coefficients are in F G , the totally real number field generated by the Hecke eigenvalues of G. There exists a weight 1/2 harmonic weak Maass form f on Γ 0 (4p) in the plus space whose principal part P f has coefficients in F G , and such that
where g denotes the usual Petersson norm. For a fundamental discriminant ∆ let χ ∆ be the Kronecker character for Q( √ ∆), and let L(G, χ ∆ , s) be the quadratic twist of L(G, s) by χ ∆ . One can show that the root number of L(G, χ ∆ , s) is equal to sign(∆) · χ ∆ (p) ε G . Theorem 1.1 (See [BruO] ). Assume that G, g, and f are as above, and let c ± (n) denote the Fourier coefficients as in (1.1).
(1) If ∆ < 0 is a fundamental discriminant for which
(2) If ∆ > 0 is a fundamental discriminant for which
Note that the harmonic weak Maass form f is uniquely determined up to the addition of a weight 1/2 weakly holomorphic modular form with coefficients in F G . Furthermore, the absolute values of the nonvanishing coefficients c + (∆) are typically asymptotic to subexponential functions in n. For these reasons, the connection between L ′ (G, χ ∆ , 1) and the coefficients c + (∆) in Theorem 1.1(2) cannot be modified in a simple way to obtain a formula as in the first part of the Theorem. In fact, the proof of Theorem 1.1(2) is rather indirect. It relies on the Gross-Zagier formula and on transcendence results of Waldschmidt and Scholl on periods of differentials on algebraic curves.
The above result is one of the main motivations for the present paper. Our goal is to carry out numerical computations for the involved harmonic weak Maass forms. In that way we hope to find more direct connections of the coefficients c
is algebraic (actually contained in F G ), it would be interesting to see if c + (∆) carries any arithmetic information related to G. In a forthcoming paper [Br2] , the coefficients c + (n) will be linked to periods of certain algebraic differentials of the third kind on modular curves. It leads to a conjecture on differentials of the third kind on elliptic curves, which is based on the numerical data presented in Section 4 of the present paper.
Our computations make use of an adaption of the so-called automorphy method. The key point of this method is to view an automorphic form on a non-co-compact (but cofinite) Fuchsian group Γ as a function on the upper half-plane with certain transformation properties under the group Γ as well as convergent Fourier series expansions at all cusps. This classical point of view, in terms of functions on the upper half-plane, stands in contrast to the more algebraic point of view, in terms of Hecke modules, usually taken when computing holomorphic modular forms.
By computing an automorphic form φ in this setting we mean that to any given (small) ǫ > 0 we compute a sufficient number of Fourier coefficients, each to high enough precision, so that we are able to evaluate the function φ at any point in the upper half-plane with an error at most ǫ.
To calculate these Fourier coefficients we truncate the Fourier series representing φ and view the resulting trigonometric sum as a finite Fourier series. Using the Fourier inversion theorem together with the automorphic properties of φ (which will additionally intertwine the Fourier series at various cusps) we are able to obtain a set of linear equations satisfied approximately by the coefficients. Cf. e.g. [He, St1, Av2] . The (surprising) effectiveness of this algorithm is closely related to the equidistribution properties of closed horocycles (cf. e.g. [He1, S] ). We describe the main algorithm in detail in Section 3. The implementation of the software package is briefly described in Section 3.3.
In Section 4 we describe our computational result in three cases of particular interest. We consider the elliptic curves 11a1, 37a1, and 37b1 and their corresponding weight 2 newforms. For instance, the elliptic curve 37a1, is the curve of smallest conductor with rank 1. It corresponds to the unique weight two normalized newform G on Γ 0 (37) whose Lfunction has an odd functional equation. We verified the statement of Theorem 1.1 for all fundamental discriminants ∆ which are squares modulo 148 in the range 0 < ∆ < 15000. For eight of these fundamental discriminants the quantity L ′ (G, χ ∆ , 1) vanishes. In all these cases we found a stronger statement then that of the Theorem 1.1 to be true, namely, that the associated coefficient c + (∆) was an integer. For the corresponding data see Tables 4  and 5 . We conclude Section 4 by describing some analogous experiments for newforms G of weight 4, where g is of weight 5/2 and f of weight −1/2.
The present paper is organized as follows. In Section 2 we recall some facts on (half integral weight) harmonic weak Maass forms. When working with arbitrary (not necessarily prime) level, it is convenient to use vector valued modular forms. In Section 2.3 we therefore recall from [BruO] the vector valued version of Theorem 1.1. In Section 3 we describe the automorphy method in the context of harmonic weak Maass forms. In Section 4 we collect our computational results. In particular, we present results for the elliptic curves 11a1, 37a1, and 37b1; cf., e.g. Tables 1, 4 and 7. More extensive tables can be obtained from the authors on request.
Preliminaries
In order to be able to work with newforms of arbitrary level, it is convenient to work with vector valued modular forms of half integral weight for the metaplectic extension of SL 2 (Z). We describe the necessary background in this section.
2.1. A Weil representation. Let H = {τ ∈ C; ℑ(τ ) > 0} be the complex upper half plane. We write Mp 2 (R) for the metaplectic two-fold cover of SL 2 (R), realized as the group of pairs (M, φ(τ )), where
We denote the inverse image of Γ := SL 2 (Z) under the covering map byΓ := Mp 2 (Z). It is well known thatΓ is generated by T := (( 1 1 0 1 ) , 1), and S := ((
Let N be a positive integer. There is a certain representation ρ ofΓ on C[Z/2NZ], the group ring of the finite cyclic group of order 2N. For a coset h ∈ Z/2NZ we denote by e h the corresponding standard basis vector of C[Z/2NZ]. We write ·, · for the standard scalar product (antilinear in the second entry) such that e h , e h ′ = δ h,h ′ . In terms of the generators T and S ofΓ, the representation ρ is given by
Here the sum runs through the elements of Z/2NZ and we have put e(a) = e 2πia . Note that ρ is the Weil representation associated to the one-dimensional positive definite lattice
2 ) in the sense of [Bo1] , [Br1] , [BruO] . It is unitary with respect to the standard scalar product.
If k ∈ 
Here we have that
is the usual weight k hyperbolic Laplace operator (see [BF1] ). The Fourier polynomial P f is called the principal part of f . We denote the vector space of these harmonic weak Maass forms by H k,ρ (it was called H
). Any weakly holomorphic modular form is a harmonic weak Maass form. The Fourier expansion of any f ∈ H k,ρ gives a unique
We refer to f + as the holomorphic part and to f − as the non-holomorphic part of f . Note that c
Hereρ denotes the complex conjugate of the representation ρ, which can be identified with the dual representation. The map ξ is surjective and its kernel is the space M ! k,ρ . There is a bilinear pairing between M 2−k,ρ and H k,ρ defined by the Petersson scalar product
e h , and if we denote the Fourier expansion of f as in (2.4), then by [BF1, Proposition 3.5] we have
Hence {g, f } only depends on the principal part of f .
Z \ Z. According to [EZ, Chapter 5] , the space M k,ρ is isomorphic to J k+1/2,N , the space of holomorphic Jacobi forms of weight k + 1/2 and index N. According to [Sk1] and [SZ] , M k,ρ is isomorphic to J skew k+1/2,N , the space of skew holomorphic Jacobi forms of weight k + 1/2 and index N. There is an extensive Hecke theory for Jacobi forms (see [EZ] , [Sk1] , [SZ] ), which gives rise to a Hecke theory on M k,ρ and M k,ρ , and which is compatible with the Hecke theory on vector valued modular forms considered in [BrSt] . In particular, there is an Atkin-Lehner theory for these spaces.
The subspace S new k,ρ of newforms of S k,ρ is isomorphic as a module over the Hecke algebra to the space of newforms S new,+ 2k−1 (N) of weight 2k − 1 for Γ 0 (N) on which the Fricke involution acts by multiplication with (−1) k−1/2 . The isomorphism is given by the Shimura correspondence. Similarly, the subspace S new k,ρ of newforms of S k,ρ is isomorphic as a module over the Hecke algebra to the space of newforms S new,− 2k−1 (N) of weight 2k − 1 for Γ 0 (N) on which the Fricke involution acts by multiplication with (−1) k+1/2 (see [SZ] , [GKZ] , [Sk1] ). Observe that the Hecke L-series of any G ∈ S new,± 2k−1 (N) satisfies a functional equation under s → 2k − 1 − s with root number ε G = ±1.
We now state the vector valued version of Theorem 1.
(N) be a normalized newform (in particular a common eigenform of all Hecke operators) of weight 2 and write F G for the number field generated by the eigenvalues of G. If ε G = −1 we put ρ ′ = ρ, and if ε G = +1 we put ρ ′ =ρ. There is a newform g ∈ S new 3/2,ρ ′ mapping to G under the Shimura correspondence. It is well known that we may normalize g such that all its coefficients are contained in F G . According to [BruO, Lemma 7.3] , there is a harmonic weak Maass form f ∈ H 1/2,ρ ′ whose principal part has coefficients in F G with the property that
This form is unique up to addition of a weakly holomorphic form in M ! 1/2,ρ ′ whose principal part has coefficients in F G .
In practice, the principal part of such an f can be computed as follows: We may complete the weight 3/2 form g to an orthogonal basis g, g 2 , . . . , g d of S 3/2,ρ ′ consisting of cusp forms with Fourier coefficients in F G . Let f ∈ H 1/2,ρ ′ such that {f, g} = 1, and {f,
Then f has the required properties. In view of (2.7) the conditions of (2.8) translate into an inhomogeneous system of linear equations for the principal part of f .
3/2,ρ ′ , and f ∈ H 1/2,ρ ′ be as above. Denote the Fourier coefficients of f by c ± (n, h) for n ∈ Z and h ∈ Z/2NZ. Then the following are true:
(1) If ∆ = 1 is a fundamental discriminant and r ∈ Z such that ∆ ≡ r 2 (mod 4N) and
(2) If ∆ = 1 is a fundamental discriminant and r ∈ Z such that ∆ ≡ r 2 (mod 4N) and ε G ∆ < 0, then
When S 1/2,ρ ′ = {0} the above result also holds for ∆ = 1, see also [BruO, Remark 18] . This is for instance the case when N is a prime. If N is a prime and ε G = −1, then the space H 1/2,ρ ′ can be identified with a space of scalar valued modular forms satisfying a Kohnen plus space condition. In that way one obtains Theorem 1.1 stated in the introduction.
Computational aspects
3.1. The automorphy method for vector valued weak Maass forms. To compute the Fourier coefficients of the harmonic weak Maass forms we use the so-called automorphy method, sometimes called "Hejhal's method". This is a general method which has been used to successfully compute various kinds of automorphic functions and forms on GL 2 (R). It was originally developed by Hejhal in order to compute Maass cusp forms for the modular group and other Hecke triangle groups (cf. e.g. [He] ). The method was later generalized by the second author in [St1] to computations of Maass waveforms with non-trivial multiplier systems and arbitrary real weights, as well as to general subgroups of the modular group (see also [St3] ). Another generalization to automorphic forms with singularities (Eisenstein series, Poincaré series and Green's functions) was made by Avelin [Av1, Av2] .
We will detail the adaptation of the algorithm to the case of vector-valued harmonic weak Maass forms for the Weil representation.
For simplicity consider the representation ρ (the case of ρ is analogous) and k ∈ Z + 1 2 . Furthermore, in order to avoid questions of uniqueness we assume that either k < 0 or that k = 1 2 and that N is prime. In these cases, a harmonic weak Maass form is uniquely determined by its principal part. For computational purposes it is not feasible to use the definition of ρ in terms of the action on the generators of the metaplectic group. We instead use formulas from [St1] to evaluate ρ on the fixed (canonical) representative of
by the principal branch of the argument.
3.1.1. The algorithm -phase 1. Let f ∈ H k,ρ with a given (fixed) principal part
(for some finite K ≥ 0) and write f = f + + f − (as in 2.3a and 2.3b) with f
for τ = u + iv ∈ H. Our goal is to obtain numerical approximations to the coefficients c ± (n, h). To formulate our algorithm we prefer to separate the u-and the v-dependence in f and therefore introduce the function W defined by W (v) = e −2πv if v > 0 and
We also set c (n, h) = c + (n, h) for n > 0 and c − (n, h) for n < 0 and write e 4N (u) = e 2πiu 4N . With this notation
By standard inequalities for the incomplete gamma function one can show that
where c k is an explicit constant only depending on k. To be able to determine a truncation point of the Fourier series above we also need bounds of the coefficients c (n, h). Using [BruFu, Lemma 3.4] it follows that there exists an explicit constant C > 0 such that
For k < 0 we are able to make the implied constants explicit using non-holomorphic Poincaré series as in e.g. [Br1] or [He2] . For k = 1 2
we rely on numerical a posteriori tests to assure ourselves that the truncation point was choosen correctly. See e.g. Section 3.2.
Let ǫ > 0 and fix
. By the estimates above we can find an M 0 = M (Y, ǫ) such that the functionf = h (2N )f h e h given by the truncated Fourier serieŝ
and hence
Using the fact that ρ is unitary it is now easy to see that if
Consider now a horocycle at height Y and a set of 2Q (with Q > M 0 ) equally spaced points
If we view the seriesf h as a finite Fourier series we can invert it over this horocycle and it is easy to see that if n is an integer with 0 < |n| ≤ M 0 and n ≡ h 2 (4N) then
Y .
One can also interpret the left-hand side as a Riemann-sum approximation to the integral
, |z| ≥ 1 . Using (3.1) we obtainf
where ρ hh ′ (T m ) is the (h, h ′ )-element of the matrix ρ (T m ), and we use 2ǫY −2k to denote a quantity bounded in absolute value by 2ǫY −2k . Inserting this into (3.2) we see that the left-hand side can be written as
where
We thus have an inhomogeneous system of linear equations which is (approximately) satisfied by the coefficients c (n, h). Let
D = {(n, h) | 0 < |n| ≤ M 0 , 0 ≤ h < 2N} (
with a fixed ordering) and note that |D|
we can write this linear system as |D| linear equations in |D| variables:
In practice it turns out that the the matrix V is non-singular as soon as the subspace of H k,ρ consisting of functions with a given singular part is one-dimensional. In these cases we can immediately obtain the solution as
and since we know that the vector of the "true" coefficients, C = (c (n, h)) (n,h)∈D , satisfies
we see that
To obtain a theoretical error estimate we would thus need to estimate V −1 ∞ from below. Unfortunately this does not seem to be possible from the formulas above and we have to use numerical methods to estimate this norm. Hence, to obtain the Fourier coefficients up to a (proven) desired precision we might have to go back and decrease the original ǫ or increase either of M 0 or Q.
At this point one should also remark that the error bound V −1 ∞ is in general much worse than the actual apparent error, as verified by studying coefficients known to be integers. The reason for this is that the sums V hh ′ nl exhibit massive cancellation and are therefore overpowered by the terms W n 4N
Y on the diagonal. 3.1.2. The algorithm -phase 2. Returning to (3.3) and solving for c (n, h) we see that 3.2. Heuristic error estimates. For k < 0 all implied constants and therefore all error estimates can be made explicit. In the remaining case which interests us, k = 1 2
, the known bounds for the twisted Kloosterman sums are not enough to prove the necessary explicit bounds for the Fourier coefficients of the associated Poincaré series. We are therefore not able to give effective theoretical error estimates in this case. However, this is not a serious problem since there are a number of tests we may perform on the resulting coefficients to assure ourselves of their accuracy. We list a few tests which we have used.
• First of all, one can simply use two different values of Y and verify that the resulting vectors
This test is completely general and can be used for all instances where the algorithm can be applied. Suppose now that we have a harmonic weak Maass form f ∈ H k,ρ of half-integral weight k such that ξ k (f ) = g −2 g, with g ∈ S 2−k,ρ . We then know the following.
• The coefficients |∆|c − (−ε G · ∆) are proportional to the coefficients b(ε G · ∆) of g (cf. e.g. [BruO, p. 3 
]).
If additionally the Shimura lift of g is a newform G ∈ S new 3−2k (Γ 0 (N)) then we can predict that certain coefficients c + (∆) are algebraic (cf. e.g. [BruO, Sect. 7] ) and if we are able to identify these coefficients as algebraic numbers to a certain precision this can be used as another measure of the accuracy.
3.3. Implementation. The first implementation of the above described algorithm was made in Fortran 90, using the package ARPREC [AR] for arbitrary (fixed) precision arithmetic. The second and more recent implementation was done in Sage [SA] , using the included package mpmath for arbitrary (fixed) precision arithmetic. The algorithms are currently under development but can be obtained on request from the authors. The final format we intend for these algorithms are standard classes for computing with vector and scalar-valued harmonic weak Maass forms in Sage or Purple Sage.
Results

4.1.
Harmonic Maass forms corresponding to elliptic curves. In this section we present the numerical results we have obtained for harmonic weak Maass forms corresponding to weight two holomorphic forms associated to elliptic curves. We have concentrated on three particular examples. In Cremona's notation, these correspond to the curve 11a1 of level 11 and the two curves 37a1 and 37b1 of level 37.
Recall that if the holomorphic weight 2 newform G of level N has Atkin-Lehner eigenvalue ±1 then the L-function L(G, s) has root number ε G = ∓1. Furthermore, since the root number of the twisted L-function L(G, χ ∆ , s) is sign(∆)χ ∆ (N)ε G and we always consider fundamental discriminants for which χ ∆ (N) = 1 we see that the central value L(G, χ ∆ , 1) vanishes if sign(∆)ε G = −1, i.e., if L(G, s) has an even functional equation we consider ∆ < 0 and otherwise ∆ > 0.
For each of these examples we computed a large set of central derivatives of the twisted L-functions with the appropriate ∆ using Sage and the standard algorithms there which were developed by Dokchitser. We then fixed a harmonic weak Maass form with non-zero principal part P f such that ξ 3 2 (f ) maps to G under the Shimura lift. In all cases we took a Poincaré series P −∆ having principal part q − ∆ 4N and computed an initial set of Fourier coefficients for this function using the methods described in the previous section. We then used the second phase of the algorithm and computed more Fourier coefficients.
Note that for the results in this section, all initial "phase 1" computations were all performed using the new Sage package and all further, "phase 2", computations were done in Fortran 90.
We would like to give a flavour of the cpu-times involved. The initial computations, using our Sage code, took in all cases approximately 2 hours on a 2.66GHz Xeon processor. On the same processor, the cpu time for a single stretch of phase 2 calculations range between less than an hour for the smallest discriminant up to several days for the largest discriminant.
As a measure of the accuracy of our computations one can consider the difference between the coefficients in Tables 2, 5 and 8 and the nearest integer (the third column). To further support the correctness we also list, in Tables 3, 6 and 4.4, normalized coefficients of the non-holomorphic parts, i.e. |∆|c − (∆)/ |∆ 0 |c − (∆ 0 ) by some fixed non-zero coefficient of index ∆ 0 . 4.1.1. 11a1. Here the unique newform of weight two and level 11 is given by
and the corresponding L-function L(G, s) has an even functional equation. Using Sage we computed all values of L ′ (G, χ ∆ , 1) for fundamental discriminants ∆ < 0 such that
= 1 and |∆| ≤ 19703. This set consists of 2749 fundamental discriminants and amongst these we found 14 discriminants for which L ′ (G, χ ∆ , 1) vanished up to the numerical precision (see Table 2 ).
As a representative for the harmonic weak Maass form in the space H 1/2,ρ corresponding to G, we choose the Poincaré series P −5 with the principal part q − 5 44 (e 7 − e −7 ). To compute the Fourier coefficients of P −5 we used the method described in the previous section with an initial ε = 10 −40 and Y = 0.5, which gave us a truncation point of M 0 = 42, corresponding to ∆ between −1847 and 1885. For a short selection of computed values of c + (∆) see Table 1 and for a table of coefficients corresponding to all vanishing L ′ (G, χ ∆ , 1) see Table  2 . The first few normalized "negative" coefficients are displayed in Table 3 . These values should be compared to the list in [Sk2, p. 505] .
4.1.2. 37a1. Consider the newform of weight two and level 37 which has an odd functional equation. The q-expansion is given by
Using Sage we computed all values of L ′ (G, χ ∆ , 1) for fundamental discriminants ∆ > 0 such that ∆ 37 = 1 and |∆| ≤ 15000. This set consists of 2217 fundamental discriminants and amongst these we found 8 discriminants for which L ′ (G, χ ∆ , 1) vanished up to the numerical precision (see Table 5 ). For the corresponding harmonic weak Maass form in H 1/2,ρ we took P −3 , which has a principal part q − 3 148 (e 21 + e 21 ). The initial computation was done in Sage, using ε = 1 · 10 −35 , which gave a value of M 0 = 30, corresponding to discriminants in the range −4440 ≤ ∆ ≤ 4585. For examples of the coefficients c + (∆) see Tables 4 and 5 . The first few normalized "negative" coefficients are displayed in Table 6. 4.1.3. 37b1. In this case we consider the newform of weight two and level 37 which has an even functional equation. The q-expansion is given by
Using Sage we computed all values of L ′ (G, χ ∆ , 1) for fundamental discriminants ∆ < 0 such that ∆ 37 = 1 and |∆| ≤ 12000. This set consists of 1631 fundamental discriminants and amongst these we found 15 discriminants for which L ′ (G, χ ∆ , 1) vanished up to the numerical precision (see Table 8 ). For the corresponding harmonic weak Maass form in H 1/2,ρ we took P −12 , which has a principal part q − 12 148 (e 30 − e 30 ). The initial computation was done in Sage, using ε = 1 · 10 −30 , which gave a value of M 0 = 33, corresponding to discriminants in the range −4883 ≤ ∆ ≤ 5029. For examples of the coefficients c + (∆) see Tables 7 and 8 . The first few normalized "negative" coefficients are displayed in Table 4 .4.
4.2.
Conclusions of the numerical experiments for weight two. In each of the examples of weight two newforms that we studied we saw agreement with the theorem, i.e. the coefficients c + (∆) (for fundamental discriminants with the appropriate property) were only algebraic when the corresponding central derivative L ′ (G, χ ∆ , 1) vanished. Furthermore, we observed that in the cases we considered, the algebraic coefficients c + (∆) were in fact even rational integers.
Further computations.
To investigate whether a result analogous to Theorem 1.1 also holds for newforms of weight 4, we computed L ′ (2, G, χ ∆ ) for all newforms G of weight 4 on Γ 0 (N) whith 5 ≤ N ≤ 150 and fundamental discriminants ∆ with |∆| ≤ 300 and the property that the twisted L-function L(s, G, χ ∆ ) has an odd functional equation. For 5 ≤ N ≤ 10 we additionally computed these values for fundamental discriminants ∆ with |∆| ≤ 5000. Amongst all these values we did not find a single example of a vanishing derivative. Even though we did not get any positive case where we could test the theorem we still wanted to make sure that there was no easily accesible counter example.
We therefore computed the Fourier coefficients, up to 40 digits precision, of the associated weight − 1 2 harmonic Maass form corresponding to all weight 4 newforms defined over Q for N up to 100. To test the accuracy (and making sure that the implementation was correct) we did not only rely on the provable error bounds, but also checked algebraicity of certain coefficients corresponding to non-fundamental discriminants. These coefficients were indeed all found to be integers or rational with fairly small denominators. In contrast to this, the Fourier coefficients corresponding to fundamental discriminants were found not to be similarly "simple" rational numbers.
The L-value computations were performed in Sage [SA] , using the included version of Rubinstein's lcalc library [L] .
4.4. Tables. Table 1 . Table 2 . Table 3 . E = 11a1, P −5 ∈ H 1 2 ,ρ . Coefficients are scaled by c − (1). Table 4 . 
