Context. Mass loss is one of the fundamental properties of asymptotic giant branch (AGB) stars, and through the enrichment of the interstellar medium, AGB stars are key players in the life cycle of dust and gas in the universe. However, a quantitative understanding of the mass-loss process is still largely lacking. Aims. We aim to investigate mass loss and luminosity in a large sample of evolved stars in several Local Group galaxies with a variety of metalliticies and star-formation histories: the Small and Large Magellanic Cloud, and the Fornax, Carina, and Sculptor dwarf spheroidal galaxies (dSphs). Methods. Dust radiative transfer models are presented for 225 carbon stars and 171 oxygen-rich evolved stars in several Local Group galaxies for which spectra from the Infrared Spectrograph on Spitzer are available. The spectra are complemented with available optical and infrared photometry to construct spectral energy distributions. A minimization procedure was used to determine luminosity and mass-loss rate (MLR). Pulsation periods were derived for a large fraction of the sample based on a re-analysis of existing data. Results. New deep K-band photometry from the VMC survey and multi-epoch data from IRAC (at 4.5 µm) and AllWISE and NEOWISE have allowed us to derive pulsation periods longer than 1000 days for some of the most heavily obscured and reddened objects. We derive (dust) MLRs and luminosities for the entire sample. The estimated MLRs can differ significantly from estimates for the same objects in the literature due to differences in adopted optical constants (up to factors of several) and details in the radiative transfer modelling. Updated parameters for the super-AGB candidate MSX SMC 055 (IRAS 00483−7347) are presented. Its current mass is estimated to be 8.5 ± 1.6 M ⊙ , suggesting an initial mass well above 8 M ⊙ in agreement with estimates based on its large Rubidium abundance. Using synthetic photometry, we present and discuss colour-colour and colour-magnitude diagrams which can be expected from the James Webb Space Telescope.
Introduction
Almost all stars with initial masses in the range ∼ 0.9-8 M ⊙ will pass through the asymptotic giant branch (AGB) phase, which is the final stage of active nuclear burning before they become post-AGB objects, planetary nebulae and finally white dwarfs. Stars above this mass range will pass through the red supergiant (RSG) phase before they may end as supernovae. In both cases, mass loss dominates the final evolutionary stages of the star.
The Infrared Astronomical Satellite (IRAS) and the Infrared Space Observatory (ISO) have greatly improved our understanding of these final evolutionary stages for stars in the Galaxy, but uncertainties in distances prevent accurate luminosities and mass-loss rates (MLRs). Sources at known distances, as in the Large and Small Magellanic Clouds (LMC and SMC), or nearby dwarf spheroidal galaxies (dSphs), reduce this problem and also enable the study of the effect of metallicity on the MLR. Telescope (Werner et al. 2004 ) have added to this legacy with data from IRAC (Fazio et al. 2004 ) and MIPS (Rieke et al. 2004) : the Spitzer Survey of the SMC (S 3 MC; Bolatto et al. 2007 ) and the full-galaxy catalogues from Surveying the Agents of Galactic Evolution program for the LMC (Meixner et al. 2006) and SMC (Gordon et al. 2011) . Groenewegen et al. (2007) previously modelled the spectral energy distributions (SEDs) and spectra taken with the Infrared Spectrograph (IRS; Houck et al. 2004 ) on board Spitzer for a sample of 60 carbon (C) stars. Groenewegen et al. (2009, hereafter G09) extended this to 101 C stars and 86 oxygen-rich AGB stars and RSGs (hereafter referred to as M stars for simplicity) in the MCs.
The cryogenic phase of the Spitzer mission is over and the data taken with the IRS spectrograph are publicly available, for example through the CASSIS website (Lebouteiller et al. 2011) 1 . In this paper we investigate a sample of AGB stars and RSGs in the MCs that is almost double in size compared to that considered by G09, including 19 C stars in four dSphs: Fornax, Carina, Leo I, and Sculptor (Matsuura et al. 2007 ).
Considerable work is ongoing to model large numbers of AGB stars in the MCs using the available photometry, by fitting the SEDs of individual stars with a radiative transfer model. Gullieuszik et al. (2012) presented results on 374 AGB candidates in a 1.42 square degree area 2 in the LMC observed as part of the VISTA Magellanic Cloud Survey (VMC; Cioni et al. 2011) . Riebel et al. (2012) derived MLRs for a sample of ∼30 000 AGB stars and RSGs in the LMC, by fitting up to 12 bands of photometry to the precomputed Grid of Red Supergiant and Asymptotic Giant Branch ModelS (GRAMS; for the C-rich grid; Sargent et al. 2011 for the O-rich grid). Srinivasan et al. (2016) used a similar approach for the SMC. Boyer et al. (2012) took a hybrid approach by first determining the dust MLR using the GRAMS models for 65 stars in five classes of AGB stars and RSGs. They then determined relations between the dust MLR and photometric excess at 8 µm and used these to estimate the dust MLR for a total of about 25 000 AGB stars and RSGs in the LMC and about 7500 in the SMC.
To only consider stars with IRS spectra naturally limits the number of stars for which mass-loss rates and luminosities may be determined, but the spectra provide some important advantages compared to just a photometric sample. First, molecular absorption bands and dust emission features in the spectra allow confident identifications of C-rich versus O-rich stars (as described succinctly by Kraemer et al. 2002) . Spectroscopic classifications are not perfect, primarily because some sources exhibit C-rich and O-rich characteristics simultaneously, but they do help break the degeneracies where the two classes overlap in colour-colour space (for the bluest and reddest sources). Second, the spectra better constrain mineralogical properties of the dust such as grain size and shape, crystallinity, and chemistry. And, because the spectra provide more information on a source than the photometry can, they also better constrain the radiative transfer models fitted to the data. The lessons learned from the smaller spectroscopic sample can then be applied to models of the much larger photometric samples.
Section 2 describes the sample of AGB stars and RSGs with IRS spectra and the spectral data. Section 3 describes the ancillary photometry and the periods derived from those data. Section 4 presents the radiative transfer model and the properties of the dust species considered. Section 5 presents the results and compares them to previous efforts (e.g. G09). In Sect. 6 we discuss the relation between stellar evolution and mass loss.
The sample of infrared spectra

Spectra
Several groups have obtained Spitzer IRS data of evolved stars in the LMC and SMC. Table 1 lists the programs considered here. The last program listed provided data on a sample of 19 C stars in the Carina, Fornax, Leo I, and Sculptor dSphs.
Most of the spectra considered here were obtained with the low-resolution modules of the IRS: Short-Low (SL), which covers the 5.1-14.2 µm range, and Long-Low (LL), which covers 14.0-37.0 µm. Both modules have a resolution (λ/∆λ) of ∼60-100. For some of the fainter sources, spectra were obtained using only SL. Program 40650 (Gruendl et al. 2008 ) observed several deeply embedded carbon-rich sources with SL and the two modules with higher spectral resolution, Short-High (SH) and Long-High (LH). They referred to these sources as extremely red objects (EROs), and we have done the same.
All observations utilized the standard IRS nodding mode, which produces spectra of the source in two positions in each slit. Each module has two apertures, which produce spectra in two orders, along with a short 'bonus' order, which produces a short piece of the first-order spectrum when the source is in the second-order aperture. Thus, to generate a full low-resolution IRS spectrum, eight separate pointings of the telescope are required, and these produce 12 spectral segments which must be combined.
The detailed nature of the observations varied substantially among the samples considered here. Some observers were careful to match the integration times and number of integration cycles in each aperture of a given module; others prioritized reduced observing time over flexibility in background subtraction. Whenever possible, we differenced images by aperture in SL, using the image with the source in one aperture as the background for the image when the source is in the other aperture. For LL, we generally used the image with the source in one nod as the background for an image with the source in the other nod in the same aperture. However, when forced to deviate from this default due to background gradients, other sources in the image, or the design of the observation, we shifted to whatever background had the least structure. Difference images still contain pixels which cannot be calibrated (rogue pixels), which we replaced using the imclean algorithm (see Sloan & Ludovici (2012) for more details).
Spectra were extracted from images using two methods: tapered-column and optimal extraction. The former sums the spectra within a range of fractional pixels close to the spectral trace. The algorithms available with the SMART and CUPID packages are functionally equivalent; 3 we used CUPID. Optimal extraction fits a measured point-spread function (PSF) to the image at each wavelength to minimize the noise. We used the algorithm available in SMART (see Lebouteiller et al. 2010 for details) but ran it offline.
For tapered-column extraction, spectra were extracted from individual images and then co-added. For optimal extraction, we coadded the images first to improve our ability to properly locate faint sources, then extracted.
The tapered-column extractions are preferred in only a few cases. If the source is extended, optimal extraction produces artefacts due to the impossibility of fitting a PSF. For bright sources, the gain in signal-to-noise ratio (SNR) with the optimal extraction is negligible, and for the highest SNR cases, artefacts due to limits in our understanding of the PSF can be seen. We used optimal extraction in most cases; it can improve the SNR by a factor of nearly two. Only when the spectra produced different structure did we rely on the tapered-column extraction. 4 Most of the spectra considered here are publicly available from the CASSIS website, which provides both tapered-column and optimal extractions and guidance as to which is preferred in individual cases.
Spectra observed with SH and LH were extracted using fullslit extraction, which is also available in SMART. Only the EROs from Program 40650 (Gruendl et al. 2008 ) are affected. Sloan et al. (2008) Evolved stars in the LMC and SMC 1094 F. Kemper AGB evolution in the LMC (and Galaxy) 3277 M. P. Egan Sloan et al. (2006) , Kraemer et al. (2016) Infrared-bright sample in the SMC 3426 J. H. Kastner Buchanan et al. (2006) Infrared-bright sample in the LMC 3505 P. R. Wood Zijlstra et al. (2006) , Lagadec et al. (2007) AGB stars in the LMC and SMC 3591 F. Kemper Leisenring et al. (2008) Evolved O-rich stars in the LMC 30155 J. R. Houck
Sources with crystalline silicates in the SMC 30788 R. Sahai Sloan et al. (2014) Embedded carbon stars and post-AGB objects in the LMC 40159 A. Tielens Kemper et al. (2010) , Woods et al. (2011) Filling colour-colour and colour-mag. space in the LMC 40650 L. W. Looney Gruendl et al. (2008) YSOs (and some deeply embedded carbon stars) in the LMC 50167 G. Clayton RSGs in the LMC and SMC 50240 G. C. Sloan
Filling colour-colour and colour-mag. space in the SMC 50338 M. Matsuura Matsuura et al. (2014) Carbon-rich post-AGB candidates in the LMC 20357 A. Zijlstra Carbon stars in other Local Group dwarf galaxies
Another difference between observations was the requested accuracy of the peak-up algorithm used to centre the source in the spectroscopic slit. Some of the spectra did not utilize the highest accuracy, and as a result these were more likely to suffer from partial truncation of the source by the slit edges. Given the narrow size of the SL slit (3.6 ′′ ) compared to the typical pointing accuracy of ∼0.4 ′′ , any of the SL data could be affected. Sloan & Ludovici (2012) found that for most observations, multiplying a spectral segment by a scalar would solve this pointing-induced throughput problem to within ∼2%.
Throughput problems generally result in small discontinuities between spectral segments. We assumed that all corrections should be up, to the best-centred spectral segment.
We calibrated the spectra using HR 6348 (K0 III) as a standard star, supplemented with HD 173511 (K5 III) for LL data taken after the change in detector settings for that instrument (starting with IRS Campaign 45). Sloan et al. (2015) describe how the truth spectra for these sources were constructed, tested, and cross-calibrated with other systems.
Considering the sample
Not all programs considered here observed AGB stars and RSGs exclusively. As with G09, targets were selected from these programs by examining the IRS spectra, collecting additional photometry (see below), consulting SIMBAD and the papers describing these programs, and considering the results of the radiative transfer modelling (see Sect. 4).
Our classification leads to a sample with 225 C stars and 171 M stars, with the M stars including ten objects in the foreground of the LMC and one in front of the SMC. Our C stars include R CrB stars and post-AGB objects which other groups place in separate categories. For example, we count 160 stars in the LMC and 46 in the SMC, while Sloan et al. (2016) count 144 and 40, respectively. The classifications from the SAGE Team include 145 C stars in the LMC and 39 in the SMC (Jones et al. 2017b; Ruffle et al. 2015) . We have classified one unusual object, 2MASS J00445256−7318258 (j004452) as a C star, due to the deep C 2 H 2 absorption band centred at 13.7 µm. Ruffle et al. (2015) classify it as O-rich due to the presence of strong crystalline emission features at 23, 28, and 33 µm. Kraemer et al. (2017;  They refer to the object as MSX SMC 049.) confirmed its optical C-rich spectrum, noted its dual C/O chemistry in the mid-infrared, and suggested that it may be a post-AGB object.
Ancillary data
Tables A.1 and A.2 in the Appendix list basic information for the C and M stars respectively, including name, position, an abbreviated identifier used in subsequent tables and figures, the pulsation period, pulsation (semi-)amplitude and filter (see details in Section 3.2 below), and remarks. These tables and some of the figures use the following classifiers for the oxygen-rich stars: FG=Foreground; SG=Supergiant; MA=M-type AGB-star.
Photometry
For all stars additional broadband photometry ranging from the optical to the mid-IR was collected from the literature, primarily using VizieR 5 and the NASA/IPAC Infrared Science Archive 6 , using the coordinates given in Tables A.1 and A.2. In the optical we collected U BVI data from Zaritsky et al. (2002 Zaritsky et al. ( , 2004 for the LMC and SMC, U BVR data from Massey (2002) for the MCs, BVRI data from Oestreicher et al. (1997) for RSGs in the LMC, OGLE-iii VI mean magnitudes from Udalski et al. (2008a,b) , EROS BR mean magnitudes from Kim et al. (2014) and Spano et al. (2011) , MACHO BR mean magnitudes from Fraser et al. (2008) , and VRI data from Wood, Bessell & Fox (1983, hereafter WBF) .
Near-infrared photometry comes from DENIS I JK data from Cioni et al. (2000) and their third data release (The DENIS consortium 2005) , the all-sky JHK release of 2MASS , the extended mission long-exposure release (2MASS-6X, Cutri et al. 2006) , JHK data from the IRSF survey (Kato et al. 2007) , JHK data from the LMC near-infrared synoptic survey (Macri et al. 2015) , SAAO JHKL data from Whitelock et al. (1989 Whitelock et al. ( , 2003 , and CASPIR JHKL data specifically taken for the IRS observations , 2008 , Groenewegen et al. 2007 , and from Wood et al. (1992) , and Wood (1998) . VMC data (Cioni et al. 2011) were used for selected very red sources, mostly to try to determine their pulsation periods (Sect. 3.2).
Mid-infrared data include IRAS data from the Point Source Catalogue and the Faint Source Catalogue (Moshir et al. 1989; Loup et al. 1997 ; only data of the highest quality flag were considered), photometry at 3.6, 4.5, 5.8, 8.0 and 24 µm from the SAGE survey of the LMC (Meixner et al. 2006 ; two epochs), the S 3 MC survey of the SMC, (Bolatto et al. 2007) , and the SAGE-SMC catalogue (Gordon et al. 2011 ; also two epochs). For selected very red sources we also used Spitzer photometric data from Gruendl et al. (2008) and Whitney et al. (2008) . We also used data from the Wide-field Infrared Survey Explorer (WISE; Wright et al. 2010) , specifically from the AllWISE catalogue (Cutri et al. 2013) , as well as data from the Akari PointSource Catalogueue (up to five filters between 3 and 24 µm) and Infrared Camera catalogue (IRC; 9 and 11 µm) (Ishihara et al. 2010 , Ita et al. 2010 , Kato et al. 2012 . Far-infrared data were obtained from the Akari Far-Infrared Surveyor (FIS, with four filters between 65 and 160 µm; Yamamura et al. 2010) , MIPS 70 µm data from the SAGE survey, and the Heritage survey, which included photometry from Herschel at 70, 100, 250, 350, and 500 µm (Meixner et al. 2013) . Reliable data beyond 60 µm were available for only about a dozen C stars and a half dozen O stars, mostly SAGE data at 70 µm. Additionally, MIPS-SED spectra (van Loon et al. 2010a,b) were used for four sources 7 . The literature considered is not exhaustive, but it does include all recent survey data available in the near-and mid-IR, where these stars emit most of their energy. When fitting radiative transfer models, all data were considered as individual measurements with their reported errors. No attempt was made to combine or average multiple observations in a given photometric band, or in similar bands from different telescopes. Variability is an important characteristic of AGB stars and can influence the constructed SED and the fitting. Fortunately, in the optical where the amplitude of variability is largest, mean magnitudes are available from the OGLE, MACHO and EROS surveys, with small errors on the mean magnitude.
In most cases, spectra from the IRS and the infrared photometry agreed. In the 48 cases where they did not (∼ 12% of the sample), the spectra were scaled to the available photometry in wavelengths covered by the spectrum. In half of those cases, the correction was less than 25%, and in 14 cases it was larger than a factor of two.
Pulsation periods
An extensive effort was made to obtain pulsation periods for the sample. The most important data sources are the OGLE, EROS and MACHO photometric surveys. Although periods have been published for LPVs from these surveys, we downloaded the original data and derived periods independently using the publicly available code Period04 (Lenz & Breger 2005) . OGLE-III I-band data are available through the OGLE Catalogue of Variable Stars.
8 The EROS-2 data for more than 150 000 stars that were used by Kim et al. (2014) are available online, 9 and the data for the few stars that were missing were kindly provided by Dr. Jean-Baptiste Marquette (private communication). The correspondence between EROS-2 identifier and coordinates is provided by a separate database, but is also available through SIMBAD and VizieR. MACHO data are also online. 10 In this case any association listed in SIMBAD and VizieR between our sources and the MACHO counterpart was only taken as guidance, and we independently searched for all MACHO targets within 2.5 ′′ of our targets. Other sources of optical data were also considered, specifically the Catalina Sky Survey (CSS, Drake et al. 2014) , 11 ASAS-3 data (Pojmanski 2002) 12 , and data from the Optical Monitor Camera (OMC) onboard INTEGRAL (Mas-Hesse et al. 2011). 13 Many of the redder sources have traditionally been monitored in the near-infrared (for example Wood 1998 , Whitelock et al. 2003 , and these data have also been used, either taking directly the quoted periods and amplitudes or in some cases combining the data and rederiving the periods. For red stars with no previous period determination or where the available infrared data were sparse, the VMC database (Cioni et al. 2011 ) was consulted. In the K-band the VMC observations typically have 10-15 data points spread over a relatively short timespan (6-12 months), but when combined with other data, even if from a single epoch, a reliable and unique period could be derived in many cases (Groenewegen et al. in prep.) To analyse the variability of the more embedded sources, we have used the data from WISE differently than described in the previous section, where the focus was on assembling photometric data to be fitted with radiative transfer models. To investigate variability, we have followed Sloan et al. (2016) and used the AllWISE Multiepoch Photometry Table and the NEOWISE-R Single Exposure (L1b) Source Table ( from the NEOWISE reactivation mission; Mainzer et al. 2014 ) but with some changes to their method. We did not average together data taken within a few days of each other. We considered data up to and including the June 2017 release, which gives two more years of data than were considered before. We also focussed just on the W2 filter at 4.6 µm, as it is brighter than W1 for the reddest sources.
When data were available, we combined the W2 data with IRAC 4.5 µm data from the SAGE-VAR catalogue (Riebel et al. 2015) , which adds four epochs obtained during the warm Spitzer mission on the Bar of the LMC and the core of the SMC with the original epochs obtained during the SAGE and SAGE-SMC surveys. The effective wavelengths of the W2 and IRAC 4.5 filters are similar, but for the reddest sources for which these data were used, the difference can be of the order of a few tenths of a magnitude. To shift the W2 at 4.6 µm to 4.5 µm, we did not use the colour corrections derived by Sloan et al. (2016) . Instead, we used the radiative transfer models fitted to the photometry to determine the proper adjustment from the WISE to the IRAC filter. Tables A.1 and A.2 in the Appendix list the adopted pulsation period, the amplitude (in the mathematical sense, sometimes referred to as the semi-amplitude, or in other words, half the peak-to-peak amplitude), the filter, and the reference to the data used.
The sample includes about 180 stars with periods listed by OGLE. In 85% (88%) of the cases the period we derive from the OGLE data agrees within 5% (10%) with the first of three possible periods listed by OGLE. In an additional 6% of the cases our adopted pulsation period corresponds to the second period listed by OGLE. There are also a few cases where the period we find is about double that of the first OGLE period. The final periods listed in the tables also include the analysis from EROS and MACHO data when available.
As mentioned above, Sloan et al. (2016) used AllWISE and NEOWISE data to derive previously unknown periods for five C stars (their Fig. 20 ). For three stars we quote periods here based on K-band data from the VMC survey and the literature (Groenewegen et al. in prep) , that agree to within 3% with the 11 http://nunuku.caltech.edu/cgi-bin/getcssconedb release img.cgi 12 http://www.astrouw.edu.pl/asas/?page=aasc&catsrc=asas3 13 https://sdc.cab.inta-csic.es/omc/secure/form busqueda.jsp periods found by Sloan et al. For the other two stars, we independently derived the periods based on the W2 filter (combining it with [4.5] data for one object). Despite the differences in our approaches, the periods agree within 1%.
The model
The models are based on the 'More of DUSTY' (MoD) code (Groenewegen 2012) which uses a slightly updated and modified version of the DUSTY dust radiative transfer (RT) code (Ivezić et al. 1999 ) as a subroutine within a minimization algorithm.
Running the radiative transfer code
The RT code determines the best-fitting dust optical depth, luminosity, temperature at the inner radius, T c , and index of the density distribution, ρ ∼ r −p by fitting photometric data and spectra for a given model atmosphere and dust composition. (The code can also consider visibility data and 1D intensity profiles, but these data are not available for the sample considered here.) Each of the four free parameters may be fixed or fitted in the RT code, see Section 4.3.
The outer radius in the models is set to a value where the dust temperature reaches about 20 K. This implies values of (4 − 22) · 10 3 times the inner radius, which correspond to outer radii of less than ∼ 25 ′′ in all cases. However, depending on wavelength, the emission comes from a much smaller region. As a test, the SED was calculated for one of the reddest sources with a large default outer radius of 13 000 R in , and then re-run with progressively smaller outer radii. At 70 µm the flux is reduced by 5% when decreasing the outer radius to 2 000 R in , corresponding to about 2 ′′ . In comparison the FWHM of the MIPS 70 µm band is 18
′′ . Emission at shorter wavelengths comes from an even more compact region, for example < ∼ 1 ′′ at 24 µm. Generally, the PSFs of the combinations of instrument and filter of the datasets listed in Sect. 3 match the physical size of the emitting region at the distance of the MCs quite well. The exception is the WISE 4 filter at 22 µm with a PSF of 12 ′′ , which is much larger then the size of the emitting region and makes background subtraction more important. In fact, this is the data point that has been excluded most frequently from the SEDs, in 25 of the 370 sources for which it was available.
We masked those portions of the IRS spectra with poor S/N or those affected by background subtraction problems and did not include them in the minimization procedure. In addition, spectral regions dominated by strong molecular features that are not included in the simple model atmospheres are also excluded for the C stars, that is the regions 5.0-6.2 µm (CO + C 3 , e.g. Jørgensen et al. 2000) , 6.6-8.5 µm and 13.5-13.9 µm (C 2 H 2 , e.g. Matsuura et al. 2006) . No regions were excluded in the fitting of the O-rich stars.
The photospheric models for C stars come from Aringer et al. (2009) 14 , while the M stars are modelled by a MARCS stellar photosphere model (Gustafsson et al. 2008) 15 . For the C stars, the models assume 1/3 solar metallicity for the LMC and 1/10 for the SMC and other Local Group galaxies. For M stars, the corresponding values are −0.5 and −0.75 dex. The model atmospheres also depend on log g, mass, and C/O ratio (for the C-stars). The SED fitting is not sensitive to these values, and we adopted fixed values log g = 0.0 or +0.5, 1 or 2 M ⊙ , and C/O= 1.4.
To determine luminosities from the RT output, distances of 50 kpc to the LMC and 61 kpc to the SMC are adopted, while for the other Local Group galaxies the distances adopted by are kept: 84.7 kpc for Sculptor, 104.7 kpc for Carina, 140.6 kpc for Fornax, and 259.4 kpc for Leo I.
The model results have been corrected for a typical A V = 0.15 mag for all Magellanic stars, 0.06 mag for Sculptor, 0.08 mag for Carina and Fornax, and 0.09 mag for Leo I. We adopted the reddening law of Cardelli et al. (1989) for other wavelengths. The exact value has little impact on the results, as it corresponds to < ∼ 0.02 mag of extinction in the near-IR.
Dust grain properties
The dust around the C stars is assumed to be a combination of amorphous carbon (AMC), silicon carbide (SiC), and magnesium sulphide (MgS). The optical constants are taken from Zubko et al. (1996 , the ACAR species, denoted 'zubko' in Table B .1) for AMC, Pitman et al. (2008, denoted 'Pitm' in Table B .1) for SiC, and Hofmeister et al. (2003, denoted 'Hofm' in Table B .1) for MgS. Models were run mostly for a single grain size 0.15 µm, although some models were also explored with a= 0.10 and 0.30 µm. The current modelling does not allow us to determine the grain size (or even grain size distribution). Nanni et al. (2016) recently found that the near-and mid-IR colours of SMC C-stars can be described better with grains of size < ∼ 0.12 µm than with grains > ∼ 0.2 µm. The models by G09 did not consider MgS, and the 22-39 µm wavelength range was specifically excluded in their fitting. Also, the absorption and scattering coefficients were calculated in the small-particle limit for spherical grains. Here, MgS is included in the fitting, but spherical grains are known not to match the observed profile of MgS (Hony et al. 2002) . The absoption and scattering coefficients for MgS have been calculated using a distribution of form factors (Mutschke et al. 2009 ) close to the classical CDE (continous distribution of ellipsoids; see Min et al. 2006) . This distribution fits the observed shape of the 30 µm feature reasonably well.
The identification of MgS as the carrier of the 30 µm feature by Goebel & Moseley (1985) has come under some scrutiny in the past few years. The primary issue is that the strength of the 30 µm feature in some post-AGB objects would violate abundance limits if the grains were solid MgS (Zhang et al. 2009 ). However, if MgS forms a layer on a pre-existing core, it will produce the observed feature without requiring too much Mg or S. Sloan et al. (2014) reviewed the spectroscopic evidence supporting the case for layered grains, addressed other concerns about MgS as the carrier of the 30 µm feature, and concluded that it remains the best candidate.
The absorption and scattering coefficients for SiC and AMC are calculated using a distribution of hollow spheres (DHS, Min et al. 2003) . In DHS, the optical properties are averaged over a uniform distribution in volume fraction between zero and f max of a vacuum core, where the material volume is kept constant, in order to simulate the fluffiness of real grains. G09 found that f max = 0.7 fitted the data well, and we use that value here.
AMC, SiC and MgS are then mixed in proportions in order to fit the data, that is the strength of the SiC and MgS feature. This method assumes that the mixture is uniform throughout the envelope and that the grains are in thermal contact.
For M stars the dust chemistry is richer than that for C stars. We considered several species, but found that we could model the observed data with four dust components: amorphous sil-icates (olivine or MgFeSiO 4 ; Dorschner et al. 1995; denoted 'Oliv' in Table B .2), amorphous alumina (Begemann et al. 1997 ; denoted 'AlOx'), metallic iron (Pollack et al. 1994 ; denoted 'Fe'), and crystalline forsterite (Mg 1.9 Fe 0.1 SiO 4 ; Fabian et al. 2001, denoted 'Forst') .
The absorption and scattering coefficients are calculated using DHS with f max = 0.7, and for grain sizes 0.1, 0.2 and 0.5 µm, compared to a more traditional value of ∼0.1 µm. For some Galactic targets, large grains have proven necessary when near-IR visibility data are available, because they provide an additional scattering component. Examples include IRC +10 216 and OH 26.5, which were fitted with MoD code by Groenewegen et al. (2012) and Groenewegen (2012) , respectively. Recently, Norris et al. (2012) , Scicluna et al. (2015) , and Ohnaka et al. (2016) found evidence for grains in the range 0.3-0.5 µm, and 0.1-1 µm grains are advocated to drive the outlow around oxygen-rich stars (Höfner 2008 , Bladh & Höfner 2012 ).
Finding the best model
The MoD code determines the best-fitting luminosity, dust optical depth, temperature at the inner radius, and index of the density distribution. Groenewegen (2012) describes how to identify the best-fitting model by minimizing a χ 2 parameter. The luminosity is fitted in all cases. Whether the other three parameters have been fitted or fixed is indicated in Tables B.1 and B.2. In about 8% of the objects, the data show no evidence of a dust excess, and the dust optical depth is fixed to a small value. In about one-third of the C-stars and half of the O-stars, the dust optical depth is the only additional free parameter. When not fitted, T c is fixed to the typical condensation temperature (1200 K for C-stars and 1000 K for O-stars in most cases) and p is fixed to two, that is the density law for a constant outflow velocity and MLR.
Increasing the number of free parameters will always decrease the reduced χ 2 of the model. To avoid overfitting and penalizing the addition of free parameters, MoD also calculates the Bayesian information criterion (BIC; Schwarz 1978; see also Groenewegen 2012) . The best-fitting model is the one with the lowest BIC value.
Some of the parameters that are determined are external to MoD, as they are available on a discrete grid only. For example, the model atmospheres (both MARCS and Aringer et al. 2009 ) are available on a grid with 100 K spacing. In addition, the grain absorption and scattering properties are pre-calculated for a discrete number of grain sizes and dust compositions. For C stars, we considered AMC, SiC and MgS in ratios 100 : x : y, where x and y are integer multiples of five. We treated O-rich stars with a similar grid for silicates, alumina, metallic iron and forsterite.
MoD is then run over the grid of effective temperatures (for a typical dust composition) to find the best-fitting model atmosphere. Then the model atmosphere is fixed to that effective temperature, and the model is run over the grid of grain sizes and dust compositions to find the best dust model. The input and output of the models (parameters, reduced χ 2 , BIC) are stored, so that the lowest BIC (the best-fitting model) may be found, and errors estimated for the parameters.
Results
Tables B.1 and B.2 in the Appendix list the parameters of the models which best fit the observed data for the C stars and M stars, respectively. Figures B.1 and B.2 in the Appendix show the best-fitting model to the SED and IRS spectra for these two groups. The tables include the luminosity and MLR, calculated assuming an expansion velocity v exp of 10 km s −1 and a gas-todust ratio of 200. Observations of CO line widths suggest that the outflow velocity may depend on luminosity and metallicity (e.g. van Loon et al. 2000 , Lagadec et al. 2010 Goldman et al. 2017 ). The gas-to-dust ratio in the circumstellar outflows is expected to scale with the initial metallicity for O rich sources, but this is not clear for C rich sources, which fuse carbon in their interiors. In both cases, though, the nature of that dependence is uncertain, and we hold both velocity and gas-to-dust ratio constant to aid comparison. The MLRs are proportional to both quantities and can be scaled as desired.
The fitting routine also provides uncertainties for the MLR, dust temperature at the inner radius, and luminosity. These are typically small, of order 1%, and are not reported. The realistic 1σ errors are larger, and can be estimated from a comparison of model runs with different parameters and different realizations of the photometric data. They are typically 10% in luminosity, 25% in MLR and 50 K in T c , and have been estimated from the spread in the parameters in all models that have a χ 2 less than twice the value of the best-fitting model. The difference between the small fitting error and the realistic error is likely due to the difficult treatment of source variability in the fitting. Currently, multiple measurements at a given wavelength have been assigned their respective photometric errors. However, the source variability, especially in Miras and long-period variables is usually much larger than the photometric uncertainty. The fitting will lead to a larger best-fit χ 2 than if the same source were only fitted with, say, a single K-band photometric point.
Colour relations
Some of the analysis presented by G09 can be improved here thanks to the larger sample size. Figure 1 shows a synthetic colour-colour diagram (CCD) generated from the best-fitting models. Plotting (Kastner et al. 2008, G09) . The larger sample only reinforces this conclusion. Following this result, we also constructed CCDs with similar colours generated by using WISE and Akari data. For WISE data, W2−W3 vs. W3−W4 has the most discriminatory power, and for Akari, it is N4−S7 vs. S7−L24. Both CCDs show behaviour similar to the Spitzerbased CCD, but they do not separate the M and C stars quite as well.
Each of the top panels in Fig Two of the strays are red, with [8.0]−[24.0] at 1.9 mag (in the LMC) and 2.3 mag (in the SMC). The red SMC object, IRAS 00350, is classified by Sloan et al. (2014) as a C-rich post-AGB object and is evolving to the red at shorter wavelengths, as expected for more evolved post-AGB objects and young planetary nebulae. The red LMC source is MSX LMC 663, which shows a peculiar SED and the highest effective temperature of the C-rich sample. It has not actually crossed into the colour range defined by the sequence of M stars, and the fact that it has crossed the boundary line illustrates that one could easily draw the boundary slightly differently. A few other C-rich objects have also strayed toward the sequence of M stars. The remaining eight C stars below the boundary with M stars are all relatively blue and dust-free. Three are in the Carina dSph, and their spectra showed no evidence of amorphous carbon or SiC dust . Two, HV 5680 and WBP 17, have clearly C-rich optical spectra and have infrared spectra showing little or no amorphous carbon dust . The remaining three are from the SAGE sample observed by the IRS. Woods et al. (2011) classified two, PMP 337 and KDM 6486, as 'C-AGB', and they are classified by Sloan et al. (2016) as naked and nearly naked C stars (respectively). Woods et al. (2011) classified the third source, LMC-BM 11-19, simply as 'star', and it did not appear in the C-rich sample of Sloan et al. (2016) . All ten of these stars are close to naked stars, and all dust-free stars, whether they be C-rich or O-rich, will fall in the same region in most infrared colour-colour spaces, making some overlap inevitable for the bluest sources.
To test the robustness of how the C stars and M stars separate by colour, we examined the sample of stars defined by . Figure 2 plots those stars with relative errors at 24 µm < 5% and classified by them as C-rich or O-rich. Of the 4867 Crich stars, only 161, or 3.3%, stray into the zone of the M stars as defined above. Of the 2496 stars classified as O-rich, 2233, or 89%, fall in the O-rich zone. These high percentages testify to the discriminatory power of this CCD. Figure 3 shows the bolometric correction (BC) at 3.6 µm versus [3.6]−[8.0] colour, and at K versus (J −K) colour (in the 2MASS system) for the synthetic colours determined from the best-fitting models for all sources. The bolometric magnitude M bol has been calculated from −2.5 log L bol /L ⊙ +4.72 mag. The data have been fitted by polynomials, and Table 2 lists the coefficients and the rms in the fit. Relations like these make it possible to estimate bolometric magnitudes with an estimated uncertainty of about 0.1-0.3 mag, which should be sufficient for most applications. Such an estimate could also serve as a first guess in a more detailed automated modelling.
Bolometric corrections
The BC for C stars at 3.6 µm is the best defined relation and has an rms scatter below 0.1 mag. Polynomials are fitted separately to the data on either side of For the C stars, the BC for (J − K) agrees well with the quadratic relation by Kerschbaum et al. (2010) in the range in common (J − K < 4). Our values are on the low side compared to observations by Whitelock et al. (2006) and models by Nowotny et al. (2013) and Eriksson et al. (2014) . The fitting excludes 24 C stars with (J − K) > 10 mag as well as the outliers SAGEMCJ054546 (near J − K ∼ 1.75 mag) and IRAS 05278 (near J − K ∼ 4.05 mag).
For the redder carbon stars, the scatter about the fitted polynomials is substantially larger for the bolometric corrections based on (J − K) compared to [3.6]−[8.0], primarily because [3.6]−[8.0] better samples the peak of the SED for these sources. Another contribution to the scatter at (J −K) is that more evolved carbon stars can show excesses of blue radiation, which Sloan et al. (2016) attribute to scattered light escaping from shells as they begin to depart from spherical symmetry (see Section 5.3). For all of these reasons, we would recommend the use of BCs based on (J − K) only for J − K 2 mag. Beyond that limit, BCs based on colours from longer-wavelength filters will be more reliable.
The BCs for M stars based on [3.6]−[8.0] show a welldefined relation with a scatter of about 0.2 mag. No data were excluded from the plot or the fitted polynomial.
We have fitted two polynomials to estimate the BC for M stars based on (J − K), with a break at J − K = 1.45 mag. One M star (IRAS 05329 at J − K ∼ 7.1) is neither plotted nor fitted. In the regime J − K < 1.45 mag four stars are excluded by sigma-clipping (HV 12122, HV 12070, NGC 1948 WBT 2215 . The break at J − K = 1.45 mag results from a clear dichotomy in the data, which can also be seen the data presented by Kerschbaum et al. (2010) . For bluer colours, where most of the stars are located, a simple straight line fits well, with a dispersion less than 0.1 mag. For redder colours a third-order polynomial is fitted, but the data show much more dispersion. As for the carbon stars, the BC based on [3.6]−[8.0] is much better behaved for the redder sources in the sample. Here the shift away from BCs based on (J − K) should occur at J − K ∼ 1.45 mag. 
Mass-loss rates
The typical uncertainty in log (MLR) is about 0.22 dex. The three data points with [3.6]−[8.0] ∼ 6.5 mag and logṀ > −4 are excluded, because they have probably evolved off of the C-rich sequence defined by the rest of the sample. Two of these sources appear in the sample of Magellanic carbon-rich objects of Sloan et al. (2014) , primarily because their IRS spectra were redder than any of the carbon stars considered by Sloan et al. (2016) . The spectra showed no other obvious spectral features associated with post-AGB objects, such as forbidden lines, fullerenes, or polycyclic aromatic hydrocarbons (PAHs). The third source is one of the EROs from the sample by Gruendl et al. (2008) , ERO 0518117. As a group, the observed photometry of these sources suggests that they have begun to evolve off of the AGB, by showing both reduced variability and bluer colours at shorter wavelengths. C stars generally show a tight relation between most infrared colours, so that in most CCDs, they fall along an easily recognisable sequence. However, some of the reddest sources depart from that sequence. (Fig. 13 from Sloan et al. 2016) . These sources may be deviating from spherical symmetry, allowing some light from the central star to escape via scattering in the poles of the extended envelope. One should keep in mind that our models assume spherical symmetry. Sloan et al. (2016, Fig. 14 
The typical uncertainty is about 0.49 dex in logṀ, which is larger than for the C stars, due mostly to the apparent split in the relation for AGB stars and red supergiants, with the supergiants usually showing higher MLRs. This relation is not valid at the bluest colours, [3.6]−[8] 0.1 mag, because the actual MLRs drop to zero much more quickly than the fitted relation indicates.
The major difference with G09 is that the current C-rich models use the optical constants for AMC from Zubko et al. (1996) , while G09 used the constants from Rouleau & Martin (1991) .
Discussion
6.1. Comparison to other works 6.1.1. Groenewegen et al. (2009) First we compare the MLRs derived by G09 to the present paper, which includes more photometry for the SED, uses different model atmospheres, and uses improved code for radiative transfer. In addition, the absorption and scattering coefficients have been calculated differently and with different optical constants, with a change in amorphous carbon for the C stars and a change from astronomical silicates derived from observations to silicates measured in the laboratory for M stars.
The ratio of the MLRs for 76 non-foreground (FG) M stars (in the sense of old/new) has a median value of 1.17, with 90% of the ratios in the range 0.6 to 2.7. The M stars show no obvious systematic effects, and the scatter suggests a random fitting error of a factor of two in the MLR.
The difference between the current models and those of G09 is much more dramatic for the carbon stars, as Figure 5 shows for the 101 sources in common between the two samples. This difference arises primarily from the shift from the optical constants for amorphous carbon from Rouleau & Martin (1991) to the ACAR sample from Zubko et al. (1996) . The mean ratio is 8.99, the median is 7.58, and the standard deviation is 5.82. 80% of the sample have a ratio of MLRs between 5.2 and 11.4. The bottom panel of Figure 5 shows that the change in MLR due to the change in optical constants decreases with higher MLR, down to a ratio of 5.0 for the highest mass-loss bin.
A direct comparison of the extinction coefficient of the amorphous carbon grains used in the present work and by G09 (they assumed small grains and ignored scattering) shows that the ratio of opacities is about 9.5 at 1 µm and 5.4 at 2 µm, consistent with the trend seen in Fig. 5 .
These results reveal the impact of the chosen optical constants for amorphous carbon. The constants from Zubko et al. (1996) produce slightly better fits to the observed spectra, but no compelling reason exists for choosing one set of constants over another. The consequences of this decision are substantial. Boyer et al. (2012) and Matsuura et al. (2013) both estimated the total dust input from AGB stars in the SMC and LMC, but their estimates differed by factors of approximately 8 in the LMC and ∼11 in the SMC. In both cases, the estimates by Matsuura et al. were higher, because they used the models by G09 to calibrate the MLRs of their photometric sample, and those models were based on the optical constants from Rouleau & Martin (1991) . Boyer et al., on the other hand, used the GRAMS models Fig. 3 . Bolometric correction at 3.6 µm versus [3.6]−[8.0] colour (left) and K versus J − K colour (right) for C stars (top panels) and M stars (bottom panels). The solid dark-blue lines are polynomial fits to the data (see Table 2 ). See Section 5.2 for an explanation of sources not fitted or plotted. For C stars in the top right panel, red stars indicate models by Nowotny et al. (2013) , green dots indicate models by Eriksson (2014) , the dotted red line indicates the fit by Kerschbaum et al. (2010) , and the dashed red line indicates the fit by Whitelock et al. (2006) . For M stars in the lower-right panel, the straight red lines indicate relations "A", "B", and "C" from Kerschbaum et al. (2010) , valid in the range 1.0 < J − K < 1.6, 1.1 < J − K < 1.95, and 1.75 < J − K < 2.9 mag, respectively. The dashed light blue line indicates the fit by WBF. , which are based on the ACAR constants from Zubko et al. (1996) . Dust grains with more regular lattice structures should be more efficient absorbers and emitters, because they can function as better antennae. If we can apply that principle to the dust constants, it follows that more graphitic carbon-rich dust will have higher opacities, and thus require less dust mass to explain a given amount of emission and absorption. More amorphous dust would require more mass, and that is consistent with the constants from Rouleau & Martin (1991) , the models by G09, and the estimated total dust inputs in the SMC and LMC by Matsuura et al. (2013) . On a microscopic level, graphitic grains can be described as purely aromatic sheets of carbon, while more amorphous grains would consist of mixtures of aromatic and aliphatic carbon. The aliphatic/aromatic ratio is thus the key descriptor of the dust. It would be particularly helpful for future laboratory work to explore this ratio in their samples, because we still do not have a way to distinguish what best fits the carbon stars we have observed. And as noted already, this lack of knowledge leads to significant uncertainty in total dust production by carbon stars in nearby galaxies.
Riebel et al. (2012)
We can also compare our results to those of Riebel et al. (2012) , who derived MLRs for a sample of ∼ 30 000 AGB stars and (1) and (2). The carbon stars include sources from the LMC, SMC, and dwarf spheroidal galaxies.
RSGs in the LMC by fitting up to 12 photometric bands with the GRAMS models. We matched our source list to their LMC targets using a search radius of 1 ′′ and only keeping stars for which they list an error in the MLR of less than 30%. In Fig. 6 we plot the ratio of our dust MLRs (found by dividing the MLR by 200) and theirs. For 130 C stars in common the median of this ratio is 0.46, with 90% of the stars within a factor of 2.7 of this. For 63 M stars (excluding FG objects) the median ratio is 0.17 with 94% within a factor of three of this value.
The difference in MLRs could arise from different inner radii in case of the C stars (see next section) while for the O stars it could be due to the difference in using astronomical silicates versus opacities based on optical constants measured in the laboratory (see Sections 6.1.4 and 6.1.5).
Srinivasan et al. (2011)
Srinivasan et al. (2011) compared their results to G09 and found that their MLRs were a factor 1.7 lower (median value). They related this difference to their use of the optical constants from Zubko et al. (1996) , while G09 used the constants from Rouleau & Martin (1991) . However, as noted in the previous section, the same change in optical constants reduces the MLRs by a factor of between 5 and 10 for the stars in common between the present work and G09. Thus the differences in methodology must also affect the estimated MLRs. Table 3 lists the four stars used to calibrate the GRAMS models. They are the C stars TRM 88 and OGLE LMC-LPV-28579 (our identifier is ogle051306), and the M stars HV 5715 and SSTISAGE1C J052206.92-715017.6 (our identifier is sagemcj052206). The table lists the derived luminosities Fig. 5 . Comparison of the mass-loss rates for carbon stars between the present work and G09. The current work uses optical constants for amorphous carbon from Zubko et al. (1996) , while G09 used constants from Rouleau & Martin (1991) . Top: A direct comparison for the common sources shows that the new models have much lower MLRs. Bottom: The ratios of the MLRs tend to be approximately nine, although the difference between the models drops for the highest MLRs. The gold data points in the bottom panel are the median values for the log of the MLR ratio in each 0.5-dex bin, plotted against the mean log MLR; the error bars are the formal standard deviations. and dust MLRs in the various papers, with the error or range in the parameters when available. Sargent et al. (2010) and Srinivasan et al. (2010) describe the detailed radiative transfer modelling of the SED and IRS spectrum of the two M stars and C stars, respectively. The same numerical code, optical constants, grain-size distribution, etc., derived in these papers were then used in the generation and validation of the GRAMS model grid , and its application , Jones et al. 2012 , Srinivasan et al. 2016 ). Other papers have modelled the SED and/or IRS spectrum using independent methods (e.g. van Loon et al. 1999 , G09, Jones et al. 2014 .
It is important to note that the estimates for luminosity and MLR by Srinivasan et al. (2011 Srinivasan et al. ( , 2016 , Sargent et al. (2011) and Riebel et al. (2012) are based on the same GRAMS model grid. These efforts differed in the details of how the photometric data were gathered and the models were fitted, but they all used models from the same grid. Their estimated luminosities and dust MLRs agree well, although, as discussed below, the work of Jones et al. (2012) , which also used the GRAMS model grid, differed more significantly.
Section 6.1.2 quoted median ratios for our dust MLR to those by Riebel However, the present work determines a dust MLR for TRM 88 approximetely eight times lower than G09. This difference cannot be due entirely to the different optical constants. Other differences in the approach by us, G09, and Riebel et al. (2012) must also play a role.
A likely suspect is that the GRAMS models allow for larger temperatures at the inner radius. The GRAMS models are run for a fixed grid of inner radii (R in = 1.5, 3, 4.5, 7, 12 R ⋆ for the C-star grid, and 3, 7, 11, and 15 R ⋆ for O-star grid), but only models with corresponding temperatures below 1800 K and 1400 K (respectively) are kept. The present work does not accept condensation temperatures higher than 1200 K. Srinivasan et al. (2011) provide R in or T c for our calibration C stars. For TRM 88, we find an inner radius of 15.6 R ⋆ , while Srinivasan et al. find a lower value, 12 R ⋆ , which is consistent with the ratio of dust MLR of 0.42 between the present work and the GRAMS grid. For OGLE 051306 we find 14.1 R ⋆ , while Srinivasan et al. (2010) find 4.4 R ⋆ , a difference due to the temperature at the inner radius, 970 versus 1300 K. If we had adopted that temperature, our MLR would drop by factor of 3.2, and the ratio of our dust MLR compared to Riebel et al. (2012) would decrease from 1.65 to 0.5, or close to the median value.
Jones et al. (2012)
For the O-rich stars HV 5715 and sagemcj052206, Sargent et al. (2010) fitted the SED and IRS spectra, and their results agree well with the GRAMS-based results of Sargent et al. (2011) and Riebel et al. (2012) (see Table 3 ). The fitting method of Jones et al. (2012) , however, led to a much higher estimate of dust MLRs. They also used the GRAMS model grid, but the details of their method differed
16 . An examination of the 69 M stars in common between Jones et al. (2012) and Riebel et al. (2012) leads to a median ratio in the MLRs of 1.6 (Jones et al. / Riebel et al.) , which is not large, but only 35% of the stars lie within a factor of three of the median. Nineteen stars have MLR ratios which differ from the median by a factor of 10 or more, and five differ by a factor of 75 or more. Thus the scatter when considering individual objects is significantly higher, even if the statistical difference for the overall sample is small. As noted above, for 63 M stars in common between Riebel et al. (2012) and the present work, the median ratio (this work / Riebel et al.) in the MLRs is 0.17, with no object with an MLR ratio more than a factor of ten from the median. That difference presents the opposite problem: a reasonable consistency among source-to-source, but a greater shift between the model results overall.
Jones et al. (2014)
Jones et al. (2014) investigated a sample of evolved stars in the LMC by fitting photometry and IRS spectra to a grid of models calculated with the code MODUST (Bouwman et al. 2000) . Table 3 shows that for HV 5715 and sagemcj052206, they find much lower dust MLR than Jones et al. (2012) , and this result is generally true for the larger sample. The two samples contain 26 stars in common, and the median ratio of the 2014 results to 2012 is 0.13, again with a large scatter; for 30% of the stars the difference exceeds a factor of five. The major difference between the two works is the adopted opacities: Jones et al. (2012) relied on the GRAMS models which use the 'astronomical silicates' from Ossenkopf et al. (1992) , while Jones et al. (2014) derive the opacities from optical constants measured in the laboratory, as in the present work.
The differences between the dust MLR from Jones et al. (2014) and the present work are relatively small and uniform. For 18 stars in common, the median ratio is 1.65, with all stars within a factor of 2.6 of this value. Because both papers used identical optical constants for amorphous silicates and aluminium oxide, the differences are likely due to the differences in the opacity for iron and the derived (present paper) or adopted ) iron fraction. Differences in the radiative transfer and fitting procedure are likely to have had a smaller effect. We typically find larger iron fractions than adopted by Jones et al. (2014) and hence lower MLRs.
We have calculated the extinction coefficient for warm oxygen-deficient silicates from the astronomical silicates from 16 They used an extra data point in the SED corresponding to the IRAS 12 µm band and determined from the IRS data, used larger error bars in the χ 2 fitting in order to account for variability, resulting in more GRAMS models providing 'good' fits to the data. They also accounted for inclination angle of the LMC disk which leads to some differences in luminosity and MLR (Jones et al., 2012, private communication Srinivasan et al. (2010) 4810, 6580 2.5 (2.4-2.9) Srinivasan et al. (2011) 6170 2. 4 Riebel et al. (2012) 7080 ± 700 2.12 ± 0.42 present paper 4740 3.2 HV 5715 Sargent et al. (2010) 36 000 ± 4000 2.3 (1.1-4.1) Sargent et al. (2011) 33 000 1.5 Riebel et al. (2012) 33 700 ± 5960 1.56 ± 0.43 Jones et al. (2012) 28 800 19.6 Jones et al. (2014) 19 230 ± 4300 0.63 ± 0.14 present work 28 200 0.25 sagemcj052206 Sargent et al. (2010) 5100 ± 500 2.0 (1.1-3.1) Sargent et al. (2011) Ossenkopf et al. (1992) for single-sized grains of 0.15 µm and compared those to the grains that best fit HV 5715 and sagemcj052206 in the present work. The grains in the present work are larger, and the ratio of opacities at 1 and 2 µm are 1.5-2.6 and 2-6, respectively, consistent with the differences in MLRs between the present work and most of the works based on the M-star GRAMS grid.
Mass-loss and stellar evolution
G09 compared the MLR vs. luminosity diagram with predictions from stellar evolutionary models by Vassiliadis & Wood (1993, hereafter VW) and those using recipes developed by Wagenhuber & Groenewegen (1998) with a Reimers mass-loss law (with multiplicative scaling parameter η = 5 on the AGB). The comparison largely favoured the VW models, vindicating their adopted mass-loss recipe, which is essentially the minimum of the single scattering limitṀ= 2.02 · 10 −8 L/v exp , and an empirical relation between logṀ and P. The fundamentalmode period, P, is calculated from a period-mass-radius relation (see VW for details). Figure 7 shows the relation between MLR and luminosity, with the VW model tracks for LMC metallicity overplotted (the crosses connected with the dotted lines). From the individual evolutionary tracks, a model is plotted every 5000 years. The density of points therefore represents the time spent at a certain position in the diagram. It also explains the 'excursions' which are due to the finite probability of catching a star during a thermal pulse or the luminosity dip that follows. Models are plotted for initial masses of 1.5, 2.5, 5.0 and 7.9 M ⊙ , which evolve at increasing luminosity. Eriksson et al. (2014) scaled to our adopted dust-to-gas ratio and expansion velocity (see text). Blue diamonds in the top panel indicate a sample of Galactic C Miras (see text). RSGs are plotted as plus signs independent of host galaxy and pulsation amplitude. Orange plus signs in the bottom panel indicate models by Bladh et al. (2015) scaled to our adopted dust-to-gas ratio and expansion velocity (see text). The VW models for LMC metallicity are plotted as crosses connected by the dotted lines for initial masses of 1.5, 2.5, 5.0 and 7.9 M ⊙ , but not every track is visible in every panel. Each cross represents a time interval of 5000 years. The dot-dashed line shows the single scattering limit for a velocity of 10 km s −1 . The solid line is the relation found by Verhoelst et al. (2009) for Galactic RSGs.
The distribution of MLRs for the O-rich AGB stars (in the bottom panel) is similar to that described by G09. They are prominent at lower luminosities, which correspond to lower masses where C stars are less likely to form or will form later during their evolution on the AGB. Oxygen-rich AGB stars are largely absent at intermediate luminosities, which correspond to masses dominated by C stars, and they are prominent at higher masses, where hot-bottom burning inhibits the formation of C stars. Essentially no stars exceed the single- The spread is ∼2 dex, which is larger than the ∼1-1.5 dex scatter in the relation for Galactic RSGs.
The orange plus signs represent the recent dynamical models by Bladh et al. (2015) for M stars with masses of 1 M ⊙ and solar metallicities. The models are available for 5000, 7000, and 10000 L ⊙ and cover a range in effective temperatures, pistonvelocity amplitudes and seed-particle densities. 17 The plotted MLR is their value scaled to our adopted dust-to-gas ratio and expansion velocity. The differences are significant. The median values in the 56 models of dust-to-gas ratio (Ψ) and v exp are 5.8 ·10 −4 and 10.4 km s −1 , respectively. The difference in Ψ is considerable, and their calculated MLRs are a median 1.1 dex above the scaled values plotted in Figure 7 . A comparison to our determinations is difficult because of the difference in metallicity and mass, but the agreement is within an order of magnitude, which is encouraging given the fact that the driving of winds in M stars is a difficult problem (Woitke 2006 , Höfner 2008 .
The top panel of Figure 7 shows the results for the C stars. The orange plus signs are the results of the dynamical models at solar metallicity by Eriksson et al. (2014) . From the 540 models they calculated we show the 193 models which result in a outflow (not all models do), and then those with an expansion velocity larger than 5 km s −1 . The plotted MLR is their value scaled to our adopted dust-to-gas ratio and expansion velocity. This difference is significant. The median values for the 193 models of dust-to-gas ratio (Ψ) and v exp are 0.0014 and 23.4 km s −1 , respectively, which differ considerably from our values. Their calculated MLRs lie a median 0.91 dex above the scaled values plotted in Figure 7 , and reach and exceed the single-scattering limit (see below).
The different models at a given luminosity are related to differences in the other input parameters like effective temperature, overabundance of carbon, or velocity of the piston at the inner boundary of their models. Figure 7 also includes Galactic stars (plotted as blue diamonds). The fitting for the Galactic targets was done using different software and dust opacities, which we can expect to lead 17 The models with seed-particle density 10 −16 were not considered, as they do not fit the data considered by Bladh et al. very well (Bladh 2017, private communication). to differences in derived MLRs (see Sect. 6.1). This sample includes three groups. Groenewegen et al. (1998) modelled the SEDs and spectra of 42 Galactic carbon-rich Miras. In this case, the spectra were from the Low-Resolution Spectrometer (LRS) aboard the Infrared Astronomical Satellite (IRAS). Miras were chosen so that the period-luminosity relation could be used to estimate their distances, which are always a challenge for evolved stars in the Galaxy. As part of a different (unpublished) investigation, six stars in that sample covering a range of MLRs were fitted with MoD to derive the differences in MLRs, using updated photometry and where possible, spectra from the Short-Wavelength Spectrometer (SWS) aboard the Infrared Space Observatory (ISO). The third group comes from Groenewegen et al. (2016) who modelled some very red Galactic objects with MoD using the same method as in the present paper. That sample included three additional stars overlapping Groenewegen et al. (1998) , and two other stars. Thus the Galactic sample consists of 44 stars: 33 taken directly from the models by Groenewegen et al. (1998) , nine from that sample based on updated models, and two additional stars.
The median ratio of the MLRs (old/new) is 3.8, and this is largely due to the change in optical constants also used the constants from Rouleau & Martin 1991) . We have scaled the 33 old models by this median ratio. We have also scaled the MLRs of these stars to an expansion velocity of 10 km s −1 , as adopted in the rest of the sample. The stars follow a close relation which is due to the underlying adopted periodluminosity relation.
Compared to G09, the qualitative description of the comparison has changed. G09 found that only three C stars were slightly above the single-scattering limit, which they considered to be consistent with expectations. 18 In the current picture, a significant number of C stars are above the single-scattering limit by up to a factor of ten. This in itself does not necessarily pose a significant issue. First, the MLRs have large uncertainties (and β, too, due to the assumed gas-to-dust ratio of 200 and expansion velocity of 10 km s −1 ). Second, dynamical models show that β > 1 can be reached in realistic models. From a subset of 900 dynamical model atmospheres for carbon stars for solar metallicities from Mattsson et al. (2010) , we find that the 98th percentile on β is 3.0. In the more recent models by Eriksson et al. (2014) , the 98th percentile on β is 1.5. From dynamical model atmospheres for subsolar metallicities by Wachter et al. (2008) one might expect the value for β to be a factor 2.6 lower in the LMC, i.e. near 0.5-1.
If confirmed, our models show that the artificial cut-off in the VW models at β = 1 may be too conservative. A cut-off (if any) at a larger β would result in shorter AGB lifetimes. Figure 8 presents the results differently, with the MLRs of the C stars binned and averaged for the SMC, LMC, dSph galaxies, and our Galaxy separately. The VW evolutionary tracks suggest that for a given mass, the luminosity evolves by about 0.1 dex on the AGB (Fig. 7) , and as a consequence we chose this as the bin size in log L. The MLRs in a luminosity bin are median averaged in logṀ and are plotted in Fig. 8 at the average luminosity of the stars in that bin if a bin includes three or more objects. The error bar indicates the spread in the bins (as 1.5 times the median absolute deviation).
The MLR increases globally with luminosity, as also shown by the models by Eriksson et al. (2014) . Any dependence on metallicity remains difficult to assess. The issue of accurate distances (hence luminosities) remains a limiting factor for any Galactic sample. The models in the present work point to a larger dust MLR in the LMC than in the SMC for a given luminosity, but this could also arise from the difference in the underlying populations (see below) and/or differences in expansion velocity. Groenewegen et al. (2016) determined for the first time the expansion velocity of four C stars in the LMC by detecting the CO J=2-1 transition using the Atacama Large-Millimeter Array (ALMA). All four of these stars are in the present sample: IRAS 05506, IRAS 05125, ERO 0529379, and ERO 0518117. They compared these objects to the closest available analogs in the Galaxy and found that the expansion velocity in the LMC appears to be smaller than in the Galaxy. The key caveat, though, is that the samples are small, and it is difficult to find suitable comparison objects in the two galaxies. Figure 7 shows clearly that between the LMC and SMC, the stars with the heaviest mass loss are located in the LMC. This result does not appear to result from a bias in the spectroscopic sample observed by the IRS. Plotting colour-magnitude diagrams (CMDs) of photometric samples in the mid-IR reveals more intrinsically red AGB stars in the LMC compared to the SMC (Fig. 5 from Ventura et al. 2016 , and references therein).
Comparison to models shows that the largest degree of obscuration in the LMC and SMC occurs for stars with an initial mass of 2-3 M ⊙ and about 1.5 M ⊙ , respectively, a difference which Ventura et al. (2016) attribute to differences in the star formation histories of the two galaxies. Such differences between the populations in the LMC and SMC make it difficult to draw any firm conclusions about how the MLR depends on metallicity.
A super-AGB star candidate
G09 suggested that MSX SMC 055 (or IRAS 00483−7347) is a good candidate for a super-AGB (SAGB) star, based on its high luminosity (M bol = −8.0), its very long pulsation period (1749 days) and large pulsation amplitude (1.6 mag peak-to-peak in I). Its pulsational properties distinguish it from a luminous RSG. Here we present improved estimates for its parameters. Groenewegen & Jurkovic (2017) derived a relation between period, luminosity, mass, temperature, and metallicity based on the 5-11 M ⊙ initial-mass Cepheid models by Bono et al. (2000) . For the parameters P= 1810 ± 50 days, L= 85350 ± 8500 L ⊙ , T eff = 2500 ± 100 K, and Z= 0.004 ± 0.001 (errors are adopted), we derive a current pulsation mass of 8.5 ± 1.6 M ⊙ with the total error in mass dominated by the error in effective temperature. The simpler period-mass-radius relation for fundamental-mode Mira pulsators from Wood (1990) gives a similar value of 9.2 ± 1.8 M ⊙ .
The current MLR is estimated to be 4.5 ·10 −6 M ⊙ yr −1 , assuming a conservative gas-to-dust ratio of 200. Roman-Duval et al. (2014) estimate a value in the ISM in the SMC of 1200 +1600 −420 which implies the MLR could be larger by a factor of a few. Lifetimes in the thermal-pulsing phase are short in SAGB stars (10 4−5 years; e.g. the review by Doherty et al. 2017 ), but these lifetimes in combination with a MLR that could exceed 10 −5 M ⊙ yr −1 indicate that the initial mass of MSX SMC 055 could very well be up to 1 M ⊙ larger than its current mass. García-Hernández et al. (2009) observed this and other massive AGB star candidates in the MCs in the optical at high spectral resolution. The source MSX SMC 055 is very rich in rubidium, Rb, with [Rb/Z] > ∼ +1.7, which confirms the activation of the 22 Ne neutron source at the s-process site and its massive AGB or SAGB nature. Indeed, by comparing these observations to models, they independently suggested an initial mass of at least 6-7 M ⊙ for this star.
The most viable SAGB star candidate in the SMC and LMC remains MSX SMC 055.
The potential of JWST
The James Webb Space Telescope (JWST), due for launch in 2019, provides impressive filter sets on its two imaging instruments, NIRCAM and MIRI, which will enable broadband photometric studies of the evolved stellar population in galaxies out to distances of a few Mpc. At least two published papers have already investigated which filter combinations look to be most useful for distinguishing and characterizing different classes of objects. Kraemer et al. (2017) examined the sample of SMC objects observed by the IRS, using the spectra to confirm the classifications. They found that the 5.6, 7.7, and 21 µm filters best separated C-rich from O-rich stars, while the 5.6, 10, and 21 µm filters best separated young stellar objects (YSOs) from planetary nebulae (PNe). Jones et al. (2017a) performed a similar study using over 1000 sources with IRS spectra in the LMC. They discussed how to discriminate O-and C-rich AGB and post-AGB stars, RSG, Hii regions, PNe and YSOs. Both Kraemer et al. and Jones et al. based their CMDs and CCDs on synthetic photometry using the IRS spectra. Therefore, they were limited in showing diagrams based on MIRI filters. In Appendix C we present synthetic photometry for the sample of almost 400 evolved stars in about 75 filters, including the 29 medium and wide-band filters available with the NIRCAM and MIRI instruments. Fig. 1 which separates O-rich and C-rich very well. Replacing the F1800W filter by F2100W or F2550W yields simililar plots, but for a given integration time and signal-to-noise F1800W is a magnitude more sensitive than F2100W and almost three magnitudes more sensitive than F2550W (Jones et al. 2017a) . Thus for AGB stars, we recommend the 5.6, 7.7, and 18 µm filters to discriminate O-rich from C-rich stars.
Summary and conclusions
We have fitted the SEDs and IRS spectra of almost 400 evolved stars in the SMC and LMC with a dust radiative-transfer model to determine luminosities and (dust) mass-loss rates. The massloss rates depend strongly on the adopted opacities (that is, the optical constants, and to a lesser extent the grain shape).
A comparison with results in the literature shows that for M stars the choice of optical constants based on laboratory measurements leads to lower MLRs than those derived from observations (so called, astronomical silicates) as employed in the widely used GRAMS models. When using laboratorydetermined optical constants, the iron content that is assumed or derived becomes important and introduces an uncertainty of a factor of two. For C stars the choice between the widely used optical constants by Rouleau & Martin (1991) and Zubko et al. (1996) introduces a difference in MLR of a factor of approximately five or more. Comparison with the literature suggests that differences in the allowed inner radius in the radiative transfer modelling may also introduce a factor of two uncertainty in the derived MLR.
All of these uncertainties impact the estimates of the total gas and dust return of evolved stars in the MCs (see the references in Section 5.3). The differences in opacities are the greater problem, and the solution lies in a better determination of what circumstellar grains actually look like. While this paper does not offer any solutions to the problem, we hope that we have helped to better frame the problem and its consequences on our understanding of the role played by AGB stars in galactic evolution.
Also of interest are the particular cases of the half-dozen sources with the largest optical depths. They are not the most luminous sources. Groenewegen et al. (2016) and Sloan et al. (2016) discussed their evolutionary status. Evolutionary models using the COLIBRI formalism described by Marigo et al. (2013) (see additional detail by Groenewegen et al. 2016 ) agree with Ventura et al. (2016) that these stars began their lives with initial masses of 2-3 M ⊙ , but have had their envelope masses reduced to < ∼ 1 M ⊙ through the mass-loss process. The low envelope mass is necessary to explain their long pulsation periods (often longer than 1000 days). Not all of the reddest stars have had their pulsation properties determined, which would clearly be an important contribution. Sloan et al. (2016) noted that the reddest sources showed decreased variability and evidence that radiation from the central star may be escaping the otherwise optically thick dust shell. Both behaviours are consistent with evolution off of the AGB. The unusual blue colours suggest that these stars may also be departing from spherical symmetry, in which case our radiative-transfer models could be underestimating their luminosity. These may be the sources at the very end of their AGB lifetimes, and we need better observational constraints on their geometry and outflows.
Appendix A: The sample
Tables A.1 and A.2 list the samples of C-rich and O-rich stars, with basic information: some common names (as listed by SIMBAD), R.A. and declination in decimal degrees, the identifier used in figures and tables below (where we almost always kept the target name used in the original observation), the adopted pulsation period, the (semi-)amplitude and in which filter. For the oxygen-rich stars a classifier is added (FG=Foreground, SG=Supergiant, MA=M-type AGBstar). These tables are published in its entirety at the CDS; a portion is shown here for guidance regarding its form and content.
The C-stars are listed in order of R.A., but with the stars in the dSph galaxies listed last. For the O-rich stars the foreground objects are listed before the SGs and the AGB stars, and then by R.A. Various criteria have been used to distinguish between foreground, supergiant and O-rich AGB stars; see G09 for details. Compared to G09 only one additional FG object was added HD 269924, which is a K5 star with a significant proper motion. The distinction between SG and MA is sometimes not clear-cut, but our conclusions do not depend on the misclassification of a few objects. Figure A .1 shows one diagnostic that was used, the periodluminosity diagram, with additional information from the pulsation amplitude and colour.
To quantify the impact of misclassifications, we compared our classifications to those from Jones et al. (2012) . Of the 46 stars they classified as O-AGB, we classified one as SG, and two as C-rich. Of the 68 stars they classified as RSGs, we classified seven as MA. We also compared our classifications to those from Ruffle et al. (2015) , Woods et al. (2011), and Jones et al. (2017b) . Of the 18 stars we classified as O-AGB, Ruffle et al. classified two as SG. Of the 21 stars we classified as RSGs, they classified three as MA. Of the 39 stars we classified as O-AGB, Woods et al. (2011) classified 0 as SG. Of the 13 stars we classified as RSGs, they classified zero as MA. Of the 63 stars we classified as O-AGB, Jones et al. (2017b) classified three as SG. Of the 57 stars we classified as RSGs, they classified one as MA. The differences arise mainly because we did not strictly enforce the classic AGB luminosity limit of M bol = −7.1 mag. This comparison shows that the probability of misclassification is ∼5-10%.
Appendix B: Mass-loss rates, luminosities, and fits to the SEDs Tables B.1 and B.2 list the parameters of the models which best fit the observed data. These include the identifier, information on the atmospheric model used (effective temperature, log g, and for the C stars, C/O ratio), grain size and dust type, luminosity, dust optical depth in the V-band, mass-loss rate, whether τ was fitted (1) or fixed (0), T c , whether T c was fitted or fixed, the slope of the denisity law, whether p was fitted or fixed, outer radius (in units of inner radius), and the reduced χ 2 . These tables are published in its entirety at the CDS; a portion is shown here for guidance regarding its form and content.
The reduced chi-square value is given for reference only. There is a large range in values, and sometimes the values are far larger than unity. This is in part related to the construction of the SED and the available photometery (and error) which can be very different across sources, and the role of variability.
Figures B.1 and B.2 show the best-fitting models, and give a subjective indication of the quality of the fits. The top panel shows the observed SED and IRS spectrum and the fitted model on an absolute scale, while the bottom panel shows the IRS spec-trum and the model (the blue line), scaled to a quasi-continuum point based on the average flux in the 6.35-6.55 µm region. Horizontal lines near the bottom indicate wavelength regions excluded from the fit.
These figures are vavailable in the online version of the paper. Only some examples are shown here for guidance regarding its form and content. Groenewegen et al. (2017) , VMC K-band data combined with literature data, 3= Kamath et al. (2010) ; Amplitude estimated from their figures, 4= Whitelock et al. (2003) , 5= ALLWISE + NEOWISE + SAGE + SAGE-VAR, 6= MACHO, 7= EROS, 9= redetermined combining Whitelock et al. (2003) and Wood (1998) , 10= Wood, Bessell & Paltoglou (1985) , 11= Menzies et al. (2011) Identifier T eff / log g grain size and type
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Notes. Column 1 lists the identifier. Column 2 lists the information on the model atmosphere that is used as T eff (in K) / log g. Column 3 indicates the grain size and type: The number after the a indicates the grain size in µm. Then follows the proportion of olivine (MgFeSiO 4 ), corundum, metallic iron, and sometimes forsterite. Column 4 lists the luminosity. Column 5 lists the dust optical depth at 0.5 µm, and Column 6 lists the total mass-loss rate (assuming an expansion velocity of 10 km s −1 , and a dust-to-gas ratio of 0.005). Column 7 indicates if the optical depth was fitted (f=1, or fixed f=0). Column 8 lists the temperature at the inner dust radius, and Column 9 indicates if this temperature was fitted (f=1, or fixed f=0). Column 10 lists the slope of the density law, and Column 11 indicates if this temperature was fitted (f=1, or fixed f=0). Column 12 lists the outer radius in units of the inner dust radius. Column 13 lists the reduced χ 2 of the fit. 
