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Circadian rhythms dictate daily rhythms in physiology and behavior through a defined set of interacting clock proteins [1] . This core mechanism includes dedicated transcription factors that promote gene expression. Among their targets, certain clock proteins feed back to inhibit clock-driven transcription and thus close a loop of transcription and translation that exhibits a circa 24 hour period. In Drosophila, feedback is exerted by the PERIOD (dPER) and TIMELESS (TIM) proteins, while in mammals, PER and CRYPTOCHROME (CRY) proteins are used. Each day these repressors must be cleared away to permit initiation of the next cycle of gene expression. Therefore, much experimental attention has focused on post-translational modifications that dictate dPER and TIM stability and/or turnover, principally phosphorylation [2] . dPER and TIM accumulate phosphorylation over the course of the day [3] , which leads to their eventual degradation [4] and which led to the original formulation of the phospho-timer model for the fly clock [3] . In Drosophila, circadian-relevant kinases include doubletime (DBT), shaggy and casein kinase 2 [5] [6] [7] [8] [9] . Significantly, mutations in CKId (a mammalian DBT orthologue) or in one of its substrate phosphorylation sites on human PER2 underlie several familial advanced sleep phase syndromes (FASPS) [10] .
Although it is clear that circadian post-translation modification is central to the 24 hour timing mechanism, the details are very complicated. For example, there are genetic complications -DBT kinase mutants can exhibit either short or long period phenotypes. There are complications due to the scale of phosphorylation: the dPER protein has 25-30 phosphorylation sites [11, 12] , many of which undergo daily changes in phospho-occupancy. Finally, complications abound with respect to the net effect of phosphorylation: dPER phosphorylation early in the circadian cycle appears to promote its stability, while later in the cycle, phosphorylation promotes its turnover. Now, two new studies [13, 14] help temper the sense of 'phospho-chaos' and replace it with 'phospho-clarity'. Chiu et al. [13] , as reported now in Cell, extend their original phospho-timer model by providing new insights into the details of sequential dPER phosphorylation. They can now explain how this complex series of phosphorylation events sets the speed of the molecular clock. Together with a contribution from Paul Hardin's group [14] , as reported in this issue of Current Biology, these studies reveal how the NEMO and DBT kinases act sequentially and in a spatially precise manner along with the dPER protein to time its eventual degradation and hence the speed of the circadian clock.
Once dPER enters the nucleus, its degradation is controlled by binding of the SCF ubiquitin ligase SLIMB [4, 15] to a region of dPER within its first w100 amino acids that contains a DBT phsophorylation site at serine residue 47. SLIMB is the Drosophila homolog of b-TrCP, which similarly targets mammalian dPER for degradation [16, 17] . A second important site of dPER phosphorylation occurs distantly, in the per short (PER-S) domain. This domain harbors a serine (at residue 589), which when mutated, as in the original per s allele [18] , generates w19 hour behavioral rhythms and leads to accelerated dPER phosphorylation and accumulation [3] . Now working in cell culture, Chiu et al. show that phosphorylation at the PER-S domain precedes phosphorylation that occurs where SLIMB binds dPER (at S47), and that both are mediated by the DBT kinase. Phosphorylation of the PER-S domain delays the rate of S47 phosphorylation. This suggested that interactions between distinct dPER phosphorylation sites can occur over long distances and can be instrumental to the timing of dPER's eventual turnover ( Figure 1 ).
Chiu et al. [13] further show that sequential phosphorylation of several sites within PER-S (S596, S589, S585 and then T583) defines the rate at which PER-S delays dPER degradation and S47 phosphorylation. A single mutation (S596A) close to the carboxyl terminus of the PER-S domain can recapitulate the severity of mutations to all PER-S phosphorylation sites. Mutations to other PER-S sites (e.g., S589 and S585) have less severe effects. Thus, in a hierarchical and spatially directed manner, sequential phosphorylations within PER-S cause increasing delay of S47 dPER phosphorylation and incrementally slow the rate of dPER degradation.
In a compelling extension of the in vitro assays, Chiu et al. show that the newly detailed phospho-timer model perfectly predicts dPER effects on fly behavior in vivo. Disruption of phosphorylation near the caboxy-terminal side of the PER-S phospho-cluster (which greatly accelerated dPER degradation in S2 cells) resulted in very short behavioral rhythms in vivo. Disruption of sites nearer to the amino-terminal side produced a less severe (i.e., less short) behavioral period, again mirroring the in vitro results. Remarkably, disruptions to PER-S phosphorylation sites in between the amino-and carboxy-domain endpoints produced intermediate behavioral periods. Finally, using phospho-specific antibodies, the authors confirmed the hypothesis of a step-wise PER-S phosphorylation cascade, proceeding from the carboxyl-to amino terminus ( Figure 1 ). This remarkable pointfor-point congruence between the in vitro biochemical approach and the in vivo molecular-genetic one exemplifies the strength of the Drosophila model system. Surprisingly, events at the phospho-timer are initiated by a distinct, DBT-independent, phosphorylation event. In searching for the responsible kinase, Chiu et al. [13] found NEMO, a proline-directed kinase lacking previous circadian association. Phosphorylation at S596 of dPER by NEMO promotes phosphorylation by DBT within the neighboring PER-S (Figure 1) . Importantly, NEMO actions that influence circadian clock mechanism extend beyond dPER: NEMO likely also phosphorylates the clock transcription factor Clock (CLK) and TIM. Hardin and colleagues [14] independently discovered a role for NEMO in the Drosophila clock through a behavioral screen of RNA interference stocks specific for prolinedirected kinases. Consistent with Chiu et al., they find that loss of NEMO shortens the behavioral period. Yu et al. also report that elevations of NEMO lengthen the behavioral period. Furthermore, they report that NEMO is a stable component of dPER-TIM-CLK complexes in fly heads and that NEMO is normally enriched in nuclei of many clock neurons. By genetic manipulation, Yu et al. show that while NEMO-mediated phosphorylation slows dPER accumulation and degradation, it destabilizes CLK levels. Thus, the role of NEMO in controlling clock protein levels is likely complex and probably extends to several core clock components.
An important aspect of the dPER phospho-timer model is the opposing nature of DBT's two functions: DBT-dependent phosphorylation of PER-S triggers delay of DBT-dependent phosphorylation at a downstream dPER (S47) site. How can a single DBT kinase mediate antagonistic modifications of a single protein, and do so with temporal precision? The revised phospho-timer hypothesis offers two possible explanations. First, the PER-S phospho-cluster may act as a 'temporal trap' for DBT. Once all sites within PER-S are phosphorylated by DBT, DBT could be relieved of its focus on mid-portions of the dPER protein, and/or its ability to phosphorylate other dPER sites is somehow enhanced. A second model posits that progressive increases in phosphoryation at the PER-S domain generate time-dependent conformational changes in dPER structure that increase its availability to specific proteolytic partners.
Mechanisms of dPER degradation are of interest to fly biologists but also to students of many model systems, including students of the human condition. In Neurospora, the Frequency protein plays a functional role akin to that of dPER and exhibits similar state-dependent phosphorylation [19] . Human sleep-wake cycles are subject to control by the circadian clock and the sleep homeostat, and studies of human pedigrees have revealed genetic predispositions for characteristic advances or delays in sleep phase [10] . Human genetic studies and animal model studies of these syndromes have indicated that the phosphorylation status of human clock proteins is essential to the normal operation of the molecular pacemaker and to its regulation of sleep. Thus, the relevance of these newest contributions by the Edery and Hardin groups likely extend beyond academic considerations of circadian clock mechanism. They may have more general significance for studies of human sleep physiology. The spectacular diversity of flower colour, shape and scent has long been interpreted as part of a dynamic conversation between plants and pollinating animals, particularly insects. However, the very complexity, both of individual flowers and of the ecological networks in which they function, has made it difficult to do much more than describe floral traits and observe correlations between flowers and the animals that frequent them. In recent years the first in vivo characterisations of the functions of individual floral traits have been made, using genetic and transgenic approaches to isolate particular characters. In this issue of Current Biology the Kuhlemeier group [1] investigate the interaction between two key floral traits -colour and scent. By recombining the scent of one species with the colour of a second, and vice versa, they show that colour and scent are equally weighted by hawkmoths when selecting between different flowers.
The flowers of many plants are very complex, featuring a diverse range of colour, scent, shape, symmetry, organ number, surface texture and other traits that are generally assumed to attract animal pollinators.
The enormous diversity of flower types, and indeed of angiosperm species, is often seen as a reflection both of the myriad ways in which these different traits can be combined and of the immense number of animal species that can potentially be recruited as pollen vectors. Of course, insect pollinators can be attracted to apparently simple flowers, such as the Cistus flower in Figure 1A , although even this flower advertises its nectar and pollen rewards through a combination of yellow pigment, purple pigment, a glossy surface, and an exaggerated number of yellow stamens. When interactions with pollinating animals become more specialised then the complexity of the flower can increase enormously. For example, the flower of Ophrys speculum ( Figure 1B ) attracts only males of a single pollinator species, the wasp Campsoscolia ciliata, by mimicking females of the same species. This mimicry extends to the production of wasp-specific pheromones [2] , modification of the exaggerated lower petal (the labellum) to be wasp-shaped, the apparent development of eye spots on that petal by pigmentation, the differentiation of long hairs at the edges of the petal, and the production of the smooth mirror-like blue speculum in the middle of the petal, thought to mimic the sheen on the wasp's wings [3] . Disentangling the relative contribution of complex floral traits, and their interactions, has seemed so difficult that, until recently, most papers focussed on real flowers and their pollinators were understandably limited to description and correlation. At the same time, groups interested in insect learning have provided useful information about the likely function of some traits [4] , including the suggestion that combining multiple floral traits within a single artificial stimulus enhances the ability of animals to identify target flowers [5, 6] .
In recent years genetic and transgenic approaches have at last allowed analysis of the function of individual floral traits in the background of an otherwise normal flower. The classic paper in this field describes the introgression of the YUP locus, responsible for yellow carotenoid-based pigmentation, from orange/red hummingbird-pollinated Mimulus cardinalis into pink beepollinated M. lewisii, and the reciprocal transfer of the M. lewisii allele into M. cardinalis [7] . The resulting orange/ red M. lewisii flowers were now visited by hummingbirds, but less frequently by bees than their wild-type pink relatives. Meanwhile the pink M. cardinalis flowers were now visited by bees, although hummingbirds were apparently not deterred by the lack of carotenoids. These data show that carotenoid pigmentation is important for pollinators in distinguishing between species in this genus, and therefore important to the plants in limiting interspecific hybridisation. Studies using the mixta mutant of Antirrhinum majus have similarly
