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ABSTRACT
In the field of microwave radiometry, Radio Frequency In-
terference (RFI) consistently degrades the value of scientific
results. Through the use of digital receivers and signal pro-
cessing, the effects of RFI on scientific measurements can be
reduced depending on certain circumstances. As technology
allows us to implement wider band digital receivers for ra-
diometry, the problem of RFI mitigation changes. Our work
focuses on finding a detector that outperforms real kurtosis in
wide band scenarios. The algorithm implemented is a com-
plex signal kurtosis detector which was modeled and simu-
lated. The performance of both complex and real signal kurto-
sis is evaluated for continuous wave, pulsed continuous wave,
and wide band quadrature phase shift keying (QPSK) mod-
ulations. The use of complex signal kurtosis increased the
detectability of interference.
Index Terms— Interference, Circularity, Complex Ran-
dom Process, Radiometer, Digital Receiver, Kurtosis, Com-
plex Kurtosis
1. INTRODUCTION
Radio-frequency interference (RFI) is a known problem for
passive remote sensing as evidenced in the L-band radiome-
ters SMOS, Aquarius and more recently, SMAP [1]. Various
algorithms have been developed and implemented on SMAP
to improve science measurements. This was achieved by the
use of a digital microwave radiometer [1]. RFI mitigation be-
comes more challenging for microwave radiometers operat-
ing at higher frequencies in shared allocations. At higher fre-
quencies larger bandwidths are also desirable for lower mea-
surement noise further adding to processing challenges. This
work focuses on finding improved RFI mitigation techniques
that will be effective at additional frequencies and at higher
bandwidths.
To aid the development and testing of applicable detection
and mitigation techniques, a wide band RFI algorithm test-
ing environment has been developed using the Reconfigurable
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Open Architecture Computing Hardware System (ROACH)
built by the Collaboration for Astronomy Signal Processing
and Electronics Research (CASPER) Group. The testing en-
vironment also consists of various test equipment used to re-
produce typical signals that a radiometer may see including
those with and without RFI. The testing environment per-
mits quick evaluations of RFI mitigation algorithms as well
as show that they are implementable in hardware[2].
The algorithm implemented is a complex signal kurtosis
detector which was modeled and simulated. The complex sig-
nal kurtosis detector showed improved performance over the
real kurtosis detector under certain conditions [2]. The real
kurtosis is implemented on a SMAP like architecture at 24
MHz bandwidth using the ROACH. Then the real and com-
plex signal kurtosis [3] algorithms were implemented in hard-
ware at 200 MHz bandwidth using the ROACH. In this work,
performance of the complex signal kurtosis and the real sig-
nal kurtosis are compared. Performance evaluations and com-
parisons in both simulation as well as experimental hardware
implementations were done with the use of receiver operating
characteristic (ROC) curves. The complex kurtosis algorithm
has the potential to reduce data rate due to onboard processing
in addition to improving RFI detection performance.
2. ALGORITHM DESCRIPTION
2.1. Real Signal Kurtosis
Given a complex baseband signal z(n) = I(n) + jQ(n), the
fourth standardized moment is computed independently for
both the real and imaginary vectors, I and Q as was used in
SMAP[3].
RSKI =
E
[
(I − E[I])4]
E [(I − E[I])2] − 3 (1)
RSKQ =
E
[
(Q− E[Q])4]
E [(Q− E[Q])2] − 3 (2)
The test statistic, RSK (Real Signal Kurtosis), is then defined
as
RSK =
|RSKI |+ |RSKQ|
2
(3)
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2.2. Complex Signal Kurtosis
Given a complex baseband signal z(n) = I(n) + jQ(n) ,
moments α`,m are defined as
α`,m = E
[
(z − E[z])`(z − E[z])∗m] , `,m ∈ Z≥0 (4)
With σ2 = α1,1 , Standardized moments %`,m can be found
as
%`,m =
α`,m
σ`+m
, (5)
leading to the CSK (Complex Signal Kurtosis) RFI Test statis-
tic used [1,2]
CK =
%2,2 − 2− |%2,2|2
1 + 12 |%2,2|2
(6)
2.3. Moment Calculation
The hardware implementation of test statistics uses a moment
expansion to perform the computation of higher order statis-
tics. The nomenclature used for raw moments, given the real
(I) and imaginary (Q) parts of a complex signal of the rth
power is defined as
mIr = E [Ir] (7)
mQr = E [Qr] (8)
The following full band moments are produced to com-
pute real signal kurtosis.
mIr,mQr, r ∈ {1, 2, 3, 4} (9)
Additionally the following cross complex moments are gen-
erated to compute complex kurtosis.
mIQ,mIQQ,mIIQ,mIIQQ (10)
In the case of sub-banding, all 12 moments for each polariza-
tion are produced for every sub-band.
3. ALGORITHM EVALUATION METHODOLOGY
Evaluation of the complex kurtosis detector was done by
forming a binary hypothesis problem. A set of Monte-Carlo
simulations were performed under null and active hypothe-
ses. Under the null hypthothesis, our system was injected
with band limited white Gaussian noise to simulate a geo-
physical black body radiation Gaussian process. Under the
active hypothesis, interference was added to the Gaussian
noise. To determine the detectability of various types of
interference, different modulations were used. The modu-
lations tested include narrow band continuous wave (CW)
interference, narrow band pulsed continuous wave (PCW)
interference, and wide band filtered quadrature phase shift
keying (QPSK) modulation. For each type of interference
tested, the interference to noise ratio (INR) was varied. The
set of simulations performed for each modulation type can be
thought of as an INR sweep.
In addition to software simulations, the Monte-Carlo hy-
pothesis testing algorithm evaluation methodology was also
implemented in hardware [2] using the CASPER ROACH
system. The detection algorithms were implemented on
a field programmable gate array (FPGA), and an arbitrary
Waveform Generator(AWG) was used to provide the analog
to digital converter (ADC) with the test signals. The same
Gaussian and Interference models were used for both sim-
ulation and hardware verification, although the sample rate
differed due to use of oversampling on the AWG to increase
the test signal fidelity.
For every combination of modulation and interference to
noise ratio, a receiver operating characteristic (ROC) curve
was computed through the use of Mote-Carlo simulations. As
a figure of merit, the area under the curve (AUC) is calculated
for each ROC curve. To even further compress the measure-
ment set into a figures of merit for a particular type of modu-
lation, the INR at which an AUC is 0.75 is interpolated from
its surrounding test points. This gives a simple figure of merit
to compare detection methods across various modulations.
A block diagram of the algorithm performance methodol-
ogy and test set-up can be found in Figure 1.
4. ALGORITHM PERFORMANCE RESULTS
The number of samples used to calculate performance changes
the detector performance due to statistical convergence, so it
is important that is fixed across multiple simulations if the
results are to be compared. The number of samples for each
Monte-Carlo run, N, is 20000. A cross section of simulated
CW RFI results can be seen in Figure 2 in the form of ROC
curves at various INRs. As seen in the Figure 2, both RSK
and CSK are displayed at an INR of -4, -8, and -9. A gain in
performance between real and complex signal kurtosis can be
seen by the increase in AUC.
To compare a more thorough set of modulation types,
(CW, PCW, and QPSK) , an INR vs AUC plot is provided in
Figure 3 and Figure 4. The legend is sorted from most to least
detectable interference types. To compare the simulation re-
sults with hardware results, the same set of experiments were
performed on the hardware implementation aside from PCW
modulation. PCW modulation was excluded from hardware
simulation to simplify the experimental setup and expedite
results.
The hardware results show the same trends in detectability
however the overall detection performance is degraded from
simulation to hardware. There are a number of possible rea-
sons for reduced performance but this has not been thoroughly
analyzed. The performance difference is most likely related
to fixed point effects in both the signal generation and acquisi-
tion phases. Additionally, the hardware fixed point implemen-
Fig. 1. Block diagram of algorithm performance analysis methodology
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Simulation - ROC Curves , CW RFI , N = 20000
RSK , INR = -4 AUC = 1
CSK , INR = -4 AUC = 1
RSK , INR = -8 AUC = 0.703
CSK , INR = -8 AUC = 0.814
RSK , INR = -9 AUC = 0.604
CSK , INR = -9 AUC = 0.677
Fig. 2. ROC Curve for narrow band continuous wave mod-
ulation. Results from simulation. Sub-banding outperforms
full band detector.
tation was not carefully optimized. Performance can likely be
increased through careful tuning of fixed point rounding and
attenuation stages that were originally introduced to prevent
output saturation.
It was previously shown that narrow band interference de-
tectability is improved through the use of channelization be-
fore using a kurtosis normality test [4]. Here it is demon-
strated that the use of channelization decreases detectability
of wide band interference in Figure 5 , as opposed to the gain
in the detectability of narrow band interference as seen in Fig-
ure 6 . Note that the interference to noise ratios used for these
images was selected to show the impact of channelization,
and do not match between narrow and wide band modula-
tions.
5. CONCLUSIONS
These results show that the performance of a kurtosis detec-
tor will vary depending on the type of modulation being de-
tected. Generally speaking, the real and complex signal kur-
tosis detectors perform best under pulsed continous wave in-
terference. Additionally, it is seen in both software simulation
and hardware implementation that the complex signal kurto-
sis provides an increase in detectability. In our simulations
the use of CSK results in a detectable signal at an INR of 2dB
less than RSK in the best case scenario, but performance in-
crease varies across modulation parameters. The increase of
computational intensity can be summarized by the hardware
necessary to extend the calculation from 8 to 12 moments.
Further study would be required to determine if this tradeoff
is justifiable depending on end application.
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Simulated Performance , RSK and CSK , N = 20000
Narrow Band d=0.01 SB CSK | INR = -27
Narrow Band d=0.01 SB RSK | INR = -26.4
Narrow Band d=0.01 FB CSK | INR = -19
Narrow Band d=0.01 FB RSK | INR = -18.4
Narrow Band d=1 SB CSK | INR = -15.4
Narrow Band d=1 SB RSK | INR = -13.3
Narrow Band d=1 FB CSK | INR = -8.47
DVB-S2 d=1 SB CSK | INR = -8.15
DVB-S2 d=1 FB CSK | INR = -7.89
Narrow Band d=1 FB RSK | INR = -7.65
DVB-S2 d=1 FB RSK | INR = -6.93
DVB-S2 d=1 SB RSK | INR = -4.84
Fig. 3. Simulation results - AUC vs INR. The AUC = 0.75 point was interpolated between test points. Modulations tested
include narrow band continuous wave (CW), narrow band pulsed continous wave (PCW) with duty cycle = 1%, and wide band
QPSK. PCW is excluded from hardware results.
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Hardware Performance , RSK and CSK , N = 20000
Narrow Band d=1 SB CSK | INR = -12.2
Narrow Band d=1 SB RSK | INR = -11.6
Narrow Band d=1 FB CSK | INR = -9.54
Narrow Band d=1 FB RSK | INR = -9.18
Wide Band d=1 FB CSK | INR = -8.72
Wide Band d=1 FB RSK | INR = -8.47
Wide Band d=1 SB CSK | INR = -6.41
Wide Band d=1 SB RSK | INR = -5.92
Fig. 4. Hardware results - AUC vs INR. The AUC = 0.75 point was interpolated between test points. Modulations tested include
narrow band continuous wave and wide band QPSK only. PCW is excluded from hardware results.
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Hardware ROC, Narrowband RFI, N = 20000
Full Band - RSK , INR = -10 AUC = 0.658
Full Band - CSK , INR = -10 AUC = 0.695
Sub Band - RSK , INR = -10 AUC = 0.942
Sub Band - CSK , INR = -10 AUC = 0.983
Fig. 5. ROC Curve for narrow band continuous wave modu-
lation. Results from hardware implementation. Sub-banding
outperforms full band detector.
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Hardware ROC, Wideband RFI, N = 20000
Full Band - RSK , INR = -7 AUC = 0.917
Full Band - CSK , INR = -7 AUC = 0.951
Sub Band - RSK , INR = -7 AUC = 0.686
Sub Band - CSK , INR = -7 AUC = 0.713
Fig. 6. ROC Curve for wide band QPSK modulation. Results
from hardware implementation. Full band detector outper-
forms sub-banding.
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