Abstract. We propose a framework for performing extensional and intensional temporal reasoning about qualitative and quantitative "periodicity-dependent" temporal constraints between repeated events, also considering user-defined periodicities.
Introduction
Recently, several specialized approaches to deal with different kinds of temporal constraints have been developed [9] . Some of these approaches work on "periodicitybased" temporal constraints, in which qualitative constraints (e.g., "before" [6] ) or durations [3] between periodic events depend on the specific periodicity in which such events occur. Independently, since the use of a periodicity or calendar depends on the cultural, legal, and even business orientation of the users (see e.g., [5] ), several approaches have been devised to model user-defined periodicities (consider, e.g., the survey in [8] ). The goal of this paper is to propose a comprehensive framework taking into account both the above phenomena, as needed in many application areas, ranging, e.g., from scheduling to office automation. To the best of our knowledge, our work represents the first effort in this direction in the AI literature.
Representing periodicity-based constraints
In our approach, a (binary) periodicity-based constraint is modelled by a triple <Ev, Per, Con>, where Ev denotes a pair of events, Per a user-defined periodicity, and Con the temporal constraints 1 . The (intuitive) semantics of periodicity-based constraints <<ev 1 ,ev 2 
Extensional and intensional calculi
Given a KB of periodicity-based temporal constraints, we provide two constraintpropagation-based forms of temporal reasoning to amalgamate them and to check their consistency. Our extensional algorithm "expands" each periodicity over a time span of interest (or, in the most general case, on the "least common multiple" of the period of each periodicity in the KB), explicitly generating all the repetitions (instances) of the events over such time span, and imposes all the input temporal constraints on the generated instances. This results into an set of STP constraints on which we apply Floyd-Warshall's constraint-propagation algorithm. Property. Our extensional approach is complete and cubic in the number of "expanded" events. However, the extensional approach has two main drawbacks: (i) in most cases, too many instances of events need to be taken into account (e.g., the least common multiple of "week" and "month" is 28-year long); (ii) the output of constraint propagation is neither user-friendly nor perspicuous (e.g., train schedules do not report departure times for every day of the year). Therefore, we also introduce an intensional calculus, which, although not complete, performs part of the inferences providing a perspicuous (i.e., intensional) output. To this aim, we use a standard algorithm for transitive closure, applying a cubic (in the number of "intensional" events) number of times the operations of intersection ∩ and composition @. The basic idea is that of developing the calculus in a modular fashion, so that intersection and composition are separately computed on the constraints and on the periodicities. Constraints. The definition of intersection and composition between STP constraints (the Con component) is the standard one [1] . Periodicities. Several problems need to be faced in order to provide an intensional definition of intersection and composition between user-defined periodicities (the Per component). Specifically, operating at the intensional level means taking into account only one "prototypical" repetition, i.e., the repetition in a "typical" common period, represented in an intensional way. This means that:
(1) a one-to-one correspondence between the instances of periodicities must be singled out; (2) the collection formalism [2] must be extended to intensionally express the common period; (3) rules must be devised to compute the common period on the basis of two periodicities. We have therefore extended the collection language with the operators of pairwise intersection ∩ P and pairwise restricted union ∪ P . Both operators are defined only in case there is a one-to-one correspondence between events (see point (1) above), and take into account corresponding pairs of events. Additionally, union is restricted to provide a non-empty result only in case the corresponding pairs intersect in time (so that only convex time intervals are coped with). To provide "perspicuous" results, the intensional operations must perform at least two types of simplifications: (i) redundancy elimination; e.g., the output of the intersection of "Working-Days" (i.e., days from Monday to Friday) and "Mondays" should be just "Mondays" and not the symbolic formula "Working-Days ∩ P Mondays"; (ii) empty periodicity detection; for instance, the output of the intersection of "Mondays" and "Wednesdays" should be empty and not "Mondays ∩ P Wednesdays". Since periodicities are user-defined, it is not possible to define a priori all the intersections and compositions between all pairs of periodicities. Thus, we have pointed out a set of five relations between two user-defined periodicities which are exhaustive and mutually exclusive, and we have defined intersection and composition on these bases. For example, the inclusion relation ⊆ P holds between two periodicities P 1 and P 2 if and only if there is a one-to-one correspondence between the instances of P 1 and P 2 and temporal inclusion holds between each corresponding pair of instances. We also provide sets of rules in order to compute the relation holding between two basic periodicities (i.e., without the use of ∩ P and ∪ P as in Leban et al.'s language,) on the basis of their definition. Intersection and composition about basic periodicities are thus defined as a conditional simplification rule of the form: "If Relation Then P 1 OP P P 2 = formula", where OP P is either intersection ∩ P or composition @ P between periodicities. For example, if P 1 ⊆ P P 2 , then P 1 ∩ P P 2 = P 1 and P 1 @ P P 2 = P 2 . From the operational standpoint, simplification rules are more complex in the case of composite periodicities (i.e. periodicities that have been defined resorting to ∩ P and ∪ P ). In particular, it is difficult to find rules to determine which one of the five relations holds between two composite periodicities. Therefore, we devise a compositional and modular calculus, in which operations between composite periodicities are decomposed by considering pairwise the basic periodicities composing them. Unfortunately, since certain simplifications can only be captured considering composite periodicities as a whole, such a compositional approach cannot be simplification-complete. Therefore, we proved the following. Our intensional calculus is also non-complete as regards consistency checking. In our approach such kind of completeness is obtained through the extensional reasoning. A more detailed description of our approach can be found in [7] .
Conclusions and comparisons
In this paper, we have described a comprehensive approach dealing with both (i) qualitative and (ii) quantitative periodicity-based temporal constraints, and considering also (iii) user-defined periodicities. Dealing with these issues and with the interplay between them required to devise a novel approach that integrates and extends the STP framework [1] and the Leban's formalism [2] . In particular, we have: (1) proposed a formalism to represent periodicity-based temporal constraints; (2) extended Leban's formalism to represent composite periodicities; (3) singled out five relations between periodicities and used them to (4) define the operations of intersection and composition among both basic and composite periodicity-based temporal constraints; (5) described an intensional approach, which is correct and provides perspicuous (intensional) output, but is not complete, and (6) an extensional approach, which can be used to check consistency, and which is correct and complete.
