Increased resolution in reservoir characterization is driving the need for efficient and accurate upscaling techniques for reservoir simulation on which reservoir performance prediction relies.
Introduction
Increased resolution in reservoir characterization is currently driving the need for efficient and accurate upscaling techniques. Upscaling is a technique that transforms a detailed geologic model to a coarse-grid simulation model such that the fluid flow behaviors in the two systems are the same. Accurate upscaling consists of two inseparable parts, gridding and averaging. The former intends to capture the global geologic features of a geologic model and the latter focuses on preserving the local geologic details within a coarse-grid block. Upscaling issues arise because available computers are usually memory-limited and are not fast enough to simulate the detailed geologic models derived from reservoir characterization. Even as computers increase in memory size and speed, accurate upscaling will always be a more cost efficient method for simulating large complicated reservoirs.
Averaging, one of the key components of upscaling, calculates the effective properties for a coarse simulation grid that preserves fine-grid fluid flow dynamics (pressure and flow rates etc.) within the coarse-grid block. Averaging methods range from the simple averages (arithmetic, harmonic, and geometric means) to numerical simulation methods (pressure solver). Intermediate methods are, for example, power law averaging and renormalization. Simple and intermediate methods are fast but less accurate while numerical simulations are accurate but time consuming. A fast and accurate averaging method is demanded for upscaling of very large geologic models.
The averaging problem is an old, unsolved problem of petroleum reservoir engineering. It is well known that the effective permeabilities for a non-communicating layered, permeable medium are the arithmetic mean for flows parallel to the layering direction and the harmonic mean for flows perpendicular to the layering direction 1 . When fluid flow crosses over layers in a permeable medium, Cardwell and Parsons 2 proved that the arithmetic mean and the harmonic mean give only the upper and lower limits for the effective permeabilities of the heterogeneous permeable medium, respectively, rather than the effective permeabilities themselves. Cardwell and Parsons also derived a pair of very useful upper and lower bounds for the effective permeability of a heterogeneous permeable medium. Even though the upper and lower bounds are strictly inside of the upper and lower limits as stated by Cardwell and Parsons, they ignored the usefulness of the bounds because of the unsymmetrical forms of the two bounds. They only concluded that the effective permeability of a heterogeneous permeable medium lies between the arithmetic and harmonic limits. Warren and Price 3 conducted several numerical experiments to investigate the effective permeability of a heterogeneous permeable medium, they concluded that the effective permeability of the randomly generated three-dimensional permeable medium equals the geometric mean of the individual permeabilities. Because of the technical limitations at that time, their conclusion actually is only good for purely uncorrelated permeability fields that seldom exist in real petroleum reservoirs.
The most accurate way of calculating the effective permeability of a large coarse-grid block containing many fine-grid blocks is by solving flow equations with constant pressure and no-flow boundary conditions 4 or periodic boundary conditions 5 regardless of its extensive computation. This approach is called by many researchers as the pressure solver technique since the approach solves the fine-grid pressure distribution first and then calculates the effective permeability using the pressure drop and the calculated flux. Pressure solver techniques are generally limited by the size and complexity of a geologic model, especially for multiphase upscaling.
There are several intermediate averaging techniques between the traditional simple averaging methods and the pressure solver techniques. The most frequently used intermediate methods are renormalization [6] [7] [8] and power law averaging [9] [10] [11] [12] . Renormalization includes a series of multiple step calculations using an equivalent resistor network approach. There are two major problems for the renormalization technique: it is not flexible and not accurate for some cases. The former arises because the renormalization technique requires that the finegrid blocks must be grouped in a specific fashion, e.g. 2×2. In addition, solving a three-dimensional problem using the renormalization method is quite cumbersome. The latter is because the unrealistic boundary conditions used in the renormalization technique result in estimation errors over 100 % 13 . Power law averaging has been extensively used in the research work on upscaling [9] [10] [11] [12] , in recent years. Power law averaging is faster than the pressure solver techniques but is not easy to use in practice because it needs to empirically determine the power averaging exponent through fine-grid simulation. The exponent can vary from one coarse-grid block to another. As a result, the use of a constant exponent to all coarse-grid blocks may result in large errors.
The use of global upscaling 12 drastically reduces the errors induced from averaging, by minimizing heterogeneity in each coarse-grid block through a special gridding algorithm. One drawback for the current global upscaling method is that the algorithm uses a power-law averaging method for averaging in each coarse-grid block. If the fine-grid permeabilities in each coarse grid were perfectly uncorrelated (white noise), the power-law method would be accurate enough. Unfortunately, to make fine-grid permeabilities in all coarse-grid blocks be perfectly uncorrelated is very difficult in practice.
Therefore, the major objective of this study is to develop a fast and accurate averaging method that improves the traditional averaging methods for realistic reservoirs and can substitute direct simulation methods for upscaling geologic models. In order to insure the new method to be accurate and practical, a very accurate pressure solver technique and five real reservoir geologic models have been used as a benchmark to develop and validate the method. The five reservoirs are located in different geographic areas: North America, South America, and Africa. All reservoirs used in this study will remain nameless for confidentiality reasons.
New Method
Before introducing the new method, it helps to discuss upscaling in the real world. The real world is complicated but not random. Geology tells us that most reservoir rocks are composed of sedimentary rocks that can be easily identified by their characteristic layering, called stratification or plane bedding. Large volumes of sediments may be deposited rapidly, forming a layer. This may be followed by a period of little or no sediment deposition, resulting in a bedding plane between the layers 14 . Plane bedding, the megascopic feature of a sediment, consists of large-scale (at the meter scale) layers (flat and/or cross bedding) and small scale (at the centimeter or lower scale) laminations (flat or cross bedding or ripples). Therefore, plane bedding is one of the most important characteristics of a petroleum reservoir.
Since reservoir rocks may be deposited at the same time period in one layer and at a different time period in another layer, reservoir rock properties may be more correlated along bedding than vertical to the bedding. This description can be translated to a geostatistical terminology: the correlation lengths for reservoir properties in the bedding direction are longer than that in the normal direction. This may be true for most of the primary or depositional porous rocks and may also be true for some of the secondary or post-depositional porous rocks (e.g. fractures and vuggy porosity). Figures 1 and 2 show the permeability distributions of two multi-million cell geologic models for a sandstone reservoir and a naturally fractured carbonate reservoir, respectively. Permeability bedding can be clearly observed in both cases. The five reservoirs used to develop and validate the proposed method all demonstrate permeability bedding (Figs. 6, 21 , 27, 32, and 38).
Considering the bedding characteristics of a petroleum reservoir tremendously simplifies our averaging study. Within a coarse-grid block, we can naturally assume that fine-grid permeabilities are more continuous in the bedding direction than in the normal direction. For ease of presentation, horizontal and vertical used in the following paragraphs and sections refer to bedding and normal to bedding, respectively, even though the bedding direction may not be horizontal. The x and y axises are defined as the two horizontal directions, while the z axis is designed as the vertical direction. The x, y, and z axises defined may be rotated in the actual physical space. Based on the x, y, and z axises, the new averaging method will result in a diagonal permeability tensor for a coarse-grid block and a full permeability tensor for a grid block unaligned with the axises of a desired space.
There are two basic assumptions for the new averaging method: (1) the fine-grid permeability is a diagonal tensor and (2) the fine-grid permeability is more continuous in the x and y directions than in the z direction. The first assumption is valid for most of geologic models used in the oil industry, while the second assumption is just the nature of most reservoir rocks. The second assumption may be invalid for reservoirs with dominating vertical fractures in which the finegrid permeability may have the same continuity in all directions.
A pressure solver technique 15 is selected as the benchmark to validate the new technique. The pressure solver technique solves a single-phase steady-state Laplace flow equation for each coarse-grid block with two types of boundary conditions. Constant pressure condition is applied at the flow inlet surface and the outlet surface of the coarse-grid block, while no-flow or periodic boundary conditions are used at the rest of the four surfaces of the coarse-grid block as shown in Fig. 3 . Since we have already assumed that the fine-grid permeability is a diagonal tensor, the differences of the solutions between the no flow and periodic boundary conditions are minor in the five test cases. Only the no flow boundary condition was used during the course of this study. Pressure solver techniques may be not accurate when there is not enough grids in a given direction to obtain accurate numerical solutions. For the benchmark purpose, all coarse-grid blocks in the study are assigned a 10×10×5 fine-grid.
Let us first consider the effective permeability in the x direction. For a given coarse-grid block, it can be subdivided into planes such that each plane is perpendicular to the x axis and only one fine-grid cell thick (Fig. 4) . Based on the second assumption, fluid flow along the x direction is much easier than in the z direction. And because the plane is thin, fluid flow in the x axis is also easier than in the y direction. Physically, we can approximately assume that pressure on the plane is constant. By ignoring fluid flow in the y and z directions and considering constant pressure at the inlet and outlet of the plane, we can obtain an approximate effective permeability in the x direction for the plane as an arithmetic mean of the fine-grid x directional permeabilities in the plane.
Combining all of the subdividing planes result in the approximate effective permeability for the coarse-grid block as a harmonic mean of the plane effective permeabilities. Therefore, the effective permeability in the x direction for the coarse-grid block is approximately equal to the harmonic mean of the arithmetic means of the fine-grid x directional permeabilities:
. (1) Cardwell and Parsons 2 and Loc'H 16 had reported a similar formula to Eq. (1) In a similar fashion, the y directional effective permeability of the coarse-grid block can be approximately estimated using the following formula:
. (2) Fluid flow along the vertical direction would be much different from in the horizontal directions. Based on the second assumption, fluid flow would be quickly equalized in the horizontal directions within a layer before moves to the next layer. If we model the fine-grid cells as an electric resistor network, the resistance to fluid flow in the horizontal directions can be ignored comparing to the resistance in the vertical direction. Ignoring the horizontal resistance is equivalent to dividing the coarse-grid block into subdividing columns such that each column is vertical to the layering direction and with only one fine-grid cell wide. For this circumstance, fluid flow in the heterogeneous medium may be simplified as flow in a bundle of vertical tubes. The effective permeability for each tube can be easily calculated using a harmonic mean, and then the z directional effective permeability for the coarse-grid block is approximately equal to the arithmetic mean of the harmonic means of the fine-grid z directional permeabilities, i.e.
Cardwell and Parsons 2 and Loc'H 16 had also reported a similar formula to Eq. (3) in their work for regular cubes, but they did not know that the formula would give a very good estimate for the z directional effective permeability. Loc'H referred the permeability calculated using an equation that is similar to Equation (3) 
It looks like that they only considered the x directional effective permeability. Equation (4) is similar to Equation (3) with the different flow geometries.
Similarly, the y directional lower bound K y − and the z directional upper bound K z + of the directional effective permeabilities for the coarse-grid block can be defined as follows: With the knowledge of the upper and lower bounds, we may be able to very accurately estimate the directional effective permeabilities.
Several authors [17] [18] [19] 18 . concluded that if the upper and lower bounds are considerably different (Fig. 5) , a pressure solver technique is needed (we will see that the conclusion may be not necessarily true). Malik and Lake 19 suggested estimating the effective permeabilities of a coarsegrid block using a geometric average of the upper and lower bounds. They showed a good agreement in the x direction with a pressure solver technique using a two-dimensional permeability field. Their work is limited in two-dimensional cases. Note that all existing works on upper and lower bounds are limited to regular cubes.
Let us use a real three-dimensional geologic model to demonstrate the new method. Figure 6 shows the threedimensional permeability distribution for reservoir A that clearly illustrates permeability bedding. The fine-grid model contains 200×200×100 (4,000,000 cells) permeability values. Significant reservoir heterogeneity can be seen from the permeability map of a layer (Fig. 7) . A 20×20×20 uniform coarse grid was used to scale-up the original 200×200×100 fine grid. Each coarse grid contains 10×10×5 (500) fine-grid cells. For ease of presentation, the term, effective permeability, represents the benchmark solution obtained through the pressure solver technique. Figures 8 and 9 show comparisons of the traditional averaging methods with the effective permeability in the x and z directions, respectively. In the x direction, the arithmetic mean gives an over-estimated but better estimate of the effective permeability than the harmonic and geometric means. In the z direction, the geometric mean gives an over-estimated but better result compared to the arithmetic and harmonic means. This example illustrates that the traditional averaging methods may be not accurate for the effective permeability estimation in practice.
The use of the upper and lower bounds may give us a better way to estimate the effective permeability. Figures 10 and 11 show the upper and lower bounds in the x and z directions, respectively. The y directional bounds are not shown because they are very similar to the x directional bounds. There are two important properties for the upper and lower bounds. First, the horizontal directional upper bounds are close to the horizontal effective permeabilities and the vertical directional lower bound is close to the vertical effective permeability, based on the above analysis. And second, the effective permeabilities for all directions are between their corresponding upper and lower bounds. Figures 10 and 11 agree with these two properties.
The horizontal directional upper bounds are not sensitive to the anisotropy of the fine-grid permeability while the vertical directional lower bound is sensitive to the anisotropy. Figure  12 shows that the calculated x directional upper bound,
for the fine-grid permeability, is about the same as the upper bound for which k k y x = ( Fig. 10) is assumed (at a geologic model scale k y is close to k x in many cases). Figure 13 show that the calculated z directional lower bound using k k z x =01 .
for the fine-grid permeability is noticeably different from the lower bound for which k k z x = (Fig. 11) is assumed. That is to say, the vertical directional effective permeability is more sensitive to the fine-grid permeability anisotropy compared to the horizontal directional effective permeability.
Horizontal directional effective permeabilities
An iteration procedure is needed to accurately estimate the horizontal directional effective permeabilities. For each iteration, a new effective permeability is calculated using the two updated upper and lower bounds. Geometric average of the initial x directional upper and lower bounds gives the first iteration. Since geometric mean tends to give a result that is closer to the lower bound, the actual x directional effective permeability should be higher than the first estimate (Fig. 14) . Use of the estimate as a new lower bound gives the second iteration of the effective permeability (Fig. 15) . The second estimate is generally higher than the effective permeability, therefore, it can be used as a new upper bound. The third estimate of the effective permeability is calculated using the updated upper and lower bonds (Fig. 16) . We can continue the iteration but the third iteration is good enough for the practice application purpose. In a similar fashion, the y directional effective permeability can be estimated (Fig. 17) .
Vertical directional effective permeability
The method to estimating the z directional effective permeability is different from the horizontal directions for two reasons. The first reason is that the z directional lower bound is much closer to the directional effective permeability than the z directional upper bound and the second reason is that the z directional effective permeability is sensitive to the anisotropy of the fine-grid permeability. The algorithm to estimating the vertical directional effective permeability can be summarized as follows: 
Extensions of the New Method
There are two basic extensions of the new method. The first extension is for cases in which the correlation lengths in the horizontal direction are not much longer than that in the vertical direction. Reservoirs in this situation generally show a weakly layering behavior. The second extension is to extend the proposed method for cases in which full permeability tensors are needed to describe the coarse-grid permeability. This extension will meet the need of upscaling of the reservoirs with cross bedding planes.
When a reservoir is not strongly layering, the difference of the flow capacity in the y and z directions for a subdividing plane perpendicular to the x direction will decrease. The decrease of the difference may be more favorable to establish a constant pressure on the surfaces of the plane. As a result, the x directional upper bound (Eq. (1)) gives a better estimate of the x directional effective permeability than strongly layering cases, i.e. the upper bound is closer to the effective permeability. The y directional upper bound will give a similar result. On the contrary, the z directional lower bound may spread away from the z directional effective permeability because of the decrease of layering. Considering this characteristic of the weakly layered reservoirs, the above method to estimating the directional effective permeabilities can be modified easily and will be shown in a following paper.
The above algorithms can be easily extended to the reservoirs that contain cross bedding formations using a full tensor. The directional effective permeabilities estimated by the proposed algorithms are the effective permeabilities that are parallel to and perpendicular to the bedding direction. A full effective permeability tensor can be calculated by rotating the bedding direction to a desired direction. A three-dimensional coordinate rotation formula can be found in the published article 20 .
Case Studies
Four additional real reservoirs located in South America, North America, and Africa were selected to extensively validate the proposed algorithms.
Reservoir B is a giant sandstone reservoir located in South America. A three-dimensional geologic model for the reservoir was built by integration of three-dimensional seismic data, well log and core data measured from more than one hundred wells, and pressure transient test data. The reservoir was divided into 4 seismic layers based on the resolution of the seismic data set and 68 geologic layers identified and correlated through logs, cores, and sedimentology based on the theory of sequence stratigraphy. The three-dimensional permeability distributions were generated by integration of different sources of data using a conditional cokriged sequential Gaussian simulation. Figure 21 shows one realization of the permeability distributions using a 201×111×68 grid. The geologic model demonstrates a strongly layering reservoir. Large reservoir heterogeneity can be observed through the permeability distribution in a typical layer (Fig. 22) . A 20×11×13 uniform coarse grid was used to scale-up the original fine-grid geologic model. The upscaling process reduced the number of grid blocks for describing the reservoir from 1,517,148 to 2860. Figure 23 shows comparison of the traditional averaging methods and the new method for the estimation of the x directional effective permeability. In the x direction, the arithmetic mean gives a good but slightly over-estimated effective permeability while the harmonic and geometric means result in absolutely underestimated and wrong effective permeabilities. Similar results can be observed for the y directional effective permeability except that some of points for the arithmetic mean spread away from the actual effective permeability (Fig. 24) . In the z direction, the arithmetic mean gives a very poor estimate of the effective permeability while the geometric mean gives a better result. The harmonic mean gives a very poor estimate in the lower permeability range and a good estimate in the high permeability range. In all directions, the new method gives a very good estimate of the directional effective permeabilities, especially for the z direction (Figs. 23-25) . To test the effect of the fine-grid anisotropy, a reduced k z (= 0.1 k x ) for the finegrid z directional permeability was used. Figure 26 shows that the new method still gives a very good estimate of the z directional effective permeability.
Reservoir C is a giant naturally fractured carbonate reservoir located in South America. A three-dimensional geologic model was built by integration of seismic, log, core, well test, and production data. The reservoir was divided into 5 seismic layers and 58 geologic layers based on seismic, log, and core data. The reservoir is a highly faulted reservoir that contains more than 80 normal and reverse faults. A three-dimensional fracture permeability distribution for the reservoir was created using an advanced geologic modeling technique (Fig. 27) . Figure 28 shows the permeability distribution for a typical layer of the reservoir that is very heterogeneous. For the validating purpose, we assume that the fine-grid permeability is isotropic. A 16×20×11 uniform coarse grid was constructed to scale-up the fine-grid permeability defined on the original 160×200×58 grid. The upscaling process decreased the number of grid blocks used to populate reservoir properties from 1,856,000 to 3520. Figures 29 and 30 show comparison of the traditional averaging methods and the new method for the estimation of the x and y directional effective permeabilities, respectively. Similar to reservoir B, the arithmetic mean for this reservoir also gives an over-estimated but good estimate of the effective permeabilities while both geometric and harmonic means result in a very poor estimate in the two directions. For the z direction, also similar to reservoir B, only the geometric mean among the traditional methods gives a reasonable good estimate of the z directional effective permeability (Fig. 31) . The new method again works very well in all directions (Figs. 29-31 ).
Reservoir D is a part of a sandstone reservoir located in North America. The three-dimensional cube was extracted from the geologic model of the reservoir for validating the new averaging method. The fine-grid permeability is populated on a 20×20×59 grid and the reservoir is strongly layering and very heterogeneous (Fig. 32) . The upscaling exercise is to reduce the original 23,600 fine-grid blocks to 44 coarse-grid blocks using a 2×2×11 uniform grid. Figure 33 shows the permeability distribution for layer 39. This is a tough example.
In the horizontal (x and y) directions, all traditional averaging methods give a very poor estimate of the x and y directional effective permeabilities (Figs. 34 and 35 ). In the z direction, only the geometric mean among the traditional averaging methods demonstrates a better estimate of the z directional effective permeability (Fig. 36) . The new method still results in the best estimate of the z directional effective permeability (Figs. 34-36) .
Reservoir E is a part of a sandstone reservoir located in Africa.
For the validation purpose, we extracted a cube from the reservoir (Fig. 37) . The three-dimensional cube defined on a 133×145×15 grid was populated permeability based the identified rock type distribution from seismic data (Fig. 38) . The permeability distribution for the reservoir is very different from the previous examples. Figures 38 and 39 show that the reservoir is not strongly layering and that the permeability is distributed as an island-like pattern. A 13×14×3 uniform grid was applied to reduce the number of grid blocks from 289,275 to 546. Figures 40-42 show, among the traditional averaging methods, that only the arithmetic mean gives a better but overestimated effective permeabilities in the x and y directions and that the geometric mean gives a relatively better estimate of the z directional effective permeability. The new method again gives a very good estimate of the effective permeabilities in all directions (Figs. 40-42) .
Conclusions
1. The use of the new method leads to the gain in orders-ofmagnitude collapse (e.g. 12 times faster for reservoir A and 100 times faster for reservoir D) in the amount of processing and storage required for the direct simulation methods without losing the desired accuracy.
2. The new upscaling approach is very flexible to handle irregular geometries, i.e. pinchouts, faults, and flexible simulation grids. The method can also be extended to compute effective tensors if the underlying structure is crossbedded.
3. Among the traditional averaging methods, arithmetic mean gives better but over-estimated effective permeabilities in the horizontal directions while geometric mean gives a relatively better estimate of the vertical directional effective permeability for some cases. In general, the traditional methods are not accurate enough and could lead to results with large errors, especially when using harmonic mean to represent the vertical effective permeability. 
