of VS presentations for CRI 1 were identified. Clusters varied on age, number of comorbidities and hospital length of stay. Future study is needed to determine if there are common physiologic underpinnings of VS clusters which might inform clinical decision-making when CRI first manifests.
Introduction
Patients are placed in step-down units (SDUs) because their presumed risk for cardiorespiratory instability (CRI) necessitates a higher level of monitoring than is available in general hospital units [1] . Although multiple vital signs (VS) are continuously monitored, alerts are provided to staff only when individual parameters exceed presumed thresholds of stability, without relationship to each other. To better inform clinical decision-making, it would be helpful to know if VS changes manifest in unique clusters, and are related to certain patient characteristics or pathophysiologic etiologies.
Initial exploration of the potential of grouping patient deterioration according to VS change patterns was motivated by the emergence of medical emergency teams (MET) [2] , prompting evaluation of their benefit to improve patient outcomes [2] [3] [4] [5] [6] , and critical analysis of events preceding a MET call for help [7] [8] [9] . Jones et al. [8] studied 400 MET calls in intensive care unit (ICU) settings and found the underlying reasons for initiating calls were hypoxia (41%), hypotension (28%), altered consciousness (23%), tachycardia (19%), tachypnea (14%) and oliguria. They termed these etiologies "MET syndromes." In their study, infections (especially Abstract Cardiorespiratory instability (CRI) in monitored step-down unit (SDU) patients has a variety of etiologies, and likely manifests in patterns of vital signs (VS) changes. We explored use of clustering techniques to identify patterns in the initial CRI epoch (CRI 1 ; first exceedances of VS beyond stability thresholds after SDU admission) of unstable patients, and inter-cluster differences in admission characteristics and outcomes. Continuous noninvasive monitoring of heart rate (HR), respiratory rate (RR), and pulse oximetry (SpO 2 ) were sampled at 1/20 Hz. We identified CRI 1 in 165 patients, employed hierarchical and k-means clustering, tested several clustering solutions, used 10-fold cross validation to establish the best solution and assessed inter-cluster differences in admission characteristics and outcomes. Three clusters (C) were derived: C1) normal/high HR and RR, normal SpO 2 (n = 30); C2) normal HR and RR, low SpO 2 (n = 103); and C3) low/normal HR, low RR and normal SpO 2 (n = 32). Clusters were significantly different based on age (p < 0.001; older patients in C2), number of comorbidities (p = 0.008; more C2 patients had ≥ 2) and hospital length of stay (p = 0.006; C1 patients stayed longer). There were no between-cluster differences in SDU length of stay, or mortality. Three different clusters pneumonia), cardiogenic shock or pulmonary edema and arrhythmias were responsible for 53% of all MET calls. Jones et al. were the first to suggest that, since there are differing causes for MET calls, there must be differing patterns in monitored variables that precede the unstable state. If so, they suggested there might be different approaches to managing CRI based on MET syndrome. We were unable to identify any studies that attempted to analyze patterns of CRI using commonly monitored variables, e.g., heart rate (HR), respiratory rate (RR) and peripheral oxygen saturation (SpO 2 ) prior to instability that was sufficiently severe to prompt MET activation. Having such information prior to a MET need might help clinicians recognize the syndrome, or instability pattern, earlier in its course and provide more targeted supportive or preventative measures to avert the crisis.
The subtle and interactive changes which occur in early instability are complex and multiple, making it difficult to detect patterns of change. Machine learning (ML) [10] entails using unsupervised learning algorithms in an attempt to find subtle and unrecognized patterns within physiologic data [11] [12] [13] . Advanced computational algorithms can group subjects into clusters which share similar properties. The most common method to accomplish this goal involves hierarchical and k-means clustering [14] to find hidden patterns, or groupings. Monitored variables are grouped using metrics for similarity such as squared Euclidean distance [15] to link subjects within a cluster. These clustering techniques are used to find patterns in bioinformatics for sequence analysis and genetic clustering [16] , in data mining [17] , and medical imaging [18] .
The purpose of this study was to explore use of clustering techniques to provide insight into VS patterns of SDU patients at the first manifestation of CRI and determine if there were inter-cluster differences in admission characteristics or outcomes.
Materials and methods

Patients and setting
Following Institutional Review Board approval, we collected continuous VS data streams and hospital admission characteristics from 634 patient admissions to a 24-bed adult SDU of a Level-1 Trauma Center during an 8-week period from November 16, 2006 to January 11, 2007 . Continuous VS data streams included HR (3-lead ECG), RR (bio impedance) and SpO 2 (pulse oximeter Model M1191B, Phillips, Boeblingen, Germany) recorded at 1/20 Hz frequency.
Event identification (CRI 1 determination)
VS excursions beyond our local criteria for instability concern (HR < 40 or > 140, RR < 8 or > 36, SpO 2 < 85%) not due to artifact were defined as CRI if they persisted for a minimum duration of 3 min, or for 4 min out of a 5-minute moving window (80% duty cycle) with or without changes in other VS. Of the 634 patients, 195 (31%) experienced CRI and 439 (69%) did not. For this paper, analysis of data was restricted to the first CRI event (CRI 1 ). The first vital sign to exceed the previously identified thresholds was termed the CRI 1 driver.
Cluster identification
Steps in preprocessing were feature extraction, standardization, and outlier removal. A combination plot of the feature space of all variables was created to facilitate visualization of all possible combinations between VS for each of the features. Hierarchical and k-means clustering were then used to complete analysis of the data.
Feature extraction, standardization and outlier removal
We extracted statistical features (mean, median, mode, minimum, maximum, range, variance and standard error of mean over CRI 1 duration) for HR, RR, and SpO 2 . Since measurement of each VS used a different scale, we standardized the variables, thus rendering them scale free. Clustering techniques and k-means in particular are sensitive to outliers, causing outliers to be selected as initial clusters. Two patients identified in this way were eliminated (|z| ≥ 3.29), leaving 193 patients.
Combination plot of feature space
We developed a combination plot of the feature space to evaluate for missingness among the features. In this plot, if a feature for HR exists but RR does not exist, it is color coded, indicating missingness. We discovered 13 patients with only HR and RR, 7 patients with only HR and SpO 2 , 5 patients with missing data for HR or SpO 2 and 3 patients with only SpO 2 . These 28 patients were omitted, leaving 165 patients with complete data for cluster analysis.
Hierarchical clustering
We next implemented agglomerative hierarchical clustering on the remaining sample. In order to form clusters, there must be a criterion for similarity or distance between patients and a criterion for determining which clusters are to be linked at successive steps. We used squared Euclidean distance, since all variables were continuous [19] , and Ward's linkage method for determining linkage of clusters [20] . Clustering began with each case being a cluster unto itself. The squared Euclidean distance to cluster means was calculated and distances summed for all cases. Next, cases with smaller distances from each other were linked until all clusters were completed and means for all variables were calculated for each cluster. At each stage, the two clusters that merged were those that resulted in the smallest increase in the overall sum of squares within-cluster distances [21, 22] . A visual representation of the distance at which clusters combined was represented by a dendrogram.
K-means clustering
The major difference in k-means involves pre-specifying k, which is the number of clusters. By visualizing potential cluster solutions from the dendrogram, we chose an initial starting value for k at 3. The first step in k-means clustering involved finding k centers. The algorithm started with an initial set of means and classified patients based on their distances to the centers. Next, it re-computed the cluster means using patients that were assigned to the cluster and then reclassified all patients based on a new set of means. The steps were then repeated until cluster means changed minimally between successive steps. Finally, the algorithm calculated the means of the clusters again and assigned patients to their final clusters [23, 24] . We tested several clustering solutions that entailed using 3 to 5 clusters after visualizing the dendrogram obtained from hierarchical clustering.
Feature selection
Following initial identification of clusters, an ANOVA table was constructed to describe F-ratios per feature within the clusters for a particular solution. If non-significance was observed, it indicated that this feature contributed minimally to separation of clusters. From this analysis, we discovered that VS range, variance and standard error of mean value were mostly non-significant whereas features of mean, median, mode, maximum and minimum always contributed significantly to differences between clusters. Hence, we used the latter 5 features per VS for further clustering analyses. However, upon finding that all of these derived features were highly correlated (r > 0.9, p < 0.001), we used median alone as a feature for clustering analysis.
Cross validation of cluster solution
As the final step, we implemented cross-validation (CV) of each of the cluster solutions. To determine the best solution, we performed a commonly used process [25] termed a stratified 10-fold CV to each solution. For this analysis, the original sample was partitioned into 10 equal sized subsamples. A single subsample was retained as validation set for testing the cluster solution with the remaining 9 subsamples used as training data and the process repeated 10 times. The advantage of this method is that all observations are used for both training and validation, and each observation is used for validation exactly once.
CRI 1 driver within each cluster of patients
Once we identified the best cluster solution, we labeled each cluster based on the general pattern of each VS within that particular cluster. We also examined the interaction among VS within that cluster and its relationship with the other two VS per patient, using cross correlations of HR with RR, HR with SpO 2 and RR with SpO 2 per patient within each cluster.
Admission characteristics and outcomes
Admission characteristics were age, gender, race, type of service (admitted to a medical or surgical service, irrespective of whether they had a later surgery or not), medical history, and Charlson-Deyo comorbidity Index (0, 1, ≥2) [26] . We recorded admission diagnosis based on the ICD-9 classification code assigned at hospital admission, which we first grouped into 14 categories according to the classification system reported by Brown et al. [27] , and further reduced into 4 categories based on code frequency. The resulting 4 diagnosis categories were: trauma, diseases of circulatory system, diseases of digestive system, and all others. We also recorded SDU admission source (transfer from a higher intensity monitoring unit, or direct SDU admission or transfer from lower intensity unit). Outcomes were hospital length of stay (HLOS) in days, SDU length of stay (SDU LOS), and discharge disposition from the SDU (transfer to a higher or lower intensity unit). Lower intensity unit collectively included patients transferred either to a rehabilitation center, a long-term hospital, a skilled nursing facility, a home health agency or directly to home. In our sample, there were no reported deaths.
Statistical analysis
Data were analyzed using IBM SPSS v22 for descriptive analysis and exploration, WEKA and MATLAB R2015a for clustering and cross validation. One-way ANOVA was used to analyze cluster differences between groups for continuous variables and Chi square to compare categorical variables. A p < 0.05 was considered significant.
Results
Of 634 patients, 195 (31%) developed CRI 1 due to HR, RR or SpO 2 and 165 (85%) were used for feature extraction. A summary of features extracted from CRI 1 epochs per VS is provided in Table 1 .
Hierarchical and k-means clustering
Results of hierarchical clustering and distribution of the 165 patients into clusters (C) are shown in Fig. 1 . For a 3-cluster solution, results were: C1 62%, C2 19% and C3
19%. Using this information, we tested k-means clustering with k-values set between 3 and 5. Since k-means uses a different algorithm compared to hierarchical clustering, for k = 3 the results were: C1 18%, C2 62%, C3 19% (Fig. 2) . With k = 4 the results were: C1 23%, C2 41%, C3 19% and C4 16%.
Cross validation
For the 3 cluster solution, 99.4% of instances were correctly classified ( Table 2 ). The sensitivity and specificity values were C1 (96.7%, 100%), C2 (100%, 98.4%) and C3 (100%, 100%). For C1, k-means was less sensitive but more specific. For C2 and C3, k-means clustering correctly identified instances belonging to each of the clusters respectively. For the 4 cluster solution, 89.7% of instances were correctly classified ( Table 2 ). The sensitivity and specificity values were C1 (60.5%, 98.4%), C2 (98.5%, 84.5%), C3 (100%, 100%) and C4 (96.3%, 100%). The percentage of patients belonging to C3 alone were accurately identified, but was less sensitive and more specific with the other clusters. For the 5 cluster solution, k-means performed much poorly achieving only 80% accuracy (Table 2) . However, overall, a 3-cluster solution performed better than a 4-cluster or 5-cluster solution due to a higher percentage of accurately classified instances.
VS groupings in 3-cluster solution
As shown in Fig. 2 , in C1, there were 30 patients whose VS grouped into normal/high (defined as within the parameter thresholds for instability concern previously described) HR (70-164 bpm), normal/high RR (17-44 breaths/min) and normal SpO 2 (85-100%) with the driver being primarily either RR or HR. In C2 there were 103 patients, whose VS grouped into normal HR (55-140 bpm), normal RR (9-32 breaths/min), and low SpO 2 (73-85%). Almost every patient within C2 had SpO 2 as the driver. In C3, there were 32 patients, and VS grouped as low/normal HR (35-116 bpm), low RR (5-13 breaths/min), and normal SpO 2 (89-100%), with the driver for almost all patients being RR. Significant cross-correlations (p < 0.05) were observed only between HR with RR. In C2 (the majority group), HR and RR had a positive cross-correlation, either increasing or decreasing simultaneously. For C3, HR and RR had a negative cross-correlation indicating that while that HR increased RR decreased, and while RR increased, HR decreased.
Admission characteristics and outcomes per cluster
There were significant differences between clusters in age and Charlson Deyo comorbidity index (Table 3 ). C2 contained mostly older patients (age µ = 65.8, σ = 18). C2 had a higher proportion (34%) of patients with higher Charlson Comorbidity Index (≥ 2), indicating that patients within this cluster also had more comorbid conditions upon admission. The outcome of hospital LOS was significant (Table 4) . C1 patients stayed the longest (LOS µ = 25.2, σ = 47). However, SDU LOS did not differ between patients by cluster.
Discussion
This study is the first to use hierarchical and k-means clustering on the feature space of CRI 1 epoch to derive the VS pattern clusters of CRI 1 in SDU patients. There are four key findings. First, the most common driver of CRI 1 in this population was SpO 2, Second, three main clusters were derived, and third, these clusters contained predictable patterns for drivers and accompanying VS behavior: C1) normal/high HR and RR but normal SpO 2 ; C2) normal/HR and RR and low SpO 2 ; C3) low/normal HR, low RR and normal SpO 2 . Finally, admission characteristics between patients within each cluster differed in regard to age, and Charlson Deyo comorbidity index with the outcome of hospital LOS significantly different between the clusters. Using only median values for the VS of HR, RR and SpO 2 for CRI 1 epoch and applying clustering techniques, we found that a 3-cluster solution was best. An interesting finding was that within two of the clusters, the driver was identical for almost all patients in that cluster. For C2, the driver was SpO 2 , for C3 RR. In C1 (normal/high HR and RR but normal SpO 2 ), there was only 1 patient whose driver was SpO 2 , while for the rest it was either HR or RR. On review of the actual data within the CRI 1 epoch for this patient, we discovered that this patients' RR was 32-36 breaths/ min, (i.e. relatively high) similar to other patients in the cluster. However, due to our abnormal threshold definition (RR > 36), this patients' CRI 1 driver was considered not to be RR but instead low SpO 2 < 85%.
We initially decided to use a total of 24 features derived from the CRI epoch per VS, which included the features shown in Table 1 , similar to our previous work [28] . However, in testing clustering techniques, the only features which were consistently found to contribute to clustering were the mean, median, mode, minimum and maximum value. A commonly employed procedure is to use ANOVA similar to our approach and only retain features which contributed significantly towards clustering [29, 30] . Besides this, we also observed that Q-Q plots generated for the features of range, variance and standard error of the mean per VS showed fat tails and severe departures from normality for the distribution. Further, extremely high kurtosis values were observed especially for HR values. Removing outlier cases would have resulted in further loss of patients available for clustering. We chose to eliminate [31, 32] these 9 features instead of the patients, leaving 15 features for cluster analysis. Upon further discovering that there were correlations among the features, we finally used 3 features (median values of HR, RR and SpO 2 ) for cluster analysis.
We employed the most commonly used unsupervised machine learning techniques of hierarchical and k-means clustering to derive CRI patterns [33] and used them in a complementary way, with each approach giving slightly different information. We used hierarchical clustering and visualization of the dendrogram to potentially estimate where k-value could be set for k-means clustering. Our choice of a bottom-up approach such as agglomerative hierarchical clustering was to ensure that nearby and thus similar cases ended up within the same cluster, as opposed to top-down approaches [34] . While heuristic techniques exist for deciding on an optimal value for the number of clusters such as the use of an elbow plot [35] or other techniques [15, 36] , our use of hierarchical clustering was primarily to estimate potential k-values, similar to others [30, 37] . Our choice of Ward's linkage method was that besides being a commonly used approach [38] , it used ANOVA to evaluate distances between clusters in an attempt to minimize sum of squares of any two clusters [20] , thus a more rigorous approach. Further, since our goal was to use k-means clustering also, Ward's linkage method was ideal for comparing the two procedures. This is because it is also based on the same analysis of the clustering problem as k-means and usually gives clusters that appear well-defined [39] . After visualization of the dendrogram, we decided on limiting the k-value used in k-means clustering to between 3 and 5 clusters.
We implemented 10-fold stratified cross validation (CV) [40] to determine if a 3-cluster or 4-cluster solution was better. Given our small dataset, stratified cross-validation was used so that all the folds would likely contain at least a good proportion of patients even from the smallest cluster. We evaluated the performance of k-means algorithm by its accuracy, which is the degree of success in classifying correctly new instances as shown in Table 2 . While there is no universal algorithm giving the best performance in all possible learning situations [41] , CV was particularly suited in our study given the narrowed down option of two possible cluster solutions, as opposed to other boot-strapping procedures [42] to decide the best cluster solution.
We used cross-correlations among the VS within the cluster to study the interactions within the 3 VS. For instance, a negative cross correlation between RR and SpO 2 in a particular case would indicate that RR and SpO 2 were moving in the opposite direction while a positive cross-correlation would suggest a parallel effect. We expected that all patients within the cluster would exhibit certain pattern of changes for the three VS, but this was not noticed. This suggests that while there are broad cluster patterns within CRI epoch, there could be subsets of patterns within the cluster not captured by our analysis or subtle variations within VS even prior to entering into CRI epoch [43, 44] . Future studies are needed to explore this potential. The only admission characteristics that differed significantly between the patients in each cluster were age and comorbidity Index. In the largest cluster (C2), mean age was 65.8 and the driver for CRI 1 was SpO 2 , indicating that older patients were more likely to develop CRI 1 due to SpO 2 , with the pattern being normal HR, normal RR and low SpO 2 . From a clinical perspective, this indicates that older patients with increased comorbid conditions should be monitored more closely for changes in SpO 2 .
Finally, we chose to consider only the first instance of CRI (CRI 1 ) in this study. The clinical utility of our study is to aid CRI pattern recognition so as to eventually target surveillance and intervention based on probable cluster patterns, right from the first occurrence of CRI. The clusters we obtained are limited by being descriptive. However, this study is a stepping stone to identify if patients continue to remain within the same cluster, or if they eventually switch to a different pattern, should successive instances of CRI occur. Future studies to track cluster progression will explore whether or not patients change clusters during further instances of CRI.
Limitations
VS analyzed for this study were obtained from the SDU of one Level-1 Trauma Center and may not be reflective of other hospitals or patient populations. As such, while we employed an interesting methodology, our results are limited. The greatest limitation to our study was a low number of subjects in the study cohort. It is possible that with a greater number of patients, more clusters with less overlap might have been discovered which would have been more informative for both research and clinical application. It is also possible that enriching the data pool by expanding the data elements under consideration beyond basic demographics and array of data features we used might have resulted in more clinically relevant clusters. The parameter thresholds used contain normality, although commonly used as cut points for serious instability [1, 45, 46] , are in fact beyond normal values for a stable physiologic state. Use of lower thresholds of lesser instability magnitude might have altered our results. Also, we recorded our data at 1/20 Hz for each of the VS, and within this recording frequency, there were a few instances when all values were not recorded. Nevertheless, we did not use missing value imputation or any other procedures commonly employed in time-series cross-section data to account for missing data [47, 48] . We made this decision to insure the data were as accurate and as close to normal SDU monitoring practices as possible, yet seek features we could use for clustering. Finally, we employed a limited set of features, and results could differ with increased features derived from CRI 1 epoch, although the parsimonious feature set we used enabled testing both clustering approaches with less than 10 iterations of the algorithms.
Conclusion
Our analysis, using clustering techniques on the feature space of the VS of HR, RR and SpO 2 on CRI 1 epochs in SDU patients, derived 3 different clusters of VS presentations. The most common driver of CRI 1 was SpO 2 with the cluster pattern of normal HR and RR and low SpO 2 . The cluster groups varied on age, number of comorbidities and hospital length of stay. Future study will be needed to determine if there are common physiologic underpinnings of the VS clusters which might inform clinical decisionmaking even at the point where CRI first manifests.
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