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ABSTRACT
We perform an anisotropic clustering analysis of 1,133,326 galaxies from the Sloan Digital Sky Survey (SDSS-III)
Baryon Oscillation Spectroscopic Survey (BOSS) Data Release (DR) 12 covering the redshift range 0.15 < z < 0.69.
The geometrical distortions of the galaxy positions, caused by incorrect cosmological model assumptions, are captured
in the anisotropic two-point correlation function on scales 6 – 40 h−1Mpc. The redshift evolution of this anisotropic
clustering is used to place constraints on the cosmological parameters. We improve the methodology of Li et al.
2016, to enable efficient exploration of high dimensional cosmological parameter spaces, and apply it to the Chevallier-
Polarski-Linder parametrization of dark energy, w = w0 + waz/(1 + z). In combination with the CMB, BAO, SNIa
and H0 from Cepheid data, we obtain Ωm = 0.301± 0.008, w0 = −1.042± 0.067, and wa = −0.07± 0.29 (68.3% CL).
Adding our new AP measurements to the aforementioned results reduces the error bars by ∼30 – 40% and improves
the dark energy figure of merit by a factor of ∼2. We check the robustness of the results using realistic mock galaxy
catalogues.
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1. INTRODUCTION
The origin of the late-time accelerating expansion of
the universe is one of the most salient questions in con-
temporary cosmology. Theoretical explanations for this
phenomena are numerous and range from a non-zero
vacuum energy, an evolving scalar field remnant from
the big bang, to modifications of Einstein’s General Rel-
ativity (Li et al. 2011; Yoo & Watanabe 2012; Joyce et
al. 2015). Considering the wealth of theoretical expla-
nations, it is crucial to obtain precise and unbiased mea-
surements of the expansion history of the Universe which
allows us to differentiate between competing models.
In recent years the Alcock-Paczynski (AP) test (Al-
cock & Paczynski 1979) applied to galaxy redshift sam-
ples (Outram et al. 2004; Blake et al. 2011; Alam et
al. 2016), has allowed tight constraints to be placed
on the background averaged distance scales, DA(z) and
H−1(z). Assuming an incorrect cosmological model for
the coordinate transformation between redshift space
and comoving space produces residual geometric distor-
tions in the resultant galaxy distribution as well as a
change in volume elements (Park & Kim 2010), see Fig-
ure 1 as an illustrative example. These distortions are
induced by the fact that measured distances along and
perpendicular to the line of sight depend on the given
cosmological parameters. Therefore, measuring the ra-
tio of galaxy clustering in the radial and transverse di-
rections provides a probe of this AP effect, which is sen-
sitive to the product DA(z)H(z).
The main caveat in applying the AP test is that the
radial distances of galaxies are inferred from observed
redshifts. Thus AP tests are inevitably affected by the
peculiar motions of galaxies, which leads to apparent
anisotropy in the clustering signal, even if the adopted
cosmology is correct. The effect, known as redshift-space
distortions (RSD), is notoriously difficult to model ac-
curately in the statistics of galaxy clustering (Ballinger
Peacock & Heavens 1996).
The symmetry properties of galaxy pairs (Marinoni &
Buzzi 2010; Bueno Belloso et al. 2012) could also be
used to probe the AP effect; however, since the peculiar
velocity distorts the redshifts and changes the apparent
tilt angles of galaxy pairs, this method is also seriously
limited by RSD (Jennings et al. 2011).
In an effort to minimize RSD contamination, the
shape of void regions (Ryden 1995; Lavaux & Wandelt
2012; Hamaus et al. 2016) has been proposed as an AP
probe. This approach has the advantage that the void
regions are easier to model compared with dense regions,
but has limitations in that it utilizes only low density re-
gions of the LSS and requires large samples to attain sta-
tistical significances and achieve competitive constraints
(Mao et al. 2016).
Previously, we proposed to use the redshift dependence
of the AP distortion (Li et al. 2014) as a way of miti-
gating the RSD effect. The clustering anisotropies pro-
duced by RSD are, although large, close to uniform in
magnitude over a wide range in redshift. However, if cos-
mological parameters are incorrectly chosen and there
exists the AP effect, the anisotropy in the clustering
signal has a clear redshift dependence (as an illustra-
tion, Figure 1 shows how the shape distortion varies
with distance when incorrect cosmologies are used to
infer distance from redshift). In Li et al. (2015), we de-
veloped an AP methodology that utilizes the redshift
dependence of the galaxy 2-point correlation function
(2PCF), measured as a function of angle between the
galaxy pair and line-of-sight (LoS).
In an earlier work (Li et al. 2016, hereafter L16) we
applied this AP method to galaxies from the Sloan Dig-
ital Sky Survey (SDSS-III), data release (DR) 12. Com-
bining the method with measurements of the Cosmic Mi-
crowave Background (CMB), type Ia supernovae (SNIa),
baryon acoustic oscillations (BAO), andH0, we obtained
very tight constraints of Ωm = 0.301 ± 0.006, w =
−1.054±0.025. In reducing the RSD effect, we were able
to use galaxy clustering on scales down to 6 h−1Mpc,
which is a major advance in extracting cosmological
information on small scales where galaxy clustering is
strong and many independent structures exist.
In this paper, we continue to develop our previous
methodology and proceed to set the constraints on dy-
namical dark energy. We will use the same observa-
tional data as in L16, however we present an improved
methodology compared to L16, allowing for faster like-
lihood estimation and thus the exploration of larger,
higher dimensional parameter spaces. The methodol-
ogy we will present here, can be applied to any model
of dynamical dark energy, or indeed any appropriately
chosen parametric or non-parametric decomposition of
the cosmic expansion history. However, as a first step, in
this paper we will focus on the widely used Chevallier-
Polarski-Linder (CPL) parametrization(Chevallier &
Polarski 2001; Linder 2003),
w(z) = w0 + wa(1− a) = w0 + wa z
1 + z
. (1)
This parametrization characterizes the dark energy
equation-of-state (EoS) by two free parameters; w0 de-
termines the present-day value, while parameter wa
characterizes the first-order derivative of w with respect
to a. The possible redshift evolution of dark energy EoS
is not considered in the analysis of L16.
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Figure 1. Examples of the rectangular shape distorted by assuming incorrect cosmologies compared to the true fiducial
cosmology Ωm = 0.26 and w = −1. In 2D comoving coordinates with the observer at the origin, 4 perfect squares are plotted
at various distances along one particular line-of-sight direction, in the fiducial model (blue). These squares are then reprojected
into am incorrect cosmological model (red), distorting only the radial positions of the corners of each square and resulting in a
distorted quadrilateral shapes.
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Figure 2. A patch of SDSS BOSS DR12 galaxies in the
fan shape region of 140◦ < R.A. < 170◦, 10◦ < Decl. < 13◦,
split into six non-overlapping redshift bins (marked by the
arcs) in order to probe the redshift evolution of anisotropic
clustering. We plot the galaxy positions computed using
Ωm=0.26 ΛCDM. Redshifts and comoving distances (in unit
of h−1Mpc) of the edges of redshift bins are listed.
The CPL parametrization has many obvious advan-
tages, for instance, a manageable parameter space, the
bounded behavior at high redshift, and the ability to
accurately reconstruct many dark energy theories (Lin-
der 2003). The constraining power is usually quantified
by the DETF (Dark Energy Task Force; Albrecht et al.
2006) figure of merit, defined as the reciprocal of the
area of the error ellipse enclosing the 95% confidence
limit (CL) in the w0 − wa plane.
The rest of this paper is arranged as follows; in §2 we
describe the data that is used and outline the method-
ology for obtaining cosmological constraints. In §3 we
present the main findings of this study and finally we
conclude in §4.
2. METHODOLOGY
The methodology follows closely that of our previous
work, Li et al. 2016, where we used the redshift depen-
dence of the anisotropic clustering of galaxies to test cos-
mological models. When transforming galaxy positions
in {RA,DEC, Redshift} to comoving cartesian coordi-
nates we must assume a cosmological model. Any differ-
ence between our assumed model and the true model will
induce geometrical distortions on the resultant galaxy
distribution (AP effect). This can be more easily visu-
alised in Figure 1, where we illustrate the AP effect in
four incorrect cosmologies.
In this toy model, the boxes in the fiducial cosmology
(blue) are reprojected into different cosmologies (red)
with various choices of Ωm, w0, wa. As we can see from
the figure, varying the cosmology alters the position, size
and shape of the boxes in a redshift dependent fashion.
Thus, we may expect that the shape of the clustering
statistics will also be effected by in a similar way.
In Li et al. 2016 we considered only non-evolving DE
models. However, since a redshift dependence of the
shape distortion is observed when adopting wrong values
of w0 and wa, in Figure 1, we expect that these two
parameters will be sensitive to our method.
2.1. Data
We use the spectroscopic galaxy sample of SDSS-
III BOSS (Baryon Oscillation Spectroscopic Survey),
which has two primary catalogues: the LOWZ sam-
ple, designed as an extension of the SDSS-I/II lumi-
nous red galaxy sample to z ≈ 0.4 and fainter luminosi-
ties, and the CMASS sample covering a higher range
(0.4 . z . 0.7), and made to be an approximately stel-
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Figure 3. ξˆ∆s(µ) measured from the SDSS BOSS DR12 galaxies in six redshift bins (three in LOWZ and three in CMASS),
assuming the Ωm = 0.26 ΛCDM cosmology and a more dark energy dominated cosmology with wa = −2. Measurements,
without systematic correction, are plotted for each of the six redshift bins and their redshift evolution with respective to the
first bin of LOWZ. In the wa = −2 cosmology, the shapes of ξˆ∆s(µ) are different from the Ωm = 0.26 cosmology results, and the
difference changes with redshift; a large redshift evolution of ξˆ∆s(µ) is detected in this cosmology, indicating that it is not likely
to be the underlying true cosmology of our universe. The measurements in the HR4 mock catalogues (always in the Ωm = 0.26
ΛCDM cosmology; plotted in green color) match the general shape of curves measured from observational data, indicating that
the simulation reproduces the FoG and Kaiser effects. For the wa = −2 cosmology, we also plot the approximate 2PCFs (red
dashed lines) inferred using the technique described in Appendix. A. The error induced in the approximation procedure is very
small.
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lar mass limited sample of massive, luminous galaxies
(Reid et al. 2016). In the clustering analysis we use
1,133,326 galaxies, split into six, non-overlapping red-
shift bins, 0.150 < z1 < 0.274 < z2 < 0.351 < z3 <
0.430 < z4 < 0.511 < z5 < 0.572 < z6 < 0.693. The
edges are determined so that the number of galaxies are
roughly the same in different redshift bins (for LOWZ
and CMASS samples, respectively).
Figure 2 shows a patch of 10,976 BOSS DR12 galaxies,
whose positions are computed in the Ωm=0.26 ΛCDM
cosmology. By investigating how the anisotropy of
galaxy distribution evolves in the six redshift bins, we
are able to distinguish particular cosmological models.
2.2. Quantifying the redshift dependence of the AP
distortion
Following our previous methodology, the information
of anisotropic clustering is computed1 as
ξ∆s(µ) ≡
∫ smax
smin
ξ(s, µ) ds, (2)
with smin = 6h
−1Mpc, and smax = 40h−1Mpc. We then
normalize these clustering shells as
ξˆ∆s(µ) ≡ ξ∆s(µ)∫ µmax
0
ξ∆s(µ) dµ
(3)
to nullify the amplitude information of the clustering
signal, which is not associated with the AP test and
is mostly sensitive to the galaxy bias evolution. The
“correct” cosmological model is selected by minimizing
the amount of redshift evolution of ξˆ∆s, via a χ
2 function
of
χ2 ≡
6∑
i=2
nµ∑
j1=1
nµ∑
j2=1
p(zi, µj1)(Cov
−1
i )j1,j2p(zi, µj2) (4)
where p(zi, µj) is the redshift evolution of clustering
with respect to the lowest redshift bin, while subtracting
systematic effects as
p(zi, µj) ≡
[
ξˆ∆s(zi, µj)− ξˆ∆s(z1, µj)
]
(5)
−
[
ξˆ∆s(zi, µj)− ξˆ∆s(z1, µj)
]
sys
.
We use nµ=20, 21, ... 25 bins for the value of 0 < µ <
µmax. To reduce the fiber collision and the finger of god
(FoG) effect (Jackson 1972) near the LOS we take a cut
µmax = 0.97.
1 These correlations were computed using the public code KSTAT
https://bitbucket.org/csabiu/kstat.
The systematics effects are estimated using mock cat-
alogues drawn from Horizon Run 4 (HR4; Kim et al.
2015), an N-body simulation with a box size of L = 3150
h−1Mpc, the number of particles 63003, initial redshift
of zi = 100, and the WMAP5(Komatsu et al. 2011) cos-
mological parameters (Ωb,Ωm,ΩΛ, h, σ8, ns) = (0.044,
0.26, 0.74, 0.72, 0.79, 0.96). Mock galaxy samples are
produced using a modified version of the one-to-one cor-
respondence scheme (Hong et al. 2016).
Since the mock catalogues were analysed using the
cosmology with which they were run, they have no ge-
ometrical distortions associated with the AP effect, al-
lowing us to focus solely on modeling the RSD effect.
The covariance matrix, Cov, is computed from the
a set of 2,000 MultiDark PATCHY mock catalogues
(Kitaura et al. 2015). The statistical bias and scatter-
ing in the likelihood function (due to the finite number
of mocks in covariance estimation) are adequately cor-
rected (Hartlap et al. 2006; Percival et al. 2014).
The MultiDark PATCHY mocks are produced using
approximate gravity solvers and analytical-statistical bi-
asing models. They were calibrated to the BigMulti-
Dark N-body simulation (Klypin et al. 2016), which uses
3 8403 particles in a volume of (2.5h−1Gpc)3, assuming a
ΛCDM cosmology with (Ωb,Ωm, h, σ8, ns) = (0.048206,
0.307115, 0.6777, 0.8288, 0.9611). The mock surveys
can well reproduce the number density, selection func-
tion, survey geometry, and 2PCF measurement of the
BOSS DR12 catalogues. They have been adopted for
statistical analysis of BOSS data in a series of works
(see Alam et al. 2016, and references therein).
As an illustration, Figure 3 shows how we us the above
procedure to distinguish different cosmologies. Here we
plot the value of ξˆ∆s(µ) (upper panels) as well as its red-
shift evolution (lower panels), measured from the BOSS
DR12 galaxies in six redshift bins. Two cosmologies are
adopted, one with Ωm = 0.26, and the other with a
strongly disfavoured value of wa = −2.
The shape of ξˆ∆s(µ) is very different from a flat curve,
due to the apparent anisotropy produced by the pecu-
liar motion of galaxies. In the wa = −2 cosmology, the
shapes of ξˆ∆s(µ) are different from the measurements
in the Ωm = 0.26 cosmology, and the amount of differ-
ence systematically evolves with redshift. We observe
a large redshift evolution of ξˆ∆s(µ), indicating that it
is not likely to be the underlying true cosmology of our
universe.
The green curves denote the 2PCFS measured from
the HR4 mock catalogues (we plot the correct measure-
ment in the simulation cosmology, i.e. the Ωm = 0.26
ΛCDM) and have not been corrected for systematics. So
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Figure 4. Cosmological parameter constraints on the CPL dark energy parametrization w = w0 + waz/(1 + z). The 68.3%,
95.4% CL likelihood contours in the Ωm −w0 and w0 −wa planes are plotted in the left and right panels, respectively. Results
from CMB+BAO (cyan filled), CMB+BAO+SNIa+H0 (blue filled) and CMB+BAO+SNIa+H0+AP (magenta filled) are shown.
Adding our AP method to the CMB+BAO+SNIa+H0 combination reduces the contour area by as much as 50%.
their amplitude simply represents the magnitude of the
systematic effects.
The simulation results can match the general shape
of the results from observational data, indicating that
the FoG (Jackson 1972) and Kaiser (Kaiser 1987) ef-
fects are both well reproduced. Since there is no AP
effect in the simulation measurements, all detected red-
shift evolution should be due to effects other than the
cosmological effect; so they are adopted as an estimation
of the systematic effects of the method. The amount of
systematics reaches 4 – 6% in the 6th redshift bin, and
is much smaller (. 2%) in the other bins.
In L16, the likelihood contour of Ωm − w was con-
structed by measuring the 2PCF 3,375 times, using
3D positions of BOSS galaxies computed in 71×45 sets
of cosmological parameters. This procedure took ∼1
month using 500 cores of the Korea Institute for Ad-
vanced Study Baekdu cluster. It would be computa-
tionally intractable to attempt a full MCMC of all rele-
vant cosmological parameters using this approach. Thus
we adopt an “approximate 2PCF” by transforming our
measurements from one cosmology to another. A de-
tailed explanation of this procedure is given in Appendix
A
3. COSMOLOGICAL CONSTRAINTS
The Planck team has released the COSMOMC (Lewis
& Bridle 2002) outputs of four Markov Chain Monte
Carlo (MCMC) “chains” in the CPL model, using a
combination of four datasets: the full-mission Planck
observations of CMB temperature and polarization
anisotropies (Ade et al. 2015), the BAO distance
priors measured from SDSS DR11 (Anderson et al.
2013), 6dFGS (Beutler et al. 2011) and SDSS MGS
(Ross et al. 2015), the “JLA” SNIa sample (Betoule
et al. 2014), and the Hubble Space Telescope mea-
surement of H0 = 70.6 ± 3.3 km/s/Mpc (Riess et al.
2011; Efstathiou 2014). These MCMC chains con-
tain the CMB+BAO+SNIa+H0 likelihood computed
for ∼37,000 sets of cosmological parameters. After
adding the log-likelihoods of the Planck team sample
with ours, while also multiply the sample weights by our
likelihoods, we derive the CMB+BAO+SNIa+H0+AP
constraints on CPL parameters.
3.1. Results
Figure 4 shows the 68.3% and 95.4% CL likelihood
contours in the Ωm − w0 and w0 − wa planes, de-
rived from the CMB+BAO, CMB+BAO+SNIa+H0
and CMB+BAO+SNIa+H0+AP, respectively. The
overlapping of the various contours suggest that they
are consistent with each other.
The current CMB+BAO datasets are not statisti-
cally powerful enough to effectively constrain the w0-
wa parameter space. Combining the four external tech-
niques, i.e. CMB+BAO+SNIa+H0, leads to effective
constraints on all parameters. The statistical mean val-
ues and 68.3% uncertainties of these parameters are
Ωm = 0.309± 0.010, (6)
w0 = −0.938± 0.109, (7)
wa = −0.38± 0.41, (8)
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while adding our AP method to this combination further
tightens the constraints leading to
Ωm = 0.301± 0.008, (9)
w0 = −1.042± 0.067, (10)
wa = −0.07± 0.29. (11)
The error bars are dramatically reduced by 30 – 40%,
and the contour areas are reduced by ∼50%, i.e., the
dark energy figure of merit is improved by ∼100%. No-
tice that the AP constraints come from the BOSS DR12
data, which is already used in the BAO analysis. So the
doubling of the figure of merit comes at no additional
cost or alteration to data size, thus greatly improves the
overall cost-benefit of the large cosmological redshift sur-
veys.
Zhang et al. (2018) tested the correlation between the
BAO and AP methods, and find that the information ex-
tracted from each methods is statistically independent.
The BAO method uses the BAO feature in the cluster-
ing of galaxies on scales of 100-150 h−1Mpc, created by
the oscillation of the baryon-photon plasma in the early
Universe. Measuring the BAO feature in 1D or 2D then
yields measurements of DV or DA and H at some rep-
resentative redshift. As a comparison, the AP method
uses galaxy clustering on scales of 6 − −40 h−1Mpc,
which is much smaller than the BAO scale. The infor-
mation explored from the two methods are fairly inde-
pendent, so we can easily combine them without worry-
ing about their correlation.
It can be also noted that, after adding the AP method,
the central value of wa moved significantly towards zero.
This means the result becomes more consistent with a
cosmological constant dark energy component having no
evolution. Figure 5 shows the redshift evolution of w(z)
derived from the cosmological constraints. Adding the
new AP results tightens the constraints and reduces the
redshift evolution of w (tilt of w(z)).
In Appendix B, these results are tested for robustness.
We find that the results are unaffected by the line-of-
sight µ-cut, the range of radial integration, the choice
of fiducial cosmology in the mapping of ξ(s, µ), and the
number of mocks.
4. CONCLUSIONS
In recent studies we have proposed to constrain cos-
mological parameters governing the expansion history of
the universe via the redshift dependence of anisotropic
galaxy clustering (Li et al. 2014, 2015, 2016). This
approach enables a robust AP test on relatively small
scales. In this paper we improved the methodology
and obtained constraints on the CPL parametrization
of dark energy. The derived cosmological constraints
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
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Figure 5. Derived redshift evolution of w(z), the 68.3%
and 95.4% CL regions are plotted. Adding the AP method
tightens the constraints and reduces the redshift evolution of
w (the tilt of w(z)).
are fully consistent with a cosmological constant dark
energy component having no redshift evolution.
The AP method presented in this work has many
advantages over the ‘traditional’ methods using galaxy
clustering. Since it works with the redshift evolution of
the anisotropic clustering signal it significantly reduces
the effect of systematics. Our method mitigates many
of the difficulties in accurately modeling the RSD, non-
linear clustering and galaxy bias. This implementation
of the AP test can use galaxy clustering statistics at rel-
atively smaller scales compared to other methods, thus
including many more k-modes, maximising the informa-
tion gain.
In this analysis, we find that the systematic effects
do not significantly affect the derived cosmological con-
straints. But it remains to be seen if this is true for
future galaxy surveys. In particular, the systematic ef-
fects are estimated using simulations performed in one
fiducial cosmology. The cosmological dependence of the
systematics remains to be investigated in future works.
In this analysis, combining our method with the
CMB+SNIa+BAO+H0 datasets, the dark energy fig-
ure of merit is improved by a factor of ∼2. This indi-
cates the great power of the method in constraining the
cosmic expansion history and probing the properties of
dark energy.
In Li et al. (2014, 2015) we tested and found that our
methodology is applicable up to z 1.5. Thus future sur-
veys such as EUCLID and DESI will provide ideal data
for the method presented in our current and previous
works.
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Previously we found that, for a 1/8-sky mock surveys
having 8 million galaxies and sampled to have roughly
a uniform number density in z = 0− 1.5, the AP effect
results in tight constraints with 68.3% CL intervals of
δΩm ∼ 0.03 and δw ∼ 0.1 when using the AP test alone,
without combining with others. The constraints from
DESI, which will probe 30 million galaxies and reach
z = 1.5, will be tighter than that.
It would be interesting to see whether we can detect
firm evidence for w(z) deviation from -1 in future sur-
veys. This also demands us make more precise correc-
tion of systematics, which would becomes comparable
to or even larger than the statistical error.
Although at the level of precision of current surveys
the cosmological dependence of the systematic is negligi-
ble as can be seen in appendix B. In the era of next stage
experiments, the impact of cosmological dependence of
systematics would be definitely larger. If we assume
the statistical error proportional to 1/
√
N where N be-
ing the number of galaxies, then future surveys such as
DESI will have ∼6 times smaller statistical error than
SDSS-III. However, the cosmological dependence of the
systematic could be easily solved by, e.g. interpolating
among systematics estimated from several sets of simula-
tions with different cosmologies, or considering theoreti-
cal estimation of systematics (Park et al. 2018). Thus we
believe this would not be a significant problem limiting
the application of the method.
We expect the method will play an important role in
deriving cosmological constraints from future spectro-
scopic galaxy surveys.
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APPENDIX
A. APPROXIMATING THE 2PCFS IN COSMOLOGIES OTHER THAN THE FIDUCIAL ONE
The number of galaxy pairs are counted in bins of separation, s and cosine of the angle w.r.t the LoS µ, where the
comoving positions were computed in a fiducial cosmology (Ωm = 0.26 ΛCDM). These binned measurement are then
translated from the “fiducial” cosmology to the measurements in a “target” cosmology using the following coordinate
transforms,
starget = sfiducial
√
α2‖µ
2
fiducial + α
2
⊥(1− µ2fiducial),
µtarget = µfiducial
α‖√
α2‖µ
2
fiducial + α
2
⊥(1− µ2fiducial)
(A1)
where α⊥ ≡ DA,target/DA,fiducial, α‖ ≡ Hfiducial/Htarget and DA and H are computed in the effective redshifts of the six
redshift bins. In the fiducial cosmology we measure ξ(s, µ) with a high resolution of ∆s = 0.2Mpc/h, ∆µ = 1/600, and
later these small “pixels” are grouped to infer the number counts in other cosmologies, in large pixels of ∆s = 1Mpc/h
and ∆µ = 1/120. In the case when one small pixel belongs to more than one larger pixel, a correction is applied by
computing the fraction of the overlapping area A dense grid of ∆s = 0.2Mpc/h, ∆µ = 1/600 can significantly reduce
Constraints on dynamical dark energy from AP the effect 9
Figure 6. Mapping ξ(s, µ) from the fiducial cosmology (taken as the Ωm = 0.26 ΛCDM cosmology) to six different cosmologies,
(Ωm, w0, wa) = (0.4,−1, 0), (0.26,−0.5, 0), (0.26,−1, 2), (0.1,−1, 0), (0.26,−1.5, 0), and (0.26,−1,−2). The number counts are
measured in the fiducial cosmology in the blue dashed grid; in other cosmologies their distribution becomes the red solid grid
(according to Equation A1). We use this relation to obtain ξ(s, µ) in these non-fiducial cosmology without re-measuring the
number counts. To enhance the accuracy, we count the number of galaxy pairs in 5 times smaller pixels (the small red pixels),
and group them together to infer the values of ξ(s, µ) in the blue dashed pixels (for illustration purpose, the blue and red grids
are 10 times sparser than the grids adopted in the real analysis).
the edge effect; if we use Equation A1 to do a simple interpolation on a ∆s = 1Mpc/h, ∆µ = 1/120 grid, the edge
effect becomes so large that the derived cosmological constraints suffer from a significant error.
We tested the derived cosmological constraints from this approximation method compared to our Li et al. (2016)
results, where we made the measurements in each cosmological model without approximation. Without considering
the edge effect it deviates from the original contour by more than 1 sigma (even if the fiducial cosmology is the
correct one). Whatever the fiducial cosmology, the error always exist since we always need to compute χ2 of non-
fiducial cosmological parameters when making the contour. The amplitude of error is found to be larger if the fiducial
cosmology is far from the constrained region of parameter space. For example, in the case that the deviation is as
large as δΩm > 0.2 and δw > 2, the change in the position and size of the contour is ∼10%.
The above procedure is illustrated in Figure 6. Using the relations given by Equation A1, we obtained the distribution
of number counts in cosmologies other than the fiducial cosmology. We ensure the accuracy of the remapping by
performing the pair counting using 5 times smaller pixels (the small red pixels), and regrouping these together to infer
the number counts at the desired resolution (the large blue dashed pixels).
Figure 3 plots the approximate 2PCFS in the wa = −2, evolving dark energy, cosmology. We find that, the
approximation procedure only introduces a . 0.5% error in the ξˆ∆s(µ), which is 10 times smaller than the intrinsic
noise (the possion noise and cosmic variance) in ξˆ∆s(µ). So it should be precise enough to use the approximate 2PCF
in the statistical analysis.
We performed a series of tests to check the reliability of using the approximate 2PCF in the cosmological analysis.
An input-output test was conducted using the four sets of mock catalogues of BOSS DR12 galaxies constructed from
HR4 (Kim et al. 2015). The results are shown in the left panel of Figure 7. The input cosmology is the simulation
cosmology, i.e. Ωm = 0.26 ΛCDM. It lies within the 1σ contour of the inferred constraints. The right panel of Figure 7
displays the cosmological constraints from real observational data in case of fixing wa as 0 (hereafter wCDM). Results
obtained using the precise and approximate 2PCFs agree quite well with each other.
10 X.-D. Li, C.G. Sabiu, C. Park, et. al
0.15 0.20 0.25 0.30 0.35 0.40
Ωm
−1.4
−1.2
−1.0
−0.8
−0.6
−0.4
w
Inferred constraints from 4 sets of HR4 mocks
Input Cosmology Ωm=0.26, w=−1
0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
Ωm
−1.8
−1.6
−1.4
−1.2
−1.0
−0.8
−0.6
w
wCDM constraints  
from SDSS−III galaxies 
Precise 2PCFs
Approx 2PCFs
Figure 7. Left panel: Input-output test of the AP methodology using four sets of BOSS DR12 galaxy mock catalogues
constructed from the HR4 simulation. The approximate 2PCFs are adopted in the analysis. The inferred cosmological constraints
from the method, shown in the cyan contours, are consistent with the input cosmology (the simulation cosmology, i.e. the
Ωm = 0.26 ΛCDM; marked by the black plus sign). Right panel: Cosmological constraints from the BOSS DR12 galaxies,
assuming a wCDM cosmology (i.e., the value of wa fixed as zero). Results obtained using the precise 2PCFs (cyan filled) and
approximate 2PCFs (red dashed) agree with each other quite well.
B. ROBUSTNESS CHECK
Figure 8 and 9 show that, if we discard the systematics correction, the derived constraints are almost unaffected. This
indicates that, for the data analysis of current galaxy surveys, the systematic effects in our method is not significant.
But it remains to be seen if this is true for future galaxy surveys, or when the cosmology dependence of the systematics
effects is taken into account.
Furthermore, Figure 8 shows that the result is unaffected by the line-of-sight µ-cut, the range of radial integration,
the choice of fiducial cosmology in the mapping of ξ(s, µ), and the number of mocks. The result does not change
significantly if we remove the highest redshift bin, where the estimated systematics is comparably large. This further
justifies our conclusion that, the effect of systematics is not significant in this analysis.
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