Abstract. It was recently shown that, in the solution of smooth constrained optimization problems by sequential quadratic programming (SQP), the Maratos e ect can be prevented by means of a certain nonmonotone (more precisely, three-step or four-step monotone) line search. Using a well known transformation, this scheme can be readily extended to the case of minimax problems. It turns out however that, due to the structure of these problems, one can use a simpler scheme. Such a scheme is proposed and analyzed in this paper. Numerical experiments indicate a signi cant advantage of the proposed line search over the (monotone) Armijo search.
Several authors have proposed, among other approaches (e.g., 1{3]), extensions of the popular sequential quadratic programming (SQP) scheme (originally proposed for the solution of smooth constrained problems) to the minimax framework (e.g., 4{9]). Global convergence is usually insured by means of a line search, forcing a decrease of f at each iteration. Typically, under mild assumptions, these algorithms exhibit a local superlinear (or two-step superlinear) rate of convergence provided the step size is not truncated by the line search when a solution is approached. Unfortunately, it is known that in general the full step does not yield a decrease of f and thus the line search may prevent superlinear convergence to take place (Maratos-like e ect). As pointed out by Womersley and Fletcher 9] and by Conn and Li 3] , the watchdog technique 10] and the bending technique 11, 12] , proposed for circumventing the Maratos e ect in the context of smooth constrained optimization, can be easily extended to the minimax framework. Both approaches however have drawbacks. The watchdog technique may result in repeated backtracking in early iterations and the bending technique requires an additional evaluation of f at each iteration.
A few years ago, in the context of Newton's method for smooth unconstrained optimization, Grippo, Lampariello and Lucidi 13] proposed a \nonmonotone" line search according to which the objective function is not forced to decrease at every iteration but merely every M iterations, where M is a freely selected positive integer. They showed that with such a line search global convergence is still guaranteed, and they pointed out that, as the full Newton step can then be taken earlier, convergence may often be sped up. Their numerical tests were indeed very promising. Recently, it was shown that making use of a suitable extension of this scheme to smooth constrained optimization, in the framework of SQP with penalty function-based line search, has the additional advantage of automatically allowing a full step to be taken locally and thus avoiding the Maratos e ect 14].
Many of the schemes that have been proposed for the solution of minimax problems can be viewed as follows. and application of a constrained optimization algorithm to this problem is considered. The resulting iteration is then re ned to exploit the structure of the problem. In particular, in the case of sequential quadratic programming, re nements include (i) line search on f rather than on a penalty function, (ii) constraints made tight at the end of each iteration, and (iii) estimation of a Hessian of size n n instead of (n + 1) (n + 1). The question thus arises here of whether similar re nements on the nonmonotone line search scheme of 14] are viable. Speci cally, (i) does a nonmonotone line search in the \max" function f still enforce global convergence? (ii) does such a line search prevent the Maratos e ect? It turns out that the answer to both questions are positive. In addition, apparently even more than in the smooth constrained case, nonmonotone line search in the minimax case leads to signi cantly improved results on numerical tests. In this paper, a nonmonotone line search based algorithm is described and analyzed; extension to constrained minimax problems is outlined; numerical experiments are discussed.
The balance of the paper is organized as follows. The algorithm is presented in Section 2. Global and local convergence are analyzed in Section 3. Numerical results are presented in Section 4. Section 5 is devoted to nal remarks. (4) where the \max" insures that a positive step will always be accepted ( (4) (6) if kdk kd k k, and zero otherwise. In (6),
It is shown below (Proposition 3.4) thatd k obtained from (6) 
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Remark 2.1. Without Step 1 ii, the algorithm is a simple combination of Han's method (except that t k is determined di erently) and a second order correction to obtain superlinear convergence.
3. Convergence analysis. Given x 2 R n , the set of active functions at x is de ned by
The following standard assumptions are made throughout the analysis. (10) Due to the equivalence of (P ) and the smooth constrained optimization problem (P 0 ), some of the proofs are fairly standard and are either given in the Appendix or altogether left out. x), and of the boundedness ofd k , it follows from Lemma 3.1 that the line search is well de ned. Therefore, unless the algorithm stops at
Step 1 i at a stationary point, it constructs an in nite sequence fx k g. In the sequel, we assume the latter.
The following property, which holds even though monotone line search is not enforced, is a key to global convergence. Although the underlying ideas of the proof are analogous to those used by Grippo et al. in the smooth unconstrained case 13], the details of the extension to the present situation are nontrivial. We rst show that, for some f 2 R, f(x`( k) ) ! f as k ! 1: (11) For this, note that, in view of the de nition of`(k),
since, in view of the construction of x k+1 in the algorithm, f(
is nonincreasing. Since x k 2 for all k, (11) then follows from A1 and A2.
Second we show that, for any integer j, the following implications hold: (12) and f(x`( k)?j ) ! f as k ! 1 ) x`( k)?j ? x`( k)?(j+1) ! 0 as k ! 1: (13) (Throughout the remainder of this proof, k is taken large enough for the indexes to make sense.) Indeed from the construction of x k+1 and in view of A3, we have
In view of (11), the left hand side of (12) 
In view of (11), (14) holds for j = 0. Suppose it holds for some|. Then, from (13),
x`( k)?| ? x`( k)?(|+1) ! 0 as k ! 1: Since fx k g is bounded, continuity of f and the induction hypothesis imply f(x`( k)?(|+1) ) ! f as k ! 1 and this completes the proof of (14) . The proof of the lemma can now be readily completed. Indeed, (12) , (13) and (14) imply that, for any nonnegative integer j, t`( k)?(j+1) d`( k)?(j+1) ! 0 as k ! 1 (15) x`( k)?j ? x`( k)?(j+1) ! 0 as k ! 1: (16) From the fact (see de nition of`(k)) that, for all k, Theorem 3.3. Let x be an accumulation point of the sequence generated by the algorithm and fx k g k2K be any subsequence converging to x : Then, x is a stationary point of (P ) and the sequence fd k g k2K converges to zero. Assumption A6 has been observed to often hold, e.g., under some conditions, when H k is updated using Powell's modi cation of the BFGS formula (see 17]). In the presence of the strong properties stated in Proposition 3.4, it ensures that the iteration is close enough to the Newton iteration that a full step is eventually accepted by the line search. Next, because the correctiond k is small (see (18) ), A6 implies two-step superlinear convergence in the present context, as it does when the unperturbed SQP iteration is used (see, e.g., 18, 19] (20) In view of the continuity of f and of Proposition 3.4(i), it follows that, for k large enough, f(
Therefore, it su ces to prove (20) 
Therefore (20) holds.
Remark 3.2. In (7) and (8) Results obtained on selected minimax problems are summarized in Table 1 . All computations were performed on a SUN 4/SPARC station 1. Gradients were computed by nite di erences (for the ith component, the perturbation parameter was 2 10 ?8 maxf1; jx i k jg).
Problems BARD, DAVD2, F&R, HETTICH, and WATS are from 21]; CB2, CB3, R-S, WONG and COLV are from 22, Examples 5.1-5]; MAD1 to MAD8 are from 23, Examples 1-8]. Some of these test problems allow one to freely select the number of variables; problems WATS-6 and WATS-20 correspond to 6 and 20 variables, respectively, and MAD8-10, MAD8-30 and MAD8-50 to 10, 30 and 50 variables respectively. Problems BARD down to WONG are unconstrained and MAD1 down to MAD8 are linearly constrained minimax problems. In Table 1 , the performance of Algorithm NLS is compared with that of the same algorithm with an Armijo type line search (ALS) 5 and with that of algorithms proposed in 3] (CL) and 23] (MS). To make such comparison meaningful, we attempted to best approximate the stopping rule used in each of the references. Thus (i) for problems BARD down to WONG, execution was terminated when kd k k was smaller than the corresponding value of in the EPS column, and (ii) for problems MAD1 down to MAD8-50, execution was terminated when kd k k was smaller than kx k k times the corresponding value of in the EPS column. As pointed out by Madsen and Schj r-Jacobsen, all their problems cited here except MAD-2 satisfy Haar's condition.
The following observations can be made. First, NLS performs much better than ALS in terms of the number of function evaluations. Second, it compares well with other algorithms. WATS-20 is peculiar since from iteration 20 on, the 14 signi cant digits printed out by FSQP do not change. On the MAD problems for which the Haar condition holds, the performance of NLS appears to be comparable to that of the algorithm of 23].
5. Concluding remarks. We have described and analyzed an SQP based algorithm for unconstrained nonlinear minimax problems with nonmonotone line search. It is proved that the Maratos-like e ect can be avoided while auxiliary function evaluations are performed only during early iterations. Extension to the linearly constrained case presents no di culty, but an assumption of linear independence of gradients of active constraints has to be imposed on the analysis of global convergence to ensure that multipliers associated with constraints are bounded. For nonlinearly constrained minimax problems, either the algorithm given in 14] could be invoked with suitable modi cations concerning our max function f(x) if feasibility of successive iterates is not required, or the algorithm in 15] could be invoked, as has already been suggested there, if feasibility is required at each iteration starting, from an initial feasible point (nonlinear equality constraints are not allowed). The analyses of such algorithms can be easily carried out by combining the results in this paper and results in 14] or results in 15]. In fact, Algorithm NLS has been combined with that in 15] and has been successfully implemented in FSQP 20] to solve nonlinearly constrained minimax problems. Table 2 contains some numerical results. These problems are obtained from problems 43, 84, 113 and 117 in 24] by removing certain constraints and including instead additional objectives of the form f i (x) = f(x) + i g j (x) where the i 's are positive scalars and g j (x) 0. Speci cally, P43M is constructed from problem 43 by taking out the rst two constraints and including two corresponding objectives with i = 15 for both; P84M similarly corresponds to problem 84 without constraints 5 and 6 but with two corresponding additional objectives, with i = 20 for both; for P113M the rst three linear constraints from problem 113 are turned into objectives, with i = 10 for all three; for P117M, the rst two nonlinear constraints are turned into objectives, again with i = 10 for both. NNL denotes the number of nonlinear constraints. NG denotes the number of individual constraint evaluations. All other notations are the same as in Table 1 . It is apparent that nonmonotone line search signi cantly decreases the number of evaluations of both objective functions and constraints.
Appendix. Proofs of Theorem 3.3, Proposition 3.4 and Proposition 3.5.
Proof of Theorem 3.3. We rst show that fd k g converges to zero on K. Proceeding by contradiction, we suppose there exists an in nite subset K 0 K such that inf k K 0 kd k k > 0, i.e., 9d > 0 s.t. kd k k d; k 2 K 0 . We show that there exists t > 0 independent of k such that line search (7) or (8) Thus, in view of (10) and the boundedness of d k andd k , we have, for t 2 0; 1] and i = 1; ; p, (17) and (10) 
