The paper describes the use of the state space and the natural gradient for the demixing of sources mixed in a non-minimum phase convolutive environment. Non-minimum phase implies that some or all of the zeros of the mixing environment lie outside the unit circle, and as such the theoretical inverse or the requisite demixing system becomes unstable due to the presence of poles outside the unit circle. These unstable poles are required to cancel out the non-minimum phase transmission zeros of the environment. In order to avoid instability due to the existence of these poles outside the unit circle, the natural gradient algorithm may he derived with the constraint that the demixing system is a double sided FIR filter. i.e., instead oftrying to determine the IIR inverse of the environment, we will approximate the inverse using an all zero non-causal filter. The use of the state space warrants that the derived framework is rich in structure while at the same time compact in representation. This results in derivation of update laws that can invariably handle most mixing scenarios. Some simulations illustrating the oerformance of the algorithm are also provided.
INTRODUCTION
In a typical blind scenario, there is no direct evaluation method to determine if the mixing of sources was minimum phase or not.
Thus, a blind usage of minimum phase update laws when the actual mixing is non-minimum phase, leads to a demixing matrix, which fails ro perform the desired task of source recovery. We derive the update laws for the non-minimum phase systems under the constraint that the demixing network is a finite double sided FIR filter. The double-sided filters adequately approximate IIR filters at least in the magnitude terms with a certain associated delay [I] .
This results in update laws to be computationally more expensive, due to the double-sided computations, than their minimum phase counterparts. Furthermore, the asymptotic convergence of the algorithm is slower as compared to the minimum phase systems, this can be attributed to the transients induced in the algorithm due to hi-directional nature of the algorithm [8] The state space notion provides a compact representation, which is capable of handling both time delayed and filtered versions of signals in an organized manner [5, 6, 7] . Unlike the transfer function models, the state-space provides an efficient internal description of a system. Moreover, there are various possible equivalent state space realizations for a system, and thus recovery of original sources can be achieved independent from (and even in the absence of) environment idenfr$ability [ 5 ] . Further, The inverse for a state space representation is easily derived subject to the "invertibility" of the instantaneous relational mixing matrix between input-output. This ensures existence of a solution for the BSR structure in this context, this is termed as
The state space feedfonvard model is chosen as the candidate for demixing network representation. This enables much more general description than standard finitdinfinite impulse response (FIWIIR) convolutive filtering. All known filtering (dynamic) models, like AR, MA, ARMA, ARMAX and Gamma filtering can be considered as special cases of the more general state space representation.
FEEDFORWARD STATE SPACE FRAMEWORK
In the linear dynamic case, the environment models is assumed to be of the state space form X e ( k + l ) = 4Xe(k)+Bes(k) The corresponding feedfonvard demixing network will attain the state space form 
NON-MINIMUM PHASE BLIND SOURCE RECOVERY
In this section we will discuss the blind recovery of sources mixed by an unknown non-minimum phase environment. Using the demixing state space structure shown in Fig. 2 . Using the natural gradient stochastic search we will derive the learning algorithm to adaptively determine an all-zero equivalent to the actual unstable inverse of the non-minimum phase mixing environment.
Theorem
The update law for the zeros of the state space FIR demixing network for a non-minimum phase mixing environment using the natural gradient is given hy 
Derivation of update laws
We assume the demixing network to assume the same state space representation as in (2.3) and (2.4). As discussed above in the introduction, for the non-minimum phase mixing case, we constrain the demixing network to be a double sided filter so as to approximate the intended unstable IIR inverse. Using the MlMO canonical form I, the matrices A and B take the form
where the state space matrices C and D are represented as iteration, which includes the klh and previous N-l observation vectors yk -represents the output vector at the Kh iteration For the derivation of the update laws, we minimize the KullbackLiebler divergence with the above-defined constraints of an FIR representation. We define the z-domain Hamiltonian to be
where the second term on the right hand side is a constraint that ensures that @(z) = 0 is not a minimizing point of (3.9) (31. In the state space regime, the information back-propagation filter assumes the form
This proposed algorithm (3.16) and (3.17) requires both forward and backward in time propagation by the FIR filter. Although the derived computational structure is non-causal, this algorithm can be practically implemented using a delayed version of the algorithm. This delay is nonetheless also required for FIR equivalent inversion of the actual unstable environment inverse. Further, the algorithmic delay and computational storage requirements can be minimized by operating both forward and backward in time filters on the same batch of observations and outputs. These techniques have been applied in the demonstrated simulation example. The theoretical inverse of this IIR mixing environment will also be an IIR filter with order 18 polynomials for both numerator and the deminator in the z-domain. Also two poles of the intended demixing network need to be outside the unit circle, making it an unstable filter. However, the problem is setup for a doubly finite FIR inverse filter with 41 taps and supplied with mixtures of multiple source distributions. The matrix @ =[D C ] is initialized to be full rank, i.e., have one unity tap in each diagonal filter, while other taps are set to small random numbers.
Instantaneous update results after 30,000 iterations are presented
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in figures 3 and 4. An online adaptive nonlinear score function 18) is employed for separating the multi-distribution mixture, the original source signal had gamma, uniform and gaussian distributions respectively.
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Conclusions
A Blind Source Recovery framework for the state space natural gradient recovery of non-minimum phase environments has been presented. The demixing network structure is constrained to be a doubly finite FIR in order to avoid any stability issues due to existence of demixing poles outside the unit circle in the zdomain. The updnte laws for the proposed framework have been derived. A simulzition example is presented, where the original sources have multiple source distributions that include a gaussian distributed noise source. The non-minimum phase algorithm exhibits good performance for the non-gaussian mixtures or the non-gaussian contents of a multi-source distribution mixture. For the gaussian components, the algorithm is able to separate the gaussian source from all other sources, but at times it fails to completely decoiivolve the gaussian source. This is due to demixing filter order over-estimation and the back-propagation of information inherent in the algorithm. The stochastic nature of the Gaussian dismbution is also a contributor, because a sum of common centered gaussian distributed sources even separated in time also possesses a gaussian distribution.
