Confidence estimation for automatic speech recognition has been very recently improved by using Recurrent Neural Networks (RNNs), and also by speaker adaptation (on the basis of Conditional Random Fields). In this work, we explore how to obtain further improvements by combining RNNs and speaker adaptation. In particular, we explore different speakerdependent and -independent data representations for Bidirectional Long Short Term Memory RNNs of various topologies. Empirical tests are reported on the LibriSpeech dataset showing that the best results are achieved by the proposed combination of RNNs and speaker adaptation.
Introduction
Confidence estimation (CE) has been broadly investigated in automatic speech recognition (ASR) with the aim of assessing the reliability of the ASR output [1] . Over the years, an approach that has demonstrated to be very effective is to consider CE as a classical two-category (correct or incorrect) pattern recognition problem. Following this approach, CE has been gradually improved by exploring novel input features and by designing more and more accurate classifiers [1, 2, 3, 4] .
Recent improvements to CE include the use of Recurrent Neural Networks (RNNs) [4] and speaker adaptation [3] . On the one hand, the use of RNNs has yielded better performance due to its ability to model context [4] . On the other hand, experimental results have shown that speaker-adapted classifiers such as naïve Bayes, logistic regression and conditional random fields outperform their non-adapted counterparts [3] . It is worth noting, however, that RNNs and speaker-adaptation have been studied separately, and thus it is still unclear whether using them in conjunction would lead to further improvements in accuracy.
In this work, we explore possible ways to use RNNs and speaker-adaptation techniques in conjunction. In particular, we propose to use the long short-term memory (LSTM) version of RNNs [5] . In this way, the vanishing gradient problem will be conveniently addressed in the case of long-span relations [6] , while both history and future contexts will be modelled at the same time through its bidirectional version (BLSTMs). Furthermore, we propose to apply speaker adaptation techniques to LSTM models through the use of speaker-dependent input features based on their specific vocabulary, as well as training speaker-dependent models.
The content of the paper is organized as follows. The proposed speaker-adapted LSTM architecture is presented in Section 2. Empirical results on the LibriSpeech dataset are reported in Section 3, showing that the best results are achieved by the proposed combination of RNNs and speaker adaptation. Finally, the conclusions of this work are summarized in Section 4.
Speaker-Adapted LSTM Networks for Confidence Estimation
Recent work on CE [4] suggests that using temporal context by means of RNNs outperform other approximations where the sequential dependence cannot be exploited. For that reason, we propose to use LSTM networks as a further step towards context dependency. Aside from circumventing the vanishing gradient problem, LSTM networks introduce a temporal dependence over the entire segment by means of its bidirectional version. In this work, we use LSTM networks with both unidirectional and bidirectional layers, and thus we will refer to them simply as LSTMs. What makes LSTM [5] networks different from RNNs is the use of purpose built-in memory cells which perform element-wise multiplications to control the information flow in the network. This memory cells are able to store information for a long period of time because of a gating structure that determines when the input is relevant enough to remember, when it should continue to remember or forget, and when it should yield an output. Specifically, the LSTM cells replace the activation function of a classical RNN with the following set of equations:
where σ is the logistic sigmoid function and i, f, c, o, h represent five different vectors at time t from each gate: input, forget, cell memory activation, output and hidden layer, respectively. As depicted in Fig. 1 , the LSTM Network proposed in this work follows a classical LSTM architecture. To use it in CE, input vectors at word-level are composed of two parts: a compact representation of the word identity and a set of wordlevel features extracted from ASR word-lattices. Word identities have been included in the input vectors as they have been shown to be very useful in CE [2, 3, 4, 7] . To this end, we have not used a conventional one-hot encoding since this would entail a number of parameters growing linearly with the vocabulary size. Instead, we have used a more compact global word vector representation based on a "GloVe" model [8] . This is an embedding model, which tries to maintain the semantic similarities between words in their vector representation. Two very similar words will result in two very similar vectors. It is trained on the non-zero entries of a global word-word co-occurrence matrix which tabulates how frequently words co-occur with one another in a given corpus, in this case, the same training as the one used for CE. Given a sequence of input vectors X = (x1, ..., xT ) which represents a sequence of T recognized words, the network produces a sequence of output vectors Y = (y1, ..., yT ) defining a probability distribution over each class c (c = {correct, incorrect}). These probabilities correspond to the network's estimate of observing each class c at time t given X .
The LSTM network is trained to minimize the crossentropy error of the targets using a softmax output layer with 2 output units representing the two-category class using the standard back-propagation through time algorithm (BPTT) [9] . Given a target sequence Z = (z1, ..., zT ), the network minimizes the negative log-probability of the target sequence given the input sequence:
After an LSTM network has been estimated based on Eq. (6) using a set of N training pairs {X , Z} N 1 , we propose to adapt the LSTM to a new speaker by performing a few more iterations of the BPTT algorithm using a small subset of training pairs belonging to that speaker. It is worth mentioning that this adaptation also implies adapting the system to the vocabulary of the speaker, so it becomes necessary to re-estimate the global word vector model taking into account the new vocabulary of the speaker concerned. This is needed to ensure that the same word representation is used before and after adaptation.
Experiments

Experimental Setup
The proposed approach has been evaluated in the LibriSpeech ASR corpus [10] . The ASR system has been built using the transLectures-UPV toolkit [11] , which is an open source set of tools for designing an ASR system from scratch. Acoustic models have been trained using the train-clean-100 LibriSpeech subset (100 hours). They consist of an hybrid HMM-DNN built on top of MFCC-CMLLR features. The DNN has been trained with a context window of 11 frames, 7 hidden layers with ReLu activation functions and 2048 units each. The number of target tied-states accounts for a total of 8132. As language model, we have used the pre-built 4-gram provided by the authors in the release of the corpus.
The official dev-other and test-other subsets of the LibriSpeech corpus have been used to adjust and evaluate CE models in a speaker-independent (SI) fashion. Also, 50h from the train-other-500 LibriSpeech subset were randomly selected for the training of the SI CE models. The main statistics of this experimental setting can be found in Table 1 . Additionally, 20 speakers not used in the SI experiments were randomly selected from the train-other-500 subset in order to evaluate speaker adaptation of the SI CE models. Specific training, development and test subsets were built for each speaker using their own speech data. Global statistics of this speaker-dependent (SD) setting are shown in Table 2 . It is worth mentioning that all the speakers in LibriSpeech have almost the same amount of speech so as not to suffer from unbalanced speaker data. Therefore, in our SD partition, there is almost the same amount of data for each speaker in order to adapt, adjust parameters and evaluate.
Evaluation metrics
We have used three metrics to evaluate the performance of the CE classifiers: the area under a ROC curve (AUC), the classification error rate (CER) and the normalized cross entropy (NCE).
Let us assume that ASR output results in C correctly recognized words and I mis-recognized words. Let False Rejection be the number of correctly recognized words with confidence lower than a decision threshold τ (F R(τ )) and, equivalently, let True Rejection be the number of mis-recognized words with confidence lower than τ (T R(τ )). The False Rejection Rate (FRR(τ )) and the True Rejection Rate (TRR(τ )) for a decision threshold τ are computed as:
A Receiver Operating Characteristic (ROC) curve represents TRR(τ ) against FRR(τ ) for different values of τ . The AUC provides an adequate overall estimation of the classification accuracy, being 100 a perfect classification and 50 a random classification (diagonal ROC curve).
The Classification Error Rate (CER) for a decision threshold τ is computed as:
A baseline CER can be computed by classifying all the words as correct (i.e. τ = 1):
Clearly, τ = 1 is not necessarily optimal in the sense of minimizing Eq. (8) . Therefore, it is convenient to consider the classification threshold τ = τ * , which minimizes the CER criterion (usually that which provided the minimum CER in a development set):
The Normalized Cross Entropy (NCE) is defined as the average log distance of the score to the real class. It attains its maximum of 1 when the system provides perfect confidence measures, that is, 0/1 values allowing us to perfectly discriminate between correctly and incorrectly recognized words.
Results
As was mentioned in Section 2, a part of the input features of the LSTM Network are extracted from an ASR word-lattice. In the experiments, we used 5 word-lattice based features commonly used in CE [3] :
• SP: Word Acoustic log-score per time frame (10ms).
• D: Duration (in ms) of the word.
• NL: Length of the N-gram in which the word was decoded.
• PAvg: Word posterior probability computed as the average of frame-based posteriors [12] .
• PMax: Like PAvg but using the maximum instead of the average [12] .
On the other hand, a global word vector was obtained for SI and SD experiments, respectively, using the training data of each experimental setting. The optimal size of the word vectors was evaluated on the SI development set. Particularly, different vector sizes were explored, establishing the number of training epochs and window size during the global word vector model training. The best result was reached training during 30 epochs with a window size of 15 and a vector dimension of 30.
Regarding the network topology, different models were built using several types of layers and dimensions with the open source toolkit "currennt" [13] . All of them were tested on the development set and, finally, the best topology corresponded with a network with 2 hidden layers (BLSTM and LSTM) of 64 units each. This network architecture corresponds to that of Fig. 1 . Table 3 summarizes the results obtained using the SI experimental setting in terms of the different metrics presented in Section 3.2. The performance of the LSTM network is evaluated comparatively with respect to conditional random fields (CRF) and naïve Bayes (NB), which have shown to achieve very competitive results in CE [2, 14] . The experiments with CRF have been carried out using the Wapiti toolkit [15] . The best CRF models were obtained using the training algorithm rprop-and modelling dependencies between consecutive words. As can be seen, LSTM models significantly achieve the best performance in terms of AUC, CER and NCE. LSTM networks stated a relative improvement of 4.7% in terms of CER with respect CRF. This statement is confirmed in Fig. 2 , where the LSTM network outperforms consistently (for all decision thresholds τ ) the rest of the classifiers. For instance, given an FRR of 20%, the LSTM classifier is the only one which can provide a TRR above 80%.
The evaluation of the speaker-adaptation technique proposed in Section 2 is shown in Table 4 . This table summarizes the results obtained by different experiments using the SD experimental setting. First, the non-adapted LSTM network used in the SI experiments was evaluated in order to establish a baseline performance. Second, starting from this non-adapted LSTM network, we trained a speaker-adapted LSTM network per speaker applying a few more training iterations using the BPTT algorithm with the data of each speaker. It is worth mentioning that the global word vector model was re-estimated so as to take into account the new speaker vocabulary along with the vocabulary from the SI experimental setting. Finally, a linear interpolation between both models (non-adapted and speakeradapted) was evaluated. The optimal weights of interpolation were estimated using the development set. As shown, the model interpolation results in the best model giving a relative improvement of 4.6% in CER with respect to the non-adapted model. This result is confirmed in Fig. 3 , where the speaker-adapted model outperforms for any threshold τ their non-adapted counterpart. From our point of view, this final approximation has performed better because it has effectively prevented overfitting. This overfitting effect is usual when huge models such as LSTM networks are trained with scarce data, which is the case of adaptation to a single speaker.
For further analysis, Table 5 summarizes the performance of the interpolated model per speaker. In general, it can be stated that speaker-adapted models outperform their nonadapted counterparts in all cases in AUC, CER or both, except for speakers 4487 and 5248. For these two speakers, the adapted model achieves slightly worse CER. This could be produced by a particular vocabulary setting, quality of the adaptation data or a speaker-adapted system overfitting that could not be avoided with the interpolation. 
Conclusions and Future Work
In this work, we have presented speaker-adapted confidence estimation using LSTM Networks. The use of LSTM Networks along with speaker-adaptation techniques constitutes a novelty in word confidence estimation. The results obtained over a publicly available dataset such as LibriSpeech confirm that LSTM networks improve state-of-the-art word confidence estimation models such as conditional random fields. Particularly, LSTM networks are able to produce relative reductions in CER of 4.7%. Moreover, the best speaker-adaptation technique presented is able to further reduce CER in 4.6%.
As future work, we plan to explore different wordembedding approaches. Also, we plan to study adaptation techniques for the (nearly) unsupervised case.
