The learning of nonlinearly separable functions in cascaded memristor crossbar circuits is described and the feasibility of using them to develop low-power neuromorphic processors is demonstrated. This is the first study evaluating the training of memristor crossbars through SPICE simulations. It is important to capture the alternate current paths and wire resistance inherent in these circuits. The simulations show that neural network learning algorithms are able to train in the presence of alternate current paths and wire resistances. The fact that the approach reduces the area by three times and power by two orders of magnitude compared with the existing approaches that use virtual ground opamps to eliminate alternate current paths is demonstrated.
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Introduction: Memristors [1] have received significant attention as a potential building block for neuromorphic systems [2, 3] . Physical memristors [4] can be laid out in a high density grid known as a crossbar [5] . Using this layout, memristors have the potential to be fabricated with a synaptic density greater than that of brain tissue [6] . Using these devices will produce high density, extreme low-power, neuromorphic hardware that is capable of performing many multiply-add operations in parallel in the analogue domain.
To the best of our knowledge, this Letter presents the first study of a learning algorithm being applied to a memristor-based crossbar neural circuit in SPICE (so alternate current paths are considered). Existing studies [7] have shown that using the virtual ground mode operational amplifiers at each column in the memristor crossbars eliminates alternate current paths. Therefore, higher level simulation tools can be used to analyse and train the neural networks. However, the opamps add significant area and energy requirements to the circuit compared with the circuit approach presented in this Letter. This makes the virtual ground approach undesirable for lower power applications.
In this Letter, we show that a dense memristor crossbar can be trained with neural network algorithms despite the sneak paths inherent in the circuits. A two-layer neural network is trained to demonstrate how nonlinearly separable functions can also be learned through our low-power circuits, proving that these neuromorphic circuits can learn any logic function. In this case, the multilayer circuit was trained using the concurrent learning algorithm (CLA) [8] , which is a supervised learning algorithm that is designed to have a minimal hardware footprint.
Neural circuit: The schematic in Fig. 1a shows our approach for developing a memristor-based neuron circuit. This example shows three data inputs in addition to a high and low bias input. Each signal input is connected to the positive and negative comparator input through a grid of memristors. The neuron outputs in our study are thresholded, and thus a comparator is used. Two memristors are required to represent a single synaptic weight as this allows for each data input to have either a positive or negative effect on the total dot product (DP j ). Fig. 2 shows how the individual neurons in Fig. 1a will fit together to develop the multilayer network described in Fig. 1b 
4. Determine the amount, Δw, that each memristor's conductance should be changed (η is the learning rate) using (2) and (3)
5. Apply write pulses to the crossbar in SPICE with pulse widths proportional to Δw j,i to update each memristor conductance. (6) Go to step 2 and apply the next input pattern x in the sequence.
Using this method for updating the weights replaces two steps in the training algorithm with analogue operations in the crossbar circuits (simulated in SPICE). First the dot products (DP j ) would normally be calculated according to (4) and (5) . Furthermore, the weight update (6) and (7) are replaced by a series of pulses that alter the weights proportional to Δw j,i
It is assumed that this entire training process will eventually be performed in hardware surrounding the crossbar circuit. The actual hardware design that will record the comparator inputs (or dot products) will be saved for future work.
To model the memristor device in SPICE, a previously published memristor model [9] was utilised that is capable of reproducing switching characteristics very accurately. The memristor device simulated for this circuit was published in [10] and the switching characteristics for the model are displayed in Fig. 3 . This device was chosen for its high minimum resistance value, large resistance ratio and fast switching time.
As opposed to carrying out the simulation in MATLAB, evaluating the actual memristor circuit in SPICE allows for more accurate modelling of the memristor grid. The alternate current paths and wire resistance within the crossbar are simulated. Our results show that training a crossbar without the presence of alternate current paths leads to improper operation when the final weights are simply written to the memristors in the circuit in Fig. 2 . Therefore, this design can be used for in situ training, but not ex situ training. Virtual ground mode operational amplifiers [7] can be used to eliminate alternate current paths (allowing for ex situ training), although our results show that using these opamp circuits leads to a 3× increase in circuit area and an 88× increase in energy consumption. Fig. 4 displays the total energy consumption per neuron of both the proposed approach and the virtual ground alternative. 
Fig. 4 Energy consumption as number of neurons is increased
Neural network simulation: The two output neurons were trained to recognise the nonlinearly separable functions displayed in (8) and (9) . There is no plane in a three-dimensional space which can separate the different outputs of these functions. Therefore, at least a two-layer neural network with nonlinear thresholding is required Conclusion: This Letter clearly shows that a passive memristive crossbar can be used as the synaptic component in larger neuromorphic processors. Simulations in SPICE have shown that the CLA algorithm [7] could successfully train a multilayer neuromorphic circuit in the presence of alternate current paths. This shows that a neuromorphic processing tile based on our design can learn any digital logic function. 
