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1. Introduction
Let Ω be a bounded domain in RN , N  2, with a Lipschitzian boundary ∂Ω and let ΓD , ΓN , ΓU be pairwise disjoint
open parts of ∂Ω such that
measΓD > 0, measΓU > 0, meas
{
∂Ω \ (ΓD ∪ ΓN ∪ ΓU )
}= 0. (1)
Our goal is to prove the existence and describe the location of global bifurcation of stationary solutions of the reaction–
diffusion system{
ut = d1u + b11u + b12v + n1(d1,d2,u, v),
vt = d2v + b21u + b22v + n2(d1,d2,u, v) in (0,+∞)×Ω (2)
with the unilateral implicit boundary conditions⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u = 0, v = 0 on ΓD ,
∂u
∂n
= 0 on ∂Ω \ ΓD , ∂v
∂n
= 0 on ΓN ,
v −
∫
ΓU
Φ(x, y)
∂v
∂n
(y)dΓ (y),
∂v
∂n
 0,
(
v +
∫
ΓU
Φ(x, y)
∂v
∂n
(y)dΓ (y)
)
∂v
∂n
= 0 on ΓU .
(3)
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tions
b11 > 0, b12 < 0, b21 > 0, b22 < 0, b11 + b22 < 0, b11b22 − b12b21 > 0. (4)
Further, n1,n2 are small perturbations, Φ ∈ C2(ΓU × ΓU ) is a given nonnegative function. If Φ(x, y) ≡ 0 in ΓU × ΓU , then
we get the Signorini boundary condition on ΓU for v . Clearly [0,0] is a solution of (2) with (3) as well as with the classical
boundary conditions
u = 0, v = 0 on ΓD , ∂u
∂n
= ∂v
∂n
= 0 on ΓN ∪ ΓU . (5)
The bifurcation point of (2), (3) will be obtained in the domain of parameters where the trivial solution of the classical
problem (2), (5) is stable and where bifurcation for (2), (5) is excluded. To explain these relations it is necessary to start our
exposition with the evolution system (2), (5), but in fact we will consider the stationary problem corresponding to (2), (3)
with d changing along a curve σ in R2+ . More precisely, we will consider a continuous mapping σ = [σ1, σ2] : R+ → R2+
and the problem{
σ1(s)u + b11u + b12v + n1
(
σ1(s),σ2(s),u, v
)= 0,
σ2(s)v + b21u + b22v + n2
(
σ1(s),σ2(s),u, v
)= 0 in Ω (6)
with the unilateral boundary conditions (3) and with the real bifurcation parameter s.
If our system is related to a chemical reaction and u, v describe the concentrations of reactants, then the assumptions (4)
mean that u and v is an activator and inhibitor, respectively. It is well known that under the assumptions (4), the trivial
solution is stable as the solution of the system without any diffusion (i.e. the ODE’s obtained for d1 = d2 = 0), but as a so-
lution of (2) with the classical boundary conditions (5) it is stable only for d = [d1,d2] from some subdomain DS ⊂R2+ and
unstable for d = [d1,d2] from DU =R2+ \ DS (see Proposition 2.2, Fig. 1). Standard methods of bifurcation theory guarantee
that stationary spatially inhomogeneous solutions of the classical problem (2), (5) bifurcate from the trivial solution on the
border CE between the domain of stability and instability and also in some points of the domain of instability DU (see
e.g. [16]), and that there are no bifurcation points in the domain of stability. For the unilateral problem (6), (3) (even with
Φ = 0) classical approaches based on linearization fail because this problem cannot be linearized.
Our main result (Theorem 3.5) states that if the curve σ comes from the domain DS to a neighborhood of a suitable part
of the border CE , then there is a global bifurcation point sB of (6), (3) with σ(sB) ∈ DS , i.e. in the domain of stability corre-
sponding to the classical problem, where bifurcation for (6), (5) is excluded. Hence, the unilateral boundary conditions (3)
have a certain destabilizing effect. The problem will be formulated in terms of a quasivariational inequality which can be
written also as a strongly nonlinear operator equation with a projection onto a closed convex set depending implicitly on a
solution. The Leray–Schauder degree will be used to this equation.
A bifurcation for a problem of the type (6), (3) was studied already in [11]. We generalize this result here in the following
directions. An assumption concerning the asymptotical behavior of the curve σ for s → 0+ which was necessary in [11] is
omitted now and the bifurcation point obtained in DS is localized in more details. Our curve σ coming from the domain
DS need not to intersect the border CE as in [11] but only its suitable neighborhood. (In fact this can be derived already
from [11] but it was not mentioned there.) This has the following consequence. For the particular case σ1(s) = s−2d1,
σ2(s) = s−2d2 (with d1,d2 ﬁxed), the parameter s describes the growth of the domain, and our result says not only (as
in [11]) that for some diffusion coeﬃcients d1,d2 a bifurcation for (6), (3) takes place for smaller domains than for the
classical problem (6), (5), but that a bifurcation occurs even for some d1,d2 for which the whole curve σ lies in DS and
(6), (5) has no bifurcation point at all (see Remark 3.7, Corollary 3.8). In contrast to [11], also a lower estimate of the size
of the domain for which bifurcation occurs follows from our result. Furthermore, we describe here a global behavior of the
bifurcation branch, while only local bifurcation was shown in [11]. The basic assumptions concerning positivity on ΓU of
some eigenfunctions of the Laplacian are weakened (see Remark 4.7). In contrast to [11], we also consider perturbations
n1,n2 dependent on diffusion coeﬃcients and Φ depends not only on x.
The implicit unilateral boundary conditions considered were introduced (in a different situation) by U. Mosco [6,14]. In
our case they can describe a unilateral membrane allowing a ﬂux of the inhibitor v through the surface ΓU only in one
direction (into Ω). This surface is surrounded from outside by a reservoir with basic concentration which is lowered if some
material is ﬂowing into Ω . More exactly, in a neighbourhood of a given x ∈ ΓU , the concentration in the reservoir is lowered
by the nonnegative value
∫
ΓU
Φ(x, y) ∂v
∂n (y)dΓ (y). If Φ(x, y) (with ﬁxed x under consideration) attains its maximum at y = x
and decreases with increasing distance of y from x, then the lowering of the concentration in the reservoir near x is given
mainly by the ﬂux near x and only slightly by the ﬂux far from x. We assume that the membrane is ideal in the sense that
near a given x ∈ ΓU , the concentration in Ω cannot be less than that outside Ω because the membrane allows an arbitrary
ﬂux into Ω if it is opened. A nonzero ﬂux at x ∈ ΓU can appear only if near x there is no positive difference between the
inside and outside concentrations. If we shift the basic concentration to zero in our model, then this situation is described
by the last two lines in (3). Let us emphasize that we deal with steady states.
Let us mention that the ﬁrst result describing in a very simple form the destabilizing inﬂuence of unilateral boundary
conditions given by variational (not quasivariational) inequalities on bifurcation in reaction–diffusion systems was given
in [1] by a method from [10], and in [17] by a direct use of the Leray–Schauder degree. An abstract view of this topic
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conditions (3) neither with Φ = 0 are not included in [4].
2. Notation and general remarks
We will denote by R+ the set of all positive reals, R2+ =R+ ×R+ , and
H := {ϕ ∈ W 1,2(Ω); ϕ = 0 on ΓD in the sense of traces}. (7)
The strong and weak convergence will be denoted by → and ⇀, respectively.
We will assume that
the function Φ has an extension Φ˜ onto Ω ×Ω such that
Φ˜ ∈ C2(Ω ×Ω), Φ˜  0 in Ω ×Ω, Φ˜(x, y) = 0 for all (x, y) ∈ ΓD ×Ω. (8)
We will see that all considerations where Φ˜ is used are independent of its choice. In fact, C2-smoothness could be replaced
by Φ˜ ∈ W 2,2(Ω ×Ω).
Furthermore, we assume that n1,n2 are real continuous functions on R4,
lim|u|+|v|→0
n j(d1,d2,u, v)
|u| + |v| = 0 uniformly for d1,d2 from compact subsets of R
2+, j = 1,2. (9)
Assume that for each d = [d1,d2] ∈R2+ there is c(d1,d2) such that∣∣n j(d1,d2,u, v)∣∣ c(d1,d2)(1+ |u|q−1 + |v|q−1), j = 1,2 (10)
with some q 1 for N = 2 and 1 q < 2NN−2 for N > 2. Further, assume that∣∣n j(d1,d2,u, v)− n j(d01,d02,u, v)∣∣ c0(d01,d02,d1,d2)(1+ |u|q−1 + |v|q−1) (11)
for j = 1,2, [d1,d2], [d01,d02] ∈R2+ , c0(d01,d02,d1,d2) → 0 as [d1,d2] → [d01,d02].
Let us denote by k j ( j = 1,2, . . .) the eigenvalues of the boundary value problem
−u = ku in Ω, u = 0 on ΓD , ∂u/∂n = 0 on ∂Ω \ ΓD . (12)
By mj we denote the multiplicity of k j . Further, let e j ( j = 1,2, . . .) be the system of eigenfunctions of (12) which is
complete and orthogonal in L2(Ω).
Remark 2.1. Let us consider the eigenvalue problem
d1u + b11u + b12v = λu, d2v + b21u + b22v = λv in Ω (13)
with the boundary conditions (5). Let us recall that if Reλ −ε < 0 for all eigenvalues of the problem (13), (5), then the
trivial solution of (2), (5) is linearly stable (see e.g. [19]) and if there is at least one eigenvalue of (13), (5) satisfying Reλ > 0,
then the trivial solution of (2), (5) is linearly unstable.
The following notation is justiﬁed by Remark 2.1 and Proposition 2.2.
• C j := {d = [d1,d2] ∈R2+;d2 =
b12b21/k2j
d1−b11/k j +
b22
k j
}, j = 1,2, . . . (C j are parts of certain hyperbolas (see Fig. 1)),
• CE—the envelope of the hyperbolas C j, j = 1,2, . . . (see Fig. 1),
• DU—the set of all d ∈R2+ lying to the left from CE , i.e. from at least one C j (domain of instability of the trivial solution
of (2), (5)—see Remark 2.1, Proposition 2.2 and Fig. 1),
• DS :=R2+\(CE ∪ DU )—the set of all d ∈R2+ lying to the right from CE , i.e. from all C j (domain of stability of the trivial
solution of (2), (5)—see Remark 2.1, Proposition 2.2 and Fig. 1).
Finally, we will consider the linearized system
d1u + b11u + b12v = 0, d2v + b21u + b22v = 0 in Ω (14)
and for any d = [d1,d2] ∈R2+ denote
E(d1,d2) :=
{[u, v] ∈ H × H; [u, v] is a weak solution of (14), (5)}.
See also (29) in Section 4.
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b11
k j
, domain of stability DS (to the right from CE ) and instability DU (to the left
from CE ).
Proposition 2.2. Let (1), (4) hold. Then
⋃+∞
j=1 C j is the set of all d = [d1,d2] ∈ R2+ for which E(d1,d2) 	= {0}. If d ∈ DS then there is
ε > 0 such that Reλ < −ε for all eigenvalues of (13), (5) and if d ∈ DU then there exists at least one positive eigenvalue of (13), (5). If
d ∈ CE then λ = 0 is an eigenvalue of (13), (5) and there is ε > 0 such that Reλ < −ε for all nonzero eigenvalues of (13), (5). If d lies
only on one hyperbola Cp , i.e. d ∈ Cp = · · · = Cp+mp−1 , d /∈ Cq, q 	= p, . . . , p +mp − 1, mp being the multiplicity of kp , then
E(d1,d2) = Lin
{[
e j,
b21
d2k j − b22 e j
]}p+mp−1
j=p
.
If d ∈ Cp ∩ Cq, Cp 	= Cq (the intersection of two different hyperbolas), then
E(d1,d2) = Lin
{{[
e j,
b21
d2k j − b22 e j
]}p+mp−1
j=p
,
{[
e j,
b21
d2k j − b22 e j
]}q+mq−1
j=q
}
.
All hyperbolas C j have a joint tangent T with the slope
T S = −b12b21 + detbij + 2
√−b12b21 detbij
b211
> 1. (15)
Proof. For the one-dimensional case see e.g. [13], for the general case see [2]. 
3. Problem formulation and main result
Let us equip the Hilbert space H deﬁned in Section 2 with the scalar product
〈u,ϕ〉 =
∫
Ω
∇u∇φ dx for all u,ϕ ∈ H .
The corresponding norm ‖ϕ‖2 = 〈ϕ,ϕ〉 is equivalent to the usual Sobolev norm under the assumption (1). We denote
〈U ,W 〉 = 〈u, v〉+ 〈w, z〉 and ‖U‖2 = ‖u‖2 +‖v‖2 for U = [u, v],W = [w, z], U ,W ∈ H × H . Furthermore, we will introduce
the Banach space
V := {ϕ ∈ H; ϕ ∈ Lq∗ (Ω)} (16)
with the norm
|||ϕ||| =
(∫
Ω
|∇ϕ|2 dx
) 1
2
+
(∫
Ω
|ϕ|q∗ dx
) 1
q∗
,
where 1/q+ 1/q∗ = 1 and q is from the assumption (10). Cf. e.g. [12]. We will write also |||U ||| = |||u||| + |||v||| for U = [u, v] ∈
V × V .
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∂n can be deﬁned as a linear bounded functional on the space H by[
∂v
∂n
,ϕ
]
=
∫
Ω
(vϕ + ∇v∇ϕ)dx for all ϕ ∈ H .
If v is suﬃciently smooth up to the boundary, then [ ∂v
∂n ,ϕ] =
∫
∂Ω
∂v
∂nϕ dΓ for all ϕ ∈ H , where ∂v∂n in the integral on the
right-hand side is the classical derivative of v with respect to the outer normal to ∂Ω (that means the classical Green
formula holds). As usual, given a relatively open subset ΓU of ∂Ω , we will write that ∂v∂n = 0 on ΓU if [ ∂v∂n ,ϕ] = 0 for all
ϕ ∈ H with ϕ = 0 on ∂Ω \ΓU and similarly, ∂v∂n  0 on ΓU if [ ∂v∂n ,ϕ] 0 for all ϕ ∈ H with ϕ = 0 on ∂Ω \ΓU and ϕ  0 on
ΓU . Here all equalities and inequalities for ϕ on parts of the boundary ∂Ω are understood in the sense of traces.
Let us consider an extension Φ˜ of Φ satisfying (8). For any x ∈ ΓU we have Φ˜(x, ·) ∈ H . For v ∈ V and given x, the ﬁrst
integral in (3) can be understood as [ ∂v
∂n , Φ˜(x, ·)]. It is easy to see by using an approximation of v ∈ V by smooth functions
and applying the classical Green formula that [ ∂v
∂n , Φ˜(x, ·)] is independent of the choice of the extension Φ˜ considered. The
last condition in (3) means [ ∂v
∂n ,w] = 0 with w(x) = [ ∂v∂n , Φ˜(x, ·)].
For any v ∈ V , deﬁne the closed convex set Kv in H by
Kv :=
{
ϕ ∈ H; ϕ(x)−
[
∂v
∂n
, Φ˜(x, ·)
]
a.e. on ΓU
}
, (17)
where ∂v
∂n : H →R is the functional from Remark 3.1, Φ˜ is an arbitrary extension of Φ satisfying (8). The deﬁnition of Kv is
independent of the choice of Φ˜ (see the end of Remark 3.1).
Now, we introduce a weak solution of the problem (6), (3) or (14), (3) as a couple [u, v] satisfying the quasivariational
inequality
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u, v ∈ V , v ∈ Kv ,∫
Ω
[
σ1(s)∇u∇ϕ −
(
b11u + b12v + n1
(
σ(s),u, v
))
ϕ
]
dx = 0 for all ϕ ∈ H,
∫
Ω
[
σ2(s)∇v∇(ψ − v)−
(
b21u + b22v + n2
(
σ(s),u, v
))
(ψ − v)]dx 0 for all ψ ∈ Kv ,
(18)
or ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u, v ∈ V , v ∈ Kv ,∫
Ω
[
d1∇u∇ϕ − (b11u + b12v)ϕ
]
dx = 0 for all ϕ ∈ H,
∫
Ω
[
d2∇v∇(ψ − v)− (b21u + b22v)(ψ − v)
]
dx 0 for all ψ ∈ Kv ,
(19)
respectively. Speaking about a solution of a boundary value problem we will have always in mind a weak solution.
Lemma 3.2. Let (8) hold. A couple U = [u, v] ∈ H is a weak solution of the problem (6), (3) or (6), (5) if and only ifu,v ∈ Lq∗ (Ω),
(6) holds a.e. in Ω and the boundary conditions (3) or (5), respectively, are fulﬁlled in the sense of Remark 3.1. Analogously for (14),
(3) and (14), (5).
Proof. It follows by standard arguments concerning weak solutions (a choice of suitable test functions, Green formula, etc.)
and the fact that n j(d1,d2,u, v) ∈ Lq∗ (Ω) for u, v ∈ H under the assumption (10) due to the embedding theorems and the
properties of the Nemyckij operators (see e.g. [5]). 
Deﬁnition 3.3. A bifurcation point of the problem (18) is a parameter sB ∈ R+ such that in any neighborhood of [sB;0,0] ∈
R+ × V × V there exists [s;u, v] ∈ R+ × V × V , |||u||| + |||v||| 	= 0 satisfying (18). By a bifurcation point of the problem (6),
(3) we mean a bifurcation point of its weak form (18).
In the sequel, we will consider a hyperbola Cp (Cp−1 	= Cp = · · · = Cp+mp−1 	= Cp+mp ) or two consequent hyperbolas Cp ,
Cq (i.e. Cp−1 	= Cp = · · · = Cp+mp−1 	= Cq = · · · = Cq+mq−1 	= Cq+mq ,q = p +mp) such that the following assumption (20)(i)
or (20)(ii), respectively, is fulﬁlled:
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Fig. 2. (a) and (b)—the situation under the assumption (20)(i) and (20)(ii).
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(i)
p+mp−1∑
i=p
αiei > 0 on ΓU for some {αi}p+mp−1i=p ⊂R;
(ii)
q+mq−1∑
i=p
α˜iei > 0 on ΓU for some {α˜i}q+mq−1i=p ⊂R.
(20)
Remark 3.4. The principal eigenvalue k1 of the Laplacian is simple and the corresponding eigenfunction e1 can be chosen
such that e1 > 0 on ΓU . Hence, the condition (20)(i) is always fulﬁlled with p = 1.
Denote by S the set of all nontrivial weak solutions of (6), (3), i.e.
S := {[s;u, v] ∈R+ × V × V ; [s;u, v] satisﬁes (18), |||u||| + |||v||| 	= 0}.
Theorem 3.5 (Main theorem). Assume that ΓU ⊂ ∂Ω is a smooth manifold inRN−1 with boundary. Let (1), (4), (8)–(11) be fulﬁlled. If
(20)(i) or (20)(ii) holds with some p or p,q, then there is an open set U ⊂R2+ which contains the arc CE ∩Cp or the point d = Cp ∩Cq,
respectively (see Fig. 2), and has the following properties. If σ = [σ1, σ2] :R+ →R2+ is a continuous mapping such that σ(sˆ) ∈ U ∩DS
for some sˆ and σ1(s0) >
b11
k1
for some s0 , s0 < sˆ, then there exists a bifurcation point sB ∈ (s0, sˆ) of the problem (6), (3) (i.e. of (18))
with σ1(sB) b11k1 . Moreover, the bifurcation is global in the following sense (see also Fig. 3).
There is a connected set F ⊆ S such that F (the closure in R× V × V ) contains a point [sB;0,0], sB ∈ (s0, sˆ), and F has at least
one of the following properties:
(1) F is unbounded in R+ × V × V ,
(2) F contains a point of the type [s;0,0] with some s ∈ [0,+∞) \ [s0, sˆ] or a point [0;u, v], with some [u, v] ∈ V × V ,
|||u||| + |||v||| 	= 0.
Remark 3.6. If the curve σ in Theorem 3.5 satisﬁes in addition σ1(s) >
b11
k1
for all s < s0, then we can replace s ∈ [0,+∞) \
[s0, sˆ] in the case (2) by s > sˆ. This follows from the fact that there are no bifurcation points of (18) with σ1(s) > b11k1 (see
Lemmas 4.5, 4.10).
Remark 3.7. Let us consider a ﬁxed d = [d1,d2] ∈R2+ and set σ(s) = [ d1s2 , d2s2 ]. A substitution x′ = sx yields that the problem
(6), (3) (with a given s) in Ω is equivalent to the same problem with σ1(s),σ2(s) replaced by d1,d2 in the domain s · Ω ,
i.e. s describes the size of the domain. We will introduce the following notation. If d2d1  T S (the slope of the joint tangent
T to all C j from (15)), then the line σ intersects (or touches) the hyperbola C1 and we will denote by si the smallest s for
which σ(s) ∈ C1 (i.e. σ(si) is the ﬁrst intersection point of σ with C1 from the right). If d2d1 < T S , then the line σ does not
intersect C1. In this case we set dT = [dT1 ,dT2 ] = C1 ∩ T (the point of the contact of C1 with the tangent T ) and denote by
si the parameter satisfying
d2
2 = dT2 (i.e. σ(si) is the intersection point of σ with the d2-level of the touching point of C1si
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asymptote A := {d = [d1,d2]; d1 = b11k1 }).
The next corollary states that if d2d1  T S , then the bifurcation for (6), (3) occurs between C1 and the asymptote A, that
means even for a smaller s (i.e. smaller domain) than for the problem (6), (5). Moreover, if d2d1 < T S ,
d2
d1
close to T S , then
there is a bifurcation for (6), (3) between the intersection point of σ with the level d2 = dT2 and the asymptote A in spite
of that the classical problem (6), (5) has no bifurcation at all because the whole σ lies in DS (see also Proposition 2.2).
Corollary 3.8. Assume that ΓU ⊂ ∂Ω is a smooth manifold in RN−1 with boundary. Let d = [d1,d2] ∈ R2+ be given and set σ(s) =
[ d1
s2
, d2
s2
]. Then there exists ε > 0 such that if d2d1 > T S −ε, then there is a bifurcation point sB ∈ [sa, si) (in the notation from Remark 3.7)
of the problem (6), (3) (i.e. of (18)). Moreover, the bifurcation is global in the following sense. There is a connected set F ⊆ S such that
F (the closure in R× V × V ) contains a point [sB;0,0], sB ∈ [sa, si), and F has at least one of the following properties:
(1) F is unbounded in R+ × V × V ,
(2) F contains a point of the type [s;0,0] with some s > si or a point [0;u, v] with |||u||| + |||v||| 	= 0.
Remark 3.9. The assertions of Theorem 3.5 and Corollary 3.8 remain valid if we omit the assumption that ΓU is a smooth
manifold but replace (20) by the stronger assumption (40) from Remark 4.7 below. This will be seen from the proof of
Theorem 3.5. None of these assumptions is used directly, only their consequence (38) is essential—see Lemma 4.6 and
Remark 4.7.
4. Proof of the main result
Introduce operators A : H → H , N j :R2+ × H × H → H ( j = 1,2) by
〈Au,ϕ〉 =
∫
Ω
uϕ dx for all u,ϕ ∈ H, (21)
〈
N j(d,U ),ϕ
〉= ∫
Ω
n j(d1,d2,u, v)ϕ dx for all d = [d1,d2] ∈R2+, U = [u, v] ∈ H × H, ϕ ∈ H . (22)
It follows from the properties of the Nemyckij operators and compact embedding theorems (see e.g. [5]) that under the
assumptions (10), (11),
A is linear, continuous, symmetric, positive and compact, (23)
N j are nonlinear, continuous and compact. (24)
Moreover, using the conditions (9) and (10) it is possible to prove that
lim‖U‖→0
‖N j(d,U )‖
‖U‖ = 0, lim‖U‖→0
‖n j(d1,d2,u, v)‖Lq∗
‖u‖ + ‖v‖ = 0
uniformly for d from compact subsets of R2+, j = 1,2, (25)
where 1/q + 1/q∗ = 1, q is from (10). See [3, Proposition 3.2], where we take α,β such that αβ = q − 1. (The functions n j
are independent of gradients and therefore we have no v j as in [3].) Cf. also [8, Appendix].
The weak formulation of the problem (6), (3) (i.e. (18)) can be written as⎧⎨
⎩
u, v ∈ V , v ∈ Kv ,
σ1(s)u − b11Au − b12Av − N1
(
σ(s),u, v
)= 0,〈
σ2(s)v − b21Au − b22Av − N2
(
σ(s),u, v
)
,ψ − v〉 0 for allψ ∈ Kv , (26)
the weak formulation of the problem (14), (3) (i.e. (19)) in the form⎧⎨
⎩
u, v ∈ V , v ∈ Kv ,
d1u − b11Au − b12Av = 0,
〈d2v − b21Au − b22Av,ψ − v〉 0 for all ψ ∈ Kv .
(27)
For any d = [d1,d2] ∈R2+ we denote
E I (d1,d2) =
{[u, v] ∈ V × V ; (27) is fulﬁlled}.
Let us note that the problem (27) is nonlinear but positively homogeneous, i.e. [u, v] ∈ E I (d1,d2) if and only if [τu, τ v] ∈
E I (d1,d2) for all τ ∈R+ .
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u, v ∈ H,
d1u − b11Au − b12Av = 0, d2v − b21Au − b22Av = 0. (28)
Hence, the set E(d1,d2) introduced in Section 2 satisﬁes
E(d1,d2) =
{[u, v] ∈ H × H; (28) is fulﬁlled}. (29)
Remark 4.1. For any v ∈ V we deﬁne the operator Pv : H → Kv (the projection of H onto the closed convex set Kv ) by
Pv(z) ∈ Kv ,
∥∥z − Pv(z)∥∥= min
ϕ∈Kv
‖z − ϕ‖ for all z ∈ H .
It is well known and easy to show (see e.g. [7]) that for any v ∈ V and z ∈ H , the element P v(z) is uniquely deﬁned by the
conditions
Pv(z) ∈ Kv and
〈
Pv(z)− z,ϕ − Pv(z)
〉
 0 for all ϕ ∈ Kv .
Remark 4.2. Clearly Ptv(tz) = t P v(z) for all v ∈ V , z ∈ H, t > 0. Furthermore, it is easy to see (by using an extension Φ˜
satisfying (8)) that
(a) if vn ∈ V , ϕn ∈ Kvn , vn ⇀ v in V , ϕn ⇀ϕ in H , then ϕ ∈ Kv ,
(b) if vn ∈ V , vn ⇀ v in V , ϕ ∈ Kv , then there are ϕn ∈ Kvn , ϕn → ϕ in H .
For the proof of (b) we can take ϕn = ϕ + fn − f with fn(x) = [ ∂vn∂n , Φ˜(x, ·)], f (x) = [ ∂v∂n , Φ˜(x, ·)]. A simple calculation yields
that fn, f ∈ H , fn → f in H under the assumption (8). (The second derivatives of Φ˜ are necessary.)
Lemma 4.3. (Cf. [8, Lemma 1.1]) Let (1), (8)–(11) hold. Let us set M(d,U ) = P v [(d2)−1(b21Au+b22Av + N2(d,U )|||U ||| )] for d = [d1,d2] ∈
R2+ , U = [u, v] ∈ H×H. The operators A and N j ( j = 1,2), M map V andR2+ ×V ×V , respectively, into V . Furthermore, A : V → V ,
N j,M : R2+ × V × V → V are continuous, compact operators. If Un = [un, vn], |||Un||| → 0, Wn = [wn, zn] = Un|||Un||| ⇀ W = [w, z]
in V × V , dn = [dn1,dn2] → d = [d1,d2] ∈R2+ , then
b11Awn + b12Azn + N1(d
n,un, vn)
|||Un||| → b11Aw + b12Az in V ,
Pzn
[(
dn2
)−1(
b21Awn + b22Azn + N2(d
n,un, vn)
|||Un|||
)]
→ Pz
[
d−12 (b21Aw + b22Az)
]
in V . (30)
Proof. We will prove only the latter convergence in (30). It will be seen from it how to prove the other assertions which
are simpler. Set
yn = Pzn
[(
dn2
)−1(
b21Awn + b22Azn + N2(d
n,un, vn)
|||Un|||
)]
.
It follows from Remark 4.1 that〈
yn −
(
dn2
)−1(
b21Awn + b22Azn + N2(d
n,un, vn)
|||Un|||
)
,ψ − yn
〉
 0 for all ψ ∈ Kzn . (31)
Choosing ψ = yn ± ϕ with an arbitrary ϕ ∈D(Ω) we obtain by using the deﬁnition of 〈·, ·〉, A,N j that
yn =
(
dn2
)−1(
b21wn + b22zn + n2(d
n
1,d
n
2,un, vn)
|||Un|||
)
in Ω (32)
in the sense of distributions. Since n2(dn1,d
n
2,un, vn) ∈ Lq∗ (Ω) due to the assumption (10), we get yn ∈ Lq∗ (Ω). Hence,
yn ∈ V . Let ψ ∈ Kz be ﬁxed. It follows from Remark 4.2(b) that there exist ψn ∈ Kzn , ψn → ψ in H . Put
xn =
(
dn2
)−1(
b21Awn + b22Azn + N2(d
n,un, vn)
|||Un|||
)
.
It follows from (23)–(25) that xn → x = (d2)−1(b21Aw+b22Az) in H . We get ‖xn − yn‖ = ‖xn − Pzn xn| ‖xn −ψn‖, therefore
yn = (yn − xn)+ xn is bounded in H and we can assume yn ⇀ y. Since yn = Pzn xn ∈ Kzn , we get
‖x− y‖ lim inf‖xn − yn‖ limsup‖xn −ψn‖ ‖x−ψ‖.
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last inequality, it follows that xn − yn → x− y, i.e. yn → y in H . The variational inequality obtained from (31) by using the
limiting process, (25) and Remark 4.2(b) imply (as in the proof of yn ∈ Lq∗ above) that
y = −(d2)−1(b21w + b22z) ∈ Lq∗ (Ω). (33)
It follows from the compact embedding V ⊂ Lq∗(Ω) and (25) that Wn → W , n2(d
n
1,d
n
2,un,vn)|||Un||| → 0 in Lq∗ (Ω). Hence, (32), (33)
give yn → y in Lq∗ (Ω) and ﬁnally yn → y in V . 
Using Remark 4.1 we can write the problem (26) in the form⎧⎨
⎩
u, v ∈ V , v ∈ Kv ,
σ1(s)u − b11Au − b12Av + N1
(
σ(s),u, v
)= 0,
σ2(s)v − Pv
(
b21Au + b22Av + N2
(
σ(s),u, v
))= 0, (34)
and similarly for the problem (27).
Remark 4.4. Let us deﬁne
T (d,U ) =
( 1
d1
(b11Au + b12Av + N1(d,u, v))
1
d2
Pv(b21Au + b22Av + N2(d,u, v))
)
, (35)
T0(d,U ) =
( 1
d1
(b11Au + b12Av)
1
d2
Pv(b21Au + b22Av)
)
. (36)
Due to Lemma 4.3, T , T0 : R2+ × V × V → V × V are nonlinear, continuous and compact operators. The problems (26) (i.e.
(34)) and (27) are equivalent to
U − T (σ(s),U)= 0 (37)
and U − T0(d,U ) = 0, respectively.
The Leray–Schauder degree of I − T (σ (s), ·) for given s ∈R+ with respect to the ball Br = {U ∈ V × V ; |||U ||| < r} and at
the origin will be denoted by deg(I − T (σ (s), ·), Br,0).
Lemma 4.5. (See [8], Lemma 1.2.) Let (9)–(11) hold. Then E I (σ (sB)) 	= {0} for any bifurcation point sB of the problem (34) (i.e. of
(18)).
The following lemma is a modiﬁcation of Lemma 3.1 in [9], where a variational inequality with a ﬁxed cone K0 is
studied.
Lemma 4.6. Let (1), (4) hold. Assume that ΓU ⊂ ∂Ω is a smooth manifold inRN−1 with boundary. If (20)(i) or (20)(ii) hold with some
p or p,q, then
E I (d) ⊂ E(d) (38)
for all d = [d1,d2] ∈ Cp or for d = d0 ∈ Cp ∩ Cq, respectively.
Proof. Let d = [d1,d2] ∈ Cp with p from the assumption (20)(i). Let us set [u0, v0] := [∑p+mp−1i=p αiei,∑p+mp−1i=p b21d2kp−b22 αiei],
where {αi}p+mp−1i=p are from (20)(i). Hence, v0 > 0 on ΓU . Due to Proposition 2.2, [u0, v0] is a solution of the problem (14),
(5), i.e. we have
u0 ∈ H,
∫
Ω
d1∇u0∇ϕ − (b11u0 + b12v0)ϕ dx = 0 for all ϕ ∈ H,
v0 ∈ H,
∫
Ω
d2∇v0∇ψ − (b21u0 + b22v0)ψ dx = 0 for all ψ ∈ H . (39)
Due to Lemma 3.2, (39) is valid if and only if u,v ∈ Lq∗ (Ω), (14) holds a.e. in Ω and (5) holds in the sense of the
functional from Remark 3.1. Let [u, v] ∈ E I (d1,d2). We want to show that [u, v] ∈ E(d1,d2). According to Lemma 3.2, it is
suﬃcient to prove that ∂v
∂n = 0 on ΓU , that means [ ∂v∂n , ζ ] = 0 for any ζ ∈ H such that ζ = 0 on ∂Ω \ ΓU (see Remark 3.1).
Let us consider such an arbitrary ﬁxed ζ . Denote by W
1
2 ,2(ΓU ) the space of traces on ΓU of all functions from W 1,2(Ω)
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1
2 ,2(ΓU ) =D(ΓU ) (closure of
the set of smooth functions with compact support in ΓU ). See e.g. [12, Theorem 11.1]. For ϕ ∈ H , let us denote by Tϕ its
trace. The traces of functions from H lie in W
1
2 ,2(∂Ω) and therefore there exist ωn ∈D(ΓU ),ωn → T ζ in W 12 ,2(ΓU ). We
can extend ωn onto the whole boundary ∂Ω by ω˜n := ωn on ΓU and ω˜n := 0 on ∂Ω \ ΓU . Denoting this ω˜n by ωn again,
we have ωn ∈ W 12 ,2(∂Ω). There is a linear continuous extension mapping R : W 12 ,2(∂Ω) → W 1,2(Ω) (see [15, Chapter 2,
Theorem 5.7]), such that T Rϕ = ϕ on ∂Ω for all ϕ ∈ W 12 ,2(∂Ω). Setting ζn = Rωn + ζ − RT ζ , we get ζn ∈ H, ζn → ζ . Since
v0 > 0 on ΓU , v0 is smooth and T ζn =ωn on ΓU ,ωn ∈D(ΓU ), for any n there is εn > 0 such that v0 ± εnζn > 0 on ΓU and
therefore v + v0 ± εnζn ∈ Kv . Let us set ϕ = u0,ψ = v + v0 ± εnζn in (19) and ϕ = u, ψ = v in (39). Subtracting the ﬁrst
expressions obtained in this way from (19) and (39), then the second expressions, we get∫
Ω
d2∇v∇ζn − (b21u + b22v)ζn dx = 0.
Using Remark 3.1 and the second equation from (14), we get [ ∂v
∂n , ζn] = 0. The limiting process gives [ ∂v∂n , ζ ] = 0. Since ζ ∈ H
is arbitrary such that ζ = 0 on ∂Ω \ ΓU , we have ∂v∂n = 0 on ΓU in the sense of the functional (see Remark 3.1). Hence,[u, v] ∈ E(d1,d2). In the same way we can treat the case d = d0 ∈ Cp ∩ Cq with p,q from (20)(ii). 
Remark 4.7. Note that the assertion of Lemma 4.6 is proved in [11, Lemma 2.2], without any assumption that ΓU is a smooth
manifold, but under the following stronger version of the positivity assumptions (20):
There is ε > 0 such that one of the following conditions is fulﬁlled:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(i)
p+mp−1∑
i=p
αiei  ε > 0 on ΓU for some {αi}p+mp−1i=p ⊂R,
(ii)
q+mq−1∑
i=p
α˜iei  ε > 0 on ΓU for some {α˜i}q+mq−1i=p ⊂R.
(40)
Lemma 4.8. Let (1), (4) hold. Assume that ΓU ⊂ ∂Ω is a smooth manifold in RN−1 with boundary and let (20)(i) or (20)(ii) hold with
some p or with some p,q, respectively. Then there is an open set U ⊂ R2+ which contains the arc CE ∩ Cp or the point d0 = Cp ∩ Cq,
respectively, such that E I (d) = {0} for all d ∈ U ∩ DS .
Proof. Lemma 2.3 in [11] states that under the assumptions (40)(i) or (40)(ii) for any d0 ∈ Cp ∩ CE or for d0 = Cp ∩ Cq there
exists a neighbourhood U(d0) such that E I (d) = {0} for all d ∈ U(d0)∩ DS . The same assertion can be proved exactly in the
same way under the assumption (20)(i) or (20)(ii), respectively, if ΓU is a smooth manifold with boundary. It is suﬃcient
to use our Lemma 4.6 instead of Lemma 2.2 in [11]. Hence, the assertion of Lemma 4.8 holds with U =⋃d∈Cp∩CE U(d) or
U = U(d0), d0 = Cp ∩ Cq , in the case of the assumption (20)(i) or (20)(ii), respectively. 
Lemma 4.9. Let all assumptions of Lemma 4.8 hold and let U be from that lemma. Then
deg
(
I − T0(d,0), Br,0
)= 0 for all r > 0, d ∈ U ∩ DS .
Proof. The same as the proof of Lemma 2.4 in [11], but our stronger Lemma 4.8 is used instead of Lemma 2.3 from [11]. 
Lemma 4.10. If (1), (4) hold [d1,d2] ∈R2+ , d1 > b11k1 , then E I (d1,d2) = {0}.
Proof. Let d1 >
b11
k1
hold and let u, v be a solution of the problem (27). It is easy to see that 1k1 is the largest eigenvalue of
the operator A. In particular, d1b11 is no eigenvalue of A for d1 >
b11
k1
and therefore d1 I − b11A is invertible. Expressing u from
the ﬁrst equation of (27) and substituting it into the second inequality we obtain
u = b12[d1 I − b11A]−1Av, (41)
〈d2v + Sv,ϕ − v〉 0 for all ϕ ∈ Kv , (42)
where Sv = −b21b12A[d1 I − b11A]−1Av − b22Av. The operator S : H → H is linear, compact, symmetric and positive under
the assumption (4).
We have ∂v
∂n  0 on ΓU by Lemma 3.2 and therefore 0 ∈ Kv due to (8) and (17) (see also Remark (3.1)). Hence, choosing
ϕ = 0 in (42) we get
d2‖v‖2 + 〈Sv, v〉 0. (43)
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d1 >
b11
k1
. 
Lemma 4.11. (See [11, Lemma 2.5].) Let (1), (4) hold. Then for any δ > 0 there is M > 0 such that
deg
(
I − T0(d,0), Br,0
)= 1 for all d = [d1,d2], d1 > M, d2 > δ, r > 0.
We will use the following global bifurcation theorem of Rabinowitz type [18], which is a particular case of a more
abstract result [20, Theorem 7], cf. also [3, Theorem 2.4].
Theorem 4.12. Assume that X is a Hilbert space and Λ is an interval (not necessarily closed or bounded). Let F : Λ × X → X be a
nonlinear, continuous, compact mapping such that F (s,0) = 0 for all s ∈ Λ, i.e., for any s, U = 0 is a solution of the equation
U − F (s,U ) = 0. (44)
Let s1 < s2 , [s1, s2] ⊆ Λ. Let us assume that there are ε, r > 0 such that
if s ∈ Λ∩ ([s1 − ε, s1] ∪ [s2, s2 + ε]), U ∈ Br, (44) holds, then U = 0, (45)
deg
(
I − F (s1, ·), Br,0
) 	= deg(I − F (s2, ·), Br,0). (46)
Then there is a connected set C ⊆ Λ × (X \ {0}) of nontrivial solutions of (44) such that C contains a point of the type (s,0) with
s ∈ [s1, s2] and that at least one of the following conditions is fulﬁlled:
1. C is unbounded;
2. C contains a point of the form (s,0) with s ∈ Λ \ (s1 − ε, s2 + ε);
3. C contains a point of the form (s,U ) where U 	= 0 and s ∈ ∂Λ.
Let us note that the formula (46) holds in fact with any r′ ∈ (0, r] under the assumptions (45), (46) because of the
excision property of the degree.
Proof of Theorem 3.5. We will show that if U is the open set from the assertion of Lemma 4.8, then all assumptions of
Theorem 4.12 are fulﬁlled with X = V × V , Λ = R+ , F (s,U ) = T (σ (s),U ), s1 = s0, s2 = sˆ for s0, sˆ from the assumptions of
Theorem 3.5. According to Remark 4.4, the problem (37) is equivalent to (26), i.e. to (18), and the operator F is compact.
It is clear that U = 0 satisﬁes Eq. (37) for all s ∈ R+ . It follows from Lemmas 4.8, 4.10 and 4.5 that the parameters s0, sˆ
satisfying the assumptions of Theorem 3.5 are not bifurcation points of (37). In particular, the assumption (45) is fulﬁlled.
Further, we shall show that
deg
(
I − T (σ (s0), ·), Br,0) 	= deg(I − T (σ(sˆ), ·), Br,0) (47)
for r small enough. It follows from (25), Lemmas 4.8, 4.10 and the homotopy invariance property of the Leray–Schauder
degree that for any s satisfying σ1(s) >
b11
k1
or σ(s) ∈ U ∩ DS there is r0 > 0 such that
deg
(
I − T (σ(s), ·), Br,0)= deg(I − T0(σ(s), ·), Br,0) for r ∈ (0, r0) (48)
(in particular, the degrees are deﬁned). Due to Lemma 4.10 and Remark 4.4, for any s satisfying σ1(s) >
b11
k1
, the equation
U − T0
(
σ(s),U
)= 0 (49)
has only the trivial solution. Consequently, it follows from the homotopy invariance of the Leray–Schauder degree and
Lemma 4.11 that
deg
(
I − T0
(
σ
(
s0
)
, ·), Br,0)= 1 for all r > 0 (50)
if s0 is from the assumptions of Theorem 3.5. Let U be the open set from Lemma 4.8. Using Lemma 4.9 and the assumption
σ(sˆ) ∈ U we get
deg
(
I − T0
(
σ(sˆ), ·), Br,0)= 0 for all r > 0. (51)
So, it follows from (48), (50), (51) that (47) holds for r > 0 small enough. Hence, we can apply Theorem 4.12, where
Λ =R+ , X = V × V , F (s,U ) = T (σ (s),U ), s1 = s0, s2 = sˆ. It follows by using the equivalence of (37) to (18) that there is a
connected set F ⊆ S such that F contains a point of the form [sB;0,0] with sB ∈ [s0, sˆ]. In particular, sB is a bifurcation
point of the problem (37). Since s0, sˆ are not bifurcation points as we have already mentioned, we have sB ∈ (s0, sˆ). Due to
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Lemmas 4.5 and 4.10, we have σ1(sB) b11k1 . Furthermore, Theorem 4.12 implies that at least one of the conditions (1), (2)
from Theorem 3.5 must be fulﬁlled. 
Proof of Corollary 3.8. Remark 3.4 implies that the condition (20)(i) is fulﬁlled for p = 1. Let U be the corresponding open
set from Theorem 3.5. The form of σ(s) implies that σ1(s0) >
b11
k1
for any s0 < sa . It is also easy to see that there is ε > 0
such that if d2d1 > T S − ε, then σ(sˆ) ∈ U ∩ DS for sˆ < si, sˆ close to si (in the case
d2
d1
∈ (T S − ε, T S ) even for all sˆ close to si).
The assertion of Corollary 3.8 follows now easily from Theorem 3.5 and Remark 3.6 which can be used for arbitrary s0, sˆ
mentioned. 
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