Abstract. We consider the following fundamental realization problem of directed graphs. Given a sequence S := with ai, bi ∈ Z + 0 . Does there exist a digraph (no parallel arcs allowed) G = (V, A) with a labeled vertex set V := {v1, . . . , vn} such that for all vi ∈ V indegree and outdegree of vi match exactly the given numbers ai and bi, respectively? There exist two known approaches solving this problem in polynomial running time. One first approach of Kleitman and Wang (1973) uses recursive algorithms to construct digraph realizations [KW73] . The second one draws back into the Fifties and Sixties of the last century and gives a complete characterization of digraph sequences (Gale 1957 , Fulkerson 1960 , Ryser 1957 , Chen 1966 . That is, one has only to validate a certain number of inequalities. Chen bounded this number by n. His characterization demands the property that S has to be in lexicographical order. We show that this condition is much too strong. Hence, we can give several, different sets of n inequalities. We think that this stronger result can be very important with respect to structural insights about the sets of digraph sequences for example in the context of threshold sequences. The new characterization is fomally analogous to the classical one by Erdős and Gallai (1960) for undirected graphs.
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Characterization of Digraph Sequences
Problem 11 (digraph realization problem) Given is a finite sequence S := a1 b1 , . . . , 
If the answer is "yes", we call sequence S digraph sequence and digraph G a digraph realization. We exclude tuples 0 0 in S. Furthermore, we will tacitly assume that n i=1 a i = n i=1 b i , as this is obviously a necessary condition for any realization to exist, since the number of ingoing arcs must equal the number of outgoing arcs. We denote sequence S by decreasing lexicographical sorted if we have
There exist two known approaches solving this problem in polynomial running time. One first approach of Kleitman and Wang uses recursive algorithms to construct digraph realizations [KW73] . The second one gives a complete characterization of digraph sequences. Hence, it is possible to check a polynomial number of inequalities (in the size of the number of tuples in a sequence) which leads to the correct decision of the realizability of a sequence. However, these views come from another analogous problem -the graph realization problem which asks whether a given undirected sequence S := (d 1 ), . . . , (d n ) with d i ∈ Z + 0 possesses a realization as a graph. The characterization approach was found by Erdős and Gallai [EG60] and a realization algorithm was introduced by Havel [Hav55] and Hakimi [Hak62] . Four authors, namely David Gale [Gal57] , Herbert J. Ryser [Rys57] , Delbert Ray Fulkerson [Ful60] and Wai-Kai Chen [Che66] gave sufficient and necessary conditions which completely characterize digraph sequences. Actually, none of the mentioned authors has found the following theorem in its general form. Gale and Ryser dealt with digraph sequences where at most 
for all k ∈ {1, . . . , n}.
In our note, we relaxe the conditions of this theorem in this sense that we show that sequence S has only to be sorted in decreasing order with respect to its first components a i . Hence, the condition of a lexicographical sorted sequence is not neccessary and much too strong. We think that this observation could be very important in the context of threshold sequences (see the book by Mahadev and Peled[MP95]). A threshold sequence can be defined as this sequence fullfilling all inequalities in Theorem 1 with equality. Hence, our result leads to several and not only one threshold sequence for a given sequence S (dependent on the number of decreasing permutations of S). To prove our claim, we go back to the results of Fulkerson [Ful60] , take some ideas of Chen's proof [Che66] and show our more general result. In the following, we denote by S k a subsequence of S consisting of k arbitrary tuples from S and we write S k for the corresponding subsequence containing all remaining tuples of S.
Theorem 2 (Fulkerson 1960). Sequence
bn is a digraph sequence if and only if for all subsequences S k and k ∈ {1, . . . , n} we have
Furthermore, we need a simple and nice combinatorial insight.
Proposition 1 (Principle of double counting). For an abitrary, finite set
Proof. Consider Figure 1 .
Each i ∈ M corresponds to a row with i entries "one". Then min (i, k) counts exactly the number of "ones" in row i which is truncated at length k. Hence, i∈M min (i, k) sums up all entries "one" in each k-truncated row. On the other hand, we can count these entries by considering all "ones" in columns t ∈ {1, . . . , k}. The number of entries in the jth column is exactly the number of rows i with i ≥ j, i.e., |{i ∈ M | i ≥ j}|. This proves our claim.
This insight gives a further useful formulation of Theorem 2.
Corollary 1 (Reformulation of Fulkerson). Sequence S := a1 b1 , . . . , an bn is a digraph sequence if and only if for all subsequences S k and k ∈ {1, . . . , n} we have
Rows with i entries "one" (black and blue). min (i, k) are the black entries in each row corresponding to k columns with entries "one" and "zero".
Proof. Applying the principle of double counting (Proposition 1) for each summand in (*), we get a further formulation for each subsequence S k with k ∈ {1, . . . , n}.
It is easy to derive from Proposition 1 that
because the (k + 1)th column in our Figure 1 cannot contain more entries then the kth column. We apply this insight for the "left-hand-sides" (*) of the inequalities from Fulkerson's Theorem. For a simpler notion, we denote this left-hand-side of (*) in Fulkerson's Theorem 2 by
Proposition 2. Let S k−1 be an arbitrary subsequence of sequence S := a1 b1 , . . . , an bn with k − 1 tuples, S k an extension of S k−1 containing a further tuple of S and S k+1 an extension of S k by a further tuple of S. Then we have
Proof.
The idea of Chen was to show that it is sufficient to consider only the n subsequences S k := a1 b1 , . . . ,
with k ∈ {1, . . . , n}. The only requirement is that sequence S is sorted in decreasing lexicographical order. Since, the proof of Chen omitted the consideration of several case distinctions, we here repeat his idea and extend it to our general scenario in adding several own insights.
Theorem 3 (Digraph Characterization). Sequence S := a1 b1 , . . . , an bn with a 1 ≥ · · · ≥ a n is a digraph sequence if and only if we find for all k ∈ {1, . . . , n} that
Proof. ⇒: Since S is a digraph sequence, we can apply Theorem 2 of Fulkerson. Condition (*) is fullfilled for all subsequences S k . Obviously, the n subsequences S k := a1 b1 , . . . ,
with k ∈ {1, . . . , n} are such subsequences leading to our condition (**). ⇐: We have to show that conditions (**) lead to conditions (*) in Theorem 2. In this case, sequence S is a digraph sequence. Clearly, condition (**) fullfills condition (*) for S k := a1 b1 , . . . ,
We prove the theorem in two steps.
1. We show that it is sufficient to consider in (*) all subsequences S Step 1. We consider two permutations of S, namely S j and S j which differ in the position µ < κ (µ, κ ∈ {1, . . . , n}) of exactly two different tuples, i.e. Note that two such inequalities (+) for one given k -one for sequence S j and another for S j -can only differ, when µ ≤ k < κ. We denote the second summand of (+) by
We consider the remaining summands and denote them for simplicity by B(S k ) :
With µ ≤ k < κ and a jµ > a jκ we get
Hence, we get by our assumption for this case
So, it remains to distinguish the cases
In case (2) we get
So, we can conclude that for two given permutations S j , S j of S which differ only in two positions and fulfill the conditions of this paragraph, it is sufficient to consider the permutation S j in the Theorem of Fulkerson 2. Let us now consider a sorting S d of S with a d1 ≥ · · · ≥ a dn and a permutation S t where a t1 ≥ · · · ≥ a tn is not fullfilled. Furthermore, we assume for all k ∈ {1, . . . , n} we have
Clearly, it is possible to construct a sequence
. . , S ν := S t of sortings of S such that two adjacent permutations S j and S j+1 in this sequence differ only in two positions µ < κ an we have a jµ > a jκ in S j . Then we can conclude for each k ∈ {1, . . . , n} step by step with our insights above and starting with K(S
This completes the proof of our step 1.
Step 2. We consider two permutations of S, namely S j and S j with a j1 ≥ · · · ≥ a jn and a j 1 ≥ · · · ≥ a j n . These two permutations shall only differ in two adjacent positions µ and µ + 1 (µ ∈ {1, . . . , n − 1}). Clearly, we have a jµ = a j µ and a jµ+1 = a j µ+1 by our assumptions. Hence, we can assume b jµ = b j µ and b jµ+1 = b j µ+1 , respectively. Otherwise, there is nothing to prove. Again, we use the equivalent formulation (+) of Fulkerson (Corollary 1) and show for each k:
Clearly, this claim is fullfilled for all k ≥ µ + 1 and for all k < µ, because all summands are equal. Furthermore, we have A(S 
But then it follows X(S . Carefully looking into our arguments the same is true for the other side of our implication (++) (this is the simpler case). Let us now consider two permutations S d and S t of S with a d1 = a t1 ≥ · · · ≥ a dn = a tn . Furthermore, we assume for all k ∈ {1, . . . , n} that we have K(S The idea of Chen was to consider all n inequalities of the form K(S k ) ≥ A(S k ) − |B(S k )| with k ∈ {1, . . . , n}. He proved that the right-hand-side of these inequalities is maximized if S is decreasing lexicographical sorted and S k consists of the first k tuples of S. Unfortunately, by this approach he overlooked that other decreasing sortings of S with respect to the a i are also sufficient and the condition of a lexicographical sorting is too strong.
