Abstract-Recently, linear codes with a few weights were widely investigated due to their applications in secret sharing schemes and authentication schemes. In this letter, we present a class of q-ary linear codes derived from irreducible cyclic codes with q a prime power. We use Gauss sums to represent its Hamming weights and obtain the bounds of its minimum Hamming distance. In some cases, we explicitly determine its weight distributions which generalize some known results. It is quite interesting that many new codes obtained in this letter are optimal according to some bounds on linear codes.
I. INTRODUCTION
T HROUGHOUT this letter, let q be a power of a prime p and r = q m with m a positive integer. Let F q denote the finite field with q elements. An [n, l, d] linear code C over F q is an l-dimensional subspace of F n q with minimum Hamming distance d. An [n, l, d] linear code is called optimal if no [n, l, d + 1] code exists. Let A j denote the number of codewords with Hamming weight j in a code C with length n. The sequence (1, A 1 , · · · , A n ) is called the weight distribution of C. Weight distribution is a very interesting topic and was investigated in [3] , [6] and many other papers.
Let α be a primitive element of F r and θ = α N , where N |(r − 1). Let n = r−1
N . An irreducible [n, m 0 ] cyclic code over F q is defined by C = {(Tr r/q (x), Tr r/q (xθ), · · · , Tr r/q (xθ n−1 )) : x ∈ F r }, (I.1)
where Tr r/q denotes the trace function from F r to F q and m 0 |m. The weight distribution of the irreducible cyclic code C was investigated in [6] , [14] for some cases.
A q-ary linear code of length n is defined by C D = {(Tr r/q (xd 1 ), · · · , Tr r/q (xd n )) : x ∈ F r }.
(
I.2)
D is called the defining set of C D . If the set D is well chosen, C D may have good parameters. This construction is generic in the sense that every linear code over F q can be constructed in this way and many known codes [2] , [3] , [9] , [12] , [15] , [17] can be produced by selecting the defining set D. If D is a subset of the subgroup generated by α N , then C D is The authors are with Department of Mathematics, Nanjing University of Aeronautics and Astronautics, Nanjing, 211100, P. R. China. (zilingheng@163.com, yueqin@nuaa.edu.cn) punctured from the irreducible cyclic code defined in (I.1) up to coordinator permutations. The linear code C D in this case was investigated in [2] , [4] .
In this letter, we investigated the q-ary linear codes C D , which has defining set D ⊆ α N , derived from C defined in (I.1) . We use Gauss sums to represent the Hamming weights of C D and obtain the bounds of its minimum Hamming distance. In some cases, we explicitly determine its weight distributions which generalize some known results [2] , [4] . It is quite interesting that many new codes in this letter are optimal. The codes in this paper can be used in secret sharing schemes [16] and authentication codes [5] .
II. PRELIMINARIES
In this letter, we use some notations as follows. Let ω, i be the primitive 3-th and 4-th roots of complex unity, respectively. Let Re(x) be the real part of a complex number x. Let φ, χ denote the canonical additive characters of F q and F r , respectively. And λ, ψ denote the multiplicative characters of F q and F r , respectively. We use λ 0 and ψ 0 to denote the trivial characters of F q and F r , respectively. All the multiplicative characters of F r form a cyclic group denoted by F * r [13] . The Gauss sum over F q is defined by
It is easy to deduce that G(λ 0 , φ) = −1 and G(λ, φ) = λ(−1)G(λ, φ), where the symbol· denotes the complex conjugate of a complex number. If λ = λ 0 , |G(λ, φ)| = √ q. For more details about Gauss sums, the reader is referred to [13] .
The well-known quadratic, cubic, quartic and semi-primitive case Gauss sums are given as follows.
Lemma 2.1: [13] Let q = p e with e a positive integer and η the quadratic multiplicative character of F q , where p is odd. for some integer t and ord(ψ) = h. Then for 1 ≤ s ≤ h − 1, the Gauss sums G(ψ s , χ) over F r are given by 
Let F * r = α , where α denotes the cyclic group generated by α. Define C
There is a coset decomposition of H as follows:
Then by Lemma 3.1, we have the coset decomposition of HK:
where
n form a complete set of coset representatives of the factor group C (N2,r) 0
By the basic facts of additive characters and Formula (III.1),
By using the Fourier expansion of χ in terms of ψ [13] ,
By the orthogonal property of multiplicative characters [13] ,
Hence,
where ϕ is a multiplicative character of order N 2 in F * r . Then the weight formula of C D follows.
From the discussions above, we obtain the following results. 
q−1 = n, which implies that C D is optimal according to the Griesmer bound [8] . 
where ϕ is a multiplicative character of order
linear code which has at most N 2 nonzero weights. Its dual is a [ 
where ϕ is a multiplicative character of order N 2 in F * r . Note that
then we have
It is clear that C D has at most N 2 nonzero weights. Now we prove that the minimum Hamming distance
IV. THE WEIGHT DISTRIBUTION IN SEMI-PRIMITIVE CASE
Let q = p e and other notations be the same as that in Section III. In this section, we investigate the weight distribution of C D if there exists a positive integer k such that t (N 2 − 1) > 0 and its weight is given in Table II . Table I 
Without loss of generality, we assume that ϕ(α) = ζ N2 , where ζ N2 denotes the N 2 -th primitive root of complex unity. Now we discuss the weight distribution in two cases.
(1) If N 2 is even, p, t, and
N2 are odd, we have
. . .
where T = (a sj ) 0≤s,j≤N2−1 , a sj = ζ 2 . Hence, it is easy to deduce that  
. Then the weight distribution follows and the frequency of each weight is easy to obtain.
(2) In all other cases, by a similar method we can obtain the weight distribution. The following lemma will be used later. Lemma 5.1: [13] (Davenport-Hasse Theorem) Let r = q m . Let λ be a multiplicative and φ an additive character of F q , not both of them trivial. Suppose λ and φ are lifted to ψ and χ of F r , respectively. Then G(ψ, χ) = (−1) m−1 G(λ, φ) m . Let N r/q be the norm function from F r to F q . For the multiplicative character ϕ, it can be seen as a lift of a multiplicative character λ ∈ F * q by ϕ = λ • N r/q from F * q to F * r because N 2 |(q − 1). Since N r/q is an epimorphism, it is easy to deduce that ord(λ) = ord(ϕ) = N 2 . Hence, by Lemma 5.1 and Theorem 3.3 we have
where λ is a multiplicative character of order N 2 in F * q . In the following, we determine the weight distributions of C D for N 2 = 2, 3, 4, respectively.
A. The case N 2 = 2
Let η denote the quadratic multiplicative character of F q . For N 2 = gcd(N, r−1 q−1 ) = 2, we have q ≡ 1 (mod 2) due to N |(r − 1). And
Then by the Equation (V.1) and Lemma 2.1, we have ] linear code with two-weights and its weight distribution is given in Table III.   Table III , m] linear code which has at most four weights and its weight distribution is given in Table V . Re((a0 + b0ω) Example 5.8: Let N = 3 and q = 4, m = 3. Then C D is a [7, 3, 4] code with weight enumerator 1 + 21z 4 + 42z 6 . It is optimal according to the Griesmer bound. Its dual is a [7, 4, 3] linear code and optimal according to [7] .
Example 5.9: Let N = 4 and q = 9, m = 4. Then C D is a [205, 4, 180] code with weight enumerator 1 + 1640z 180 + 4920z 189 . It is optimal according to the Griesmer bound.
VI. CONCLUSION
In this letter, we mainly use Gauss sums to represent the Hamming weights of a class of q-ary linear codes. And in some cases, we obtain the weight distribution of it and generalize the results given by [2] , [4] . Some new codes with a few weights and good parameters are obtained. An application of a linear code C over F q is constructing secret sharing schemes introduced in [16] . Let w min and w max denote the minimum and maximum nonzero wight of C. If w min /w max > q−1 q , then the code C can be used to construct secret sharing schemes with interesting access structures [16] . We remark that many codes in this paper have this property for large enough m. For instance, if N 2 = 2, by Table III we have 
