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A Fourier transform for sticiently bounded and regular functionals on 
C([O, 11, R) is introduced, which interchanges multiplication and differen- 
tiation. We define convolutions and prove a convolution theorem. Finally, 
we use the transform to uniquely solve the Cauchy problem for second- 
order parabolic equations in function-space, where the coefficients depend 
only on t. 
Over the past years many papers have been written concerning function- 
space differential equations [l, 5-81. In a number of cases the solutions of 
such equations are in accord with the formal solution of the equation when a 
“Fourier transform” is taken through the equation (e.g., [l, 4, 5, 91). Clearly, 
a rigorous equivalent to a Fourier transform (which would interchange 
differentiation and multiplication) would be a useful tool in solving function- 
space differential equations. The first approach to defining a function-space 
transform was offered by Cameron and Martin [3]. Their transform is based 
on Wiener integration and for this reason seems of limited utility in problems 
having no intrinsic connection with Wiener integrals. 
In this paper we introduce a technique for defining a Fourier transform on a 
space D of sufficiently regular and bounded functionals. We use this trans- 
form to solve the Cauchy problem for parabolic equations in function space 
with coefficients dependent only on t. Parabolic equations in Hilbert space 
have been discussed by Piech [8] and Daletskii [6]. In both cases the solution 
to the equation is accomplished by means of projecting the space onto finite- 
dimensional subspaces of higher and higher dimension, and then taking the 
limit of the corresponding finite-dimensional solutions. In this paper we 
consider functionals on C([O, I], R) (rather than Hilbert space) and, instead 
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of using finite-dimensional approximations, all equations will be in function 
space itself. 
There are theoretical difficulties in defining a function space analog of the 
Fourier transform; there is no infinite-dimensional analog of Haar measure if 
the underlying space is not locallp compact (see [2]). The technique fat 
introducing measures on nonlocally compact spaces is well known, however, 
and the Fourier-Stieltjes transforms of these measures are well defined. 
These Fourier-Stieltjes transforms indeed generate a space of functionals 
upon which an inverse transform could be defined, which would interchange 
differentiation with multiplication. On the other hand, the requirements 
imposed by the positive definiteness of the Fourier-Stieltjes transform 
would seem to assure that this space would be severely limited. 
Instead of transforming measures and using the F.S. transform and its 
inverse, we will define something akin to the Schwarz distribution and 
consider its transform. This we will use to define a transform on a set D 
(defined below), which will be shown to include the Fourier-Stieltjes trans- 
forms. 
Notation. We denote C([O, 11, R) by C. The sup norm of Q E C will be 
denoted by j q / . The Frechet-Volterra derivative of a function C will be 
denoted by +(q)/Sq(7) where 
for all q, # E C. S+(q, #) is the Frechet differential of 4. 
In a similar manner we define higher order F.V. derivatives and we denote 
the nth order derivative by S”+(q)/6p(~,) ... 6q(~,J. The norm of the linear 
operator &$(q; 4) is given by si / 6&)/6g(~)/ & and we denote this by 
1 +(q)jl . In a similar manner we denote 
by I dhh,, . 
We denote Jip(o) q(a) do by (9, q). 
DEFINITION. A complex functional + will be said to be a member of B 
if it has F.V. derivatives of all orders which are continuous in 4, 4 E C, and if 
for some absolute constants K,, , and 01 < 2, 
(B.1) 
FUNCTION-SPACE FOURIER TRANSFORMS 531 
DEFINITION. A set S of elements of B will be said to be uniformly 
exponentially bounded if, for some absolute constants K, and 01 < 2, 
I ~k)L G Km exp{l Q 19, m = 0, l,..., 
for all q E C, all + E S. 
DEFINITION. A net $,, will be said to be T-convergent to + if 
(i) $,, converges to 4 uniformly in q, for q in compact subsets of C; 
(ii) For all & E C, i = l,..., m, 
converges to 
1 s I 1 . . . e47) 0 o *q(Tl) ... sq(Tm)P1(T1) .** ?+L(Tm) d71 *.. dT?n 
uniformly in q, for q in compact sets; 
(iii) The set of 4, is uniformly exponentially bounded. 
There is some smallest topology 7 on B with respect to which all T-con- 
vergent nets are convergent. We note that the T-limit of elements of B are 
also elements of B. 
Define by Do the linear space over the complex numbers generated by 
{ei(p*g) 1 p ELJO, l]}. As functionals of q, q E C, ei(p**) and their derivatives 
satisfy (B.l) so Do C B. We consider the closure of Do in B with respect to the 
r-topology and denote it by D. 
In Sections 1 and 3, we prove the following lemma concerning sufficient 
conditions to be a member of D. 
The following are s@cient conditions for a functional to be a member of D: 
(a) Suppose for F(q) a continuous functional on C, for q E C, all m 
I v%7)lm G mdl”. 
Then+ED. 
(b) Suppose p is a measure on C such that SC 1 z Im dp < co for all m. 
Then if 
4(q) = lc ei(gsz) dp(x), 4 E D. 
The following theorem summarizes many of our results: 
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THEOREM 1. One may define a Fourier transform T’ on the space of func- 
tionals D which maps functionals into linear operators on a space of analytic 
functionals G (see Section 2), in a one to one and onto manner, so that (with 
appropriate definitions), for # E C, 
T’ (( W WWN ds) (P> =--i l1 W ~(4 dsT’4Cp) 
T’M4 C> (P> = --i SP(S> 6 T?(P)* 
If 4(q) = SC e-i(?‘*Q) d&z), where p is a measure on C such that s ) x Irn dp < co, 
all m, then + E D and 
Finally, ift~ is a measure on C such that JP~Q, d&) < CC for som E > 0, we 
dejke, for + E D, the convolution $ * TV by 
Then $ * p E D and 
T’($ * p) = (T’+) (lc e-i(P*‘J) dp(q)) . 
We use this transform to prove Theorem 2. 
Notation. If p(s, T) is a symmetric, positive definite covariance satis- 
fying a H6lder condition in s uniformly in 7 for 0 < s, 7 < 1, then there is a 
Gaussian process {Z(T) IO < T < l> with mean 0 and covariance p(s, T), 
with continuous sample paths. We denote expectation with respect to 
(z(7) I 0 < 7 < 11 by -%Y I. 
THEOREM 2. Let p(t; ul, ~~2) be continuous in t, positive definite and sym- 
metric in uI , ue , for each t, 0 < t < T, and assume that p(t, aI , us) satis$es a 
Holder condition in o1 unsformly in a2 , t forO,<a,,az~l.LetuED,~ED, , 
and consider the Cauchy problem 
(a) au(q’ t, = !I- 
at 2 
lp(t u u ) 62u(q9 t, dul da,, 
’ l’ 2 %7(4 W~2) 
qec 
(b) :Ly 4s t> = 4(q), all q E C. 
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Assume that u(q, t) and all its function-space derivatives are uniformly con- 
tinuous in q and t, q E C, t E [0, T]. There exists one and only one solution to the 
Catchy problem (a)-(b) in the space D and it is given by 
Section 1 introduces the spaces B, D and D* and derives certain elementary 
properties concerning them. In Section 2 we introduce the transforms. In 
Section 3 we discuss convolutions and derive certain probabilistic results, 
necessary to prove Theorem 2. Section 4 is the proof of the theorems. 
1. THE SPACES B, D, AND D* 
We have introduced the concept of r-convergence in order to assure that 
certain operations, namely differentiation and Gaussian integration, would be 
r-continuous linear operators on B and D. A mapping of B + B will be 
continuous with respect to the r-topology, if it maps r-convergent nets into 
T-convergent nets. The following lemma introduces three useful mappings 
of B into B. 
Notation. If 
P(X) = C a, IO1 ... Jo1 &(uI) .a+ &(a,) x(ul) ... x(un) duI *** du, , 
we denote by P(6/6q) the operator 
LEMMA 1. 
(a) If& E C, i = l,..., n, the mapping P: 4 -+ P(6/6q) + is r-continuous. 
(b) For G E B, the mapping MG: 4 + q is r-continuous. 
(c) For q. E C, AqO: +(q) -+ $(q + qo) is a T-continuous mappiT. 
Proof. It is obvious that P@/Sq) maps T-convergent nets into T-conver- 
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gent nets. To prove assertion (b) we note, for +, , r-convergent, that G& 
trivially satisfies condition (i) and (ii) above and 
for some y < 2. Hence (iii) is satisfied and M,+, is a T-convergent net, and 
hence Mo is continuous. (c) follows in a similar manner. 
COROLLARY 1.1. The mappings P(S/6q) and Ago are r-continuous mappings 
of D into D. If G E D, then MG is a r-continuous mapping of D into D. 
Proof. Since D = DO C B, it suffices to show that D, is mapped into D. 
Since D, is generated by {ei(P**) j p EL,[O, l]}, we must only show that ei(p.g) 
is mapped into D. Clearly this is true for P@/Sq) and Ago . If G is in D, 
M 
G 
ei(~,q) = Gei’n,n) = M ,zc..aG. 
For fixed p, Me~~p,a, maps D, into itself and hence is a continuous map of D 
into itself. It follows that Gei(psq) E D, which proves the corollary. 
LEMMA 2. (ein(p*q) - 1)/h is r-convergent to i(p, q) when h tends to 0. 
Proof. 
eiA’P.“’ _ 1 m A”-“[i(p, q)]” 
x = i(P, 9) +A c n! . (1.2) n=2 
The above converges uniformly for q in compact sets, and 
c h”-2[i(P, dl” 
?Z! 
< el(Psd < eK1*l < K’ exp{/ 4 I”} (B.2) 
n=2 
The other conditions follow trivially, and so the lemma follows. 
COROLLARY 2.1. For each 7, 0 < 7 < 1, the functional q + q(T) E D. 
Proof. Consider (p, , q) as p, + S(T). For q E Q, Q compact, all elements 
of Q are equicontinuous and convergence is therefore uniform. We may 
choose p, so that f: 1 p, 1 = 1 and so I&,, q)I < 1 q 1 . It follows easily that 
the sequence is T-convergent and so q(T) E D. 
COROLLARY 2.2. 
Then Ji ... S~P(T~, 
Assume Ji ... Ji / $J(T~, 72 ,..., T,)I dT, dr2 ... dTn. < co. 
TV ,..., T,) q(T1) ... q(Tn) dT1 ... dTn E D. 
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Proof. By Corollary 2.1 and Lemma l(b) it follows that q(~i) *.* q(~~) is 
in D. For p(~r ,..., TV) continuous, we may consider ji ... sip(rr *.. 7,) 
x dT1) ..’ Q(Tm) dT1 *a. dTm as the limit of Riemann partial sums. Again 
convergence will be uniform in q, for q in compact sets. If p(~i ,..., T,) is not 
continuous, we may approximate it by continuous functions plE(7r ... T,,) 
which converge weakly to p(~i ... T,), and the corollary follows. 
LEMMA 3. Suppose for F(q) a continuous function on C, 
I 467)lm G VW” 
for all m, all q E C. Then 4 E D. 
Proof. We note that 
(B.3) 
By Taylor series (with remainder), 
- y& joljol ... jol (t - ljN sq(T~~';~~N+l) 4(Td "'dThT+d dTi ... dt 
U-4) 
By the above, st ... $ sn+(o)/[8q(Tl) es. sq(T,)] q(T1) ... q(Tn) dT1 ... dTn is in 
D, and hence so is the sum. Using (B.3) for q = 0, we find 
For q E Q, Q compact, F(tq) is uniformly bounded and it follows from (B.3) 
that the remainder tends uniformly to 0, for q E Q. Hence the above series 
(of elements of D) is uniformly exponentially bounded and converges uni- 
formly in q for q in compact sets. Similar arguments apply for the F.V. 
derivatives and it follows that $ is the T-limit of elements in D, and hence 
is in D. 
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We now consider D*, the dual space of D, and we assume the weak topo- 
logy on D* (i.e., pointwise convergence on D). 
In a suggestive notation, we denote inner product of an element & E D* 
with 4 E D by J- e# dq. (Th e notation is similar to that of Schwarz distributions. 
No actual integration is taking place.) 
For every continuous linear mapping f: D -+ D, there corresponds a 
continuous linear mapping fi D* 4 D*, namely 
In Lemma 1, we introduced three linear continuous mappings of D into D. 
We introduce the following counterparts in D*: 
Notation. For P, Mc and AgO as defined in Lemma 1, we define 
i.e., j W/W 4 4 = j P(--SW 4 4; 
i@,L = /G, j W44 4 = j (W 4 4; 
a4,tf = {(q - qJ, i.e., jt(u-q&M = j+(q + d& 
Using the above definitions it is easy to show for G E D, 
(1.7) 
Hence our differentiation actually behaves like a real derivative on elements 
of D*. 
Finally we introduce the following particular elements of D*. We denote 
by S(q - x) the element of D* such that 
s Yq - 4 #(cd 4 = d(x)- 
Since every T-convergent net is also pointwise convergent, it is clear that 
S(q - x) is indeed a r-continuous linear functional on B and hence on D. 
We define f0 for p(~, s) positive definite and symmetric, and satisfying a 
Hijlder condition in s uniformly in r, 0 < s, 7 < 1, by 
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It is well-known (see Lemma 9) that elQla is a p-Gaussian integrable function. 
It then follows that every r-convergent net is uniformly bounded by an 
integrable function, and by the Lebesgue dominated convergence theorem 
that E,“{&,(z)} converges whenever q&(z) is T-convergent. Hence e, is a member 
of D*. 
In a similar manner we note that for p any measure on C such that 
SC exp{E 1 q iU} C+(Q) < CO, for some E > 0, we may define 
2. DEFINITION AND PROPERTIES OF THE TRANSFORM 
For every 8 E D* we define the Fourier transform of 1, T-V by 
T-V(p) = I te-i(P*Q) dq forp ~Lr(0, 1). (2.1) 
We note that T-V(p) as a functional of p, p ~Lr(0, 1) is itself differentiable 
in p. Indeed one can show that T-l/(p + A#) is analytic in A, for all 
p, # E&(O, 1). One does not have the Riemann-Lebesgue lemma for this 
transform, but we do have the following. 
LEMMA 4. 
,$pm I T-‘e(p)1 expi- I P II> = 0 
for any E > 0, where 1 p II = $ I p(t)1 dt. 
Proof. For fixed E > 0, we need only show 
1 T-V(p)1 e+‘I: < K 
for some K. If no such K exists we may choose p, such that 
where R, > np. Then 
* ei(P,.a) 
c- n2 e-IPnlfe-~en 
Vi=1 
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is a r-convergent series but its G image diverges. Since e is r-continuous this 
is a contradiction and the lemma follows. 
We now summarize some obvious properties of the transform. 
LEMMA 5. 
(a) If T-V(p) == 0, al2 p EL1 , then f = 0. 
(b) If 8% converges to 8, then T-V&) converges pointwise to T-V(p). 
(c) for !b E c, 
T-1 
(s 1w & ds) (PI = i(P, #) T-Yp). 0 
(4 
6 
T-W) 4 (PI = i 6po T-‘e(P)- 
Proof. 
(a) Since {eitP*@, p EL,} generates Do , and T-V = 0, all p, it follows 
that / vanishes on all of Do. Since G is continuous and Do = D, L vanishes 
on all of D. 
(b) This follows trivially by definition of convergence in D*. 
(c) This follows trivially as 
dsedp.4) dq = 1 L[i(p, #) e--i(P**)] dq 
P-2) 
= i(p, #) s L[e-i(“sn)] dq = i(p, (6) T-V(p). 
(d) 2 1 /e-i(P+nlL*@ = s 8; [e-i(“+h&**)] by Lemma 2. Hence 
s o1 & [T-YP)] #(s) ds = j Qe--((p*q)(-i(q, #))I 4 
= y-2 ‘SS ’ [q(s) e--i(p*g) dq#(s) ds. 0 
The latter interchange of integrals is permissible since j/q(s) eb(8.Q) dq 
is continuous in s, and we may approximate the integrals in s by the Riemann 
partial sums. As above, the limiting process is T-convergent and so (2.3) 
follows, which proves the lemma. 
We have defined T-V as an inverse transform in order to define the 
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mapping T: G + D* where G is the range of T-l, and T = (T-l)-l. By 
Lemma 5 (a), T-l is l-l, and such a T is therefore well defined. By Lemma 4, 
g E G is bounded by K, exp{ 1 p I;}, f or E arbitrarily small. Rather than consider 
the transform T restricted to G, we use T to define a transform on D itself. 
Define on G the topology induced by T, so that T is a continuous mapping 
on G. Let G* be the dual of G (with respect to this topology) and define the 
mapping T’: D + G* by 
CT’& g> = 1 Tg+ 4 (2.4) 
where (, ) represents inner product between elements of G and G*. 
We remark that multiplication by (4, p) and F.V. differentiation are 
continuous mappings of G into G by Lemma 5, (c) and (d). The mapping 
40: g(P) - dP + PO) is also continuous, since, if Tg = 8, 
Tg(p + p,) = &-ihd = e-&Vl)Tg, 
which is a continuous mapping of D* into D*. We adopt an identical notation 
for G* as we did for D*, i.e., if L E G*, 
etc. 
We assume the weak topology on G*. Then we have 
LEMMA 6. For $ E D, 
(a) If T’$ = 0, then + = 0. 
(b) If & is r-convergent o 4, then T’& converges to T’+. 
(c) For qb E C, 
T’ (I VW $) ds) (P> = --i j- W P(s) dsT’+(P). 
(d) For s E [0, I], 
WIN 4) (P) = --i 6po 6 T+(P)* 
Proof. 
(a) If T+ = 0, then for all g E G 
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But this implies 
s 
t$ dq == 0, for all L E D*. 
particular B(q - x) ED* as above, and hence 
9(x) = 0 for all x E C, 
which proves (a). 
(b) We must show (T’+, , g) converges for each g. By (2.4), 
lip<T’+,, , g> = li,m j T&A, 4 = J’ T’.+ 4 = CT+, g> 
which proves (b) 
(c) By Lemma S(c), 
WQ'J, P)g) = jol W & 2 ds. 
Then 
( (J 
T’ ‘W-&fs) 
0 
>g) = j Tg jo1dW&d4 
= - jj’W&TO44 
0 
= --i W,4p)g)$dq s 
= --i<T’h (~4 P) g> 
= <-+A P) T’+, .q>- 
(d) follows from Lemma 5(d) in a similar manner. 
LEMMA 7. Let +(q, t) be a member of D for each t and assume 
{+/(q, t)/&, a < t < b} is uniformly exponentially bounded. Then if +/at, 
(wwd ... w4) w(4, wt), are jointly continuous in q and t, then +/at 
is in D and 
T’$ = $ T’c#I for a < t < b. 
Proof. We must show that (+(q, t) - $(q, tJ)/(t - tl) is T-convergent to 
+(q, Q/at as t approaches t, . Since $(q, t) and $(q, tl) are in D, it will follow 
that &$/at is in D and by Lemma 6(b) the lemma follows. But 
(9vq, 4 - k tl)w - t3 = a4kb tovat, t < to < t, . 
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By assumption a$(p, t,,)/at is uniformly exponentially bounded. By the 
joint continuity, the limit as t approaches t, will be uniform in Q for 4 in 
compact sets. The same arguments apply to the F.V. derivatives of 4 and 
hence the sequence is T-convergent, and the lemma follows. 
3. CONVOLUTIONS AND GUASSIAN MEASURES 
For CL, a probability measure on C, we defined dti above (at the end of 
Section 1). We define the convolution of tU with an element + E D by 
If for some E > 0, j exp(e j z I”} &(z) < 00, as assumed above, /, * $(n) 
is well defined for all 4, and indeed 
is a continuous mapping of D into D. Before we prove this, we define, for 
e~D*,e*e~bby 
Then we have 
LEMMA 8. For e, , Mu as above, Mu is a continuous mapping of D into D 
and 
(a) z--ye * eu:> = (2-e) (2-e,); 
(b) v, * 54 = (T-%) (T’qb)* 
Proof. We note that 
It follows, for +,, uniformly exponentially bounded that e,, * $,, is also uni- 
formly exponentially bounded. To show Mu is a continuous mapping of B 
into B, it remains therefore to show that if 4, converges uniformly in 4 for Q 
in compact sets, then e, c & converges uniformly in 4, for 4 in compact sets. 
Let Q be a compact set, and let 4 E Q. There is some R such that 1 4 1 < R 
for qEQ. 
409/56/3-4 
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Because C is separable, and J”c e61e12 &L(Z) < 00, some E > 0, for any 
S > 0, there is some K, , a compact subset of C, such that 
To show 8, * 4% converges uniformly, for q in Q we must show there is an 
N(E) such that 
]eu*&-e@**4i <E for IZ 1 N(E), all q EQ. 
Choose S < e/4 exp(-4P); then 
:L*dn-L*4i 
< .r c I M4 + 4 - 44 3 4 444 
The set (q+zjqEQ,zEK8) is compact, and 4, converges to zero uni- 
formly on such a set. It follows that we may choose N(c) uniformly in q, 
q E Q, so that 
Ie,*4,-~w*41 <E, for n > N(E). 
The argument for the derivatives of & follows similarly, and hence MU 
indeed is a continuous mapping of B into B. It is obvious that Mu maps D, 
into D, , and hence D into D. It follows that 6 * 8, is a well defined element of 
D* and 
s 
(8 * /J eei(p**) dq = 1 k [j e--i(P,z+q) dp(a)] dq 
C 
zzz 
[s 
fe-i(P.a) dq 
IS 
e-ib,~) d&) (3.3) 
C 
= (T-V) (T-V,). 
This proves (a). The proof of (b) follows easily from (a). 
We wish to show 8,, , defined above at the end of Section 1, is indeed in D. 
We use the following preliminary lemma. 
LEMMA 9. Let the covariance function p(s, t) satisfy the uniform Hiilder 
condition for 01, 0 < (Y < I and C,, absolute constants. 
I Pk 9 4 - PC& > 41 G GJ I t, - t2 Ia7 all O<t,, &<I. 
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Then there exists a Gaussian process (x(t), 0 < t < 1) with mean zero and 
covariame p(t, s) and an absolute constant C, > 0 such that 
(a) lim I 44) - 4t2)l 
p/2 
*+0+ ,tly;46 1 t, - t, p/2 log ) f, - t, p/z < cl--s- hoEds withpro- 
bability one. 
lb) J’oCI z 1 > a> < K exp(--ya2) where K and y depend onl~~ on 01 
and C,. 
Proof. The proof of (a) is due to Ciesielski [4]. (b) is due to Pincus [9]. 
LEMMA 10. Consider thefamily of covaviances p(t, u1 , a&, where p(t, CQ , u2) 
satis$es a Hiilder condition in o1 uniformly in t and o2 , and p is continuous in t, 
t E [a, b] uniformZy in (rl and (TV , 0 < u1 , u2 < 1. Let {+(q, t) 1 t E [a, b]} be 
um~ormly exponentially bounded and assume that $(q, t) and all its F.V. deriva- 
tives are jointly continuous in q and t. Then to(t) * $(q, s) is jointly r-continuous 
in t and s. 
Proof. It is well known that probabiIity measures P, on C converge 
weakly if their finite-dimensional distributions converge weakly and if there 
exists for each 6 > 0, a compact set K, such that 
J’,(K,) > I - S, all n 
(i.e., the family of measures is tight). 
It is also well known that the finite-dimensional distributions of Gaussian 
processes are explicitly expressible in terms of their covariance kernels. 
Since p(t, u1 , u2) is continuous in t uniformly in o1 , g2 , it follows that the 
finite-dimensional distributions converge as t approaches to. On the other 
hand, since p(t, u1 , 2 ’ u ) satisfies a Hijlder condition in o1 uniformly in t, by 
Lemma 9, the sample paths are equicontinuous and P&J z j 3 N> is 
uniformly small for N large enough. Since an equicontinuous, bounded set is 
precompact in C, it follows that the Pptt) are a tight family and Ppct) converges 
weakly to Ppct,) as t approaches t, . 
Let xN(x) be a continuous function on [0, co) which is 1 for x < A-, and0 
for x 3 N+I,andl>~~>OforN<x<N+l.ChooseQcompact 
and let 4 E Q. Set 
We note that $14 + z, s) xN(J z 1) is b ounded, and equicontinuous in z, for 
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all q EQ, all s E [a, 61. By [IO], E$*‘{+(q + z, s) ~~(1 z I)} converges uni- 
formly in y and s, as t + t,, since P,,ct) converges weakly to Putt,) . Since 
j $(q - z, s)l < K exp{l z I”]., some 01 < 2, some K, for all s E [a, 61, q E 0, 
it follows from Lemma 9 that 
for iV sufficiently large, all t E [a, 61. Hence 
converges to Ott ) E, “{C(q + x, 4: 
uniformly in s and uniformly in q E Q. A similar argument applies to the 
F.V. derivatives of 4. The EE’t’{$(q + z, s)} are uniformly exponentially 
bounded, and so /p(t) * +(q, s) T-converges to Z,,ct,) * +(q, s) as t approaches to , 
uniformly in s. In a similar manner it follows from (3.4) that Cptt) * +(q, s) is 
s-continuous in s uniformly in t. Hence the lemma follows. 
COROLLARY 10.1. Let y5(q, t) be as in Lemma 10. Then if p(t, g1 , 02) is as 
above and pt(t, u1 , . ua) zs continuous in t uniformly in crl , o2 us u1 , u2 < 1 then 
; (e-- (1/2HP,dt)?g(p, t)) 
: -(p, pt(t)p) e-wm.Q(t)P)&p, t) + e-(1/2NzbMP) g (p, t). 
(3.5) 
Proof. 
e -h/d(P,dt)P) = E;(t){e-i(P,Z)}. 
The above lemma shows that e--(1/2)(fl+‘(t)p) & , s) is jointly continuous in t 
and s. We note 
e-(1/2)(I~,p(t)Pl~(p, t) _ e-wl(P,owP)&,, s) 
t-s 
1 
e-u/2)(P,o~t)IJl - ~-~1/2NP,P(s)f3~ 1 
t-s 
$(p, t) + e-(1 i!z)(V.PlS)P) +(p, ‘; If(P* 4 
= & St (p, pt(u) p) e-(l~z)(p~p(0)p) L&J&, t) 
s 
1 
2. - 
s 
t a$ 
_ (p, u) &+1/2)~P.&)Y)~ 
1 t--s sau (3.6) 
Letting s approach t, it follows from the continuity implied by the lemma 
above that all the limits may be evaluated independently and indeed, (3.5) is 
satisfied. 
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LEMMA 11. SuPPose $(n> = SC ei(Z*Q) dp(z) where p is a measure on C 
such that SC 1 z jltl dp(z) < co, aZZ m. Then 4(q) ED and 
(T’hg) = j$-4 444, all g E G. (3.7) 
Proof. Define 
Then P,(q, a) is T-convergent to e i(Q,z) for 1 z / < R. Define dpR(z) by 
pR{S} = p{S n {I z I < RI). Then 
Hence it follows easily that SC P,(q, a) d&z) is r-convergent to 
Jc ei(g**) d&z). Since SC P,,,(q, a) dpR(z) is a polynomial in q for each N, 
each is in D, and hence SC e i(**z) dpR(z) is in D for each R. Letting R approach 
infinity, Jc e i(~*z) dpR(z) is r-convergent to SC ei@**) d&z) and C$ E D. 
To show (3.7), we again use the approximations above. We have 
= lip 19 j Tg jc Pdq, 4 dpR(4 4 
= IiF Ii+ j [ j TgP,(% 2) 41 dcL&), 
(3.8) 
where the first interchange is due to T-convergence (as above) and the inter- 
change of integrals since P,(q, a) is merely a polynomial in q and a. 
For I z I f R, j W’dq, 4 4 is uniformly bounded and we find 
(T’#, g) = l@r j [j Tgei(g*Z) dq] dpR(z) 
= 1% j g(--Z) cIcLR(z) 
= g(-4 444 I 
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4. PROOF OF THEOREMS 
The proof of Theorem 1 follows from Section 2 (particularly Lemma 6) and 
Section 3, Lemmas 8 
To prove Theorem 
Define 
and 11. 
2, we take a transform through equation (a) and find 
qt, T) = f p(s, u, , 6) ds. 
7 
(4.1) 
(4.2) 
We suppress the dependence on t momentarily and denote 
K(T)? = JI: K(t, 7; (5, .)p(u) do. 
We note that K(T) is positive definite and satisfies a Holder condition in (or 
uniformly in t, 7 and ua . We consider the Gaussian process associated with 
K(7). The characteristic functional of the K(T)-Gaussian process is given by 
e--(l/a)(p,KtT)~‘). By Lemma 8(b), e-(llz)tp,K(T)~)Zi(p, t) is well defined for all 7 
and t. By Lemma 11, 
&k- 
J 
(l,'z)(P,K(mqp, T)) L e-u/2)(PmTh), 
[ 
2 G 
+ + (p, f(T) p) zi] = 0. 
(4-3) 
Hence e-(llz)(~~K(T)%Q, T) is independent of Q- and 
lim e-(l/e)(n,K(T)P)zi(p, 7) = v+i e-(l/")(l',K(T'")li(p, 7) 
7+t 
or 
We note that 
qp, t) = e~(l/P)(P*K(0)p)~(p). 
Then by the uniqueness of the Fourier transform (Lemma 6(a)) 
(4.4) 
which was to be shown. For 4 ED, it follows from Lemma 8, that 
Efct’{+(q + a)} is indeed a member of D and this proves the theorem. 
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