A treecode is presented for evaluating sums defined in terms of the multiquadric radial basis function (RBF), φ(x) = (|x| 2 + c 2 ) 1/2 , where x ∈ R 3 and c ≥ 0. Given a set of N nodes, evaluating an RBF sum directly requires CPU time that scales like O(N 2 ). For a given level of accuracy, the treecode reduces the CPU time to O(N log N ) using a far-field expansion of φ(x). We consider two options for the far-field expansion: (1) a Laurent series previously used in applications of the Fast Multipole Method to multiquadric RBFs, and (2) a certain Taylor series previously used in treecode particle simulations, but not yet in the context of multiquadric RBFs. It is known that the Laurent series converges when the RBF parameter c lies in an interval 0 ≤ c ≤c, wherec is proportional to the minimum node spacing, but here we show that the Taylor series converges uniformly for c ≥ 0. We implement the treecode in Cartesian coordinates and use a recurrence relation to compute the Taylor coefficients. Numerical results exhibit the treecode error, CPU time, and memory usage in two test cases, random nodes in a cube and on the surface of a sphere. The treecode approach presented here is applicable to generalized multiquadrics in any dimension.
Introduction.
Radial basis function (RBF) methods were developed for scattered data interpolation, and now they are also applied in the numerical solution of differential equations [7, 14] . Here we consider the multiquadric RBF, where λ j and x j are the coefficients and nodes, respectively, and s is either the interpolant to a set of data values or the numerical solution of a differential equation. It is known that large values of c yield spectral accuracy [8, 9] , but the problem of determining the coefficients becomes ill-conditioned in that regime and this is exacerbated when the nodes are closely spaced [35] . Several approaches have been developed to address the ill-conditioning, e.g., [3, 12, 15, 17, 18] , but this issue is beyond the scope of the present work. Here we assume the coefficients and nodes are given and focus on the cost of evaluating the sums
which can also be viewed as a matrix-vector multiplication. Note that the evaluation points and nodes are assumed to be the same, but this is not an essential restriction in our approach, and we sometimes also refer to these collectively as particles. The straightforward direct summation method loops over i and j to evaluate the sums in (1.3) , and this requires O(N 2 ) operations. Since this is prohibitively expensive when N is large, various approaches have been developed to reduce the cost, as discussed below.
Before proceeding, we note that an alternative form of the multiquadric is sometimes used,
φ(x) = (( |x|)
2 + 1) 1/2 , (1. 4) where > 0. The two forms (1.1) and (1.4) are equivalent, up to a scaling factor, by setting = c −1 . There is also interest in the generalized multiquadric,
where ν ∈ R. In this work we focus on (1.1), but our approach can also be applied to (1.4) and (1.5).
Fast summation methods.
The literature on fast RBF methods is growing rapidly and here we focus on work related to multiquadrics. Evaluating the RBF sums in (1.3) resembles the problem of evaluating potentials and fields induced by long-range particle interactions in computational physics [23] . Examples include the gravitational and electrostatic potentials induced by point masses and point charges, respectively. If the RBF function values φ(x) decay sufficiently fast for large |x|, then the CPU time can be reduced by applying a cutoff; i.e., the terms φ(x i − x j ) can be omitted when particles x i and x j are sufficiently far apart. For example, Frank and Reich [19] developed a particle method for the shallow water equations using a generalized multiquadric with ν = −8 to represent the vorticity, and they employed a cutoff in computations with N ≥ 500,000. If the error induced by the cutoff is acceptable, then this is a viable approach to reducing the CPU time, but if the error is not acceptable, then it becomes necessary to account for the omitted terms beyond the cutoff radius.
One approach to handling long-range particle interactions leads to a class of particle-mesh methods [25] , but here we are concerned with an alternative class of treebased multipole methods. Early contributions in this context include the Barnes-Hut treecode [1] and the Greengard-Rokhlin fast multipole method (FMM) [21] . These algorithms divide the particles into a hierarchy of clusters having a tree structure. The treecode replaces some of the particle-particle interactions by particle-cluster interactions which are evaluated by a far-field multipole approximation. The FMM combines the far-field approximations into a near-field approximation before performing the evaluation. For a given level of accuracy, the treecode requires O(N log N ) operations and in principle the FMM requires O(N ) operations. However, these estimates assume that the particles are distributed homogeneously in space, and the actual CPU run time may vary due to boundary effects and details of the particle distribution. In addition to the operation count, one may also compare these methods in terms of algorithmic complexity, communication costs, memory usage, and parallelizability. Optimizing these tree-based fast summation methods is still an active area of research.
The treecode and FMM were originally developed for the Newtonian potential, given by (1.5) with ν = −1, c = 0. In that case φ is a harmonic function and classical multipole series can be used for the far-field and near-field expansions. However, the multiquadric (1.1) is nonharmonic for c = 0 and the classical expansions do not apply. Several approaches have been developed to overcome this obstacle. In particular, Beatson and Newsam [5] and Beatson and Greengard [4] developed an FMM for the multiquadric (1.1) using a far-field Laurent series and a near-field Taylor series, and Cherrie, Beatson, and Newsam [10] implemented that approach for the generalized multiquadric (1.5). We will discuss these expansions in more detail below, but here we note that the Laurent series converges for a restricted set of RBF parameter values, 0 ≤ c ≤c, wherec is proportional to the minimum node spacing [4, 30] .
A number of other fast summation methods have been developed for multiquadric RBFs. Roussos and Baxter [31] expressed the multiquadric as a Gaussian integral and applied suitable quadrature rules and the fast Gauss transform [22] . Ying [38] applied the kernel-independent FMM, which employs equivalent particle densities in place of analytic series expansions [37] . Beatson and Newsam [6] and Livne and Wright [28] developed methods based on polynomial interpolation and multilevel summation. Gumerov and Duraiswami [24] developed an FMM for the multiquadric in dimension d = 2 by relating it to the biharmonic kernel in dimension d = 3.
The present work.
Here we describe a treecode algorithm for evaluating the multiquadric sums (1.3) using a far-field expansion arising from a certain Taylor series. We shall show that the Taylor series converges for all RBF parameter values c ≥ 0, in contrast with the Laurent series. The treecode is implemented in Cartesian coordinates, and we use a recurrence relation to compute the Taylor coefficients. The method is applied to two test cases: random particles in a cube and on the surface of a sphere. For a given level of accuracy, the treecode CPU time scales like O(N log N ), and it achieves a substantial speedup over direct summation for large systems. This type of Cartesian far-field Taylor series treecode was previously used in computational vortex methods [11, 27, 29, 32, 33] and molecular dynamics [13, 26] , but not yet in the context of multiquadric RBFs. Alternative tree-based methods using Cartesian coordinates include an FMM for the Newtonian potential [39] and an FMM using Cartesian tensors for general power law potentials [36] .
The paper is organized as follows. In section 2 we explain the role of the far-field expansion in a treecode. In section 3 we consider the Laurent and Taylor expansions of the multiquadric RBF in dimension d = 1. In section 4 we consider the generalization to dimension d = 3 and derive a recurrence relation for the Taylor coefficients. In section 5 we describe the treecode in detail. In section 6 we present numerical results. Conclusions are given in section 7.
2. The role of the far-field expansion in a treecode. Assume the particles have been divided into disjoint clusters and write the RBF sum (1.3) as a sum of particle-cluster interactions,
where C denotes a cluster (not to be confused with the RBF parameter c) and
is the interaction between particle x i and cluster C. The scheme for choosing the clusters will be explained later. There are several options for evaluating the particle-cluster interaction (2.2). If particle x i and cluster C are not well-separated (the precise criterion is given later), then direct summation is used, but if they are well-separated, then we apply a far-field expansion of the form
which is assumed to be valid for |x i | > |y j |. Substituting in (2.2) and rearranging the result yields
The terms in (2.4) involving g k (y j ) are generalized moments of cluster C and since they are independent of particle x i , they can be used for different x i , which leads to a savings in CPU time. Treecodes also use a third option involving recursive application of (2.4) to subclusters of C. The choice of functions f k , g k determines the accuracy and efficiency of this approach, and in general there may be several alternatives with different properties. The Laurent series in x is a natural choice for the multiquadric RBF [4, 5, 10] , but as we shall see, the Taylor series in y yields a suitable far-field expansion in x with better convergence properties.
Far-field expansions for the multiquadric in one dimension.
In this section we consider two far-field expansions for the multiquadric (1.1) in dimension d = 1. The scalar variables in this section are printed in regular font as opposed to bold font.
Laurent series for large x.
The multiquadric function in one dimension defined by
is viewed as having branch points in the complex x-plane at x = y ± ic and a branch cut as shown in Figure 1 (a). Beatson and Greengard [4] proposed the Laurent series
for the far-field expansion in an FMM for the multiquadric in one dimension. The convergence criterion for the Laurent series (3.2) is
(the shaded region in Figure 1 (a)), as noted in [4] . Then assuming |x| > |y|, the convergence criterion (3.3) restricts the values of c which can be used. For example, in [4] it was assumed that 0 ≤ c ≤ h, where h is the radius of the leaves of the tree. Next we consider an alternative far-field expansion.
Taylor series for small y.
Consider the Taylor series of (3.1) with respect to y about y = 0. In this case φ(x−y) is viewed as having branch points in the complex y-plane at y = x ± ic and branch cuts as shown in Figure 1 (b). The expansion is 
(the shaded region in Figure 1(b) ). Hence for |x| > |y|, the series (3.4) is uniformly convergent for c ≥ 0, and increasing the value of c accelerates the rate of convergence. The Taylor series (3.4) has the required form (2.3), and hence it can be used as a far-field expansion in the treecode. Note that ρ 1 , ρ 2 defined in (3.3), (3.5) control the rate of convergence of the two series; explicit error bounds are given in [4, 10] .
Example.
We consider an example from [4] in which the clusters are intervals on a line, as in Figure 2 . The nodes y j are contained in a cluster C of radius h, |y j | ≤ h, and the evaluation points are separated from the cluster by at least one cluster diameter, |x i | ≥ 3h. Setting c = h as in [4] , the convergence factors are
Hence the Taylor series (3.4) converges faster than the Laurent series (3.2) for this example. In the next section we extend these considerations to the generalized multiquadric and higher space dimensions.
The generalized multiquadric in multiple dimensions.
We start by quoting some results from [10] for the generalized multiquadric (1.5) on R d for the case in which ν is an odd integer. The results are expressed using multivariate polynomials given by
for l ≥ 0 and P
Expansions. The first result is a Laurent series in x,
which converges for |x| > |y| 2 + c 2 (for an error bound see [10, p. 1557, Lemma 3.1]). The second result is a Taylor series in x in the form
which converges for |x| < |y| Here we interchange x and y in the Taylor series (4.3) and obtain
which converges for |y| < |x| 2 + c 2 . This is a Taylor series in y, but as a function of x it converges in the exterior of a ball, and hence it can be viewed as a far-field expansion for the generalized multiquadric on R d . For ν = 1, d = 1, the Laurent series (4.2) reduces to (3.2) and the Taylor series (4.4) reduces to (3.4) .
In our application it is convenient to rewrite (4.4) as a standard Taylor expansion with respect to y about y = 0 using Cartesian multi-index notation,
. Equation (4.5) results from collecting like powers of y in (4.4), and it has the same convergence criterion, |y| < |x| 2 + c 2 . This means that the Taylor series (4.5) has the same favorable convergence behavior as in the one-dimensional case. If p terms are retained in the approximation and we define convergence factors in the multidimensional case by
then the error bounds in [10] Hence assuming that |x| > |y|, as is relevant to the far-field expansion in a treecode or FMM, the Laurent series (4.2) converges for 0 ≤ c ≤c and diverges for c >c, wherec = |x| 2 − |y| 2 , while the Taylor series (4.5) converges for all c ≥ 0.
Finally we shift the center of the Taylor series so it can be applied to evaluate a general particle-cluster interaction. Let y C denote the center of cluster C, and then replacing x by x − y C and y by y − y C in (4.5), we have
which converges for |y − y C | < |x − y C | 2 + c 2 . The Taylor series (4.7) has the form required for a far-field expansion (2.3). Hence we can express the particle-cluster interaction (2.2) as
where p is a user-specified truncation parameter,
is the kth Taylor coefficient of the multiquadric φ(x), evaluated at x = x i − y C , and
is the kth moment of the cluster taking into account the factor (−1) k . The expression (4.8d) defines a pth order far-field Taylor approximation for a particle-cluster interaction.
Recurrence relation.
The coefficients in the Laurent series (4.2) can be computed using the recurrence relation derived in section 5 of [10] . Here we derive a recurrence relation for the Taylor coefficients (4.9) of the generalized multiquadric (1.5) in the case d = 3 (the result is easily extended to any dimension). Some special cases were previously considered (see, e.g., [27] for ν = −1, [13] for c = 0). The first step is to show by explicit computation that
In the remainder of the derivation we omit the argument of φ. Then applying D k1−1 1 and using Leibniz's rule for differentiating a product yields
3 , dividing by k!, and using the definition of a k yields
where e i are the Cartesian basis vectors. Similar equations are obtained by replacing index 1 by 2 and 3. Multiplying these equations by k 1 , k 2 , k 3 , respectively, and summing the results yields the symmetric expression,
Setting x = x i − y C yields a recurrence relation for the Taylor coefficients (4.9). For ||k|| = 0, 1 the coefficients a k are computed explicitly and then (4.14) yields the coefficients for ||k| ≥ 2.
Comparison of errors.
Next we compare the errors in the Laurent series and the Taylor series for a particle-cluster interaction in the case ν = 1, d = 3. The particle is located at the origin in R 3 , x = 0, and the cluster C consists of N = 10 3 nodes distributed randomly in the cube [0.75, 1] 3 . The RBF coefficients are set to λ i = 1 as in [10] . The error is defined by
where s(x, C) is the exact particle-cluster interaction (2.2) ands(x, C) is the approximation obtained by truncating the expansion for φ(x i − y j ) using the Laurent series (4.2) or the Taylor series (4.7). For each approximation, the necessary series coefficients were computed using the recurrence relations discussed above. 
Description of treecode.
A treecode for evaluating the multiquadric approximation (1.2) in dimension d = 3 was implemented using the Taylor series (4.7) as the far-field expansion. We tested two versions, the original Barnes-Hut approach [1] which loops through the particles and determines the interaction list for each particle on the fly, and a modified approach suggested by Barnes [2] which determines the interaction list for each leaf before carrying out the computation. In our tests we found only minor differences in performance; the results below used the modified approach [2] . Table 1 presents pseudocode for key parts of the algorithm, including the main program and two subroutines, one of which is recursive.
The code starts by inputting data and constructing a hierarchical tree of particle clusters. The root cluster is a cube containing all the particles. The root is bisected along the Cartesian axes and the eight children become subclusters of the root. The child clusters are then bisected and the process continues until a cluster contains fewer than N 0 particles, where N 0 is a user-specified parameter. Each cluster has a data structure containing necessary information, e.g., pointers to the particles belonging to the cluster, pointers to the children of the cluster, coordinates of the cluster center, and so on. After the tree is constructed, the code cycles through the leaves, determining the interaction lists for each leaf and then computing the RBF approximation for each particle in the leaf.
Each leaf has two interaction lists, a far-list pointing to well-separated clusters which are processed by Taylor approximation, and a near-list pointing to non-well- 
if C is not a leaf, compute interaction list(leaf, children of C) 14 if C is a leaf, add C to near-list of leaf 15 end subroutine 16 subroutine compute RBF approximation(leaf ) 17
for each particle x in leaf 18
for each cluster C on far-list of leaf 19 compute interaction between x and C by Taylor approximation 20
for each cluster C on near-list of leaf 21 compute interaction between x and C by direct summation 22 end subroutine separated clusters which are processed by direct summation. The code uses a multipole acceptance criterion (MAC) to determine whether a given leaf and cluster are well-separated [1, 2, 34] . The criterion for being well-separated is r/ √ R 2 + c 2 ≤ θ, where r is the radius of the cluster, R is the distance between the leaf and the cluster (measured from the centers), and θ is a user-specified parameter which together with the order p controls the series truncation error.
The treecode was implemented in the C programming language and the computations were performed on an Intel Pentium M processor (1.5 GHz, 768MB RAM, 1024 KB level 2 cache). Memory usage was obtained using the performance counter tool in the Windows operating system. 6. Treecode performance. We present results using the treecode for two test cases in three dimensions. In the first case we consider random nodes in a unit cube, and in the second case the nodes were projected radially from the cube to the surface of a unit sphere. One motivation for considering the sphere is the growing interest in RBF methods for geophysical fluid flow [16] . In both test cases, the RBF coefficients were set to λ i = 1, as in [10] , and the RBF parameter was set to c = 10 −1 . The relative error is defined by
|s(x i )| Table 2 presents the data. As expected, for a given value of θ, increasing the Taylor expansion order p yields a smaller error and larger CPU time. Similarly, for a given value of p, decreasing the MAC parameter θ also yields a smaller error and larger CPU time, since more particle-cluster interactions are performed by direct summation. Figure 4 displays the data as a scatter plot. The data points for each θ are connected by a line, and p increases from right to left on each line. The lower envelope of the data gives the most efficient choice of parameters (p, θ) for a given error. For example, errors in the interval [10 −6 , 10 −1 ] are computed with least CPU time using θ = 0.8. We set θ = 0.8 in the remainder of this work.
Next we vary the problem size. Figure 5 (a) plots the error (6.1) as a function of order p for problems of size N = 10 3 , 20 3 , . . . , 100 3 . The maximum leaf size was N 0 = 200, except for the two largest systems (N = 90 3 , 100 3 ) for which N 0 = 400. Figure 5(a) shows that the error is almost independent of system size N , and for a given value of N , the error decreases with increasing order p. Figure 5 (b) plots the corresponding CPU time, showing that the treecode CPU time is consistent with O(N log N ) scaling and that the treecode is faster than direct summation except for small system size N and large order p. 3 ) to store cluster moments and Taylor coefficients, and so it requires more memory as the order p increases. For low order p, the treecode memory usage is a small multiple of the memory required by direct summation. For high order p, the treecode memory usage becomes irregular, and this is why the maximum leaf size was changed from N 0 = 200 to N 0 = 400 for the two largest systems. It is likely that the treecode memory usage can be reduced by further tuning, but even so, for the largest system considered here (N = 10 6 ) and the highest order (p = 10), the treecode used approximately only three times as much memory as direct summation. Table 3 compares two test cases, random nodes in a cube and on a sphere, for problems of varying size, using a representative set of parameter values, θ = 0.8, p = 6. We record results for the treecode and direct summation. Note that the direct sum CPU time and memory usage depend on the system size N , but not on the node distribution, so these values are the same for the two test cases. Next note that the treecode error is essentially the same for the two node distributions, while the treecode CPU time and memory usage are slightly higher for the sphere than for the cube, with approximately a 10% penalty in CPU time and a 33% penalty in memory usage for the largest system N = 1000K. It is likely that greater efficiency can be gained in the sphere test case, for example, by shrinking the clusters [26] or spherical panel clustering [20] . The favorable performance of the treecode in the sphere test case arises from the adaptive nature of the tree structure, which has been noted before [1] .
Random nodes on a sphere.

Conclusion.
We presented a treecode for fast evaluation of multiquadric RBF sums using a far-field Taylor series to compute well-separated particle-cluster interactions. The treecode was implemented in Cartesian coordinates and a recurrence relation was used to compute the necessary Taylor coefficients. Numerical results were presented for random nodes in a cube and on the surface of a sphere. For a given level of accuracy, the treecode CPU time scales like O (N log N ) , where N is the number of nodes, and a substantial speedup over direct summation is achieved for large systems. The code is available by contacting one of the authors. This approach can be applied to any RBF for which a suitable recurrence relation exists, including the generalized multiquadric in any dimension.
A novel aspect of this approach is that the Taylor series converges for all values of the RBF parameter c ≥ 0. This is a consequence of the properties of analytic functions and the location of the complex branch points of the multiquadric RBF. Previous applications of the FMM to multiquadric RBFs have relied on the Laurent series [4, 10] , but in that case the RBF parameter is restricted to values 0 ≤ c ≤c, wherec is proportional to the minimum node spacing. There is great interest in the regime c 1, where the multiquadric RBF has spectral accuracy. A future goal therefore is to combine the treecode with a method to overcome the ill-conditioning in that limit [3, 12, 15, 17, 18] . If this can be accomplished, the resulting RBF method may lead to advances in various applications, including geophysical fluid flow [16] .
