We describe a new approach based on semiclassical molecular dynamics that allows to simulate infrared absorption or emission spectra of molecular systems with inclusion of anharmonic intensities. This is achieved from semiclassical power spectra by computing first the vibrational eigenfunctions as a linear combination of harmonic states, and then the oscillator strengths associated to the vibrational transitions. We test the approach against a 1D
I. INTRODUCTION
Experimental vibrational spectroscopy is a powerful tool used for countless applications in chemistry and material science. It is routinely complemented by computer simulations which allow to rationalize the absorption peaks observed experimentally.
1,2
The information extracted from these simulations often consists in the assignment of the experimental peaks in terms of vibrations of specific functional groups, especially when dealing with many degrees of freedom as in the case of materials and large molecular systems. Many calculations though provide only harmonic estimates of vibrational energies and motions. However, the harmonic approximation fails in describing high energy vibrations adequately and, in order to fit computational data to experiments, harmonic frequencies have to be often scaled with ad hoc procedures 3, 4 reducing the level of reliability of the calculations.
In the last decades considerable efforts have been made to develop classical 5 and quantum theoretical methods able to go beyond the harmonic approximation. Vibrational configuration interaction, [6] [7] [8] [9] multi configuration time dependent Hartree, 10, 11 , collocation methods, [12] [13] [14] perturbative approaches like the second order vibrational perturbation theory (VPT2), 15, 16 , path integral molecular dynamics, 17 and quantum Monte Carlo methods [18] [19] [20] are popular examples. They can be employed for simulations of vibrational spectra accounting for anharmonicities in both frequency and intensity.
In this context, semiclassical (SC) Molecular Dynamics (MD) is a powerful tool for investigating molecular vibrational zero point and excited eigenenergies. The SC propagator, obtained upon stationary phase approximation of the parent Feynman's path integral representation, is equivalent to the short-time propagator proposed by van Vleck.
21,22
The original formulation, that mainly suffered from the need to solve a difficult double boundary problem, was rearranged in a more useful way first by Miller with his initial value representation (IVR), [23] [24] [25] [26] and then by the likes of Heller, Herman, Kluk, and Kay that provided a more manageable representation of the propagator in terms of coherent states.
27-29
However, the original SCIVR requires to deal with a multidimensional phase-space integration of a real-time oscillatory integrand limiting the range of applicability of the method.
Recent advances have permitted to reduce the number of trajectories required by semiclassical IVR simulations, as well as the dimensionality of the calculations. Techniques like Filinov and generalized Filinov filtering, [30] [31] [32] and cellular dynamics 33, 34 were shown effective in speeding up the convergence of the semiclassical integrations. The same target was achieved by the time averaged version of SCIVR by Kaledin and Miller, 35, 36 and by techniques developed in our group like the mixed timeaveraging SCIVR [37] [38] [39] and the multiple coherent (MC) SCIVR.
40-46
Other methods have been introduced to reduce the dimensionality of the semiclassical investigation.
47
This is also the case of hybrid approaches 48 and "divide-and-conquer" (DC) SCIVR techniques.
49,50
The SC hallmark lies on the possibility to perform quantum dynamics starting from classical trajectories, a feature that gives SC approaches a clear edge in dealing with hight dimensional systems. MD is employed to explore the molecular configurational space including regions away from a specific well, providing a reliable description of the global surface also for systems characterized by multiple minima. 51, 52 Furthermore, differently from other methodologies based on MD, the classical trajectories are not associated to a target temperature, so that thermal effects can be added a posteriori without running a new simulation. However, semiclassical (power) spectra are calculated from the time evolution of coherent states and peak amplitudes obtained from these simulations are not necessarily related to absorption intensities. There are actually some relevant examples in the literature of semiclassical computations in which absorption intensities are estimated and compared to the experiments, 47, 53, 54 but in approaches using a limited number of trajectories only the eigenvalues of the spectral decomposition of the vibrational Hamiltonian are usually obtained from semiclassical dynamics, with the exception of a recent work in which Ceotto et al. outlined a SC approach able to get eigenfunctions and applied it to the case of the CO 2 molecule.
44
This pre-existing method has a main drawback though, i.e. it relies on a grid in configurational space and so it is not suitable for the general treatment of systems with many degrees of freedom.
In this work we show how to include the calculation of vibrational eigenfunctions into the semiclassical formalism by expanding them on harmonic states. Relying on harmonic states, this method has the advantage to preserve the description of the properties of a system in terms of harmonic ingredients allowing to perform, in an easy and intuitive way, the assignment of each eigenstate (and absorption peak) in terms of normal modes of vibration. Starting from the knowledge of semiclassical vibrational eigenfunctions, we will show how the new formalism can be used to compute, at any temperature, the IR absorption intensities as well as any other observable that can be represented as a function of the molecular configurational space. The method does not require any grid set-ups, it keeps the possibility of application to high dimensional molecular systems and completes the general SC treatment of molecular vibrations.
In the following of this article the methodology will be derived, tested on a 1D
Morse oscillator, and then applied to determine the eigenfunctions and the IR spectrum of the H 2 O molecule. The paper ends with some conclusions and perspectives.
II. THEORY
Notation and preliminary definitions. We start by considering the standard representation of a molecular system within the ground state Born Oppenheimer (BO) adiabatic approximation in which the wavefunction of nuclei and electrons is decomposed as Ψ n (r, R) = ϕ 0 (r; R)e n (R).
(
Eq. (1) allows to describe the nuclear motion via the electronic Potential Energy Surface (PES), derived from the ground state energies of the electronic Hamiltonian at each nuclear structure. Within this notation, r is the vector collecting position and spin coordinates of all electrons while R = {R α }
3N
α=1 represents a given molecular configuration with index α ∈ {1 x , 1 y , 1 z , 2 x , 2 y , . . . , N z }. The adiabatic nuclear motion is governed by the vibrational Hamiltonian operator
with the potential V (R) given by the PES.
If R eq labels a given configuration of minimum energy on the surface, the second order approximation to the spectrum ofĤ around R eq is derived by diagonalizing the mass scaled Hessian matrix of the PES in R eq
where 
q is the vector of normal mode coordinates defined as
and q eq is the normal mode vector corresponding to the equilibrium position R eq .
The spectral decomposition ofĤ in terms of vibrational bound stateŝ
beyond the harmonic approximation, can be derived using the time propagation
to compute the recurring time-dependent overlap (also known as the survival amplitude) of the reference state |χ
in which the second equality is obtained introducing the representation of the propagator in the basis of the energy eigenvectors reported in Eq. (7). Eq. (8) implies that, independently of the specific choice for the reference state |χ to evolve, the eigenenergies ofĤ can be found by taking the peak positions of the power spectrum
where the tilde symbol indicates the action of the Fourier transform operator. The second equality is simply obtained considering thatP(t) =P † (−t). Furthermore, and a key point for our purposes, the intensity of each peak ofĨ χ (E n ) is proportional to the square modulus of the projection of the reference state |χ > onto the corresponding eigenstate |e n > as shown in Eq. (8) . These quantities, in which the quantum propagator is approximated at the semiclassical level of theory, will be central for the following derivations.
Energy eigenfunctions in a harmonic basis set. We can now conveniently consider the complete and orthonormal N-dimensional basis set {|φ K } obtained from the Hartree product of one-dimensional harmonic states
where N v is the number of vibrations of the system (3N − 5 for linear molecules, 3N − 6 otherwise) and
h Kα is the K th α order Hermite polynomial. The vibrational eigenstates of the nuclear Hamiltonian can be expanded in this basis set, i.e.
where C n,K = φ K |e n are real expansion coefficients.
According to Eq.(8), the square modulus of the generic coefficient C n,K can be computed considering that it is proportional to the intensities of the Fourier transform of the recurring time-dependent overlap of the corresponding harmonic state φ K at the eigenvalue of the vibrational Hamiltonian, i.e.
and hence
This means that just the sign of the coefficients C n,K remains undetermined. However, it can be gained by considering the following time-dependent overlap
where |φ 0 indicates the harmonic ground state. In fact, by Fourier transforming Eq.
(15) and using Eq. (14), we get
Solving Eq. (16) for C n,K and noting that C n,0 = sign(C n,0 ) Ĩ 0 (E n ) leads to the following equation
in which sign(C n,0 ) = ±1 just sets the global sign of |e n and it is, hence, irrelevant.
Semiclassical calculation of time recurring overlaps of harmonic states. In our SC methodology, we compute the recurring time-dependent overlap using the following working formula
where N s is the number of vibrational states to compute; Q 
where γ is the N v × N v diagonal matrix, with diagonal elements equal to the har-
is the classical action at time t computed along the trajectory in the spirit of Feynman's formulation of path integral quantum mechanics, and, finally, φ t (Q 0 , p 0 ) is the phase of C t (Q 0 , p 0 ), the Herman-Kluk prefactor at time t that accounts for second order quantum fluctuations around each classical path and which is obtained as 28,55
The starting point of our SC implementation is the Herman-Kluk propagator in its time averaged version by Kaledin and Miller, 
36
In our approach, the computational overhead required to construct the quantum propagator is enormously decreased. In fact, as indicated in Eq. (18), we follow the footsteps of the multiple coherent technique 40 and, rather than relying on a full Monte Carlo sampling of the phase space, the propagator is constructed using only N s tailored trajectories, i.e. one for each target vibrational state. These trajectories are selected and derived carefully on the basis of the starting harmonic approximation to the Hamiltonian. In particular, the initial position is selected to be in the minimum of the potential (equilibrium position), while the initial velocities are chosen in a way to assign to each normal mode a content of kinetic energy equal
) ω α . Each trajectory requires to be evolved for a very short time
(1-2 ps) without any preliminary equilibration to be performed.
Apart from the evolution of the classical trajectories, calculation ofĨ SC χ (E) using Eq. (18) requires to evaluate also the phase of the prefactor reported in Eq. (20) .
The prefactor depends on the stability matrix elements
, which are obtained via numerical integration of their symplectic equations of motion along the classical trajectory.
56
For this purpose, however, the computationally-expensive calculation of the instantaneous Hessian matrix
is needed. Specific algorithms have been developed to ease computational costs in high dimensional applications by reducing the number of Hessian calls.
57,58
The reference state to evolve is usually chosen to be in the form of a coherent state |χ = |Q,p so that the scalar product χ|Q t , p t can be computed analytically at each phase space point visited during the classical MD. However, for our purposes, we want to consider the case in which |χ = |φ K .
The calculation of the following overlap is then needed:
which has the analytical form
The details of the analytical derivation of Eq. 22 can be found in Appendix A.
Calculation of temperature dependent Absorption Spectra. Once the spectral decomposition of the vibrational operator has been achieved, the IR absorption intensities can be obtained using quantum linear response theory in its sum-over-state version. Within this formalism, the IR spectrum for isotropic and homogeneous molecular systems is written as
where Ω nm = E m − E n is the difference between vibrational excitation energies,
/Z is the n th vibrational state population at a given temperature T (with Z = n e − En k B T being the partition function), and
are the oscillator strengths, which depend on the full Hamiltonian eigenstates. In the second equality of Eq. (24) we used the BO approximation for the total wavefunction as illustrated in Eq. (1) with the dipole function µ that can be decomposed as
where
and
is the electronic dipole associated to a given nuclear configuration. Using Eq. (26), the absorption intensities can be obtained by computing the following integral over the nuclear configurational space:
the only unknown term being the electronic dipole of Eq. (28) that demands for an electronic structure calculation at every nuclear configuration.
Calculation of these integrals can be approached through a Monte Carlo sampling.
This can be done by taking advantage from the fact that, in the expansion of vibrational eigenstates in the harmonic basis of Eq. (11), the Gaussian term (present in each harmonic function) can be factorized out leading to
is the N v -dimensional Gaussian term and
h Kα ωα Q α is the coordinate representation of the harmonic state |φ K > without the Gaussian terms. The integral in Eq. (29) can be conveniently recast in the following way:
whereē
Written as in Eq. (31), this integral is particularly well suited for Monte Carlo sampling. In fact Gaussian distributions can be easily generated by means of the Box-Muller algorithm,
60
so that the integrals can be evaluated as
where {Q k } is a set of molecular configurations generated along the multivariate Gaussian distribution N (Q, 1 2 ω ω ω −1 ) and ,
is the generalized Laguerre polynomial, and N n their normalization constants (derived by means of numerical integration).
On the left column of Fig. 1 we report the first three SC vibrational eigenfunctions together with the corresponding exact and harmonic wavefunctions. As for the ground state eigenfunction, it is evident that the anharmonic corrections are minor and the harmonic approximation already provides a realistic guess. However, it fails in locating the maximum of the wavefunction, which shifts from the harmonic estimate ( Q = 0) to Q ∼ 3 a.u. in mass-scaled coordinates or about 0.05 Å in cartesian coordinates in the direction of bond cleavage when the anharmonicity of the potential is properly accounted for. Interestingly, this effect is already correctly described when truncating the harmonic basis set at the level of the first excited state. The corresponding coefficient (C 0,1 in our notation) has an amplitude of ∼ 0.1 and the sign of this coefficient gives the direction of the shift. If a bigger harmonic basis set is employed, only two other coefficients provide a non-negligible but minor contribution of the order of the percent. the procedure permits to escalate the quality of the SC wavefunctions which is now not only excellent up to e 2 (Q), but also very good for e 3 (Q) and e 4 (Q) (as reported in Fig. S1 in the supplemental material). 
. Results are reported in Table I . Transition dipoles 0 → 1 and 1 → 2 are accurate within a tolerance of 0.01 a.u. even before the GS refinement,
confirming that the quality of the ground state and first two excited SC wavefunctions is very high. The dipoles associated to excitations involving higher energy states (1 → 3, 2 → 3, 2 → 4, 3 → 4) are instead less accurate, and SC results are correct only within a tolerance of 0.05 a.u. However, after GS orthonormalization, the quality of these exotic transition dipoles improves and their accuracy becomes comparable to that of dipoles involving lower energy states.
We now move to apply our method to the description of the vibrations of the non-rotating water molecule in vacuum. We employed in our calculation a pre-existing analytical PES based on a quartic force field involving the displacement coordinates of the internal angle and the two bonds.
62
First, the Hessian matrix has been diagonalized to find the three harmonic frequencies of vibration, which are well known to be related to the symmetric stretch (ω s = 3831 cm Reference quantum molecular dynamics calculations were carried out by means of the Grid Time-Dependent Schroedinger Equation (GTDSE) computational package.
63
The GTDSE code includes an implementation of the Lanczos algorithm
64-66
that we exploited to extract the eigenfunctions and eigenvalues of the Hamiltonian. The space of coordinates was discretized and finite difference methods In Fig. 2 we report the plots ofĨ φ K (E) for the first five harmonic states of water.
The semiclassical vibrational energies derived from the positions of the peaks lay within ∼ 30 cm Anharmonicity effects for the bending and asymmetric stretching modes are small because all odd order terms in the PES force field vanish for symmetry. However, two main effects that characterize the H 2 O molecule are efficiently accounted for by this method. The first one involves the symmetric stretch mode along which the potential is approximately the sum of two Morse-like 1D potentials for the OH bond stretching. Consistently with the case of the 1D Morse oscillator, the anharmonicity generates a coefficient C 0,(100) of the order of 10 % in the expansion of the ground state wavefunction (see Table S7 in the Supplemental Material), shifting the maximum with respect to the harmonic eigenfunction in the direction of the dissociation. This effect is clearly visible in Fig. 4 . They are the harmonic approximation to the quantum states e 2 and e 3 plotted in the first (MC-SCIVR estimate) and second row (DVR reference).
The second relevant anharmonicity effect regards the presence of a Fermi resonance between the harmonic states corresponding to a double excitation of the bending (i.e. state φ 020 ) and the first excited state for the symmetric stretch φ 100 .
In terms of expansion coefficients this effect is pointed out by the presence of two non-negligible terms C 2,(100) ∼ C 3,(020) ∼ 0.15 for the second and third anharmonic states (see table S9 and S10 in the Supplemental Material). The Fermi resonance is well represented in Fig. 4 . Its effect on the shape of the anharmonic eigenfunction This qualitative agreement between SC and DVR eigenfunctions has been confirmed quantitatively by computing the oscillator strengths by means of Eq. 26. The total dipole moment and the wavefunctions were integrated along the grid of normal mode coordinates. The nuclear component of the dipole moment is readily available, while the electronic part was extracted from the fitted dipole surface of Lodi et al.
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The surface was built in a way that the two components of the electronic dipole moment are returned parallel and perpendicular to the bond-angle bisector vector, while the oxygen atom is set at the origin of the reference frame. For a correct evaluation of the total dipole moment, the electronic and nuclear dipole contributions had to be calculated in the same frame and using the same pole. Results, reported in Tab since there is a minimal contribution coming from the harmonic dipole φ 000 |μ|φ 100 .
This effect, however, is too small to be observed within our SC method because the amplitude of F 02 is smaller than the tolerance in the SC estimates. The same oscillator strengths were also computed through the MC scheme of Eq. It is known that the number of points needed in a Monte Carlo simulation grows polynomially with system dimensionality. This implies that calculations of this kind can be performed with an affordable computational overhead also for larger systems,
where numerical integration on a grid becomes overwhelming. It is worth stressing that the set of Monte Carlo points generated, at which the molecular dipole has to be evaluated, is in common for all transitions. However, convergence is not uniform:
as shown in Fig. 5 , it is slower for softer vibrations (in this case, the bending) than for harder ones (bond stretching). Moreover, it can be observed that, among stretching mode transitions, the oscillator strength of the asymmetric stretch fundamental excitation (0 → 4) converges faster than the symmetric one (0 → 3). This is again due to the presence of the Fermi resonance which affects states e 3 and e 2 . Finally, it is worth noting that knowledge of the oscillator strengths for the selected transitions allows to determine the IR spectrum of water at any temperature according to Eq.
23.

SUMMARY AND CONCLUSIONS
In this work we introduced the possibility to calculate anharmonic absorption intensities of vibrational spectra by means of semiclassical dynamics. This is an important step in the direction of a complete description of infrared spectroscopy with respect to the power spectra simulations routinely provided by SC approaches. The goal has been achieved by using harmonic vibrational states as reference states to be evolved using the SC propagator (instead of the commonly employed coherent states). In fact, by Fourier transforming the SC recurring time-dependent overlap of harmonic states, the vibrational eigenfunctions can be obtained through a decomposition on the harmonic basis and the approach is readily extendable to high dimensional molecules. A successful application of the method, though, necessitates that the eigenfunctions obtained within the harmonic approximation give already a good qualitative representation. In fact we showed that, in these cases, the most important anharmonic effects are already included with only very few terms in the harmonic basis set.
In the spirit of multiple coherent semiclassical dynamics we propagated just one trajectory per anharmonic state, so that the number of classical MD propagations is not directly related to the size of the molecule but to the number of vibrational target states. Once the trajectory associated to a target state has been propagated, the semiclassical propagator is determined for all harmonic basis functions needed to describe that specific state. The number of basis functions to employ depends on the dimensionality of the system, but it can be limited by employing an appropriate cutoff.
Test calculations performed on the 1D Morse oscillator have shown that the harmonic basis is very well suited to describe the true anharmonic vibrational states.
In fact, all principal effects of anharmonicity generally present in bond stretching vibrations are captured by including only a few states in the harmonic expansion.
Furthermore, excellent accuracy of the eigenfunctions (compared with their analytical representation used as a reference) is obtained after a simple post-processing refinement consisting in a Gram-Schmidt orthonormalization.
The formalism was applied to the H 2 O molecule and we demonstrated that also in this case very high quality eigenfunctions (upon comparison to the DVR benchmarks)
are obtained with a number of expansion coefficients of the order of one dozen. The presence of two main effects due to anharmonicity has been pointed out using our method: i) the symmetric bond stretch actually provides an asymmetric contribution that shifts the wavefunctions in the direction of bond dissociation with respect to the harmonic counterparts, and ii) a Fermi resonance arises between the fundamental of the symmetric stretch and the overtone of the bending. The relevance of both effects has been easily quantified on the basis of the harmonic expansion coefficients.
Another advantage of the functional form of the harmonic basis is that all the eigenfunctions are proportional to a multivariate Gaussian function. We took advantage from this to compute the vibrational intensities using a Monte Carlo strategy.
First a number of the order of a few thousand molecular configurations is generated at negligible computational cost. Then, more expensive calculations are required to evaluate, for each structure generated, the total molecular dipole (e.g. via an ab initio self consistent field calculation). This procedure, given the good level of scalability of the MC integration, can be directly extended to high dimensional systems with an affordable computational cost. For the cases in which the application of this protocol is anyway too demanding, we suggest (see Appendix B) a way to derive an approximate estimate of the anharmonic oscillator strengths using a linear expansion of the dipole operator. This approximation is commonly adopted to derive oscillator strengths in the harmonic approximation and it just requires calculation of the first order derivatives of the dipole expectation value (a common output in most quantum chemistry packages). 
In fact, by writing the coherent states in this convenient form, the scalar product with the harmonic state is also straightforwardly derived as:
and the only term that remains unknown is the phase factor η α needed to get to the coherent state definition in Eq. (19) . This is found comparing the scalar product between two coherent states Q while, the scalar product at the right hand side of Eq. (40) is: 
and hence, for the generic scalar product in Eq. (39) , it has to be
APPENDIX B
In view of the application of our methodology to the calculation of the oscillator strengths for high dimensional molecular systems, where the Monte Carlo sampling can become computationally demanding, it is worth noting that the integral in Eq.
(29) can be evaluated in an approximate way without any further sampling of the molecular configurational space. This is achieved by considering the common linear expansion of the molecular dipole:
where Z q = ∂µ 0N ∂qα qeq
. Using this linearization, the transition dipoles can be obtained directly from the expansion of the eigenstates in the harmonic basis derived with the SC calculation e n |Q α |e m = (46)
and by computing the transition dipoles on the harmonic states using the following relations:
that are immediately derived using the fact thatQ α = 1 2ωα â † α +â α , withâ † α andâ α , respectively, the harmonic oscillator creation and annihilation operators for normal mode α.
