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Numerical Methods for Partial Differential Equations
MS. NO. 1  850  1000  1150  1300  1450  1600  2  1700  1850  2000  2150  2300  2450  3  2550  2700  2850  3000  3150  3300  4  3400  3550  3700  3850  4000  4150  5  4250  4400  4550  4700  4850  5000  6  5100  5250  5400  5550  5700 This article studies the least-squares finite element method for the linearized, stationary Navier-Stokes equation based on the stress-velocity-pressure formulation in d dimensions (d = or 3). The least-squares functional is simply defined as the sum of the squares of the L 2 norm of the residuals. It is shown that the homogeneous least-squares functional is elliptic and continuous in the
This immediately implies that the a priori error estimate of the conforming least-squares finite element approximation is optimal in the energy norm. The L 2 norm error estimate for the velocity is also established through a refined duality argument. Moreover, when the right-hand side f belongs only to L 2 ( ) d , we derive an a priori error bound in a weaker norm, that is, the 
I. INTRODUCTION
AQ5
Least-squares finite element methods for the numerical solution of second-order partial differential equations and systems have been intensively studied by many researchers (see, e.g., books [1, 2] and references therein). Numerical properties of the least-squares methods depend AQ3 on the form of the first-order system and the choice of the least-squares norms. Basically, there are three types of the least-squares methods: the inverse approach (see, e.g., [2] [3] [4] ), the div approach (see, e.g., [5] [6] [7] ), and the div-curl approach (see, e.g., [8] ). The inverse approach uses an inverse norm that is further replaced by either the weighted mesh-dependent norm (see [9] ) or the discrete H −1 norm (see [10] ) for computational feasibility. The corresponding homogeneous least-squares functionals for the div and the div-curl approaches are equivalent to the H (div) and the H (div) ∩ H (curl) norms for some variables, respectively. For the Stokes and Navier-Stokes equations, the least-squares methods are based on various first-order systems such as formulations of the vorticity-velocity-pressure, the stress-velocity, the stress-velocity-pressure, the velocity-gradient-pressure, and so forth.
CAI AND CHEN
In [7] , we developed and analyzed the div least-square methods for the stationary Stokes equation. The purpose of this article is to extend our study to the Oseen equations, that is, the linearized, stationary Navier-Stokes equation. Specifically, we introduce the div least-squares minimization problem based on the stress-velocity-pressure formulation, and show that the corresponding homogeneous least-squares functional is elliptic and continuous in the H (div; ) d norm for the stress, the H 1 ( ) d norm for the velocity, and the L 2 ( ) norm for the pressure. Due to the convection term in the Oseen equation, it is difficult to prove the ellipticity of the corresponding homogeneous least-squares functional. This is also true for the scalar second-order elliptic partial differential equation (see, e.g., [11] ). Our approach here is to first prove that the homogeneous functional plus the squares of the L 2 norm of the velocity is elliptic (see (3.1)) and then to remove this extra term by a compactness argument based on the well-posedness of the original problem.
The div least-squares finite element method is to solve the least-squares minimization problem in the conforming finite element subspace: the Raviart-Thomas (RT) element of the index k ≥ 0 [12] for the stress, the continuous Lagrange element of degree k + 1 for the velocity, and the piecewise discontinuous polynomials of degree k for the pressure. As the least-squares finite element method is stable, finite element spaces for those variables may be chosen independently. However, the above choice is the only combination leading to an optimal least-square finite element approximation with respect to the regularity, the degree of polynomial, and the number of degrees of freedom. Replacing the RT element by the BDM element [13] , the approximation is still optimal on the regularity and on the degree of polynomial, but the BDM element has slightly more unknowns than that of the RT element.
The ellipticity of the least-square functional immediately implies the optimal a priori error estimate in the energy norm for the least-squares finite element method. Moreover, the method is not subject to the constraint that the mesh size is sufficiently small as other numerical methods. As the energy norm for the least-squares formulation uses the H (div; ) d norm for the tensor variable, it is natural that the error estimate in the energy norm is established under the assumption that the right-hand side f is smooth enough (see Theorem 5.1). This assumption is slightly stronger than that for the standard finite element method [14] , and will be removed when we estimate the error in a weaker norm as in [6] (see Theorem 5.4). Finally, by using a refined duality argument presented in [5] , we are able to obtain optimal L 2 norm error estimate for the velocity.
Least-squares finite element methods for the Oseen equation were studied in [15] and [16] based on the velocity-gradient-pressure and the velocity-vorticity-pressure formulations, respectively. The least-squares methods in [15] are the inverse and the div-curl approaches. Basically, the inverse approach is expensive and the div-curl approach requires extra regularity of the underlying problem. The least-squares method in [16] applies the simple L 2 norm least-squares approach to the velocity-vorticity-pressure formulation. The resulting least-squares functional is only stable in a norm weaker than that for the continuity. Hence, the resulting finite element approximation is not optimal with respect to the approximation space and the regularity of the underlying problem. For well balanced least-squares methods based on the velocity-vorticity-pressure formulation, see [17, 18] .
An outline of the article is as follows. In Section II, we introduce the Oseen equation as well as its stress-velocity-pressure formulation. The well-posedness of the least-squares minimization is proved through establishing the ellipticity and continuity of the homogeneous least-squares functional in Section III. The least-squares finite element method and its a priori error estimates in various norms are presented in Sections IV and V respectively. 
In this case, the inner product and norm will be denoted by (·, ·) and |·|, respectively. Finally, set
which is a Hilbert space under the norm
and define the subspace
t be a given external body force defined in and g = (g 1 , . . . , g d ) t be a given external surface traction applied on N . Let u(x, t) = (u 1 , . . . , u d ) t be the velocity vector field of a particle of fluid that is moving through x at time t, and let σ = (σ ij ) d×d be the stress tensor field. Without loss of generality, we assume that the density is unit-valued. Then conservation of momentum implies both symmetry of the stress tensor and the local relation
is the material derivative
Let ν be the viscosity constant, p the pressure, and
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the deformation rate tensor, where ∇ u is the velocity gradient tensor with entries (∇ u) ij = ∂u i /∂x j . Then, the constitutive law for incompressible Newtonian fluids is
A standard algorithmic treatment of (2.1) and (2.2) is to semidiscretize in time [19] . This leads to the Oseen equation:
with the boundary conditions
where
is the given vector-valued function and c is a positive constant. We assumed that g = 0 for simplicity. Let
and
we define the following least-squares functional:
The corresponding variational formulation is to find (σ , u, p) ∈ V such that 9) where the bilinear and linear forms are given by
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respectively. We will use the following notation, identity, and inequality. For the second order tensors σ = (σ ij ) d×d and τ = (τ ij ) d×d , the inner product (σ , τ ) is defined by
If σ is symmetric and τ is skew-symmetric, then
(2.12)
Let A : R d×d → R d×d be a linear map defined by
then the following inequality (see [20] ) holds:
where C is a positive constant, possibly depending on the domain . Finally, we provide the velocity-pressure form of the Oseen equation by eliminating the stress σ in (2.3):
Multiplying the equations in (2.14) by v and q, respectively, and integrating by parts, we obtain the variational form: 16) where the bilinear form a(·, ·) and the linear form f (·) are given by
respectively. 
III. WELL-POSEDNESS
In this section, we establish the well-posedness of problem (2.9). To this end, let
Lemma 3.1. For all (τ , v, q) ∈ V, there exists a positive constant C depending on ν, b, c and such that
Proof. The proof of this lemma is similar to that of Theorem 3.2 in [7] . For the convenience of readers, we provide a brief proof here.
For any (τ , v, q) ∈ V, by the triangle, the Poincaré, and the Korn inequalities, we have
which, together with the triangle inequality, implies
As I and ϵ(v) are symmetric, the triangle inequality implies
By (2.12), integration by parts, the Cauchy-Schwarz inequality, and (3.2), we have
which, together with the fact that (q I , ϵ(v)) = (q, ∇ · v) and the Cauchy-Schwarz inequality, gives
Hence, together with the ϵ-inequality, the above inequality implies 
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To bound ∥q∥ in (3.4) , by the triangle inequality we have
To bound ∥tr τ ∥ in (3.5), the Cauchy-Schwarz inequality gives
Hence,
which, together with (2.13) and (3.3), implies that
Now, combining the upper bounds in (3.4)-(3.5), and (3.6) leads to
Hence, by the ϵ-inequality, we have
which, together with (3.3, 3.6), and (3.5), implies that ∥∇ · τ ∥, ∥τ ∥ 2 , and ∥q∥ 2 are also bounded above by G(τ , v, q ; 0) + ∥v∥ 2 . This completes the proof of the lemma. 
Proof. The upper bound in (3.7) follows easily from the triangle inequality.
To show the validity of the lower bound in (3.7), we use the standard compactness argument. To this end, assume that the lower bound in (3.7) does not hold. Hence, there exists a sequence (τ n , v n , q n ) ∈ V such that |||(τ n , v n , q n )||| 2 = 1 and G(τ n , v n , q n ; 0) < 1
For any integers i and j and for any (τ n i , v n i , q n i ), (τ n j , v n j , q n j ) ∈ V, it follows from Lemma 3.1 and the triangle inequality that 
|||(τ
} is a Cauchy sequence in the complete space V. Hence, there exists
Next, we will show that
which is contradictory with the first assumption in (3.8):
This in turn implies the validity of the lower bound in (3.7). To this end, for any (w, r) ∈ H
by the symmetry of I and ϵ(v n i ), integration by parts, and the Cauchy-Schwarz inequality, we have
which, together with the uniqueness of problem (2.16), implies v 0 = 0 and q 0 = 0. Now, τ 0 = 0 is a direct consequence of Lemma 3.1:
This completes the proof of (3.9) and, hence, the theorem. |||(σ , u, p)||| ≤ C ||f ||.
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Proof. It is easy to see that the linear form F(τ , v, q) is bounded:
By Theorem 3.2 and the Lax-Milgram lemma, problem (2.9) has a unique solution (σ , u, p) ∈ V. The a priori estimate is obtained as follows:
This completes the proof of the proposition.
IV. LEAST-SQUARES FINITE ELEMENT APPROXIMATION
For simplicity, consider the two-dimensional case (d = 2). Assuming that the domain is polygonal, let T h be a regular triangulation of (see [21] ) with triangular elements of size O(h). Let P k (K) be the space of polynomials of degree k on triangle K, and denote the local Raviart-Thomas space of index k on K by
Then, the standard H (div; ) conforming Raviart-Thomas space of index k [12] , the standard (conforming) continuous piecewise polynomials of degree k + 1, and the piecewise polynomials of degree k are defined, respectively, by
These spaces have the following approximation properties: let k ≥ 0 be an integer, and let l ∈ (0, k + 1]:
Based on the smoothness of σ , u, and p, we will choose k + 1 to be the smallest integer greater than or equal to l.
Numerical Methods for Partial Differential Equations DOI 10.1002/num
CAI AND CHEN
The least-squares finite element approximation to the Oseen equation based on the stressvelocity-pressure formulation is to find
By Theorem 3.2 and the fact that
and equivalent problem (4.8) have a unique solution.
V. A PRIORI ERROR ESTIMATES
In this section, we establish a priori error estimates in both the energy norm and the L 2 norm. These estimates are obtained under the assumption that the right-hand side f is sufficiently smooth. When f is only in L 2 ( ) d , we are also able to derive an a priori error estimate in a norm which is weaker than the energy norm.
Let (σ , u, p) and (σ h , u h , p h ) be the solutions of (2.9) and (4.8), respectively. Denote by
Taking the difference between (2.9) and (4.8) gives the following orthogonality:
A. Energy Norm Error Estimate
In this section, we obtain the quasioptimal a priori error estimate in the energy norm.
Theorem 5.1. Assume that f ∈ H l ( ) 2 and that the solution (σ , u, p) of (2.9) is in
h denoting the solution to (4.8) , the following error estimate holds:
Proof. By the coercivity in (3.7), the orthogonality in (5.2), and the Cauchy-Schwarz inequality, it is straightforward to obtain the following Céa's lemma for the least-squares finite element approximation:
Now, (5.3) follows from the approximation properties in (4.4)-(4.5), and (4.6) and the fact that
This completes the proof of the theorem. 
B. L 2 Norm Error Estimate
As usual, we use a duality argument to establish the L 2 norm error estimate. Note that this argument for the div least-square finite element method is more complicated than that for the Galerkin finite element method.
To this end, for f ∈ L 2 ( ) 2 , g ∈ H 1 ( ), and g N ∈ H 1/2 ( N ), consider the Oseen problem in (2.16) with a linear form defined by
Consider also the dual problem of (2.16):
Assume that both problems have the full H 2 regularity:
and ||z|| 2 + ||r|| 1 ≤ C (||f|| + ||g|| 1 ).
(5.5)
Lemma 5.2. Assume that the regularity estimates in (5.5) hold. Then, there exists
and that
Proof. Let (z, r) be the solution of the dual problem in (5.4) with f = e h and g = 0. Then the regularity assumption in (5.5) gives
Choose (v, q) = (e h , e h ) in (5.4) with f = e h and g = 0. The fact that ϵ(e h ) and I are symmetric leads to (2νϵ(e h ) − e h I , ϵ(z)) = (2νϵ(e h ) − e h I , ∇z), which, together with integrating by parts, gives
Let (w, q) be the solution of the following Oseen problem: To prove the validity of (5.7), by the regularity assumption in (5.5), the triangle inequality, the trace theorem, and (5.8), we have
It now follows from the triangle inequality and (5.8) that
This completes the proof of (5.7) and, hence, the lemma. 
Proof. The second inequality in (5.12) is a direct consequence of the first inequality and Theorem 5.1. To prove the first inequality, take (γ , w, q) as that in Lemma 5.2. For any
, it follows from the orthogonality, the continuity, the approximation properties in (4.4)-(4.5), and (4.6), and (5.7) that
which implies the first inequality in (5.12) . This completes the proof of the theorem.
C. Error Estimate With
The error estimate in the energy norm is obtained under the assumption that f is at least in H α ( ) 2 with α > 0. Following the idea in [22, 5] , we derive an error estimate in a weak norm when f is only in L 2 ( ) 2 .
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To this end, let
We will use the standard nodal interpolation operator π h : H N (div; ) → RT 0 (see [23] ). Define
then, h satisfies the following properties: 
Proof. Let u I and p I be interpolants of u and p that satisfy the approximation properties in (4.5) and (4.6), respectively. It follows from the triangle inequality and the approximation properties in (4.13, 4.5), and (4.6) that
By (2.3) and the regularity estimate in (5.5), we have ||σ || 1 + ||u|| 2 + ||p|| 1 ≤ C (||u|| 2 + ||p|| 1 ) ≤ C ||f||.
Thus, to show the validity of (5.15), it suffices to prove that || h σ − σ h || + ||u I − u h || 1 + ||p I − p h || ≤ Ch (||σ || 1 + ||u|| 2 + ||p|| 1 ).
The coercivity in (3.7) and the orthogonality in (5.2) lead to Notice that (5.14) implies
which, together with the Cauchy-Schwarz inequality, (5.18) and the stability of the operator h , implies
To bound I 3 , it follows from the Cauchy-Schwarz inequality, (3.2), the triangle inequality, integration by parts, and the approximation properties in (4.13, 4.5), and (4.6) that 
