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AN AUXILIARY SPACE PRECONDITIONER FOR FRACTIONAL
LAPLACIAN OF NEGATIVE ORDER
TRYGVE BÆRLAND†
Abstract. Coupled multiphysics problems often give rise to interface conditions naturally for-
mulated in fractional Sobolev spaces. Here, both positive and negative fractionality are common.
When designing efficient solvers for discretizations of such problems it would then be useful to
have a preconditioner for the fractional Laplacian, (−∆)s, with s ∈ [−1, 1]. Previously, additive
multigrid preconditioners for the case when s ≥ 0 have been proposed. In this work we complement
this construction with auxiliary space preconditioners suitable when s ≤ 0. These preconditioners
are shown to be spectrally equivalent to (−∆)−s, but requires preconditioners for fractional H(div )
operators with positive fractionality. We design such operators based on an additive multigrid
approach. We finish with some numerical experiments, verifying the theoretical results.
1. Introduction
In this paper we are concerned with the design and analysis of preconditioners for the fractional
Laplacian with negative exponent. More specifically, let Ω ⊂ Rn be a bounded n-dimensional
domain, and s ∈ [0, 1] a parameter. We then consider the problem of finding u satisfying
(1.1) (−∆)−su = f,
where f is given. Here, H10 (Ω) denotes the usual Sobolev space of square-integrable functions with
square-integrable first order derivatives and zero trace on the boundary of Ω, andH−1(Ω) denotes its
dual space. Then (−∆)−s is defined from the spectral decomposition of (−∆) : H10 (Ω)→ H
−1(Ω).
Our aim in this work is to design efficient preconditioners for discretizations of (−∆)−s.
Due to the negative exponent, common preconditioning strategies will fail in this context. In
particular, for positive s, (−∆)s behaves similarly to −∆ in that the eigenfunctions corresponding
to high eigenvalues are oscillatory, and vice versa. As such, the error from simple iteration schemes,
like Richardson’s iteration, are relatively smooth and can be well-represented on a coarser function
space. This observation suggests that multigrid operators can provide efficient preconditioners for
(−∆)s, and motivated the construction of additive multigrid preconditioners in [5]. However, in our
current context the roles are reversed. The oscillatory eigenfunctions of (−∆)−s correspond to the
lower end of the spectrum. Then, neither simple smoothing procedures nor coarse grid correction
will eliminate the oscillatory part of the error, and therefore we cannot hope for a straightforward
multigrid method to work.
The preconditioners proposed in this work will be based on the auxiliary space preconditioner
framework, [32]. Of particular note is that the transfer operator, whose role is to relate the original
space and the auxiliary space, will be a differential operator. Consequently, the preconditioner on
the auxiliary space will have to be spectrally equivalent to the inverse of a differential operator
raised to a positive, fractional power. To motivate this, let Hs0(Ω) denote the spectral interpolation
(see [27, Ch. 2]) between L2(Ω) and H10 (Ω), and H
−s(Ω) the dual space of Hs0(Ω). Then (−∆)
−s
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is an isomorphism from H−s(Ω) to Hs0(Ω). Following the operator preconditioning framework
in [28], an efficient preconditioner for (1.1) should be based on a linear, symmetric isomorphism
Bs : Hs0(Ω) → H
−s(Ω), the canonical choice being the Riesz mapping (−∆)s. Consequently,
the preconditioner should behave like a differential operator raised to a positive, fractional power.
Then, roughly speaking, if Bs consists of applications of any standard differential operator, a
correction is needed to compensate for this overshoot in fractionality. This correction will then
behave like the inverse of a fractional differential operator of positive order. In particular, we will
see that Bs = − div Λ−(1−s)∇ is spectrally equivalent to (−∆)s. Here, Λ = I − ∇ div is the
operator realizing the H(div ) inner product. Thus, the problem of preconditioning (−∆)−s will
be transferred to the problem of preconditioning Λ1−s, which is amenable to an analysis similar
to the one made in [5]. This is an attractive idea because, as we will see, Λ1−s behaves similarly
to Λ, where preconditioning strategies based on multilevel decompositions have proved efficient,
[2, 3, 20, 21, 23, 26].
Preconditioners, and in particular preconditioners based on multilevel decompositions, for (1.1)
have previously been studied. For s = 12 , Bramble et al. designed a V-cycle multigrid operator in
[11]. Their construction was based on posing (1.1) in the weaker H−1 inner product, where the
operator they considered had spectral properties suitable for multigrid analysis. In [17], similar
ideas were used to construct and analyze an additive multigrid operator. Hierarchical basis precon-
ditioners, suitable for (1.1) when s ∈
(
−32 ,
3
2
)
were constructed in [29]. These preconditioners were
based on an L2-orthogonal decomposition into each level of the grid hierarchy, and thus restricting
its use to wavelet spaces where such decompositions are feasible. This was remedied for finite
element spaces of low order in [12] by replacing L2-projections onto each level by more cheaply
computed operators. In all the preconditioners mentioned above, one drawback is that only simple
scaling smoothers can be used, which might be seen as too restrictive. Lastly, in [30] the authors
constructed optimal auxiliary space preconditioners for (1.1), but they needed to presuppose that
a discrete version of (−∆)s was easily computable in the auxiliary space. We will in this work not
assume such a discrete operator to be at our disposable. That is, the proposed preconditioners will
not require the computation of (−∆)±s, or the fractional power of any positive definite operator
for that matter.
The reason for this design choice is that our main motivational application are coupled multihysics-
and trace constraint problems, where fractional Sobolev spaces are part of a well-posed variational
formulation, but the fractional Laplacian is absent from the operator characterizing the problem.
As an illustrative example, let Ω be a bounded domain Rn, with n = 2 or 3, and Γ denotes a
structure in Ω or on its boundary with codimension 1. Consider the Poisson equation, −∆u = f in
Ω, with the constraint conditions u = g on Γ for given data f and g. Imposing the trace constraint
weakly, similarly to how it was done in [4], yields a saddle point system of the form
(1.2)
−∆u+ T ∗λ = f, x ∈ Ω
Tu = g, x ∈ Γ
where T : H1(Ω)→ H
1
2 (Γ) is the trace operator. The solution (u, λ) is sought in H1(Ω)×H−
1
2 (Γ).
Rewriting (1.2) in matrix form, we have
A
(
u
λ
)
=
(
f
g
)
,
where A =
(
−∆ T ∗
T 0
)
is an isomorphism from H1(Ω) × H−
1
2 (Γ) to
(
H1(Ω)
)′
× H
1
2 (Γ). By the
framework in [28], a preconditioner for a discretization of (1.2) should be based on a symmetric
2
isomorphism B :
(
H1(Ω)
)′
×H
1
2 (Γ)→ H1(Ω)×H−
1
2 (Γ), with the canonical choice being
(1.3) B =
(
(I −∆)−1 0
0 (−∆Γ)
1
2
)
.
Cheaply computable operators, spectrally equivalent to (I − ∆)−1 are well known. The second
block, (−∆Γ)
1
2 is as such the challenging part when designing preconditioners based on (1.3). See
also that the fractional Laplacian only appears in B, and not in A.
We remark that even if the above example is relatively simple, similar techniques can be used in
problems where different PDEs are posed on separate domains and linked through some continuity
conditions on a common interface Γ. One or more of these continuity conditions can then be
enforced weakly by use of Lagrange multipliers, which often will posed in a fractional Sobolev
space. When preconditioning the resultant system, the problem of establishing a computationally
feasible operator, spectrally equivalent to (−∆Γ)
± 1
2 persists. For instance, in [25] the authors
study a multiphysics problem posed on domains of different topological dimension, and continuity
is imposed weakly using a Lagrange multiplier. Other applications can be found in [6], where the
no-slip condition on the surface of a falling body in a fluid is imposed weakly, or in [31], where the
potential jump on a membrane of a cardiac cell is treated similarly. If the embedded structure Γ in
(1.2) instead has codimension 2, then numerical experiments in [24] suggests that block diagonal
preconditioners where one block is based on (−∆Γ)
−s, with s ∈ (−0.2,−0.1), provide efficient
preconditioners.
The current paper can in a couple of ways be viewed as continuation of [5]. Firstly, we define
efficient preconditioners for the fractional Laplacian when the exponent s ∈ [−1, 0], complementing
the preconditioners introduced in the previous work. Secondly, in this work we generalize the results
from [5] to positive fractional powers of Λ. The analysis will aim to substantiate the intuition that
if additive multilevel methods are efficient for s = 0 and s = 1, then “by interpolation” it should be
efficient for every s ∈ (0, 1). We remark, however, that the analysis on these multilevel methods for
fractional H(div ) operators assumes certain two-level error estimates on Λ1−s that will go unproven
in this work. This is an unsatisfactory state of affairs, but we do give an approach for how these
error estimates can be proven, as well as motivate their veracity. The techniques we propose will
borrow from [9], and would require a substantial additional toolset. As such, it is here left as future
work.
The remainder of the current paper is structured as follows. In section 2 we describe the notation
used throughout the paper, as well as give brief introductions to the theory of interpolation spaces
and some useful results in functional analysis. Section 3 is devoted to substantiating the above
heuristic argument, and show that provided we are given efficient preconditioners for fractional
H(div ) operators with positive exponent, we can construct efficient preconditioners for the frac-
tional Laplacian with negative exponent. Then, in section 4 we propose such preconditioners as
additive multigrid operators and give sufficient conditions under which they are efficient. Lastly,
in section 5 we provide a series of numerical experiments verifying the theoretical results obtained
in this work.
2. Preliminaries
Let Ω be a bounded, polygonal domain in Rn, with boundary ∂Ω. We denote by L2(Ω) the space
of square integrable functions on Ω, with inner product (·, ·), and norm ‖·‖. We denote by H1(Ω)
the usual Sobolev space of functions in L2(Ω) with all first-order derivatives also in L2(Ω). The
closure of smooth functions with compact support in Ω we denote by H10 (Ω), and its dual space
is H−1(Ω). For k ∈ {−1, 1}, the inner product and norm of Hk(Ω) we denote by (·, ·)k and ‖·‖k,
respectively. Further, we let H(div ;Ω) denote the Hilbert space of square-integrable vector fields
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on Ω with square-integrable divergence, while we write H(curl ; Ω) to mean the space of square-
integrable vector fields on Ω with square-integrable curl . We let Λ(·, ·) denote the standard inner
product on H(div ;Ω) defined by
Λ(σ, τ) = (σ, τ) + (div σ,div τ) , σ, τ ∈ H(div ;Ω).
In general, a Hilbert space X is equipped with an inner product and norm, which we denote by
(·, ·)X and ‖·‖X , respectively, and its dual is denoted by X
′
. For two Hilbert spaces X and Y , we
write L(X,Y ) to mean the space of bounded linear operators T : X → Y , which we equip with the
usual operator norm
‖T‖L(X,Y ) = sup
x∈X
‖Tx‖Y
‖x‖X
.
Let now A be a symmetric positive definite operator on a Hilbert space X. For sake of simplicity,
we assume the spectrum of A to be wholly discrete, i.e. A has empty continuous- and residual
spectrum. Denote by {(λk, φk)}
∞
k=1 the set of eigenpairs of A, normalized so that
(φk, φl)X = δk,l,
where δk,l is the Kronecker delta. Then φk, for k = 1, 2, . . . forms an orthonormal basis of X, and
if u ∈ X has the representation u =
∑∞
k=1 ckφk, then
Au =
∞∑
k=1
λkckφk.
For s ∈ R, we define the fractional power As of A by
Asu =
∞∑
k=1
λskckφk.
If A is only positive semi-definite, then we must restrict to s > 0. If B is another symmetric positive
semi-definite operator on X, we write A ≤ B if for every u ∈ X
(Au, u)X ≤ (Bu, u)X
holds. Note that A ≥ 0 is equivalent to saying that A is positive semi-definite. In addition, we
shall write A ≤ 1 to mean that (Au, u)X ≤ (u, u)X for every u ∈ X.
A result in operator theory is the Löwner-Heinz inequality, which in our case states that if A ≤ B,
then
(2.1) As ≤ Bs, s ∈ [0, 1],
cf. for instance [22]. Inequality (2.1) means that the function xs with x ∈ [0,∞) is operator
monotone for s ∈ [0, 1]. It follows that −(x)s is operator convex (cf. [18, Thm. 2.1 and 2.5]),
that is, for any two symmetric positive semi-definite operators A and B on a Hilbert space X, the
inequality
λAs + (1− λ)Bs ≤ (λA+ (1− λ)B)s
holds for every λ ∈ [0, 1]. A key result regarding operator convex functions is the Jensen’s operator
inequality (cf. [19, Theorem 2.1]). The version we will use in the current work states that for any
bounded, symmetric positive semi-definite operator A on X, and P : X → X so that P ∗P ≤ 1
(2.2) P ∗AsP ≤ (P ∗AP )s .
We will at numerous times in this paper be in a position where we want to use (2.2), but where P
is a contraction between different Hilbert spaces. Thus, we make the following slight generalization
of (2.2).
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Lemma 2.1. Let X1 and X2 be two Hilbert spaces, and T : X1 → X2 an operator satisfying
T ∗T ≤ 1 on X1. Further, assume that A is a bounded, symmetric positive semi-definite operator
on X2. Then
(2.3) T ∗AsT ≤ (T ∗AT )s
for every s ∈ [0, 1].
Proof. See that (2.3) holds for s = 0 and s = 1, so fix s ∈ (0, 1). We define the auxiliary Hilbert
space X = X1 ⊕X2, with inner product inherited from the inner products on X1 and X2. Now,
define linear operators P and A˜ on X as
P =
(
0 0
T 0
)
, and A˜ =
(
0 0
0 A
)
.
A simple calculation then shows that
P ∗P =
(
T ∗T 0
0 0
)
≤ 1,
by the assumption on T . Similarly,
P ∗A˜θP =
(
T ∗AθT 0
0 0
)
for every θ > 0. Then, we have from the standard Jensen’s inequality in (2.2) that(
T ∗AsT 0
0 0
)
= P ∗A˜sP ≤
(
P ∗A˜P
)s
=
(
(T ∗AT )s 0
0 0
)
.
In particular, T ∗AsT ≤ (T ∗AT )s, which completes the proof. 
2.1. Interpolation spaces. In defining fractional Sobolev spaces and fractional H(div ) spaces,
we will use some results from interpolation theory, as presented in [27], and so we shall make a
quick review.
LetX and Y be separable Hilbert spaces with inner products (·, ·)X and (·, ·)Y , and corresponding
norms ‖·‖X and ‖·‖Y , respectively. Furthermore, we assume that X ⊂ Y , with X dense in Y and
continuous injection. In this case we call X and Y compatible.
Denote by D(A) the set of u ∈ Y so that the linear form
Lu(v) = (u, v)X v ∈ X
is continuous in Y . Following the discussion in [27], we note that D(A) is dense in Y . Using Riesz’
representation theorem, there is a w ∈ Y so that
(w, v)Y = (u, v)X .
The mapping u 7→ w defines an unbounded linear operator A : D(A)→ Y , which is defined by
(2.4) (Au, v)Y = (u, v)X .
Clearly, A is self-adjoint and positive. Using the spectral decomposition of self-adjoint operators,
we may define the powers, Aθ, θ ∈ R, of A. We define interpolation spaces in the following way:
Definition 2.1. Let X and Y satisfy the above assumptions. For θ ∈ [0, 1] we define the interpo-
lation space
(2.5) [Y,X]θ = D(A
θ
2 ) =
{
u ∈ Y : A
θ
2u ∈ Y
}
with norm given by the graph norm
(2.6) ‖u‖[Y,X]θ
:=
(
‖u‖2Y +
(
Aθu, u
)
Y
) 1
2
.
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It follows by the definition that
[Y,X]0 = Y, and [Y,X]1 = X.
The following is a key Theorem in interpolation theory.
Theorem 2.1. Let {X,Y } and {X ,Y} be two pairs of compatible Hilbert spaces. Further, let T be
a continuous operator L(X,X ) ∩ L(Y,Y), so that
‖Tu‖X ≤M0 ‖u‖X ,
‖Tu‖Y ≤M1 ‖u‖Y .
Then T ∈ L([Y,X]θ , [Y,X ]θ), and
(2.7) ‖Tu‖[Y ,X ]θ
≤ CM1−θ0 M
θ
1 ‖u‖[Y,X]θ
,
where C is a constant independent of T , X , and Y.
If we now make the identification Y = Y
′
, then Y ⊂ X
′
is dense, with continuous embedding.
Thus, the interpolation space
[
X
′
, Y
]
θ
is well-defined for θ ∈ [0, 1] according to definition 2.1.
Moreover, we have that (cf. [27, Thm. 6.2])
(2.8)
[
X
′
, Y
]
θ
= [Y,X]
′
1−θ .
It is well-known that H1(Ω) is densely and continuously embedded in L2(Ω), which implies that
we can define the fractional Sobolev spaces Hs(Ω) for s ∈ [0, 1] as
Hs(Ω) :=
[
L2(Ω),H1(Ω)
]
s
We go on to define Hs0(Ω) as the closure in H
s(Ω) of smooth and compactly supported functions
on Ω, while for s ∈ [−1, 0], we define
Hs(Ω) = H−s0 (Ω)
′
We note that this definition for negative fractional Sobolev spaces is equivalent to interpolation
between H−1(Ω) and L2(Ω).
Similarly, we define the fractional H(div ;Ω) space as
(2.9) Hs(div ;Ω) :=
[
L2(Ω),H(div ;Ω)
]
s
.
2.2. Discrete interpolation spaces. The discrete variant of fractional operators can be con-
structed analogously to the continuous setting. Suppose Xh ⊂ X is a finite-dimensional subspace.
We can define the operator Ah : Xh → Xh by
(Ahv,w)Y = (v,w)X .
We note that because Xh is finite-dimensional, all norms are equivalent, and in particular, Ah is a
bounded operator. Since Ah is SPD, we can define its fractional powers A
θ
h for θ ∈ R, and discrete
fractional norms ‖·‖2θ,h :=
(
Aθh·, ·
)
. When θ = 0 and θ = 1, the norm ‖·‖θ,h coincides with the Y -
and X norm, respectively. Furthermore, for θ ∈ (0, 1) the discrete norm is equivalent to the [Y,X]θ
norm, with constants of equivalence independent of Xh (cf. [1, Proposition 3.2])
Suppose now that we have an additional finite-dimensional subspace XH ⊂ Xh. Analogously to
before we can define the SPD operator AH : XH → XH , and its fractional powers A
θ
H , with θ ∈ R.
In the case of θ = 0 or θ = 1 we have that(
AθHv,w
)
Y
=
(
Aθhv,w
)
Y
, v, w ∈ XH .
However, this inheritance of bilinear forms fails when θ ∈ (0, 1). Getting ahead of ourselves,
the inheritance of bilinear forms is a common assumption in the design and analysis of multigrid
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algorithms. Therefore, that the inheritance fails to hold when θ ∈ (0, 1) can be detrimental. The
following lemma shows that we are able to recover one of the key inequalities used in [14] in the
analysis of multigrid algorithms on non-inherited bilinear forms.
Lemma 2.2. Let θ ∈ [0, 1]. We have that restricted to XH
Aθh ≤ A
θ
H .
That is, for every v ∈ XH
(2.10)
(
Aθhv, v
)
Y
≤
(
AθHv, v
)
Y
.
Proof. As already noted, for θ = 0 and θ = 1 (2.10) holds with equality, so for the remainder of
the proof let 0 < θ < 1.
Let IH : XH → Xh be the inclusion operator, and I
∗
H its adjoint with respect to the Y -inner
product. Then, I∗HIH is the identity on XH , so I
∗
HIH ≤ 1 holds trivially. By Lemma 2.1, we thus
have that
(2.11) I∗HA
θ
hIH ≤ (I
∗
HAhIH)
θ .
The result follows from (2.11) and the observation that AH = I
∗
HAhIH . 
3. Preconditioner for fractional Laplacian
In this section we will establish a way to construct preconditioners for (−∆)−s when s ∈ [0, 1].
We will begin by first considering the continuous setting, which will motivate the construction of
preconditioners for a discretization of (−∆)−s. We define −∆ : H10 (Ω)→ H
−1(Ω) by
((−∆)u, v) = (∇u,∇v) , u, v ∈ H10 (Ω).
In view of the interpolation theory discussed in the previous section, it is evident that (−∆)s is
well-defined for any s ∈ [0, 1], and it is an isomorphism from Hs0(Ω) to H
−s(Ω). We denote its
inverse by (−∆)−s, and consider the problem of finding u ∈ H−s(Ω) so that
(3.1) (−∆)−su = f,
for a given f ∈ Hs0(Ω). To precondition (3.1), we seek a self-adjoint isomorphism B
s : Hs0(Ω) →
H−s(Ω), so that
(3.2) C1 ‖u‖H−s(Ω) ≤ (B
su, u) ≤ C2 ‖u‖H−s(Ω)
for some constant C1, C2 > 0.
Now, consider the gradient operator, ∇. It is clear that ∇ ∈ L(H10 (Ω), L
2(Ω)). On L2(Ω), we
define
(∇u, τ) = − (u,div τ) , u ∈ L2(Ω), τ ∈ H(div ;Ω).
Using integration by parts, this reduces to the standard ∇ when u ∈ H10 (Ω). Moreover, we have
that
‖∇u‖H(div ,Ω)′ = sup
τ∈H(div ;Ω)
(u,div τ)
‖τ‖H(div ;Ω)
≤ ‖u‖ .
Thus,
∇ ∈ L(H10 (Ω), L
2(Ω)) ∩ L(L2(Ω),H(div ;Ω)
′
),
and Theorem 2.1 then implies that ∇ ∈ L
(
Hs0(Ω),
[
H(div ;Ω)
′
, L2(Ω)
]
s
)
. In view of (2.8) and
(2.9) we can rewrite this as
(3.3) ∇ ∈ L(Hs0(Ω),H
1−s(div ;Ω)
′
).
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Suppose now that we are given a self-adjoint isomorphism B1−sdiv : H
1−s(div ;Ω)
′
→ H1−s(div ;Ω)
which for every τ ∈ H1−s(div ;Ω)
′
satisfies
(3.4) Cd,1 ‖τ‖
2
H1−s(div ;Ω)′ ≤
(
B1−sdiv τ, τ
)
≤ Cd,2 ‖τ‖
2
H1−s(div ;Ω)′
for some constants Cd,1, Cd,2 > 0 independent of τ . We then define
(3.5) Bs = ∇∗B1−sdiv ∇.
Our aim is to show that Bs defined by (3.5) satisfies (3.2). We begin by observing that Bs is
self-adjoint and maps elements from Hs0(Ω) to H
−s(Ω). Moreover, the mapping property of ∇ in
(3.3) and the boundedness of B1−sdiv imply that B
s ∈ L(Hs0(Ω),H
−s(Ω)).
Establishing the lower bound of (3.2) is more difficult in that we want to interpolate between
lower bounds on the gradient operator. However, Theorem 2.1 is not applicable in this setting. To
overcome this problem, we will interpolate between bounds on a left-inverse, T , of ∇. In this work,
we employ the Bogovski˘ı operator established in [15]. If Ω is star-shaped with respect to an open
ball B, T takes for a vector field τ the explicit form
Tτ(x) =
∫
Ω
K(x, y)(x− y) · τ(y)dy, where K(x, y) =
∫ ∞
1
(t− 1)n−1θ(y + t(x− y))dt.
Here, θ ∈ C∞0 (R
n) with support contained in B and integrates to 1. It can be checked that T is a
left-inverse of ∇, and satisfies
(3.6) T ∈ L(L2(Ω),H10 (Ω)) ∩ L(H(div ;Ω)
′
, L2(Ω)),
see [15, Cor. 3.4]. We note that the definition of T can be extended to general Lipschitz domains
— as such domains are finite unions of star-shaped domains — with the same mapping properties.
From (3.6) and Theorem 2.1 we have that
(3.7) T ∈ L(H1−s(div ;Ω)
′
,Hs0(Ω)).
Finally, we are in a position to prove that Bs satisfies (3.2), and hence is a suitable preconditioner
for (3.1). The result is stated in the following theorem.
Theorem 3.1. Let s ∈ [0, 1], and B1−sdiv : H
1−s(div ;Ω)
′
→ H1−s(div ;Ω) satisfy (3.4). Then Bs
defined by (3.5) satisfies (3.2) with
(3.8) C1 = Cd,1 ‖T‖
−2
L(H1−s(div ;Ω)′ ,Hs
0
(Ω))
, and C2 = Cd,2 ‖∇‖
2
L(Hs
0
(Ω),H1−s(div ;Ω)′) .
Proof. Fix s ∈ [0, 1], and take any u ∈ Hs0(Ω). From the definition of B
s, see that
(Bsu, u) =
(
B1−sdiv ∇u,∇u
)
.
From the second inequality of (3.4) and the mapping property of ∇ in (3.3) we deduce that
(Bsu, u) ≤ Cd,2 ‖∇u‖
2
H1−s(div ;Ω)′ ≤ Cd,2 ‖∇‖
2
L(Hs
0
(Ω),H1−s(div ;Ω)′ ) ‖u‖
2
Hs
0
(Ω) ,
which proves the second inequality of (3.2) with C2 as given in (3.8).
We can treat the lower bound of (3.2) similarly, but now use the lower bound of (3.4) and (3.7).
That is, we have
(3.9) (Bsu, u) ≥ Cd,1 ‖∇u‖
2
H1−s(div ;Ω)′ ,
and, since T∇ is the identity on Hs0(Ω),
(3.10) ‖u‖Hs
0
(Ω) = ‖T∇u‖Hs
0
(Ω) ≤ ‖T‖L(H1−s(div ;Ω)′ ,Hs
0
(Ω)) ‖∇u‖H1−s(div ;Ω)′ .
Combining (3.9) and (3.10) yields
(Bsu, u) ≥ Cd,1 ‖T‖
−2
L(H1−s(div ;Ω)′ ,Hs
0
(Ω))
‖u‖2Hs
0
(Ω) .
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Remark 1. With the definition of Bs given in (3.5), we have essentially translated the problem of
preconditioning (−∆)−s to the problem of preconditioning Λ1−s. The advantage of this is that the
latter problem has positive exponent, and so, as we will see, will have similar spectral properties
to Λ, for which efficient preconditioning strategies have been studied earlier.
3.1. Discrete setting. We will now use the construction of Bs from the previous section as mo-
tivation to construct an analogous discrete operator. To that end, let Th be a shape-regular tri-
angulation of Ω, with characteristic mesh size h. For r ≥ 0, we let Sh denote the space of all
discontinuous, piecewise polynomials of degree at most r, subordinate to Th. That is,
Sh =
{
u ∈ L2(Ω) : u
∣∣
T
∈ Pr(T ), ∀T ∈ Th
}
.
We further let Vh = RT r(Th) ⊂ H(div ;Ω) be the Raviart-Thomas space of index r, and Ch =
NEr(Th) ⊂ H(curl ; Ω) the Nedelec space of first kind of index r, both relative to the triangulation
Th. It is then well-known that curl (Ch) ⊂ Vh, and div (Vh) ⊂ Sh. We define the discrete gradient
operator ∇h : Sh → Vh by
(3.11) (∇hu, τ) = − (u,div τ) , u ∈ Sh, τ ∈ Vh,
and discrete curl operator curl h : Vh → Ch by
(3.12) (curl hτ, q) = (τ, curl q) , τ ∈ Vh, q ∈ Ch.
With these definitions, we have the discrete Helmholtz decomposition Vh = curlCh ⊕∇hSh. That
is, every τ ∈ Vh can be written as
(3.13) τ = ∇hu+ curl q,
for unique u ∈ Sh and q ∈ curl hVh. Cf. e.g. [3]. Moreover, this decomposition is orthogonal in
both (·, ·) and Λ(·, ·).
To get a discrete analogue of the preconditioner Bs in (3.5), we further need to define discrete
counterparts to the operators −∆ and Λ. To that end, we define the discrete Laplacian as Ah :=
∇∗h∇h, i.e. Ah is the symmetric operator on Sh that satisfies
(3.14) (Ahu, v) = (∇hu,∇hv) , u, v ∈ Sh.
Lastly, since Vh is a conforming discretization of H(div ;Ω), we simply take Λh : Vh → Vh to be the
restriction of Λ to Vh. In other words,
(Λhσ, τ) = Λ (σ, τ) , σ, τ ∈ Vh.
It is well-known that (cf. for instance [8]), with these particular choices of Sh and Vh, there is a
β > 0 indepedent of h so that for every u ∈ Sh
(3.15) sup
τ∈Vh
(u,div τ)
(Λhτ, τ)
1
2
≥ β ‖u‖ .
This implies that div : Vh → Sh is surjective or, equivalently, that ∇h : Sh → Vh is injective. As
a consequence, Ah is not only symmetric, but also positive-definite, and so A
s
h is well-defined for
every s ∈ R. The discrete counterpart to (3.1) is then to find, for s ∈ [0, 1] and f ∈ Sh, a u ∈ Sh
such that
(3.16) A−sh u = f.
To precondition (3.16), we seek a symmetric positive definite operator Bsh : Sh → Sh which is easy
to compute and spectrally equivalent to Ash, with constants of equivalence independent of h. Using
the previous continuous preconditioner defined in (3.5) as motivation, we will see that
(3.17) Bsh = ∇
∗
hB
1−s
div ,h∇h,
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where B1−sdiv ,h : Vh → Vh is a symmetric positive definite operator spectrally equivalent to Λ
−(1−s)
h ,
leads to an efficient preconditioner for A−sh . The key result in this section is given in Theorem 3.2
below, whose proof will resemble the argument we made in the continuous setting. In particular,
we must ensure that ∇h has the appropriate upper and lower bounds when s = 0 and s = 1. As
we will see, the intermediate cases will then follow from Jensen’s operator inequality.
For the upper bounds of ∇h, we have from the definitions of ∇h and Λh that
(3.18)
(
Λ−1h ∇hu,∇hu
)
=
∥∥∥∥Λ− 12h ∇hu
∥∥∥∥2 = sup
τ∈Vh
(
Λ
− 1
2
h ∇hu, τ
)2
‖τ‖2
= sup
τ∈Vh
(∇hu, τ)
2
(Λhτ, τ)
≤ ‖u‖2 ,
which is the discrete analogue to ∇ ∈ L(L2(Ω),H(div ;Ω)
′
). The discrete analogue to ∇ ∈
L(H10 (Ω), L
2(Ω)) is simply that ‖∇hu‖
2 = (Ahu, u).
For the necessary lower bounds on ∇h, we define L : Vh → Sh by Lτ = u according to the
discrete Helmholtz decomposition (3.13). It is then evident that L∇h is the identity on Sh. That
L satisfies the discrete analogues to (3.6) is given in the following lemma.
Lemma 3.1. With L : Vh → Sh as defined above, it holds for every τ ∈ Vh that
(3.19) ‖Lτ‖2 ≤ β−2
(
Λ−1h τ, τ
)
, and (AhLτ,Lτ) ≤ ‖τ‖
2 ,
where β is given by (3.15).
Proof. Fix τ ∈ Vh, and let u = Lτ . From (3.15) and the decomposition (3.13), we have that
β ‖u‖ ≤ sup
σ∈Vh
(∇hu, σ)
(Λhσ, σ)
1
2
≤ sup
σ∈Vh
(τ, σ)
(Λhσ, σ)
1
2
.
Replacing σ by Λ
− 1
2
h σ in the above yields
β ‖u‖ ≤ sup
σ∈Vh
(
Λ
− 1
2
h τ, σ
)
‖σ‖
≤
(
Λ−1h τ, τ
) 1
2
,
which proves the first inequality of (3.19).
The definitions of Ah and L, and the L
2-orthogonality of the decomposition (3.13) imply the
second inequality of (3.19), since
(AhLτ,Lτ) = ‖∇hu‖
2 ≤ ‖τ‖2 .

We are now in a position to state and prove the main spectral equivalence result of this section,
from which the spectral equivalence between Bsh given in (3.17) and A
s
h will readily follow.
Theorem 3.2. Let ∇h, Ah and Λh be defined as above, and let s ∈ [0, 1]. Then, for every u ∈ Sh
(3.20) β2(1−s) (Ashu, u) ≤
(
Λ
−(1−s)
h ∇hu,∇hu
)
≤ (Ashu, u) ,
where β is given by (3.15).
Proof. Fix u ∈ Sh and s ∈ [0, 1]. We begin by proving the second inequality of (3.20). Define
T1 = Λ
− 1
2
h ∇h : Sh → Vh. From (3.18) it follows that T
∗
1 T1 ≤ 1. Thus, Lemma 2.1 implies that
(3.21) T ∗1Λ
s
hT1 ≤ (T
∗
1ΛhT1)
s .
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Inserting the definition of T1 into (3.21) yields
∇∗hΛ
−(1−s)
h ∇h ≤ (∇
∗
h∇h)
s = Ash,
which is equivalent to the second inequality of (3.20).
In proving the first inequality of (3.20), we will again make use of Lemma 2.1. To that end, we
now set T2 = βLΛ
1
2
h , and from Lemma 3.1 it follows that T
∗
2 T2 ≤ 1. Thus, an application of Lemma
2.1 yields
T ∗2A
s
hT2 ≤ (T
∗
2AhT2)
s ,
which after inserting the definition of T2 becomes
(3.22) β2(1−s)Λ
1
2
hL
∗AshLΛ
1
2
h ≤
(
Λ
1
2
hL
∗AhLΛ
1
2
h
)s
.
From Lemma 3.1 L∗AhL ≤ 1. Pre- and post multplying this inequality by Λ
1
2
h and using the
Löwner-Heinz inequality (2.1), we deduce that
(3.23)
(
Λ
1
2
hL
∗AhLΛ
1
2
h
)s
≤ Λsh.
We now use (3.22) together with (3.23) and pre- and post multiply by Λ
− 1
2
h to get
β2(1−s)L∗AshL ≤ Λ
−(1−s)
h .
Finally, multiplying from the left by ∇∗h and from the right by ∇h, and using that both ∇
∗
hL
∗ and
L∇h are the identity on Sh, we arrive at
β2(1−s)Ash ≤ ∇
∗
hΛ
−(1−s)
h ∇h,
which is the first inequality of (3.20). 
Corollary 3.1. Under the same assumptions as in Theorem 3.2, suppose we are given a symmetric
positive definite operator B1−sdiv ,h : Vh → Vh spectrally equivalent to Λ
−(1−s)
h . That is, there are
constants C1, C2 > 0 so that
(3.24) C1
(
Λ
−(1−s)
h τ, τ
)
≤
(
B1−sdiv ,hτ, τ
)
≤ C2
(
Λ
−(1−s)
h τ, τ
)
for every τ ∈ Vh. Then B
s
h defined by (3.17) satisfies
(3.25) C1β
2(1−s) (Ashu, u) ≤ (B
s
hu, u) ≤ C2 (A
s
hu, u)
for every u ∈ Sh.
Proof. Take any s ∈ [0, 1] and u ∈ Sh. By the definition of B
s
h, the second inequalities of (3.24)
and (3.20)
(Bshu, u) ≤ C2
(
Λ
−(1−s)
h ∇hu,∇hu
)
≤ C2 (A
s
hu, u) ,
which proves the second inequality of (3.25). The first inequality is proved similarly, using the
lower bounds in (3.24) and (3.20). 
Remark 2. At this point it is worth remarking on the implementation of Bsh. In computer code, a
function u ∈ Sh can have two distinct representations as vectors in R
NS , where NS = dimSh. Let{
φih
}NS
i=1 be a basis for Sh. Then, if u =
∑NS
i=1 ciφ
i
h, we call the vector u = (c1, . . . , cNS )
T ∈ RNS
the coefficient vector representation of u, while the vector u˜ ∈ RNS with entries u˜i =
(
u, φih
)
,
the dual vector representation of u. Cf. e.g. [10, Sec. 15] for more details. Let
{
ψih
}NV
i=1, with
NV = dimVh, be a basis for Vh. For τ ∈ Vh, let τ and τ˜ be the analogous coefficient- and dual
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vector representations of τ . The most straightforward matrix realization of ∇h is then the matrix
Dh ∈ R
NV ×NS with entries
(Dh)i,j = −
(
φih,div ψ
i
h
)
.
We see that Dh takes coefficient vectors in R
NS and returns dual vectors in RNV . Conversely, the
transpose DTh takes coefficient vectors in R
NV as input and returns dual vectors in RNS . If B1−sdiv ,h is
the matrix realization of B1−sdiv ,h taking dual vectors as input and returning coefficient vectors, B
s
h
can be realized by the matrix
B
s
h = D
T
hB
1−s
div ,hDh.
Then, Bsh takes coefficient vectors as input and returns dual vectors, which is opposite to usual
implementations of preconditioners. Thus, if this preconditioner should be used as part of a precon-
ditioner for problems of the form (1.2), some care is needed. In particular, the Lagrange multiplier
λ should be represented as a dual vector, while the trace constraint g should be represented by
a coefficient vector. We see then that the matrix realization of the trace operator T should take
coefficient vectors to coefficient vectors. That is, the matrix is simply a mapping of degrees of
freedom from one space to another, and no numerical integration is needed.
By Corollary 3.1, we know that we can construct an efficient preconditioner for A−sh , provided we
have an efficient preconditioner for Λ1−sh at our disposable. This is by no means a given. However,
we will in the next section propose a construction of B1−sdiv ,h on Vh satisfying (3.24) based on an
additive multigrid approach.
4. Additive multigrid methods for Λsh
Recall that in section 3 we constructed an efficient preconditioner for A−sh , where Ah is a discrete
Laplacian on Sh and s ∈ [0, 1] provided we are given an efficient preconditioner for Λ
1−s
h on Vh,
which we denote by B1−sdiv ,h. In this section we give one construction of B
1−s
div ,h based on a multigrid
approach similar to that presented in [5].
To motivate the construction we note that multigrid methods, and other space decomposition
methods, are popular and well-studied preconditioning strategies for H(div ) problem. A key ob-
servation is that Λh reduces to the identity operator on the kernel of div in Vh, while on the
L2-orthogonal complement Λh roughly behaves like an elliptic operator with a zero-order term.
In particular, Λh can be decomposed into operators where subspace decomposition methods have
proven to be efficient. We will now see that this line of reasoning continues to hold for Λsh. To that
end, consider the discrete Helmholtz decomposition of v ∈ Vh given in (3.13),
(4.1) τ = ∇hu+ curl q,
where u ∈ Sh and q ∈ curl hVh. From the definition of ∇h, we have that Λh = I +∇h∇
∗
h, which
when applied to (4.1) yields
(4.2) Λhτ = ∇h(I +Ah)u+ curl q,
where we recall that Ah = ∇
∗
h∇h is a discrete Laplacian. We see that Λh is invariant in both
∇hSh and its orthogonal complement, curlCh. From (4.2) it is also evident that the projections
τ 7→ ∇hu and τ 7→ curl q both commute with Λh. In accordance with the discussion made in [16],
it follows that Λsh also leave the decomposition in (4.1) invariant. Thus, Λ
s
h reduces to the identity
operator on curlCh, and behaves like (I + Ah)
s on ∇hSh. Multigrid methods were shown to be
computationally effective for such operators in [5], and this motivates using a similar approach for
constructing preconditioners for Λsh.
Before proceeding, some issues need to be adressed. As shown in Lemma 2.2, the operators on
each level will not be inherited. Therefore, the analysis will follow the framework of [14]. Another
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problem is that the computation of Λsh requires solving a potentially large eigenvalue problem,
which can be prohibitively expensive. As a consequence, we cannot assume that we can compute
errors on each level. Standard multigrid algorithms, such as V-cycle, should then be excluded. For
this reason, we design the operators as additive multigrid operators, [13], where the residual of the
problem is transferred to every grid level, and no application of Λsh is required.
In the following, we will use the same multilevel decomposition as was used in [2], but we
emphasize that the analysis extends to other decompositions, such as that given in [20].
To construct our multigrid operator for Λsh suppose Th is the result of successive refinements.
That is, we are given a sequence
T1 ⊂ · · · ⊂ TJ = Th,
of shape-regular triangulations of Ω, and Tk has charachteristic mesh size hk for k = 1, . . . , J . We
will assume that the refinements are bounded, in the sense that there is a constant γ ≥ 1 so that
hk−1 ≤ γhk for k = 2, . . . , J . We note that in applications γ is around 2. For each k, we set
Vk = RT r(Tk) as the Raviart-Thomas space of index r relative to the mesh Tk. We further define
Sk ⊂ Sh and Ck ⊂ Ch analogously, as well as operators ∇k : Sk → Vk and curl k : Vk → Ck as the
L2-adjoint of div and curl , respectively.
For each k, we define Λk : Vk → Vk by
(Λkσ, τ) = Λ (σ, τ) , σ, τ ∈ Vk.
It is evident that Λk is symmetric positive-definite, and so Λ
θ
k is well-defined for every θ ∈ R, and
as a consequence of Lemma 2.2
(4.3) (Λskτ, τ) ≤
(
Λsk−1τ, τ
)
for s ∈ [0, 1] and τ ∈ Vk−1. For every k we define Qk : V → Vk as the L
2-orthogonal projection and
P sk,k−1 : Vk → Vk−1 by(
Λsk−1P
s
k,k−1σk, τk−1
)
= (Λskσk, τk−1) , σk ∈ Vk, τk−1 ∈ Vk−1,
with the interpretation that P s1,0 = 0. We go on to define P
s
k := P
s
k+1,k · · ·P
s
J,J−1 : Vh → Vk, which
satisfies
(ΛskP
s
kσ, τk) = (Λ
s
hσ, τk) ,
for every σ ∈ Vh and τk ∈ Vk.
It follows by the definitions of P sk and Qk that
(4.4) ΛskP
s
k = QkΛ
s
h.
Note that in general P sk is not a projection, except when s = 0 (in which case it coincides with Qk)
and s = 1. However, when s ∈ (0, 1) we have for any τ ∈ Vk that
(ΛskP
s
k τ, P
s
k τ) = (Λ
s
hτ, P
s
k τ)
≤ (Λshτ, τ)
1
2 (ΛshP
s
k τ, P
s
k τ)
1
2 .
Applying (4.3) in the above, we deduce that
(4.5) (ΛskP
s
k τ, P
s
k τ) ≤ (Λ
s
hτ, τ) .
Suppose now that on each level k we are given symmetric positive definite operatorsRsk : Vk → Vk.
As is usual, we call these operators smoothers, and they should, in a sense to made clearer below,
approximate Λ−sk . We then define our additive multigrid preconditioner B
s
div ,h : Vh → Vh as
(4.6) Bsdiv ,h =
J∑
k=1
RskQk.
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The following theorem gives sufficient conditions on the smoothers to establish spectral equiva-
lence between Bsdiv ,h and Λ
−s
h . The proof will mostly follow by standard techniques, but some care
is needed since the operators are not inherited between grid levels.
Theorem 4.1. Let s ∈ [0, 1] and suppose that for each k = 1, . . . , J , the operator Rsk as defined
above satisfies for every τ ∈ Vk
(4.7) (Rskτ, τ) ≤ C1
(
Λ−sk τ, τ
)
,
and
(4.8)
(
(Rsk)
−1 (I − P sk,k−1)τ, (I − P
s
k,k−1)τ
)
≤ C2
(
Λsk(I − P
s
k,k−1)τ, (I − P
s
k,k−1)τ
)
for some constants C1 and C2 that are independent of k. Then,
(4.9) C−12 (Λ
s
hτ, τ) ≤
(
Bsdiv ,hΛ
s
hτ,Λ
s
hτ
)
≤ C1J (Λ
s
hτ, τ)
Proof. For the upper bound of (4.9), straightforward application of the definitions of Bsdiv ,h and
P sk show that
(4.10)
(
Bsdiv ,hΛ
s
hτ,Λ
s
hτ
)
=
J∑
k=1
(RskΛ
s
kP
s
k τ,Λ
s
kP
s
k τ) .
Assumption (4.7) and the non-inheritance inequality (4.5) then imply that
(
Bsdiv ,hΛ
s
hτ,Λ
s
hτ
)
≤ C1
J∑
k=1
(ΛskP
s
k τ, P
s
k τ) ≤ C1J (Λ
s
hτ, τ) .
In proving the lower bound of (4.9), we consider the decomposition τ =
∑
k=1 τk, with τk =
(P sk − P
s
k−1)τ = (I − P
s
k,k−1)P
s
k τ ∈ Vk, for k = 1, . . . , J . Here, we interpret P0 = 0 and PJ = I.
Then,
(Λshτ, τ) =
J∑
k=1
(ΛskP
s
k τ, τk) =
J∑
k=1
(
RskΛ
s
kP
s
k τ, (R
s
k)
−1 τk
)
.
Since for every k, Rsk is symmetric positive definite, we can use Cauchy-Schwarz’ and assumption
(4.8), resulting in
(4.11)
(Λshτ, τ) ≤
J∑
k=1
(RskΛ
s
kP
s
k τ,Λ
s
kP
s
k τ)
1
2
(
(Rsk)
−1 τk, τk
) 1
2
≤
(
J∑
k=1
(RskΛ
s
kP
s
k τ,Λ
s
kP
s
k τ)
) 1
2
(
C2
J∑
k=1
(Λskτk, τk)
) 1
2
=
(
Bsdiv ,hΛ
s
hτ,Λ
s
hτ
) 1
2
(
C2
J∑
k=1
(Λskτk, τk)
) 1
2
,
where in the last step we have used (4.10). In view of (4.11), it only remains to show that
(4.12)
J∑
k=1
(Λskτk, τk) ≤ (Λ
s
hτ, τ)
to prove the lower bound of (4.9). Inserting the definition of τk and expanding factors, we find that
(Λskτk, τk) = (Λ
s
kP
s
k τ, P
s
k τ)− 2
(
ΛskP
s
k τ, P
s
k−1τ
)
+
(
ΛskP
s
k−1τ, P
s
k−1τ
)
.
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For the second term on the right hand side in the above, we have
(
ΛskP
s
k τ, P
s
k−1τ
)
=
(
Λsk−1P
s
k−1τ, P
s
k−1τ
)
since P sk−1 = P
s
k,k−1P
s
k , while for the third term we apply (4.3). Thus,
(Λskτk, τk) ≤ (Λ
s
kP
s
k τ, P
s
k τ)−
(
Λsk−1P
s
k−1τ, P
s
k−1τ
)
.
It follows that
∑
k=1
(Λskτk, τk) ≤
J∑
k=1
[
(ΛskP
s
k τ, P
s
k τ)−
(
Λsk−1P
s
k−1τ, P
s
k−1τ
)]
≤ (Λshτ, τ) .

Now it remains to choose smoothers satisfying the assumptions in Theorem 4.1, and in this work
we consider additive Schwarz operators based on the same space decomposition as in [2].
For k ≥ 2, let Nk denote the set of vertices in Tk, and for each ν ∈ Nk, let Tk,ν be the set of
simplices meeting at the vertex ν. Then Tk,ν forms a triangulation of a small subdomain Ωk,ν, and
we define Vk,ν to be the subspace of functions in Vk with support contained in Ω¯k,ν. The operators
Λk,ν : Vk,ν → Vk,ν and P
s
k,ν , Qk,ν : Vk → Vk,ν are then defined analogously to the corresponding
operators above. We then define
(4.13) Rsk =
∑
ν∈Nk
Λ−sk,νQk,ν,
while on the coarsest level we set Rs1 = Λ
−s
1 . It is well-known that additive Schwarz operator of the
form (4.13) are symmetric positive definite, and its inverse satisfies for τ ∈ Vk
(4.14)
(
(Rsk)
−1 τ, τ
)
= inf
τ=
∑
ν
τν
τν∈Vk,ν
∑
ν∈Nk
(
Λsk,ντν , τν
)
.
Moreover, the decomposition Vk =
∑
ν∈Nk
Vk,ν is L
2-stable in the sense that for every τ ∈ Vk there
are τν ∈ Vk,ν so that τ =
∑
ν τν and
(4.15)
∑
ν∈Nk
‖τν‖
2 ≤ c ‖τ‖2 ,
for some constant c, independent of k and v. The analogue to (4.15) continues to hold if we define
the decomposition Ck =
∑
ν Ck,ν similarly (cf. [3]).
The verification of Assumption (4.7) in Theorem 4.1 is given in the following lemma.
Lemma 4.1. For k = 1, . . . , J and s ∈ [0, 1], let Rsk defined as above. Then there are constants
K0,K1 ≥ 0, independent of k so that
(4.16)
(
R0kτ, τ
)
≤ K0 (τ, τ)(
R1kτ, τ
)
≤ K1
(
Λ−1k τ, τ
)
for every τ ∈ Vk. Moreover, for s ∈ (0, 1) and every τ ∈ Vk
(4.17) (Rskτ, τ) ≤ K
1−s
0 K
s
1
(
Λ−sk τ, τ
)
,
where K0 and K1 are the same as in (4.16).
Proof. The assertions are evident when k = 1, with K0 = K1 = 1, so let k ≥ 2. A proof of the
second inequality of (4.16) can be found in e.g. [2, Theorem 4.1], so we limit ourselves only to
sketch a proof here. Setting P = R1kΛk =
∑
ν∈Nk
P 1k,ν , the uniform finite overlaps of the domains
Ωk,ν ensure that
Λ (Pτ, Pτ) ≤ K1Λ (Pv, v) ,
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for some K1, independent of k. It then follows that
(RskΛkτ,Λkτ) = Λ (Pτ, τ) ≤ Λ (Pτ, Pτ)
1
2 Λ (τ, τ)
1
2 ≤ [K1Λ (Pτ, τ)]
1
2 Λ (τ, τ)
1
2 .
Replacing τ with Λ−1k τ in the above yields the second inequality of (4.16), and the first inequality
of (4.16) can be proved similarly.
For the intermediate result when s ∈ (0, 1) we introduce the auxiliary Hilbert space V :=⊕
ν∈Nk
Vk,ν , and define operators Q : Vk → V and Λ : V→ V given by
(Qτ)ν = Qk,ντ,
and
(Λτ )ν = Λk,ντ ν ,
for τ ∈ Vk, ν ∈ Nk, and τ ∈ V. In particular, we note that Λ is symmetric positive definite and
diagonal on V. Therefore, (Λθτ )ν = Λ
θ
k,ντ ν for every θ ∈ R, and so we have R
s
k = Q
∗Λ−sQ for
s ∈ [0, 1].
From the definition of R0k and the first inequality of (4.16),Q
∗Q ≤ K0, and by scaling Q˜ := K
1
2
0 Q
we then have that
Q˜∗Q˜ ≤ 1.
Then, by Lemma 2.1,
(4.18) Rsk = K0Q˜
∗Λ−sQ˜ ≤ K0
(
Q˜∗Λ−1Q˜
)s
= K0
(
K−10 R
1
k
)s
= K1−s0
(
R1k
)s
.
Now, the second inequality of (4.16) states that R1k ≤ K1Λ
−1
k . Inserting this into (4.18) yields
Rsk ≤ K
1−s
0 K
s
1Λ
−s
k ,
which is equivalent to (4.17). 
Establishing that Assumption (4.8) in Theorem 4.1 holds turns out to be a more complicated
matter. In view of (4.14), we see that to prove (4.8) it is sufficient to find for every τ ∈ (I −
P sk,k−1)(Vk) a decomposition τ =
∑
ν τν , where τν ∈ Vk,ν so that∑
ν∈Nk
(
Λsk,ντν, τν
)
≤ C (Λskτ, τ) ,
for some constant C that is independent of k and τ . In the following lemma, we verify this stable
decomposition, assuming some error bounds on the discrete Helmholtz decomposition.
Lemma 4.2. For k = 2, . . . , J , let τ ∈ (I − P sk,k−1)Vk have the discrete Helmholtz decomposition
(4.19) τ = ∇ku+ curl q,
for some u ∈ Sk and q ∈ curl kVk. Assume there exists a constant c, independent of k and τ so
that
(4.20) ‖∇ku‖
2 ≤ ch2sk−1 (Λ
s
kτ, τ) , and ‖q‖ ≤ chk−1 ‖τ‖ .
Then there exists a decomposition τ =
∑
ν∈Nk
τν with τν ∈ Vk,ν, and a constant C so that
(4.21)
∑
ν∈Nk
(
Λsk,ντν , τν
)
≤ C (Λskτ, τ) .
Proof. Fix τ ∈ (I − P sk,k−1)Vk, and let u ∈ Sh and q ∈ curl kVk be the discrete Helmholtz de-
composition according to (4.19). Further, for ν ∈ Nk, let τ˜ν ∈ Vk,ν and qν ∈ Ck,ν be L
2-stable
decompositions of ∇ku and q, respectively. That is, q =
∑
ν qν and ∇ku =
∑
ν τ˜ν satisfies
(4.22)
∑
ν
‖τ˜ν‖
2 ≤ c ‖∇ku‖
2 , and
∑
ν
‖qν‖
2 ≤ c ‖q‖2 ,
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according to (4.15). Then τ =
∑
ν τν , where we set τν = τ˜ν + curl qν ∈ Vk,ν.
By standard inverse inequality, (Λk,ν τ˜ν , τ˜ν) ≤ c(1+h
−2
k ) ‖τ˜ν‖
2, and the inequality
(
Λsk,ν τ˜ν , τ˜ν
)
≤
(τ˜ν , τ˜ν)
1−s (Λk,ν τ˜ν , τ˜ν)
s (cf. e.g. [27, Ch. 2.5])
(4.23)
(
Λsk,ν τ˜ν , τ˜ν
)
≤ c(1 + h−2k )
s ‖τ˜ν‖
2 .
Using the fractional inverse inequality (4.23) and a standard inverse inequality for qν , together with
(4.22), ∑
ν
(
Λsk,ντν , τν
)
≤ 2
∑
ν
[(
Λsk,ν τ˜ν , τ˜ν
)
+ ‖curl qν‖
2
]
≤ c
∑
ν
[
(1 + h−2k )
s ‖τ˜ν‖
2 + h−2k ‖qν‖
2
]
≤ c
[
(1 + h−2k )
s ‖∇ku‖
2 + h−2k ‖q‖
2
]
.
Then, (4.21) follows from the above and assumption (4.20). 
Remark 3. Verifying the assumption of Lemma 4.2 is by no means a trivial matter, and falls
beyond the scope of this paper. As such, we leave the additive multigrid operators Bsdiv ,h on what
may be deemed an unsure theoretical footing. However, we will here propose an approach to prove
the assumptions made in Lemma 4.2. First off, the case s = 1 was proved in [2, 3], where the thrust
of the argument relied on two-level error estimates and duality arguments.
From the identity (4.4) we see that
P sk − P
s
k−1 = (Λ
−s
k − Λ
−s
k−1Qk−1)QkΛ
s
h,
and so the assumptions in Lemma 4.2 are concerned with two-level error estimates for discretizations
of fractional H(div ) problems. For the first estimate of (4.19), we recall the observation that Λsk
behaves like an elliptic operator on ∇kSk, and so the required error estimate can be obtained using
similar techniques as in [9, Thm. 4.3]. There, the authors proved error estimates, under some
regularity assumptions on the domain Ω. The proof uses the integral formulation of the fractional
Laplacian,
(−∆)s =
2 sin(pis)
pi
∫ ∞
0
t2s−1(I − t2∆)−1dt.
See also [7, Sec. 10.4]. The advantage of this approach is that error estimates for the fractional
Laplacian are transferred to error estimates for problems of the form
(I − t2∆)u = f,
where an abundance of results are available.
5. Numerical experiments
We now present a series of numerical experiments, aimed at validating the theoretical results
established in previous sections. Specifically, in section 5.1 we test the preconditioner Bsdiv ,h defined
in (4.6), and the spectral equivalence established in Theorem 4.1.
We then consider
(5.1) Ashu = f,
for a given in s ∈ [−1, 0] and f ∈ Sh. In section 5.2, (5.1) is first solved using ∇
∗
hΛ
−(1+s)
h ∇h as
preconditioner, before we use Bsh defined in (3.17) as preconditioner. These experiments are to
validate Theorem 3.2 and Corollary 3.1, respectively.
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sN
208 800 3136 12416
0.0 20(4.9) 21(4.9) 21(4.9) 21(4.9)
0.1 20(4.6) 21(4.9) 22(5.2) 23(5.5)
0.2 22(5.6) 24(6.2) 25(6.8) 27(7.4)
0.3 24(6.6) 26(7.5) 27(8.1) 28(8.6)
0.4 26(8.0) 28(8.7) 29(9.2) 29(9.6)
0.5 27(9.2) 30(9.8) 30(10.3) 30(10.5)
0.6 29(10.4) 31(10.9) 31(11.3) 31(11.5)
0.7 30(11.6) 32(12.1) 32(12.4) 32(12.5)
0.8 31(13.0) 33(13.4) 33(13.5) 33(13.7)
0.9 32(14.5) 35(14.9) 34(14.9) 34(15.0)
1.0 33(16.1) 36(16.5) 36(16.6) 35(16.5)
Table 1. Numerical results preconditioning Λsh. Table show number of conjugate
gradient interations until reaching relative error tolerance 10−9. Estimated condition
numbers are shown inside parentheses. N = dimVh and J = 4 in all tests.
Where applicable, the numerical tests are conducted using preconditioned conjugate method,
with random initial guess. Convergence of the iterations are reached when the relative precondi-
tioned residual, i.e. (Brk,rk)(Br0,r0) , where rk is the k-th residual and B is the preconditioner, is below a
given tolerance.
Note that in the following, all fractional powers of matrices are constructed by full spectral
decomposition, requiring the solution of large generalized eigenvalue problems (see [25] for details).
As such, the preconditioned iterative methods will not be computationally optimal, but the tests
are designed only to validate the theoretical bounds on the condition numbers. This problem will
not be encountered if Bsh is used as part of a preconditioner for trace problems as presented in the
introduction.
5.1. Preconditioning for Λsh. In the first set of numerical experiments we consider the following
problem: For a given f ∈ Vh and s ∈ [0, 1], find σ ∈ Vh so that
(5.2) Λshσ = f.
We take Ω = [0, 1]2 ⊂ R2, and Th is a uniform partition of Ω. We take Vh to be the lowest
order Raviart-Thomas space relative to the mesh Th. We solve the linear system arising from (5.2)
using preconditioned conjugate gradient method, with Bsdiv ,h given by (4.6) as preconditioner. The
results can be seen in Table 1, from which we see that both iteration counts and condition numbers
stay bounded independently of the dimension of Vh, in accordance with Theorem 4.1.
5.2. Auxiliary space preconditioner. We now consider (5.1) on the same computational domain
as in the previous set of experiments. That is, Ω = [0, 1]2, and Th is a uniform triangulation of Ω.
For the discrete space Sh we use piecewise constants relative to Th. In Table 2, we can view the
calculated condition number of ∇∗hΛ
−(1+s)
h ∇hA
s
h, as well as the condition number expected from
Theorem 3.2. The results show both uniform h-independence and is in good agreement with the
theory.
Finally, we solve (5.1) using preconditioned conjugate gradient method, with Bsh = ∇
∗
hB
1+s
div ,h∇h
defined in (3.17) as preconditioner. B1+sdiv ,h is chosen as the additive multigrid operator proposed
in section 4, with Vh as the lowest order Raviart-Thomas space relative to Th. The results can
be viewed in Table 3. Again, we see that both iteration counts and estimated condition numbers
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sN
512 2048 8192 β−2(1+s)
−1.0 1.000 1.000 1.000 1.000
−0.9 1.005 1.005 1.005 1.005
−0.8 1.010 1.010 1.010 1.010
−0.7 1.015 1.015 1.015 1.015
−0.6 1.020 1.020 1.020 1.020
−0.5 1.025 1.025 1.025 1.025
−0.4 1.030 1.030 1.030 1.030
−0.3 1.035 1.035 1.035 1.035
−0.2 1.040 1.040 1.040 1.041
−0.1 1.045 1.045 1.045 1.046
0.0 1.050 1.051 1.051 1.051
Table 2. Numerical results for exact auxiliary space preconditioner. Table show
condition number of ∇∗hΛ
−(1+s)
h ∇hA
s
h. N is dimension of Sh. The rightmost column
shows expected condition number from Theorem 3.2 with β−2 = 1.051.
s
N
128 512 2048 8192
−1.0 18(4.3) 19(4.4) 20(4.6) 21(4.6)
−0.9 17(3.7) 19(3.7) 19(3.7) 19(3.7)
−0.8 17(3.2) 18(3.2) 18(3.2) 18(3.2)
−0.7 17(2.9) 18(2.9) 18(2.9) 18(3.0)
−0.6 17(2.8) 18(3.0) 18(3.1) 19(3.1)
−0.5 18(3.2) 19(3.3) 20(3.4) 20(3.6)
−0.4 19(3.6) 21(3.8) 21(3.8) 22(4.4)
−0.3 19(4.0) 22(4.2) 22(4.2) 24(5.3)
−0.2 20(4.5) 23(4.8) 24(5.1) 26(6.2)
−0.1 21(5.1) 25(5.4) 26(6.1) 28(7.2)
0.0 22(5.8) 27(6.2) 28(7.4) 30(8.3)
Table 3. Numerical results for preconditioning Ash with B
s
h given by (3.17). Table
show number of conjugate gradient interations until reaching error tolerance 10−10.
Estimated condition numbers are shown inside parentheses. N is dimension of Sh.
J = 4 in all tests.
stay reasonably bounded, in agreement with Corollary 3.1, although a slight increase becomes
pronounced as s approaches 0.
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