ABSTRACT As a result of the dependence worldwide on satellite technology, it is now necessary to use advanced multi-target tracking algorithms for space debris tracking systems to maintain custody of space objects around the earth. One principal challenge is the correct association of observations with objects. This paper presents a multi-sensor, space-debris tracking algorithm using δ-generalized labeled multi-Bernoulli (δ-GLMB) filtering. The algorithm provides a solution to the key challenges (e.g., detection uncertainty, data association uncertainty, and clutter) in multiple object tracking. An efficient implementation of the multi-sensor δ-GLMB filter is proposed. In order to avoid exhaustively computing all the terms, we propose to use the ranked assignment algorithm with an extended assignment matrix for multiple sensors to determine the most significant terms. A measurement-based birth model is used to identify the previously unknown space objects. Sensors can have the same or different observation volumes. The expectation-maximization (EM) algorithm is used to approximate densities across observation volumes. The performance is demonstrated using the simulation results.
I. INTRODUCTION
The concept of space situational awareness (SSA) typically refers to three segments of knowledge: Near-Earth objects detection, space weather, and space surveillance and tracking of objects in Earth orbit [1] , [2] . The near-Earth environment is populated with orbital debris after more than 50 years of space activity [3] . Accidental collisions may degrade the performance of a spacecraft or even cause fragmentation [4] . The rapid increase in the amount of space debris signals the potential for the collision cascade effect, commonly known as the ''Kessler Syndrome.'' Research shows that there is a need to focus on the debris detection for satellite safety and satellite collision avoidance [5] - [7] . Possible approaches to improve capabilities include: improving current system exploitation to discern small objects, upgrading tracking and sensor management algorithms to extend continuous monitoring, and building more sensor networks for increased spatial/temporal detection [5] . A multi-sensor space debris tracking approach is proposed in this paper to improve the tracking performance.
Multi-object tracking involves the estimation of the trajectories and the number of targets from noised measurements.
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False alarms, misdetections and data association uncertainty are the main challenges in multi-object tracking systems. The random finite set (RFS) [8] , [9] is a popular multi-target estimation paradigm with applications in cell biology [10] - [12] , traffic monitoring [13] - [16] , field robotics [17] - [19] , computer vision [11] , [20] - [22] , sonar [23] , sensor network and distributed estimation [24] - [29] , simultaneous localization and mapping [30] - [33] , etc.
The multi-object state is modeled as a RFS. Because of the complexity of the Bayes filter, the Probability Hypothesis Density (PHD) [34] , [35] , Cardinalized PHD (CPHD) [36] , [37] and multi-Bernoulli filters [38] , [39] have been developed as approximations. An analytic solution, the δ-Generalized Labeled Multi-Bernoulli (δ-GLMB) filter and its efficient implementation were proposed in [40] and [41] , respectively. Another efficient implementation with joint prediction and update and Gibbs sampling is detailed in [42] . Marginalized δ-GLMB (Mδ-GLMB) filter and Labeled Multi-Bernoulli (LMB) filter were proposed in [43] and [44] , respectively, as two efficient approximations.
Finite Set Statistics (FISST)-based methods have been applied to the space debris problem in [6] and [45] - [55] . Reference [45] presents the application of several variations of the RFS-based joint target detection and tracking filter for processing radar measurements. [47] presented a space object tracking approach with CPHD filtering and a measurement-based birth model. A labeled multi-Bernoulli filter for space object tracking was proposed in [6] . Reference [56] used GM-CPHD filtering and the consensus algorithm to achieve global space object tracking. Reference [57] presented a consensus LMB filtering for distributed space debris tracking. References [56] and [57] both presented a distributed space debris tracking approach. A recently published paper achieves distributed space debris tracking with a consensus algorithm and marginalized δ-GLMB filtering [58] . The distributed tracking system is scalable and robust. However, the tracking accuracy is worse than the centralized tracking system.
Multiple-node networks are widely used in tracking systems. Many algorithms have been proposed for multi-sensor fusion in the last thirty years [2] , [26] , [27] , [59] - [65] . Multiple sensors can be used to reduce uncertainty about the object states and existence. The advantages of distributed and hierarchical systems include that they are scalable with respect to the network size and the bandwidth requirements are less than a centralized system. In a network that has no requirement for scalability and has large bandwidth and computation power, the centralized system is the best choice because it has the most accurate estimation. Centralized processing of measurements is currently employed as part of the U.S. Air Force Joint Space Operation Center (JSpOC). It is planned that the future system currently under development, i.e. the JSpOC Mission System (JMS) will also employ centralized data fusion [66] .
However, in this paper we offer an alternative approach that will grow with the scale of the problem. Furthermore, most fusion algorithms assume that the sensors have the same observation volume and that targets do not go outside of this observation volume. However, this is not the case for space debris tracking. The relative positions between space debris and the Earth are not fixed except for those on geostationary equatorial orbit (GEO).
Preliminary results of centralized labeled RFS filtering was proposed in [67] . The method of [67] can only perform target tracking when the targets are inside of the observation volume. Therefore the information fusion can only be carried out for sensors with the same observation volume. Furthermore, the algorithm was only tested for targets assumed to follow a constant velocity dynamic model. This paper presents a multi-sensor space debris tracking algorithm with δ-GLMB filtering. An extended association map is created with measurements from every sensor in the update for multi-sensor δ-GLMB. The ranked assignment algorithm is used to truncate the multi-target densities. The measurement-based birthmodel is used to capture previously unknown targets. The probability of detection outside the observation volume is set to zero; the estimation is essentially the prediction since the measurements are not available outside the observation volume. The Expectation Maximization (EM) algorithm is used to approximate densities across the observation volumes. With these modifications, the data fusion can be performed for sensors with different observation volumes as well as sensors with same observation volume.
The paper is organized as follows. Background on labeled RFS and the δ-GLMB filter is described in section II. The space debris dynamic model and Bayesian prediction method are provided in section III. Section IV details the multi-sensor δ-GLMB filtering. Numerical results are presented in Section V showing comparisons between a single sensor and multiple sensors with similar or complementary observation volumes. Concluding remarks are given in Section VI.
II. BACKGROUND
This section describes the multi-target tracking formulation of labeled RFS and the propagation of δ-GLMB filtering. Subsection II-A summarizes labeled RFS and Bayesian multi-target filtering, followed by the measurement likelihood function and the transition kernel in subsection II-B and II-C. The δ-GLMB recursion is described in subsection II-D.
In this paper, we use
The inclusion function is
The inner product is f , g f (x)g(x)dx and the exponential is h X x∈X h(x). For the rest of this paper, lowercase letters (e.g. x, x) are used to represent single-object states, while uppercase letters (e.g. X , X) are used to represent multi-object states. Bolded symbols (e.g. x, X, π) are used to distinguish labeled states and their distributions from unlabeled ones. Blackboard bold (e.g. X, N) is used to represent spaces.
A. LABELED RFS AND BAYESIAN MULTI-TARGET FILTERING
An RFS is a finite-set-valued random variable. Every dynamic state x ∈ X has a unique label ∈ L = {α i :
δ |X| (|L(X)|) is called the distinct label indicator which means that X has the same cardinality as its labels L(X) = {L(x) : x ∈ X} [40] , [41] .
Assume that there are N (k) targets at time k with states x k,1 , . . . , x k,N (k) and state space X × L, and M (k) measurements z k,1 , . . . , z k,M (k) with observation space Z. Then the multi-target state and multi-target observation is
Let π k (·|Z k ) denote the multi-target filtering density and π k+1|k denote the multi-target prediction density. Then the target density is propagated according to
where f k+1|k (·|·) is the multi-target transition density to time k + 1, g k (·|·) is the multi-target likelihood function at time k. The underlying models of target births, deaths and motions are encapsulated in the multi-target transition density while the underlying models for detections and false alarms are encapsulated in the multi-target likelihood function. For convenience, we denote g
B. MEASUREMENT LIKELIHOOD FUNCTION
Each state (x, ) ∈ X has the probability p D (x, ) to be detected and generates a measurement with likelihood function g(z|x, ), and has a probability 1 − p D (x, ) to be miss-detected. The measurement set Z is a superposition of detected objects and Poisson clutter with intensity function κ.
An association map is denoted by θ:
The set of all such association maps is used to denote the association space. The subset of association maps with domain I is denoted by (I ).
The multi-object likelihood is given by [40] , [41] 
where
Each state (x, ) ∈ X has the probability p S (x, ) to survive and evolve to the next step with new state (x + , + ), or has the probability of 1 − p S (x, ) to die. The birth density is
where p B and ω B are given parameters of the birth density. The multi-target state at the next time step X + includes two parts: the new born targets and the surviving targets. The multi-target transition density is [40] , [41] 
D. DELTA-GENERALIZED LABELED MULTI-BERNOULLI The δ-GLMB filter has the form of
Here each I represents a set of track labels and each ξ represents a history of association maps, is a discrete space. The pair (I , ξ ) ∈ F(L) × is a hypothesis. The associated weight means the existence probability of the hypothesis. p (ξ ) is the density of the kinematic state.
Assume that the multi-target prediction density for the current time is a δ-GLMB of the form (13) , then the multi-target posterior probability density is a δ-GLMB given by
Assume that the multi-target filtering density is a δ-GLMB of the form (13) , then the multi-target prediction density is a δ-GLMB given by
III. SPACE DEBRIS DYNAMIC MODEL AND BAYESIAN PREDICTION
It is very difficult to calculate the Markov transition density function of space objects because the space dynamic model is much more complicated than the constant velocity or the constant turn model. However, we can approximate the transition density function of space debris with the help of the software Turboprop [68] and the unscented transform [69] . Turboprop can be called as a function in MATLAB and has a package of functions to calculate the trajectories of space objects. The elements in Turboprop include the Earth Orientation and atmospheric drag model, the lunar gravity models LP100K, GLGM-2 and LP150Q, the Earth gravity models JGM-3, GGM02C and WGS-84, JPL planetary ephemerides DE403 and DE405 and solar radiation pressure model. The coordinate system used in this paper is an Earthcentered, Earth-fixed (ECEF) geographic and Cartesian coordinate system. The point (0, 0, 0) is defined as the center of mass of the Earth and the axes are aligned with the international reference pole and international reference meridian.
The Jet Propulsion Laboratory Development Ephemeris (JPL DE) are generally created to support spacecraft missions to the planets. JPL DE designates a series of models consisting of representations of accelerations, velocities and positions of major Solar System bodies.
The acceleration caused by the solar radiation pressure is [70] r
where p SR is the pressure of solar radiation in Pa. c R is the solar radiation coefficient and is taken as 1.5. m (0.05 kg in this paper) is the mass of the space debris. A (0.01 m 2 in this paper) is the cross-sectional area facing the Sun. r is the vector from the center of the Sun to the space debris. Solar radiation behaves like a flux of particles emitted by the sun [71] . Solar radiation is the dominant source of radiation pressure. Even though vector r is from the center of the Sun to the space debris, the coordination system used in this paper is ECEF system. The mass concentration model is a gravity field where the total acceleration is determined by point masses. The total acceleration isr
wherer i is the vector from the point mass to the space debris, r i is the magnitude ofr i and m i is the mass of i-th point, and G = 6.67428 × 10 −20 km 3 /(kg · sec 2 ). This paper takes the Sun, the Earth, Venus, Jupiter and the Moon into consideration.
The gravity field is modeled using U , an aspherical potential function
R is the radius of the central body, µ is the gravitational parameter and n and m are the degree and order of the spherical harmonic model respectively.C n,m andS n,m are normalized coefficients for the magnitude of the spherical
The acceleration from atmospheric drag is computed with the equationsẍ
where C D is the coefficient of drag and A m is the area-tomass ratio of the space debris. V a,x , V a,y and V a,z are the velocity components of the space debris with respect to the atmosphere and |V a | is the magnitude.
The unscented transform is used in the nonlinear projection of mean and covariance estimations. The unscented transform approximates the probability density function (PDF) by a set of sigma points. Assume that each single target density p(x) is a Gaussian mixture of the form N i=1 ω i N (x; m i , P i ) and the Gaussian item is n-dimensional, then the state of space debris is propagated as shown in Table 1 . The sigma-points are chosen as follows:
where n represents the dimension of state vector which is 6 in this paper,
(n + κ)P j is the jth row or column of square root of √ (n + κ)P, κ is the scaling parameter which is 2 in this paper.
IV. MULTI-SENSOR δ-GLMB FILTERING
Subsection IV-A summarizes the multi-sensor measurement likelihood function. Subsection IV-B details the multi-sensor δ-GLMB update. The ranked assignment problem for multi-sensor δ-GLMB is presented in subsection IV-C. Subsection IV-D presents the computation of the multi-sensor δ-GLMB parameters. The EM algorithm for updating with non-uniform detection probability is presented in subsection IV-E. Subsection IV-F details the measurement-based birth model. Subsection IV-G discusses the problem of synchronization and inconsistency.
A. MULTI-SENSOR MEASUREMENT LIKELIHOOD FUNCTION
For clarity of illustration, we only show the situation of two sensors, however, extension to cases with more sensors can be easily made.
Enumerating
At time k, the multi-object likelihood is given by
Since the prediction for the multi-sensor δ-GLMB filter is the same as for a single sensor, we only present the update for multi-sensor δ-GLMB.
If the current multi-target prediction density is a δ-GLMB of the form (13) , then the multi-sensor multi-target filtering density is a δ-GLMB given by
Equation (33) has a similar form as equation (14) . The main difference lies in the measurement set, association map and measurement likelihood function. Instead of measurement set Z for single sensor, the measurement set for multi-sensor is (Z 1 , Z 2 ). The association map for single sensor is θ . The association map for multi-sensor is (θ 1 , θ 2 ). The measurement likelihood function for multi-sensor is presented in IV-A.
C. RANKED ASSIGNMENT PROBLEM FOR MULTI-SENSOR DELTA-GLMB UPDATE
Each hypothesis (I , ξ ) with weight ω (I ,ξ ) generates a new set of hypotheses (I , (ξ, (θ 1 , θ 2 ))), with corresponding weights
The most significant hypotheses can be chosen without exhaustively computing all the new components if the association maps can be generated in decreasing order of η
. Ranked assignment can be used to solve this problem.
With the new definition of the association map for two sensors, let (Z 1 ) ∪ · (Z 2 ) ∪ · (Z 1 × Z 2 ) denote the measurements from two sensors (Z 1 , Z 2 ). (Z 1 ) denotes that only measurements from sensor1 are assigned to targets. (Z 2 ) denotes that only measurements from sensor2 are assigned to targets. (Z 1 × Z 2 ) denotes that measurements from sensor1 and sensor2 are all assigned to targets, i.e.
An |I | × |(Z 1 , Z 2 )| assignment matrix S can be used to represent each association map. S consists of 0 or 1 entries. Each column and row of S sums to either 0 or 1. For i ∈ {1, . . . , |I |}, j ∈ {1, . . . , |(Z 1 , Z 2 )|}, S i,j = 1 means that only the jth measurement is assigned to track i .
In an optimal assignment problem, the cost matrix is the
with elements:
where (C (I ,ξ ) Z 1 ,Z 2 ) i,j is the cost of assigning the jth measurement to track i .
The first part and the second part of the cost matrix are the cost of assigning the measurement only from the first sensor and the second sensor, respectively, to the track. The third part is of the cost matrix is the cost of assigning the measurement both from the two sensors to the track.
The combined costs of every measurement to target assignments can be used to represent the cost of an assignment matrix which can be written as the Frobenius inner product
Substituting (32) into (36), it follows that
,
The cost is related to the filter hypothesis weight
The ranked assignment problem can be used to choose the least cost assignment matrices. The optimal assignment algorithm with cost matrix C
can generate an enumeration of association maps in non-decreasing order of [η
Murty's algorithm is used in this paper to solve the ranked assignment problem [72] . An efficient algorithm for truncating the GLMB filtering density based on Gibbs sampling can be found in [42] . Even though the implementation proposed in [42] is more efficient than the Murty's algorithm used in this paper, the goals of this paper are the demonstration of tracking of space debris outside the observation volume and tracking with a multi-sensor network. Hx, R) , where H and R are the observation matrix and the observation noise covariance, respectively. A linear Gaussian multi-target model is used to represent the single target density p (ξ ) (·, ):
D. UPDATING PARAMETERS

For linear Gaussian multi-target models
For i ∈ {1, . . . |I |}, j ∈ {1, . . . , |Z s |},where s denotes which sensor is used, the cost is
The updated association history is
The updated location density is
The updated association density is
If the measurement model parameters are a function of the label , p D = p D ( ), H = H ( ), R = R( ) can be substituted into the above equations.
E. THE EM ALGORITHM FOR UPDATING WITH NON-UNIFORM DETECTION PROBABILITY
The multi-sensor δ-GLMB filter is performed on the assumption that all sensors have the same observation volume. Normally, a δ-GLMB filter with uniform detection probability does not provide any information for targets outside of its observation volume because no measurements are available. However, since the observation model only affects the prediction, not the update, estimation of targets can still be provided because the prediction is always available. We set the detection probability to zero for areas outside of the observation volume in this paper. p Din and p Dout are used to represent the detection probability for inside and outside of the observation volume, respectively. A similar approach for space object tracking in a limited field of view was proposed in [73] .
We assume that the single-target density is a Gaussian mixture when computing the parameters. Since UKF is used in this paper for the space debris transition function, each Gaussian item is represented by a set of sigma-points. If all sigma-points are inside or outside the observation volume, the detection probability for this Gaussian item is set to p Din and p Dout , respectively. Otherwise, the EM algorithm is used to build a new GM to approximate the predicted densities inside and outside of the observation volume. An illustration of this scenario is shown in figure 1 . The predicted intensity function is shown by a GM. The blue circle is one Gaussian item. V1 represents the part inside the observation volume and V2 represents the outside part.
The EM algorithm is an efficient method to find the maximum-likelihood estimate of the unknown parameters of an underlying distribution from a given data set. Usually, the data set has missing values or is incomplete. Each iteration of the EM algorithm has two procedures: The Expectation step (E-step) and the Maximization step (M-step). The E-step creates a function for the expectation of the log-likelihood evaluated using the current estimate for the parameters. In the M-step, the likelihood function is maximized under the assumption that the missing data are known.
If the sigma-points of one Gaussian item are on both sides of the observation edge, then N = 1000 points are sampled from this Gaussian distribution. Depending on whether the points are inside the observation volume or not, these points are divided into two groups: Points in and Points out . The EM algorithm is used for Gaussian mixture parameter estimation. Each Gaussian item is represented by two new Gaussian mixtures, i.e.: This new Gaussian mixture then can be used in the δ-GLMB update. An illustration of the method is shown in figure 2 .
The parameters in the density approximation include the number of Gaussian items, the weights, the covariance matrices, and the means which are chosen as follows.
(1) The number of the Gaussian components: It is very difficult to derive the number of Gaussian components even though it is very important. In practice, a reasonably large number (J max = 10 in this paper) is chosen as the maximum number of new Gaussian items in the approximation. The EM algorithm is used for situations with a different number of Gaussian components (J min = 1, . . . , J max = 10). Then the Bayesian information criterion (BIC) is used to determine the best number of Gaussian components. The BIC is a criterion for model selection among a finite set of models. Using the estimation of targets outside of the observation volume, the proposed multi-sensor δ-GLMB can be used for sensors with different observation volumes [74] . The model with the lowest BIC is chosen. BIC is defined as follows:
where J is the number of Gaussian items, θ is the estimated parameters which maximize the likelihood function, P is the sampled data, L(·) is the maximized value of the likelihood function, M is the number of parameters estimated and N is the number of sampled points. (3) The means of Gaussian position components can be chosen by uniformly sampling the observation volume. And the means of Gaussian velocity components can be set to zeros.
F. MEASUREMENT-BASED BIRTH MODEL
A birth model is required in space debris tracking in a similar way to initial orbit determination when initiating new targets.
If background knowledge about the environment of the system is known, the birth-model can be built with fixed-birth locations and small spatial uncertainties. Since fixed-birth locations minimize the incidence of false tracks, they are beneficial in scenarios with high clutter rate. In most space debris tracking scenarios, prior information of space debris locations is not available. Consequently, a measurement-based birth model is required for δ-GLMB filtering. An adaptive birth model for Gaussian mixture PHD and CPHD filtering was proposed in [75] . The adaptive birth distributions for δ-GLMB filtering should also concentrate around measurements not originating from existing tracks. The birth distribution at time step k depends on the measurements at time step k − 1 and is denoted by
where p 
G. SYNCHRONIZATION AND INCONSISTENCY
Multi-sensor tracking systems suffer from the problem of synchronization and inconsistency. It becomes more difficult to achieve synchronization as the number of nodes in the system increases. The effect of communication delay becomes more severe in larger multi-sensor networks. Even small time delays can deteriorate the performance of the system or even destabilize it. Coordination can be achieved for the discrete-time delayed systems with linear dynamics [76] . The output synchronization of nonlinear systems with communication time delays was discussed in [77] . A new framework was proposed in [78] to address the synchronization of complex networks.
V. NUMERICAL RESULTS
We demonstrate the efficacy of multi-sensor δ-GLMB to track space debris through three experiments. The first experiment shows that the proposed δ-GLMB filter can provide estimation for targets outside of the observation volume. 
The transition density function is obtained with the help of Turboprop and is denoted by f (·). 
The birth model to generate the simulation scenario is a Labeled Multi-Bernoulli RFS with parameters π B = {r
where r Note that the birth model is only used to generate target trajectories and this information is not available to nodes. A Poisson RFS with intensity κ k (z) = λ c Vu(z) is used to model the clutter. The uniform density over the observation volume is denoted by u(·), V is the ''volume'', and λ c is the average number of clutter returns per unit volume, 400 in this paper.
In the demonstration, the observation task is performed with three nodes. The sensor's observation is a noisy bearing and range vector given by
• σ β2 = 0.01
• σ β3 = 0.02 • = 1s is the sampling period. The detection probability inside the observation volume p Din = 0.98. The survival probability for the first and the second experiment is p S1 = 0.999 and p S2 = 0.99, respectively. The δ-GLMB filter is capped to 10000 components. Results are shown over 100 Monte Carlo trials. The Optimal Sub-Pattern Assignment (OSPA) metric is used to evaluate the performance [79] . OSPA is a mathematically consistent metric used for performance evaluation in multi-object tracking situations. The Euclidean distance is set to p = 2 and the cutoff parameter is set to c = 1.5 km in this paper.
A. SINGLE SENSOR WITH LIMITED OBSERVATION VOLUME
This experiment is to show that the δ-GLMB filter with detection probability set to zero outside the observation volume can provide estimation for targets when they go outside the observation volume. Five targets are presented here as an example. The observation region for node1 is
The estimation for δ-GLMB with uniform detection probability setting is shown in Figure 3a . The estimation for δ-GLMB with detection probability set to zero outside the observation volume is shown in Figure 3a . The solid blue lines represent the true tracks and the black dots represent the estimations.
It can be seen that both filters provide accurate estimation for targets inside the observation volume. However δ-GLMB with uniform detection probability setting does not provide estimation for targets outside of the observation volume while the δ-GLMB proposed in this paper can.
When the δ-GLMB filter has a uniform detection probability setting, there is no estimation for the target if there is no measurement captured. Because there is no measurement to update the prediction, the weight for the corresponding item will drop and the filter will assume that the target dies. With the detection probability setting and the EM algorithm used in this paper, when the target goes outside the observation volume and there is no measurement available, the prediction part can be preserved and the estimation is essentially the prediction.
B. CENTRALIZED δ-GLMB TRACKING FOR SENSORS WITH COMPLEMENTARY OBSERVATION VOLUMES
This subsection is to show the effectiveness of centralized δ-GLMB Tracking for sensors with complementary observation volumes. Fusion algorithms with uniform detection FIGURE 3. δ-GLMB estimation with different detection probability setting. (a) δ-GLMB estimation with uniform detection probability. Estimation is only provided for targets inside the observation volume. (b) δ-GLMB with detection probability set to zero outside the observation volume. Estimation is also available for targets outside the observation volume.
probability settings must consider the observation volume overlaps, which makes the fusion much more difficult when more sensors are used. With the approach used in this paper, estimation for objects outside the observation volume is available. Then the fusion can be performed in the same way as for sensors with the same observation volume.
Three sensors observing from the same location are used in this experiment. The location is L = (0 • , 0 • ). The observation volumes for the three sensors are
This ensures that all of the space debris is inside the combined observation volume of all of the sensors. The OSPA performance of a single sensor and the centralized system are shown in figure 4 . This figure shows that a single sensor δ-GLMB can provide good estimation for objects when they are inside the observation volume. However, the estimation results are poor when there are no measurements for objects outside of the observation volume and only the prediction model is available. Since all of the space debris is in the combined observation volumes of all sensors, the tracking performance from centralized δ-GLMB can provide good estimation all the time. 
C. MULTI-SENSOR δ-GLMB TRACKING FOR SENSORS WITH SIMILAR OBSERVATION VOLUMES
This experiment is to show that the multi-sensor δ-GLMB can significantly improve the tracking performance. All three nodes are on the surface of the Earth. The latitude and longitude of node1, node2 to node3 are respectively. Node1 is on the x-z plane initially. All three nodes rotate with the Earth. The surveillance regions for node1, node2 and node3 in this experiment are: respectively.
The mean values of the cardinality estimation for single sensor δ-GLMB filtering and the centralized δ-GLMB filtering are shown in Figure 5 . We can see that both filters show good performance for cardinality estimation.
The standard deviations for single sensor δ-GLMB filtering and the centralized δ-GLMB filtering are shown in figure 6 and show that the estimated cardinality variance performance from the centralized δ-GLMB filtering is better than the single sensor δ-GLMB filtering.
The OSPA distance for single sensor δ-GLMB filtering and centralized δ-GLMB filtering are shown in figure 7 . It is shown in the figure that multi-sensor δ-GLMB filtering outperforms the single sensor δ-GLMB filtering on the overall miss distance and on both the localization and cardinality components. The comparison between centralized CPHD filtering and centralized δ-GLMB filtering is shown in figure 8 . It can be seen that the centralized δ-GLMB filter shows much better performance than the centralized CPHD filter on the overall miss distance. Both filters show very good performance on the cardinality component. The centralized δ-GLMB filter outperforms the centralized CPHD filter on VOLUME 7, 2019 the localization component. The improved localization performance is attributed to two factors: (a) the δ-GLMB filter can better localize targets because of a more accurate filtering density propagation, and (b) the spooky effect of CPHD: when a target is undetected, the PHD mass in this vicinity is shifted to the vicinity of the detected targets.
VI. CONCLUDING REMARKS
This paper details the implementation of a multi-sensor δ-GLMB filter for space debris tracking. This proposed algorithm is general enough to accommodate non-linear target dynamics, clutter intensity, non-uniform detection probability and unknown and time-varying number of targets. The key innovation lies in the numerical implementation of the centralized δ-GLMB update and the truncation of densities without exhaustively computing all the components. The proposed algorithm can provide state information for targets outside of the observation volume. Experiments confirm that the proposed system shows excellent performance for multi-sensor space debris tracking. The space-debris tracking problem is of concern to all countries. While it is clear that organizations with significant resources can afford to use a centralized system, the method proposed in this paper is less resource intensive.
