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Introduction
In a recent paper, Andersen, Bollerslev, Diebold and Labys (2003) suggest a novel, model free, approach for forecasting daily volatility. They advocate the use of simple, reduced form time series models for realized volatility, where the latter is constructed by summing up intradaily squared returns. The predictive ability of a given model is measured via the R 2 from the autoregressive or ARMA models constructed using (the log of) realized volatility. Their findings suggest that these ARMA based forecasts for realized volatility outperform most of the volatility models commonly used by practitioners, such as different varieties of GARCH models, for example. The rationale behind their approach is that, as the time interval between successive observations shrinks, realized volatility converges to the "true" daily volatility, whenever the underlying asset price is a continuous semimartingale. Although tick by tick and ultra high frequency data are now available, they are often contaminated by microstructure noise; therefore, in order to account for this potential problem, volatility has typically been constructed using 5 minutes interval returns, say, or even lower frequency observations. Hence, these reduced form time series forecasts for realized volatility imply a loss in efficiency relative to the infeasible optimal forecasts for the daily volatility process, based on the entire volatility path. For the class of eigenfunction stochastic volatility models of Meddahi (2001) , an analytical expression for such loss in efficiency is provided by Andersen, Bollerslev and Meddahi (2004) . In particular, they show that the error associated with realized volatility induces a downward bias in the estimated degree of predictability obtained via the R 2 approach mentioned above. To overcome this issue, Andersen, Bollerslev and Meddahi (2005) develop a general, model free, feasible procedure to compute the adjusted R 2 used in model evaluation. Galbraith and Zinde Walsh (2006) use realized volatility measure to obtain consistent Least Square and Least Absolute Deviation deviation estimators of GARCH parameters, regardless the implied volatility measurement error. More recently, Andersen, Bollerslev and Meddahi (2006) , Aït-Sahalia and Mancini (2006) and Ghysels and Sinko (2006) have considered ARMA models constructed using microstructure robust measures. All of the papers mentioned above are concerned with pointwise prediction of volatility via ARMA models based on realized measures. On the other hand, there are situations in which interest may focus on predictive conditional densities, as such densities yield information not only on the conditional mean of volatility, but also on all conditional aspects of the predictive distribution. An important reason for paying attention to predictive densities of volatility is the recent development of numerous volatility-based derivative products. Examples include volatility options on various currencies such as the British pound and the Japanese Yen;
and VOLAX futures, which are based upon the implied volatility of DAX index options.
The main objective of this paper is to propose a feasible, model free estimator of the conditional predictive density of integrated volatility.
From Meddahi (2003) , we know that, within the context of eigenfunction stochastic volatility models, integrated volatility follows an ARM A(p, p) structure, where p denotes the number of eigenfunctions. However, we only have a complete characterization of the autoregressive part of the model. Furthermore, we do not know the marginal distribution of the innovation. For these reasons, we cannot exploit the ARMA representation in order to construct predictive densities for integrated volatility. Thus, we need to follow a different route. Our approach is to construct a kernel estimator of the density of daily volatility (based on a given realized volatility measure), conditional on recent observed values of the realized measure itself. We provide general conditions on the moments of the measurement error between the realized measure and integrated volatility.
Given these conditions, we define a sequence of bandwidth parameters under which the kernel estimator of the conditional density is uniformly consistent. We also provide a uniform rate of convergence, which depends on the bias and variance of the kernel estimator, as well as on the measurement error. Finally, we derive the relative rate, in terms of the number of days, T, at which the bandwidth parameter and the moments of the measurement error have to approach zero, in order to ensure that all three components (bias, variance and contribution of measurement error) approach zero at the same speed. Also, we show that four well known realized measures (realized volatility; bipower variation, Shephard, 2004, 2006 ; and the robust subsampled realized volatility measures of (i) Zhang, Mykland and Aït-Sahalia, 2005 and (ii) Aït-Sahalia, Mykland and Zhang, 2006 , Zhang, 2006 and Barndorff-Nielsen, Hansen, Lunde and Shephard, 2006a satisfy the conditions on the measurement error required for the uniform consistency of the estimator. This means that we can provide a feasible model free estimator of the conditional predictive density of integrated volatility even in presence of jumps or microstructure noise.
Suppose that we knew the data generating process for the instantaneous volatility. While this information suffices to characterize the autoregressive structure of the integrated volatility process, often it does not suffice to recover the "entire" data generating process. Nevertheless, in this case we can construct a kernel density estimator using the integrated volatility values simulated under the null model (and "evaluated" at the estimated parameters) instead of using a realized measure. Under mild regularity conditions, and if the null model is correct, as the sample size and the number of simulations grow at an appropriate rate, the conditional density based on kernel estimators of simulated volatility converges to the "true" conditional density of integrated volatility.
A natural question is whether there is some advantage, in terms of a faster rate of convergence, in using simulated volatility rather than realized measures. We show that the answer to this question depends on the relative rate at which the number of intradaily observations, M, grows, relative to the number of days T, and on the specific realized measure used.
In order to evaluate the accuracy of our proposed estimator constructed using realized measures, we carry out a simulation experiment in which the pseudo true predictive density is compared with the one estimated using our methodology. This is done for various daily sample sizes and for a variety of different intraday data frequencies and for different data generating processes, including jumps and microstructure noise. As expected, our subsampled realized volatility measures yield substantially more accurate predictions than the other measures, when data are subject to microstructure noise. Furthermore, the predictive estimator is seen to perform quite well, overall, based on the examination of mean square error loss. We also compare the relative accuracy of predictive densities based on realized measures and on simulated integrated volatility. Finally, we provide an empirical illustration that underscores the importance of using microstructure robust measures when using data sampled at a high frequency.
The rest of the paper is organized as follows. Section 2 describes the model. Section 3 provides a uniform rate of convergence for the conditional density estimator based on a given realized measure. Section 4 provides a uniform rate of convergence for the conditional density estimator based on simulated integrated volatility, for the case in which we know the data generating process of the instantaneous volatility process. Section 5 provides conditions under which realized volatility, bipower variation and the microstructure robust measures of realized volatility satisfy the conditions on the measurement error that are required for the uniform consistency of the kernel estimator based on realized measures. Section 6 reports the results from our simulation experiment, and our empirical illustration is discussed in Section 7. Finally, Section 8 contains some concluding remarks.
All proofs are gathered in the Appendix.
The Model
The observable state variable, Y t = log S t , where S t denotes the price of a financial asset or the exchange rate between two currencies, is modelled as a jump diffusion process with constant drift term and variance term modelled as a measurable function of a latent factor, h t , which is also generated by a diffusion process. Thus,
where W 1,t and W 2,t refer to two independent Brownian motions and volatility is modelled according to the eigenfunction stochastic volatility model of Meddahi (2001) , so that
for some θ ∈ Θ, where P i (h t ) denotes the i -th eigenfunction of the infinitesimal generator A associated with the unobservable state variable h t . 1 The pure jump process dz t specified in (1) is
1 The infinitesimal generator A associated with ht is defined by
for any square integrable and twice differentiable function φ (·). The corresponding eigenfunctions Pi (ht) and eigen-
such that
where N t is a finite activity counting process, and c i is a nonzero i.i.d. random variable, independent of N t . By modeling N t as a finite activity counting process, in this paper we consider the case of a finite number of jumps occurring over any fixed time span.
As is customary in the literature on stochastic volatility models, the volatility process is assumed to be driven by (a function of) the unobservable state variable h t . Rather than assuming an ad hoc function for ψ (·) (such as, for example, the square root function), the eigenfunction stochastic volatility model adopts a more flexible approach. In fact ψ (·) is modeled as a linear combination of the eigenfunctions of A associated with h t . 2
The generality and embedding nature of the approach just outlined stems from the fact that any square integrable function ψ (h t ) can be written as a linear combination of the eigenfunctions associated with the state variable h t . As a result, most of the widely used stochastic volatility models can be derived as special cases of the general eigenfunction stochastic volatility model. For more details on the properties of these models, see Meddahi (2001 Meddahi ( , 2003 In what follows, we assume to have M T observations for (1), consisting of M intradaily observations for T days. We allow for the possibility that proces are recorded up to a measurement error, by observing
where
Thus, according to (3), the observed transaction price can be decomposed into the efficient one plus a "noise" due to measurement error, which captures generic microstructure effects.
The microstructure noise is assumed to be identically and independently distributed and independent of the underlying prices. This is consistent with the model considered by Aït-Sahalia, , Zhang, Mykland and Aït-Sahalia (2005) , Russell (2004, 2006) . 4
Needless to say, when ν = 0, then t+j/M = 0 (almost surely), and therefore
The daily integrated volatility process at day t is defined as
Since IV t is not observable, different realized measures, based on the sample X t+j/M , t = 1, . . . , T and j = 1, . . . , M, are used as proxies for IV t . The realized measure, say RM t,M , is a noisy measure of the true integrated volatility process; in fact
where N t,M denotes the measurement error associated with the realized measure RM t,M . Note that, in the case where ν > 0, any realized measure of integrated volatility is contaminated by two measurement errors, given that the realized measure is constructed using contaminated data.
In the paper, we derive consistent estimators of predictive conditional densities of integrated volatility as follows. First, we construct functionals of kernel estimators of conditional densities, based on the observable (but noisy) realized measure RM t,M , instead of the unobservable IV t .
Second, we provide primitive conditions on the measurement error N t,M , in terms of its moments structure, ensuring that the kernel conditional density estimators based on RM t,M are uniformly consistent for the conditional density of IV t . Third, we adapt the given primitive conditions on N t,M to the four considered realized measures of integrated volatility: namely, (a) realized volatility, defined as:
(b) normalized bipower variation, given by:
where µ 1 = E |Z| = 2 1/2 Γ(1)/Γ(1/2) and Z is a standard normal random variable;
(c) a microstructure robust subsampled based realized volatility measure, RV t,l,M , suggested by Zhang, Mykland and Ait-Sahalia (2005) , defined as
Here Bl ∼ = M, l = O(M 1/3 ), l denotes the subsample size and B the number of subsamples.
The logic underlying (8) is the following: first construct B realized volatility measures using l non overlapping subsamples, then take an average of this B realized volatility measures and correct this average by an estimator of the bias term due to market microstructure, where the bias estimator is constructed using a finer grid;
(d) another microstructure robust subsampled based realized volatility, RV t,e,M , which has been proposed by Zhang (2006) , Aït-Sahalia, Mykland and Zhang (2006) . See also, BarndorffNielsen, Hansen, Lunde and Shephard (2006a,b) who suggest asymptotically equivalent estimators. Define,
so that RV t,e,M is a linear weighted combination of e realized volatilities compute over nonoverlapping subsamples of e i observations each, plus a bias correction term. For e i = i,
, and, in the case of finite time span, satisfies a central limit.
In particular, for each considered realized measure we will provide regularity conditions about the relative speed at which T, M have to go to infinity.
A Predictive Density Estimator for Volatility Based on the Use of Realized Volatility Measures
Our objective is to construct a nonparametric estimator of the density of integrated volatility, conditional on a given realized volatility measure actually observed at time T. Define the conditional density kernel estimator based on realized measure,
, as the ratio of the estimators of the joint density,
, and of the marginal density,
Notice that we use different bandwidth sequences, ξ 2,T and ξ 1,T , for the joint and marginal density estimators. 5
In the sequel, we will need the following assumptions.
Assumption A2: h t is a time reversible process.
Assumption A3: the spectrum of the infinitesimal generator operator A of h t is discrete, and
where λ i is the eigenvalue associated with the i − th
Assumption A4:
(i) the kernel, K, is a symmetric, nonnegative, continuous function with bounded support [−Γ, Γ] 2 ; and is at least twice continuously differentiable on the interior of its support, satisfying:
be the j − th derivative of the kernel with respect to the i−th variable. Then,
(ii) the kernel K is a symmetric, nonnegative, continuous function with bounded support [−Γ, Γ], at least twice differentiable on the interior of its support, satisfying:
Let K (j) be the j−th derivative of the kernel. Then,
5 In the sequel, we consider one step ahead predictive densities; however, the case of τ −step ahead predictive densities, for τ finite, can be treated in an analogous manner. Multistep ahead estimators are analyzed in the empirical illustration.
(iii) f IV T (·) and f IV T +1 |IV T (·|·) are absolutely continuous with respect to the Lebesgue measure in R + and R 2+ , respectively, are ω−times continuously differentiable on R and R 2 , with ω ≥ 2, are bounded and have bounded first derivatives.
Note that, because of assumption A2, IV t is a strictly stationary process, and so f IV T +1 |IV T (·|·) = f IV t+1 |IV t (·|·) and f IV T (·) = f IV t (·), for t = 1, 2, . . . , T . We can now state the following.
Note that the first two terms above reflect the measurement error due to the fact that we compute densities using a realized measure instead of the "true integrated volatility", the second two terms reflect the variance component and the last two terms the bias component associated with any nonparametric estimator.
In the proposition below we provide conditions on the relative rate of growth of
relative to T, under which (i) the order of magnitude of the second, fourth and sixth terms is smaller than the order of the other terms, so that the total error component due to the estimation of the marginal density is negligible; (ii) the first, third and fifth terms approach zero uniformly in
x ∈ R + , so that we have a uniform rate; (iii) the measurement error component is of the same or smaller order than the variance and the bias components, so that that it does not "slow down" the convergence to the true conditional density.
with c denoting a generic positive constant, and let assumptions of Theorem 1 hold. Then, for all
First, from (a) above note that the error due to the variance component, i.e. the second term on the right hand side of (13), is of a larger order of probability than the typical one occurring in the pointwise case or when the supremum is taken over a bounded set (see, e.g., Bosq, Ch. 2, 1998) . In fact, in the pointwise case we would have
2,T . The reason why, when taking the supremum on R + , we have a slower rate for the variance, comes from a proof based on the Fourier transform of the kernel, firstly introduced by Bierens (1983) for regression functions with strong mixing processes and then extended to the case of generic derivatives of density and/of regression functions for general near epoch dependent, possibly heterogeneous, processes by Andrews (1990 Andrews ( ,1995 .
Second, from (b) and (c) above we see that the faster the trimming parameter d T approaches zero, the slower is the rate of convergence of the estimator of the conditional density. In fact, if δ = 0 we have the fastest rate; however, in this case we have to "give up" constructing a predictive In practice, we have M intraday observations and T days, and once a realized measure has been chosen, we know how b M grows with M. Thus, in practice we have to fix ψ, as it is implied by our measure. First, it is immediate to see that, whenever ψ < 1 + 2φ 2 , then the measurement error term converges slower than the variance term; in fact the former converges at rate
T , while the latter converges at rate
T . Therefore, for a given ψ, we define that value for φ 2 which equalizes the order of magnitude of the measurement error term and of the bias term.
Thus, we want to find φ 2 , such that −1/2ψ + 3φ 2 = −2φ 2 ; this gives
which implies a uniform convergence at rate T In order to overcome this issue, we can use local linear estimators (see e.g. Gijbels, 1997 and Yao, 2005) . 7 Define
where K and W are two one-dimensional kernel functions satisfying A4(ii), and possibly W ≡ K.
Note that
, where
Provided that W is a second order symmetric kernel, as
By an analogous argument as that used in the proof of Theorem 1, for all RM T,M such that
Note that the first term on the RHS of (14) corresponds to a "standard" conditional density estimator in which the joint density is constructed using the product kernel K = K × W and different bandwidths for the dependent and the conditioning variables (ζ 2,T and ζ 1,T , respectively), and the marginal density is constructed using the kernel W with bandwidth ζ 1,T .
Of course, if one constructs predictive densities for log-volatility, then the boundary problem does not arise. By Lemma 2 in , the results stated in this section also apply to the prediction of the log of volatility. However, it should be pointed out that, contrary to the marginal density case, we cannot in general recover the conditional density of volatility from the one of its logarithm.
A Predictive Density Estimator for Volatility Based on the Use of Simulated Daily Volatility
In this section we consider the case in which we know the model generating the instantaneous volatility process, though we do not know the closed form of the conditional density of the integrated volatility process. We proceed in the following way: for any value in the parameter space, we generate S (instantaneous) volatility paths of k days (with k ≥ 1), using as initial value a draw from the invariant distribution, and construct the associated daily integrated volatility. and for any θ ∈ Θ, we simulate the volatility paths of length k + 1 using a Milstein scheme, i.e.
where σ (·) denotes the derivative of σ (·) with respect to its first argument,
N ) and h i,0 (θ) is drawn from the invariant distribution of the volatility process under the given model. As discussed above, σ 2
). Now, for each i it is possible to compute the simulated integrated volatility as:
and
Also, averaging the quantity calculated in (16) over the number of simulations S and over the length of the path k + 1 yields respectively
We are now in a position to define the set of moment conditions as
where g * t,M is defined as
RM t,M denotes the particular realized measure used, and
We can define the SGMM estimator as the minimizer of the quadratic form
where W T,M is defined as
Also, define
where g * ∞ , g ∞ (θ) and W −1 ∞ are the probability limits, as T , S, M and N go to infinity, of g * T,M , g S,N (θ) and W
−1
T,M , respectively. We can now construct kernel conditional density estimators based on the integrated volatility simulated under the estimated parameters. For i = 1, . . . , Υ, Υ < S, define:
Note that the S and Υ denote the number of simulation draws used in for parameter estimation and for density estimation respectively, with Υ < S. As outlined in Proposition 2 below, we require that S grow at least as fast as T and that Υ grow slower than T.
We also need the following further assumptions.
Assumption A5: The drift and variance functions µ (·) and σ (·) , as defined in (2), satisfy the following conditions:
(θ) and for
where C 1 , C 2 are independent of θ.
(3) σ (·) is three times continuously differentiable and ψ (·) is a Lipschitz-continuous function, where σ (·) and ψ (·) are defined in (2).
Assumption A7:
(1) θ T,S,M,N and θ * are in the interior of Θ.
(2) g S (θ) is twice continuously differentiable in the interior of Θ, where
and, for τ = 1, . . . , k + 1,
(3) E(∂g 1 (θ) /∂θ| = * ) exists and is of full rank.
Note that A5-A7, together with some conditions on the relative rate of growth of T, M, S, N ensure
Theorem 2 reports the uniform rate of convergence for the case where we construct kernel density estimators based on integrated volatility, simulated using a √ T -consistent estimator for the parameters.
Proposition 2. Let the Assumptions of Theorem 2 hold. Also, let d
the terms on the RHS of (26) are of the same order and
Note that the first term on the RHS of (26) reflects the contribution of parameter estimation error, while the second and third term reflect the variance and bias term, respectively. Also, note that the "pseudo" optimal uniform rate in part (ii) of Proposition 2 requires that Υ grows at a slower rate than T. It may seem a little bit surprising that increasing the number of simulation used in the construction of the estimator could be harmful. This is due to the fact that the first term on the RHS of (26) decreases with T and increases with Υ.
Finally, it is worthwhile to point out that the statements in the theorem and proposition above hold only when the (instantaneous) volatility process has been simulated using the correct model;
in fact, if volatility were simulated from the "wrong" model, then the bias components would be bounded away from zero.
By comparing the statements in Propositions 1 and 2, it appears that there is a gain in using the simulation based estimator whenever T is larger than b M , and provided that data are simulated from the correct volatility model.
Applications to Specific Volatility Realized Measures
Assumption A1 states some primitive conditions on the measurement error between integrated volatility and a generic realized volatility measure. Basically, A1 requires that the first two moments of the measurement error are of order b −1 M . We now specialize the conditions on the measurement error to the different estimators of integrated volatility considered in the paper.
Realized volatility has been suggested as an estimator of integrated volatility by Barndorff-Nielsen and Shephard (2002a) and Labys (2001, 2003) . When the (log) price process is a continuous semimartingale, then realized volatility is a consistent estimator of the increments of the quadratic variation (see e.g. Karatzas and Shreve, 1991 , Ch.1). The relevant limit theory, under general conditions, also allowing for generic leverage effects, has been provided by Barndorff-Nielsen, Graversen, Jacod, Podolskij and Shephard (2006) , who have shown that, as 
Bipower variation has been introduced by Shephard (2004, 2006) . BarndorffNielsen, Graversen, Jacod, Podolskij and Shephard (2006) show that, as M −→ ∞,
Thus, when using bipower variation (robust to the presence of jumps) instead of realized volatility, there is no cost in terms of slower convergence rate. Nevertheless, it is immediate to see that bipower variation is a less efficient estimator than realized volatility.
As for the microstructure noise estimator suggested by Zhang, Mykland, and Aït-Sahalia (2005),
we have the following Proposition.
Finally, if our realized measure is the microstructure robust subsampled based realized volatility measure of Zhang (2006), Aït-Sahalia, Mykland and Zhang (2006), and Barndorff-Nielsen, Hansen, Lunde and Shephard (2006a), we have the following result.
The data generating process in (1) and (2) allows for jumps in the return process but not in the volatility process. Using option prices data, evidence of jumps in volatility has been supported by e.g. Eraker (2004) and Broadie, Chernov and Johannes (2006) . Recently, Barndorff-Nielsen, Graversen, Jacod, Podolskij and Shephard (2006) provided a central limit theorem for the measurement error of various realized measures, allowing for the presence of a finite number of jumps in the volatility process. While the statements in the theorems and propositions above are based on a data generating process that only allows for jumps in the return process, we nevertheless conjecture that under additional assumptions, the same (uniform) rate of convergence may hold also in the presence of jumps in volatility, provided that the integrated volatility process "retains" stationarity and the number of jumps is finite over a finite time span. This is left for future research.
Experimental Results: Predictive Density Estimator Accuracy
Our primary objective in this section is to assess the accuracy of the realized measured (RM ) type predictive density estimator outlined in Section 3. Our secondary objective is to assess the accuracy of two alternative estimators -the simulation type estimator of Section 4 and a simple alternative which we call the AR type estimator. The latter estimator is based on the findings of Andersen, Bollerslev, Diebold and Labys (2001) and Barndorff-Nielsen and Shephard (2002b) that the log of realized volatility is close to normally distributed. Along these lines, we consider a simple AR type estimator where an autoregressive process of order one is fitted to each realized measure discussed in Section 5, and the errors of this regression are assumed to be normally distributed.
Recall that our realized measure type estimator defined in Section 3 is:
Our simulation type estimator simply replaces RM data used in the formation of
with simulated integrated volatility data. Namely, in Section 4 we define:
Note that parameters need to be estimated prior to construction of
. Furthermore, we assume knowledge of the correct functional form of the model used for simulating volatility. As such knowledge is clearly not available in general, our experimental results based upon the simulation type estimator should be interpreted with caution. The simulation type estimator will be biased in empirical applications whenever the functional form of the volatility model is misspecified.
Our experiment is carried out as follows. Using the notation defined in Section 4, we begin by simulating S paths of the quantity h i,j k+1 N , as defined in (15), where each path is of length k +1, and where data are simulated using the discrete interval N −1 . In order to carry out the simulations, we define the drift term, variance term, and derivative of the variance term of the instantaneous volatility process as follows:
Thus, we are assuming that volatility follows a square root process. The reader is referred to Meddahi (2001) for a complete discussion of the one to one mapping between square root stochastic volatility models and eigenfunction stochastic volatility models of the variety posited here. Now, note that we can define the volatility as σ 2
), as discussed above. Also, we set
is independent across i, for j = N/(k + 1) + 1, . . . , N. Thus,
is fixed across simulations; and consequently does not depend on i, for j = 1, . . . , N/(k + 1).
Given this framework, and noting that integrated volatility is thus fixed during the first day, across all simulations, we can define the first day IV as:
where the index i is dropped as this value is fixed across i. Furthermore, for all days beyond the first:
It thus follows that we can construct a pseudo-true conditional predictive volatility density as:
where the error on the right hand side above can be made arbitrarily small by choosing S and N sufficiently large. Note also that the first term on the right hand side of (29) can be derived in a straightforward manner using Theorem 1 in Andrews (1995) , and the second term is due to the discretization error (see e.g. Pardoux and Talay, 1985 , Corollary 1.8). 8
In the experiment, we compare the pseudo true estimator in (28), with our three estimators discussed above. In order to facilitate the comparison, we begin by simulating a path of length T for X t , say, using constant drift and the same specification for instantaneous volatility as that given above. Namely, and in addition to the above volatility model, we specify
where for simplicity we fix ρ = 0.
Simulation Procedure
Given the framework just outlined, we begin by generating an X t path via use of the Milstein scheme, using a discrete interval of order N −1 . Then, we sample the simulated process for the X t at frequency 1/M of the actual data, and form the 4 realized volatility measures discussed in Section 2 based on M intradaily observations. For the RM type estimator, we then construct:
where IV 1,N θ † is the quantity computed in (27); and where the kernel that we use in our experiment is the product of two Epanechnikov kernels defined as:
for the bivariate case, and is an Epanechnikov kernel for the univariate case. In addition, we use Silverman (1986, equation (3.31) for univariate density estimator bandwidth selection, and the modification of Silverman (1986, equation (3.28) ) due to Scott (1992, pp. 152 ) for multivariate density estimator bandwidth selection. For the simulation type estimator, we use the X t data to estimate the parameters of the instantaneous volatility model given above, and then use the estimated parameters to simulate Υ IV paths of length three (Υ=500 in our experiment), where the last two observations in each path are in turn used to form:
Finally, for the AR type estimator, we form predictions based on the assumption that (Note that while logged RM data has been reported by the authors mentioned above to be approximately normally distributed, we report results for both levels and logged data, in order to shed further light on the advantages associated with using logged data when constructing this estimator). We repeat this simulation procedure Ξ times (i.e. we generate Ξ paths of length T for X t and carry out Ξ Monte Carlo repetitions).
Simulation Results
In order to illustrate our approach to accuracy assessment, consider the RM type estimator, defined
We measure the degree of accuracy of this conditional density estimator by comparing it with the pseudo true estimator as follows. For M = {48, 144, 360, 720} and T = {100, 300, 500}, at each replication, we construct the integrated mean square error, and then we average over the number of replications. That is, we construct:
where Λ is the number of points in the range of the data across which to evaluate the density. We
set Λ equal to 100 equally spaced values across the interval [IV − SE(IV ), IV + SE(IV )], where
IV and SE(IV ) are constructed from a large dataset of simulated daily IV values using the true model. Also, in order to evaluate the variability across Monte Carlo replications, we also consider the standard error of the integrated mean square error across Monte Carlo replications, that is:
The same approach as that outlined above is also used to assess the accuracy of the simulation type and the AR type estimators. All results are based upon 1000 Monte Carlo replications.
The results of this experiment are gathered in four tables. as it is now worse by a factor of about 2 rather than 3.
We now turn our discussion to microstructure noise and jumps, which are evaluated only for our RM type estimator, given the findings of Tables 1 and 2. In Table 3 In this exercise, we predict the conditional distribution of daily integrated volatility for Wednesday May 21st, 1997. In order to have at least a visual grasp of the effect of the conditioning set, we consider 4 cases: 1, 4, 7, and 10 day ahead prediction. Along these lines, note that the formula given in (11) can be readily generalized to allow for (∆ + 1) day ahead prediction, as follows:
the non-robust measures exhibit increasingly dramatic performance deterioration as M increases.
In other words, we calculate (32) with ∆ = 0, 3, 6, 9. In our calculations, we tried Epanechnikov as well as quartic kernel functions with bandwidth parameters chosen as discussed in Section 6.1.
Results are reported for estimators constructed using Epanechnikov kernels.
From the original data set, which includes prices recorded for every trade, we extracted 10 second and 5 minute interval data. Provided that there is sufficient liquidity in the market, the 5 minute frequency is generally accepted as the highest frequency at which the effect of microstructure biases are not too distorting (see Labys, 2001 and Lang, 1999) . Hence our choice of these two frequencies allows us to evaluate the effect of microstructure noise on the estimated densities.
The price figures for each 10 second and 5 minute intervals are determined using the last tick method, which was first proposed by Wasserfallen and Zimmermann (1985) . Specifically, when no trade occurs at the required point in time, the price is calculated as last observed price. Another way of obtaining equidistant artificial prices is the linear interpolation method, where the price figure is computed as the interpolated average between the preceding and the immediately following trades, weighted linearly by their inverse relative distance to the required point in time (see Andersen and Bollerslev, 1997) . Unfortunately, constructing realized measures of integrated volatility using this kind of artificial price process has some disadvantages (see e.g., Lemma 1 in Hansen and Lunde, 2006) ; realized volatility constructed from linearly interpolated returns converges in probability to zero as the time interval shrinks to zero.
From the calculated series we have obtained 10 second and 5 minute intradaily returns as the difference between successive log prices expressed in percentages. Formally:
where R t+i/M denotes the return for intraday period i/M on trading day t , with t = 0, . . . , T − 1.
The New York Stock Exchange opens at 9:30 a.m. and closes at 4.00 p.m.. Therefore, a full trading day consists of 2340 (resp. 78) intraday returns calculated over an interval of ten seconds (resp. five minutes). 10
Main Results
Using the two series of returns at different frequencies, the predictive densities have been calculated The graphs yield some interesting findings. To begin, note that the graphs for the realized volatility and bipower variation are quite similar. This would suggest that jumps occur occasionally in the price process, or in any case that they do not affect a procedure which is based on sample sizes containing a large number of daily observations.
On the other hand, microstructure noise seems to have a tangible effect on our estimates. In fact, by looking at the range of the densities of realized volatility and bipower variation for the two different frequencies, one can immediately appreciate the effect of microstructure noise. As predicted by theory (see Aït-Sahalia, Mykland and Zhang, 2006) , and confirmed by simulation results, when the time interval between successive observations becomes small, then the signal to noise ratio contained in the data also becomes very small, and realized volatility and bipower variation tend to explode, instead of converging to the quadratic variation. This can be seen in the pictures. In fact, the range of the density of the two estimators, estimated with data at a high frequency, is considerably wider than the corresponding one obtained with a lower frequency. The microstructure robust realized measures display a more stable picture. Increasing the frequency at which data are sampled does not seem to induce any distortion. These results thus provide further evidence in favor of a warning against trying to estimate integrated volatility with data sampled at a very high frequency, when using estimators which are not robust to the presence of market microstructure noise.
The effect of the conditioning set is also evident in the densities. In general, one day ahead predictive densities display more probability mass at the center of the domain, and less weight in the tails.
Finally, the effect of the logarithmic transformation supports previous findings by Andersen, Bollerslev, Diebold and Labys (2003) and Barndorff-Nielsen and Shephard (2002b) . The shapes of the densities seem more symmetric and they look closer to the normal than those based on raw realized measures. Additionally, the distortionary effect of microstructure noise is even more apparent. Consider for example, Figures 13 and 14 , where there is an apparent absence of mass in the left tail of the density.
Concluding Remarks
In this paper we have proposed a feasible, model free estimator of the conditional predictive density of integrated volatility. The estimator, which is constructed using either realized volatility, or using simulated integrated volatility, is shown to be both empirically tractable and uniformly consistent under both microstructure noise, and in the presence of jumps. In this sense, the estimator discussed in this paper can be viewed as a natural model free extension of the point predictive estimator developed in Andersen, Bollerslev, Diebold and Labys (2003) and Meddahi (2004, 2005) . A simulation experiment is carried out, illustrating that the estimator is accurate, and yields sensible answers in a variety of scenarios, including cases where there is microstructure noise and when there are jumps. Finally, we illustrate the ease with which the estimator can be applied via an empirical illustration.
. The proof of Theorem 1 requires the following Lemma.
Lemma 1. Let assumptions A1 and A4 hold. Then
uniformly in x ∈ R + , and
Proof of Lemma 1
We show the result in (33). The result in (34) follows by the same argument. Given A4(i), by a mean value expansion,
The second term on the RHS of (35) is majorized by
, and
by Theorem 1 in Andrews (1995) , setting, in his notation, k = 2, λ = 0, η = ∞, σ 1T = σ 2T , and ω = 2. In fact, given A2-A3, IV t has an ARMA structure, and so is geometrically strong mixing, thus NP1 in Andrews holds with η = ∞, and a(s) decaying at a geometric rate. Also, A4 implies that NP2 and NP4 in Andrews (1995) are satisfied.
Proof of Theorem 1
A simple rearrangement of terms yields
Lemma 1 above, the statement in the theorem follows.
Proof of Proposition 1
(a) We begin by showing that given (i) and (ii),
Now, if δ < 2 (φ 1 − φ 2 ) , and φ 1 > φ 2 ,
Finally, note that given (ii),
Thus, the contribution due to the estimation of the marginal density is of smaller order than that due to the estimation of the joint density.
(b) Given (36), it suffices to check that
Now, (i) and (ii) ensure that ξ 2 2,T d
where the latter is negative for φ 2 < 1/6. Finally, (iv) ensures that b
We first need to find conditions under which b
T are of the same order of magnitude. In other words, we need to find values for φ 2 and ψ, such that
From the first equality, we obtain φ 2 = 1 8 , and plugging in this value and solving the second equality for ψ, we get ψ = +δ . Finally, notice that for ψ > 5/4, the measurement error component becomes negligible, and so the rate is determined by the variance and bias components, which are indeed of order T −1/4 . Before proving Theorem 2, we need to introduce some convenient notation. Let
Also, let
The proof of Theorem 2 requires the following Lemma.
(ii)
Proof of Lemma 2
We begin by considering the first term on the RHS of (42). Via a mean value expansion around θ † ,
Given A2,A3,A5 and A7, by the uniform law of large numbers,
uniformly in x ∈ R + and in θ. Also, given A1-A3, A5-A7, and under the regularity conditions set out in the statement of the Lemma, then
because of Theorem 2 in . 11 Thus, the first term on the RHS of (42) is
2,T . The second term on the RHS of (42) captures the discretization error incurred in the simulation of the volatility path. Now,
11 Note that for √ T −consistency it suffices that S grows at least as fast as T.
We just analyze the first term on the RHS of (43), as the second term can the dealt with in the same manner. Note that, given A4(i),
Now, by Corollary 1.8 in Pardoux and Talay (1985) , for κ > 0,
Thus,
As T /N (1−{) → 0, the second term on the RHS of (42) is of a smaller order than the first one.
Finally, as for the third term on the RHS of (42), from Theorem 1 in Andrews,
(ii) By the same argument used in the proof of (i).
Proof of Theorem 2
Given Lemma 2, by the same argument used in the proof of Theorem 1.
Proof of Proposition 2
(a) Given the rate conditions in (i) and (ii), the contribution of the marginal density estimator is negligible, and thus the rate is determined only by the estimator of the joint density. The statement then follow from Lemma 2, part (i). 
