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Suppose A = {A,, &, . ..} is a given set of real numbers such that 
OcI,<A,i .... Let ~(u)=C~,~~ 1 and P(u) the number of solutions of 
n, I, + n,l, + . . d u in integers ni > 0. We prove a relation between n(u) and 
log P(u) for the case where n satisfies the condition 
lim &ii n(tx)/n(r) < cg. 
x-m ,-cc 
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Suppose the sequence {A,} with 0 < A1 < A2 < . . . is given. We define the 
function n by 
n(u)= 1 1 
kk < U 
(1) 
and suppose that for all E > 0 there exists a constant C(E) such that 
n(u) <c(E) eau. (2) 
Then nF= 1 (1 - ePArS)-’ converges for s > 0. Consider the generating 
Dirichlet series defined by 
fi (l-e-‘,‘)-‘= f p(vn)ePSYn, s>O, 
r=l It=0 
(3) 
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where p(v,) denotes the number of solutions of cj mjAj= v,, where the 
summation is taken over non-negative integers and is finite. If we define 
then the right-hand side in (3) equals pi(,), P denoting the Laplace-Stieltjes 
transform of P. 
Generalizing earlier results of Hardy and Ramanujan [ 111, Knopp 
[14], Erdos [4], and Bingham [2], Kohlbecker [lS] proved that the 
function n defined by (1) is regularly varying with exponent a (c1> 0), i.e., 
lim I _ ~ n(tx)/n(t) = xa for x > 0, if and only if log P is regularly varying 
with exponent a/(a + 1). 
The special case c( = 0 is considered by Parameswaran [ 171. The main 
result in his paper is that under suitable conditions we have 
n(u) * L(u) (u+ m), (5) 
where L is slowly varying (i.e., L(tx) -L(t) (t --t co) for x > 0) if and only 
if log P(u) - [M*(u)] - ’ (U + co), where M* is slowly varying. Moreover, 
if A4 is defined by M(x) = Jz L(s)/s ds, then A4 and M* form a pair of 
conjugate slowly varying functions in the sense of de Bruijn [3 J. 
The last result can be improved in the sense that if n is slowly varying, 
then 
log P(y) = 1.’ n(s)/.s ds + n(x) + o@(x)) c-x -+ a 1, (6) 
0 
where y - xn(x) (x --) co) and a corresponding converse result (see [ 71). 
In this paper we obtain an analogue of (6), where o(n(x)) is replaced by 
O(n(x)). This result is obtained under the assumption 
lim lim n(fx)/n(r) < co. (7) .x-m t-53 
Observe that since n is non-decreasing the limit as x --, cc exists (possibly 
infinite). The class of functions n satisfying lim, _ m lim, _ m n( tx)/n( t) < co 
(without the assumption of monotonicity) was studied in a recent paper by 
Drasin and Seneta [4]. They prove that the above class consists of the 
functions n satisfying n(u) X L(u) (U + co ), where the function L is slowly 
varying. 
We also give a converse result in which the asymptotic behaviour of n is 
obtained from the behaviour of log P. 
172 J. L. GELUK 
Condition (7) above is weaker than (5), but stronger than the assump- 
tion 
iii-ii n(tx)/n(t) < co for x> 1, (8) 
t-q, 
which is used in a paper by Schwarz [ 18, Satz 23. Compared with Satz 2 
in [18] our main result is restricted to a smaller class of functions n, but 
gives the behaviour of log P in terms of n and not in terms of log P. 
The method of proof is similar to the one given in Geluk [7]. 
RESULTS 
In order to formulate the results, we first need three definitions. 
DEFINITION 1. A function s: R + := (0, co) + R + belongs to the class LI 
if s is decreasing, 
lim ts(t) = co, (9) r-m 
lim s( lX)/S( t) > 0 
1-m 
for x> 1. (10) 
There exist M, x0 > 0 such that 
i&l s( tx)/s( t) < M/x for all x2x,. (11) 
,-CD 
Observe that since s is decreasing, (11) implies that s(x) + 0 as x + a~. 
DEFINITION 2. If the function f: R + --f R is measurable and eventually 
positive and satisfies 
lim f(tx)/f(t) < 03 
tic22 
for all x > 0, (12) 
then f is said to be O-regularly varying. 
DEFINITION 3. Iff is O-regularly varying, then we define the upper and 
lower Matuszewska index by 
S(f) = lim 1% Et+ co f(~Xh!!(O 
x-cc log x (131 
and 
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i(f)= lim log lim,4 cc f(tx)/f(t) 
x-co logx ’ 
173 
(14) 
respectively. 
Remark. It follows from (11) that for SE ,4 we have f(s) < - 1. Corn- 
bination with (9) shows that l(s) = - 1 for s E A. (This follows since if ,f 
satisfies - cc <i(f) < r(S) < 0, then f(t) + 0 (t -P co).) 
MAIN THEOREM. Suppose the function n as defined in ( 1) satisfies 
lim n(x) = co. (15) 
x * co 
Then 
lim lim n(fx)/n(t) < 03 
x-m ,-+a3 
implies 
log P(x) = 1; s(t) dt + O(xs(x)) (x-+ a), 
(16) 
(17) 
where P is as defined in (4). In this case the function s js related to n by 
s(t):=inf(u;u-‘n(u-‘)~t), t>O. Conversely, ifPsatisfies (17) withsome 
function s satisfying s E A and 
sup y%+(y-1) = 0(x-‘s-(x-‘)) (x--t 031, (18) 
l<v<x 
where s+ denotes the inverse of s, then 
~~n(t)/tdt=jW s’(t) dt + 0(x-‘s-(x-‘)) (x--r 00). (19) 
l/x 
Remark. The de Bruijn conjugate is also present in the above result. If 
f is locally bounded and f (t) X L(t) (t + co), where L is slowly varying, let 
g(t) := tf (t), take the generalized inverse g + of g, and define the de Bruijn 
conjugate by f*(t) := t-‘g+(t). In the first part of the theorem we have 
n(u) = u-~s+(u-‘), hence, n*(x)= l/(xs(x)), and in the second part the 
conjugate of f(x) = l/(xs(x)) is f*(x) = x-‘s-(x-I). 
174 J.L.GELUK 
For the proof of the main result we need seven lemmas. Since some of 
the lemmas are of independent interest we specify conditions on the 
functions for each lemma separately. 
LEMMA 1 (see [ 1 I). Suppose f: R + --f R is measurable and eventually 
positive. Then the following statements are equivalent 
(i) f is O-regularly varying. 
(ii) there exist a, p E R, t,,, and c > 1 such that 
e-‘x’4f$Bcx” 
t 
for all x31, t2to. 
(iii) -co <j(f)<l(f)< co. 
Moreover in inequality (20) we may choose any /? <i(f) and c1> L(f ). 
As a consequence if f is in addition locally bounded on [0, co), then for 
arbitrary 5 > 0 and fi < i( f ), there exist c > 0 and to such that f (tx)/f (t) < 
cxB for tat0 and O<X<~. 
LEMMA 2. Suppose n: R+ + R and n(x)/x is integrable on finite intervals 
of (0, 00). If n(x)= O(O)) ( x + cc ) where 1 satisfies - 1 < i( 1) < i(1) < 00, 
then the function fi defined by 
Z(s) = s s 
cc e-us 
-n(u) du, 
0 l-ehU’ 
s>o 
satisfies 
fi(l/x)=~~~dt+O(l(x)) (x + Co). (22) 
Proof. Without loss of generality we may assume In(x)/l(x)l Gc,, for 
x > 0 and 1 bounded on finite intervals of [w +. Since 
ji (n(W) dt - Gi(l/x) 
0) 
5 
00 e-u n(xu) l(xu) - -du=: I,-I,, 
1 l-e-“I(xu) l(x) 
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we have for x > x0 by Lemma 1 
l 1 
lZ,l dc, J( fFU --~ cua du< 00, where - 1 < c1 < 1’(l), c > 1 0 u 1 -e-’ 
and 
11~1 <co J ,= &cuIBdu<mr where 
j3 > t(l). 
LEMMA 3. Suppose the function f is bounded on finite intervals of (0, 00) 
and 0 < i(f) Q i(f) < 00. Then the generalized inverse function f + defined by 
f+(x) :=inf{y;f(y)>x} satisfies 
!(f+)=$ and i(f+)=& 
!(f )’ 
Proof Without loss of generality we may assume that f is increasing 
and continuous (see [9, Corollary 3.7e and g]). Observe that i(f) = inf c1 
and j(f) = sup j? where the inf and sup are taken over the values of tl, p for 
which there exist to > 0, x0 > 1 such that 
x@f(tKf(tx) Gx”f(t) for t > to, x > x0 (see [9, Thm. 3.21). 
It follows that f ‘(tx) 2 xllaf ‘(t) for x 3 x;, t > f(to) and a similar lower 
inequality, from which the statement of the lemma follows. 
LEMMA 4. Suppose n: R + --, R! + is non-decreasing and n( t)/t is integrable 
on (0, 1). Then 
ii(x) = !&(x) + 1; f$ du + O(x) (x-*0+), (23 1 
where p,, is the Laplace-Stieltjes transform of the function Y,,, defined bj 
yJx)= C Wm)lm. (24) 
1 -&In&X 
Suppose s E A. Then the following are equivalent: 
ii(x) = Jm s+(u) du + O(xs+(x)), x+0+ (25) 
x 
~n(l/x) = Jxm s+(u) du + O(xs+(x)), x-+0+. (26) 
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Proof. Since 
eek”“n(u) du 
s 
m = e -ux dYY,(u) = !&(x) 
0 
--du= 
the proof of the first part is finished. Hence (25) is true if and only if 
!&(x) = jx” s+(u) du + O(xs+(x)), x + 0 + . 
Since we have SE A, hence -00 <i(s) < T(s) = - 1 and the function 
s+(x-‘) is O-regularly varying (see [9, Cor. 3.7.g]). Together with the 
above expression for e,,(x) this gives 
&y @“U/4 - @“(l/X) <CO for all a> 1. 
x+Q, x-‘s-(x-‘) 
Since y(x) := l/s(x) satisfies 1 = j(y) < t(y) c co, application of Lemma 3 
shows that the lower index of the function X-‘8+(x-l) is greater than - 1, 
while T(x-‘s-(x-‘)) = 0. Hence, since Y is non-decreasing we may apply 
Theorem 3 in [lo] to find 
Yn( l/x) - Qx) = o(xs+(x)) (x-+0+), 
from which (26) follows by combination with the above formula for !@,,. 
LEMMA 5. Suppose A: R+ --t R + is eventually non-decreasing, 
u(x) :=x-l s x A(t) dt (27) 1 
and 
lim 42x) - 4X)< co 
4x1 
for all A> 1, 
x-cc 
where 1 satisfies xl(x) + 00 as x + 00. Then 
lim A(x)-x-‘I;A(t)dt<m 
x -+ 03 4x1 
(28) 
(29) 
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Proof. Note that w.1.o.g. we may change the interval of integration in 
(29) to (0, x) since x/(x) + cc (x--t co). For convenience we suppose 
A(t) = 0 on (0, 1). Note that 
.x-l 1; A(t) dt= 1; t-2B(t) dt, where B(t) = j: sd&). 
As a consequence, for 1> 1 we have 
atAx)-a(x) = (Ax)-’ 1: .4(s) ds-x-’ &4(s) ds 
0) 4x1 
s 
WNds/W l-’ 
= , xl(x) s2 xl(x) -( > A . 
Hence i&, _ o. B(x)/xl(x) < co, which implies (29) by partial integration. 
LEMMA 6. Suppose the function Y,, defined by (24) satisfies (26), where 
s E A satisfies (18). Zf n(t)/ is integrable on (0, 1) and $n(x) is non-decreas- 
ing for x > 0, then 
n(x) = 0(x-‘s-(x-‘)) (x-+co) (30) 
and ( 19) holds. 
Proof Define A(x) = n(x) +I; n(t)/t dt, a as in (27) and N(x) = 
c 1 6k Gx ,~(k)/k, where p is the Mobius function. Partial integration in the 
above formula for A and Mobius inversion in (24) gives 
n(x)= C 
k < x 
(31) 
By substitution we find 
Hence we have with I(x) :=x-~s+(x-~) 
a(llx) - a(x) x ~?dWu) - Y”(X/U) 4x/u) Wu) du 
l(x) = 1 I( 
-- 
I(-+) > 4x) 24 
+I 
z ~Y,(WuP(xu) du
1 d(x) * 
(32) 
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Note that (26) implies 
iii% { !P&) - ‘y,(x)}/l(x) < cc for J,> 1. 
x-m 
Combination with (18) shows that the expression between brackets on the 
right-hand side in (32) is bounded as x + 00 (uniformly for ZJ E (1, x)). 
Since l;” IZV(u)l/u du < co (see Landau [16]), the first integral in (32) is 
bounded as x -+ co. Moreover since s E (i we have I(x) + co as x + co. 
Hence (28) is satisfied (observe that N(x) + 0 as x + co). Since xn(x) is 
non-decreasing, A is non-decreasing for x > 1. Lemma 5 finally gives 
n(x) = 0(1(x)) (x + co). Application of Lemma 2 now gives 
fi(l/x)=J;?d~+O(I(x)) (x + co). 
Since I(x) + co (x --) co) application of the first part of Lemma 5 gives 
@Jl/x)={;+du+O(l(x)) (x-+m). 
In view of n(x) = 0(1(x)) this implies that for any a > 1 
lim ~nt’,(ll+%Nx)= lim --- 
x-co 4x1 
antxWtx4d~+0(1)<oo 
X’ co s 1 I(xu) l(x) 24 
Since Y,, is non-decreasing we may apply Theorem 3 on p. 348 in [lo] to 
find 
ul,(x) - @ntw = O(O)) (x--r co), (33) 
hence, 
Y,,(x)=~;~du+O(1(x)) (x + 00). 
Combination with (26) then gives (19). 
LEMMA 7 (see [S, Theorem lo]). Suppose f: R + + R is locally 
integrable, log u f: j(t) e-“’ dt < co for u > 0 and s E A (see Definition 1). 
Then 
logf(t)=~;s(x)dx+O(ts(t)) (t-a) (34) 
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implies 
log 24 i,x f(t) eeur dt = jm s+(x) dx + O(us+(u)), u-*0+, (35) 
u 
where s+ denotes the inverse function of s. Conversely, if f is non-decreasing 
and (11) holds for all x > 1, then (35) implies (34). 
Proof (of the Main Theorem). Since n is non-decreasing, (16) implies 
that i(n) = f(n) = 0. Application of Lemma 1 then shows that (2) is satisfied. 
Hence, by (3) and (21), 
log P(s) = log f p(v,) eWsv” 
n=O 
=- I m log( 1 -ecus) dn(u) = A(s), 0 (36) 
both sides being well-defined for s > 0. Since n is zero on a right-hand 
neighbourhood of 0, the assumption of Lemma 2 are satistied and we have 
s 
cc 
log u e - *“P(x) dx 
0 
= log P(u) = Z(u) 
s 
lx 
= n(x-‘) x-l dx + O(n( l/u)) 
u 
= I O” s+(x) dx+ O(us-(u)) (u-+0+ ). ” 
Next we verify that the assumptions of Lemma 7 are satisfied. 
Since n is non-decreasing and n(t) --, cc (t --) cc), it follows that 
s+(t)=t-‘n(t-‘) is decreasing and s+(t)-, 00 (t-*0+), hence, (9). 
Since n(u - ’ ) = us+(u) is non-increasing, us(u) is non-decreasing, hence, 
(10). By (16) there exists c > 0 such that lim, _ m n( tx)/n( t) < c for all x > 0, 
or, equivalently, lim, _ o. x -‘s+(t-‘x-‘)/s-(t-‘)<c for all x>O. Hence 
for x> 0 arbitrary there exists to= t,(x) such that xs+(tx)<cs+(t) for 
t ,< to(x), which is equivalent to s(cu/x)/s(u) < x, u3 u,,(x). The last 
inequality then gives (1 l), for all x > 1. Since P is non-decreasing, applica- 
tion of Lemma 7 finally gives (17). 
Conversely, if P satisfies (17) with SEA satisfying suptGyGX y-‘s‘(y-‘) 
= 0(x-‘s-(x-‘)), we find 
log P(u) = sac s+(x) dx + O(us+(u)) (u-+0+) 
” 
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by application of Lemma 7. Now we can apply Lemmas 4 and 6 in order 
to find (19). 
Remarks. Lemma 6 can be considered as an O-version of earlier results 
of Ingham, Segal and Jukes (see [12, 19, 133). 
For example, Ingham proved that if f is positive and non-decreasing for 
x21, then C,.,f(x/n)=xlogx+cx+o(x) (x-co) implies f(x)-x 
(x + co) and 1;” (f(x) - x)/x’ dx = c - y, where y is Euler’s constant. This 
result is generalized in [13, 193. If we substitute xn(x) =f(x) in Lemma 6 
ands’(x)=x~‘(logx~‘)“forx~(0,1),s+(x)=Oforx~1,wherea~Ois 
a constant, then ~,~,f(x/n)=(a+1)-‘x(1ogx)~+‘+0(x(1ogx)”) 
(x + co) impliesf(x) = O(x(log x)=) and {;f(t)/t* dt = (a + 1))’ (log x)‘+i 
+ O(log x)” (x + 00). 
Since the assumptions of the theorem are very general, our result gives 
estimates for partition functions which are weaker than the estimates 
obtained in special cases. The following example gives an idea about 
applicability of the theorem. 
EXAMPLE. If log P(x) = (log x)‘+ O(log x)~-’ (x -P co), where a > 1 is 
a constant, then 
I x n( t)/t dt = (log x)* + a(a - 1) 1 
x (log log x)(log x)a- l+ O(log x)c(-’ 
(x + co). Conversely, if there exist constants ci, c2, x,, > 0, a > 1, such that 
c,(log x)‘- ’ < n(x) < c,(log x)~-’ for x >, x0, then the asymptotic 
behaviour of P is given by (17) with s(t) = inf{u; u-‘n(u-‘) < t}. 
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