Abstract. Analyzing reviews of E-commerce product is a kind of text classification which belongs to supervised learning. Due to the huge number of words, high dimensional feature space is a serious problem in text classification. In order to solve it, a new algorithm, IG-RS-SVM, is proposed. Information Gain (IG) is a feature selection algorithm which can reduce the dimension of feature subspace. Random subspace, a kind of ensemble learning algorithm, can divide the feature space to smaller ones each submitted to a base classifier such as Support Vector Machine (SVM). After experiments, it shows that IG-RS-SVM algorithm can effectively improve the text classification accuracy.
Introduction
The reviews of E-commerce product belong to a kind of text sentiment analysis. Though collecting the consumers' reviews after they purchased E-commerce products, analyzing their emotions, moods and attitudes can help other consumers decide whether to buy and also help quality supervision departments find quality problems as soon as possible which is propitious to the implementation of the supervision and spot check. Currently, there are two ways to analyze the reviews of E-commerce products [1] . One is based on emotional knowledge, and the other is based on data mining. With natural language and some existing dictionaries, the first method makes a decision to the comments directly. This method not only need to establish a huge emotional dictionary, but also can't judge the emotional tendency accurately because of the complexity of Chinese. The second method uses data mining algorithms for text classification.
Text Classification
Original text is unstructured data which computer can't understand, so that it must be converted into structured data. Text segmentation is a major link in the pretreatment. It can transform text information to structured data and delete a large number of redundant contents (including punctuation marks, stop words, repeated contents and so on). English text segmentation is relatively simple because it only need operate according to the space and punctuation. But Chinese text need to be done by relevant algorithm segmentation. For example, SCWS Chinese segmentation system [2] and ICTCLAS Chinese segmentation system are often used at present.
The text after pretreatment is not totally structured that it need a mathematical model to represent itself. The most commonly used model of text feature representation is vector space model (VSM). In that model, text is considered as a vector space consists of a set of orthogonal vectors [3] . Data mining algorithm is used to classify structured data. Common methods of data mining for text classification are Bayes classifier, support vectors machine(SVM), decision-tree and so on. Ensemble learning can effectively improve the classification efficiency of the algorithm which uses some simple classification algorithms to get a number of different learning machines and then combines them into integrated learning machine. The ensemble learning algorithm is widely used in image processing, biomedical and control engineering and other related fields.
There are some researches about text classification applied by ensemble learning algorithm. Literature [4] used a Bagging algorithm with attribute selection. This algorithm can only evaluate the International Conference on Information Technology and Management Innovation (ICITMI 2015) contribution to the classification of a part of attributes, but can't evaluate the contribution to the classification of single attribute. In order to improve the accuracy of text classification on high dimension, literature [5] put forward RS-SVM algorithm, but without considering the dimension problem itself when choosing the feature subspaces, it was unable to filter out the features which were redundant or no contribution.
Aiming at disadvantages of the above algorithms, considering the single feature contributions to text classification and text and text dimensional reduction using on high dimension, this paper puts forward IG-RS-SVM algorithm.
IG-RS-SVM Algorithm
Information Gain. The VSM model usual has a high dimension which can reach tens of thousands or even more and most of them are redundant or irrelevant. Redundant features may cause a decline in the classifier performance and affect efficiency of data mining by analysts. Feature selection is a good way to reduce dimensions of VSM so that it can achieve the goal to improve the classification accuracy and reduce computational complexity. Common methods of feature selection are document frequency(DF), information gain(IG), mutual information(MI), chi-square(CHI) and so on [6] . IG is proved as a better method compared with five feature selection algorithms [7] . The amount by which the entropy of the class decreases after observing a certain feature reflects the additional information about the class that feature provides [8] , is called Information Gain. Formula is as follows:
PC represents the probability that the text belongs to i C . () P ω represents the probability that W appears and () P ϖ represents the probability that W doesn't appear. (|) i PC ω represents the probability that the text belongs to i C with W , (|) i PC ϖ represents the probability that the text belongs to i C without W . Random Subspace. However, the dimensionality of feature can be few thousands even after feature selection. Fig. 1 shows the structure of Random Subspace. In Random Subspace, after dividing the original feature space to feature subspaces, each subset is submitted to a base classifier in the ensemble [9] . Combined with the result of each base classifier, final result is obtained by a majority vote. [10] . It has become the hotspot of machine learning because of its excellent learning performance on solving linear, nonlinear and high dimensional pattern recognition, and it also can be applied to the function fitting other machine learning problems [11] [12] . The principle of SVM is to get a hyperplane to make sure that the distances of two kind points closing to the hyperplane are the farthest.
SVM has the advantage of dealing with nonlinear problems by introducing the feature transform the nonlinear problem in the original space into the linear problem in the new space, such as () (()() Output: classification result (),() ii FdFdC ∈ Setp1: transforming text dataset into VSM; Setp2: calculating the text entropy of each feature in VSM, then putting them into a feature set; Step3: sorting the feature set and delete the feature whose value is 0; Step4: rebuilding a new VSM according to the new feature set; Step5: choosing the number of SVM classifier; Step6: to each SVM classifier, random generating a feature subspace samples from the new feature set; Step7: classifying subspace samples with SVM classifier; Step8: combined with the result of each SVM classifier, outputting the result by a majority vote or through after the combination.
Precision, Recall and F-measure are commonly used to be evaluation indicators in the field of text classification. Computation formula is as follows:
For binary classification, TP refers to the true positive which means forecast result and actual result are both true; FP refers to the false positive which means forecast result is true but the actual result is false; FN refers to the False Negative which means forecast result is false but the actual result is true. Precision is the ratio about the number of actual classification of the total samples. Recall is the ratio about the number of actual classification of the total actual samples. F-measure is harmonic mean between Precision and Recall.
Precision measures the ability of classification to refuse to the irrelevant information. Recall measures the ability of classification to classify the relevant information. F-measure measures the comprehensive ability about Precision and Recall. Experiment Results Analysis. In order to verify the effectiveness of IG-RS-SVM algorithm in e-commerce product reviews analysis, this article selects the classic MovieReviews data set including 1000 positive evaluations and 1000 negative evaluations. This experiment cross validation method where dataset is divided into 10 portions, take nine as train data and the other one as the test data. At last, experiment uses the average value of each experiment. After text pretreatment, we get a feature dataset including 1165 features, then we use IG algorithm to keep features whose values are greater than 0. This new feature dataset includes 311 features which mean dimension of the feature fell sharply. Four classifiers are used for classification of two feature datasets in the experiments, and the experimental results are shown in Table 1 . The Random Subspace Rate is also an important parameter in this algorithm which means the ratio of the feature subset. This experiment selects 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9 of the proportion to evaluate the classification results under different proportions. Fig. 3 . Results of different ratios and kernels Fig. 3 shows the classification result of Linear Kernel is the best, polynomial kernel is second, and the classification of RBF kernel is the worst. When the ratio is 0.7, Linear Kernel and Polynomial Kernel get a best result, and the classification results of the RBF kernel is increased with the Random Subspace Rate.
In summary, SVM classifier using the linear kernel is recommended in practical application.
Conclusions
Because of the problem about the unsatisfactory RS-SVM classification result under the high dimension of feature space, this paper introduces IG feature selection algorithm to reduce the dimensions of the feature subspace with Random Subspace algorithm. The experimental results show that, compared with other classification algorithms, IG-RS-SVM has greatly improved in classification accuracy and stability. And considering the influence of SVM kernel and Random Subspace Rate for the classification results, comparing the experimental results, show that the SVM linear kernel and 0.7 Random Subspace Rate obtains good results. The reviews of E-commerce product quality not only provide great reference value to consumers, but also contribute to E-commerce product quality monitoring by the quality supervision departments. Through the analysis of the review of E-commerce products, governments can issue an alert to avoid the problems caused by the quality of the product, and provide a guarantee for the healthy development of E-commerce.
