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Control Of Mobile Robots Using Barrier Functions
Under Temporal Logic Specifications
Mohit Srinivasan, Student Member, IEEE, and Samuel Coogan, Member, IEEE
Abstract—In this paper, we propose a framework for the
control of mobile robots subject to temporal logic specifications
using barrier functions. Complex task specifications can be
conveniently encoded using linear temporal logic (LTL). In
particular, we consider a fragment of LTL which encompasses
a large class of motion planning specifications for a robotic
system. Control barrier functions (CBFs) have recently emerged
as a convenient tool to guarantee reachability and safety for a
system. In addition, they can be encoded as affine constraints
in a quadratic program (QP). In the case of complex system
specifications, we show that following QP based methods in
existing literature can lead to infeasibility and hence we provide
a method of composition of multiple barrier functions in order
to mitigate infeasibility. A scheme to prioritize different barrier
functions which allows the user to encode the notion of priority
based control, is also introduced. We prove that the resulting
system trajectory synthesized by the proposed controller satisfies
the given specification. Robotic simulation and experimental
results are provided in addition to the theoretical framework.
Index Terms—Control Barrier Functions, Linear Temporal
Logic, Mobile Robots, Quadratic Programs.
I. INTRODUCTION
System specifications to be satisfied by mobile robotic
systems are increasing in complexity. For example, motion
planning for systems such as robotic manipulators [1], personal
assistants [2], and quadrotors [3] involves complex specifica-
tions to be satisfied by the system. Safety critical systems
such as the power grid [4] and automation floors [5] rely
on distributed controllers in order to function in the desired
manner. These controllers are again tasked with satisfying
complex specifications. Hence, failure of these controllers can
lead to a collapse of the safety critical infrastructure [6]. To
that end, synthesizing controllers with formal guarantees on
their correct functioning is of key importance.
In this paper, we present a control architecture for the
control of mobile robotic systems subject to linear temporal
logic specifications using control barrier functions, which
addresses some of the challenges in the previously discussed
applications. In particular, we address the issue of situations
where proposed methods in existing literature can render the
controller infeasible. With the synthesis of the controller, we
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then shift focus towards providing formal guarantees regarding
the proposed controller framework. In particular, we prove
that the system trajectory generated by the proposed controller
satisfies the given specification.
A. Background
Barrier functions were first introduced in optimization. A
historical account of their use can be found in Chapter 3 in
[7]. Usage of barrier functions is now common throughout the
control, verification and robotics literature due to their natural
relationship with Lyapunov-like functions. Control barrier
function (CBF) based quadratic programs (QPs) were first
used in [8], [9] in the context of automotive applications such
as adaptive cruise control (ACC). Recently, control barrier
functions have been used in the context of multi-agent systems
to guarantee collision avoidance between robots [3], [10],
[11]. Given a minimum distance to be maintained between the
robots, the safety set is encoded as the super zero level set of a
zeroing control barrier function (ZCBF) [9]. The authors then
use a QP based controller with the ZCBFs as affine constraints
in order to guarantee forward invariance of this safety set. This
in turn implies that the robots never collide. Such a framework
has also been applied to quadrotors [3] where the safety set is
considered to be a super ellipsoid which allows quadrotors to
avoid collisions with each other.
ZCBFs guarantee asymptotic convergence to desired sets
[9]. However, since we focus on motion planning specifica-
tions, we require finite time reachability guarantees. Recently,
[12], [13] have introduced finite time control barrier functions
for finite time reachability specifications. In [12], finite time
barrier functions were used to achieve smooth transitions
between different behaviors in a multi-agent system. The key
objective in [12] was to ensure composability of different
formation behaviors by making sure that the multi-agent com-
munication graph is appropriate for the next desired formation,
whereas in [13], a method for the composition of multiple
finite time barrier functions was introduced.
Finite and infinite horizon specifications which are useful
for mobile robotic systems can be conveniently encoded using
linear temporal logic (LTL). The power of LTL originates from
the wealth of tools available in the model checking literature
[14] which allows for generating trajectories for the robots
given a specification in temporal logic. LTL based control of
robotic systems has been well studied and standard methods
first create a finite abstraction of the original dynamical system
[15], [16], [17], [18]. This abstraction can informally be
viewed as a labeled graph that represents possible behaviors of
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the system. Given such a finite abstraction, controllers can be
automatically constructed using an automata-based approach
[17], [14], [19], [20]. However, abstracting the state space
is computationally expensive especially with complex system
dynamics and specifications.
In our framework, we avoid the difficulties associated with
computation of any automaton from the specification or a
discretization of the state space. Since CBFs can be conve-
niently encoded within a QP, the controller is amenable to
real time implementations without the need for an abstraction
of the state space or the system dynamics. Other authors
have explored discretization free techniques as well. The
authors in [21] discuss the use of time varying control barrier
functions for signal temporal logic tasks (STL). By using a
time varying barrier function which shrinks the invariant set
with time, the authors guarantee finite time reachability as
well as safety. The authors in [22], [23], [24] discuss control
methods for STL tasks. However, the methods proposed result
in computationally expensive mixed integer linear programs.
Control methods in the discrete time non-deterministic setting
have been explored by [25]. Learning based frameworks are
discussed by the authors in [26], [27], [28]. Control techniques
for continuous-time multi-agent systems given fragment of
STL tasks has been presented in [29]. The authors in [30]
discuss a similar continuous time method. However, a non-
convex optimization problem may have to be solved.
B. Contributions
There are two primary contributions of this work. The
first and main contribution is an automatic framework which
synthesizes a control barrier functions (CBFs) based quadratic
program (QP) controller given a user defined specification.
Then, we provide formal guarantees that the CBFs based
QP controller produces a system trajectory that satisfies the
given specification. The trajectory generated by the proposed
controller is analyzed and the guarantees of CBFs translate to
guarantees on the trajectory.
Second, we address the issue of controller infeasibility, a
common difficulty in CBF based real-time control, in case
of complex system specifications. We illustrate a situation
where the method of encoding multiple finite time reacha-
bility objectives individually in a QP based CBF framework
such as [12] fails. We show that encoding each reachability
specification as a separate constraint in the QP is too restrictive
when the system needs to execute complex specifications.
Hence, a relaxed version of finite time reachability for multiple
reachability objectives is required. We therefore propose a
composition of multiple finite time control barrier functions
which yields a larger solution space of the corresponding QP
than existing methods in literature.
We also address the issue of infeasibility when some barrier
functions are in conflict with others. In particular, we propose
a prioritization scheme, similar to the method discussed in
[31], in order to relax the zeroing control barrier functions.
By including the relaxation parameter in the cost, the QP will
satisfy the finite time reachability constraint while minimally
violating the invariance constraints (if they are in conflict with
the reachability constraint). We would like to emphasize that
this method is not the main focus of this paper. However,
it is a reformulation of [9] and [31] in order to account for
finite time barrier function constraints. These contributions are
detailed in Section IV.
A preliminary version of this work was presented in our
conference paper [13] where we formulated the notion of
composition of multiple finite time control barrier functions.
In the present paper, we extend those results in order to
synthesize an automated framework (full solution) to transition
from a specification belonging to a fragment of LTL to the
barrier function based controller.
This paper is organized as follows. Section II intro-
duces control barrier functions, linear temporal logic and the
quadratic program based controller used for trajectory gen-
eration of the system. In Section III, we discuss the problem
statement that is addressed in this paper. Section IV introduces
the idea of composite finite time control barrier functions
[13] and the prioritization scheme for different zeroing barrier
functions. In Section V, we propose the QP based controller
and develop the theoretical framework which provides a formal
guarantee that the proposed controller synthesizes a system
trajectory that satisfies the given specification. Section VI
discusses a multi-agent system case study with simulation and
experimental results. Section VII provides concluding remarks.
II. MATHEMATICAL BACKGROUND
In this section, we provide background on control barrier
functions (CBFs) and the guarantees on invariance and reach-
ability of sets obtained from them, linear temporal logic (LTL)
which is the specification language, and the quadratic program
(QP) based controller with the CBFs as constraints which will
be used to synthesize the trajectory for a control affine robotic
system.
A. Control Barrier Functions (CBFs)
Consider a continuous time control affine dynamical system
x˙ = f (x)+g(x)u , (1)
where f and g are locally Lipschitz continuous, x∈X ⊆Rn is
the state of the system, and u∈Rm is the control input applied
to the system.
Before we introduce the notion of control barrier functions,
we define an extended class K function [32] α : R→ R as a
function that is strictly increasing and α(0) = 0.
Definition 1 (Zeroing Control Barrier Function (ZCBF)). A
continuously differentiable function h : X → R is a zeroing
control barrier function (ZCBF) if there exists a locally Lips-
chitz extended class K function α such that for all x ∈ X ,
sup
u∈Rm
{
L f h(x)+Lgh(x)u+α(h(x))
}
≥ 0 (2)
where L f h(x) =
∂h(x)
∂x f (x) and Lgh(x) =
∂h(x)
∂x g(x) are the Lie
derivatives of h along f and g respectively. 
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Let the set of control inputs that satisfy (2) at any given
state x ∈ X be defined as
UΣ(x) =
{
u ∈ Rm|L f h(x)+Lgh(x)u+α(h(x))≥ 0
}
. (3)
One can guarantee forward invariance of desired sets under
the existence of a suitable zeroing control barrier function as
formalized in the following proposition.
Proposition 1 (Corollary 1, [9]). Let Σ ⊆ X be a safety set
defined as Σ = {x ∈ X |h(x) ≥ 0} where h : X → R. If h is a
zeroing control barrier function, then any Lipschitz continuous
feedback controller satisfying u ∈ UΣ(x) renders the set Σ
forward invariant for the system (1). 
We now define finite time convergence control barrier
functions which guarantee finite time convergence to desired
sets in the state space.
Definition 2 (Finite Time Convergence Control Barrier Func-
tion (FCBF)). A continuously differentiable function h :X →R
is a finite time convergence control barrier function if there
exist parameters ρ ∈ [0,1) and γ > 0 such that for all x ∈ X ,
sup
u∈Rm
{
L f h(x)+Lgh(x)u+ γ · sign(h(x)) · |h(x)|ρ
}≥ 0 (4)
where L f h(x) =
∂h(x)
∂x f (x) and Lgh(x) =
∂h(x)
∂x g(x). 
Let the set of control inputs that satisfy (4) at any state
x ∈ X be given by
UΓ(x)=
{
u∈Rm
∣∣∣∣L f h(x)+Lgh(x)u+γ ·sign(h(x))·|h(x)|ρ≥ 0}
(5)
If h is a finite time convergence control barrier function,
then there exists a control input u that drives the state of the
system x to the target set {x ∈ X |h(x) ≥ 0} in finite time, as
formalized next.
Proposition 2 (Proposition III.1, [12]). Let Γ⊆X be a target
set defined as Γ= {x∈X |h(x)≥ 0} where h :X →R. If h is a
finite time convergence control barrier function for (1), then,
for any initial condition x0 ∈ X and any Lipschitz continuous
feedback control u : X → Rm satisfying u ∈ UΓ(x) for all x ∈
X , the system will be driven to the set Γ in a finite time
0< T <∞ such that x(T ) ∈ Γ, where the time bound is given
by T = |h(x0)|
1−ρ
γ(1−ρ) . Moreover, Γ is forward invariant so that the
system remains in Γ for all t ≥ T . 
Zeroing barrier functions and finite time barrier functions
will form the basis for our control synthesis methodology.
Next, we discuss the temporal language used to specify
complex robotic system specifications in our framework.
B. Linear Temporal Logic
Complex and rich system properties can be expressed suc-
cinctly using linear temporal logic (LTL). The power of LTL
lies in the wealth of tools available in the model checking
literature [14] which can be leveraged for the synthesis of
controllers in the continuous domain. LTL formulas are devel-
oped using atomic propositions which label regions of interest
within the state space. These formulas are built using a specific
grammar. LTL formulas without the next operator are given
by the following grammar [14]:
φ = pi|¬φ |φ ∨φ |φUφ (6)
where pi is a member of the set of atomic propositions denoted
by Π, and φ is a propositional formula that represents an LTL
specification.
We use the standard graphical notation for the temporal op-
erators including  (“Always”), ♦ (“Eventually”), ♦ (“Per-
sistence”) and ♦ (“Recurrence”). From the negation (¬) and
the disjunction (∨) operators, we can define the conjunction
(∧), implication (→), and equivalence (↔) operators. We can
thus derive for example, the eventually (♦) and always ()
operators as ♦φ =>Uφ and φ =¬♦¬φ respectively. Below
we provide informal interpretations of these operators with
respect to an LT L formula φ .
• ♦φ is satisfied if φ is satisfied sometime in the future.
That is, φ is satisfied in some future time step.
• φ is satisfied if φ is satisfied for all time. That is, φ is
satisfied at each time step.
• ♦φ is satisfied if φ becomes satisfied at some time step
in the future and remains satisfied for all following steps.
• ♦φ is satisfied if φ is satisfied infinitely often at some
time step in the future.
Next we discuss the QP based controller which will be used
for the synthesis of the system trajectory.
C. Quadratic Program (QP) based controller
Given a finite time convergence control barrier function or
a zeroing control barrier function h, the constraints (2) and
(4) are affine in the control input u, and hence they can be
conveniently encoded as affine constraints in a QP. Hence
this formulation is amenable to efficient online computation
of feasible control inputs. In particular, for fixed x ∈ X , the
requirement that u ∈ UΓ(x) and/or u ∈ UΣ(x) becomes a linear
constraint and we define a minimum energy quadratic program
(QP) as
min
u∈Rm
||u||22
s.t u ∈ UΓ(x) and/or u ∈ UΣ(x).
(7)
We note that (7) can encode both finite time reachability
as well as forward invariance requirements as constraints in
the QP. This QP when solved returns the pointwise minimum
energy control law that drives the system to the goal set Γ in
finite time and/or guarantees invariance of Σ. We will reference
this idea of a QP based controller throughout this paper in the
context of our theoretical framework.
Remark 1. We note that multiple zeroing control barrier
functions and multiple finite time barrier functions can be
encoded as separate constraints in the QP. In this case, we
solve a single QP with multiple barrier function constraints.
For example, see [9], [12].
Next, we formulate the problem statement that is addressed
in this paper.
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III. PROBLEM STATEMENT
In this paper, we consider a continuous time mobile robotic
system in control affine form
x˙ = f (x)+g(x)u, (8)
where f and g are locally Lipschitz continuous, x ∈ X ⊆ Rn,
and u ∈Rm. Assume X to be the compact domain in the state
space for the system.
We assume that X is divided into regions of interest
which are labeled by a set of atomic propositions Π =
{pi1,pi2,pi3, . . . ,pin} with the labeling function L : X → 2Π
so that pi ∈ Π is true at x ∈ X if and only if pi ∈ L(x).
For each σ ∈ 2Π, we have L−1(σ) = {x ∈ X |σ = L(x)}.
Let Πaug = {pi1,pi2, . . . ,pin,pi1,pi2, . . . ,pin} be the augmented
set of atomic propositions where we define pii = ¬pii for all
i ∈ {1,2, . . . ,n}. The set Πaug is also called the set of literals
[14]. Thus, we identify ¬pi i = pii for all i ∈ {1,2, . . . ,n}. In
addition, define
S(Πaug) = {J ⊂Πaug|pi ∈ J =⇒ ¬pi 6∈ J for all pi ∈Πaug}
(9)
P(Πaug) = {J ⊂Πaug|(pii ∈ J)⊕(pii ∈ J)
for all i ∈ {1,2, . . . ,n}}
(10)
where ⊕ is the exclusive disjunction operator. Observe that
P(Πaug) ⊂ S(Πaug). A subset of Πaug belongs to the family
S(Πaug) if it does not contain an atomic proposition and its
negation simultaneously, and it further belongs to P(Πaug) if
it contains each atomic proposition exclusive or its negation.
We consider a fragment of LTL, denoted by LT Lrobotic, that
covers a large class of motion planning tasks expected from
a robotic system. Our proposed fragment is a modification of
the one considered in [33].
Definition 3 (Fragment of LTL). The fragment LT Lrobotic is
defined as the class of LTL specifications of the form
φ = φglobe∧φreach∧φrec∧φact (11)
where φglobe =ψ1, φreach =
∧
j∈I2
♦ψ j2 , φrec =
∧
j∈I3
♦ψ j3 and
φact = ♦ψ4. Here I2 and I3 are finite index sets and ψ1,
ψ j2 for all j, ψ
j
3 for all j and ψ4 are propositional formulas
of the form ψi =
∧
∀pi∈Ji
pi with Ji ∈ S(Πaug) for all i ∈ {1,4},
ψ ji =
∧
∀pi∈J ji
pi with J ji ∈ S(Πaug) for all i ∈ {2,3} and for all
j ∈ Ii. 
For any propositional formula ψ , we define the following.
Definition 4 (Proposition Set). The proposition set for a
propositional formula ψ , denoted JψK, is the set of all states
that satisfy ψ . That is,JψK= {x ∈ X |L(x) |= ψ} (12)
where L(x) |= ψ signifies that ψ is true under the evaluation
for which all and only propositions in L(x)⊂Π are true. 
We assume that for each atomic proposition pi ∈ Π, there
exists a continuously differentiable function h : X → R such
that JpiK = {x ∈ X |hpi(x) ≥ 0}. In this paper, similar to the
assumption in [9], we assume that Lghpi(x) 6= 0 for all x ∈
X . We ignore the measure-zero set {x ∈ X |hpi(x) = 0}, and
identify JpiK = {x ∈ X |hpi(x) < 0} for each pi ∈ Π. Thus we
define hpi(x) =−hpi(x) for all pi ∈Π.
In addition, with a slight overload of the operator J·K, for
any σ ⊆Πaug, we define
JσK, J∧
pi∈σ
piK= ⋂
pi∈σ
JpiK= ⋂
pi∈σ
{x ∈ X |hpi ≥ 0} ⊂ X . (13)
Intuitively, (13) represents the set of states such that the
labeling function evaluated at these states returns all and only
those propositions belonging to σ .
The fragment LT Lrobotic encompasses a class of specifica-
tions which cover properties such as finite time reachabil-
ity, persistence, recurrence, and invariance. These properties
are useful to express a number of common robotic system
specifications. We observe that the propositional formulas ψ
appearing in Definition 3 are in positive normal form (PNF)
and do not include the disjunction operator. We now define
the problem statement that is addressed in this paper.
Problem Statement. Given a specification in LT Lrobotic as in
(11) which is to be satisfied by a mobile robotic system with
dynamics as in (8), synthesize a controller which produces a
system trajectory that satisfies the given specification.
Before we detail the theoretical framework to address the
above problem statement, we discuss scenarios where the QP
based controller could be infeasible.
IV. FEASIBILITY OF QP BASED CONTROLLER
Given a specification φ in LT Lrobotic, in this section, we
focus on scenarios where using existing methods in literature
[9], [12], [34] will render the controller infeasible, and provide
solutions for the same. Subsection A discusses Theorem 1
which appeared in our conference paper [13], while subsection
B proposes a relaxed formulation of the QP based controller.
A. Composite Finite Time Control Barrier Functions
Consider two robots R1 and R2 as shown in the workspace in
Fig 1. Suppose R1 is sensing information from R2 and hence
must always stay within the sensing radius of R2. Suppose
we have two regions of interest A, B and the base C. Let D
represent a corridor in the state space (denoted by the dotted
lines in Fig 1) where R1 must maintain a very small distance
of connectivity with R2. This could represent, for example,
an area with very poor network connectivity and hence the
robots must resort to communication over small distances. Let
the specification for the multi-agent system be given as φ =
♦(piA1 ∧piB2 )∧♦(piC1 ∧piC2 )∧piconn where piA1 is the proposition
that is true when R1 is in A, piB2 is the proposition that is
true when R2 is in B, and piconn is the proposition that is true
when the robots must maintain connectivity at all times. In
other words, R1 must visit A, R2 must visit B and then both
must return to the base C. In addition, R1 must always stay
connected with R2. The workspace is as shown in Fig 1.
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 5
Figure 1: Representative trajectories for R1 and R2 that satisfy
the specification φ = ♦(piA1 ∧piB2 )∧♦(piC1 ∧piC2 )∧piconn. The
area with less connectivity is the corridor D. Observe that
R1 and R2 need to maintain a small distance of connectivity
within the corridor D.
By following the method proposed in [12], the QP that is
to be solved is as follows:
min
u∈R4
||u||22
s.t L f hA(x1)+LghA(x1)u≥−γ · sign(hA(x1)) · |hA(x1)|ρ
L f hB(x2)+LghB(x2)u≥−γ · sign(hB(x2)) · |hB(x2)|ρ
L f hconn(x)+Lghconn(x)u≥−α(hconn(x))
(14)
where α is a locally Lipschitz extended class κ function,
γ > 0, ρ ∈ [0,1), x1 is the state of R1, x2 is the state of R2,
x =
[
x1 x2
]T is the total state of the system, hA is the finite
time barrier function which represents A, hB is the finite time
barrier function which represents B, and hconn is the zeroing
barrier function which dictates the connectivity radius to be
maintained by R1 with R2.
However, this QP becomes infeasible at the point when
R1 and R2 reach the corridor D. This is because the first
constraint in (14) dictates that R1 make progress towards A,
but the third constraint dictates that R1 move closer to R2 and
hence move away from A. This leads to an empty solution
space thus rendering the QP infeasible. This shows that the
above formulation of encoding multiple reachability objectives
as individual constraints is too restrictive.
In light of the above scenario, we propose a method in which
we compose multiple finite time control barrier functions. By
ensuring that the total sum of the finite time barrier functions
is always increasing, we can allow for decrease in the values of
some of the individual barrier functions thereby allowing some
robots to move away from their desired sets temporarily. This
provides a larger solution space for the QP. This is formalized
in the following theorem.
Theorem 1. Consider a dynamical system in control affine
form as in (8). Given Γ ⊂ X defined by a collection of
q≥ 1 functions {hi(x)}qi=1 such that Γ=
q⋂
i=1
{x ∈ X |hi(x)≥ 0}
and for i = {1,2,3, ...,q′} with q′ < q, hi(x) is bounded i.e.
hi(x)<Mi for all x∈X , for Mi > 0.1 If there exists a collection
{αi}q
′
i=1 with αi ∈ R>0, parameters γ > 0, ρ ∈ [0,1) and a
continuous controller u(x) where u : X → Rm, such that for
all x ∈ X
q′
∑
i=1
{
αi(L f hi(x)+Lghi(x)u(x))
}
+
γ · sign
(
min
{
h1(x),h2(x), . . . ,hq′(x)
})
≥ 0 (15)
L f hi(x)+Lghi(x)u(x)+ γ · sign(hi(x)) · |hi(x)|ρ≥ 0
∀ i ∈ {q′+1, . . . ,q} (16)
then under the feedback controller u(x), for all initial condi-
tions x0 ∈ D, there exists 0< T < ∞ such that x(T ) ∈ Γ.
Proof. By contradiction, suppose for some x0 ∈X\Γ the con-
trol law u(x) that satisfies (15) and (16) is such that there does
not exist a finite time 0< T <∞ so that x(T )∈Γ. In particular,
then for all t > 0, min
{
h1(x(t)),h2(x(t)), . . . ,hq(x(t))
}
< 0,
where x(t) is the solution to (1) initialized at x(0) under the
control law u(x). By (16) for all t > Ti =
|hi(x0)|1−ρ
γ(1−ρ) , we have
hi(x(t))≥ 0 for all i= {q′+1, . . . ,q} by Proposition 1. To that
end, if we define T ′ = max
i=q′+1,...,q
{Ti}, then for all t > T ′ we
have, min
{
h1(x(t)),h2(x(t)), . . . ,hq′(x(t))
}
< 0. In particular,
observe that
d
dt
q′
∑
i=1
{
αihi(x(t))
}
=
q′
∑
i=1
{
αi(L f hi(x)+Lghi(x)u(x))
}
(17)
so that by integration of (17) using the fundamental theorem
of calculus and (15), we have
q′
∑
i=1
{
αihi(x(t))
}
≥ γ · (t−T ′)+
q′
∑
i=1
{
αihi(x(T ′))
}
.
We observe that as t→∞,
q′
∑
i=1
{
αihi(x(t))
}
→∞. But this is a
contradiction since hi(x(t)) for i= {1,2 . . . ,q′} is bounded i.e.
q′
∑
i=1
{
αihi(x(t))
}
<
q′
∑
i=1
αiMi. Thus, there exists a 0 < T < ∞
such that x(T ) ∈
q⋂
i=1
{x ∈ Rn|hi(x)≥ 0}. 
Theorem 1 allows a system to reach an intersection of
multiple regions in the state space using a single barrier
certificate constraint, thus providing a larger set of feasible
control laws than what would result if multiple constraints
were included in the QP. We remark that [12] proposes a more
restrictive solution to the constrained reachability problem
with desired level sets being individually defined by multiple
1If all the functions are bounded, then q′ = q and so we will have only
(15) as a constraint in the QP ∀i ∈ {1,2, . . . ,q}
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finite time barrier functions in a QP. In particular, [12] allows
for the set of control laws U given by
U(x) =
{
u ∈ Rm
∣∣∣∣L f hi(x)+Lghi(x)u(x)+
γ · sign(hi(x)) · |hi(x)|ρ≥ 0
∀ i ∈ {1, . . . ,q}
}
, (18)
Note that this is equivalent to taking q′ = 0 in Theorem 1. To
that end define,
U(x) =
{
u ∈ Rm
∣∣∣∣(15) and (16) are satisfied}. (19)
Then we can formulate the following corollary
Corollary 1. The set U(x) is a superset to the set U(x). That
is, U(x)⊂ U(x) for all x ∈ X .
Corollary 1 provides an intuition for the main takeaway of
Theorem 1. The resulting set of control laws that arise from
Theorem 1 is larger than U and hence, this allows for more
flexibility. In Section VI, we provide a detailed analysis of the
use of Theorem 1 applied to a specification very similar to the
one shown in Fig 1.
B. Prioritization of Zeroing Control Barrier Functions
In this subsection, we introduce a methodology for priori-
tizing different zeroing control barrier functions. In particular,
our proposed formulation is similar to [31] where different
tasks represented by multiple zeroing barrier functions are
prioritized for a multi-agent system. Our proposed method
is different in the sense that, in addition to the zeroing
barrier functions, we also incorporate finite time control barrier
functions which are treated as hard constraints in the QP based
controller.
Consider the following motivating example. Suppose we
have a goal region G = {x ∈ X |hG(x)≥ 0} where hG :X →R
is a finite time control barrier function, encapsulated by an
obstacle O = {x ∈ X |hO(x) ≤ 0} where hO : X → R is a
zeroing control barrier function. Suppose the specification for
the robot is φ =♦G∧¬O. By following the method proposed
in existing works such as [10], [11], [3], [12], the QP that is
to be solved is as follows:
min
u∈Rm
||u||22
s.t L f hG(x)+LghG(x)u≥−γ · sign(hG(x)) · |hG(x)|ρ
L f hO(x)+LghO(x)u≥−α(hO(x))
(20)
where γ > 0, ρ ∈ [0,1) and α is a locally Lipschitz extended
class κ function.
However, since the obstacle is encapsulated by the goal,
the two constraints are in conflict and hence the QP will be
infeasible. In order to tackle scenarios such as the one above,
we propose a relaxed formulation of the QP similar to the one
in [9], [31].
Consider p zeroing control barrier functions and n finite
time control barrier functions. Let P be the index sets for
the zeroing barrier functions. Some or all of the zeroing
barrier functions may be in conflict with the finite time barrier
function. The generalized relaxed QP is of the form,
min
v=
[
uT ,ε1, . . . ,εp
]T∈Rm+p ||u||
2
2+
1
2
ΞTWΞ
s.t (15) holds
L f hi(x)+Lghi(x)u≥−α(hi(x))− εi , ∀i ∈ P
(21)
where Ξ =
[
ε1,ε2, . . . ,εp
]T ∈ Rp, W ∈ Rp×p is a diagonal
matrix with the diagonal elements as (w1,w2, . . . ,wp) where
wi ∈R>0 is a weight associated with the the slack variable εi
for all i ∈ {1,2, . . . , p}, and αi is a locally Lipschitz extended
class κ function. The weight matrix W allows one to encode
the notion of “priority” for the barrier functions. For example,
if the weight wi corresponding to the slack variable εi is large,
then then ith zeroing barrier function constraint has higher
priority over other constraints.
Remark 2. Similar to the discussion in Remark 2 in [9], if
the reachability and invariance constraints are not in conflict,
then with an appropriate choice of the weight matrix W, we
will have εi ≈ 0 for some i ∈ {1,2, . . . ,q}. Also, note that we
extend the formulation provided in [9] from two constraints to
multiple constraints.
The relaxed QP returns a control law that allows the system
to reach the desired level set in a finite time while minimally
violating the invariance constraints if there is a conflict with
the finite time barrier function. We present the following case
study which uses the relaxation based controller (21).
1) Example: Consider a robot with single integrator dy-
namics
x˙ = u (22)
where x ∈ X ⊂ R2, and u ∈ R2. Let D ⊂ X be a compact
domain in the state space. The workspace is as shown in Fig 2.
Suppose we have two unsafe regions A and B and a goal
region C. Let C be contained within A and B. Suppose the spec-
ification to be satisfied by the robot is φ = ♦C∧(¬A∧¬B).
From Fig 2, we observe that satisfaction of φ is impossible
without entering the regions A or B. However, suppose that
region A has greater priority than region B and hence violation
of B is allowed to some extent.
With this additional flexibility, we can employ the proposed
QP as in (21) with the weights wA ∈ R>0 set to be a large
value and wB ∈ R>0 set to be a small value. We then solve
(21) which gives us a family of trajectories (depending on the
values of the weights wA and wB) of the robot as shown in
Fig 2. Observe that with different weights wA and wB for the
regions in the QP, we obtain a different trajectory. This allows
one to also encode the notion of priority in the QP.
V. SYNTHESIS AND ANALYSIS OF QUADRATIC PROGRAM
BASED CONTROLLER
In this section, we detail the theoretical framework which
provides formal guarantees that the quadratic program (QP)
based controller indeed produces a system trajectory that satis-
fies the given specification. We also describe the methodology
to synthesize the barrier funtion based QP controller given an
LT Lrobotic specification.
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Figure 2: A family of trajectories for the robot generated by
the relaxed QP (21). By changing the values of the entries in
the weight matrix W , one can encode the notion of priority
for different regions in the state space as can be seen from the
various trajectories.
A. Lasso Type Constrained Reachability Objectives
From Section III, recall that for any σ ∈ 2Π, we have
L−1(σ) = {x ∈X |σ = L(x)}. We define a trace as a sequence
of sets of atomic propositions. The trace of the trajectory of a
continuous time dynamical system is defined as the sequence
of propositions satisfied by the trajectory. This is formalized
in the definition below.
Definition 5 (Trace of a trajectory [35]). An infinite sequence
σ = σ0σ1 . . . where σi ⊆ Π for all i ∈ N is the trace of a
trajectory x(t) if there exists an associated sequence t0t1t2 . . .
of time instances such that t0 = 0, tk → ∞ as k→ ∞ and for
each m ∈ N, tm ∈ R≥0 satisfies the following conditions:
• tm < tm+1
• x(tm) ∈ L−1(σm)
• If σm 6= σm+1, then for some t ′m ∈ [tm, tm+1], x(t) ∈
L−1(σm) for all t ∈ (tm, t ′m), x(t) ∈ L−1(σm+1) for all
t ∈ (t ′m, tm+1), and either x(t ′m) ∈ L−1(σm) or x(t ′m) ∈
L−1(σm+1).
• If σm = σm+1 for some m, then σm = σm+k for all k > 0
and x(t) ∈ L−1(σm) for all t ≥ tm. 
The last condition of the above definition implies that a trace
contains a repeated set of atomic propositions only if this set
holds for all future time. This is useful to capture for example,
a stability condition of the system. By forbidding repetitions
in other cases, we ensure that a particular trajectory possesses
a unique trace. This exclusion is without loss of generality
since we only consider LT Lrobotic specifications without the
next operator.
It is well established that if there exists a trace that satisfies
a LTL specification, then there exists a trace which satisfies
the specification in lasso or prefix-suffix form [14], where a
trace σ is in lasso form if it is comprised of a finite horizon
prefix σpre and a finite horizon suffix σsuff that is repeated
infinitely often. Both σpre and σsuff are finite sequences of
sets of atomic propositions such that the trace σ is equal to
the prefix followed by an infinite repetition of the suffix. Such
a lasso-type trace is denoted as σ = σpre(σsuff)ω , where ω
denotes infinite repetition. Atomic propositions of a continuous
time dynamical system are subsets of the domain, and, hence,
it is possible to interpret such lasso traces as sequences
of constrained reachability problems in lasso form, which
forms the basis of our control synthesis methodology. This
is formalized in the following definitions.
Definition 6 (Constrained reachability objective). Given a
target set Γ ⊂ X and a safety set Σ ⊂ X , the constrained
reachability objective, denoted by R(Σ,Γ), is defined as the
reachability problem to be solved so that the state of the system
reaches the set Γ in finite time while remaining in Σ until it
reaches Γ. 
The constrained reachability objective for a system (8) is
solved from a given initial condition in Σ if a control policy
is found which drives the state of the system to Γ while
remaining in Σ until it reaches Γ.
Definition 7 (Lasso Type Constrained Reachability Sequence).
A lasso-type constrained reachability sequence is a sequence
of constrained reachability objectives in lasso form such that
each subsequent safety set is compatible with the prior goal
set. That is, a lasso-type constrained reachability sequence has
the form
Rlasso =
(
R1R2 . . .Rp
)(
Rp+1,Rp+2 . . .Rp+`
)ω
, (23)
where p> 0, `≥ 1, and each R j = R(Σ j,Γ j) for some Γ j,Σ j ⊂
X satisfying Γ j ⊆ Σ j+1 for all j ∈ {1,2, . . . , p+ `− 1} and
Γp+` ⊆ Σp+1. The sequence (R1R2 . . .Rp) is a finite horizon
prefix objective and (Rp+1,Rp+2 . . .Rp+`) is a finite horizon
suffix objective that is repeated infinitely often. 
The lasso-type constrained reachability sequence is consid-
ered feasible if each constituent reachability objective is solved
successfully in sequence. Note that if p = 0, then the finite
prefix has length zero and the lasso sequence is then given by
Rlasso =
(
R1,R2 . . .R`
)ω
. (24)
By the preceding discussion, if there exists a trace that
satisfies a given LT Lrobotic specification, then there exists a
lasso-type constrained reachability sequence which, if feasible,
guarantees that the system satisfies the LT Lrobotic specification.
One can view the lasso type reachability sequence as a bridge
between the LT Lrobotic specification and the set based approach
of our proposed controller.
B. Construction Of Lasso-type Reachability Sequence
Consider a LT Lrobotic specification φ as in (11). Given φ ,
our first objective is to generate the lasso-type constrained
reachability sequence of the form (23).
Definition 8 (Lasso Template). Given a LT Lrobotic specifica-
tion φ , a lasso template is an enumeration of the form
O2 : {1,2, . . . ,k}→ I2 (25)
O3 : {1,2, . . . , `}→ I3 (26)
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where the index sets I2 and I3 are as per Definition 3 and
k = |I2| and `= max{|I3|,1}. 
Note that it is computationally straightforward to obtain
some lasso template simply by arbitrarily enumerating the
elements of the index sets I2 and I3.
A lasso-type reachability sequence of the form (23) or
(24) is constructed using Algorithm 1. Define k = |I2|, ` =
max{|I3|,1}, and p is defined as,
p =
{
k+1 if J4 6= /0
k otherwise
where I2, I3, and J4 are as per Definition 3. Algorithm 1
describes the methodology to obtain a lasso sequence as in
(23) or (24) from a given specification. For example, suppose
we have a complex specification where all operators (φglobe,
φreach, φrec, φact ) in Definition 3 appear in the specification φ .
We define
Γi = JψO2(i)2 K for all i = 1,2, . . . , p−1 (27)
Σi = Jψ1K for all i = 1,2, . . . , p (28)
Γp = Jψ4K (29)
Γp+i = JψO3(i)3 K for all i = 1,2, . . . , ` (30)
Σi = Jψ1K∩ Jψ4K for all i = p+1, p+2, . . . , p+ `. (31)
Then we construct the lasso-type reachability sequence of the
form (23) with Ri = Ri(Σi,Γi) for all i= 1,2, . . . , p+`. Recall
that the proposition sets appearing in (27)–(31) are given byJψiK= ⋂
∀pi∈Ji
JpiK and, Jψ ji K= ⋂
∀pi∈J ji
JpiK , (32)
where ψi, Ji for all i ∈ {1,4}, ψ ji , J ji for all i ∈ {2,3} and
for all j ∈ Ii are as per Definition 3. Note that if Ji = /0 (resp.
J ji = /0), then JψiK= /0 (resp., Jψ ji K= /0) for any i∈{1,4} (resp.,
i ∈ {2,3} and j ∈ Ii). The above construction is summarized
in Algorithm 1 which covers all possible specifications.
C. Synthesis of Quadratic Program based Controller
We next encode the reachability objectives as finite time and
zeroing control barrier functions in a QP. This is described in
Algorithm 2. Each Γi is encoded with finite time control barrier
function(s) with (5) or (19) as constraint(s) whereas each Σi
is encoded with zeroing control barrier function(s) with (3) as
constraint(s) in the QP. The designer is free to choose a locally
Lipschitz α function for (2). In order to solve a particular
reachability objective Ri(Σi,Γi) where i ∈ {1,2, . . . ,n}, we
solve a QP as in (7). Note that solving a QP in real time is
typically done in a few milliseconds, and hence Algorithm 2
is amenable to real time implementation on robotic platforms.
D. Analysis Of Trajectory Generated by QP Controller
Observe that there is a one-to-one correspondence between
elements of P(Πaug) and subsets of Π. Let ι : 2Π→ P(Πaug)⊂
2Πaug be the canonical bijective mapping for a subset σ ∈ 2Π
with the corresponding mapping ι(σ) ∈ P(Πaug) given by,
pi ∈ σ ⇐⇒ pi ∈ ι(σ) and pi 6∈ σ ⇐⇒ pi ∈ ι(σ). (33)
Algorithm 1 Lasso-type Reachability Sequence Generator
Input : φ , O2, O3
Output: Rlasso
1: if J4 6= /0 then
2: p← k+1
3: if k 6= 0 then
4: Γi = JψO2(i)2 K for all i = 1,2, . . . , p−1
5: Σi = Jψ1K for all i = 1,2, . . . , p−1
6: end if
7: Γp = Jψ4K
8: Σp = Jψ1K
9: Γp+i = JψO3(i)3 K for all i = 1,2, . . . , `
10: if J1 = /0 then
11: Σp+i = Jψ4K for all i = 1,2, . . . , `
12: else
13: Σp+i = Jψ1K∩ Jψ4K for all i = 1,2, . . . , `
14: end if
15: Ri = Ri(Σi,Γi) for all i = 1,2, . . . , p+ `
16: Return Rlasso as in (23)
17: else
18: p← k
19: if p 6= 0 then
20: Γi = JψO2(i)2 K for all i = 1,2, . . . , p
21: Γp+i = JψO3(i)3 K for all i = 1,2, . . . , `
22: Σi = Jψ1K for all i = 1,2, . . . , p+ `
23: Ri = Ri(Σi,Γi) for all i = 1,2, . . . , p+ `
24: Return Rlasso as in (23)
25: else
26: Γp+i = JψO3(i)3 K for all i = 1,2, . . . , `
27: Σp+i = Jψ1K for all i = 1,2, . . . , `
28: Ri = Ri(Σi,Γi) for all i = 1,2, . . . , p+ `
29: Return Rlasso as in (24)
30: end if
31: end if
Algorithm 2 Quadratic Program based Controller
Input : Rlasso
1: if p 6= 0 then
2: for i = 1,2, . . . , p do
3: Encode Γi with FCBFs
4: Encode Σi with ZCBFs
5: while x /∈ Γi do
6: Solve R(Σi,Γi) as in (7)
7: end while
8: end for
9: end if
10: while true do
11: for i = p+1, . . . , p+ ` do
12: Encode Γi with FCBFs
13: Encode Σi with ZCBFs
14: while x /∈ Γi do
15: Solve R(Σi,Γi) as in (7)
16: end while
17: end for
18: end while
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For notational convenience, we do not explicitly differentiate
between a subset σ ⊂Π and its mapping ι(σ) ∈ P(Πaug).
Given Algorithm 2, we now provide formal guarantees
which prove that the QP from Algorithm 2 indeed produces a
system trajectory which satisfies the system specification.
Definition 9 (Descendant). Given a LT Lrobotic specification
φ with a lasso template O2 and O3 as in Definition 8, a
descendant of the lasso template is any infinite length sequence
of the form
σ =
{
σ1,1σ1,2 . . .σ1,n1
}{
σ2,1σ2,2 . . .σ2,n2
}
. . .{
σp,1σp,2 . . .σp,np
}
. . . , (34)
where σi, j ∈ P(Πaug) for all i = 1,2, . . . , j = 1,2, . . . ,ni and
1) J1 ⊆ σi, j for all i ∈ {1,2, . . . , p} and for all j ∈
{1,2, . . . ,ni}
2) JO2(i)2 ⊆ σO2(i),nO2(i) for all i ∈ {1,2, . . . ,k}
3) J4 ⊆ σp,np
4) JO3(i)3 ⊆ σm,nm where m = p+ d`+O3(i) for all d ∈
{0,1,2 . . .} and for all i ∈ {1,2, . . . , `}
5) J1 ∪ J4 ⊆ σi, j for all i ∈ {p+ 1, . . .} and for all j ∈
{1,2, . . . ,ni}. 
Intuitively, a descendant σ of a given template is a sequence
of atomic propositions visited by the system such that the it
respects the safety sets Σi and also reaches the target sets
Γi in a finite time for all i ∈ {1,2, . . . , p+ l}. In (34), each
set σi =
{
σi,1σi,2 . . .σi,ni
}
corresponds to the ith constrained
reachability objective in the lasso sequence (23) or (24)
and the set σp =
{
σp,1σp,2 . . .σp,np
}
is the last constrained
reachability objective in the finite prefix part of the lasso
sequence after which the sequence switches to the suffix.
Proposition 3. Given a lasso template as in Definition 8 for
a LT Lrobotic specification φ as in (11), any descendant σ of
this template is such that σ |= φ .
Proof. Let φ = φglobe∧φreach∧φrec∧φact be a specification as
in (11). LetO2 andO3 be a lasso template for the specification.
Let σ be a descendant of the lasso template as in Definition
9.
We provide a proof by construction by considering four in-
dividual cases for the specification φ . Then, since conjunction
preserves the results from these cases [14], we combine them
to provide a proof for the entire fragment of LTL.
Case 1: Suppose φ = φglobe =ψ1 for ψ1 =
n∧
m=1
pim, where
pim ∈Πaug. Thus we have J1 = {pi1, . . . ,pin}, JO2(i)2 = { /0} for all
i ∈ {1,2, . . . ,k}, JO3(i)3 = { /0} for all i ∈ {1,2, . . . , `} and J4 =
{ /0}. A descendant trace of the template is as per Definition
9. Thus, from condition 1 in Definition 9 , we observe that
J1 = {pi1, . . . ,pin} ⊆ σi, j for all i ∈ {1,2, . . .} and for all j ∈
{1,2, . . . ,ni}. Hence, we can conclude that σ |= φglobe.
Case 2: Suppose φ = φact = ♦ψ4 for ψ4 =
n∧
m=1
pim where
pim ∈ Πaug. Thus we have J1 = { /0}, JO2(i)2 = { /0} for all
i ∈ {1,2, . . . ,k}, JO3(i)3 = { /0} for all i ∈ {1,2, . . . , `} and J4 =
{pi1, . . . ,pin}. A descendant trace of the template has a closed
form expression as in Definition 9. Thus, from condition 3
in Definition 9, we have J4 ⊆ σp,np , and from condition 5 in
Definition 9, we observe that J4 = {pi1, . . . ,pin} ⊆ σi, j for all
i ∈ {p+1, p+2, . . .} and for all j ∈ {1,2, . . . ,ni}. Hence, we
can conclude that σ |= φact .
Case 3: Suppose φ = φreach =
∧
j∈I2
♦ψ j2 . Thus we have
J1 = { /0}, JO3(i)3 = { /0} for all i ∈ {1,2, . . . , `} and J4 = { /0}. A
descendant trace of the template has a closed form expression
as in Definition 9. Thus, from condition 2 in the definition,
we observe that JO2(m)2 = {pi1, . . . ,pin} ⊆ σO2(m),nO2(m) for all
m ∈ {1,2, . . . ,k}. Hence, we can conclude that σ |= φreach.
Case 4: Suppose φ = φrec =
∧
j∈I3
♦ψ j3 . Thus we have
J1 = { /0}, JO2(i)2 = { /0} for all i ∈ {1,2, . . . ,k} and J4 = { /0}.
A descendant trace of the template has a closed form ex-
pression as in Definition 9. Thus, from condition 4 in the
definition, we observe that JO3(q)3 = {pi1, . . . ,pin} ⊆ σm,nm for
all m = p+ dl +O3(q), for all d ∈ {0,1,2 . . .} and for all
q ∈ {1,2, . . . , `}. Hence, we can conclude that σ |= φrec.
Thus, by combining the results from Cases 1, 2, 3 and 4
with conjunction [14], we can conclude that σ satisfies φ =
φglobe∧φreach∧φrec∧φact . That is, σ |= φ . 
Next we state Theorem 2 which provides a theoretical
guarantee that if Algorithm 2 is feasible, then the trace of
the resulting system trajectory satisfies the specification.
Theorem 2. Given a LT Lrobotic specification φ and a lasso
template O2 and O3 as in Definition 8, let Rlasso be the lasso-
type constrained reachability sequence as in (23) generated
from Algorithm 1. If Algorithm 2 is feasible, then the trace of
the system trajectory x(t) satisfies φ .
Proof. As per Algorithm 2, each Σi is encoded as constraint(s)
with zeroing control barrier function(s) for all i∈ {1,2, . . . , p+
`}. From Proposition 1, this guarantees forward invariance
of the atomic propositions that need to remain true or need
to remain false. Since the QP from Algorithm 2 is feasible,
conditions 1 and 5 from Definition 9 are satisfied. Since each
Γi is encoded as constraint(s) with finite time control barrier
function(s) for all i∈ {1,2, . . . , p+`}, from Theorem 1 we can
guarantee finite time convergence to atomic propositions that
need to be reached in finite time. This satisfies conditions 2, 3
and 4 of Definition 9. Thus, all conditions in Definition 9 are
satisfied. Since the QP is feasible, we conclude that Algorithm
2 generates a descendant σ of the lasso template.
From Proposition 3, we know that given a lasso template,
any descendant σ of the lasso template is such that it satisfies
the specification. From the previous analysis, we know that
the QP from Algorithm 2 produces a descendant of the
lasso template. The mapping ι being bijective and combining
Proposition 3 with the previous analysis, we can conclude
that QP from Algorithm 2 produces a trace of the trajectory
of the system that satisfies the given specification. That is,Jι−1(σ)K= JσK |= φ . 
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Note that while Algorithm 2 and Theorem 2 assume that
the QP (7) is feasible, one can always use the relaxed QP
(21) for feasibility. In that case, although feasibility of the
controller is more likely, Theorem 2 may no longer hold
since the relaxation parameters ε can be non-zero so that
the corresponding atomic propositions are no longer satisfied.
However, such a situation is not considered in this paper.
VI. CASE STUDY
In this section, we provide a case study that details the
barrier functions based QP framework which synthesizes a
system trajectory that satisfies the specification. This case
study was implemented in the Robotarium multi-robot testbed
at Georgia Tech [36]. The Robotarium consists of differential
drive mobile robots which can be programmed using either
MATLAB or Python.
The unicycle kinematics which describe the differential
drive robots is given by x˙y˙
φ˙
=
cos(φ) 0sin(φ) 0
0 1
[ v
ω
]
,
where x ∈ R and y ∈ R represent the position of the robot,
φ ∈ (−pi,pi] represents it’s orientation, v ∈ R and ω ∈ R are
the linear and angular velocity inputs to the robot respectively.
Before we proceed with the case study, we point out that
we treat the robots as single integrators and then using the
Near Identity Diffeomorphism (NID) technique presented in
[37], we can map the single integrator velocities to unicycle
velocities. The unicycle kinematics is a more accurate model
for the differential drive robot.
In particular, the near identity mapping is given by[
v
ω
]
= RT (φ)
[
1 0
0 1L
][
x˙L
y˙L
]
where R(φ) is the rotation matrix, x˙L and y˙L is the velocity
of a point located at a distance L ahead of the centre of mass
(CoM) of the robot. The method of treating the unicycle as a
single integrator is a common approach in existing literature
and is also the method used in the Robotarium™ test bed [36].
Consider a team of three robots: one surveillance robot (R3)
and two attack robots (R1 and R2). The surveillance robot needs
to collect information regarding the position of two targets, and
then return back to the base. Once the information has been
relayed to the base by the surveillance robot, the attack robots
must visit the targets infinitely often. In addition to this, the
attack robots must stay connected with each other at all times,
and all the robots must avoid a danger zone where they can
be attacked.
Let D⊂R2 be the workspace for each robot and let D×D×
D ⊂R6 be the domain of the three robot system with regions
A= {A,B,C,O}. The dynamics for each agent i ∈ {1,2,3} is
x˙i = ui (35)
where xi ∈ D and ui ∈ R2.
Target 1 is labelled as A, target 2 is labelled as B the base is
labelled as C, and O is the danger zone (obstacle). The set of
atomic propositions is given by Π= {piri ,piri}∪{piconn,piconn}
for all i∈{1,2,3} and r∈{A,B,C,O}. The regions A, B, C are
defined as Jpiri K= {x ∈ D3|hr(xi)≥ 0} for all r ∈ {A,B,C,O}
and for all i ∈ {1,2,3}. For each Jpiri K with i ∈ {1,2,3}, r ∈
{A,B,C,O}, let
piri =
{
1 if xi ∈ r
0 otherwise. (36)
This means piri = 1 if and only if agent i is in region r. The
additional connectivity constraint that must be maintained by
R1 and R2 is given as hconn(x)≥ 0 where
hconn(x) = d2conn(x)−||x2− x1||2, (37)
where dconn : D×D×D → R is the connectivity distance
between the two agents that needs to be maintained, and
||x2− x1|| is the inter-agent distance. We consider
d2conn(x) = (x2,1+δ1)
2+δ2, (38)
where δ1 and δ2 are constants, and x2,1 is the x coordinate of
R2 in the workspace. The connectivity set corresponding to the
proposition piconn is defined as JpiconnK = {x ∈ D3|hconn(x) ≥
0}. Such a constraint captures a situation in which the robots
have poor connectivity in certain areas of the workspace,
which requires them to maintain a closer distance with each
other. In areas where the robots have strong connectivity, they
are free to maintain a larger distance from each other.
The LT Lrobotic specification for the task described previ-
ously is
φ = (♦piA3 ∧♦piB3 ∧♦piC3 )∧♦(piA1 ∧piB2 )∧♦(piC1 ∧piC2 )
∧(piconn∧¬piO1 ∧¬piO2 ∧¬piO3 ).
(39)
From the formalism in Definition 7 and Algorithm 1, we
obtain the lasso-type constrained reachability objective,
Rlasso =
(
R1(Σ1,Γ1)R2(Σ2,Γ2)R3(Σ3,Γ3)
)
(40)(
R4(Σ4,Γ4)R5(Σ5,Γ5)
)ω
(41)
where Σi = JpiconnK∩ Jpi1OK∩ Jpi2OK∩ Jpi3OK for i = 1,2,3,4,5,
Γ1 = JpiA3 K, Γ2 = JpiB3 K, Γ3 = JpiC3 K, Γ4 = JpiA1 K∩ JpiB2 K, Γ5 =JpiC1 K∩ JpiC2 K.
Next, we use Algorithm 2 to generate the pointwise con-
troller for the system.
The first reachability objective is encoded in the QP as
∂ (hA(x3))
∂x
u≥−γ · sign(hA(x3)) · |hA(x3)|ρ
∂hO(xi)
∂x
u≥−γ ·hO(xi)3, for all i ∈ {1,2,3}
∂hconn(x)
∂x
u≥−γ ·hconn(x)3.
The second reachability objective is encoded in the QP as
∂ (hB(x3))
∂x
u≥−γ · sign(hB(x3)) · |hB(x3)|ρ
∂hO(xi)
∂x
u≥−γ ·hO(xi)3, for all i ∈ {1,2,3}
∂hconn(x)
∂x
u≥−γ ·hconn(x)3.
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Figure 3: A still shot of the trajectories for the robots R1, R2
and R3 for the specification φ as in (39). Observe that R1 moves
temporarily away from target 1 temporarily in order to satisfy
the connectivity constraint, but Theorem 1 results in feasible
solutions at those points. From the figure, we observe that the
robots maintain connectivity and avoid the danger zone at all
times.
The third reachability objective is encoded in the QP as
∂ (hC(x3))
∂x
u≥−γ · sign(hC(x3)) · |hC(x3)|ρ
∂hO(xi)
∂x
u≥−γ ·hO(xi)3, for all i ∈ {1,2,3}
∂hconn(x)
∂x
u≥−γ ·hconn(x)3.
The fourth reachability objective is encoded in the QP as
∂ (hA(x1)+hB(x2))
∂x
u≥−γ · sign(min{hA(x1),hB(x2)})
∂hO(xi)
∂x
u≥−γ ·hO(xi)3, for all i ∈ {1,2,3}
∂hconn(x)
∂x
u≥−γ ·hconn(x)3.
The fifth reachability objective is encoded in the QP as
∂ (hC(x1)+hC(x2))
∂x
u≥−γ · sign(min{hC(x1),hC(x2)})
∂hO(xi)
∂x
u≥−γ ·hO(xi)3, for all i ∈ {1,2,3}
∂hconn(x)
∂x
u≥−γ ·hconn(x)3.
If Ui(x) is the set of feasible control laws that satisfies all
the constraints for each reachability objective, then for all i =
{1,2,3,4,5} the QP that is solved is,
min
u∈R6
||u||22
s.t u ∈ Ui(x).
(42)
From Theorem 2 we conclude that these trajectories indeed
satisfy the specification φ . The switching between the current
reachability objective to the next is automatic. It occurs when
the state of the system reaches the desired set of states. That
is, the switching from reachability objective i to objective i+1
occurs when x ∈ Γi for all i ∈ {1,2,3,4}.
In Fig 3, Q, P and M are the initial conditions for robots
R1, R2 and R3 respectively. In sections of the trajectory for R1,
0 5 10 15
-200
-150
-100
-50
0
50
Figure 4: Level sets for goal A and goal B. Even though
R1 moves away from goal A for a brief moment, the net
total progress towards the goals is increasing at all times thus
guaranteeing feasibility within the connectivity corridor.
we see that it moves away from target 1. However, because
of Theorem 1, the QP is feasible along this portion of the
trajectory. This can be seen more clearly in Fig 4. Observe
that even though R1 moves temporarily away from A, the net
progress towards the targets is increasing and hence the QP
is returns a feasible solution solution. At all times, R1 and R2
stay connected as per the distance dictated by (37) and avoid
the danger zone, as seen in Fig 3. Thus, we see that by solving
this sequence of constrained reachability objectives, the multi-
agent system satisfies the specification. Fig 3 is a still shot of
the experiment conducted on the Robotarium™ multi-robot
testbed at Georgia Tech [36] 2 3.
VII. CONCLUDING REMARKS
In this paper, we provided a framework for the control
of mobile robotic systems with control affine dynamics. In
particular, we used control barrier functions and temporal logic
as the tools to develop this framework. First, we discussed
issues regarding feasibility of the QP based controller. We
provided a new method to compose multiple finite time barrier
functions in order to obtain a larger feasible solution set as
compared to existing methods in literature. We also proposed
a modified QP based controller which prioritizes different
zeroing control barrier functions. Second, we developed a fully
automated framework which synthesizes a barrier function
based controller given a specification. Last, we provided
formal guarantees that the QP based controller generates a
system trajectory that satisfies the given specification.
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