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introduction 
The Sahel is the semiarid West African region between the Sahara desert and 
the wet tropical savanna. The Sahel rainfall depends on the West African 
Monsoon (WAM) system and peaks between July and September. The rain­
fall regimes of the Amazonia and Northeast regions, located in northern 
Brazil, depend on the South American Monsoon system. The Amazonia is 
the region covered by the Amazon River basin, where heavy rains occur 
throughout the year but with a rainier season extending from December to 
May. The Northeast is a semiarid region with a short rainy season between 
March and May. 
Precipitation regimes in these three regions have undergone changes over 
time with important humanitarian, environmental and economic consequences 
and have been a major topic of study (e.g. Rodríguez-Fonseca et al., 2015; 
Zhou and Lau, 2001; Marengo et al., 2016). At decadal-to-multidecadal time 
scales, these changes have been mainly associated with the global sea sur­
face temperature (SST) variability. Particularly, the Sahel precipitation has 
been associated with the global warming (GW), the Atlantic Multidecadal 
Variability (AMV) and the Interdecadal Paciﬁc Oscillation (IPO) modes of 
decadal-to-multidecadal SST variability (e.g. Mohino et al., 2011a). The Ama­
zonia and Northeast rainfall changes have been related to the Paciﬁc and the 
Atlantic SST variability at decadal time scales (e.g. Grimm and Saboia, 2015), 
which is led by the AMV and IPO. 
Climate study through Global Circulation Models (GCMs) is crucial to un­
derstand climate changes and assessing its effects. So, in the ﬁrst part of this 
Thesis a multi-model analysis is done addressing the inﬂuence of the main 
decadal-to-multidecadal modes of SST variability on precipitation in the Sa­
hel, Amazonia and Northeast using different GCMs simulations from the 5th 
phase of the Coupled Model Intercomparison Project (CMIP5) (Taylor et al., 
2012). 
Particularly in the Sahel, the decadal-to-multidecadal precipitation vari­
ability along the recent past and even for the future has been extensively 
studied, but barely prior to the 20th century. Only a few studies suggest that 
xiii 
xiv abstract 
the Sahel experienced a long wet period throughout the late-19th century. 
This motivates the second part of this Thesis, which seeks to reproduce this 
period with an atmospheric GCM (AGCM) forced with observed SST since 
1854. 
objectives 
The objective of this Thesis is to achieve a better understanding of the SST 
decadal-to-multidecadal variability on rainfall in the Sahel, Amazon and 
Northeast regions. For that purpose, a multi-model analysis is done aim­
ing to characterize the main modes of SST variability (GW, AMV and IPO) 
in observations and CMIP5 simulations, assess their impacts on precipita­
tion in the three regions and the causes of such links. Other goals are to 
seek whether these links are expected to change in the future, discuss an 
eventual role of the radiative forcing on the AMV and IPO and assess the 
contribution of the SST modes to the total decadal-to-multidecadal rainfall 
variance in the regions of interest. A ﬁnal objective is to ﬁnd out whether the 
long rainy period of the late-19th century can be reproduced with an AGCM 
forced with observed SST and the factors that caused it. 
data and methodology 
Monthly data from different simulations of 17 CMIP5 models are used. The 
simulations analyzed are: historical (simulates the recent past with imposed 
observed external radiative forcing), piControl (radiative forcing is ﬁxed to 
pre-industrial values), RCP8.5 (future projections with a representative con­
centration pathway of high concentrations of greenhouse gases) and histori­
calGHG (similar to the historical simulation but with greenhouse gas forcing 
only) (Taylor et al., 2012). For the sake of robustness in the observational re­
sults, different SST and precipitation data bases and reanalyses are analyzed. 
A set of simulations are performed using the 5th version of the Laboratoire 
de Météorologie Dynamique (LMDZ) AGCM (Hourdin et al., 2013). In a ﬁrst 
set of simulations, the LMDZ is run with imposed observed boundary con­
ditions over 1854-2000. Secondly, a set of sensitivity experiments have been 
done for 1854-1910 imposing full variability of the SST only in the Atlantic 
or in the Indo-Paciﬁc while the rest is ﬁxed to the climatological seasonal 
cycle. 
abstract xv 
The methodology used is based in mathematical tools commonly used in 
climate studies, such as EOF, linear regression and correlation analysis and 
ﬁltering of time series, among others. 
results and conclusions 
The results are presented in two parts: 
1. The ﬁrst part shows the results from the multi-model analysis. CMIP5 
models, on average, can reproduce the main observed features of the 
GW, AMV and IPO and their impacts. The main results and conclu­
sions obtained are: 
• The GW has been prone to aerosol changes in the recent past. 
This induces inter-model differences but do not affect the way 
CMIP5 models, on average, reproduce the rainfall response: a dry­
ing in the Sahel and more precipitation in Amazonia and North­
east of Brazil. The GW reduces the WAM low-level circulation 
in response to a tropical SST warming. It also enhances convec­
tion over northern Brazil through anomalous Walker circulation 
related with the tropical Paciﬁc SST anomalies (SSTA) in observa­
tions. But CMIP5 models fail in reproducing the tropical Paciﬁc 
SSTA in the GW pattern, affecting the reliability of the simulated 
precipitation response in northern South America. 
• During positive AMV phases, the Sahel and Amazonia precipi­
tation are enhanced and reduced in the Northeast (the opposite 
during negative phases). Positive (negative) AMV induces inter­
hemispheric pressure gradient promoting anomalous northward 
(southward) shifts of the Intertropical Convergence Zone. 
• The IPO has negative impact on rainfall in the three regions. Pos­
itive (negative) IPO produces Walker circulation anomalies from 
the tropical Paciﬁc with anomalous subsidence (rise) over West 
Africa and northern South America. 
The results also show that the aerosol radiative forcing effects induce 
inter-model uncertainties as to the simulated AMV, which shows slight 
differences between historical and piControl. The IPO signal, instead, 
show no noticeable differences. This suggests that the AMV may have 
a component of external forcing while the IPO is dominated by internal 
variability. 
The RCP8.5 future projections reveal a different GW pattern and im­
pacts on rainfall to the historical simulations. However, they show sim­
xvi abstract 
ilar AMV and IPO behavior. This suggest that changes in the precip­
itation response to the GW in the three regions studied are expected 
under the future scenario described by the RCP8.5 projections, but not 
in the case of the AMV and the IPO. 
A multi-linear regression analysis between the GW, AMV and IPO in­
dices and the precipitation index of each region show that CMIP5 mod­
els, in general, do not reproduce the observed contribution of each 
mode of SST to the total decadal-to-multidecadal rainfall variability. 
The proper simulation of the decadal-to-multidecadal rainfall variabil­
ity in the regions studied is related to the correct SSTA distribution in 
the simulated patterns and with the monsoon atmospheric circulation 
sensitivity to the SST changes. 
2. The second part of results shows that the LMDZ model reproduces 
a long Sahel rainy period in the late-19th century in response to ob­
served SST forcing since 1854. The sensitivity experiments show that 
the Atlantic SST plays a dominant role inducing such a precipitation 
enhancement through enhanced convection over the Sahel and more 
moisture supply from the tropical Atlantic. 
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introducción 
El Sahel es la región semiárida de África Occidental entre el desierto del 
Sáhara y la húmeda sabana tropical. La precipitación del Sahel depende 
del sistema del Monzón de África Occidental (WAM1 ) y alcanza su punto 
máximo entre julio y septiembre. Los regímenes de precipitación de la Ama­
zonía y Nordeste, ubicadas en el norte de Brasil, dependen del sistema del 
Monzón Sudamericano. La Amazonía es la región cubierta por la cuenca del 
río Amazonas, donde se producen fuertes lluvias durante todo el año, pero 
con una temporada más lluviosa que se extiende desde diciembre a mayo. 
El Nordeste es una región semiárida con una estación lluviosa corta entre 
marzo y mayo. 
Los regímenes de precipitación en estas tres regiones han experimentado 
cambios a lo largo del tiempo con importantes consecuencias humanitarias, 
ambientales y económicas y han sido objeto de diversos estudios (Rodríguez-
Fonseca et al., 2015; Zhou and Lau, 2001; Marengo et al., 2016). A escalas de 
tiempo decadales a multidecadales, estos cambios se han relacionado prin­
cipalmente con la variabilidad de la temperatura de la superﬁcie del mar 
(TSM). Particularmente, la precipitación del Sahel se ha asociado con el calen­
tamiento global (GW2 ), la Variabilidad Multidecadal del Atlántico (AMV3 ) 
y la Oscilación Interdecadal del Pacíﬁco (IPO4 ) (Mohino et al., 2011a). Los 
cambios en la lluvia de la Amazonía y el Nordeste se han relacionado con la 
variabilidad de la TSM del Pacíﬁco y el Atlántico a escalas de tiempo decadal 
(Grimm and Saboia, 2015), que está modulada por la AMV y la IPO. 
Estudiar el clima a través de Modelos de Circulación Global (GCMs5 ) es 
crucial para comprender los cambios climáticos y evaluar sus efectos. Por 
1 Acrónimo del inglés West African Monsoon. 
2 Acrónimo del inglés Global Warming. 
3 Acrónimo del inglés Atlantic Multidecadal Variability. 
4 Acrónimo del inglés Interdecadal Paciﬁc Oscillation. 
5 Acrónimo del inglés Global Circulation Models. 
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eso, en la primera parte de esta Tesis se aborda la inﬂuencia de los prin­
cipales modos de variabilidad decadal a multidecadal de la TSM sobre la 
precipitación en el Sahel, la Amazonía y el Nordeste mediante un análisis 
multimodelo utilizando diferentes simulaciones de los GCMs de la quinta 
fase de la Proyecto de Intercomparación de Modelos Acoplados (CMIP56 ) 
(Taylor et al., 2012). 
En particular, la variabilidad decadal a multidecadal de la precipitación 
del Sahel en el pasado reciente e incluso en el futuro ha sido ampliamente 
estudiada, pero no para períodos anteriores al siglo XX. Sólo unos pocos 
trabajos han sugerido que hubo un largo período de abundantes lluvias 
en el Sahel a ﬁnales del siglo XIX. Esto motiva la segunda parte de esta 
Tesis, en la que se busca reproducir este período con un GCM atmosférico 
(AGCM7 ) imponiendo datos observados de TSM desde 1854 como condición 
de contorno. 
objetivos 
El objetivo de esta Tesis es comprender mejor la inﬂuencia de la variabilidad 
decadal a multidecadal de la TSM en la precipitación en las regiones del Sa­
hel, la Amazonía y el Nordeste. Para ello, se realiza un análisis multimodelo 
con el objetivo de caracterizar los principales modos de variabilidad de la 
TSM (GW, AMV e IPO) en observaciones y simulaciones de CMIP5, eval­
uar sus impactos sobre la precipitación en las tres regiones y las causas que 
producen estas conexiones. Otros objetivos son buscar si se espera que estas 
conexiones cambien en el futuro, discutir si hay efectos del forzamiento ra­
diativo en la AMV y la IPO y evaluar la contribución de los modos de TSM 
en la variabilidad decadal a multidecadal total de la lluvia en las regiones 
de interés. Un último objetivo es averiguar si se puede reproducir el largo 
período lluvioso del siglo XIX con un AGCM forzado con TSM observada y 
así identiﬁcar los factores que lo causaron. 
datos y metodología 
Se han usado datos mensuales de diferentes simulaciones de 17 modelos 
de CMIP5. Las simulaciones analizadas son: historical (simula el pasado re­
ciente con el forzamiento radiativo externo observado impuesto), piControl 
6 Acrónimo del inglés Coupled Model Intercomparison Project phase 5. 
7 Acrónimo del inglés Atmospheric Global Circulation Model. 
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(el forzamiento radiativo se ﬁja a valores preindustriales), RCP8.5 (proyec­
ciones futuras bajo un escenario de altas concentraciones de gases de efecto 
invernadero) y historicalGHG (es como la simulación historical pero sólo 
con forzamiento de gases de efecto invernadero impuesto) (Taylor et al., 
2012). Para obtener resultados observacionales robustos, se utilizan difer­
entes bases de datos observados de TSM y precipitación y otras variables 
atmosféricas de distintos reanálisis. 
También se han realizado simulaciones climáticas utilizando la versión 
5 del AGCM del Laboratoire de Météorologie Dynamique (LMDZ) (Hourdin 
et al., 2013). En un primer conjunto de simulaciones, el LMDZ simula el 
período 1854-2000 con condiciones de contorno observadas impuestas. En 
segundo lugar, se han hecho dos tipos de experimentos de sensibilidad para 
el período 1854-1910 imponiendo la variabilidad completa de la TSM sólo 
en el Atlántico o en el sector Indo-Pacíﬁco, mientras en el resto se ﬁja al ciclo 
estacional climatológico. 
La metodología empleada se basa en herramientas matemáticas común­
mente utilizadas en estudios climáticos, como EOF, ﬁltrado de series tempo­
rales, regresión y correlación, entre otros. 
resultados y conclusiones 
Los resultados se presentan en dos partes: 
1. En la primera parte, se muestran los resultados del análisis multimod­
elo. Los modelos de CMIP5, en promedio, reproducen las principales 
características del GW, la AMV y la IPO y sus impactos. Los principales 
resultados y conclusiones obtenidos son: 
• El GW ha sido propenso a cambios inducidos por la evolución 
de la concentración de aerosoles en el pasado reciente. Esto pro­
duce diferencias en cuanto a la forma en que los modelos simulan 
el GW. Pero no afecta a la forma en que los modelos de CMIP5, 
en promedio, reproducen la respuesta de la lluvia: menos precip­
itación en el Sahel y más en la Amazonía (aunque poco consis­
tentemente entre los modelos) y el Nordeste. El GW reduce la 
circulación asociada al WAM en niveles bajos en respuesta a un 
calentamiento de la TSM tropical. También aumenta la convección 
sobre el norte de Brasil a través de anomalías en la circulación de 
Walker relacionada con la TSM anómala (TSMA) del Pacíﬁco trop­
ical en observaciones. Pero los modelos de CMIP5 no reproducen 
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la TSMA tropical del Pacíﬁco en el patrón de GW ni la dinámica 
atmosférica asociada. Esto afecta a la ﬁabilidad de la respuesta de 
la lluvia simulada por los modelos en el norte de Sudamérica. 
• Durante las fases positivas de la AMV, la lluvia aumenta en el 
Sahel y la Amazonía y se reduce en el Nordeste (al contrario en 
fases negativas). La AMV positiva (negativa) induce un gradiente 
de presión interhemisférico que produce cambios anómalos hacia 
el norte (sur) de la Zona de Convergencia Intertropical. 
• La IPO tiene un impacto negativo en la lluvia de las tres regiones. 
Una IPO positiva (negativa) induce anomalías en la circulación 
de Walker sobre el Pacíﬁco tropical que produce más subsidencia 
(ascensos) sobre África Occidental y el norte de Sudamérica en 
sus respectivas estaciones lluviosas. 
Los resultados muestran también que los efectos del forzamiento ra­
diativo de los aerosoles inducen incertidumbres entre los modelos que 
afectan a la AMV simulada, que muestra ligeras diferencias entre las 
simulaciones historical y piControl. Sin embargo, la señal de la IPO 
no muestra diferencias notables. Esto sugiere que la AMV puede tener 
una componente de forzamiento externo mientras que la IPO es un 
modo de variabilidad interna. 
Las proyecciones de futuro RCP8.5 revelan un patrón de TSMA y 
anomalías de precipitación asociados al GW que son diferentes al de 
la simulación historical. Sin embargo, son similares en el caso de la 
AMV y la IPO. Esto sugiere que, bajo el escenario descrito por las 
proyecciones RCP8.5, cabe esperar futuros cambios en la respuesta de 
la lluvia en las tres regiones estudiadas al GW, pero no a la AMV ni a 
la IPO. 
El análisis de regresión multilineal entre los índices GW, AMV e IPO 
y el índice de precipitación de cada región muestra que los modelos 
de CMIP5 no reproducen la contribución observada de cada modo de 
TSM a la variabilidad decadal a multidecadal total de la lluvia. 
Que los modelos de CMIP5 simulen correctamente la variabilidad decadal 
a multidecadal de la lluvia en las regiones estudiadas depende de que 
la distribución de la TSMA en los patrones simulados y la sensibilidad 
de la circulación atmosférica del monzón a los cambios de la TSM sean 
correctos. 
2. La segunda parte de los resultados muestra cómo el modelo LMDZ 
reproduce un largo período lluvioso del Sahel a ﬁnes del siglo XIX en 
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respuesta a la TSM observada desde 1854. Los experimentos de sensi­
bilidad muestran que la TSM del Atlántico juega un papel dominante 
en ese período lluvioso, que se produce mediante un aumento de la 
convección sobre el Sahel y un mayor suministro de humedad desde 
el Atlántico tropical. 
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I N T R O D U C T I O N 
This PhD Thesis addresses the inﬂuence that the sea surface temperature (SST) has 
on the tropical precipitation changes at time scales from one to several decades, which 
is typically referred to as decadal-to-multidecadal variability. Speciﬁcally, the focus 
of this work is on the effect on rainfall variability of the Sahel in West Africa and the 
Amazon and the Northeast of Brazil in South America. This Chapter begins with 
a brief explanation of the motivation of this study. Thereafter, some basic concepts 
are introduced to enter upon the subject, such as the global climate system, the 
main mechanisms that govern it and its variability. Then, the main modes of low­
frequency SST variability and the mechanisms leading the tropical rainfall in the 
regions of interest are explained in detail. The last section of this Chapter is dedicated 
to review the research done on the relationship between the SST and the Sahel, the 
Amazon and the Northeast of Brazil precipitation low-frequency variability. 
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1.1 motivation 
The tropical precipitation is tightly related to the Intertropical Convergence 
Zone (ITCZ), which is the near-equatorial band of maximum surface wind 
convergence that is associated with strong convective activity. The ITCZ sea­
sonally migrates meridionaly from south to north and back along the year 
determining the rainy seasons in tropical regions (Figure 1.1). Over the At­
lantic sector, the ITCZ latitudinal shifts vary year to year resulting in pre­
cipitation variability in the surrounding continental regions, especially in 
West Africa and northern South America (Nobre and Shukla, 1996). The pre­
cipitation variability is particularly relevant for the West African region of 
the Sahel and the Amazonia and the Northeast of Brazil in South America, 
which are very sensitive to changes in their rainfall regimes. 
Figure 1.1: Total seasonal precipitation (mm day-1) from December to February (DJF), March 
to May (MAM), Jun to August (JJA) and September to November (SON) aver­
aged over 1979-2012 using ERA-Interim reanalysis data. Figures obtained from 
climatereanalyzer.org. 
The Sahel is the part of West Africa extending zonally between the Sahara 
desert to the north and the tropical rainy savanna to the south (roughly be­
tween 10°- 18°N) (Figure 1.2). Climatologically, it is a dry region with a mean 
annual rainfall rate of 200 mm to the north and 600 mm to the south (Nichol­
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son, 2013). This region is extremely sensitive to rainfall changes during its 
rainy season, going from July to September (JAS), when the ITCZ reaches its 
northernmost position over West Africa. Indeed, the precipitation amounts 
in the Sahel have undergone important changes over time, with strong vari­
ability at different time scales (Figure 1.3). In particular, the Sahel is one of 
the world’s regions with the most marked rainfall variability at decadal time 
scales, which refers to changes in climate from some decades to others. Con­
sidering the precariousness of the countries in the Sahel and the climatic 
characteristics of the region itself, it is not surprising that such a change 
in the rainfall regime and the long persistence of drought conditions had 
dramatic economic and humanitarian consequences (Cook and Vizy, 2006; 
Giannini et al., 2013). The decadal variability of the Sahel rainfall along the 
20th century has therefore been the focus of numerous research works (e.g. 
Folland et al., 1986; Giannini et al., 2003; Caminade and Terray, 2010; Mo­
hino et al., 2011a; Rodríguez-Fonseca et al., 2015). 
Figure 1.2: The Sahel region in West Africa. Modiﬁed picture from Google Maps. 
The Northeast* of Brazil is the northeastern tropical region of the coun­
try (Figure 1.4). It is mostly a plateau area with a semiarid precipitation 
regime, in which typically no more than 400 mm of precipitation per year 
are recorded (Kousky, 1979; da Silva, 2004). This region has a short rainy sea-
son between Mach and May, when the ITCZ shifts to the south spanning this 
* Also referred to as Nordeste in the literature. 
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Figure 1.3: JAS seasonal precipitation anomalies with respect to the 1901-2013 mean aver­
aged over the Sahel region (between 17.5°W - 10°E and 10°- 17.5°N). Bars repre­
sent the inter-annual values and the curve is the 8-year low-pass ﬁltered index. 
Data from GPCC.v7. 
region. The Northeast is particularly prone and sensitive to changes on pre­
cipitation, especially to droughts. The local economy of the region is mostly 
based on crops and livestock. Hence, the lack of water supply has severe 
socioeconomic impacts. During drought years, massive migratory waves of 
climate refugees to other regions of Brazil have occurred, leading to prob­
lems of overpopulation in the major cities (Marengo, 2008; Marengo et al., 
2016). 
Figure 1.4: The Amazon region and the Northeast of Brazil in the north of South America. 
Modiﬁed picture from Google Maps. 
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The Amazon, in turn, is one of the world’s wettest areas, totaling 2000 
mm of mean annual precipitation. It has a long rainy season that goes from 
December to May (DJFMAM), during the annual migration of the ITCZ over 
this region. The Amazon rainfall regime has alternated between wet and dry 
periods with marked decadal frequency and impacts on hydrological and en­
vironmental resources (Robertson and Mechoso, 1998; Dettinger et al., 2001; 
Marengo, 2004, 2009). The Amazon is the cradle of multiple rivers that sup­
ply water and energy resources to more remote regions, such as Argentina 
to the south. Hydro-power generation is the main source of energy in South 
America. Furthermore, the Amazon is one of the areas on the planet with 
the richest biodiversity. The understanding of the Amazon rainfall variabil­
ity is therefore important to protect the economic interests, hydrological and 
ecological resources both, locally and of the surrounding countries. 
The variability of the ITCZ in the Atlantic sector and, therefore, the precip­
itation in these regions has been related to changes in the gradient of the SST 
between northern and southern tropical Atlantic and to anomalous tropical 
atmospheric circulation associated with variations in the tropical Paciﬁc SST 
(Chiang et al., 2002; Ruiz-Barradas et al., 2000). 
Throughout the 20th century, the Sahel has experienced abrupt changes of 
its precipitation regime. It went from a sequence of mostly rainy years in 
the mid-20th century, over the 1950’s and 1960’s, to a long period, between 
the 1970’s and 1980’s, in which severe drought years predominated. In turn, 
there has been a recovery of the Sahel precipitation during the last decade of 
the 20th century (Nicholson, 2005; Lebel and Ali, 2009). It is broadly agreed 
that these changes in the Sahel rainfall rate at decadal time scales are in­
duced by the SST variability in the Atlantic (Knight et al., 2006; Zhang and 
Delworth, 2006; Ting et al., 2009; Martin and Thorncroft, 2014), the Paciﬁc 
and the Indian Oceans (Caminade and Terray, 2010; Bader and Latif, 2003), 
and that are ampliﬁed by land surface processes (Folland et al., 1986; Zeng 
and Neelin, 1999; Giannini et al., 2003; Kucharski et al., 2013). 
Rainfall variability in the Amazonia and Northeast regions has attracted 
the attention of several studies due to its relevant impacts (e.g., Rao and 
Hada, 1990; Wainer and Soares, 1997; Zhou and Lau, 2001; Yoon and Zeng, 
2010; de Albuquerque Cavalcanti, 2015). In both regions, precipitation shows 
strong interannual variability (Hastenrath and Heller, 1977; Moura and Shukla, 
1981; de Albuquerque Cavalcanti, 2015). There is broad consensus on the 
dominant role of the tropical Paciﬁc SST in driving rainfall variability at 
these time scales (Zhou and Lau, 2001; Souza and Ambrizzi, 2002; Am­
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brizzi et al., 2004; Kayano and Andreoli, 2006; Rodrigues et al., 2011). The 
lack of continuous and long term records of precipitation both in the Ama­
zon and the Northeast hinder the analysis of decadal variations (Marengo, 
2004; Nobre et al., 2006). However, some works have identiﬁed variations at 
decadal timescales in streamﬂow and rainfall records (Wainer and Soares, 
1997; Marengo et al., 1998; Robertson and Mechoso, 1998; Houghton et al., 
2001; Grimm and Saboia, 2015; Marengo, 2004). This long-term precipita­
tion variability has been related to SST variations at decadal-to-multidecadal 
timescales in both the Atlantic and the Paciﬁc Oceans through induced 
changes in the atmospheric circulation associated with the tropical rainfall 
in the north of South America (Nobre and Shukla, 1996; Wainer and Soares, 
1997; Robertson and Mechoso, 1998; Zhou and Lau, 2001; Marengo, 2004; 
Andreoli and Kayano, 2005; da Silva, 2004). 
The climate variability and the associated dynamic mechanisms that in­
duce it are usually studied through the use of general circulation climate 
models. They also can be used for decadal climate prediction. Such predic­
tions could be highly valuable for planiﬁcation in different sectors (agricul­
ture, ﬁsheries, energy production and consumption, etc.) and to establish 
prevention protocols to mitigate the negative impacts of climate variability 
in vulnerable areas, such as the Sahel, the Amazon and the Northeast of 
Brazil (Latif et al., 2004; Keenlyside et al., 2008; Meehl et al., 2009; Latif 
and Keenlyside, 2011; Doblas-Reyes et al., 2013; Gaetani and Mohino, 2013; 
García-Serrano et al., 2015; Mohino et al., 2016). Nevertheless, these models 
have unresolved errors in the simulated mean state of climate, called biases, 
which have important implications in different aspects of the simulated cli­
mate (e.g. Lin, 2007; Wahl et al., 2011; Wang et al., 2014; Oueslati and Bellon, 
2015; Richter, 2015). Thus, it is important to assess the ability that models 
have to reproduce the link between the main patterns of long-term climate 
variability and tropical rainfall. Also having a good knowledge of the evolu­
tion of the decadal variability in the past is highly relevant for understanding 
and assessing future changes. 
As previously stated, the decadal-to-multidecadal variability of the SST in 
the principal ocean basins is the main modulator of the long-term rainfall 
changes in the tropical regions of the Sahel, the Amazon and the North­
east. These changes in precipitation have strong impacts with relevant con­
sequences in these three regions. Hence, it is important to understand the 
relationship between the SST and precipitation variability at decadal time 
scales. This PhD Thesis researches into decadal-to-multidecadal variability 
through a multi-model analysis of climate models simulations. This analysis 
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allows to identify the atmospheric mechanisms and to assess the ability of 
the models to reproduce them. In addition, the occurrence of a decadal wet 
period in the Sahel during the late-19th century is studied for the ﬁrst time 
by means of model simulations. 
In the following section, some basic concepts about the climate system 
are introduced in order to understand how it varies. We also present what 
are the main tools used for its study. Then, the main modes of the decadal­
to-multidecadal SST variability and the monsoon systems of interest of this 
Thesis are presented, followed by a review of the works addressing the study 
of the decadal precipitation variability in the Sahel, Amazonia and Northeast. 
The following Chapter introduces the data and methods used in this Thesis, 
prior to the presentation of the results obtained and the conclusions drawn. 
1.2 the climate system 
Figure 1.5: Schematic representation of the components of the climate system, their pro­
cesses and interactions (thin arrows) and some aspects that may change (bold 
arrows). Source: www.ipcc.ch. 
The Earth’s atmosphere, oceans, cryosphere, land surface and biosphere 
constitute the full climate system. The climate system is mainly regulated by 
the balance between the energy received from the Sun and its loss to space. 
10 introduction 
The different climate components provide feedbacks that regulate the energy 
balance of the entire system. These components can also interact with each 
other through energy or matter exchanges (Figure 1.5). Therefore, any vari­
ation of the components of the climate system may result in changes in the 
global climate. 
The next subsection presents some aspects of the climate system that can 
alter its energy balance. Then, as this Thesis focuses on the tropical climate 
variability for which the most inﬂuential components are the atmosphere 
and the ocean, only these two components are introduced in more detail in 
this Chapter. 
1.2.1 Thermodynamics of the climate system 
The climate system is a thermodynamic one fueled by the energy of the 
incoming solar radiation (solar irradiance). Almost 40% of this radiation is 
reﬂected back to space by the atmosphere or the Earth’s surface reﬂectivity. 
This is known as the albedo effect. But the rest of the incoming short-wave 
radiation of the Sun is absorbed by the climate system and heats the Earth’s 
surface. The Earth’s surface, in turn, radiates the stored energy as long-wave 
radiation back to the atmosphere, which absorbs part of it maintaining the 
temperature on Earth. This process is known as the greenhouse effect and 
is crucial to regulate the energy balance of the entire climate system. The 
capacity of the climate system to accumulate energy depends on the compo­
sition of the atmosphere, in particular of the concentration of the so-called 
greenhouse gases (GHGs). The GHGs are gases that interact with the long­
wave radiation emitted by the surface absorbing and releasing heat in the 
atmosphere. So, the GHGs concentration in the atmosphere can regulate the 
global temperature. These gases primarily are the water vapor, carbon diox­
ide, methane, nitrous oxide and ozone. 
Being S0 the radiative solar energy per unit area perpendicular to the solar 
radiation direction, the Earth receives a total radiation that is proportional 
to its circumferential section and is distributed throughout its spherical sur­
face. Hence, the average incoming solar radiation per unit area (at the top 
of the atmosphere) is S0/4. Considering the albedo as the fraction α of the 
total incoming solar radiation that is reﬂected by the Earth as a whole, the 
energy that the climate system absorbs is (1 − α)S0/4 (Figure 1.6). But the 
climate system does not retain heat indeﬁnitely. It tends to the thermody­
namic equilibrium by radiating back into space the same amount of energy 
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absorbed from the Sun. Following the Stefan-Boltzmann law of the black 
body, the energy radiated per unit area is proportional to the fourth power 
of its temperature. Then, the thermodynamic equilibrium of the entire Earth 
system, heated to a temperature TE, can be expressed as: 
(1 − α)
σ · T4 = · S0, (1.1)E 4 
where σ is the Stefan-Boltzmann constant. 
Figure 1.6: Schematic representation of the greenhouse effect. Yellow arrows represent the 
short-wave solar radiation, with the total solar energy per unit area that the 
climate system reﬂects and absorbs expressed. Red arrows represent the out­
going long-wave radiation of the climate system per unit area emitted by the 
Earth’s surface to the atmosphere and through it and the one emitted by the at­
mosphere upward and downward. The meaning of the terms of the expressions 
are explained in the text. 
Now, lets consider the atmosphere as a gray body that absorbs a fraction 
f of the long-wave radiation from the Earth’s surface, which is at a temper­
ature Ts, due to the greenhouse effect. This energy is then emitted up (to 
space) and down (back to the surface) in the same proportion when the at­
mosphere is heated to a temperature Ta (see diagram in Figure 1.6). Then, 
the thermal equilibrium of the atmosphere can be described as: 
f · σ · T4 = 2 · f · σ · T4 (1.2)s a 
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In turn, the thermodynamic equilibrium of the Earth’s climate system (dif­
ferentiating between the atmosphere and the surface) at the top of the atmo­
sphere can be expressed as: 
(1 − α) · S0 = (1 − f) · σ · T4 + f · σ · Ta4 , (1.3)s4 
where the ﬁrst term of the right hand side of the equation is the outgoing 
long-wave radiation of the Earth surface that is not absorbed by the atmo­
sphere and the second term is the radiation emitted by the atmosphere (Fig­
ure 1.6). 
In summary, considering both Equations 1.2 and 1.3, the Earth’s surface 
equilibrium temperature can be estimated though the following expression: 
  1/4
(1 − α) · S0 
Ts = (1.4)
2 · (2 − f) · σ
Regarding Equation 1.4, the Earth’s surface temperature depends on the 
albedo (α) and the greenhouse effect of the atmosphere (f ), which is pro­
portional to the atmospheric GHGs concentration. This dependence occurs 
in such a way that the smaller the albedo and the larger the greenhouse ef­
fect, the higher the temperature and vice-versa. (For further details, see Liou 
(2002)). 
1.2.2 Radiative forcing 
The energy balance of the climate system can be altered if a disturbance on 
the agents that regulate it is imposed. This forced energy imbalance is called 
the radiative or external forcing, which is deﬁned as the difference between 
the incoming solar irradiance and the outgoing net radiation from the Earth 
(Stocker, 2014). Radiative forcing is, therefore, an important factor that in­
duces changes on climate, especially related to the global mean temperature. 
Regarding the origin of the causes that induce the radiative forcing, it is clas­
siﬁed into anthropogenic and natural forcings. 
Human activity can modify some properties of the climate system with 
important implications in the radiative forcing. For example, the combus­
tion of fossil fuels in the industrial activity, which has been rapidly devel­
oped since the 19th century, generates large amounts of GHGs, especially 
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carbon dioxide. Then, the GHGs emissions produce anthropogenic forcing 
on the climate system through alterations of the greenhouse effect of the at­
mosphere (f in Equation 1.4). Also the different land uses imply changes in 
the albedo (α in Equation 1.4) of the Earth’s surface. 
Natural forcing is principally produced by the solar irradiance variability 
and the volcanic activity. The solar irradiance (S0 in Equation 1.4) depends 
on the solar activity and astronomical cycles that vary at different time scales, 
including centennial and millennial ones. These variations affect the solar ra­
diative forcing and, hence, induce changes in the climate system. Volcanic 
eruptions are sporadic but have long lasting and strong radiative forcing 
effects. They can inject mineral particles, known as aerosols, in the strato­
sphere where they have long lifetimes. 
Aerosols are tiny liquid or solid particles suspended in the air. Some of 
them have natural origin, like the aforementioned volcanic particles, sand 
dust, sea salt, etc. But others are emitted by human sources, such as indus­
trial emissions or smoke. Aerosols have different and complex effects on the 
radiative forcing (Stocker, 2014). On the one hand, they have a direct effect 
on the solar irradiance that is principally to scatter the short-wave radiation 
(i.e., enhancing α in Equation 1.4) and therefore cool the Earth’s surface. 
But depending on the composition and color, some aerosols can also absorb 
long-wave radiation (i.e., increasing f in Equation 1.4), thus warming the at­
mosphere. On the other hand, aerosols have an indirect effect in which they 
interact with clouds. In the troposphere, aerosols enhance the concentration 
of cloud condensation nuclei, leading to changes in the clouds properties 
such as the albedo. Therefore, aerosols are a source of natural or anthro­
pogenic radiative forcing, depending on its origin. 
Summarizing, the climate system receives energy from the Sun and main­
tains a thermodynamic equilibrium. In turn, the incoming solar irradiance 
can vary depending on the radiative forcing inducing changes in the climate 
system. Then, due to the Earth’s curvature and since the reﬂectivity of the 
Sun’s radiation is not globally homogeneous (e.g., the ice and snow cover 
or the sand of the Sahara desert have very high albedo), the surface is not 
equally heated across the globe. These regional differences of heat are key 
to generate the dynamics of the climate system, which distributes energy to 
approximate to the global thermodynamic equilibrium. Below, some basic 
concepts of the atmospheric and ocean systems are introduced (for more 
detailed information, see Hartmann (1994)). 
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Figure 1.7: The insolation before interacting with the atmosphere averaged over March, 2003 
from NASA’s CERES satellite. From e-education.psu.edu. 
1.2.3 Atmospheric circulation 
The general circulation of the atmosphere is induced by the combined effect 
of the incoming solar energy and the Earth’s rotation. The solar irradiance 
is not uniformly received throughout the Earth’s surface. It is more intense 
around the equator and less at the poles (Figure 1.7). The atmosphere reac­
tion is to distribute this energy producing poleward circulation of heat from 
the tropical band (Figure 1.8). Near the equator, the air near the heated sur­
face warms and rises. Then it ﬂows meridionally in the upper troposphere 
toward colder latitudes of both hemispheres and sinks down to the subtropi­
cal high-pressure belts. The air at the surface ﬂows from subtropical latitudes 
equatorward and converges near the equator carrying colder air to warm re­
gions. These meridional cells of circulation on both sides of the equator are 
called the Hadley cells (Hadley, 1735). 
As a consequence of the rotation, any trajectory described on Earth is sub­
ject to the Coriolis effect (Coriolis, 1835). This effect consists of a deviation 
of any trajectory on a rotatory system of reference, such as the Earth. In 
case of the wind, the Coriolis effect deﬂects it perpendicularly to the rota­
tion axis and to its direction, being this deﬂection maximum at the poles 
and null at the equator (Holton, 2004). So that the wind in the northern and 
southern hemisphere experiences a deviation of its trajectory to the right 
and the left, respectively. Thus, the equatorward meridional winds of the 
lower troposphere experience a westward deviation. This prevailing equato­
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Figure 1.8: Schematic representation of the main large-scale structures of the atmospheric 
circulation. From Lutgens and Tarbuck (2001). 
rial easterly ﬂow is known as the trade winds and the region where they 
converge is known as the ITCZ. The wind convergence and the heated sur­
face near the equator force moist air convection up to the upper troposphere 
that condenses into clouds along the ITCZ. This mechanism produces strong 
convective storms comprising a tropical rain belt associated with the ITCZ. 
In turn, following the annual meridional transition of the solar irradiance, 
the ITCZ oscillates from north to south leading the characteristic rainy and 
dry seasons of the tropical climate in the northern and southern hemispheres 
(Figure 1.9). 
The equatorial zonal atmospheric circulation is also strong and highly rel­
evant and is known as the Walker circulation. This circulation comprises six 
cells, with branches of rising moist air over eastern Africa, western tropical 
Paciﬁc and northern South America, as well as subsidence of dry air over 
western Indian Ocean and eastern tropical Paciﬁc and Atlantic (Lau and 
Yang, 2003) (Figure 1.10). The biggest and most persistent Walker circulation 
is developed over the wide equatorial Paciﬁc. In the Paciﬁc Walker cell, the 
trade winds force the surface water to drift toward the west side of the basin, 
where it is strongly heated by the solar irradiance, while the colder deep wa­
ter rises near the South American coast. This water distribution induces low 
surface pressure above the warmer west part of the equatorial Paciﬁc and 
high ones to the east. As a consequence, warm and moist air masses rise 
above the Maritime Continent forming clouds and producing heavy rains 
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Figure 1.9: Prevailing centers of low (L) and high (H) atmospheric low-level pressure, 
averaged over 1959-1997 in January (a) and July (b), with the name of the 
most important ones. The red line represents the ITCZ position. Adapted from 
geog.uoregon.edu. 
over Southeastern Asia. In the upper troposphere, dry air diverges and ﬂows 
eastward sinking as it cools over the eastern equatorial Paciﬁc basin, close to 
the western coast of South America. Finally, the surface branch that closes 
the Paciﬁc Walker cell ﬂows westward reinforcing the trade winds. 
At higher latitudes the circulation is more complex. Thermodynamically 
only two Hadley-like cells would be expected, with meridional circulation 
from the equator up to both poles. However, due to the deﬂection of winds 
caused by the Coriolis effect, the meridional circulation cells are twisted and 
divided into three cells in each hemisphere. 
In mid-latitudes, the mean air ﬂow describes the so-called Ferrel cells. The 
meridional circulation is weaker than the one of the Hadley cells and has op­
posite direction. It is a thermally indirect cell in which cold air rises in subpo­
lar latitudes, in the low-pressure belts, and ﬂows in the high troposphere to 
the subtropics, where it sinks. The aforementioned low- and high-pressure 
belts coincide with the rising and sinking branches of the meridional circu­
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Figure 1.10: Schematic representation of the vertical and longitudinal equatorial circulation, 
particularly referred to as the Walker Circulation. From Lau and Yang (2003). 
lation cells in subpolar and subtropical latitudes, respectively. These belts 
are not as such but are distributed in semi-permanent and stable centers 
of low and high pressure with associated cyclonic and anticyclonic gyre, 
respectively, as consequence of the Coriolis effect. Some of them are the 
well-known, such as the Aleutian Low of the North Paciﬁc, the Iceland Low 
and the Azores High in the North Atlantic and the Santa Helena High in 
the South Atlantic (Figure 1.9). In between the subpolar and subtropical lat­
itudes, the low-level winds continue the Ferrel circulation by blowing pole­
ward. These winds are deﬂected to the east by Coriolis effect, therefore low­
level westerlies prevail in mid-latitudes. 
In polar latitudes, there are the Polar cells which have thermodynamically 
direct circulation. Cold air sinks over the poles and the more tempered air 
rises to the high troposphere in subpolar latitudes. This rising air stream 
coincides with the ascent branch of the Ferrel cell and the low-pressure belt, 
where the polar cold air and the warm one from subtropical latitudes meet 
creating a strong temperature gradient known as the Polar Front. 
1.2.4 Ocean circulation 
The oceans cover two-thirds of the Earth’s surface and, like the atmosphere, 
they constitute an important component of the climate system because of its 
ability to store and distribute radiative energy from the sun. But the ocean 
water has much higher heat capacity than the air of the atmosphere. The 
heat capacity of a system is the amount of energy needed to raise one de­
gree of its temperature. Therefore, the higher the heat capacity, the slower a 
body warms and, in turn, the longer it retains this energy. This is why it is 
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said that the oceans have thermal inertia. Any changes in temperature per­
sist much more in the oceans than in the atmosphere or on the continental 
surface, since the latter have lower heat capacity. Then the oceans gradually 
transmit this heat to the atmosphere. That is why the oceans are considered 
as important drivers of the global climate and the SST a potential predictor 
(Rowell, 1998; Suárez-Moreno and Rodríguez-Fonseca, 2015). 
In the surface, where the oceans have the strongest interaction with the 
atmosphere, the ocean circulation is strongly inﬂuenced by the atmospheric 
one. For example, the equatorial surface currents follow the trade winds di­
rection. Due to the Coriolis effect, in the northern hemisphere the northward 
currents are deﬂected eastward and the southwards ones westward, and vice 
versa in the southern hemisphere. As a consequence, two clockwise ocean 
gyres of surface circulation prevail in the northern Atlantic and Paciﬁc and 
three of opposite sense in the Indian Ocean and the southern Atlantic and 
Paciﬁc. This coincides with the anticyclonic circulation of the extratropical 
low level winds around the surface pressure maximums induced by the sub­
siding branches of Hadley and Ferrel cells. Therefore, the warm tropical 
waters ﬂow poleward in the western edges of the oceans while equatorward 
currents transport cold waters from high latitudes throughout the eastern 
side of the basins (Figure 1.11). 
Figure 1.11: Schematic representation of the wind-driven surface ocean currents. Source 
oceanmotion.org. 
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The deep oceanic circulation is a consequence of the different buoyancy 
of water masses, which depends on their density. The relation between tem­
perature and salinity regulates the water density. The colder and saltier, the 
denser a water mass is. This is why the deep ocean circulation is known as 
the thermohaline circulation (THC). Thereby, the denser water masses tend 
to sink to the deepest layers of the oceans, receiving the name of deep water, 
and the less dense ones remain in upper levels. 
The formation of deep water is key to the THC operation. The main source 
of deep water formation is the North Atlantic. This basin is particularly 
salty mainly because of the continuous supply of the Mediterranean Sea wa­
ter, which has elevated salt concentration due to the high evaporation rate 
(Bozec et al., 2011). When this salty water reaches the subpolar North At­
lantic, it cools resulting in very dense water masses that sink to the deep 
ocean, underneath the warmer surface water. The deep water then ﬂows 
southward into the Southern Hemisphere (Figure 1.12). 
Figure 1.12: Schematic global map of the thermohaline circulation. From Rahmstorf (2006). 
Part of the deep water in the South Atlantic joins the Antarctic Circum­
polar Current. It is a clockwise current of dense water at the bottom of 
the Southern Ocean that ﬂows around the Antarctic. At the same time, the 
Antarctic Circumpolar Current distributes deep water to the Indian and Pa­
ciﬁc basins from the south. In both oceans, the deep water gradually mixes 
with upper masses and warms as it passes though the equator. Then progres­
sively rises up to near the surface along its way to the north of the basins. 
The Indian Ocean is so warm and the Paciﬁc has so low salinity that the sur­
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face waters are prevented to sink (Broecker, 1997). Instead, the warm surface 
water is returned to the Atlantic from the south (Broecker, 1992; Rahmstorf, 
2006). 
Another part of the Atlantic deep water upwells to the south of the basin, 
close to the Antarctica. Then it ﬂows back northward close to the surface to 
occupy the gap left in the subpolar North Atlantic by the sinking deep wa­
ter masses (Figure 1.13). In this way, the Atlantic branch of the THC closes 
its cycle, which is referred to as the Atlantic Meridional Overturning Cir­
culation (AMOC). The AMOC then constitutes a mechanism of warm water 
transport from the south to the north of the Atlantic Ocean, were it transmits 
heat to the atmosphere. This inter-hemispherical imbalance of heat and the 
changes in the AMOC determines the global climate system and its variabil­
ity (Srokosz and Bryden, 2015). 
Figure 1.13: Temperatures in a North South section of the Atlantic Ocean and schematic 
diagram of the AMOC. Black arrows indicate shallow warm water ﬂow. To the 
north, blue ones the Atlantic deep water circulation and purple ones the Antarc­
tic deep water. Picture adapted from the World Ocean Circulation Experiment 
Gallery (www.ewoce.org). 
1.2.5 Climate variability and teleconnections 
Climate variability refers to the departures of the climate system from a 
mean state of it averaged over a reference long period. Such departures are 
known as anomalies and are deﬁned as the difference between the state of cli­
mate at a given time and the mean value of the state over a long period called 
the climatology. Climate varies on several temporal scales beyond weather 
events, which refer to day-to-day changes of the atmosphere state. Hence, 
climate variability describes the variations on the state of the atmosphere or 
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the ocean over time periods of a month, season, years and even one or more 
decades. Variations over periods longer than one century are deﬁned as cli­
mate change. This Thesis addresses the longest term climate variability, from 
one to several decades, which is known as decadal-to-multidecadal variabil­
ity (also referred to as long or large time scale variability in this Thesis). 
Some recurrent modes of variability can be identiﬁed in certain climate 
variables as patterns of anomalies that are regularly repeated with a speciﬁc 
frequency. There are modes at all time scales and they may be characteristic 
of a localized region, of a very broad one or even global. Regarding to its ori­
gin, the climate variability can be classiﬁed as internal or external. Changes 
produced within the climate system itself are referred to as internal climate 
variability, such as anomalies produced by natural processes in the afore­
mentioned climate circulation mechanisms. In turn, when the climate sys­
tem responds to variations in the external radiative forcing, whether due to 
natural or anthropogenic causes, such changes are referred to as external cli­
mate variability. As explained before, the GHGs and aerosols have an impor­
tant role in the climate system as they can alter the energy balance through 
the radiative forcing (Taylor and Penner, 1994). The former are globally dis­
tributed almost equally. They regulate the aforementioned greenhouse effect 
and are, for the most part, of natural origin. However, industrial activity 
over the last century has increased the concentration of carbon dioxide. So 
that the variations in climate associated with these changes in the carbon 
dioxide concentration are considered as anthropogenic external forcing. The 
aerosols, in turn, produce scattering of the solar radiation, increasing the at­
mospheric albedo and therefore dampening the Earth heating. In contrast to 
GHGs, the aerosols effects have strong regional character. The aerosols are 
microparticles that are suspended in the atmosphere and which may come 
from industrial activity, fossil fuel and biomass burning, like the sulphate 
aerosols, or come from natural origin, such as from volcanic eruptions. Thus, 
the external radiative forcing produced by the aerosols can then be consid­
ered anthropogenic or natural, depending on the origin of the aerosols that 
cause it. 
As seen before, the climate system is a complex one in which different 
subsystems are interconnected and in constant interaction among one an­
other. A consequence of this interaction is the connection between different 
remote regions of the globe by means of the propagation of climate anoma­
lies through the atmosphere (Gill, 1980). These climate linkages are known 
as teleconnections. 
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To better illustrate the concepts of climate variability and teleconnections, 
the El Niño/Southern Oscillation (ENSO) (Philander, 1990) is used as exam­
ple. The ENSO is an inter-annual mode of climate variability, which means 
that produces year-to-year variations. It is the result of ocean-atmosphere 
interactions, broadly consisting of the oscillation of the SST in the center 
and east of the tropical Paciﬁc accompanied by changes in the winds and 
pressure along the equator. The positive phase of ENSO is known as the El 
Niño phenomenon and is characterized by a tropical Paciﬁc warming above 
normal associated with a rainfall increase in Peru and Ecuador and a de-
crease in Southeast Asia. The negative phase is known as La Niña and has 
broadly opposite effects. Typically, the duration of each phase is between 
9 to 12 months, reaching its maximum amplitude during the boreal winter. 
The ENSO completes its cycles in periods ranging from 2 to 7 years (Jin et al., 
2006). 
The oceanic component of the ENSO is well located in the tropical Paciﬁc. 
However, its atmospheric component is more widespread and has nearly 
global implications. This is because of the teleconnections between climate 
variations in the tropical Paciﬁc region with other remote areas (Trenberth 
et al., 1998). The SST pattern of ENSO is related with anomalies in the sur­
face pressure gradient between the east and west sides of the tropical Paciﬁc 
and in the trade winds. During El Niño years, the eastern tropical Paciﬁc is 
anomalously warmer than the western side coinciding with low and high 
surface pressure anomalies at each side, respectively, and weakened trade 
winds, while the opposite occurs during La Niña events. Such changes can 
modify the global circulation by means of alterations in the Hadley cells and 
the Walker circulation (Souza and Ambrizzi, 2002; Ambrizzi et al., 2004). 
This way, climate variations in the tropical Paciﬁc sector propagate through 
atmospheric bridges (Klein et al., 1999) to remote extratropical and tropical re­
gions. For example, it is known that the ENSO is related to changes in the 
North Atlantic Oscillation (NAO) (Brönnimann, 2007; García-Serrano et al., 
2011), which is a mode of variability of the surface pressure difference be­
tween the subpolar and subtropical parts of the North Atlantic. The NAO, in 
turn, plays an important role in regulating the winter climate in Europe (Rod­
well et al., 1999; Hurrell et al., 2003). The ENSO is also teleconnected with 
subsidence and precipitation anomalies in West Africa during the northern 
summer (Janicot et al., 1996, 1998, 2001; Mohino et al., 2011b) and northern 
South America in the austral summer through Walker circulation anomalies 
(Rao and Hada, 1990; da Silva, 2004; Andreoli and Kayano, 2005). 
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There are many other modes of variability at different time scales that are 
highly relevant to the climate, but the subject of study of this Thesis is the 
low-frequency variability. So in Section 1.3, the climate variability at decadal­
to-multidecadal time scales, which refers to changes in climate from several 
decades to others, will be address. 
1.2.6 The General Circulation Models 
The Global Circulation Models (GCMs) are computational tools that repro­
duce the climate system processes. They solve the fundamental equations of 
the laws and principles of physics governing the processes in each compo­
nent of the global climate system, such as energy and mass exchanges, by 
means of numerical methods (Hartmann, 1994; Edwards, 2011). To do that, 
GCMs consider a discretized three-dimensional space in a grid, as well as the 
temporal evolution (Figure 1.14). At each grid point, the values of the model 
variables are represented and the fundamental equations are solved, obtain­
ing values of the meteorological variables for a certain instant in the future. 
GCMs are the most advanced tool currently available for understanding cli­
mate variability and change, assessing their effects and predicting weather 
and climate. 
A shortcoming of the spatial discretization is that in the real climate sys­
tem there are some processes that occur on smaller scales, such as some in-
volved in cloud formation. To tackle this problem, some of these small-scale 
processes are parameterized. But parameterizing accurately these processes 
is one of the most challenging aspects of climate modeling, being an impor­
tant source of uncertainty of the GCMs. 
The GCMs are composed of different modules, each of which reproduces 
the processes of each component of the climate system. The main com­
ponents are the atmospheric GCMs (AGCMs) and ocean GCMs (OGCMs). 
These models are coupled to form a fully coupled GCM*. 
Climate models require a set of initial and boundary conditions to prop­
erly integrate the fundamental equations. Initial conditions describe the state 
of the climate system at the initial instant of the simulation and depend on 
* The coupled GCMs are also usually referred to as CGCMs or AOGCMs, because of the 
coupling between an AGCM and an OGCM. In this Thesis the acronym GCM is used to refer 
by default to the coupled GCMs. 
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Figure 1.14: Schematic representation of a GCM. From Edwards (2011). 
space. The boundary conditions evolve in time and provide the model with 
information of the climate system that may not be explicitly included in the 
model (e.g., distribution of vegetation, topography, carbon dioxide concen­
trations, aerosols, etc.). The boundary conditions that are required depend 
on the type of model used. For example, coupled GCMs need data such as 
the evolution of the solar irradiance produced by the radiative forcing, the 
topography of the continents, the bathymetry of the oceans and some charac­
teristics of the land coverage. While uncoupled models need to incorporate 
information from the rest of the components of the climate system. For in­
stance, AGCMs require inputs from the state of the ocean and the ice cover 
that are imposed as boundary conditions. 
Accurate initial and boundary conditions are essential for the understand­
ing of the future climate through the use of GCM simulations (Flato et al., 
2013). One use of the GCMs is to make climate predictions or forecasts to 
estimate the actual evolution of climate in the near future y means of short­
term simulations (Kirtman et al., 2013; Sanchez-Gomez et al., 2016). Hence, a 
good skill of this kind of simulations requires a detailed set of quality obser­
vational data describing the climate conditions at the start of the modeling 
experiment. In turn, long-term simulations performed with GCMs are used 
to make future climate projections at long time scales, such as decadal-to­
multidecadal. These climate projections aim at understanding the long-term 
changes of the climate system, which depend on the climate response to the 
evolution of the external forcings in time. Therefore, such projections are es­
sentially a boundary condition problem, requiring good information on all 
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factors driving climate changes over time (Meehl et al., 2009). 
GCMs have biases that promote large uncertainties in their simulations. 
Several different biases have been reported in numerous studies. One is the 
so called double ITCZ, which results in excessive precipitation and is as­
sociated with simulated equatorial SST that is colder than in observations, 
specially in the Paciﬁc basin (Mechoso et al., 1995; Lin, 2007; Li and Xie, 2014; 
Oueslati and Bellon, 2015). In the Atlantic basin, the simulated tropical SST 
is warmer than the observed one (Richter and Xie, 2008). This bias is associ­
ated with another one in the ITCZ over this sector, whose simulated annual 
mean position is slightly shifted to the south with respect to observations 
(Richter and Xie, 2008; Richter et al., 2014; Richter, 2015; Wahl et al., 2011). 
Also biases in the strength of the AMOC have been associated with errors 
in the mean state of the global SST (Wang et al., 2014). The origin of these 
biases is complex and is still a major subject of research aiming to improve 
models performance (e.g. Luo et al., 2005; Li and Xie, 2014; Menary et al., 
2015; Richter, 2015). 
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1.3 low-frequency variability of sst 
As previously stated, the oceans transmit heat to the atmosphere much more 
persistently than the way in which the latter can induce changes in the for­
mer as a consequence of the high heat capacity of water. So, at low-frequency 
time scales, the main modes that drive climate variability have an important 
oceanic component which is typically imprinted in the SST. Previous studies 
have identiﬁed the main sectors of the global SST that drive the rainfall vari­
ability at decadal-to-multidecadal time scales over the Sahel, the Amazonia 
and the Northeast of Brazil. 
The low-frequency variability of Sahel precipitation has been linked prin­
cipally to decadal-to-multidecadal variations of the Atlantic SST (Folland 
et al., 1986; Rowell et al., 1995; Zhang and Delworth, 2006; Knight et al., 
2006; Ting et al., 2009; Martin and Thorncroft, 2014; Martin et al., 2014), also 
to the Indian Ocean warming (Bader and Latif, 2003; Giannini et al., 2003; 
Lu and Delworth, 2005; Lu, 2009) and partially to the Paciﬁc SST variability 
at long time scales (Caminade and Terray, 2010; Mohino et al., 2011a). The 
warming trend of the global SST observed over the last century has also been 
associated with a decrease in Sahel rainfall at longer than multidecadal time 
scales (Biasutti and Giannini, 2006; Ackerley et al., 2011; Biasutti, 2013). 
The Amazonia and Northeast of Brazil rainfall changes have been prin­
cipally related to the Paciﬁc and the Atlantic SST variability at decadal 
timescales (Wainer and Soares, 1997; Robertson and Mechoso, 1998; Zhou 
and Lau, 2001; Marengo, 2004; da Silva, 2004; Andreoli and Kayano, 2005; 
Knight et al., 2006; Nobre et al., 2006; Fernandes et al., 2015; Grimm and 
Saboia, 2015). At longer time scales, the observed long-term precipitation 
trends in both South American regions have been found to be uncertain and 
poorly signiﬁcant compared to decadal changes, which may be partially at­
tributed to the short sample of observations available (Marengo, 2004, 2009; 
da Silva, 2004; Zhou and Lau, 2001). 
The internal decadal-to-multidecadal variability of the Indian Ocean SST 
has been found to be tightly associated to that of the Atlantic and the Paciﬁc 
basins, both in GCMs simulations (Martin et al., 2014) and in observations 
(Mohino et al., 2011a), suggesting that it does not have an independent mode 
of variability at these time scales. Hence, a detailed description of the main 
features of the global SST change at longer than multidecadal time scales 
and of the leading modes of the Atlantic and Paciﬁc decadal-to-multidecadal 
internal SST variability is presented below. 
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1.3.1 Low-frequency variability of the global SST 
On a global scale, the main observed long term variation of SST over the 
last century is a tendency of warming almost generalized across the globe. 
This SST rise is part of the global warming (GW), which usually refers to 
the global mean surface air temperature rise. According to the ﬁfth report 
of the IPCC (Stocker, 2014), the global mean surface temperature has expe­
rienced a linear increase of 0.85°C in the 1880-2012 period, reaching in the 
ﬁrst decade of the 21st century the highest temperatures of the instrumental 
record. There is broad consensus that the observed GW along the 20th cen­
tury and until the present day has been induced by the steady increase of 
the GHGs concentration, especially the carbon dioxide, since the Industrial 
Revolution (Xie et al., 2010). This modiﬁes the natural greenhouse effect that 
modulates the incoming solar irradiance, so the GW is considered as an ex­
ternally forced mode of climate variability. 
In addition, there are important climate feedbacks that can intensify or 
attenuate the GW induced by the GHGs. Even though the GHGs warm­
ing effect is rather uniformly distributed throughout the globe, the climate 
feedbacks produce different regional patterns of temperature changes. These 
regional differences are determinant to the speciﬁc GW impacts on the dif­
ferent areas of the globe. The most effective climate feedback is the one pro­
duced by the increase of the atmospheric content of water vapor. Since the air 
dew point is higher when it is warmer, the atmosphere heated by the effect 
of increased GHGs can contain more water vapor, which is the most efﬁcient 
GHG, producing a positive feedback to GW. In turn, clouds, depending on 
the type, have both cooling and warming effects on climate: they enhance 
the albedo by reﬂecting part of the solar radiance from the top and also re­
tain heat from the surface (Karlsson et al., 2008). Nevertheless, the net effect 
of clouds is to produce a positive climate feedback (Soden and Held, 2006). 
The main negative climate feedback comes from the tropospheric warming. 
The warmer the high troposphere is, the more low-frequency radiation is 
emitted to space, dampening the greenhouse effect (Bony et al., 2006). How­
ever, these feedbacks are important sources of uncertainty that difﬁcult the 
understanding of the regional effects of global warming and the assessment 
of model future projections (Held et al., 2005; Biasutti et al., 2008; Xie et al., 
2010). Both the clouds and the high troposphere climate feedbacks are un­
evenly reproduced by the climate models, with which the assessment of the 
GW effects is done (Bony et al., 2006; Soden and Held, 2006). This is a prob­
lem considering that in the foreseeable future the GHGs concentration and 
28 introduction 
the associated GW effects are expected to accelerate (Meehl et al., 2009).
 
Figure 1.15: Linear trend from 1901 to 2005 of annual temperature expressed in °C per 
century. From Trenberth et al. (2007). 
The regional trends of the surface temperature along the last century de­
pict, in general, a worldwide warming although not uniform (Figure 1.15). 
Regarding the SST, the South Atlantic and the tropical and southern Indian 
Ocean show the highest temperature increase of around 1°C throughout the 
last century. In other regions, such as in the subtropics of the Paciﬁc, the 
South Indian Ocean and the North Atlantic, the temperature raise is smaller 
or there has even been a cooling like in the extratropical North Atlantic, 
south of Greenland. But the most intense heating occurs in the continental 
surface, especially in northern North America, southeastern South America 
and the interior of Asia. While the Mississippi river basin, in southeastern 
North America, has experienced a cooling. 
Therefore, it is evident that the GHGs external forcing has faster heating 
effect on continental surface and the surface air than in the oceans (Sutton 
et al., 2007) (Figure 1.16). However, the bulk of the thermal energy produced 
by GW is stored in the oceans, especially in surface waters, due to its high 
heat capacity. The broad climate response to GW can be mainly determined 
by the moist and heat supplied by the superﬁcial ocean to the global tropo­
sphere at low levels (Compo and Sardeshmukh, 2009). Therefore the anthro­
pogenic global component of the low-frequency SST variability is a good 
indicator of the GW and its associated atmospheric teleconnection can ex­
plain the GW effects on global climate (Bichet et al., 2015). Indeed, the GW 
29 introduction 
is often referred uniquely to as its SST component (Mohino et al., 2011a), 
and so will be in this PhD Thesis hereinafter. 
Figure 1.16: Annual anomalies relative to the 1961-1990 climatology of the global mean 
temperature of sea surface (blue), land surface air (red) and night marine air 
(green) data bases. From Trenberth et al. (2007). 
One effect of the GW is the sea level rise due to the thermal expansion of 
shallow water in the oceans (Meehl et al., 2005; Lyman et al., 2010). Others 
are the weakening of the AMOC, the increase of tropical cyclones occurrence 
and intensity and the ice melting in the poles (Meehl et al., 2005; Stroeve 
et al., 2012; Xie et al., 2010). The ice melting, in turn, acts as a positive climate 
feedback by altering the land surface albedo, hence contributing to warm the 
Earth. An increase of the atmospheric capacity to hold water vapor during 
the last century, related to alterations in atmospheric circulation and a drying 
in tropical regions, has also been attributed to the GW (Dai, 2011). Also 
interhemispheric temperature asymmetries in the GW pattern might have 
important changes in tropical rainfall, as reported by works using future 
climate projections under scenarios of high GHGs emission (Chou et al., 
2007; Friedman et al., 2013; Park et al., 2015). 
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1.3.2 Low-frequency variability of the Atlantic SST 
In the Atlantic basin, the principal mode of low-frequency variability is the 
Atlantic Multidecadal Variability (AMV) of the SST, also known as the At­
lantic Multidecadal Oscillation (AMO) (e.g. Kerr, 2000; Sutton and Hodson, 
2005; Knight, 2005). The AMV is deﬁned as the observed oscillation of the 
basinwide North Atlantic SST anomalies (SSTA), independent of the warm­
ing trend effect of the GHGs. It oscillates with a periodicity of approximately 
60-80 years within a 0.4°C range (e.g. Kerr, 2000; Knight, 2005) that is also 
manifest in the global mean surface temperature records (Schlesinger and 
Ramankutty, 1994). Over the instrumental record, positive phases of the 
AMV occurred approximately during the 1870-1880’s and the 1930-1950’s 
and negative ones during the 1900-1920’s and the 1960-1990’s (e.g. Enﬁeld 
et al., 2001; Sutton and Hodson, 2005; Alexander et al., 2014) (Figure 1.17a). 
Studies on reconstructed SST estimates from multiple types of proxies have 
shown that the AMV persisted hundreds (Delworth and Greatbatch, 2000; 
Gray, 2004; Mann et al., 2009; Svendsen et al., 2014) or even thousands (Knud­
sen et al., 2011) of years prior to the instrumental record. During its positive 
phase, the AMV spatial pattern of SST presents warm anomalies all across 
the northern half of the Atlantic basin and insigniﬁcant or even of opposite 
sign anomalies in the southern part. This forms a characteristic interhemi­
spheric SSTA gradient in the broad Atlantic basin. In the North Atlantic, 
the SSTA depict a comma-shape pattern. Anomalies are more intense in the 
northernmost part of the North Atlantic (close to Newfoundland and south 
of Greenland) and extend southward along the eastern part of the basin to 
the northern half of the tropical Atlantic (Figure 1.17b). 
Regarding its origin, the AMV is usually deﬁned as an internal mode of 
variability related to decadal variation of the internal ocean mechanisms in-
volved in the AMOC. The subsurface ocean data records are short and scarce, 
so it is only possible to determine the AMOC decadal variability and its link 
to the AMV from climate models (Delworth and Mann, 2000; Knight, 2005; 
Medhaug and Furevik, 2011). Since the AMOC transports heat to the upper 
layers of the North Altantic (Vellinga and Wood, 2002), a strengthening or 
weakening of the AMOC is linked to the persistence of a positive or negative 
AMV phase, respectively (Knight, 2005). This relationship with the oceanic 
circulation provide the AMV with certain persistence and, therefore, long 
term predictability to the climate variations linked to it (Latif and Keenly­
side, 2011). 
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Figure 1.17: a) AMV index deﬁned as the annual SSTA from 1871 to 2003 averaged between 
0°-60°N and 75°-7,5°W, low-pass ﬁltered and detrended (expressed in °C). b) 
AMV spatial pattern deﬁned as the regression of SSTA on the standardized 
AMV index (expressed in °C per standard deviation). From Sutton and Hodson 
(2005). 
Although the hypothesis involving ﬂuctuations of the AMOC to explain 
the AMV is the most accepted (Alexander et al., 2014), it has been questioned 
and other processes such as stochastic atmospheric forcing over the North 
Atlantic have been proposed to induce the SST decadal variability mecha­
nisms (Delworth and Greatbatch, 2000; Delworth and Mann, 2000; Kwon 
and Frankignoul, 2012; Clement et al., 2015; Zhang et al., 2016). For example, 
changes in the atmosphere-ocean heat ﬂux or in currents driven by wind 
that result in decadal variability respectively by heat integration inward the 
ocean or by disturbance propagation through the mean state circulation of 
the surface ocean and the atmosphere (Alexander et al., 2014). Particularly, 
the AMV has been related to multidecadal variations in the NAO atmo­
spheric mode of variability through changes in the ocean circulation, ther­
modynamic forcing and heat advection over the North Atlantic (Keenlyside 
et al., 2015). There is also controversy about whether the AMV has purely in­
ternal origin, suggesting that anthropogenic aerosols could have contributed 
to externally force the Atlantic SSTA during the 20th century at decadal time 
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scales (Rotstayn and Lohmann, 2002; Terray, 2012). From the 1940’s there 
was a rapid increase of the sulfate aerosol emission, especially in the north­
ern hemisphere, which produced a cooling trend of the North Atlantic SST, 
until the mid-1970’s when it began to reduce (Thompson et al., 2010). These 
works argue that this variation of the sulfate aerosols concentration may 
have contributed to force the phase shift of the AMV observed around 1970. 
There are even some controversial works based on model simulations that 
claim that the AMV in the 20th century was mainly induced by the aerosols 
external forcing (Booth et al., 2012). Thus, there is no clear consensus as to 
whether the AMV is dominated by internal variability of the climate system 
itself or by external forcing (Zhang et al., 2013b). 
Due to the large spatial extent of the SST pattern, the AMV has been linked 
to variations in climate phenomena of diverse regions. One is the hurricane 
activity in the Atlantic, which has been observed to intensify during years 
of positive AMV (Goldenberg, 2001; Trenberth and Shea, 2006; Zhang and 
Delworth, 2006). The greater hurricane activity results from some regional 
effects of the anomalous North Atlantic warming in the 10°to 14°N band 
of the tropical Atlantic. These are the raise of the SST and the stratospheric 
moisture as well as the sea level pressure decrease in this region during 
positive AMV. Such anomalies favor deep convection and atmospheric in­
stability by means of the weakening of the vertical shear of wind, which 
are the most favorable conditions for the hurricanes development. The AMV 
has also been related to extratropical atmospheric circulation changes that 
induce precipitation and temperature anomalies during summer in Europe 
and North America (Enﬁeld et al., 2001; McCabe et al., 2004; Sutton and 
Hodson, 2005). During the positive phase of the AMV, there is temperature 
rise in North America and Europe as well as anomalous low surface pres­
sure and more precipitation both in southern North America and western 
Europe. Another important impact of the AMV is its inﬂuence on tropical 
rainfall in the tropical Atlantic sector (Knight et al., 2006). The characteristic 
interhemispheric SSTA gradient of the AMV pattern produces anomalous 
surface pressure difference between north and south Atlantic and an asso­
ciated anomalous latitudinal shift of the ITCZ accompanied by the tropical 
rain belt (Zhang and Delworth, 2006; Ting et al., 2009; Mohino et al., 2011a; 
Folland et al., 2001; Alexander et al., 2014). Furthermore, the AMV has been 
suggested to modulate the non-stationarity of interannual teleconnections 
between remote areas (López-Parages et al., 2013). During negative AMV 
phases, the link between the interannual variability in the tropical Atlantic 
and Paciﬁc basins is favored, with implications in the West African and Euro­
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Mediterranean climate. 
The skill of GCMs to predict climate at decadal time scales is mainly pro­
vided by the prescribed atmospheric composition changes (Stocker, 2014). 
However, the initialization of decadal predictions robustly improve GCMs 
skill in predicting the North Atlantic SST, and therefore the AMV, with re­
spect to other regions at these time scales (Doblas-Reyes et al., 2013). Particu­
larly, the possible relationship between the AMOC and AMV could provide 
a good opportunity for climate prediction at decadal time scales (Medhaug 
and Furevik, 2011; Latif and Keenlyside, 2011). It has been reported that an 
accurate ocean data assimilation (salinity and temperature), together with 
SST, would signiﬁcantly improve the GCMs skill in predicting the North At­
lantic state at decadal time scales (Pohlmann et al., 2004; Keenlyside et al., 
2008; Smith et al., 2010). Therefore, the GCMs that properly reproduce the 
AMV teleconnections, as well as its connection with the AMOC, might have 
a good long-term predictability of climate. 
1.3.3 Low-frequency variability of the Paciﬁc SST 
Apart from the signal of the GW, the SST low-frequency variability in the Pa­
ciﬁc Ocean is dominated by the Interdecadal Paciﬁc Oscillation (IPO) mode 
(Power et al., 1999; Dai, 2013). The IPO is the basin-wide manifestation of 
the Paciﬁc Decadal Oscillation (PDO), which is the main mode of decadal 
variability of the seasonal extratropical North Paciﬁc SST in winter (Mantua 
et al., 1997). The time series of both the IPO and PDO variability modes are 
broadly similar (Salinger et al., 2001), showing no well-deﬁned unique fre­
quency, but some periodicities that can be grouped in a decadal and a mul­
tidecadal range of 15-25 and 60-70 years, respectively (Minobe, 1999; Chao 
et al., 2000; Tourre et al., 2001; Mantua and Hare, 2002; MacDonald and 
Case, 2005). During the last century, the IPO has shown two positive phases 
in 1922-1944 and 1978-1998, and a negative one in 1946-1977 (Salinger et al., 
2001) (Figure 1.18a). When the IPO is in its positive phase, there are positive 
SSTA in the tropical Paciﬁc SSTA, more to the east than in the western side 
of the basin. While the SSTA in the North Paciﬁc are cold as well as in the 
southern basin, close to New Zealand (Trenberth and Hurrell, 1994; Meehl 
et al., 2009) (Figure 1.18b). During negative IPO phases, the effects are the 
opposite. 
With regard to its origin, the IPO is typically related to an internal mode 
of the Paciﬁc climate system (Meehl et al., 2009). In contrast to the Atlantic, 
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Figure 1.18: IPO index (a) and pattern (b) deﬁned, respectively, as the temporal and the 
spatial patterns of the second leading empirical orthogonal function (EOF2) of 
annual and global SSTA, 3-year moving averaged , between 1920 and 2011. The 
red line is the low-pass ﬁltered IPO index using a 9-year running mean. Units 
of the pattern are K per PC coefﬁcient. From Dai (2013). 
the Paciﬁc does not have a well-deﬁned thermohaline circulation, so the 
IPO is not related to the internal variability of the ocean but to processes 
of the ocean-atmosphere interaction (Deser et al., 2010). Indeed this mode 
of variability is considered as the result of combined processes throughout 
the Paciﬁc sector instead of a single phenomenon (Newman et al., 2016). But 
the mechanisms that generate the transient SSTA pattern of the IPO have 
led to extensive debate. Some works conclude that the IPO is stochastically 
determined by noise produced by different atmospheric and oceanic forcing 
processes, whose interaction gives persistence to the mode (Newman et al., 
2003; Schneider and Cornuelle, 2005; Shakun and Shaman, 2009). While oth­
ers have suggested a mechanism that connects the tropics and extratropics 
with atmosphere-ocean interactions involved that promotes the formation 
and persistence of the IPO pattern (Deser et al., 2004; Meehl and Hu, 2006; 
Farneti et al., 2014; Newman et al., 2016). There is also no agreement as to 
whether the phase changes of the IPO are triggered by the tropical (princi­
pally by ENSO events) (Newman et al., 2003; Deser et al., 2004) or by the ex­
tratropical Paciﬁc sector (such as perturbations in the Aleutian Low) (Miller 
and Schneider, 2000). 
Due to the broad extent of the pattern and all the climate processes in-
volved in the IPO, it inﬂuences the decadal variability in different regions 
worldwide. The IPO has negative impacts on tropical rainfall over the North­
ern Hemisphere (Wang et al., 2013; Krishnan and Sugi, 2003). In southwest­
ern North America, anomalously rainy and drought years respectively coin­
cide with positive and negative phases of the IPO (Meehl and Hu, 2006; Dai, 
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2013). Also changes in North Paciﬁc marine ecosystems have been correlated 
with the IPO phases, showing positive and negative impacts on ﬁshery pro­
ductivity in the coasts of Alaska and the United States, respectively (Mantua 
et al., 1997; Chavez et al., 2003). The IPO has been shown to modulate the 
intensity of ENSO and its impacts on remote regions. During positive phases 
of the IPO, the tropical Paciﬁc is anomalously warmer and the relationship 
of El Niño with South American rainfall is more intense than during neg­
ative IPO years (Andreoli and Kayano, 2005). It also modulates the ENSO 
teleconnections globally (Meehl and Hu, 2006). For example, negative IPO 
phases favor a strong relationship between the Australian precipitation inter­
annual variability and the ENSO, whereas during positive phases there is no 
such connection (Power et al., 1999; Arblaster et al., 2002). The IPO has also 
been related to offsets or intensiﬁcations of the GW trend related to its vast 
temperature signal in the tropical Paciﬁc (Gu and Adler, 2013; Meehl et al., 
2013). 
Current GCMs show very little skill in predicting the SST anomalies asso­
ciated with the IPO (van Oldenborgh et al., 2012; Kim et al., 2012; Doblas-
Reyes et al., 2013; Kirtman et al., 2013), which would compromise decadal 
predictability of phenomena related to it. Predictions based on a linear in-
verse model* show better skill to predict the IPO, on time scales of some 
years (Newman et al., 2003; Alexander et al., 2008). 
* This method determines the multivariate noise from observed variations of the Paciﬁc SST, 
assuming that the Paciﬁc variability is determined by stochastic forcing. 
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1.4 the monsoon system 
The global monsoon system arises as the response of the climatic system to 
the annual cycle of the solar radiative forcing. It is characterized by a mode 
of the annual precipitation variations that mainly describes the difference 
of precipitation during summer and winter. It presents a contrast of rainfall 
between tropical and subtropical regions on both hemispheres. During the 
boreal summer there is more precipitation in the northern hemisphere and 
less in the south, while in winter the pattern is reversed (Figure 1.19) (Wang 
et al., 2011). The latitudinal location where the majority of the monsoonal 
precipitation falls is strongly related to the ITCZ position (Webster and Fa­
sullo, 2003). The band of maximum tropical rainfall is generally located pole­
ward of the ITCZ latitudinal position over continental surface. While over 
oceanic regions the bulk of precipitation occurs in the same position as the 
ITCZ. However, the monsoon is a regional phenomenon characteristic of cer­
tain tropical and subtropical regions with unique local properties on which 
the monsoon system depends, such as topography and speciﬁc features of 
the ocean and continental surface. The regions with the most characteristic 
monsoon systems are South Asia, Australia, West Africa, North and South 
America (Figure 1.19). These regions are in general very susceptible to the 
monsoon variability, which can cause severe droughts and ﬂoods. 
Figure 1.19: Difference of precipitation (mm day-1) and 850 hPa winds between June-
September and December-March. From Wang and Ding (2008). 
A monsoon has been conventionally referred to as a seasonal change of 
the predominant wind direction close to the surface, which is associated to 
heavy rains and determines the onset and end of the rainy season in tropical 
regions. It is a dynamic system that emerges from the thermal gradient that 
is generated between the ocean and a continental surface in the summer 
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hemisphere. During the summer, when the daily insolation is longer and 
more direct, the land surface heats faster than the ocean, due to their differ­
ent heat capacities. This promotes higher temperatures over the continent. 
The thermal gradient between ocean and land generates a pressure gradient 
that forces the moist air over the ocean to ﬂow towards the warm continent 
at low levels. Over the warm continent, the air rises through thermal convec­
tion. Such mechanism promotes a local decrease of the atmospheric pressure 
and forces moist air to condense in upper levels and precipitate. At high lev­
els the air radiatively cools and descends again over the ocean, increasing 
the atmospheric pressure locally (Figure 1.20). 
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Figure 1.20: Schematic representation of the monsoon circulation. Adapted from Webster 
and Fasullo (2003). 
An overview of the mechanism of a monsoon system has been described 
so far. But this Thesis focuses on rainfall variability in tropical regions lo­
cated in West Africa and north of South America. Therefore, the particular 
features of the West African Monsoon (WAM) and the South American Mon­
soon (SAM) systems are presented in further detail in the following sections. 
1.4.1 The West African Monsoon 
The WAM system is created by the ocean-land thermal contrast between 
the Gulf of Guinea in the tropical Atlantic and the west of the African con­
tinent, covering from the Gulf of Guinea coast to the Sahara desert to the 
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north. Broadly, the rainfall band associated to the WAM follows the tran­
sient position of the ITCZ across the African continent throughout its annual 
cycle (Figure 1.21). During the boreal summer the precipitation is zonally 
enhanced more intensely at around 10°N and gradually less to the north 
through the Sahel, up to the edge with the Sahara desert, at around 20°N. In 
the boreal winter, the monsoon rainfall occurs along central-south Africa. 
Figure 1.21: Schematic representation of winds and rainfall of the West African monsoon 
in the boreal summer (left) and winter (right). Source: Encyclopædia Britannica 
(www.britannica.com). 
However, the speciﬁc features of the WAM circulation in the boreal sum­
mer are somewhat more complex than described so far, as depicted in Fig­
ure 1.22. At lower levels, the southwesterly monsoon ﬂow advects moist air 
from the Tropical Atlantic northward to the continent. The majority of this 
moist ﬂow sustains the cloud formation that produces heavy rains along 
a band of deep convection extending around 10°N. This convective band 
constitutes the rising branch of the Hadley cell. It forces deep air convection 
and, thus, its water vapor content is condensed to precipitate. The southward 
branch of wind of the Hadley cell in the high troposphere is deﬂected west­
ward due to the Coriolis effect. These winds create a zonal belt at around 
5°N of easterly winds which is referred to as the Tropical Easterly Jet (TEJ). 
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The TEJ has its origin in the upper level Asian Monsoon circulation, which 
is very intense due to the strong thermal contrast between the Indian Ocean 
and the Tibetan plateau and to the steep orography. At low levels, there is 
the West African Westerly Jet (WAWJ) placed around 10°N that results from 
the convergence of the trade winds in the tropical Atlantic, close to the coast 
of Africa (Grodsky et al., 2003). The WAWJ introduces moisture inland from 
the west additional to the monsoon ﬂow from the south. 
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Figure 1.22: Schematic representation of the main circulation structures in the vertical sec­
tion associated with the WAM in the boreal summer. Mean July to September 
meridional circulation (stream lines) and associated mean zonal wind (m s-1 , 
contours). Green arrows indicate the main vertical and latitudinal air ﬂows and 
yellow areas the zonal jets. Modiﬁed from Hourdin et al. (2010). 
North of the deep convection band, the Hadley cell of the northern hemi­
sphere climatologically induces subsidence over the Sahara desert. The de­
scending air is adiabatically heated and prevents moisture to penetrate, mak­
ing the Sahara one of the warmest and driest regions in the world. During 
the boreal summer the northern Hadley circulation is weakened and the in­
tense surface heating in the Sahara generates a heat low of surface pressure. 
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Associated with the Saharan heat low, there are the northeasterly Harmat­
tan winds that converge with the southwesterly monsoon ﬂow at low levels 
(Nicholson, 2009; Rodríguez-Fonseca et al., 2015). This creates a disconti­
nuity of different air masses (dry from the north and wet from the south) 
at approximately 20°N. This band of wind convergence located in the bor­
der between the Sahel and the Sahara desert comprises the ITCZ over West 
Africa during the boreal summer. Associated with the wind convergence, 
there is dry air convection up to middle levels, where it meets the descend­
ing branch of the Hadley cell and diverges. This dry and warm air mass 
then ﬂows southward above the cooler and wetter northward monsoon ﬂow. 
At around 650 hPa, the air that ﬂows southward is deﬂected by the Coriolis 
effect creating the mid-level African Easterly Jet (AEJ). Climatologically the 
core of the AEJ stands at around 15°N. 
In the southern part of the Sahel, heavy rains are typically produced by 
rapid and small-scale squall lines forced by the deep convection. But to 
the north, where deep convection is inhibited, most precipitation occurs 
in mesoscale convective systems, which are larger-scale systems than the 
squalls and last for several hours, although they generate less rainfall (Nichol­
son, 2013). In this part of the Sahel, the speciﬁc humidity provided by the 
monsoon ﬂow is notably lower than to the south, specially close to the Sa­
hara desert. Instead, the moisture supply in this region comes from recycled 
water, mostly from local evaporation, which is crucial for the Sahel rainfall 
(Trenberth, 1999; Nicholson, 2009). 
1.4.2 The South American Monsoon 
The SAM is part of a unique American monsoon system, together with the 
one of North America (Vera et al., 2006b; Liebmann and Mechoso, 2011; 
Marengo et al., 2012). The intense precipitation associated with the SAM dur­
ing the rainy season follows the annual migration of the ITCZ across South 
America. The SAM starts around September, after the boreal summer, with 
intensiﬁcation of rainfall over the equatorial areas. The peak of the SAM 
occurs during the austral summer, from December to February, when the 
ITCZ presents its maximum southward displacement over the continent. It 
is then when the intense precipitation activity takes place in the south of the 
Amazon region. In the following months, the maximum rainfall shifts back 
north. Then, the annual precipitation of central and northernmost Amazonia 
peaks from March to May, respectively. The short rainy season of the semi­
arid Northeast region of Brazil also occurs between March and May (Moura 
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and Shukla, 1981; Rodrigues et al., 2011). It is then when the ITCZ reaches 
its southernmost position over this region, promoting deep convective cloud 
formation and occasional heavy rain events. Later, the rainy season associ­
ated to the SAM systems comes to its end. 
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Figure 1.23: Schematic representation of the vertical section indicating the main large-scale 
atmospheric circulation structures associated with the SAM system. Adapted 
from Vera et al. (2006b). 
The SAM mainly affects the north of the continent, which is mostly tropi­
cal, and as a consequence the seasonal contrast of temperature is softer than 
other monsoon systems involving subtropical regions, such as the WAM. 
However the SAM has a well-deﬁned northeast-southwest monsoon circula­
tion structure (Figure 1.23). During the austral summer, the thermal contrast 
between land and ocean ampliﬁes the trade winds that enhance the mon­
soon inﬂow of moisture from the tropical Atlantic. The humid air then rises 
over the heated continental surface through convention promoting rainfall. 
In addition, farther west, the Andean mountain range forces an abrupt air 
rise. At upper levels, over the rising branch there is a characteristic semi­
stable anticyclonic structure with divergent wind called the Bolivian High 
(Lenters and Cook, 1997). This characteristic structure only develops during 
the austral summer, when it can be found at 200 hPa and centered around 
17°S - 70°W. The Bolivian High is associated with enhanced deep convection 
and intense rainfall over Amazonia and northeastern Argentina. To the east 
and slightly north of the Bolivian High, an upper-level low with cyclonic 
circulation coexists. This structure produces air convergence with a branch 
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of subsidence below, which closes the monsoon circulation.
 
Figure 1.24: Horizontal representation of the low-level circulation associated with the SAM 
system. Source: eumetrain.org. 
The convection associated with the monsoon circulation of the SAM sys­
tem forms the South Atlantic Convergence Zone (SACZ) (Grodsky and Car-
ton, 2003; Carvalho et al., 2004). The SACZ is a cloudy and rainy convective 
band that expands southeastward from the Amazon to the southwestern 
tropical Atlantic, passing throughout the southeast of Brazil (Figure 1.24). 
At low levels, the intense moisture ﬂux entering inland from the northeast is 
forced by the steep orography of the Andes to ﬂow along the eastern edge 
of the mountain range toward higher latitudes. This wind ﬂow forms the 
South American Low Level Jet (SALLJ) (Marengo et al., 2004; Vera et al., 
2006a). The SALLJ distributes large amounts of moisture toward Amazonia 
and central and southeast Brazil. The SALLJ advection of humid air also 
contributes to increase the SACZ. 
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1.5 decadal variability of sahel and northern brazil rain­
fall 
This Thesis addresses the low-frequency variability of tropical rainfall in 
the regions of the Sahel, the Amazonia and the Northeast of Brazil and the 
inﬂuence of the SST modes of decadal-to-multidecadal variability. Before 
introducing the results, this section presents a review of other works that 
have also focused on this topic. 
1.5.1 Decadal variability of Sahel rainfall 
The variations of the WAM system that result in decadal-to-multidecadal 
changes of the Sahel rainfall have been related to the principal modes of SST 
variability at these time scales. Since the Sahel rainfall has shown marked 
decadal variability along the 20th century, it has focus the attention of many 
works (e.g. Folland et al., 1986; Giannini et al., 2003; Caminade and Ter­
ray, 2010; Mohino et al., 2011a). The long term decrease of precipitation 
observed from the wet period in the 1950s to the peak of the Sahel drought 
in the 1980s was ﬁrstly attributed to human-induced changes in land use, 
which increased the surface albedo of the region affecting the WAM circu­
lation (Charney, 1975). But there is currently a broad agreement that the 
main driver of Sahel precipitation at decadal time scales is SST variability 
ampliﬁed by land surface processes (Zeng and Neelin, 1999; Giannini et al., 
2003; Kucharski et al., 2013). Therefore, the concern about the anthropogenic 
forcing of Sahel rainfall shifts now is related with the SST response to the 
gas emissions originating from human activity and the direct local effect of 
the carbon dioxide rather than to land uses (Dong and Sutton, 2015; Biasutti, 
2016). Mohino et al. (2011a) suggested that the decadal oscillations of the Sa­
hel precipitation is the result of the competition between the main internal 
and external modes of SST variability. Particularly, they showed a dominant 
role of the AMV in driving the Sahel precipitation at decadal timescales, a 
secondary one of the IPO and a minor but also important inﬂuence of the 
GW. 
The GW has been linked to the observed decrease of Sahel rainfall along 
the second half of the 20th century (Figure 1.25a). The quasi-linear trend of 
SST warming induced a tendency to enhance subsidence over West Africa 
resulting in the decay of Sahel rainfall in the second half of the 20th century, 
after the wet period of the 1960’s (Giannini et al., 2003; Biasutti and Giannini, 
2006; Mohino et al., 2011a). This favored the Sahel drying while precipitation 
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Figure 1.25: Regression maps of the summer precipitation anomalies (mm day-1) onto the 
(a) GW, (b) AMO and (c) IPO indices standardized for the period 1957-1998 
(units are mm day-1 per standard deviation). From Mohino et al. (2011a). 
near the Gulf of Guinea coast was more abundant. These effects are mainly 
attributed to the tropical fringe of the GW pattern of SST. The tropical warm­
ing in the Indian and Paciﬁc oceans is related to increased convergence over 
these areas and subsidence over West Africa that reduces Sahel rainfall. On 
the other hand, the tropical Atlantic warming reduces the thermal contrast 
between the Gulf of Guinea and West Africa weakening the WAM. As a re­
sult, the ITCZ presents an anomalous southward shift associated with the 
GW. 
The future evolution of the Sahel rainfall regime has also been studied 
using future projections with a large sample of different climate models (Bi­
asutti et al., 2008; Monerie et al., 2012; Biasutti, 2013; Giannini et al., 2013). 
They show an inversion of the precipitation tendency as a response to in­
creased GHGs concentration with respect to the dry period of the 1980’s 
and consistent with the late 20th century recovery. Such inversion consists 
of an increase of precipitation in the central and eastern part of the Sahel 
while the western part dries. The western Sahel drying is more pronounced 
during the beginning of the boreal summer and the precipitation increase oc­
curs during the late monsoon season (Biasutti, 2013). The drying results from 
anomalous subsidence over the region induced by the tropical SST warming, 
preventing deep convection. Whilst the rainfall increase is attributed to the 
land surface warming by the direct effect of the carbon dioxide, favoring 
moisture convergence and precipitation (Monerie et al., 2012; Gaetani et al., 
2017). This recovery is related to an intensiﬁcation of rainy events rather than 
to an increment of their occurrence (Panthou et al., 2014). However, these ef­
fects are difﬁcult to assess due to the limitations of GCMs (Cook, 2008). For 
example, the regional processes of convection, which are crucial for the Sa­
hel rainfall, are in general poorly represented by the models (Panthou et al., 
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2014). Also because of the uneven response among the models to the direct 
effect of carbon dioxide or the distribution of increased SST due to the GHGs 
rise (Giannini et al., 2013; Biasutti, 2013; Park et al., 2015; Gaetani et al., 2017). 
Many works have highlighted the inﬂuence of the AMV on Sahel precip­
itation low- frequency variability (e.g. Zhang and Delworth, 2006; Hoerling 
et al., 2006; Knight et al., 2006; Ting et al., 2009, 2011; Mohino et al., 2011a; 
Martin and Thorncroft, 2014). The AMV has a positive relationship with the 
WAM (Figure 1.25b). So during positive AMV phases the boreal summer 
precipitation is enhanced over the Sahel and reduced to the south, along 
the coast of the Gulf of Guinea, while the opposite occurs during negative 
phases. This impact is produced by the anomalous meridional shift of the 
ITCZ along the entire tropical Atlantic sector in response to the interhemi­
spherical thermal gradient of the SST pattern of the AMV. When the North 
Atlantic basin is anomalously warm or cold, the ITCZ displaces to the north 
or to the south during the respective phases of the AMV. 
The IPO has a negative impact on the Sahel rainfall (Figure 1.25c), promot­
ing dry or wet conditions during positive or negative phases, respectively. In 
contrast to the AMV, only a few works have shown the link between the IPO 
and the Sahel. Joly (2008) ﬁrst showed a statistical link between them and 
Molion and Lucio (2013) suggest a possible modulation of the effect of ENSO 
on Sahel due to the IPO from observations. Mohino et al. (2011a) show the 
direct effect of the IPO on Sahel rainfall decrease of the second half of the 
20th century and the mechanisms involved in such connection by means of 
simulations with an atmosphere climate model. The tropical part of the IPO 
pattern is the most relevant to produce such connection. During the positive 
phase of the IPO, associated with the anomalous tropical SST warming there 
is enhanced upper-level convergence and subsidence over the Sahel that re­
duces rainfall (Mohino et al., 2011a). The opposite occurs during negative 
IPO phases. 
Nevertheless, despite all the understanding of the WAM gathered for the 
observational period and even the future, there is very little documentation 
on the evolution of the Sahel precipitation during the 19th century. There 
are only a few sources that document this period. One of these works is 
the one of Gallego et al. (2015), in which they deﬁne an index based on the 
persistence of southwesterly low-level winds in a region over the Atlantic, 
close to West Africa (29°- 17°W; 7°- 13°N), and calculated from historical 
measurements of JAS wind direction, complete since 1839, which is called 
African Southwesterly Index (ASWI) (Figure 1.26). The ASWI is strongly 
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Figure 1.26: Interannual (black index) and low-frequency (shaded curve) standardized 
ASWI for JAS from Gallego et al. (2015). 
correlated with the observed Sahel precipitation since 1900 and is, therefore, 
presented as a good indicator of its variability. The other work addressing 
this early period is the one by Nicholson et al. (2012) who, in turn, made a 
semi-quantitative reconstruction of rain in Africa during the 19th century. It 
is based on the use of descriptive documentary data of rainfall throughout 
the continent to complete the scarce information of rain-gauge stations. To 
do this, the continent was divided into 90 regions with uniform precipita­
tion regimes. Then, time series are deﬁned taking positive/negative values 
from 1 to 3 depending on whether the year was moderately, abundantly 
or severely rainy/dry, according to the documentation compiled at each re­
gion and following a selection criterion. The Sahel spans 6 of these regions 
and its rainfall index is the average of their time series (Figure 1.27). These 
two works show evidences of the existence of a humid period in the Sahel 
during some decades in the second half of the 19th century. Although the 
question as to the origin of this wet period has not yet been addressed and 
is unknown. 
Figure 1.27: "Wetness" index obtained from the semi-quantitative spatial reconstruction of 
the African precipitation averaging the regions spanned by the Sahel. Figure 
from Nicholson et al. (2012). 
47 introduction 
1.5.2 Decadal variability of northern Brazil rainfall 
The long-term trends in both the Amazon and the Northeast of Brazil re­
gions have focus the attention of several studies (Robertson and Mechoso, 
1998; Marengo, 2004, 2009; Marengo et al., 2009; da Silva, 2004). But the ob­
served data have typically short time span and are scarce over the regions. 
That is why the results regarding the trend of the entire period observed are 
somewhat confusing. Over the Northeast the observed tendency of precipi­
tation is mostly to decrease, although not quite intensely nor statistically sig­
niﬁcant in all the stations studied of the area (da Silva, 2004). In the Amazon 
regions the rainfall long-term trend is even more confusing, with different 
results among studies that depend on the data sets, the period, the season 
or the area of the Amazon that they analyze (Marengo et al., 1998; Marengo, 
2004; Espinoza Villar et al., 2009; Buarque et al., 2010). In general because of 
the short sample of the observed data available, the long-term rainfall trends 
in both the Amazon and the Northeast regions are suggested to be part of 
interdecadal changes rather than to a longer-than-decadal tendency (Zhou 
and Lau, 2001; Marengo, 2004, 2009). However, studies using atmospheric 
climate models forced with rising SST under increased carbon dioxide con­
ditions show that the Amazon is expected to experience longer dry seasons 
but no signiﬁcant changes during the SAM season (Harris et al., 2008). Oth­
ers using future projections of climate models show an increase of drought 
events in the Northeast of Brazil during its rainy season associated with an 
increment of GHGs concentration (Marengo et al., 2016). Therefore, although 
the effects of the GW trend on Amazonia and the Northeast regions are still 
scarcely constrained in observations, climate models can help to assess the 
evolution of rainfall in both regions under intense GW conditions. 
The AMV is related to the rainfall low-frequency variability in both, the 
Amazon and the Northeast regions, during their respective rainy seasons. 
This is associated with the anomalous ITCZ latitudinal shifts during the aus­
tral summer forced by the characteristic interhemispheric thermal gradient 
of the AMV pattern of SST (Figure 1.28). During positive AMV phases the 
tropical SSTA gradient hinders the typical southern maximum displacement 
of the ITCZ during the rainy season in Northeast, which remains next to 
the mouth of the Amazon River (Knight et al., 2006). Whilst opposite effects 
on the ITCZ and rainfall occur during cold AMV phases. According to this, 
it has been shown a negative relationship between the AMV phases and 
Northeast precipitation anomalies (Knight et al., 2006) as well as suggested 
a possible role in the Amazon rainfall variability (Good et al., 2008). 
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Figure 1.28: Near surface annual temperature and March to May precipitation associated 
with positive AMV phase in a climate model simulation. Adapted from Knight 
et al. (2006). 
Figure 1.29: Regression coefﬁcients between the October-September mean precipitation and 
the IPO index deﬁned as the ﬁrst leading mode of an EOF analysis of the 
Paciﬁc SST ﬁeld from which the variability associated with the ENSO has been 
previously removed by linear regression. Dark and light circles indicate positive 
and negative values, respectively. From Dettinger et al. (2001). 
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The IPO is also related to changes in the Amazonia and Northeast re­
gions at long-term time scales (Marengo, 2009; Espinoza Villar et al., 2009; 
Andreoli and Kayano, 2005). According to some studies, the relationship be­
tween the IPO and northern Brazilian rainfall comes from the ability of the 
IPO to modulate the occurrence and intensity of ENSO events (Dettinger 
et al., 2001; Marengo, 2004; Andreoli and Kayano, 2005; Rodrigues et al., 
2011). Nevertheless, the SSTA pattern associated with the positive (negative) 
IPO phase is directly related to anomalous dry (wet) conditions over both 
the Amazonia and Northeast regions (Dettinger et al., 2001) (Figure 1.29). 
Such connection is linked to negative (positive) low-level pressure anoma­
lies over the tropical Paciﬁc and less (more) precipitation and river ﬂow in 
northern South America, suggesting an ENSO-like atmospheric mechanism 
(Dettinger et al., 2001). 
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1.6 objectives 
The main objective of this Thesis is to gain a better understanding of the in­
ﬂuence of the decadal-to-multidecadal variability of SST on precipitation 
in three particular regions: The Sahel, the Amazonia and the Northeast 
of Brazil. In the ﬁrst part of this Thesis, a multi-model analysis is done 
to determine whether the state-of-the-art CMIP5 models are able to repro­
duce the observed connection between the main modes of SST decadal-to­
multidecadal variability and precipitation to understand the processes in-
volved. The speciﬁc goals in this part are to: 
• Characterize the main modes of SST variability (GW, AMV and IPO) 
in observations and CMIP5 simulations. 
• Analyze the relationship between the SST modes and rainfall in the 
Sahel, Amazonia and Northeast that the models reproduce, on average, 
comparing with observations and shed some light on the reasons for 
models spread. 
• Look into the associated atmospheric dynamics that lead to such links 
between the SST modes and precipitation in the models and its consis­
tency with observations. 
• Discuss the possible differences between externally forced and unforced 
simulations and seek whether in the future projections given by CMIP5 
models these relationships are expected to change or not. 
• Assess the contribution of the main modes of SST decadal-to-multidecadal 
variability to the total rainfall variance at these time scales in the re­
gions of interest, both in observations and CMIP5 simulations. 
In a second part of this Thesis, a particular case study is addressed. We 
seek to provide evidences that support the existence of an anomalous decadal 
rainy period in the Sahel over the late-19th century and ﬁnd out the processes 
that caused it. The key questions that are addressed in this part are: 
• Can the long rainy period of the late-19th century be reproduced with 
an AGCM forced with observed SSTs? 
• What are the atmospheric mechanisms that explain such humid period 
and what is their relation with the SST? 
• Which is the key basin controlling the Sahel decadal shifts in rainfall 
in the late-19th century? 
2
D ATA A N D M E T H O D O L O G Y 
The relationship between the main modes of SST variability and rainfall at decadal 
time scales is addressed in this PhD Thesis through the the analysis of simulations of 
several GCMs. In addition, one AGCM is also used for the realization of experiments 
designed to study the occurrence of a long rainy period in the late-19th century. In 
parallel, observational data from gridded data bases and reanalysis are also used to 
make a comparison with the results obtained from the simulations. To analyze all the 
climatic variables and distinguish the links among them, discriminant analysis and 
other statistical techniques are used. This Chapter describes the main characteristics 
of the GCMs and simulations analyzed, the experimental design, the observational 
data and the methodology used throughout this Thesis. 
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2.1 the cmip5 
The ﬁfth phase of the Coupled Model Intercomparison Project (CMIP5) emerged 
in 2008 as a result of an agreement among several of the most important 
modeling groups in the world. The purpose of this agreement is to coordi­
nate the experiments carried out by each institution so as to make an inter­
comparison between the most updated models to date and to try to solve cer­
tain issues that arose in the preparation of the last Intergovernmental Panel 
on Climate Change (IPCC) report published in 2007 on the understanding 
of past and future climate change (Taylor et al., 2012). Hence, the CMIP5 
provides a multi-model context aiming at: 
• Assess the GCMs skill to reproduce the recent past. 
• Evaluate the uncertain mechanisms involved in the carbon cycle feed­
backs that produce different effects among GCMs. 
• Examine the predictability of climate and the predictive skill of fore­
casting systems at decadal time scales. 
CMIP5 includes two types of climate change modeling using GCMs. On 
the one hand, there are short-term simulations, which are initialized with 
observed ocean and sea ice conditions and only simulate 10 to 30 years 
(Meehl et al., 2009). These simulations are also called decadal prediction ex­
periments as their aim is to predict short-time climate change. On the other, 
the long-term experiments simulate time scales of one or more centuries. 
CMIP5 includes several types of these long-term simulations, like the histor­
ical, covering much of the industrial period (since the mid-19th century), and 
the pre-industrial control (piControl), which aim at simulating climate prior 
to the industrial revolution. The long-term experiments are initialized from 
piControl simulations. While there is internal climate variability in these 
simulations, it does not have to be in phase with the observed one. For 
this reason, in the long-term simulations, the simulated temporal sequence 
and duration of the periodic climate events do not necessarily coincide with 
observations. This must be taken into account when analyzing the model 
simulations by comparing them with the observations and not attributing 
these discrepancies to errors in the model (Taylor et al., 2012). 
The external forcing used in historical simulations includes natural fac­
tors of variability, such as solar radiation or volcanic eruptions, and anthro­
pogenic factors, such as the burning of fossil fuels, methane emissions or the 
changes in land uses. In addition to this forcing response, the climate shows 
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independent variations that are caused by the internal interactions of the 
complex nonlinear climate system (Taylor et al., 2012). The piControl simula­
tion is therefore useful to analyze these internal climate variations separately, 
which the forced CMIP5 experiments reproduce together with the externally 
forced variability. 
In this work, the results of the historical and piControl simulations of a 
set of CMIP5 models are used because of their temporal extension. So, it 
is possible to study the climate variability at decadal-to-multidecadal time 
scales and to analyze the inﬂuence of the external forcing on the results by 
comparing the forced and unforced simulations. 
With the objective of speculating on the future relationship between SST 
and precipitation at decadal time scales, also the CMIP5 future projections 
have been analyzed. These are the Representative Concentration Pathway 
8.5 (hereinafter RCP8.5), which are typically run from 2006 to 2100 with a 
radiative forcing rising up to 8.5 W/m2 in 2100 induced by the emission of 
global warming gases (Riahi et al., 2007). 
Detection and attribution of climate change simulations provided by some 
CMIP5 models have also been analyzed to shed some light on the role of the 
different components of the external forcing inducing uneven SST variability 
between the forced and unforced experiments. These simulations impose 
the piControl conditions but with the greenhouse forcing evolution of the 
historical experiment (hereinafter historicalGHG), excluding other factors of 
radiative forcing. 
2.1.1 CMIP5 data 
Four different simulations from a set of 17 CMIP5 models have been ana­
lyzed. The names of these models, the number of years, the simulated period 
and the number of realizations run in each experiment are listed in Table 2.1. 
The analyzed outputs are monthly data that are interpolated to a common 
grid of 2.8° in latitude and longitude and 17 vertical levels. Surface tempera­
ture data, precipitation and atmospheric variables, such as horizontal wind 
components, speciﬁc humidity and surface pressure, are used. Surface tem­
perature is, on the continents, the soil temperature in radiative equilibrium 
(called skin temperature) and, on the oceans and seas, it is the SST. Land 
area fraction data have also been used to separate the SST from the continen­
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tal surface temperature. Precipitation data include both the liquid and solid 
phases of all types of clouds (large-scale and convective systems). 
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Table 2.1: List of CMIP5 models used, the modeling groups responsible for their development and number of years (#years) or 
period analyzed and number of realizations (#rea) of each simulation. All data available at http://pcmdi9.llnl.gov. 
piControl historical RCP8.5 historicalGHG 
Model Name Modeling group #years period #rea period #rea period #rea 
1. bcc-csm1-1 Beijing Climate Center, China Meteorological Administration 500 1850-2012 3 2006-2100 1 1850-2012 1 
2. CanESM2 Canadian Center for Climate Modeling and Analysis 996 1850-2005 5 2006-2100 5 1850-2005 5 
3. CCSM4 National Center for Atmospheric Research 501 1850-2005 6 2006-2100 6 1850-2005 3 
4. CNRM-CM5 Centre National de Recherches Météorologiques/Centre Européen de 850 1850-2005 10 2006-2100 5 1850-2005 6 
Recherche et Formation Avancée en Calcul Scientiﬁque 
5. CSIRO-Mk3-6-0 Commonwealth Scientiﬁc and Industrial Research Organization in 500 1850-2005 10 2006-2100 10 1850-2005 5 
collaboration with Queensland Climate Change Centre of Excellence 
6. FGOALS-g2 LASG, Institute of Atmospheric Physics, Chinese Academy of Sciences and 700 1850-2005 4 2006-2100 1 1850-2005 1 
CESS, Tsinghua University 
7. GISS-E2-H NASA Goddard Institute for Space Studies 540 1850-2005 5 2006-2100 5 1850-2005 5 
8. GISS-E2-R NASA Goddard Institute for Space Studies 550 1850-2005 6 2006-2100 5 1850-2005 5 
9. HadGEM2-CC Met Ofﬁce Hadley Centre 240 1860-2004 1 2006-2099 3 Not available 
10. HadGEM2-ES Met Ofﬁce Hadley Centre 575 1860-2004 5 2006-2100 4 1860-2004 4 
11. inmcm4 Institute for Numerical Mathematics 500 1850-2005 1 2006-2100 1 Not available 
12. IPSL-CM5A-LR Institut Pierre-Simon Laplace 1000 1850-2005 6 2006-2100 4 1850-2005 5 
13. MIROC5 Japan Agency for Marine-Earth Science and Technology, Atmosphere and 670 1850-2012 5 2006-2100 3 Not available
 
Ocean Research Institute and National Institute for Environmental Studies
 
14. MIROC-ESM- Japan Agency for Marine-Earth Science and Technology, Atmosphere and 255 1850-2005 1 2006-2100 1 1850-2005 1 
Ocean Research Institute and National Institute for Environmental Studies CHEM 
15. MPI-ESM-LR Max Planck Institute for Meteorology 1000 1850-2005 3 2006-2100 3 Not available 
16. MRI-CGCM3 Meteorological Research Institute 500 1850-2005 5 2006-2100 1 1850-2005 1 
17. NorESM1-M Norwegian Climate Centre 501 1850-2005 3 2006-2100 1 1850-2005 1 
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2.2 the lmdz model 
A set of simulations have been performed in this Thesis using a particular 
AGCM: the ﬁfth version of the Laboratoire de Météorologie Dynamique model 
(LMDZ, where "Z" stands for "zoom"). This AGCM is developed in the Insti­
tut Pierre Simon Laplace (IPSL) and this version is the atmospheric component 
of the IPSL-CM5A coupled model (Hourdin et al., 2013) used in the CMIP5. 
The LMDZ is coupled to the latest version of the land surface model OR­
CHIDEE (Krinner et al., 2005). The conﬁguration of the model used has a 
spatial resolution with 2.5°and 1.25°in longitude and latitude, respectively, 
and 39 vertical levels. 
2.2.1 Experimental design 
Two kind of experiments have been performed with the LMDZ model to 
study the Sahel rainfall variability during the second half of the 19th cen­
tury. Firstly, a set of 19 members starting from a long-term simulation have 
been run for the period 1854-2000 with the same boundary conditions but 
different initial state of the atmosphere. The boundary conditions imposed 
to the model to perform this simulation are the sea ice cover, the SST and the 
atmospheric gases that affect the external climate forcing. The sea ice cover 
data used are from HadISST1 (Rayner et al., 2003), extending back to year 
1854 the monthly climatological data provided for the period 1870-1900. The 
conﬁguration of GHGs concentration is the same as used in the historical 
simulations of CMIP5 (Dufresne et al., 2013). This has been combined with 
stratospheric aerosols effects estimated from registers of volcanic eruptions 
(Sato et al., 1993). The ERSST.v4 data base (Huang et al., 2015; Liu et al., 2015) 
has been used for the SST forcing, which provides data from 1854. 
Secondly, a set of sensitivity experiments are performed with an ensemble­
size of 5 members*. The two different sensitivity experiments have been per­
formed by varying the superimposed state of the global SST for the period 
1854 to 1910. In one of the sensitivity experiments (ATLVAR), the boundary 
condition imposed in the Atlantic sector is the observed evolution of the 
SSTs, as in the previous simulation of reference (REF). Outside this area, the 
climatological annual cycle of SSTs relative to 1854-1910 is used. Outputs 
* The initial ensemble has been used to show that 5 realizations are enough to extract a 
signiﬁcant signal from the internal weather noise on the ensemble mean (see Chapter 7). 
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of this experiment are noted with "atl" subscript. In the other experiment 
(INPVAR), the observed SSTs evolution is imposed in the Indo-Paciﬁc ocean 
surface while the Atlantic SSTs are ﬁxed to the climatological annual cycle. 
Outputs of this experiment are noted with "inp" subscript. The Atlantic sec­
tor spans its entire basin, including the Mediterranean Sea and part of the 
Southern Ocean to the south. In order to smooth the transition between the 
two ocean regions, we use two meridional buffer zones in 65°- 75°W and 
7°- 17°E, south of the South American and African continents, separating 
the Atlantic sector from the Paciﬁc and the Indian Ocean, respectively (Fig­
ure 2.1). In these oceanic boundaries, the SSTA added to the climatology in 
one region or another are buffered through a linear relaxation along 5 grid 
points. In the Northern hemisphere, the ice cover separate the oceans and 
no buffer zones are used. 
Figure 2.1: Red and purple areas are, respectively, the Atlantic and Indo-Paciﬁc sectors de­
ﬁned for the sensitivity experiments. Rainbow color bands indicate the buffered 
boundaries between the two oceanic areas. 
2.3 observations 
2.3.1 SST 
Two different data sets of global monthly SST observations have been used. 
One is the Hadley Center sea ice and sea surface temperature version 1 
(HadISST1, from 1870 to 2009) (Rayner et al., 2003), which has been used 
to compare the results obtained from CMIP5 simulations. HadISST1 is a 
reconstruction of SST data from the Met Ofﬁce Marine Data Bank, the Inter­
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national Comprehensive Ocean-Atmosphere Data Set and satellite measure­
ments from 1982 onwards, interpolated to a fully spatially distributed grid 
with a resolution of 1° in longitude and latitude. 
The other observational data base of SST used is the Extended Recon­
structed Sea Surface Temperature version 4 (ERSST.v4) (Huang et al., 2015). 
This reconstruction is based on the International Comprehensive Ocean-
Atmosphere Dataset (ICOADS), which is a large collection of marine in situ 
observations. ERSST.v4 has a spatial resolution of 2° in longitude and lat­
itude. But, despite having lower resolution than HadISST1, ERSST.v4 pro-
vides data for a longer period back in time (from 1854 to 2015). Therefore, 
this data base has been used in this Thesis to perform climate simulations of 
the second half of the 19th century. In addition, this latest version of ERSST 
has improved metadata bias correction and completeness with respect to 
previous versions and has been assessed that it exhibits more realistic SST 
variability (Huang et al., 2015, 2016; Liu et al., 2015; Diamond and Bennartz, 
2015). The previous version of these data (ERSST.v3b) (Smith et al., 2008) 
was also used for the comparison with the multi-model analysis, providing 
similar results to those of HadISST1. Therefore, for the sake of simplicity, 
only the results from HadISST1 are shown in the report of the Thesis. 
2.3.2 Precipitation 
The available records of observed precipitation may be sparse and inaccurate 
in some cases, especially during the early 20th century and in uninhabited re­
gions, such as the Amazonia (Marengo, 2004) (Figure 2.2). The precipitation 
gridded data use selected observations and provide long time series by spa­
tially interpolating the available station records. But in turn, this artiﬁcial 
reconstruction generates high uncertainty of the resulting data in regions 
with scarce observations. Therefore, to gain conﬁdence on the observational 
results, three gridded data sets dealing with different interpolation methods 
are analyzed. One is the Version-7 of the Global Precipitation Climatology 
Centre (GPCC v7, from 1901 to 2013) (Schneider et al., 2016), another one 
is the Climatic Research Unit time series version 3.24.01 (CRU TS3.24.01, 
from 1901 to 2015) (Harris et al., 2014) and the third one is the University of 
Delaware Air Temperature and Precipitation version 4.01 (UDEL v4.01, form 
1900 to 2014) (Willmott et al., 2001). The three are monthly databases of con­
tinental coverage with a longitude and latitude resolution of 0.5° based on 
precipitation data from weather stations distributed around the world. 
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Figure 2.2: Number of rain-gauge stations in time used in the GPCC v7 data base within the 
Sahel (between 17.5°W - 10°E and 10°- 17.5°N), the Northeast of Brazil (between 
46°- 35°W and 9°- 2°S) and the Amazon region (between 10°S - 5°N and 76°­
55°W). Note the different scale used in the bottom plot with respect to the other 
two. 
2.3.3 Reanalysis 
In order to study the atmospheric dynamics, data from reanalyses are also 
used. These are based on the assimilation of observational data and, there­
fore, also have inherent uncertainties that are mainly attributed to the model 
and the observations used. To deal with it, we use two different reanalysis to 
compare the results: the European Center for Medium-Range Weather Fore­
casts reanalysis of the 20th Century (ERA-20C, from 1900 to 2010) (Poli et al., 
2013) and the NOAA-CIRES 20th Century Reanalysis version 2c (20CRV2c, 
from 1851 to 2014) (Compo et al., 2011). Both reanalyses are performed by 
assimilating surface pressure from the International Surface Pressure Data­
bank and the ERA-20C also includes wind observations from the Interna­
tional Comprehensive Ocean-Atmosphere Data Set. The outputs used from 
both reanalyses are monthly data with a horizontal resolution of 1° in longi­
tude and latitude and 37 and 24 vertical levels, respectively for the ERA-20C 
and the 20CRV2c. 
The variables used that are a direct product of the reanalyses are the ver­
tical wind components (u and v), the speciﬁc humidity (q) and the surface 
pressure (sp). Other variables analyzed are the velocity potential (χ) and the 
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moisture or humidity ﬂux (VF), which are indirectly obtained from the reanal­
yses. 
The velocity potential is computed from the horizontal wind ﬁeld (VV = 
(u, v)). According to the Helmholtz theorem, the horizontal wind can be 
expressed as the sum of its divergent and rotational components: 
VV = VVdiv + VVrot, (2.1) 
which have null rotational (\× VVdiv = 0) and divergence (\ · VVrot = 0), 
respectively (Holton, 2004). So that the velocity potential is deﬁned as the 
scalar potential of the divergence component of wind following the Poison 
equation: 
VVdiv = \χ, (2.2) 
which is computationally resolved. Therefore, the velocity potential is a mag­
nitude that measures the spreading of wind, such that the divergent wind 
ﬂows out from centers of low velocity potential with a speed that is propor­
tional to the velocity potential gradient. 
The moisture ﬂux is a useful variable to study the ﬂow of the water vapor 
content in the atmosphere. To compute it, ﬁrstly the moist advection is calcu­
lated as the product of the speciﬁc humidity and horizontal wind. Then the 
moisture ﬂux is obtained by vertically integrating the moist advection from 
the surface to high levels:  01V VF = − qVdp, (2.3) 
g sp 
where g is the gravity acceleration and p the atmospheric pressure. Particu­
larly, in this Thesis the moisture ﬂux is calculated by integrating from surface 
to 200 hPa level. 
2.4 methodology 
2.4.1 Data processing 
Climate study involves the analysis of large amounts of data. The use of 
statistical tools is therefore required to efﬁciently process all these data, in 
order to extract and synthesize as much useful information as they can re­
veal. The methods used in this Thesis for the data processing are presented 
below. (For further details, the reader is referred to Wilks (2005)). 
61 data and methodology 
Anomalies of a ﬁeld 
Climate variability refers to departures of a certain climate characteristic 
from its long-term mean, also known as climatological value. Therefore, any 
climate characteristic can be expressed as a combination of its climatology 
plus time-dependent variations. Such variations are the so called anomalies. 
So, given a vector (if the climate characteristic is an index or a variable at 
a given location) or matrix (in case it is a ﬁeld of a certain climate variable 
with spatial dimension) XV describing the evolution of a climate characteristic 
over time t, the anomaly is obtained by subtracting its climatology ( Vµˆ): 
VX'(t) = XV(t) − Vµˆ (2.4) 
Particularly, in this Thesis we use data averaged over the whole year for 
SST (annual anomalies) and data averaged over particular seasons (seasonal 
anomalies) for the rest of variables. 
Fourier analysis 
A time series is typically expressed in terms of the time domain, the same 
in which they are observed. But it is sometimes useful to use its expression 
in the frequency domain, in terms of contributions occurring at different 
characteristic frequencies of cosine waves (von Storch and Zwiers, 2002). In 
the case of a discrete time series xn with n = 1, 2, ..., N data, this expression 
is as follows: 
N/2
 
xn = Ck · cos(ωkn − φk), (2.5) 
k=0 
in case N is pair (if N is odd, the summation extends from k = 0 to (N − 1)/2). 
Ck is the amplitude and φk the phase of each kth cosine wave of character­
istic angular frequency ωk = 2πk/N. The values of these magnitudes are 
encoded in the expression of the time series in the frequency domain (xˆk), 
which is given by the Fourier transform: 
N−1
 
−iωkn xˆk = xn · e , (2.6) 
n=0 
such that, the amplitudes Ck and phases φk can be expressed in terms of 
the real and the imaginary components of xˆk, which is a complex number, 
as follows:  
Ck = Re(xˆk)2 + Im(xˆk)2 (2.7) 
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Im(xˆk)−1φk = tan . (2.8)
Re(xˆk) 
The power spectrum of a signal quantiﬁes how much of the variance of 
the data is contributed by a particular frequency. From the Fourier transform, 
the power spectrum is C2 , a function of ωk which is typically normalized k
by N/2σ2, where σ2 is the variance of the time series xn. 
Frequency ﬁlter 
Climate shows variations at diverse time scales due to the numerous phys­
ical processes that modulate it. The signals of such variations are all mixed 
in the time series of the climate variables. The variability associated with 
certain physical processes can be separated from others that are not of our 
interest by ﬁltering the time series. Such a ﬁltering is performed through the 
use of time ﬁlters that allow decomposing the original signal in other time 
series with stationary variability. For example, a time series Y(t) can be ex­
pressed as the combination of high (H) and low (L) variability components: 
Y(t) = Y(t)H + Y(t)L (2.9) 
One way to ﬁlter a time series is using the Fourier analysis. Since it com­
putes the amplitudes at all frequencies contributing to the total signal, we 
can modify them by means of a transfer function H(ωk) that weights the 
amplitudes Ck such that in the frequency domain it is zero for frequencies 
above (below) a cutoff value ωk, typically referred to as cutoff frequency, in 
the case of a low-pass (high-pass) ﬁlter. 
N/2
 
xn,filtered = CkH(ωk) · cos(ωkn − φk) (2.10) 
k=0 
Ck,filtered 
H(ωk) = . (2.11)
Ck 
However, this method has serious shortcomings since the reconstructed 
time series may not resemble the original one and it requires complete 
records of data, hence the problems are worst near the ends of the ﬁnite 
time series. 
In order to avoid these problems, there are ﬁlters designed so that the ﬁl­
tered series resembles the original one. These ﬁlters have a weighting func­
tion in the time domain with a certain number of weights (m) to achieve 
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the desired transfer function. The number of weights determines the degree 
of the ﬁlter, so that the higher the degree of the ﬁlter is, the sharper the 
transition of the transfer function from 1 to 0 in the cutoff frequency is. Nev­
ertheless, in the case of recursive ﬁlters, whose ﬁltered value depends on 
weighted values of the original time series and of previous ﬁltered values to 
be computationally more efﬁcient, too large degree of the ﬁlter may result 
in an unstable ﬁltered signal. 
In this Thesis we use the Butterworth ﬁlter (Butterworth, 1930), which is 
a recursive one that is commonly used in climate studies (e.g. Parker et al., 
2007; Mohino et al., 2011a). The transfer function of the Butterworth low­
pass ﬁlter is expressed as: 
1
| H(ωk) |=    �1 +
 
, 
2m 
ωk 
ωc 
(2.12)
 
where m the order of the ﬁlter and ωc the cutoff angular frequency (i.e., 2π 
times the ordinary frequency) such that the amplitude of the transfer func­√ 
tion is 1/ 2. The Butterworth ﬁlter can be modiﬁed to a high-pass ﬁlter, 
using 1 − H(ωk) as transfer function, or add others in series forming a band­
pass ﬁlter. 
In this Thesis we use an implementation of the Butterworth ﬁlter described 
by Mann (2004) which deals with the constraint of the time series near the 
boundaries by completing the series implementing different approximations. 
Particularly, we use both low- and high-pass Butterworth ﬁlters of order 10 
with the minimum slope boundary constraint, which ﬁlls the time series in a 
way that the tendency of the ﬁltered one is minimized near the boundary. 
For a given periodicity Tc below or above which we want to smooth the 
time series (depending on whether we low- or high-pass ﬁlter), the cut-off 
frequency is deﬁned as: 
1 
fc = 
Tc 
. (2.13) 
Empirical Orthogonal Function 
The Empirical Orthogonal Function (EOF) analysis, also referred to as Prin­
cipal Component Analysis, is a multivariate statistical technique that is used
 
64 data and methodology 
in data analysis and statistical forecasting. It is widely used in atmospheric 
and oceanic sciences as a discriminant analysis to identify the most promi­
nent recurrent patterns of simultaneous variation and their time evolution 
in a ﬁeld of a given climate variable. The term EOF was ﬁrstly introduced in 
meteorology by Lorenz (1956) and the method is fully described by books 
devoted to climate statistics (e.g., Wilks, 2005; von Storch and Zwiers, 2002). 
Climate ﬁelds generally consist of large number of data with substantial 
correlation among each other. Through the EOF analysis, such ﬁelds can be 
decomposed into a set of spatial structures termed as EOFs and other com­
plementary temporal ones called Principal Components (PCs). Each pair of 
EOFs and PCs describes the modes of variability of the ﬁeld. These modes 
account for a fraction of the total variance of the original ﬁeld, so that it can 
be reconstructed as a linear combination of the EOFs times the PCs. 
Speciﬁcally, lets consider a ﬁeld of anomalies XV ' with time (t) and space 
(m) dimensions (Equation 2.4). The relation between the variance of the ﬁeld 
in two different points is represented by the covariance matrix C calculated 
in the temporal dimension: 
C = 
1 
N − 1 
N 
VX ' m(t) · VX ' m(t)T ; t = 1, ..., N. (2.14) 
t 
The objective of the EOF analysis is then to decompose the matrix C into 
eigenvectors and eigenvalues, such that: 
C · E = D · E, (2.15) 
kwhere the matrix E contains the eigenvectors Ve associated with the eigen­
values λk, which are arranged in the diagonal matrix D. 
kEigenvectors Ve represent the EOFs describing the spatial distributions 
of the variability modes and satisfy orthogonality among themselves. The 
associated PCs are expressed as the projection of the anomalous ﬁeld XV ' 
onto the transposed eigenvectors Vek: 
MN 
kT kαk(t) = Ve · XV ' (t) = e · XV ' (t) (2.16)m m
m=1 
� � 
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The original ﬁeld of anomalies can be then reconstructed from a number 
of K modes that describe a large proportion of the total variance 
KN 
kXV ' (t) e αk(t) · Ve , (2.17) 
k=1 
and minimize the mean squared error (MSE) (von Storch and Frankignoul, 
1998): 
N KN 
kMSE = XV ' (t) − αk(t) · Ve (2.18) 
t=1 k=1 
The modes represented by the kth pair of EOFs (Vek) and PCs (αk(t)) ex­
plain a fraction of variance (fvar) of the original ﬁeld that is proportional to 
the corresponding eigenvalues (λk): 
λk
fvar = · 100% (2.19) K λk k=1 
The PCs are typically sorted such that the ﬁrst PC (PC1) corresponds to 
the mode that explains more of the total variance of the ﬁeld XV ' (t) and so 
on. That is, in descending order of the corresponding eigenvalue (λ1 > λ2 > 
... > λK). 
Therefore, the EOF analysis helps to identify modes of climate variability. 
Though the analysis does not provide information on the physical processes 
that generate these modes of variability. This requires careful interpretation 
of the resulting EOFs and PCs. 
Linear regression 
In simple terms, the linear regression is a technique that allows to quantify 
the linear relation between two variables (x,y) that are represented in a plot 
of scattered points (scatterplot), seeking to summarize such a relationship 
by a linear straight: 
yˆ = α + β · x, (2.20) 
where yˆ is the estimation of the variable y and α and β are the intercept and 
the slope of the straight, respectively. 
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The slope β represents the regression coefﬁcient between both variables, 
which quantiﬁes how much of the dependent variable y linearly varies in 
relation to the independent one x. The regression coefﬁcient is the ratio of the 
covariance between x and y and the variance* of the independent variable: 
σ2 xy
β = , (2.21)
σ2 x 
nN1 
σ2 xy = (xi − x)(yi − y), (2.22) n − 1 
i=1 
nN 
σ2 = 
1 
(xi − x)
2 , (2.23)x n − 1 
i=1 
where x and y represent the average values of the variables. σ2 is the vari­x 
ance of x, a measure of the spread of a set of numbers out from their average 
value. In turn, the standard deviation of a variable is the square root of its 
variance (σx). 
In this Thesis we frequently use linear regression to show spatial patterns 
of the regression coefﬁcients between a given ﬁeld of a variable and a tem­
poral index, to which we will refer as regression maps or patterns. In matrix 
form, the ﬁeld and the index can be expressed as Y(m, t) and X(t, 1), respec­
tively, where m refers to the spatial dimension and t to the temporal one. If 
the index X is standardized, the expression of the regression maps can be 
simpliﬁed to: 
X ' (m, t) · Y ' (t, 1)
β(m, 1) = ; t = 1, ..., N. (2.24)
N − 1 
In some cases we may also be interested in removing the linear trend 
of a time series by detrending it. To obtain a detrended time series, the 
linear estimation calculated by linear regression is simply removed from the 
original one. 
* The covariance and the variance are indistinctly denoted in this Thesis as σ2 and σ2 or as xy x 
Cov[x, y] and Var[x], respectively. 
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Linear correlation 
The correlation estimates the degree of linear dependence that exists be­
tween two variables, that is, how they covariate one with respect to the other. 
In this way one can study to what extent the linear dependence of one vari­
able with another is signiﬁcant. 
In particular, the linear correlation evaluates to what degree a set of scat­
tered points (x,y) approaches to a straight, which is tightly related to the 
linear regression study. Thus, the closer the points to the line, the greater the 
correlation absolute value is. If the variable y increases with x, the slope of 
the regression line and the correlation will have positive values. If, on the 
contrary, y decreases with x, the slope and the correlation will be negative. 
The correlation coefﬁcient is expressed as the ratio of the covariance and 
the standard deviation (square root of the variance) of the variables x and y: 
σxy
Rxy = (2.25)
σxσy 
From the value of the correlation between two variables one can also ob­
tain the coefﬁcient of determination (R2), which indicates the proportion of 
variance of the dependent variable that is accounted for by the independent 
one. 
Multi-linear regression analysis 
While the simple linear regression allows to estimate a dependent variable 
(predictand) from another independent one (predictor), the multi-linear re­
gression offers the possibility to use an unlimited number (k=1,...,K) of pre­
dictors (xk). The estimated y variable using these predictors is given by: 
yˆ = β0 + β1 · x1 + β2 · x2 + ... + βK · xK, (2.26) 
and therefore the predictand variable can be expressed as: 
y = β0 + β1 · x1 + β2 · x2 + ... + βK · xK + e, (2.27) 
where β0 is the intercept, βk the regression coefﬁcients corresponding to 
each predictor and e is the residual term or error of the estimation (e = 
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y − yˆ). 
Through the multi-linear regression analysis, the estimation of the depen­
dent variable can be improved with respect to the simple linear regression 
one, if it depends on more than one potential predictor. In addition, we can 
evaluate which component is explained by each one of these predictors. The 
variance of the variable y can be therefore expressed in terms of the regres­
sion coefﬁcients (Mohino et al., 2016). For the sake of simplicity, if we con­
sider only two predictor variables (x1 and x2), the variance of the predictand 
(y) is: 
Var[y] = β21 + β
2
2 + 2β1β2Cov[x1, x2] + Var[e], (2.28) 
where Cov[x1, x2] stands for the covariance between x1 and x2. 
In one particular case, we are going to consider three indices (x1, x2 and 
x3) as predictors in a multi-linear analysis, one of which is orthogonal to 
the other two (i.e., the covariance between this index with the other two is 
Cov[x1, x2] = 0 and Cov[x1, x3] = 0). Therefore, the variance of the predic­
tand can be expressed in terms of the regression coefﬁcients of the three 
predictors as follows: 
Var[y] = β21 + β
2
2 + β3
2 + 2β2β3Cov[x2, x3] + Var[e]. (2.29) 
In this Thesis, the multi-linear regression analysis is used to study how a 
single time series depends linearly on a number of indices and to determine 
the contribution of each one to the total variance of the predictand time 
series. 
2.4.2 Statistical signiﬁcance 
One of the major challenges in climate studies is whether the results ob­
tained through the analysis of the data sets are statistically signiﬁcant. These 
data often provide a limited number of samples and this can lead to results 
that are not statistically robust. The evaluation of signiﬁcance is done by a 
contrast of statistical hypotheses. It is based on the decision of whether or 
not to reject an assumption about some characteristic of the population of 
the data analyzed that is called null hypothesis H0. The opposite assump­
tion is the so called alternative hypothesis H1 (von Storch and Zwiers, 2002). 
There are different statistical tests than can be applied to determine whether 
H0 is rejected or accepted. The distribution of the data that we study deter­
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mines the election of the hypothesis test to be applied. Each test has an asso­
ciated statistic. This test statistic is a value that follows a probability density 
function, called null distribution, which indicates the acceptance probability 
of H0. So, given a signiﬁcance level α, one may compute a statistic that de­
termines whether H0 can be rejected at a conﬁdence level 1 − α if its value is 
outside the non-rejection region of the null distribution (see one example in 
Figure 2.3). 
Regarding the null distribution associated with the different hypothesis 
tests, they can be classiﬁed into parametric and non-parametric tests. When 
the population to be studied is known and follows a normal distribution, 
parametric hypothesis tests are used assuming a theoretical probability den­
sity function. In contrast, when the distribution of the population is un­
known and no assumptions about it can be made, a non-parametric test 
is used, for which a ad-hoc null distribution is built up (Wilks, 2005). 
Student t-test 
The Student t-test is a parametric hypothesis test in which the test statistic 
follows a Student’s t-distribution under the null hypothesis (Figure 2.3). The 
t-test are typically used to determine whether two sets of data are signiﬁ­
cantly different from each other. 
22
2 ,n2
- ,n
Figure 2.3: Null distribution of a two-tailed Student t-test. The white area below the 
curve represents the non-rejection region and tα/2,n stands for the test 
statistic value, corresponding to a α signiﬁcant level and n degrees of 
freedom, from which H0 can be rejected with a 1 − α conﬁdence level. 
Adapted from Gorgas et al. (2009). 
When we measure the degree of association between two variables through 
the correlation, we can estimate whether this relationship is statistically sig­
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niﬁcant. To determine if the correlation is signiﬁcant, a hypothesis test is 
made so that: 
H0: r = 0, the two samples are linearly independent. 
H1: r  = 0, the two samples are linearly dependent. 
In this case, the value of the t-Student statistic that determines whether 
H0 must or must not be rejected is given by the expression: 
√ 
r N − 2 
t = √ , (2.30)
21 − r
which follows a null distribution of Student with N-2 degrees of freedom, 
where N stands for the number of data. Therefore, given a signiﬁcance level 
α, if t < tα/2, then H0 can be rejected with a (1 − α) · 100% conﬁdence level. 
The Student t-test can be also applied to compare the mean value of a sam­
ple of data x with respect to a particular value µ0. In this case, the hypothesis 
that we pose is: 
H0: x = µ0, the mean value is equal to µ0 
H1: x  = µ0, the mean value and µ0 are different 
and the value of the statistic is given by this expression: 
x − µ0 
t = � , (2.31) 
σ2 
N 
where σ2 and N are the variance and the size of the sample x, respectively. 
Particularly, in this Thesis we want to know if the mean value of the anoma­
lies of a variable over certain years is signiﬁcantly different from zero (i.e., 
µ0 = 0). 
Another application of the Student t-test is to assess the conﬁdence inter­
vals of the slope α of a linear regression line yˆ estimated from the y depen­
dent values of x (see Equation 2.20). To determine if the slope is signiﬁcantly 
close to zero, the following hypothesis is posed: 
H0: β = 0, the slope is negligible. 
H1: β  = 0, the slope is different from zero. 
   �
71 data and methodology 
In this case, the statistic is given by the expression: 
(N − 1)σ2 x 
t = β , (2.32)
σ2 yyˆ
which follows a Student distribution with N-2 degrees of freedom. 
"Random-phase" test of Ebisuzaki 
In this Thesis, we frequently compare the relation between time series of 
data that are low-pass ﬁltered by means of regression and correlation. These 
data may then present high autocorrelation and it cannot be assumed that 
the samples follow a normal distribution. Hence, a non-parametric hypothe­
sis test is better suited. 
A "random-phase" test, based on Ebisuzaki (1997), is used to statistically 
assess the signiﬁcance of the regression and correlation values. This test is 
based on the comparison between the regression or correlation and a null 
distribution of regression or correlation coefﬁcients (100 values in our case), 
respectively, obtained from random series designed to preserve the autocor­
relation of the original ones. These synthetic time series are generated by 
randomly altering the phase of the original ones (φk in Equation 2.5), using 
Fourier transforms, and maintaining their periodicities. Therefore, our null 
hypothesis supposes that the relation between the two time series is obtained 
by chance. 
For the multi-model analysis held in this Thesis, model-mean regression 
patterns across the 17 models are composed to show common relations re­
produced by the CMIP5 models. To evaluate the statistical signiﬁcance of 
these model-mean patterns, the "random-phase" test is adapted. In this case, 
the averaged regression is compared with a null distribution constructed 
from mean regression coefﬁcients out of 17 pairs of random time series gen­
erated from the original ones of each model. 
ANOVA 
The 1-way analysis of variance (ANOVA) compares the means of two or 
more groups of samples by assessing the equality of their variances. ANOVA 
uses the F-statistic of Ronald Fisher to statistically test this equality, hence 
it is a parametric hypothesis test. In climate studies, ANOVA can be used 
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to assess how many realizations of a GCM simulation are needed to neglect 
the internal weather noise of the model with respect to the simulated cli­
mate response to the imposed forcing (e.g. Caminade and Terray, 2010). If 
we consider that the only sources of variance of one model simulation are its 
internal weather noise and the variance induced by the imposed forcing, we 
can use ANOVA to evaluate the variance between different realizations (at­
tributed to weather noise) with respect to the variance within them (obtained 
from the common externally forced variability) (Zwiers, 1996). ANOVA pro-
vides the probability value that the variance between the different realiza­
tions is signiﬁcantly lower than the common variance. 
In this Thesis the ANOVA is used to evaluate the conﬁdence of the set 
of realizations of the experiments performed to study the Sahel rainfall re­
sponse to the imposed forcings (see Section 2.2.1). 
2.4.3 Characterization of the decadal-to-multidecadal SST modes 
The characterization of the modes of variability is done by deﬁning a pat­
tern that describes the spatial distribution of the associated anomalies and 
an index that describes its temporal evolution. The method used to character­
ized the main modes of SST decadal-to-multidecadal variability is described 
below. 
The GW index 
Considering that the GW is associated with global processes induced by 
the radiative forcing (Meehl et al., 2004), the GW index is deﬁned as the 
global average of SSTA (Ting et al., 2009), calculated between 45°S - 60°N to 
avoid problems with sea ice changes and regions with sparse coverage of ob­
served SST data (Trenberth and Shea, 2006; Baines and Folland, 2007). Then, 
the resulting time series is low-pass ﬁltered using a Butterworth ﬁlter with 
a 40-year cut-off period in order to isolate the higher-than-decadal signal of 
the SST from the variability of lower frequency. In this way we obtain the 
GW index. In many cases, the standardized GW index is used in this Thesis 
(i.e., divided by its standard deviation). 
In the case of the CMIP5 simulations with imposed external forcing that 
provide more than one realization (see Table 2.1), the SSTA data is averaged 
among all the ensemble members prior to computing the GW index. Since 
each member is initialized from different states, the internal SST variability 
is not common among members of the ensemble, while the external forcing 
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imposed is the same. Hence, the externally forced signal of the SSTA ﬁeld 
can be isolated from the internal variability by computing the ensemble­
mean. Note that the GW is not calculated from the piControl simulation of 
CMIP5 models since the radiative forcing imposed is constant in time and, 
therefore, no GW signal on SST is expected. 
The "residual" SST 
Before calculating the AMV and IPO indices, the GW signal is removed from 
the original SSTA ﬁeld (Trenberth and Shea, 2006; Ting et al., 2009; Mohino 
et al., 2011a), instead of simply detrending the resulting indices as in other 
works (Enﬁeld et al., 2001). Considering that the GW may not be spatially 
uniform throughout the global SST ﬁeld, we follow the technique of Mohino 
et al. (2011a) to compute a "residual" SSTA ﬁeld to eliminate as much of the 
external forcing effects on the SST as possible. 
Firstly, the GW spatial pattern of SSTA (GWpatt) is computed as the re­
gression of the SSTA onto the GW index (GWind): 
SSTA(m, t) · GWind(t, 1)
GWpatt(m, 1) = ; t = 1, ..., N (2.33)
N − 1 
where m and t stand for the spatial and temporal dimensions, respectively. 
Then, the "residual" SSTA (SSTAres) is obtained by subtracting to the orig­
inal SSTA a "GW-ﬁtted" ﬁeld, which is reconstructed as the product between 
the GW spatial pattern and its transposed index: 
SSTAres(m, t) = SSTA(m, t) − GWpatt(m, 1) · GWt (2.34)ind(1, t). 
The AMV and IPO indices 
The AMV and IPO indices are computed as the ﬁrst PC of an EOF anal­
ysis applied to the "residual" SSTA in the North Atlantic (between 0° and 
60°N) and the basin-wide Paciﬁc Ocean (between 45°S and 60°N), respec­
tively. The "residual" SSTA ﬁeld is previously area weighted and low pass­
ﬁltered through a Butterworth ﬁlter with a 13-year cut-off period. As an 
exception, in the case of the unforced piControl simulations the AMV and 
IPO indices are calculated from the original SSTA ﬁeld instead of the "resid­
ual". 
There are more straightforward ways to characterize the AMV index. For 
example, it is commonly obtained as the detrended index of SSTA averaged 
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over the North Atlantic basin (e.g. Enﬁeld et al., 2001; Knight, 2005). How­
ever, the use of the EOF to deﬁne the AMV is also accepted by several au­
thors (e.g. Mestas-Nuñez and Enﬁeld, 1999; Enﬁeld et al., 2001; Baines and 
Folland, 2007; Parker et al., 2007; Mohino et al., 2011a, 2016) and no relevant 
differences have been found between the results obtained using one deﬁni­
tion or another (Martin et al., 2014). As for the IPO, the EOF analysis is the 
most commonly used approach to deﬁne its index (e.g. Zhang et al., 1997; 
Power et al., 1999; Arblaster et al., 2002; Meehl et al., 2013). Although there 
are also other deﬁnitios based on differences of SSTA averaged over the main 
centers of action of the IPO over the Paciﬁc basin (Henley et al., 2015). 
The AMV and IPO patters 
To characterize the SSTA spatial patterns associated with the AMV and IPO 
indices, as well as the GW, maps are obtained by regression of the anomalous 
ﬁeld of any variable (without being previously ﬁltered) onto the correspond­
ing index. For the SSTA patterns, the annual values of the original data (not 
the "residual" SSTA) have been used for the regression. Whilst for the atmo­
spheric variables, the regression maps have been computed using seasonal 
anomalies during JAS, for the Sahel, and DJFMAM, for the Amazon and 
Northeast regions. In the case of the Northeast region, its short rainy season 
is restricted to the months from March to May. However, the results concern­
ing this region do not change substantially whether we use the anomalies 
averaged in DJFMAM or in its characteristic rainy season. 
For those models with several realizations of the same experiment (see Ta­
ble 2.1), their simulations are concatenated in time before the AMV and IPO 
estimation. This approach has been chosen to take advantage of the infor­
mation provided by all the ensemble members together. Furthermore, from 
preliminary analysis of the methodology used in this Thesis, no differences 
were found between the resulting associated SSTA patterns and the time 
series obtained with this method and by analyzing the ensemble members 
separately, then averaging the patterns and putting the indices in series. 
2.4.4 Indices from the LMDZ simulations 
From the resulting outputs of the simulations performed with the LMDZ 
model, two indices have been computed to analyze the results. One is the 
Sahel index of precipitation (also referred to as Sahel index, for simplicity) 
that is deﬁned as the area-weighted average of the JAS seasonal precipita­
tion between 17.5°W - 10°E and 10°- 17.5°N. The other index is the ASWI, 
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which is computed as the proportion of days per month with predominant 
southwesterly wind between 29°- 17°W and 7°- 13°N and averaged in JAS, 
following Gallego et al. (2015). The wind direction is obtained from the daily 
output of the model simulations of wind at 10 meters above the surface. Both 
indices are ﬁltered using a Butterworth ﬁlter with an 8-year cut-off period. 
2.4.5 Limits of the Sahel, Amazon and Northeast regions 
In this Thesis, the Sahel refers to the region delimited between 10°- 17.5°N 
and 17.5°W - 10°E. The limits of the Amazonia are stated in 10°S - 5°N and 
76°- 55°W and the Northeast of Brazil is assumed as the region spanned 
between 9°- 2°S and 46°- 35°W. These regions are delimited in some ﬁgures 
throughout the Thesis to guide the reader. 

RESULTS I : MULTI-MODEL ANALYSIS 
This part presents the results derived from the study of the inﬂuence 
of the main modes of decadal SST variability on the Sahel and north­
ern Brazil rainfall using a set of simulations of several CMIP5 models. 
This analysis begins by characterizing the main mode of the global SST 
variation at longer-than-decadal time scales (the GW) and then the two 
leading modes of the decadal-to-multidecadal SST variability of the ma­
jor ocean basins (the AMV and IPO). Afterwards, the inﬂuence of these 
modes on precipitation changes in the regions of interest are evaluated 
and the atmospheric mechanisms involved in the SST-precipitation tele­
connection are identiﬁed. The role of the external radiative forcing in 
the AMV, the IPO and their impacts on rainfall, as well as the future 
evolution of the SST modes impacts, are assessed by comparing forced 
and unforced simulations and analyzing future projections of different 
GCMs of CMIP5. Finally, the contribution that each of the character­
ized modes of SST low-frequency variability have on the total decadal 
variance of rainfall in the regions of interest is calculated. 
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3
I N F L U E N C E O F T H E G W 
The GW index and its corresponding SSTA pattern reproduced by the externally 
forced CMIP5 simulations and the observed one are characterized in this Chapter. 
The impact of the GW patterns on precipitation in the Sahel and the northern Brazil­
ian regions of the Amazon and the Northeast is also identiﬁed and analyzed. Histor­
ical simulations of the 20th century allow to compare the results with observations, 
while the analysis of future projections provide an insight of how the GW inﬂuence 
on rainfall in the regions of study might be along the current century. 
The content of this Chapter referring to the simulated link between the GW and precipitation 
in northern South America is in preparation for publication in the following article: 
VILLAMAYOR, J., MOHINO, E. & AMBRIZZI, T. (2018A): Amazon drying in CMIP5 RCP8.5 
projections. Can we trust it? (In preparation). 
79 
80 influence of the gw 
3.1 the gw index and pattern 
The GW index obtained from observational SSTA data broadly shows a 
warming trend throughout the 20th century (Figure 3.1). But it also presents 
certain oscillatory variability. The minimum temperature of the observed 
period is around the 1910s. Then the global temperature steeply rises un­
til the 1940s, where the warming decelerates and a slight relative cooling 
is observed throughout the 1950s until the 1960s. In the following decades, 
the global temperature increases again very rapidly and decelerates over the 
2000s. The occurrence of these periods of GW deceleration agrees with other 
studies, which deﬁne them as hiatus decades and relate them with natural 
variability (e.g. Trenberth and Fasullo, 2013; Meehl et al., 2013). Although it 
has to be noticed that the warming trend in the last part of the time series 
may be artiﬁcially decreased by the minimum slope condition at the edges 
used for the construction of the ﬁltered GW index (Section 2.4). 
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Figure 3.1: Standardized GW indices from observations (HadISST1), the historical 
simulation of the CMIP5 models on average and individually. Each 
model is enumerated as in Table 2.1. 
Regarding CMIP5 models, the average of the GW indices among them 
show important similarities with the observed one (Figure 3.1), being both 
highly correlated (Table 3.1). The model-mean GW presents a characteristic 
warming trend along the reproduced period with some oscillations. In con­
trast to observations, it shows a minimum peak in the 1890s. Then it rises up 
to the 1940s, decreases until the 1960s and rises again coinciding with the 
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observed GW index. Both the observed and the model-mean GW indices in­
dicate that the global SST experienced an increment of roughly 0.5°C along 
the 20th century. Though the CMIP5 models tend to slightly overestimate 
the observed warming trend during the last two decades of the 20th century, 
coinciding with other works based on GCMs simulations with external nat­
ural and anthropogenic forcing imposed (Stott et al., 2000; Meehl et al., 2004; 
Hansen et al., 2005) 
Table 3.1: Coefﬁcients of the correlation (R) between the GW indices from observa­
tions and the CMIP5 models (including the model-mean) calculated for 
the common period among all models and observations of 1870-2004. All 
the correlation coefﬁcients are statistically signiﬁcant at a conﬁdence level 
greater than 99%. 
Model-mean 0.95 
1. bcc-csm1-1 0.95 
2. CanESM2 0.91 
3. CCSM4 0.95 
4. CNRM-CM5 0.94 
5. CSIRO-Mk3-6-0 0.80 
6. FGOALS-g2 0.91 
7. GISS-E2-H 0.94 
8. GISS-E2-R 0.92 
9. HadGEM2-CC 0.72 
10.HadGEM2-ES 0.80 
11.inmcm4 0.96 
12.IPSL-CM5A-LR 0.95 
13.MIROC5 0.91 
14.MIROC-ESM-CHEM 0.94 
15.MPI-ESM-LR 0.92 
16.MRI-CGCM3 0.89 
17.NorESM1-M 0.95 
The individual model GW indices show certain discrepancies among them­
selves and with respect to observations. The correlation between the indices 
of each model and the one obtained from observations range between R=0.72 
and R=0.96 (Table 3.1). The lowest score corresponds to the HadGEM2-CC 
model, which is followed by CSIRO-Mk3-6-0 and HadGEM2-ES. These mod­
els overestimate the amplitude of the observed global SSTA oscillations, par­
ticularly with a pronounced shift between the relative maximum and mini­
mum of the 1940s and 1960s, respectively. Furthermore, the HadGEM2-CC 
model represents unrealistically warm global SST at the beginning of the 
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simulation, prior to the 20th century. 
Figure 3.2: Regression onto the standardized GW index of the unﬁltered SSTA (K 
per standard deviation) from the HadISST1 observational data (a) and 
from the historical simulation averaged among the 17 CMIP5 models (b). 
Contours indicate the regions where the simple (a) or the averaged (b) 
regression is signiﬁcant at the 5% level from a "random-phase" test. Black 
and blue crosses in (b) indicate points where the SSTA is, respectively, 
higher and lower than the global mean in at least 13 out of the 17 models 
analyzed. 
In observations, the GW projects widespread intense warm SSTA roughly 
globally (Figure 3.2a). This suggests that the vast global ocean surface has 
experienced a long-term warming trend over the last century, with greater 
intensity over western Paciﬁc, the tropical and subtropical eastern Atlantic, 
the northern Indian basin and the Southern Ocean south of the Atlantic and 
Indian basins. A weak cooling is observed in the extratropical North Atlantic. 
This has been related to anomalous water freshening, as a consequence of 
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reduced evaporation due to the air warming relative to SST, resulting in a 
weakening of the THC and the subarctic North Atlantic cooling (Kim and 
An, 2013). The central and eastern tropical Paciﬁc also presents a weak cool­
ing associated with the GW. This is consistent with other works that attribute 
such a cooling to reinforced trade winds over the eastern Paciﬁc promoted 
by the tropical Indian Ocean warming relative to the Paciﬁc (Luo et al., 2012; 
Solomon and Newman, 2012). 
The CMIP5 models, on average, reproduce a SSTA pattern associated with 
the GW that presents a worldwide increase of the ocean temperatures with 
some regions warming more intensely than others (Figure 3.2b). Broadly, the 
SST warming is more intense between the tropics than in the extratropical 
oceans. In particular, according to observations, the extratropical North At­
lantic SST shows weak variability associated with the GW, while it is consid­
erably more intense toward the equator and further south. Models also show 
more intense warming compared to the rest of the globe in the northern In­
dian basin and the Southern Ocean sector adjoining the Atlantic and Indian 
Ocean with high agreement among themselves. Similarly, CMIP5 models ro­
bustly reproduce weaker SSTA relative to the worldwide pattern over the 
extratropical North Paciﬁc and to the south spanning the Southern Ocean, 
coinciding with observations. However, over the central and eastern equato­
rial Paciﬁc, models robustly reproduce an intense warming that is opposite 
to observations. This unrealistic simulated warming is in accordance with 
other works that relate the inaccuracy of GCMs in reproducing the observed 
tropical Paciﬁc cooling trend to biases concerning the way they simulate the 
warming contrast among the tropical ocean basins, local feedbacks and the 
surface net heat ﬂux (Luo et al., 2017; Song and Zhang, 2014). This discrep­
ancy entails a signiﬁcant difference, considering the important inﬂuence of 
the SST in this region on climate worldwide (Rodríguez-Fonseca et al., 2016), 
that may affect the way in which models reproduce the GW impacts. In 
addition, there is broadly low agreement among models as to the regions 
with higher or lower warming relative to the global mean (sea crosses in 
Figure 3.2b). This suggests that there may be certain discrepancies among 
CMIP5 models in simulating the distribution of SSTA gradients associated 
with the GW, which may induce model-dependency in terms of the GW im­
pacts. 
Regarding the RCP8.5 future projections from the CMIP5 models, the GW 
indices obtained from the reproduced SSTA show a practically linear warm­
ing trend over the 21st century with no clear oscillatory variability, in contrast 
to the historical simulation (Figure 3.3). Such a quasi-linear increase of the 
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global SST is consistent among all the models analyzed, without exception. 
However, there is certain discrepancy among them as to the total increase of 
the global SSTA, ranging from around 2 to 3.5 K over the simulated period 
(typically 2006-2100). This suggests that under the same radiative forcing 
conditions, the effects on the SST can be more or less intense depending on 
the model. The climate sensitivity of the models can vary among themselves 
due to differences in the climate feedbacks that they simulate, such as cloud 
radiative forcing (Andrews et al., 2012). 
2000 2020 2040 2060 2080 2100
−2
−1
0
1
2
st
d.
 d
ev
.
 
 
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
Figure 3.3: Standardized GW indices from the RCP8.5 future projection of the 
CMIP5 models individually. Each model is enumerated as in Table 2.1. 
The model-mean SSTA pattern associated with the GW in the RCP8.5 fu­
ture projection shows a widespread warming. This is consistent with the 
historical simulation, though the SSTA are notably more intense (note the 
different color scales used in Figures 3.2 and 3.4). The SST rise is also more 
intense in some regions than in others, but they are differently distributed 
than in the historical simulations of the 20th century. The warming in the 
tropical and northern sector of the oceans is more intense than the global 
mean, with the only exception of the subpolar North Atlantic where it is 
weaker. While south of the tropics, the SSTA are mostly weaker than the 
global mean. Such an interhemispheric difference of the SST warming be­
tween the north, including the tropics, and the south is highly consistent 
among the CMIP5 models and may have important implications on rainfall 
changes in the regions of interest of this Thesis (e.g. Folland et al., 1986; Has­
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tenrath and Greischar, 1993; Folland et al., 2001; Harris et al., 2008; Giannini 
et al., 2013; Park et al., 2015). 
Figure 3.4: Regression onto the standardized GW index of the unﬁltered SSTA (K 
per standard deviation) from the RCP8.5 future projection averaged 
among the 17 CMIP5 models. The averaged regression is signiﬁcant at 
the 5% level from a "random-phase" test throughout the global pattern. 
Black and blue crosses in indicate points where the SSTA is, respectively, 
higher and lower than the global mean in at least 13 out of the 17 models 
analyzed. 
In summary, CMIP5 models on average reproduce the observed GW time 
series and some of the basic aspects of its SSTA pattern in the historical sim­
ulation. However, they do not reproduce the same tropical Paciﬁc SSTA and 
show certain disagreement among themselves as to the amplitude of the os­
cillatory variability of the GW index. Such discrepancies can be relevant to 
determine the way in which CMIP5 models reproduce the GW impacts on 
average and individually. Robustness among models in reproducing the GW 
is higher in the RCP8.5 future projections, with steeper warming trend and 
more intense SSTA pattern than in the historical simulation. The different 
distribution of SSTA in the GW patterns of the RCP8.5 and the historical 
simulations suggests that a worldwide SST warming may have different im­
pacts on climate in the future. Since the GW is an externally forced mode 
of variabilitiy, the role of the main components of radiative forcing have to 
be addressed in order to shed some light on the causes that lead the differ­
ences among models and between the historical simulation and the future 
projection. 
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3.1.1 The role of the GHGs and aerosols 
The differences among the GW indices of the models in the historical simu­
lation is outstanding, whereas in the RCP8.5 future projection the indices ob­
tained are practically identical. This suggests that the response of the global 
SST to the radiative forcing imposed in the historical simulation is notably 
model-dependent (Rotstayn et al., 2015), in contrast to the future projection. 
Regarding the radiative forcing imposed in these simulations, in the RCP8.5 
future projection large concentrations of GHGs, especially carbon dioxide, 
are imposed with respect to the historical simulation, while aerosol concen­
trations are much lower than in the 20th century (Riahi et al., 2007). Con­
sidering that the parametrization of the aerosols effects can be freely set in 
each model (Taylor et al., 2012; Ekman, 2014), it is reasonable to believe that 
they may induce the disparity among models in the historical simulation. 
This is in agreement with Rotstayn et al. (2015), who suggest that most of 
the inter-model variance in the simulated global-mean surface temperature 
is explained by changes in the radiative forcing induced by aerosols. 
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Figure 3.5: Standardized GW indices from the historicalGHG detection and attribu­
tion experiment of the CMIP5 models individually. Each model is enu­
merated as in Table 2.1. 
The GW indices obtained from the historicalGHG detection and attribu­
tion experiment reveal notably higher consistency among models than in the 
historical simulations (Figure 3.5). In addition, these indices show almost no 
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oscillatory variability but rather a linear warming trend of the global SST, 
in contrast to observations and consistently with RCP8.5 future projections. 
Considering that the only difference between the historical and historical-
GHG simulations is the conﬁguration of the radiative forcing imposed, this 
result suggest that the warming trend of the global SST described by the 
GW index is mainly induced by the effect of the GHGs. While the oscillatory 
variability of the GW index reproduced by the historical simulation is, by 
default, forced by aerosols effects. Therefore, these effects can be considered 
as the principal source of uncertainty among models regarding the accuracy 
with which they reproduce the observed GW evolution over the 20th century. 
It can also be deduced that models which overestimate the observed GW os­
cillations (such as CSIRO-Mk3-6-0, HadGEM2-CC and HadGEM2-ES), rep­
resent exaggerated aerosol effects on the global SST that lead to reproduce 
unrealistic variability at longer-than-decadal time scales. 
Figure 3.6: Regression onto the standardized GW index of the unﬁltered SSTA (K 
per standard deviation) from the historicalGHG detection and attribu­
tion experiment averaged among the 13 CMIP5 models for which these 
experiment is available (see Table 2.1). Contours indicate the regions 
where the averaged regression is signiﬁcant at the 5% level from a 
"random-phase" test. Black and blue crosses in indicate points where 
the SSTA is, respectively, higher and lower than the global mean in at 
least 9 out of the 13 models analyzed. 
Regarding the GW patterns of SSTA, the warming reproduced in the his­
torical simulation by CMIP5 models, on average, is broadly more intense in 
the tropical band than in the extratropics (Figure 3.2b). While the RCP8.5 fu­
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ture projection simulates larger anomalies between the tropics and the north­
ern hemisphere than in the southern extratropics (Figure 3.4). In turn, the 
historicalGHG detection and attribution simulation simulates a model-mean 
GW pattern with a worldwide warming, more intense between the tropics 
and further north than to the south (Figure 3.6), which is more akin to the 
RCP8.5 than the historical pattern. Although the warming is notably weaker 
than in the RCP8.5 future projections, according to the different GHGs con­
centration in both experiments (note the different scales used in the color 
shading in Figures 3.4 and 3.6). The model-mean GW pattern of SSTA is also 
more robust in historicalGHG than in the historical simulation (see crosses 
in Figures 3.2b and 3.6). While they may be some nonlinear effects of the 
GHGs and the aerosols on climate (Ming and Ramaswamy, 2011), these re­
sults suggest that the simulated aerosol effects induce more uncertainties 
among models than the GHGs, as far as the GW pattern is concerned, and 
that the aerosols effect on SST is to dampen the warming induced by the 
GHGs increase in the northern hemisphere, in agreement with other works 
(Ekman, 2014; Rotstayn and Lohmann, 2002; Rotstayn et al., 2015; Ackerley 
et al., 2011). So, considering that the differential SST warming associated 
with the GW is crucial to explain some of its impacts on climate (e.g. Rot­
stayn and Lohmann, 2002; Friedman et al., 2013; Park et al., 2015), the model­
dependent parametrization of the aerosol effects is an important source of 
uncertainty among CMIP5 models that may hamper their ability to robustly 
simulate the GW impacts. 
3.2 sahel rainfall response 
The observed precipitation response to the GW in West Africa during JAS 
is mostly negative (Figure 3.7). The rainfall anomalies are barely statistically 
signiﬁcant over most of West Africa and even locally with different opposite 
signs among the three observational data bases, specially in Central Africa. 
However, in the Sahel there are intense negative rainfall anomalies over the 
western half, extending north and south along the coast. In the rest of the Sa­
hel region, there are mostly weak positive anomalies around the zero merid­
ian and negatives close to the eastern boundary, more intense to the south. 
The anomalous drying to the west is robustly shown by all the sources of ob­
servations analyzed and is partially statistically signiﬁcant toward the coast, 
where the drying is more prominent. Along the Gulf of Guinea coast there 
are two local areas with signiﬁcant positive rainfall anomalies, one extend­
ing from Ghana to Nigeria and the other one in Gabon and its surrounding 
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areas, which are robustly shown in all the observational data. 
GPCC v7 CRU  TS3.24.01 UDEL v4.01
a b c
Figure 3.7: Regression map of the unﬁltered JAS precipitation anomaly from the 
(a) GPCC v7, (b) CRU TS3.24.01 and (c) UDEL v4.01 observational data 
bases onto the standardized GW index (units are mm day-1 per standard 
deviation). Contours indicate the regions where the regression is signiﬁ­
cant at the 5% level from a "random-phase" test. The orange box delimits 
the Sahel region. 
Consistently with the observed response of the JAS precipitation to the 
GW, the historical simulation of the CMIP5 models, on average, reproduce 
intense Sahel drying in the western half of the region (Figure 3.8a). Such a 
drying is more intense along the coast, extending further south and is statis­
tically signiﬁcant and robust among models. In the eastern half of the Sahel, 
models also reproduce weaker or even positive rainfall anomalies and sig­
niﬁcant drying to the most southeastern part, similar to observations. Out of 
this region, models reproduce signiﬁcant negative precipitation anomalies 
south of the Sahel, covering most of the Gulf of Guinea coast in contrast to 
observations. 
In the RCP8.5 future projection of the CMIP5 models, on average, in­
tense dying in western Sahel in response to the GW is also reproduced, 
in agreement with the historical simulation (Figure 3.8b). Negative precip­
itation anomalies cover the coastal part of the Sahel, roughly west of 5°W 
and with high agreement among models, and there are opposite anomalies 
to the south. But in contrast to the historical simulation, there are intense 
positive precipitation anomalies in the rest of the Sahel region simulated 
by the future projection. These positive anomalies expand throughout East 
Africa and show high statistical signiﬁcance. Therefore, while in the histor­
ical simulation the response of the Sahel precipitation to a global increase 
of the SSTA is mostly a decrease, the RCP8.5 experiment, which presents 
more intense warming, reproduces a different precipitation response, with 
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Figure 3.8: Regression maps of the unﬁltered JAS precipitation anomalies (units are 
mm day-1 per standard deviation) on the standardized GW index aver­
aged among the 17 CMIP5 models in the historical (a) and the RCP8.5 (b) 
simulations. Black and gray crosses indicate points where the regression 
coefﬁcient sign coincides in at least 15 and 13 out of the 17 models an­
alyzed, respectively. Contours indicate the regions where the averaged 
regression is signiﬁcant at the 5% level from a "random-phase" test. 
drought to the west and abundant rainfall to the east. The differential pre­
cipitation response to the GW between the west and the rest of the Sahel is 
consistent with other works addressing the Sahel rainfall trend projected for 
the future (Biasutti, 2013; Seth et al., 2013; Monerie et al., 2017). They show 
that such a difference is due to a westward Sahel drying during the early 
monsoon season and abundant precipitation during the last moths of the 
rainy season, associated with a delay in the seasonal cycle of SST and the 
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ITCZ attributed to the GHGs effect and local feedbacks involving the water 
recycling (Biasutti and Sobel, 2009; Seth et al., 2013). 
3.2.1 Inter-model analysis 
The historical simulation of the CMIP5 models reproduce, on average, GW 
time series similar to the observed one. They also simulate broadly the main 
features of the observed SSTA pattern and the same impact on Sahel rainfall. 
But individually, some models show important differences with respect to 
the others. The GW indices of some models have revealed certain deviation 
with respect to the model-mean, which is also reﬂected in their individual 
SSTA patterns (see Appendix A). Consistently, the precipitation response to 
the GW is not the same in all models. 
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Figure 3.9: Correlation (R) between the GW time series and the Sahel index of the 
JAS precipitation anomalies, 13-year low-pass ﬁltered, from the histori­
cal simulation of the CMIP5 models individually and observations, us­
ing the three different precipitation data bases (GPCC v7, CRU TS3.24.01 
and UDEL v4.01). Green, yellow and red colors indicate the correlation 
values that are signiﬁcant at 95%, 90% or lower conﬁdence level, respec­
tively, following a "random-phase" test. 
In order to show the relationship between GW and the Sahel rainfall vari­
ability that the CMIP5 models individually reproduce, the correlation be­
tween the GW time series and the index of the Sahel rainfall anomalies 
in JAS, 13-year low-pass ﬁltered, for each model is represented together 
with observations in Figure 3.9. Regarding observations, such a relation­
ship is negative, robustly shown by all precipitation data bases (GPCC v7, 
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CRU TS3.24.01 and UDEL v4.01), though it is not statistically signiﬁcant 
(with conﬁdence level lower than 70%). With the exception of HadGEM2-CC, 
HadGEM2-ES, MIROC5, MPI-ESM-LR and MRI-CGCM3, models reproduce 
a negative relationship in accordance with observations, though not statisti­
cally sign for most. Despite this, the general agreement among models and 
observations supports the conﬁdence in the result that the global warming 
contributed to a Sahel drying along the 20th century. 
Conversely, models show stronger discrepancy regarding the simulated 
link between the GW and the Sahel rainfalll in the RCP8.5 future projections 
(Figure 3.10). 7 out of the 17 CMIP5 models analyzed (CCSM4, CNRM-CM5, 
FGOALS-g2, MIROC5, MIROC-ESM-CHEM, MRI-CGCM3 and NorESM1­
M) simulate anomalous precipitation abundance throughout the Sahel re­
gion associated with the GW pattern projected for the future. The rest, in­
stead, reproduce Sahel drying. In general, the correlation between the GW 
and Sahel indices from the models in this case is higher than in the his­
torical simulation and statistically signiﬁcant. This suggests that the Sahel 
rainfall low-frequency variability may be more inﬂuenced by the GW in an 
hypothetical future with high GHGs emission than it was in the 20th cen­
tury. However, due to the discrepancy among models, the GW effect on the 
Sahel rainfall projected for the future is largely uncertain. This result is in 
agreement with other works addressing the future evolution of the Sahel 
rainfall and showing that the future projections are highly uncertain since 
GCMs simulate different precipitation trends for the 21st century (Biasutti, 
2013; Park et al., 2015; Gaetani et al., 2017; Monerie et al., 2017; Biasutti and 
Giannini, 2006; Giannini, 2010; Cook and Vizy, 2006). 
3.2.2 Causes of the GW impact on Sahel rainfall 
It has been shown that the GW induces a robust negative impact on Sa­
hel rainfall in the historical simulations of CMIP5 as well as in observations. 
However, the projeted Sahel precipitation response to the GW in the future is 
the opposite. This coincides with the fact that the simulated GW patterns of 
SSTA are different in both the historical and the RCP8.5 experiments. There­
fore, in order to understand the causes of the link between the GW and 
Sahel rainfall, it is interesting to identify the common areas of the global SST 
pattern that inﬂuence most on the precipitation response among all mod­
els. Figure 3.11 shows the correlation between the Sahel rainfall anomalies 
and the SSTA associated with the GW simulated by the CMIP5 models. It 
reveals that the main common feature of the GW pattern that causes the 
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Figure 3.10: Correlation (R) between the GW time series and the Sahel index of the 
JAS precipitation anomalies, 13-year low-pass ﬁltered, from the RCP8.5 
future projection of the CMIP5 models individually. Green, yellow and 
red colors indicate the correlation values that are signiﬁcant at 95%, 90% 
or lower conﬁdence level, respectively, following a "random-phase" test. 
Sahel drying in the historical simulation among all CMIP5 models is an in­
terhemispheric contrast of SST warming. The fact that the models simulate 
a relatively intense tropical and Southern hemisphere warming with respect 
to the extratropical Northern hemisphere favors that they reproduce the ob­
served Sahel drying tendency over the historical period (Figure 3.11a). This 
result is consistent with other works showing that latitudinal contrasts in 
the SST warming trend affect the Sahel precipitation changes (Folland et al., 
1986; Ackerley et al., 2011; Hwang et al., 2013; Park et al., 2015). 
In the RCP8.5 future projections, the most inﬂuential feature of the global 
SSTA patterns of GW among models is a contrast of warming between the 
extratropical Northern hemisphere and the tropical SST (Figure 3.11b). So 
that, when the extratropical SST warming is stronger than in the tropics, the 
Sahel experiences a precipitation increase during JAS. This is in line with 
Park et al. (2015), which show that the differential warming in the North­
ern hemisphere with respect to the tropical SST is crucial to determine the 
tendency of the Sahel precipitation. This work then suggests that the dis­
crepancy among CMIP5 models simulating the Sahel rainfall trend in future 
projections is associated with the way they simulate the SST response to ex­
ternal forcing in the extratropical Northern hemisphere relative to the trop­
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Figure 3.11: Correlation between the regression coefﬁcients of precipitation 
anomaly averaged over the Sahel (delimited area in Figure 3.7a) and 
the regression patterns of GW of the 17 CMIP5 in series in the histor­
ical (a) and RCP8.5 (b) experiments (Figures A.1, A.2, A.3 and A.4 in 
Appendix A). Contours indicate areas where the correlation is signiﬁ­
cant at the 5% level according to a Student t-test. 
ics. 
As to the atmospheric local response to the GW over West Africa, CMIP5 
models, on average, show a weakening of the WAM low-level circulation, 
with anomalous northwesterly winds over the Gulf of Guinea, and an in­
tense surface warming over the Sahara in the historical simulation (Fig­
ure 3.12a). Consistently, there is anomalously low surface pressure over the 
region, north of around 20°N close to the West African coast and around 
15°N over central and eastern Sahel. To the south, there are positive sur­
face pressure anomalies coinciding with the areas of reduced rainfall (Fig­
ure 3.8a). This suggests that the Sahel drying induced by the GW is caused 
by enhanced local subsidence, in agreement with other works (e.g. Giannini 
et al., 2013; Gaetani et al., 2017; Monerie et al., 2017). In the RCP8.5 future 
projections (Figure 3.12b), the model-mean response to the GW is to rise 
the Sahara temperature roughly 5 times the historical warming (note the 
different scales in Figure 3.12). This intense warming also spans the Mediter­
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ranean Sea, which is associated with a strengthening of the Saharan heat 
low and, therefore, enhanced WAM circulation (Gaetani et al., 2010; Monerie 
et al., 2017). According to this, there are reinforced low-level westerlies over 
the tropical North Atlantic, which provides the Sahel with moisture favoring 
rainfall (Grodsky et al., 2003). 
a
0.5b
1
Figure 3.12: Regression maps of the unﬁltered JAS anomalies of surface temperature 
(shaded, units are K per standard deviation), surface pressure (contours, 
units are Pa per standard deviation) and horizontal wind at 925 hPa 
(vectors, units are m s-1 per standard deviation) on the standardized 
GW index averaged among the 17 CMIP5 models in the historical (a) 
and the RCP8.5 (b) simulations. 
Therefore, we ﬁnd that during the historical period, CMIP5 models re­
produce a robust Sahel drying associated with the GW that is consistent 
with observations. This is associated with a relatively weak warming in the 
extratropical Northern hemisphere compared to the rest of the global SST 
(Figure 3.2b), which is likely a result of the aerosol effects. Conversely, in 
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the future projections the radiative forcing is dominated by the GHGs effect, 
resulting in an interhemispheric warming contrast being more rapid in the 
north than to the south. Such a latitudinal contrast in the global SST has 
been associated with anomalous shifts of the global ITCZ and, hence, the 
tropical rainfall through changes in the Hadley circulation (Friedman et al., 
2013): a faster warming of the Northern hemisphere reinforces and weakens 
southern and northern Hadley cells, respectively, inducing a northward shift 
of the tropical maximum of precipitation, which is consistent with a rainier 
Sahel. 
3.3 amazon and northeast rainfall response 
In northern South America, the precipitation response to the GW during DJF­
MAM presents positive anomalies throughout the Amazon and the North­
east regions in observations (Figure 3.13). The increase in Amazon rainfall lo­
cally shows high statistical signiﬁcance over part of the region and is consis­
tent among the different observational data of precipitation analyzed (GPCC 
v7, CRU TS3.24.01 and UDEL v4.01). In the Northeast of Brazil, the same 
rainfall response is also obtained regardless of the data set used, although 
the anomalies are weak and statistically non-signiﬁcant. Out of the Amazon 
and Northeast regions, there are negative anomalies to the south, covering 
central Brazil and part of Bolivia, and in the Guianas to the north. 
GPCC v7 CRU  TS3.24.01 UDEL v4.01
a b c
Figure 3.13: Regression map of the unﬁltered DJFMAM precipitation anomaly from 
the (a) GPCC v7, (b) CRU TS3.24.01 and (c) UDEL v4.01 observational 
data bases onto the standardized GW index (units are mm day-1 per 
standard deviation). Contours indicate the regions where the regression 
is signiﬁcant at the 5% level from a "random-phase" test. The orange 
boxes delimit the Amazon and the Northeast regions. 
The regression pattern of the anomalous DJFMAM precipitation on the 
GW from the historical simulation averaged among models shows negative 
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rainfall anomalies north of the equator, covering the northernmost part of 
South America, and south of around 10°S, over central and eastern Brazil. 
Between roughly 0°-6°S there are positive anomalies in the Atlantic and Pa­
ciﬁc sectors spanning the Northeast of Brazil and most of the Amazon re­
gion (Figure 3.14a). This distribution of precipitation anomalies suggests a 
tropical rain-belt anomalously constrained to equatorial latitudes, coinciding 
with intense positive tropical SSTA. The simulated positive rainfall response 
to the GW in the Northeast is consistent with observations, showing high sta­
tistical signiﬁcance and agreement among models to the north and west of 
the region. However, the reproduced Amazon rainfall anomalies associated 
with the GW are weak and statistically uncertain in contrast to observations. 
The model-mean precipitation pattern of the RCP8.5 future projection 
shows more intense anomalies and higher statistical signiﬁcance than the 
one of the historical simulation (Figure 3.14b). This is consistent with the 
GW patterns of SSTA (Figures 3.2b and 3.4), which is also more intense 
and robust in RCP8.5 than in the historical experiment. The RCP8.5 future 
projection simulates positive rainfall anomalies roughly between 8°S - 5°N, 
spanning northern Brazil coast to the east, the westernmost part of the Ama­
zonia and the coasts of Colombia, Ecuador and Peru to the west, similarly 
to the historical simulation. In contrast, signiﬁcant negative anomalies cover 
eastern Amazonia and the southern half of the Northeast. This results are 
in agreement with the work of Marengo et al. (2009), which attribute the 
projected future precipitation changes in western Amazonia to increased in­
tensity of extreme rainfall events and those in eastern Amazonia and the 
Northeast to more frequent dry days rather that to changes in the precipita­
tion intensity. therefore, according to these results, the Amazon and North­
east rainfall may be expected to respond differently to global SST changes at 
longer-than-decadal time scales in a future with high GHGs concentration 
with respect to the historical period. 
Hence, on average, CMIP5 models in the historical simulation hardly re­
produce the observed strong Amazon rainfall response to the GW. On the 
other hand, they support the observed link with the Northeast precipitation, 
which is, in turn, weak and statistically uncertain. In the RCP8.5 future pro­
jections, models show more robust GW impacts in northern South America, 
though they are different from the historical ones. Therefore, there are ev­
ident discrepancies between the experiments and with observations. How­
ever, it is difﬁcult to identify the causes of these differences based on the 
model-mean analysis. In order to shed some light on this matter, the relation­
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Figure 3.14: Regression maps of the unﬁltered DJFMAM precipitation anomalies 
(units are mm day-1 per standard deviation) on the standardized GW 
index averaged among the 17 CMIP5 models in the historical (a) and the 
RCP8.5 (b) simulations. Black and gray crosses indicate points where 
the regression coefﬁcient sign coincides in at least 15 and 13 out of the 
17 models analyzed, respectively. Contours indicate the regions where 
the averaged regression is signiﬁcant at the 5% level from a "random­
phase" test. 
ship between rainfall and the GW reproduced by the models individually is 
also analyzed. 
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3.3.1 Inter-model analysis 
The correlation between the index of the Amazon DJFMAM precipitation 
variability at decadal time scales and the GW time series calculated for 
the historical simulation of the models individually, reveals major disagree­
ment among them and with observations (Figure 3.15a). 9 out of the 17 
models analyzed reproduce a positive relationship between GW and rain 
in the Amazon, as in observations, of which only FGOALS-g2, IPSL-CM5A­
LR, MIROC5 and MRI-CGCM3 show statistically signiﬁcant correlation. In 
contrast, 8 out of the 17 models reproduce a link that is opposite to that ob­
served, which is signiﬁcant in the case of the CanESM2, CNRM-CM5, GISS­
E2-H and GISS-E2-R models. Therefore, approximately half of the models 
simulate a relationship between GW and the Amazon precipitation that is 
not signiﬁcant and the rest show discrepant results. Hence, the result from 
the historical simulation is not consistent with observations. 
Regarding the relationship between the Northeast rainfall changes at decadal 
time scales with the GW in the historical period, the observational results 
show a very weak link (correlation do not show statistical signiﬁcance) (Fig­
ure 3.15b). Most models (11 out of 17) individually reproduce a positive link 
in agreement with observations in the historical simulation, which is even 
statistically signiﬁcant in the CNRM-CM5, GISS-E2-H, MIROC-ESM-CHEM, 
MPI-ESM-LR and MRI-CGCM3 models. As for the minority of models repro­
ducing a relationship between the Northeast rainfall and the GW opposite 
to that observed, with the exception of the GISS-E2-R, the correlation that 
they show is small and statistically non-signiﬁcant. Therefore, although the 
GW signal on the Northeast rainfall is weak and statistically uncertain, three 
different databases reveal a positive precipitation response that is supported 
by the historical simulation of most of the CMIP5 models. 
In the RCP8.5 future projection, the models individually show a link be­
tween the GW and rainfall in the Amazon and Northeast regions that is 
notably more signiﬁcant than in the historical simulations (Figure 3.16). The 
index of the Amazon precipitation variability at decadal time scales is highly 
correlated with the GW time series (Figure 3.16a). However, there is no clear 
consensus among models as to the sign of the precipitation anomalies, with 
8 out of the 17 models showing a rainfall increase in response to the GW 
and 9 reproducing a decrease, coinciding with the historical simulation. The 
Northeast rainfall correlates negatively with the GW in most of the models 
(in 10 out of the 17 models analyzed) (Figure 3.16b). This suggests that the 
relationship between GW and precipitation in the Northeast could change in 
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Figure 3.15: Correlation (R) between the GW time series and the index of the DJF­
MAM precipitation anomalies, 13-year low-pass ﬁltered, in the Amazo­
nia (a) and the Northeast of Brazil (b) from the historical simulation 
of the CMIP5 models individually and observations, using the three 
different precipitation data bases (GPCC v7, CRU TS3.24.01 and UDEL 
v4.01). Green, yellow and red colors indicate the correlation values that 
are signiﬁcant at 95%, 90% or lower conﬁdence level, respectively, fol­
lowing a "random-phase" test. 
a hypothetical future with high concentrations of GHGs. But, due to the little 
agreement among models, it is difﬁcult to conﬁdently draw this conclusion 
from the RCP8.5 future projection. 
3.3.2 Causes of the GW impact on Northern Brazil rainfall 
The common characteristics among the CMIP5 models of the simulated GW 
pattern that inﬂuence most on the Amazon rainfall during DJFMAM are rep­
resented in Figure 3.17. A differential warming between the Northern hemi­
sphere, roughly north of 20°N, and the rest of the global SST may be a key 
feature of the GW pattern in determining the Amazon rainfall changes in 
historical simulations (Figure 3.17a), as in the Sahel (Park et al., 2015). Nev­
ertheless, this result is not statistically signiﬁcant, suggesting that CMIP5 
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Figure 3.16: Correlation (R) between the GW time series and the index of the DJF­
MAM precipitation anomalies, 13-year low-pass ﬁltered, in the Amazo­
nia (a) and the Northeast of Brazil (b) from the RCP8.5 future projection 
of the CMIP5 models individually. Green, yellow and red colors indi­
cate the correlation values that are signiﬁcant at 95%, 90% or lower 
conﬁdence level, respectively, following a "random-phase" test. 
models do not show strong agreement among themselves as to the distribu­
tion of the SSTA gradients associated with the GW that affect the Amazon 
rainfall. In addition, there seems to be also a relevant relationship between 
the Amazon precipitation response to the GW and the eastern tropical Pa­
ciﬁc SSTA. Nevertheless, we have seen that CMIP5 models and observations 
disagree as to the tropical Paciﬁc SST response to the GW (Figure 3.2), which 
may be another cause of the discrepancy between observations and some 
models that simulate a negative Amazon rainfall response to the GW in the 
historical simulation. The fact that there is not an unique dominant feature 
of the GW pattern leading the Amazon rainfall, but more than one, may in­
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duce even more uncertainties among models. 
a
b
Figure 3.17: Correlation between the regression coefﬁcients of precipitation 
anomaly averaged over Amazonia (delimited area in Figure 3.13a) and 
the regression patterns of GW of the 17 CMIP5 in series in the historical 
(a) and RCP8.5 (b) experiments (Figures A.1, A.2, A.5 and A.6 in Ap­
pendix A). Contours indicate areas where the correlation is signiﬁcant 
at the 5% level according to a Student t-test. 
In the RCP8.5 future projection, the link between rainfall and some speciﬁc 
wide pattern is mostly uncertain in the extratropics. The SSTA between the 
tropics, specially over eastern Paciﬁc, seem to be more relevant for the future 
relationship between the Amazon precipitation and the GW (Figure 3.17b). 
This is consistent with the work of Harris et al. (2008), which show that 
GCMs simulate a suppression of the Amazon rainfall in a projected future 
climate with increased GHG concentrations in response to a tropical Paciﬁc 
warming through enhanced subsidence over tropical South America. So, the 
accuracy with which CMIP5 models simulate the tropical Paciﬁc warming 
associated with the GW may explain, at least in part, the large discrepancy 
obtained among models in simulating the Amazon rainfall response in the 
RCP8.5 future projections (Figure 3.16a). This discrepancy obtained among 
the CMIP5 models is also consistent with Joetzjer et al. (2013). This work 
relates the uncertainly projected Amazon rainfall to differences in the pro­
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jected local moisture convergence and evapotranspiration among the differ­
ent models, which are related with poorly constrained soil moisture feed­
backs and may be another reason that explain the models disagreement. In 
addition to this, the Amazon precipitation response to the GW is projected 
to change in the future with respect to the historical period, with a strong 
gradient of precipitation anomalies within the region (Figure 3.14b). The fact 
that the precipitation response is different within the same region makes the 
agreement among models more unlikely. 
Figure 3.18: Regression maps of the unﬁltered DJFMAM anomalies of the surface 
pressure (contours, units are Pa per standard deviation) and the hor­
izontal wind direction at 850 hPa (vectors) on the standardized GW 
index averaged among the 17 CMIP5 models in the 20CRV2c (a) and 
the ERA-20C (b) reanalyses. 
Although no clear link has been found between the Amazon rainfall anoma­
lies and some speciﬁc characteristic of the GW SSTA pattern that CMIP5 
models simulate, the tropical Paciﬁc seems to be the most inﬂuential part. 
In addition, the model-mean DJFMAM rainfall response to the GW is ro­
bust among models over some parts of northern South America and the 
surroundings (Figure 3.14b). Then, the model-mean anomalous atmospheric 
dynamics associated with the GW may provide futher information about 
the link with precipitation and shed some light on the role of the tropical 
Paciﬁc. In observations, the tropical surface pressure anomalies associated 
with the GW roughly show an enhancement over the Paciﬁc and the Africa 
and a decrease in the Atlantic and the Indian Ocean, although with certain 
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discrepancies between the two reanalyses used, specially over the continents 
(Figure 3.18). Nevertheless, the low-level wind anomalies show more con­
sistent response to the GW in both reanalyses, with anomalous wind di­
vergence over the tropical Paciﬁc and central Africa and convergence over 
northern South America and the Maritime Continent. This pattern suggest 
anomalous Walker circulation throughout the global tropics induced by the 
GW SST pattern. This is with enhanced subsidence over the tropical Paciﬁc, 
coinciding with the observed cooling in this area (Figure 3.2a), and over 
Africa and anomalous convection over the Amazonia, coinciding with the 
rainfall abundance (Figure 3.13), and the Maritime Continent. 
Figure 3.19: Regression maps of the unﬁltered DJFMAM anomalies of the surface 
pressure (contours, units are Pa per standard deviation) and the hor­
izontal wind direction at 850 hPa (vectors) on the standardized GW 
index averaged among the 17 CMIP5 models in the historical (a) and 
the RCP8.5 (b) simulations. 
In contrast, CMIP5 models reproduce, on average, anomalous wind con­
vergence over northwestern South America and western central Africa and 
divergence over eastern South America and the Maritime Continent in both 
historical and RCP8.5 simulations (Figure 3.19). They also reproduce rela­
tively low surface pressure over eastern tropical Paciﬁc, eastern Atlantic and 
western Indian Ocean, coinciding with the regions of warmest SSTA (Fig­
ures 3.2b and 3.4). This entails an anomalous Walker circulation in response 
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to the GW pattern in the historical simulation that is different to the ob­
served one. This difference is most likely related with the unrealistic tropical 
Paciﬁc warming simulated by CMIP5 models. Hence, the fact that models 
fail in reproducing the observed tropical Paciﬁc cooling associated with the 
GW affects the way in which they reproduce its impact on precipitation in 
northern South America. Due to the similarity of the results from the RCP8.5 
with respect to the historical simulation, In addition, since RCP8.5 experi­
ments show similar atmospheric response to the GW we cannot conﬁdently 
interpret the projected rainfall changes for the future. Being, therefore, an 
important source of hampered skill in reproducing the observed GW im­
pacts on northern South American rainfall. 
a
b
Figure 3.20: Correlation between the regression coefﬁcients of precipitation 
anomaly averaged over the Northeast (delimited area in Figure 3.13a) 
and the regression patterns of GW of the 17 CMIP5 in series in the 
historical (a) and RCP8.5 (b) experiments (Figures A.1, A.2, A.5 and 
A.6 in Appendix A). Contours indicate areas where the correlation is 
signiﬁcant at the 5% level according to a Student t-test. 
Regarding the Northeast of Brazil, the simulated precipitation response to 
the GW is roughly associated with a global SST warming, but mostly not sig­
niﬁcant, in both the historical and the RCP8.5 experiments (Figure 3.20). This 
suggests that there is no conﬁdent consensus among models as to the causes 
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involved in the link between the GW pattern of SSTA and the Northeast 
rainfall response. However, Figure 3.20a show that the simulated Northeast 
rainfall is related with a local gradient of SSTA in the GW pattern between 
the subtropical and the tropical South Atlantic, close to the coast of South 
America. It may be hypothesized that when the subtropical part is warmer 
than the tropical one, the thermal gradient may favor the ITCZ southward 
intrusion during the austral summer and bring more rainfall over the North­
east. This is consistent with the fact that models simulate positive rainfall 
anomalies in the historical simulations, where the maximum warming of 
the tropical Atlantic SST expands to around 15°S (Figure 3.2b), and negative 
precipitation anomalies in the RCP8.5 future projection, where the gradient 
of SSTA over the tropical South Atlantic is closer to the equator (Figure 3.4). 
3.4 summary of main findings 
Addressing the objectives of the Thesis, in this Chapter we characterize the 
GW mode of variability, its impact on Sahel, Amazon and Northeast rain­
fall and the causes of such links. The results show that CMIP5 models, on 
average, reproduce the observed GW time evolution and most of the main 
features of its spatial pattern, except for the tropical Paciﬁc SSTA. Individ­
ually, models show some uncertainties among themselves which have been 
attributed to the effects of the aerosol radiative forcing. Despite these un­
certainties, the observed negative Sahel rainfall anomalies associated with 
the GW are robustly reproduced in the historical simulation. Such a rainfall 
decrease is associated with a weakened WAM circulation in response to the 
tropical SST warming. In the Northeast, models also reproduce the observed 
positive rainfall anomalies, while in the Amazonia the precipitation response 
to the GW is largely uncertain. The low skill of CMIP5 models in reproduc­
ing the tropical Paciﬁc SSTA of the GW pattern has been associated with the 
simulated rainfall response in northern South America, which induces rele­
vant differences between the associated atmospheric dynamics that models 
simulate and the observed one (this result will be published in Villamayor 
et al. (2018a)). 
The RCP8.5 future projections suggest that both the GW pattern and its 
impacts are expected to change in the future. Associated with a dominant 
effect of the GHGs with respect to the one of aerosols, the projected GW is 
more robust among models than in the historical simulation. Its SSTA pat­
tern shows an intense Northern hemisphere warming with respect to the 
influence of the gw 107 
south. Consistently, the Sahel rainfall response to the GW is also projected 
to be different than in the historical period, with enhanced rainfall over most 
of the region except for the westernmost part. Same occurs with the Amazon 
and the Northeast, whose model-mean precipitation response show different 
anomalies within the regions and models have large discrepancies among 
themselves. 
Summarizing, the main conclusions drawn from the results of this Chapter 
are the followings: 
• CMIP5 models reproduce the observed GW except for the associated 
tropical Paciﬁc SSTA. 
• The simulated aerosol effects are an important source of uncertainty 
among models that affect the way in which they simulate the GW. 
• Models succeed in reproducing the observed Sahel rainfall response to 
the GW over the historical period. 
• Models also reproduce the observed precipitation anomalies associated 
with the GW in the Amazon (although with high uncertainty among 
themselves) and in the Northeast. But this link is related to the tropical 
Paciﬁc SSTA of the GW pattern, which is unrealistically reproduced. 
Hence, the reliability of these simulated impacts is little. 
• RCP8.5 experiments project a different GW pattern dominated by the 
large GHGs concentration and, consistently, different impacts on pre­
cipitation. 

4
I N F L U E N C E O F T H E A M V 
This Chapter presents the results from the characterization of the AMV in the 
CMIP5 simulations from several different models. Then, the precipitation response 
to the AMV in the regions of interest of this thesis is analyzed, as well as the at­
mospheric mechanisms responsible for such relationship. The same is done using 
observations in order to identify similarities or discrepancies. The results obtained 
from simulations that have the evolution of the observed external radiative forcing 
incorporated are compared with others that do not include such forcing. This com­
parison allows to ﬁnd out whether the AMV has an externally forced component 
and how this effect can inﬂuence the impact on rainfall. Finally, the analysis of the 
RCP8.5 future projections provide an insight of the foreseeable evolution of both the 
AMV mode of SST and its impacts on rainfall in a hypothetical future with high 
amounts of GHGs emissions. 
The content of this Chapter referring to the AMV inﬂuence on northern South American 
rainfall is published in the following article: 
VILLAMAYOR, J., AMBRIZZI, T. & MOHINO, E. (2017): Inﬂuence of decadal sea surface 
temperature variability on northern Brazil rainfall in CMIP5 simulations. Clim. Dyn. 
https://doi.org/10.1007/s00382-017-3941-1 
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4.1 the amv index and pattern 
The evolution of the AMV index computed from observations (Figure 4.1a) 
shows a negative phase during the ﬁrst two decades of the 20th century fol­
lowed by a positive one from the 1930’s to the mid-1960’s, when it turned 
to negative until the mid-1990’s, in accordance with previous studies (e.g. 
Enﬁeld et al., 2001; Sutton and Hodson, 2005; Alexander et al., 2014). The 
associated AMV pattern (Figure 4.1b) is characterized by a well-deﬁned in­
terhemisferic SSTA gradient in the Atlantic basin, with warm anomalies all 
across its northern half and cold ones in the southern part. The North At­
lantic warming depicts a comma-shape pattern of SSTA. Anomalies are more 
intense in the northernmost part of the North Atlantic, south of Greenland, 
and extend southward along the eastern part of the basin to the northern 
half of the tropical Atlantic. 
Figure 4.1: (a) Standardized AMV index obtained with HadISST1 from 1901 to 2009. 
(b) Regression pattern of the unﬁltered HadISST1 SSTA onto the stan­
dardized AMV index (units are K per standard deviation). Contours 
indicate the regions where the regression is signiﬁcant at the 10% level 
from a "random-phase" test. Green boxes indicate the characteristic areas 
of the tropical Atlantic gradient. 
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A Fourier analysis of the AMV index is performed in order to ﬁnd out 
whether it oscillates with one or more characteristic periodicities. The result­
ing power spectrum shows an outstanding and signiﬁcant peak revealing 
that the AMV calculated from observations has a well-deﬁned periodicity at 
around 65 years (Figure 4.2). This result is consistent between two different 
observational data bases and coincides with other studies (e.g. Kerr, 2000; 
Knight, 2005). 
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Figure 4.2: Power spectrum of the Fourier transform of the detrended AMV in­
dices from HadISST1 and ERSST3 data bases. Gray dashed line indicates 
the 95% conﬁdence level following a non-parametric hypothesis test in 
which a probability density is built from the Fourier spectrum of 13-year 
low-pass ﬁltered and detrended white noise time series. 
Regarding state-of-the-art GCMs, the CMIP5 models reproduce an AMV 
pattern averaged across the 17 models that shows a coma-shape distribution 
of positive SSTA over the North Atlantic that is similar to the observed one in 
both the historical and piControl simulations (Figure 4.3). Such a warming is 
highly consistent among the different models in the two simulations (crosses 
in Figure 4.3 indicate the grid points where most of the models coincide in 
the sign of the regression coefﬁcient). The simulated AMV time series show 
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characteristic oscillation periodicities that are distributed in a range around 
65 years that are consistent in both the historical and piControl simulations 
(Figure 4.4) and is in agreement with observations (Figure 4.2) (Kerr, 2000; 
Knight, 2005). 
Figure 4.3: Regression onto the AMV index of the unﬁltered SSTA (K per standard 
deviation) averaged among the 17 CMIP5 models in the historical (a) 
and the piControl (b) simulations. Black and gray crosses indicate points 
where the sign of the regression coefﬁcient coincides in at least 15 and 
13 out of the 17 models analyzed, respectively. Contours indicate the 
regions where the averaged regression is signiﬁcant at the 5% level from 
a "random-phase" test. 
Compared to observations, CMIP5 models tend to underestimate the SSTA 
associated with the AMV, especially in the tropical and subtropical North 
Atlantic. There are also some differences between the forced and unforced 
experiments. Over the southern half of the Atlantic Ocean, the AMV pattern 
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of the historical experiment presents weak and not signiﬁcant anomalies. In 
contrast, the pattern of the piControl simulation shows signiﬁcant cold SSTA 
south of the equator, with high consistence among the models and in agree­
ment with the observed pattern. This result suggests that most of the models 
reproduce a more accurately deﬁned SSTA interhemispheric gradient in the 
Atlantic in the piControl experiment than in the historical one. In the histor­
ical experiment, the AMV pattern shows mostly positive SSTA in the Indian 
Ocean, which are more consistent among the models in the northeastern 
part of the basin. It also shows signiﬁcant warm anomalies in the northern­
most part of the Paciﬁc Ocean and weak ones in roughly the rest of the 
basin. On the other hand, the piControl AMV pattern shows weaker warm 
SSTA over the northern Indian Ocean and signiﬁcant cooling to the south. In 
the Paciﬁc, it also shows a signiﬁcant extratropical warming to the north in 
agreement with the historical AMV pattern, but in contrast a cooling to the 
south (Figure 4.3b). 
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Figure 4.4: Model-mean power spectra of the Fourier transform of the detrended 
AMV indices (blue bars) of the historical (top) and piControl (bottom) 
simulations. Red bars indicate the power spectra averaged over the 17 
models but taking into account only 95% signiﬁcant peaks for each of 
them. The statistical signiﬁcance for each model’s AMV is obtained fol­
lowing a non-parametric hypothesis test in which a probability density 
function is built from the Fourier spectrum of 13-year low-pass ﬁltered 
and detrended white noise time series with the same time length as the 
simulation and averaged across the number of ensemble members in 
cases where more than one realization is available. 
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4.2 the sahel rainfall response
 
a b c
GPCC v7 CRU  TS3.24.01 UDEL v4.01
Figure 4.5: Regression maps of the unﬁltered JAS precipitation anomaly from the 
(a) GPCC v7, (b) CRU TS3.24.01 and (c) UDEL v4.01 observational data 
bases onto the standardized AMV index (units are mm day-1 per stan­
dard deviation). Contours indicate the regions where the regression is 
signiﬁcant at the 5% level from a "random-phase" test. Orange box de­
limits the Sahel region. 
The observed precipitation response to the AMV is obtained through the 
regression of the JAS seasonal rainfall anomalies on the AMV index (Fig­
ure 4.5). The resulting regression patterns reveal a signiﬁcant increase of 
precipitation in West Africa throughout a zonal band roughly between 10°­
17.5°N associated with positive AMV phases, with high agreement among 
the different observational data sets analyzed. This band covers the entire 
Sahel, taking maximum values over the center of the region. South of 10°N, 
the rainfall anomalies are mostly negatives along the Gulf of Guinea coast 
and the equatorial regions of Africa, although these anomalies have lower 
statistical signiﬁcance. During negative phases of the AMV, the precipitation 
anomalies represented in the patterns are the opposite. Such a distribution of 
the rainfall anomalies represents a latitudinal shift of the tropical rain-belt 
associated with the ITCZ and is consistent with other studies (e.g. Zhang 
and Delworth, 2006; Mohino et al., 2011a; Martin and Thorncroft, 2014). 
The AMV inﬂuence on West African rainfall that the CMIP5 models repro­
duce on average is broadly consistent with observations in both the histor­
ical and piControl simulations (Figure 4.6). Both show enhanced precipita­
tion over the Sahel associated with the AMV, being more intense towards the 
western coast. To the south, there are negative anomalies showing an anoma­
lous shift of the tropical rain-belt over West Africa. Despite these similarities, 
the reproduced rainfall response to the AMV is notably weaker compared 
to observations (note that the scale of the color shading in the regression 
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Figure 4.6: Regression maps of the unﬁltered JAS precipitation anomalies (units are 
mm day-1 per standard deviation) on the AMV index averaged among 
the 17 CMIP5 models in the historical (a) and the piControl (b) sim­
ulations. Black and gray crosses indicate points where the regression 
coefﬁcient sign coincides in at least 15 and 13 out of the 17 models an­
alyzed, respectively. Contours indicate the regions where the averaged 
regression is signiﬁcant at the 5% level from a "random-phase" test. 
maps in Figures 4.5 and 4.6 is different, with one ranging from -0.5 to 0.5 
and another form -0.06 and 0.06 mm day-1 per standard deviation, respec­
tively). They also underestimate the northward intrusion of rainfall over the 
Sahel with respect to observations: While the observed anomalies present a 
dipole around 10°N, the models show negative anomalies restricted to the 
Gulf of Guinea coast and positive ones roughly north of 6°N with maximum 
values conﬁned to the southern part of the Sahel. The averaging among the 
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17 different models can explain part of the underestimation of the anomalies 
shown in the model-mean regression patterns. The regions where the mod­
els disagree in terms of the sign and amplitude of the regression coefﬁcients 
will show low model-mean anomalies. 
Regarding the differences between the forced and unforced simulations, 
the latter shows more consistency among the different models. While the 
distribution of rainfall anomalies are similar in both experiments, the inten­
sity of the historical regression pattern is weaker than the piControl one. 
The former presents high statistical signiﬁcance only in the western part 
of the Sahel, where the precipitation anomalies are more intense, and the 
model-mean anomalies of the latter are signiﬁcant over the whole Sahel. 
This result suggests that the connection between Sahel rainfall and the AMV 
reproduced by historical simulations is lower than in the unforced one. This 
difference between both simulations is consistent with the associated SSTA 
patterns of the AMV, which are also more robust and show more intense con­
trast of SSTA over the Atlantic in piControl than in the historical experiment. 
A relationship between the way in which models simulate the Sahel precip­
itation and the Atlantic SSTA associated with the AMV may be therefore 
suggested. 
4.2.1 Inter-model analysis 
In order to understand the reason why in the historical simulation the mod­
els reproduce a weaker link between the Sahel rainfall and the AMV than 
in piControl, a comparative analysis is made between both simulations of 
the models individually. Martin et al. (2014) conclude that CMIP5 models 
reproducing an AMV pattern with a well-deﬁned interhemispheric SST gra­
dient in the Tropical Atlantic can reproduce a signiﬁcant link with the Sahel 
rainfall. Following this idea, Figure 4.7 shows a scatter plot in which the 
amplitude of the Sahel rainfall anomalies associated with the AMV is plot­
ted versus the intensity of the tropical Atlantic SSTA gradient, computed 
as the average over 5°- 20°N and 60°- 15°W minus 20°- 5°S and 40°W ­
10°W (see areas in Figure 4.1b), for each model individually. The scatter 
plot evidences the underestimation of the Sahel rainfall response to the 
AMV that the CMIP5 models reproduce. The large majority of the mod­
els represent rainfall anomalies below 30% of the observed one, which is 
around 0.32 mm day-1 per standard deviation of the AMV index. MIROC­
ESM-CHEM (number 14 in Figure 4.7) is the model that approximates most 
to that value in the historical simulation, while in piControl it reproduces 
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Figure 4.7: (a) Scatter plot of the regression coefﬁcient of precipitation anomaly over 
the Sahel (delimited region in 4.5a) and the SSTA tropical Atlantic gra­
dient (difference between the delimited regions in 4.1b) relative to the 
AMV of each model in the historical (green) and the piControl (orange) 
simulations (Figures B.1, B.2, B.3, B.4 in Appendix B). The lines indicate 
the linear regression ﬁtting of the corresponding colored points (R is the 
correlation coefﬁcient). The numbers from 1 to 17 identify each model 
individually with the given number in Table 2.1. Numbers 18, 19 and 
20 correspond to CRU TS3.24.01, GPCC v7 and UDEL v4.01 observed 
data (blue), respectively. Units for the horizontal and vertical axes are 
mm day-1 per standard deviation and K per standard deviation), respec­
tively. 
around half the observed precipitation response. The CSIRO-Mk3-6-0 model 
(number 5), instead, reproduces half the observed rainfall anomalies in pi-
Control but very low ones in historical simulation. The historical experiment 
in models CNRM-CM5, HadGEM2-CC and HadGEM2-ES (numbers 4, 9 and 
10) and the piControl simulation in bcc-csm1-1, CCSM4, MRI-CGCM3 and 
NorESM1-M (numbers 1, 3, 16 and 17) even show negative anomalies asso­
ciated with AMV, although very weak. 
Consistent with the underestimation of rainfall intensity in response to 
the AMV, the interhemispheric SSTA gradient of the tropical Atlantic that 
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the models reproduce is also lower than in observations, which is around 
0.16 K per standard deviation. This gradient is weaker than 0.05 K per stan­
dard deviation in most models. Only 6 out of the 17 models show a higher 
value in piControl simulation and 3 in the historical one. The models approx­
imating most to the observed value are HadGEM2-CC and HadGEM2-ES in 
piControl and MIROC-ESM-CHEM in both simulations (numbers 9, 10 and 
14 in Figure 4.7, respectively). In agreement with Martin et al. (2014), it is 
also also found that the ﬁrst low-frequency variability mode of the North 
Atlantic SSTA reproduced by some models is not associated with an AMV­
like SSTA pattern, i.e. with a well deﬁned interhemispheric gradient of SSTA 
over the Atlantic (Figures B.1 and B.2). Furthermore, the differences found 
between the historical and piControl experiments in the model-mean AMV 
patterns of SSTA are not appreciable in all the models individually, suggest­
ing an important model dependence. 
Regarding the relationship between the intensity of the interhemispheric 
gradient of the tropical Atlantic and the Sahel rainfall anomalies related to 
the AMV, in both, the historical and piControl simulations, there is strong 
linear correlation between both parameters (the correlation coefﬁcients are R 
= 0.67 and R = 0.61, respectively, which are signiﬁcant with a 95% conﬁdence 
level according to a Student t-test). However, in the case of the historical sim­
ulation, this link is highly dependent on model MIROC-ESM-CHEM. If this 
model is not considered for the linear ﬁtting, the signiﬁcance of such a re­
lationship is notably lower (R=0.36, which is barely signiﬁcant with a 90% 
conﬁdence level according to a Student t-test). In contrast, in piControl sim­
ulations this linear correlation is more robust and does not depend so much 
on a particular model. 
Following this results, it can be concluded that the models skill to simulate 
a realistic Sahel precipitation response to the AMV in the piControl simula­
tion relies on their ability to reproduce an AMV pattern with a well-deﬁned 
interhemispheric gradient of SSTA in the tropical Atlantic. However, such a 
relationship is not so clear in the historical experiment. Some models show 
remarkable differences between the forced and unforced simulations while 
others don not. For instance, HadGEM2-CC simulates a much more intense 
tropical Atlantic SST gradient in piControl than in the historical experiment, 
while MIROC-ESM-CHEM shows similarly intense gradients in both experi­
ments. Such a different behavior among models suggest that there are some 
interactions between the external forcing and the AMV pattern they simulate 
that are model-dependent. This issue is more deeply addressed in section 
Section 4.5. 
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4.2.2 Atmospheric teleconnection between AMV and Sahel rainfall 
Associated with the AMV, the surface pressure signiﬁcantly weakens through­
out the tropical North Atlantic sector, North Africa, North America and 
northwestern Europe during the boreal summer in observations (Figure 4.8a). 
Focusing on the tropics, the weakened surface pressure over the tropical 
North Atlantic is consistent with anomalous low-level southerly winds close 
to the equator and westerlies around 10°N. Such an anomalous wind behav­
ior implies the northward shift of the ITCZ (Knight et al., 2006) that favors 
rainy conditions. Inland, there is also signiﬁcant weakening of the surface 
pressure over the Sahara creating a pressure gradient with respect to south­
ern West Africa. The negative pressure anomalies in the Sahara represents 
the strengthening of the Saharan heat low, which is related with the Sahel 
precipitation (Biasutti et al., 2009; Lavaysse et al., 2009). These results are con­
sistent with other studies addressing the AMV impact on the WAM based 
on observations (Martin and Thorncroft, 2014). 
20RCV2c ERA-20Ca b
Figure 4.8: Regression onto the observed AMV index of the unﬁltered JAS anomaly 
of the surface pressure (shaded) (hPa per standard deviation) and the 
wind direction at 850 hPa (vectors) from the 20CRV2c (a) and ERA-20C 
(b) reanalyses. Contours indicate the regions where the surface pressure 
regression coefﬁcients are signiﬁcant at the 5% level. 
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The surface pressure and low-level wind response to the AMV reproduced 
by CMIP5 simulations show high consistency with observations. Associated 
with the AMV, the model-mean regression pattern of the JAS surface pres­
sure presents negative and statistical signiﬁcant anomalies throughout the 
North Atlantic, northern Africa and Europe in both the historical and pi-
Control simulations (Figure 4.9). In the tropical band, they show a contrast 
of surface pressure anomalies between the north and the south of the tropical 
Atlantic sector that spans West Africa. Such a pressure gradient is consistent 
with the simulated anomalous equatorial southerly winds over the tropical 
Atlantic, which is similar to observations, and westerlies around 10°N trough 
the Atlantic and West Africa. These features are associated with a northward 
shift of the ITCZ and more eastward intrusion of air from the tropical At­
lantic into West Africa that promote a Sahel rainfall increase (Rowell et al., 
1992; Knight et al., 2006). 
historical piControla b
Figure 4.9: Regression onto the simulated AMV index of the unﬁltered JAS anomaly 
of the surface pressure (shaded) (hPa per standard deviation) and the 
wind direction at 850 hPa (vectors) from the historical (a) and piControl 
(b) simulations averaged among the 17 CMIP5 models. Contours indi­
cate the regions where the surface pressure regression coefﬁcients are 
signiﬁcant at the 5% level. 
In agreement with the intensity of the tropical Atlantic SSTA gradient and 
the precipitation anomalies, the surface pressure associated with the AMV 
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that the CMIP5 models simulate is weaker than in observations. Therefore, it 
can be inferred that the fact that models underestimate the interhemispheric 
SST and the surface pressure gradients related to the AMV results in changes 
in the low-level atmospheric circulation of the WAM system that are also 
weaker than in observations. As a consequence, the simulated Sahel rainfall 
response to the AMV is also underestimated with respect to observations, 
in agreement with Martin et al. (2014). Comparing the historical and piCon­
trol simulations, although they show similar features, the latter shows more 
intense and statistically robust atmospheric response to the AMV than the 
former, consistent with the other model-mean regression patterns. 
4.3 amazon and northeast rainfall response 
Regarding tropical South America, the rainfall response to the AMV during 
DJFMAM is anomalously negative over the Northeast of Brazil and positive 
in most of the vast Amazonia region and further north (Figure 4.10). The 
observational regression patterns of precipitation show little statistical sig­
niﬁcance over most of northern South America. Particularly, the negative 
rainfall response to the AMV in the Northeast of Brazil shows no robust 
signiﬁcance in none of the three different data bases. Over the Amazon re­
gion there are signiﬁcant rainfall anomalies in two of the observational data 
bases (CRU TS3.24.01 and UDEL v4.01), though differently distributed. Nev­
ertheless, despite the poor signiﬁcance, the three different precipitation data 
bases analyzed provide consistent results, which supports the described re­
lationship between the AMV and rainfall in the Amazon and the Northeast 
regions. 
a b c
GPCC v7 CRU  TS3.24.01 UDEL v4.01
Figure 4.10: Regression map of the unﬁltered DJFMAM precipitation anomaly from 
the (a) GPCC v7, (b) CRU TS3.24.01 and (c) UDEL v4.01 observational 
data bases onto the standardized AMV index (units are mm day-1 per 
standard deviation). Contours indicate the regions where the regression 
is signiﬁcant at the 5% level from a "random-phase" test. Orange boxes 
delimit the Amazon and the Northeast regions. 
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Consistently with the observed precipitation patterns, CMIP5 models, on 
average, reproduce drier conditions in the Northeast region and wetter in the 
Amazonia associated with the positive AMV SSTA pattern in both the histor­
ical and piControl simulations (Figure 4.11). The full-scale rainfall pattern in 
northern Brazil and the tropical Atlantic depicts a fringe of negative rainfall 
anomalies along the tropical Atlantic below the equator, covering the North­
east, and another of positive anomalies over the equator, extending across 
the northern half of the Amazon (north of 7°S). Such anomalous latitudi­
nal shift of the tropical rain-belt suggests that the CMIP5 models reproduce 
ITCZ changes over northern South America in response to the characteristic 
tropical Atlantic SSTA dipole of the AMV (Folland et al., 2001; Knight et al., 
2006). 
Note that the scale used to display the rainfall anomalies of the ensemble­
mean regression patterns (ranging from around -0.1 to 0.1 mm day-1 per 
standard deviation) is lower than the one used for observations (from -0.5 to 
0.5 mm day-1 per standard deviation). The underestimation of the anomalies 
in the model-mean patterns with respect to observations can be explained, in 
part, by the fact that precipitation patterns of 17 different models have been 
averaged. Besides, some CMIP5 models individually underestimate the in­
tensity of rainfall (Yin et al., 2013), especially in the Amazonia (e.g., see 
IPSL-CM5A-LR in Figures B.5 and B.6). Such an underestimation has been 
attributed to unrealistically reproduced moisture transport related with in­
accurate representation of surface radiative ﬂuxes or with overestimation 
of the tropical convective rainfall over the surrounding Paciﬁc and Atlantic 
oceans (Yin et al., 2013). 
Although the precipitation anomalies are similarly distributed in the re­
gression maps of both the forced and unforced experiments, there are some 
differences between them. Roughly, the most outstanding difference is that 
the model-mean rainfall response to the AMV of the historical experiment is 
less statistically signiﬁcant and consistent among models than the one of pi-
Control. In the historical experiment, there are positive and negative rainfall 
anomalies over most of the Amazonia and over the Northeast region, respec­
tively, but without high statistical signiﬁcance in both regions (Figure 4.11a). 
In contrast, in the piControl experiment there are highly signiﬁcant positive 
and negative precipitation anomalies over Amazonia, north of 5°S, and over 
the Northeast region, respectively (Figure 4.11b). 
The fact that the rainfall pattern of piControl runs are, on average, more 
signiﬁcant and therefore more consistent between the models than the one 
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Figure 4.11: Regression maps of the unﬁltered DJFMAM precipitation anomalies 
(units are mm day-1 per standard deviation) on the AMV index aver­
aged among the 17 CMIP5 models in the historical (a) and the piCon­
trol (b) simulations. Black and gray crosses indicate points where the 
regression coefﬁcient sign coincides in at least 15 and 13 out of the 17 
models analyzed, respectively. Contours indicate the regions where the 
averaged regression is signiﬁcant at the 5% level from a "random-phase" 
test. 
from historical simulations may be related to the differences between the 
AMV patterns obtained for both experiments. But which are the features 
of the AMV pattern that differ from one experiment to another that induce 
the differences in the precipitation response? To answer this question, in the 
following we analyze the AMV patterns simulated by the different models. 
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4.3.1 Inter-model analysis 
One of the main differences in the model-mean AMV patterns of SSTA be­
tween the historical and the piControl experiments were found in the in­
terhemispheric thermal gradient in the tropical Atlantic (Figure 4.3). It is 
known that this feature of the SSTA pattern is key to determine the rain in 
the Amazonia and Northeast regions (e.g., Good et al., 2008; Folland et al., 
2001), it could thus affect the way in which the models reproduce the link 
between the AMV and rainfall in the different experiments. 
As previously seen, in most models the reproduced tropical Atlantic SSTA 
gradient of the AMV pattern is less than 30% of the observed value (of 
around 0.16°C per standard deviation), being only comparable (higher than 
the 60% of the observed gradient) in the piControl runs of the HadGEM2-CC 
and HadGEM2-ES models and the MIROC-ESM-CHEM in both experiments 
(in Figure 4.12, numbers 9, 10 and 14, respectively). Coinciding with this, the 
models generally also underestimate the rainfall response to the AMV or 
even reproduce opposite anomalies with respect to the observations. Over 
the Amazonia region they reproduce less than half the observed precipita­
tion anomalies and in the Northeast region only the HadGEM2-CC model 
in the two experiments and the HadGEM2-ES, MIROC5 and NorESM1-M in 
their piControl simulations reproduce rainfall anomalies that are similar or 
more intense than the observations (in Figure 4.12, numbers 9, 10, 13 and 17, 
respectively). 
Focusing on the relationship between the tropical SSTA gradient of the 
AMV pattern and the precipitation response in the Amazonia and North­
east regions reproduced by the models individually, the piControl experi­
ment shows strong linear correlation (the correlation coefﬁcients are R=0.81 
and R=-0.71 in the respective regions, which are signiﬁcant with a 95% con­
ﬁdence level according to Student t-test) (Figure 4.12). Regarding the North­
east precipitation response, this linear relationship strongly depends on the 
result of the HadGEM2-CC model (number 9), which shows an outstand­
ing strong link with the SSTA gradient, but not totally (R=-0.51 if point 9 
is not considered for the linear ﬁtting, which is still signiﬁcant with a 95% 
conﬁdence level). In contrast, there seems to be no such link in the historical 
experiments (linearly correlated with R=0.35 and R=0.04 respectively in the 
Amazonia and Northeast). 
These results suggest that the fact that some models do not reproduce 
a well-deﬁned AMV pattern of SSTA can explain the uncertainties among 
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Figure 4.12: (a) Scatter plot of the regression coefﬁcient of precipitation anomaly 
over the Amazonia (western delimited region in 4.10a) and the SSTA 
tropical Atlantic gradient (difference between the delimited regions in 
4.1b) relative to the AMV of each model in the historical (green) and the 
piControl (orange) simulations (Figures B.1, B.2, B.5, B.6 in Appendix 
B). The lines indicate the linear regression ﬁtting of the corresponding 
colored points (R is the correlation coefﬁcient). The numbers from 1 to 
17 identify each model individually with the given number in Table 2.1. 
(b) Same as (a) but using the Northeast region (eastern delimited region 
in 4.10a) instead of the Amazonia. Numbers 18, 19 and 20 correspond 
to CRU TS3.24.01, GPCC v7 and UDEL v4.01 observed data (blue), re­
spectively. Units for the horizontal and vertical axes are mm day-1 per 
standard deviation and K per standard deviation), respectively. 
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the models in the precipitation response of the piControl experiment (Fig­
ure B.2). In some cases these patterns show certain relationship between the 
AMV and the SSTA of other basins, such as the Paciﬁc (Zhang and Del­
worth, 2007; Wu et al., 2011; Levine et al., 2017), which may interfere with 
the rainfall response to the Atlantic SSTA gradient. According to the results 
obtained from the AMV inﬂuence on Sahel rainfall (Section 4.2), in the case 
of the historical experiment, another source of uncertainty needs to be con­
sidered. This question is further discussed in Section 4.5. 
4.3.2 Atmospheric teleconnection between AMV and Northern Brazil rainfall 
During DJFMAM, the AMV observed signal has stronger effect on the sur­
face pressure over the North Atlantic (Figure 4.13) than in the boreal sum­
mer (JAS, Figure 4.8). It projects onto a surface low and associated low-level 
cyclonic circulation, which entails the weakening of the North Atlantic sub­
tropical high (Figures 4.13a-b). While to the south, it shows positive sur­
face subtropical pressure anomalies. Associated with this interhemipsheric 
pressure gradient, there are northward anomalous low-level winds over the 
western part of the tropical Atlantic and northern South America. These 
winds are, in turn, consistent with the anomalous moisture ﬂux from the 
tropical Atlantic toward the Amazon River mouth and inland (Figures 4.13c­
d). This low-level circulation also suggest an anomalous meridional circu­
lation with stronger convection over the northern and subsidence over the 
southern Atlantic basin associated with the decrease and increase of sur­
face pressure, respectively. This anomalous circulation entails the strength­
ening of the ITCZ north of the equator, reducing the moisture supply in 
the Northeast (Moura and Shukla, 1981; Hastenrath and Greischar, 1993; de 
Albuquerque Cavalcanti, 2015). Not only is this mechanism consistent with 
the anomalous drying of the Northeast (Knight et al., 2006) but also with 
wetter conditions in the Amazonia region. The northward displacement of 
the ITCZ provides Amazonia with more humidity advected from the tropi­
cal Atlantic toward the Amazon River mouth and inland. With regard to the 
signiﬁcance in Figure 4.13, the observational results do not show high statis­
tical robustness. Nevertheless, both reanalyses reveal the same atmospheric 
features described, associated with the AMV during DJFMAM. Hence, the 
coherence between both reanalyses provide conﬁdence to these results. 
Consistent with the AMV patterns of SSTA, the model-mean surface pres­
sure response in the historical experiment shows lower statistical signiﬁ­
cance over the southern Atlantic (between 0°- 40°S) than in the piControl 
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20RCV2c ERA-20Ca b
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Figure 4.13: (a-b) Regression onto the observed AMV index of the unﬁltered DJF­
MAM anomaly of the surface pressure (shaded) (hPa per standard 
deviation) and the wind direction at 850 hPa (vectors) from the 
20RCV2c and ERA-20C reanalyses. (c-d) Homologous regression pat­
ters of the magnitude (shaded) and direction (vectors) of the moisture 
ﬂux (kg/m/day per standard deviation). Contours indicate the regions 
where the surface pressure and the moisture ﬂux regression coefﬁcients 
are signiﬁcant at the 5% level. 
one (Figure 4.14). CMIP5 models reproduce an anomalous cyclonic circula­
tion over the North Atlantic and a surface pressure contrast with respect 
to the south (Figures 4.14a-b), in agreement with observations. However, the 
North Atlantic cyclone displayed by the surface pressure and low-level wind 
anomalies is placed more to the northeast than in observations. This is con­
sistent with the distribution of the SSTA in the AMV patterns throughout 
the tropical North Atlantic. In observations the stronger SSTA are closer to 
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the equator than in the historical and piControl simulations, which are lo­
cated more to the north (Figures 4.1 and 4.3a-b, respectively). Despite this 
difference, models reproduce the observed anomalous northward shift of 
the cross-equatorial winds and the moisture ﬂux away from the Northeast 
of Brazil and toward the Amazon basin (Figures 4.14c-d). 
historical piControla b
c d
Figure 4.14: (a-b) Regression onto the simulated AMV index of the unﬁltered DJF­
MAM anomaly of the surface pressure (shaded) (hPa per standard 
deviation) and the wind direction at 850 hPa (vectors) from the his­
torical and piControl simulations. (c-d) Homologous regression pat­
ters of the magnitude (shaded) and direction (vectors) of the moisture 
ﬂux (kg/m/day per standard deviation). Contours indicate the regions 
where the surface pressure and the moisture ﬂux regression coefﬁcients 
are signiﬁcant at the 5% level. 
influence of the amv 129 
The most remarkable discrepancies between the observed and simulated 
atmospheric circulation response to the AMV are shown over the South 
American continent. Observational results form the reanalyses show weak 
and uncertain surface pressure response over South America (Figures 4.13a­
b). Although there is a strong anomalous northwesterly low-level jet of mois­
ture ﬂux along Bolivia and central Brazil, between 10°- 20°S, that is coher­
ent between both reanalyses (Figures 4.13c-d). This jet ﬂows southeastward 
from western Amazonia along the eastern slope of the Peruvian Andes. Such 
anomalies are related to changes in the low-level winds and the moisture 
transport over this area that can affect more the climate of subtropical and 
extratropical regions of the continent (Labraga et al., 2000; Grimm and Zilli, 
2009; Marengo et al., 2012). On the other hand, models simulate a northward 
deviation of the anomalous moisture ﬂux from the Amazon and no remark­
able signal to the south (Figures 4.14c-d), in contrast to observations. Such 
discrepancies between observations and CMIP5 simulations do not affect the 
rainfall response to the AMV in the Northeast and the northern part of the 
Amazonia, which are mostly inﬂuenced by the easterlies from the tropical 
Atlantic. In turn, they can substantially affect the way in which CMIP5 mod­
els reproduce the relationship between the AMV and rainfall in the south of 
the Amazonia, as well as other extratropical regions (Marengo et al., 2012), 
and thus its low-frequency variability. 
4.4 rcp8 .5 future projections 
Despite the differences found among some models, the reproduced model­
mean AMV pattern and its impact on precipitation over the Sahel, Amazo­
nia and Northeast regions show similar features as in observations in both 
forced and unforced simulations. On this basis, we can wonder whether the 
relationship between rainfall and the decadal-to-multidecadal patterns will 
change or not in a hypothetical future scenario analyzing the model-mean 
patters of CMIP5 future projections. To this aim, future projections of the 
RCP8.5 scenario are used. 
Regarding the model-mean AMV pattern calculated with the RCP8.5 pro­
jection (Figure 4.15a), in the North Atlantic it depicts a coma-shape SSTA 
heating similar to the historical and piControl experiments, although slightly 
less consistent among the models and with lower statistical signiﬁcance. The 
global pattern, however, presents colder anomalies than the one given by the 
historical experiment in the tropical Paciﬁc, the Indian Ocean and the South 
Atlantic basin. It shows an interhemispheric thermal gradient in the Tropi­
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Figure 4.15: Regression of the unﬁltered (a) annual SSTA (K per standard deviation) 
and the (b) JAS and (c) DJFMAM precipitation anomalies (mm day-1 
per standard deviation) averaged among the 17 CMIP5 models in the 
RCP8.5 future projection onto the AMV index. Black and gray crosses 
indicate points where the regression coefﬁcient sign coincides in at least 
15 and 13 out of the 17 models analyzed, respectively. Contours indicate 
the regions where the regression is signiﬁcant at the 5% level. 
cal Atlantic that resembles more to the AMV reproduced by the piControl 
simulation. Regarding the AMV index, a Fourier analysis reveals that the 
most characteristic periodicities of the time series obtained from the RCP8.5 
future projections of all the models are distributed around 65 years, as in the 
other simulations analyzed and consistently with observations (Figure 4.16). 
In agreement with the other experiments, in the RCP8.5 future projec­
tions the JAS precipitation over West Africa responds to the AMV with a 
northward shift of the tropical rain-belt (Figure 4.15b). This implies posi­
tive anomalies throughout the Sahel, with more intensity close to the west­
ern coast. To the south, negative rainfall anomalies extend from the Gulf 
of Guinea and further west, spanning the coast line of West Africa. Consis­
tent with the AMV pattern of SST, the precipitation anomalies are slightly 
weaker and less robust than in the historical and piControl simulations. Simi­
larly, the reproduce surface pressure response to the AMV shows barely sig­
niﬁcant anomalies but roughly consistent with observations and the other 
CMIP5 experiments analyzed (Figure 4.17a). This is a weakening of sur­
face pressure throughout the North Atlantic and the Sahara with an inter­
hemispheric tropical gradient over West Africa, which is associated with the 
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Figure 4.16: Model-mean power spectra of the Fourier transform of the detrended 
AMV indices (blue bars) of the RCP8.5 future projection. Red bars in­
dicate the power spectra averaged over the 17 models but taking into 
account only 95% signiﬁcant peaks for each of them. The statistical sig­
niﬁcance for each model’s AMV is obtained following a non-parametric 
hypothesis test in which a probability density function is built from 
the Fourier spectrum of 13-year low-pass ﬁltered and detrended white 
noise time series with the same time length as the simulation and av­
eraged across the number of ensemble members in cases where more 
than one realization is available. 
northward shift of the ITCZ and the tropical rain-belt (Biasutti et al., 2009; 
Lavaysse et al., 2009; Martin and Thorncroft, 2014). 
a b c
Figure 4.17: Regression of the unﬁltered (a) JAS and (b) DJFMAM anomaly of the 
surface pressure (shaded)(hPa per standard deviation) and (c) the mag­
nitude (shaded) and direction (vectors) of the DJFMAM moisture ﬂux 
anomaly integrated from surface to 200 hPa (kg/m/day per standard 
deviation) onto the AMV index averaged among the 17 CMIP5 models 
in the RCP8.5 future projection. Contours indicate the regions where 
the averaged regression is signiﬁcant at the 5% level. 
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The DJFMAM rainfall response to the AMV reproduced by the RCP8.5 
projection is also consistent with the other simulations, with lower statistical 
signiﬁcance (Figure 4.15c). This is, with positive anomalies over the Amazo­
nia and negative ones in the Northeast region. However, the rainfall anoma­
lies show more agreement among models over Amazonia and more ampli­
tude in both South American regions than in the historical experiment, being 
more consistent with the piControl one (Figure 4.11). Such a distribution of 
rainfall anomalies suggests an anomalous northward shift of the rain-belt as­
sociated with the ITCZ during DJFMAM, which is also consistent with the 
associated atmospheric dynamic given by RCP8.5 projections: anomalous 
low pressure at the surface and low-level cyclonic circulation over the north 
Atlantic basin and northward strengthening of the cross-equatorial winds 
and of the moisture supply (Figure 4.17b-c), consistently with the other two 
experiments. 
Hence, the RCP8.5 future projection shows that the AMV pattern of SSTA 
reproduced by the models on average presents the same characteristic fea­
tures as in other experiments and in observations. Consistently, the rainfall 
response and the atmospheric mechanism associated with the AMV pattern 
simulated by RCP8.5 are also similar to the one in the other experiments. 
Such a result suggests that the AMV mode of SST variability and its impacts 
are not expected to change in the future, regardless of the concentration of 
greenhouse gases emitted. On the other hand, it should be pointed out that 
the low-frequency variability of the AMV may generate a weak signal in 
the 95-year period run of the RCP8.5 projections. Thus their effect are less 
robustly captured across the models than in the other experiments. Further 
long period numerical experiments are still necessary to better understand 
such variability in the future. 
4.5 discussion on the possible role of aerosols on the amv 
Some important inconsistencies among the models with respect to the rain­
fall response to the AMV in the Sahel, Amazonia and Northeast regions have 
been found. From the inter-model analyses presented above, it has been sug­
gested that the models skill to simulate a relationship between the AMV and 
precipitation similar to the observations is attributed to the accuracy with 
which they reproduce the interhemispheric tropical Atlantic gradient of SST 
in the piControl simulations. But such a relationship is arguable in the case 
of historical simulations. It has been found that the difﬁculty of the CMIP5 
models to reproduce an AMV-like pattern, similar to the observed one, is 
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more recurrent in the historical simulation than in piControl. Therefore, even 
though we have computed the "residual" SSTA to remove the global compo­
nent of the external forcing (the GW) before computing the AMV index, the 
uncertainties induced by the possible effect of an uneven evolving external 
forcing during the 20th century have to be considered. Although all the mod­
els introduce the same conﬁguration of atmospheric components concentra­
tion, following the CMIP5 protocol (Taylor et al., 2012), the response of the 
system can be model-dependent. For example each modeling group is free 
to set the conﬁguration of the aerosol indirect effects. These effects are differ­
ently represented by CMIP5 models, with more or less accuracy depending 
on the model (Ekman, 2014), but also have important inﬂuence on the simu­
lated AMV in some cases (Booth et al., 2012; Zhang et al., 2013a). Thus, the 
aerosol indirect effects are an important source of uncertainty among the 
models in the way they represent the AMV (Boucher et al., 2013). 
One way to identify if the aerosol effects inﬂuence the AMV that CMIP5 
models simulate is to seek whether the oscillations of the AMV index show 
any externally forced signal that stands out from the internal variability. For 
this, we compare the standard deviation of the ensemble-mean AMV index 
of the historical simulation of each model with a distribution of standard 
deviation values constructed from the average of a similar sample of AMV 
indexes randomly chosen from the piControl simulation (Figure 4.18). From 
these results, we can conclude that all the ensemble members of the GISS­
E2-H and HadGEM2-ES models have a common oscillation which is signif­
icantly independent of the internal variability. Therefore it is reasonable to 
think that there is a component of the externally forced SST variability in 
the historical simulations, apart from the GW, that remains in the North At­
lantic "residual" SSTA ﬁeld. This affects the SSTA of the AMV pattern in the 
historical simulation, setting it apart from the one in piControl of at least 
the GISS-E2-H and HadGEM2-ES models. But what causes such remaining 
external forcing in the SST variability? To shed some light on this question, 
detection and attribution of climate change historicalGHG simulations pro­
vided by some CMIP5 models have been analyzed. By computing the AMV 
patterns (Figure B.7), with the same method as with historical simulation, 
and comparing it with its counterpart in the historical and piControl ex­
periments we can infer whether the remaining external forcing is caused by 
the greenhouse gases or, by default, by the aerosol effects (Taylor et al., 2007). 
Regarding the AMV reproduced by the GISS-E2-H model, in the histori­
cal simulation it is associated with a spatial pattern of warm SSTA extended 
almost all across the globe, more intense in the tropics and the North At­
134 influence of the amv 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
0
0.2
0.4
0.6
0.8
1
models
St
an
da
rd
 d
ev
ia
tio
n 
of
 A
M
V 
in
de
x 3 5 6 10 10 4 5 6 1 5 1 6 5 1 3 5 3
# of members
Figure 4.18: Standard deviation of the ensemble-mean AMV indices of the historical 
simulations (red dots). The average is done among the indices of the N 
members available (indicated in the upper axis) for each model (lower 
axis, same order as in Table 2.1). Grey dots indicate a distribution of 
1000 standard deviation values calculated as the average of N sampled 
AMV indices randomly selected along the piControl index, with the 
same length as the historical time series. Darker gray dots indicate a 
95% of probability distribution. 
lantic (Figure B.1). In contrast, the piControl (Figure B.2) and historicalGHG 
experiments (Figure B.7) show AMV patterns that, although they are poorly 
represented, roughly show insigniﬁcant or negative anomalies outside the 
North Atlantic basin. Hence, the difference observed between the AMV pat­
tern in the historical and the unforced piControl experiments is likely pro­
duced by external forcing of the aerosol effects that the GISS-E2-H model re­
solves. The HadGEM2-ES model reproduces a historical AMV pattern with 
a poor interhemispheric SSTA gradient in the tropical Atlantic in contrast to 
the piControl and historicalGHG experiments. Therefore we can infer that 
the aerosol effects in the HadGEM2-ES model also induce discrepancies be­
tween the historical and piControl experiments. The differences between the 
AMV patterns of the historical and piControl experiments of the HadGEM2­
CC model could suggest the same, but in this case we cannot test it, as 
there is only one member available for the historical simulations and the 
historicalGHG experiment was missing. There are other models that do not 
provide the historicalGHG experiment either (inmcm4, MIROC5 and MPI­
ESM-LR) and hence we cannot infer the causes of the differences between 
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the historical and the unforced simulations. In the historical simulation of 
the bcc-csm1-1 and GISS-E2-R models there is no noticeable common vari­
ability among all the ensemble members (Figure 4.18). However, the fact 
that the historical AMV patterns that these two models simulate is glob­
ally warmer than the one of the piControl and historicalGHG experiments 
also suggest that the aerosol effects induce such difference. For the rest of 
the models (CanESM2, CCSM4, CNRM-CM5, CSIRO-Mk3-6-0, FGOALS-g2, 
IPSL-CM5A-LR, MIROC-ESM-CHEM, MRI-CGCM3 and NorESM1-M) it is 
hard to infer any conclusion from these analysis. In some cases this is be-
cause the differences between forced and unforced simulated AMV patterns 
are small; and in other cases, the pattern is not well deﬁned. 
4.6 summary of main findings 
Regarding the aims of this Thesis, the analysis of the link between the AMV 
mode of SST variability and precipitation in the Sahel, the Amazonia and the 
Northeast regions have been presented in this Chapter. The results show that 
the CMIP5 models can reproduce the relationship between the AMV mode 
of long-term SST variability and the tropical precipitation in West Africa and 
northern Brazil rainfall during JAS and DJFMAM, respectively. In its positive 
phase, the AMV induces intensiﬁed rainfall in the Sahel and the Amazonia 
regions and less precipitation in the Northeast. Though the intensity of rain­
fall anomalies is notably underestimated (Villamayor et al., 2017). 
In agreement with observations, CMIP5 models reproduce an AMV pat­
tern of SSTA with an interhemispheric thermal gradient in the Atlantic basin 
with intense warm anomalies north of the equator. Associated with the 
model-mean AMV pattern, an interhemispheric contrast of surface pressure 
anomalies over the Atlantic and anomalous latitudinal displacement of the 
ITCZ over the tropical Atlantic sector are induced. In case of the positive 
AMV phase, the ITCZ is anomalously displaced toward the Sahel during 
the rainy season in JAS and hence it rains more. In turn, during DJFMAM 
the ITCZ experiences a weaker intrusion toward the Northeast of Brazil re­
maining in latitudes close to the mouth of the Amazon, favoring moisture 
transport into the Amazonia. This mechanism produces anomalous drying 
in the Northeast region and wetter conditions in the Amazonia (Villamayor 
et al., 2017). The opposite occurs during the cold AMV phases. 
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To summarize, the main conclusions arisen from this Chapter of results 
are: 
• The CMIP5 models on average can reproduce the main observed fea­
tures of the AMV pattern, except for the strength of the characteristic 
tropical SSTA gradient. 
• Consequently, they also reproduce the observed AMV inﬂuence on 
rainfall in the Sahel, the Amazon and the Northeast of Brazil regions, 
though with underestimated intensity. 
• The models skill to reproduce the link between rainfall and the AMV is 
related to the accuracy with which the characteristic interhemispheric 
gradient of the tropical Atlantic SST pattern of the AMV is represented, 
particularly in the unforced piControl experiments. 
• The aerosols seem to play a relevant role in explaining the differences 
between the characteristics of the AMV patterns of the historical and 
piControl experiments, which in turn affects the reproduced link with 
rainfall. 
• The associated atmospheric dynamics with the AMV-precipitation link 
show that, according to the Atlantic interhemispheric gradient, a sur­
face pressure contrast is induced which entails a latitudinal shift of the 
ITCZ in CMIP5 simulations similar to observations. 
• The analysis of the RCP8.5 future projections suggest that the AMV 
and its impacts on rainfall will not change under an scenario of large 
GHGs emission. 
5
I N F L U E N C E O F T H E I P O 
The IPO impact in the regions of the Sahel, the Amazonia and the Northeast of Brazil 
during their respective rainy seasons is addressed in this Chapter. For that purpose, 
the IPO mode of SST variability is characterized from CMIP5 simulations and ob­
servations, as well as its impact on rainfall in the three regions of interest. Then, the 
atmospheric mechanisms involved are also shown and discussed. The comparison 
between externally forced and unforced simulations lets discern whether the radia­
tive forcing contributes to the formation of the IPO pattern of SST or if it has some 
effects on the link with rainfall. The same analysis is ﬁnally applied to the RCP8.5 
future projections in order to show how the link between the IPO and rainfall is 
expected to change in the future or not. 
The content of this Chapter has been published in the following articles: 
VILLAMAYOR, J. & MOHINO, E. (2015): Robust Sahel drought due to the Interdecadal 
Paciﬁc Oscillation in CMIP5 simulations. Geophys. Res. Lett., 42, 1214-1222. 
http://dx.doi.org/10.1002/2014GL062473 
VILLAMAYOR, J., AMBRIZZI, T. & MOHINO, E. (2017): Inﬂuence of decadal sea surface 
temperature variability on northern Brazil rainfall in CMIP5 simulations. Clim. Dyn. 
https://doi.org/10.1007/s00382-017-3941-1 
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5.1 the ipo index and pattern 
In accordance with previous studies (Mantua et al., 1997; Mantua and Hare, 
2002; Deser et al., 2004; Shen et al., 2006; Mohino et al., 2011a; Dai, 2013), the 
IPO index obtained from observations shows cold regimes in the periods of 
1909-1925, 1944-1976 and from 1998 onwards, and warm regimes in the pe­
riods 1925-1944 and 1976-1998 (Figure 5.1a). However, such time variability 
shows no dominant frequency (in accordance with the proxy reconstruction 
from (Shen et al., 2006)) but various spectral peaks at decadal and multi­
decadal periodicities, mainly in the 15-25 and 50-70 year bands (Figure 5.2), 
in accordance with previous works (Minobe, 1999; Chao et al., 2000; Tourre 
et al., 2001; Mantua and Hare, 2002; MacDonald and Case, 2005). 
Figure 5.1: (a) Standardized IPO index obtained with HadISST1 from 1901 to 2009. 
(b) Regression pattern of the unﬁltered HadISST1 SSTA onto the stan­
dardized IPO index (units are K per standard deviation). Contours indi­
cate the regions where the regression is signiﬁcant at the 10% level from 
a "random-phase" test. Green box delimits the Tropical Paciﬁc area. 
The observed IPO pattern is characterized by a statistically signiﬁcant 
warming in the tropical Paciﬁc, with an ENSO-like shape, extending to the 
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extratropics along the western coasts of both North and South America (Fig­
ure 5.1b). It also presents two cold tongues of SSTA in mid-latitudes, pole­
ward of around 20°, expanding eastward from the coasts of Asia and Ocea­
nia, respectively, and being more prominent in the Northern Hemisphere. 
In the rest of the global SST there are no remarkable anomalies, except for 
a signiﬁcant anomalous warming over the Indian Ocean and cooling along 
the North American east coast and north of Europe. 
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Figure 5.2: Power spectrum of the Fourier transform of the detrended IPO indices 
from HadISST1 and ERSST3 data bases. Gray dashed line indicates 
the 95% conﬁdence level following a non-parametric hypothesis test in 
which a probability density is built from the Fourier spectrum of 13-year 
low-pass ﬁltered and detrended white noise time series. 
The CMIP5 simulations show IPO patterns that are highly consistent with 
the observed one (Figure 5.3). In both the historical and piControl simu­
lations, the model-mean SST patterns present strong statistical signiﬁcance 
and consistency among models. They show intense warm SSTA through­
out the tropical Paciﬁc and poleward along the eastern edge of the basin. 
In the extratropical Paciﬁc two cold tongues expand from the west, with 
more intensity in the northern hemisphere. Away from the Paciﬁc basin the 
anomalies are also less intense, such as a weak but signiﬁcant widespread 
warming of the Indian Ocean surface that is consistent with observations. 
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Figure 5.3: Regression onto the IPO index of the unﬁltered SSTA (K per standard 
deviation) averaged among the 17 CMIP5 models in the historical (a) 
and the piControl (b) simulations. Black and gray crosses indicate points 
where the sign of the regression coefﬁcient coincides in at least 15 and 
13 out of the 17 models analyzed, respectively. Contours indicate the 
regions where the averaged regression is signiﬁcant at the 5% level from 
a "random-phase" test. Green boxes delimit the Tropical Paciﬁc region 
and an area of the Tropical Atlantic. 
Although the anomalies distribution of the IPO pattern reproduced by 
the models in both simulations is very similar to the observed one, their 
amplitudes are in general underestimated by the models. Particularly, in 
the tropical Paciﬁc the observational IPO pattern shows a warming of up 
to 0.23 K per standard deviation (Figure 5.1b), while the models on aver­
age reproduce a maximum warming of about 0.15 K per standard deviation 
(Figure 5.3). Similarly, the anomalous cooling in the Paciﬁc extratropics and 
the warming of the Ocean Indian are lower than in observations. In the At­
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lantic basin, the models do not reproduce the observed signiﬁcant cooling 
located to the north. Instead, the models reproduce a weak but statistically 
signiﬁcant positive warming in the tropical sector associated with the IPO. 
Regarding the differences between the results obtained from both the forced 
and the unforced simulations, the model-mean IPO pattern of the piControl 
experiment is found to be slightly more consistent among the models than 
the historical one. However, there is little difference between the patterns 
from both sets of experiments. 
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Figure 5.4: Model-mean power spectra of the Fourier transform of the detrended 
IPO indices (blue bars) of the historical (top) and piControl (bottom) 
simulations. Red bars indicate the power spectra averaged over the 17 
models but taking into account only 95% signiﬁcant peaks for each of 
them. The statistical signiﬁcance for each model’s IPO is obtained fol­
lowing a non-parametric hypothesis test in which a probability density 
function is built from the Fourier spectrum of 13-year low-pass ﬁltered 
and detrended white noise time series with the same time length as the 
simulation and averaged across the number of ensemble members in 
cases where more than one realization is available. 
As for the time series of the simulated IPO, a Fourier analysis is computed 
to ﬁnd whether CMIP5 models reproduce an IPO with characteristic period­
icities of oscillation that are similar to the observed ones (Figure 5.4). The 
model-mean spectrum resulting from the analysis reveals that models tend 
to show higher power spectra in two frequency bands, one close to 50-70 
years and the other one close to 15-25 years in both the historical and piCon­
trol simulations. This suggests that the power spectra in models tends to 
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cluster around two preferred bands, of approximately 15-25 and 50-70 years, 
which is roughly consistent with observations. 
5.2 sahel rainfall response 
The observed JAS rainfall anomalies over West Africa associated with the 
IPO are estimated as the regression pattern onto the IPO index in Figure 5.5. 
The result reveals that a weakening of rainfall almost throughout the Sa­
hel region occurs during positive IPO phases. Although the anomalies do 
not show strong statistical signiﬁcance, the three data bases analyzed are 
consistent in most of the Sahel region, which provides conﬁdence to the ob­
servational result. Only in the easternmost part of the Sahel, from 5°to 15°W, 
the anomalies are weak and uncertain among the different data bases. To the 
east, there are intense negative anomalies over eastern Africa. South of the 
Sahel, there is enhanced precipitation on the coastal area of Guinea, Sierra 
Leone and Liberia, as well as along the Gulf of Guinea coast, more intense 
over Nigeria and Cameroon. Hence, it can be suggested that related to pos­
itive IPO phases there is general precipitation decrease in West Africa, with 
some local exceptions. While rainfall is favored under negative IPO condi­
tions. 
GPCC v7 CRU  TS3.24.01 UDEL v4.01
a b c
Figure 5.5: Regression map of the unﬁltered JAS precipitation anomaly from the 
(a) GPCC v7, (b) CRU TS3.24.01 and (c) UDEL v4.01 observational data 
bases onto the standardized IPO index (units are mm day-1 per standard 
deviation). Contours indicate the regions where the regression is signif­
icant at the 5% level from a "random-phase" test. Orange box delimits 
the Sahel region. 
Regarding the CMIP5 simulations, associated with a positive IPO, the 
models simulate a signiﬁcant pattern of negative precipitation anomalies 
across the Sahel (Figure 5.6), in agreement with observations (Figure 5.5). 
They also reproduce strong drought conditions over eastern Africa and a 
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local maximum of positive rainfall anomalies in Central Africa, close to 
the Gulf of Guinea, according to observations. Nevertheless, the observed 
positive anomalies of precipitation on the coastal region of West Africa are 
not reproduced by the simulations. In agreement with the reproduced IPO 
patterns of SSTA, models underestimate the intensity of the precipitation 
anomalies in comparison to observations (note the different scales used in 
the color shading in Figures 5.5 and 5.6). 
Figure 5.6: Regression maps of the unﬁltered JAS precipitation anomalies (units are 
mm day-1 per standard deviation) on the IPO index averaged among the 
17 CMIP5 models in the historical (a) and the piControl (b) simulations. 
Black and gray crosses indicate points where the regression coefﬁcient 
sign coincides in at least 15 and 13 out of the 17 models analyzed, re­
spectively. Contours indicate the regions where the averaged regression 
is signiﬁcant at the 5% level from a "random-phase" test. 
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Consistent with the SST patterns, the model-mean regression maps from 
the historical experiment show slightly lower statistical signiﬁcance and less 
consistency among the models in the precipitation response to the IPO than 
the piControl simulation. However, the close resemblance between the re­
sults from both simulations suggests very low inﬂuence of externally forced 
variability in the recurrent IPO pattern of SST and in its relationship with 
the Sahel rainfall. 
5.2.1 Inter-model analysis 
It has been shown that the CMIP5 models on average reproduce lower rain­
fall anomalies associated with the IPO than in observations, as well as the 
pattern of SST. Therefore, a linear relationship between the characteristic IPO 
pattern and its reproduced rainfall response is sought. According to other 
studies, Sahel rainfall changes are related to the tropical SST of the Paciﬁc 
Ocean (Janicot et al., 2001; Joly and Voldoire, 2009; Mohino et al., 2011b; 
Rodríguez-Fonseca et al., 2016). With this in mind, the linear relationship 
between the anomalous Sahel rainfall intensity and the SSTA averaged in 
the tropical Paciﬁc, between 15°S - 15°N and 180°- 95°W (delimited area 
Figure 5.1b), associated with the IPO that CMIP5 models reproduce is calcu­
lated (Figure 5.7). 
The larger rainfall response obtained for the observations suggest a stronger 
relationship in the real world. Although the different observational sources 
show important uncertainty, with the GPCCv7 and CRU TS3.24.01 showing 
an averaged regression coefﬁcient of -0.09 and -0.14 mm day-1 per standard 
deviation of the IPO index, respectively, and the UDEL v4.01 in between 
both. Considering this range, the MIROC5 model in the historical experi­
ment, MIROC-ESM-CHEM in both simulations and MPI-ESM-LR in piCon­
trol (numbers 13, 14 and 15 in Figure 5.7, respectively) reproduce rainfall 
values within it, coinciding with similar tropical Paciﬁc SSTA values to the 
observed one. The scatter plot in Figure 5.7 shows strong linear correlation 
between the Sahel rainfall and the tropical Paciﬁc SSTA associated with the 
IPO reproduced by the CMIP5 models in both the historical and piControl 
simulations (with correlation coefﬁcients of R = 0.42 and R = 0.66 which are 
statistically signiﬁcant at the 90% and 95% conﬁdence level, respectively, ac­
cording to a Student t-test). Hence, the stronger the SSTA warming over the 
tropical Paciﬁc, the stronger the IPO impact on Sahel drought. 
influence of the ipo 145 
−0.05 0 0.05 0.1 0.15 0.2
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
1 2
3
4
5
6
78
9
10
11
12
13
14
15
16
17
1 2
3
4
5
6
7 8
9
10
11
12 13
14
15
16
17 18
19
20
Trop. Pac. SST
Sa
he
l p
re
cip
ita
tio
n
R = 0.66
R = 0.42
Figure 5.7: (a) Scatterplot of the regression coefﬁcient of precipitation anomaly over 
the Sahel (delimited region in 5.5a) and the SSTA of the tropical Paciﬁc 
(delimited region in 5.1b) relative to the IPO of each model in the histori­
cal (green) and the piControl (orange) simulations (Figures C.1, C.2, C.3, 
C.4 in Appendix C). The lines indicate the linear regression ﬁtting of the 
corresponding colored points (R is the correlation coefﬁcient). The num­
bers from 1 to 17 identify each model individually with the given num­
ber in Table 2.1. Numbers 18, 19 and 20 correspond to CRU TS3.24.01, 
GPCC v7 and UDEL v4.01 observed data (blue), respectively. Units for 
the horizontal and vertical axes are mm day-1 per standard deviation 
and K per standard deviation), respectively. 
There are, however, a few models (4 and 3 out of 17 models in the histori­
cal and piControl experiments, respectively) that produce a positive impact 
of the IPO on Sahel rainfall, though most of these impacts are not statisti­
cally signiﬁcant. These models tend to show a poorly deﬁned IPO spatial 
pattern in the Paciﬁc basin with weak positive or even negative SSTA over 
the Tropical Paciﬁc (inmcm4 and MRI-CGCM3 for the historical simulation 
and GISS-E2-H and GISS-E2-R for the piControl one; Figures C.1 and C.2). 
However, some models with a weak or even positive Sahel rainfall response 
to IPO show warm SSTA over the Tropical Paciﬁc (for instance the CSIRO­
Mk3-6-0 model in the historical simulation; Figure C.1). The positive SSTA 
over the northeastern Tropical Atlantic basin, with comparable magnitude 
to the ones over the Paciﬁc warm tongue could partly explain this behaviour. 
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Figure 5.8: Scatterplot of the regression coefﬁcient of precipitation anomaly over 
the Sahel (delimited region in Figure 5.5a) and the SSTA difference be­
tween the Tropical Atlantic coastal region next to West Africa (see box 
over the Tropical Atlantic in Figure 5.3a) and the SSTA of the tropical 
Paciﬁc (see box over the Tropical Paciﬁc in Figure 5.3a) relative to the 
IPO of each model in the historical (green) and the piControl (orange) 
simulations (Figures C.1, C.2, C.3, C.4 in Appendix C). The lines indicate 
the linear regression ﬁtting of the corresponding colored points (R is the 
correlation coefﬁcient). The numbers from 1 to 17 identify each model 
individually with the given number in Table 2.1. Numbers 18, 19 and 
20 correspond to CRU TS3.24.01, GPCC v7 and UDEL v4.01 observed 
data (blue), respectively. Units for the horizontal and vertical axes are 
mm day-1 per standard deviation and K per standard deviation), respec­
tively. 
Such northeastern Tropical Atlantic SSTA has been shown to promote in­
creased rainfall over Sahel (Cook and Vizy, 2006; Giannini et al., 2013) and 
could be overriding the Tropical Paciﬁc inﬂuence in some cases. When both 
regions, Tropical Paciﬁc and northeastern Tropical Atlantic (delimited area 
in Figure 5.3a, between 25°- 15°N and 30°- 18°W), are used to calculate the 
scatter plot (Figure 5.8), the linear relationship with the Sahel rainfall in-
creases (with correlation coefﬁcients of R = 0.52 and R = 0.69, statistically 
signiﬁcant at the 95% conﬁdence level, in the case of the historical and pi­
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Control simulations, respectively). This result suggests that a strong negative 
Sahel precipitation response to the IPO is linked to a strong warming over 
the Tropical Paciﬁc and weak anomalies over the Tropical North Atlantic. 
5.2.2 Atmospheric teleconnection between IPO and Sahel rainfall 
In observations, the two different reanalysis show certain discrepancies as 
to the atmospheric response to the IPO (Figure 5.9). On the one hand, the 
20CRV2c reanalysis shows negative tropical and subtropical high-level ve­
locity potential anomalies associated with a positive IPO roughly over the 
eastern half of the Paciﬁc, spanning the American continent and western 
Atlantic, and positive ones outside (Figure 5.9a). This feature indicates high­
level anomalous wind divergence over the characteristic warm tongue of 
the SST IPO pattern and convergence around velocity potential maximums, 
such as one located over the western coast of the Sahel and another on east­
ern Africa. At low levels (Figure 5.9b), there are signiﬁcant positive velocity 
potential anomalies over tropical Paciﬁc and divergence over the Maritime 
Continent. On the rest of the tropical band, the pattern becomes uncertain 
and difﬁcult to interpret. In particular over West Africa, although no statis­
tical signiﬁcance is obtained, low-level divergence is weakly suggested over 
the central part and anomalous easterlies near the Atlantic coast are shown, 
which are associated with Sahel drought (Grodsky et al., 2003; Pu and Cook, 
2010; Nicholson, 2013). In association with the pattern at high levels, it can 
be suggested that the tropical Paciﬁc warm tongue induces enhanced con­
vection which results in anomalous subsidence on the rest of the tropical 
band. 
On the other hand, the patterns of velocity potential and wind direction 
associated with the IPO from the ERA-20C reanalysis (Figure 5.9c-d) show 
two centers of anomalous high-level divergence and low-level convergence 
deep convection: one over the west and central tropical Paciﬁc and another 
spanning the African continent. The anomalies are the opposite over north­
ern Indian Ocean and an area that covers the easternmost part of the tropical 
Paciﬁc, Central America and western Atlantic. This depicts a situation that 
favors convection over the central Paciﬁc and Africa and subsidence over 
Central America and the north Indian Ocean. Particularly, focusing on West 
Africa, the anomalous convective activity suggested by the ERA-20C reanal­
ysis is opposite to the result obtained from 20CRV2c. Therefore, it is difﬁcult 
to draw any conclusions about the atmospheric teleconnection between the 
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Figure 5.9: Regression onto the observed IPO index of the unﬁltered JAS anomaly 
of the velocity potential (shaded) (106 m2/s per standard deviation) and 
the wind direction (vectors) from the 20CRV2c reanalysis at 200 (a) and 
850 hPa (b). (c) and (d) are the same as (a) and (b), respectively, but 
for the ERA-20C reanalysis. Contours indicate the regions where the 
velocity potential regression coefﬁcients are signiﬁcant at the 5% level. 
IPO and the Sahel JAS precipitation based on the observational result. 
CMIP5 models, on average, reproduce anomalous high-level divergence 
over central tropical Paciﬁc and convergence over western tropical Atlantic 
and West Africa, with a maximum on the Indian Ocean in both the histori­
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Figure 5.10: Regression onto the simulated IPO index of the unﬁltered JAS anomaly 
of the velocity potential (shaded) (106 m2/s per standard deviation) and 
the wind direction (vectors) at 200 (a) and 850 hPa (b) from the histor­
ical simulation averaged among the 17 CMIP5 models. (c) and (d) are 
the same as (a) and (b), respectively, but for the piControl simulation. 
Contours indicate the regions where the velocity potential regression 
coefﬁcients are signiﬁcant at the 5% level. 
cal and piControl simulations (Figure 5.10). Consistently, at low levels there 
is anomalous wind convergence and divergence over these regions, respec­
tively, with evident easterly winds in the Sahel. Wile over West Africa the 
observational result is highly uncertain, due to the discrepancies between re­
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analyses, the model-mean simulations show an atmospheric response to the 
IPO with high statistical signiﬁcance that supports the mechanism suggested 
by the 20CRV2c reanalysis. Although the amplitude of the velocity potential 
anomalies is underestimated with respect to observations, consistently with 
the other variables (note the difference between the color shade scales used 
in Figures 5.9 and 5.10). 
These results hence suggest an anomalous Walker-type overturning cell 
that connects upward movements over the central Paciﬁc in response to local 
warm SSTA there with subsidence over West Africa. This, in turn, reduces 
convection over the area and the low-level monsoon westerlies, leading to 
drought conditions over the Sahel. Such mechanism was also proposed for 
the impact of ENSO events on Sahel rainfall (Janicot et al., 2001; Joly and 
Voldoire, 2009; Mohino et al., 2011b). The similarity between the teleconnec­
tion mechanisms at different time scales is consistent with the similar SST 
patterns over the Tropical Paciﬁc observed for the ENSO and IPO (Deser 
et al., 2004). This mechanism is shown by the 20CRV2c reanalysis and sup­
ported by the CMIP5 simulations, with robust agreement among models, but 
not by the ERA-20C reanalysis. As a consequence, the atmospheric response 
to the IPO that the ERA-20C reanalysis reproduces is arguable. Furthermore, 
the anomalous convective activity associated with the IPO that the ERA-20C 
reanalysis shows over West Africa is inconsistent with the observed reduced 
precipitation. Therefore, the ERA-20C reanalysis is considered to be unreli­
able in terms of the atmospheric response to the IPO pattern related with 
the Sahel rainfall during JAS. 
5.3 amazon and northeast rainfall response 
The observed precipitation anomalies related to the IPO during DJFMAM 
show signiﬁcant deﬁcit in the Amazonia and Northeast regions (Figure 5.11). 
In the Amazonia, the rainfall anomalies are mostly spread across the entire 
area, being more intense and statistically signiﬁcant over the western side. 
In the Northeast of Brazil the stronger negative anomalies are distributed 
along the coastal part of the region, especially at the northwest, and decrease 
in magnitude inland. Although the Northeast precipitation anomalies show 
low statistical signiﬁcance, the agreement among the three observational 
data bases analyzed supports the robustness of this result. The described 
relationship between precipitation and the IPO coincides with the impact on 
rainfall in both the Amazonia and Northeast regions produced by the SSTA 
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pattern of ENSO (e.g., Ambrizzi et al., 2004), which is similar to the tropi­
cal Paciﬁc component of the IPO and agrees with other works that suggest 
a similar connection at decadal-to-multidecadal timescales (Dettinger et al., 
2001). In addition to this, the observations also show signiﬁcant positive pre­
cipitation anomalies associated with the IPO over central Brazil as well as 
in the north and south of the Amazon Basin: over Venezuela and Bolivia, 
respectively. 
GPCC v7 CRU  TS3.24.01 UDEL v4.01
cba
Figure 5.11: Regression map of the unﬁltered DJFMAM precipitation anomaly from 
the (a) GPCC v7, (b) CRU TS3.24.01 and (c) UDEL v4.01 observational 
data bases onto the standardized IPO index (units are mm day-1 per 
standard deviation). Contours indicate the regions where the regression 
is signiﬁcant at the 5% level from a "random-phase" test. Orange boxes 
delimit the Amazon and the Northeast regions. 
Both historical and piControl experiments present an impact of IPO on 
rainfall in both the Amazonia and Northeast regions during DJFMAM sim­
ilar to the observed one, though underestimated in intensity (Figure 5.12). 
In the Amazon basin the model-mean rainfall response is negative across 
most of the region. However, in contrast to the observations, the anomalies 
are more intense and consistent among the models to the east in both the 
historical and piControl experiments. In the historical experiment, the pre­
cipitation anomalies over the Amazon region associated with IPO are lower 
than in piControl, especially in the southwestern part where the anomalies 
are not signiﬁcant only in the historical simulation. In the Northeast, the 
models reproduce on average a signiﬁcant decrease of rainfall across the 
region with high agreement among the models. In both historical and pi-
Control experiments the precipitation anomalies are similarly distributed, 
being stronger in the western half of the Northeast region. Nevertheless, 
these anomalies are more intensely reproduced by the historical simulations 
which also show stronger negative anomalies over the western edge of the 
region than the piControl experiment. 
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Figure 5.12: Regression maps of the unﬁltered DJFMAM precipitation anomalies 
(units are mm day-1 per standard deviation) on the IPO index averaged 
among the 17 CMIP5 models in the historical (a) and the piControl (b) 
simulations. Black and gray crosses indicate points where the regres­
sion coefﬁcient sign coincides in at least 15 and 13 out of the 17 models 
analyzed, respectively. Contours indicate the regions where the aver­
aged regression is signiﬁcant at the 5% level from a "random-phase" 
test. 
Out of northern Brazil, the models reproduce positive rainfall anomalies 
south of the Amazonia and in central Brazil, as in observations. However the 
rainfall response given by the models in these areas is much weaker than the 
observed one, indicating certain disagreement among models. North of the 
Amazonia region, over Venezuela they reproduce negative anomalies (con­
trary to observations) and show very robust negative signal over southern 
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Central America, in Costa Rica and Panama, in agreement with observations. 
In both the historical and piControl experiments, there is a strong inten­
siﬁcation of precipitation along the tropical Paciﬁc between 0°-10°S, which 
affects the western slope of the Andes. In contrast, over the Atlantic there is a 
weakened tropical rain-belt around 5°S that expands westward inland. This 
suggests that the CMIP5 models reproduce a strengthening of the ITCZ over 
the warm tropical Paciﬁc and a weakening over the Atlantic and northern 
Brazil during DJFMAM associated with the IPO pattern. 
5.3.1 Inter-model analysis 
Despite the robustness of the IPO SSTA pattern reproduced across all the 
models (Figure 5.3), the simulated precipitation response over the Amazo­
nia and Northeast regions is less consistent among the models (Figure 5.12). 
Regarding the models individually, roughly half of them (CanESM2, CSIRO­
Mk3-6-0, HadGEM2-ES, IPSL-CM5A-LR, MIROC5, MIROC-ESM-CHEM, MPI­
ESM-LR) broadly reproduce negative anomalies along the tropical Atlantic 
sector and inland similarly in both experiments (Figures C.5 and C.6). The 
precipitation patterns linked to the IPO of these models roughly show a 
weakened tropical rain-belt over the north of South America, suggesting an 
anomalous weakening of the convective rainfall associated with the ITCZ as 
in the model-mean pattern. However, other models reproduce precipitation 
patterns that are noisy or present weak anomalies (CNRM-CM5, FGOALS­
g2, GISS-E2-H, GISS-E2-R), others display opposite rainfall response to the 
observed one in some of the two regions of northern Brazil (inmcm4, MRI­
CGCM3, CCSM4, NorESM1-M) and there are only two that do not show a 
consistent rainfall response in the two different experiments (bcc-csm1-1 and 
HadGEM2-CC). 
The differences among the models in the simulated impact of the IPO on 
the Amazonia and Northeast rainfall can be attributed to the accuracy with 
which they reproduce the IPO pattern with respect to the observed one. Par­
ticularly, focusing on the link between the precipitation response to the IPO 
and the characteristic tropical Paciﬁc component of the SSTA pattern, it is 
found that there is a linear relationship (Figure 5.13). In the Amazonia re­
gion, such a relationship is weaker in the historical than in the piControl 
experiment (linearly correlated with R=-0.41 and R=-0.64, respectively) (Fig­
ure 5.13a). This is consistent with the fact that the robustness of the SSTA 
pattern among the models is slightly weaker in the forced than in the un­
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Figure 5.13: (a) Scatter plot of the regression coefﬁcient of precipitation anomaly 
over the Amazonia (western delimited region in Figure 5.11a) and the 
SSTA of the tropical Paciﬁc (delimited region in 5.1b) relative to the IPO 
of each model in the historical (green) and the piControl (orange) simu­
lations (Figures C.1, C.2, C.5, C.6 in Appendix C). The lines indicate the 
linear regression ﬁtting of the corresponding colored points (R is the 
correlation coefﬁcient). The numbers from 1 to 17 identify each model 
individually with the given number in Table 2.1. (b) Same as (a) but 
using the Northeast region (eastern delimited region in Figure 5.11a) 
instead of the Amazonia. Numbers 18, 19 and 20 correspond to CRU 
TS3.24.01, GPCC v7 and UDEL v4.01 observed data (blue), respectively. 
Units for the horizontal and vertical axes are mm day-1 per standard 
deviation and K per standard deviation), respectively. 
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forced simulations (Figure 5.3). In case of the Northeast, the relationship 
between precipitation and the IPO pattern is similar in both the historical 
and piControl experiments (linearly correlated with R=-0.41 and R=-0.40, re­
spectively) (Figure 5.13b). The linear ﬁt between the rainfall response to the 
IPO and the tropical Paciﬁc component of the SSTA pattern in all cases is 
not highly signiﬁcant (the correlation coefﬁcients with an absolute value of 
R=0.40 are barely signiﬁcant with a 90% conﬁdence level, according to a Stu­
dent t-test). But it has to be considered that the IPO pattern shows signiﬁcant 
loads of SSTA away from the Paciﬁc and hence there are other domains that 
may also contribute to inﬂuence the connection with rainfall. 
Therefore, this result suggests that the accuracy with which the models 
reproduce the precipitation response to the IPO in both the Amazonia and 
the Northeast regions can be partly related to the magnitude of the SSTA 
pattern, in particular to its tropical Paciﬁc component. So, the higher the 
temperature in the tropical Paciﬁc, the lower the precipitation anomalies 
in both regions and vice versa. In addition, no remarkable discrepancies 
between the forced and unforced simulations are found. 
5.3.2 Atmospheric teleconnection between IPO and Northern Brazil rainfall 
The observational patterns of surface pressure and low-level wind direction 
during DJFMAM associated with the IPO (Figures 5.14a and 5.14c) suggest 
a zonal and tropical atmospheric mechanism connecting the IPO to rainfall 
anomalies. Such a mechanism consists of a weakening of pressure and con­
vergent winds at 850 hPa over the Paciﬁc and increased surface pressure 
across the rest of the tropical regions, spanning the Atlantic sector and east­
ern South America, consistently shown by both reanalyses. The surface pres­
sure anomalies during DJFMAM suggest an anomalous Walker circulation 
in DJFMAM, as during JAS. This cell of anomalous circulation has associated 
increased ascending motion over the warm tropical Paciﬁc, which reduces 
local surface pressure, and subsidence over the tropical Atlantic and part of 
northern South America, consistent with the enhanced atmospheric pressure. 
Such mechanism is similar to the teleconnection between the ENSO and the 
Amazonia and Northeast, which features subsidence over South America 
and induces rainfall decrease in both the Amazonia and Northeast regions 
(Ambrizzi et al., 2004). CMIP5 simulations support this large-scale observed 
atmospheric mechanism, being consistent in both the historical (Figure 5.15a) 
and the piControl (Figure 5.15c) simulations and statistically robust among 
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the 17 models analyzed. 
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Figure 5.14: Regression onto the observed IPO index of the unﬁltered DJFMAM 
anomaly of (a) the surface pressure (shaded) (hPa per standard devia­
tion) and the wind direction at 850 hPa (vectors) and (b) the magnitude 
(shaded) and direction (vectors) of the moisture ﬂux (kg m-1 day-1 per 
standard deviation) from the 20CRV2c reanalysis. (c) and (d) are the 
same as (a) and (b), respectively, but for the ERA-20C reanalysis. Con-
tours indicate the regions where the surface pressure or the moisture 
ﬂux magnitude regression coefﬁcients are signiﬁcant at the 5% level. 
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Locally, the surface pressure response to the IPO shows certain discrepan­
cies between reanalysis (Figures 5.14a and 5.14c) and simulations (Figures 
5.15a and 5.15c) in the northernmost part of South America, spanning the 
Amazonia. Both reanalyses show weak and non-signiﬁcant anomalies in this 
region but opposite, with negative ones in 20CRV2c and positive ones in 
the ERA-20C reanalysis. Associated with these surface pressure anomalies, 
there are anomalous easterly moisture ﬂow crossing trough the Amazonia 
in the 20CRV2c reanalysis and divergent in ERA-20C (Figures 5.14b and 
5.14d, respectively). In the Northeast of Brazil, both reanalyses show anoma­
lously high surface pressure and moisture divergence. South of the Amazo­
nia, there is anomalous moisture transport toward central Brazil and further 
south, which is also consistent in both reanalyses. 
On the other hand, CMIP5 models reproduce a center of signiﬁcant neg­
ative anomalies of the surface pressure located over the northernmost part 
of South America in response to the IPO (Figure 5.15). Associated with this, 
the model-mean anomalous moisture ﬂux patterns show signiﬁcant humid­
ity transport from the tropical Atlantic toward the Northeast region. This 
is highly consistent between both, the historical and piControl experiments, 
slightly more intense in the latter. In contrast to the observational results, 
the simulated moisture supply passes by the Northeast and the Amazo­
nia regions all the way to the Paciﬁc coast. As it passes over land, the hu­
midity supply increases, suggesting anomalous surface drying by means of 
more evaporation and less precipitation. Such a scenario suggests that, even 
though there is moist air ﬂowing from the tropical Atlantic, the large-scale 
subsidence induced by the IPO inhibits convection in the models (e.g., Dru­
mond et al., 2010). In observations, the same mechanism of subsidence over 
the same regions is suggested to induce low-level divergence of moist air in 
the Northeast, producing drought. To a lesser extent, models also simulate 
a southward moisture transport, south of the Amazonia and toward extrat­
ropical regions in agreement with observations. 
These discrepancies between observed and simulated regional mechanisms 
related with the IPO in the north of South America could be a consequence 
of insufﬁcient resolution in areas of strong topographic change, or unre­
solved land-atmosphere interactions in the models, which are highly rele­
vant features in determining the South American climate (Labraga et al., 
2000; Grimm and Zilli, 2009; Marengo et al., 2012). They might be also at­
tributed to the inherent noisy signal of the observational data. However, 
these discrepancies do not seem to inﬂuence the sign of the simulated rain­
fall response with respect to that observed in the Northeast and in most of 
158 influence of the ipo 
historical
piControl
a
c
b
d
Figure 5.15: Regression onto the observed IPO index of the unﬁltered DJFMAM 
anomaly of (a) the surface pressure (shaded) (hPa per standard devia­
tion) and the wind direction at 850 hPa (vectors) and (b) the magnitude 
(shaded) and direction (vectors) of the moisture ﬂux (kg m-1 day-1 per 
standard deviation) from the historical simulation averaged among the 
17 models. (c) and (d) are the same as (a) and (b), respectively, but for 
the piControl simulation. Contours indicate the regions where the sur­
face pressure or the moisture ﬂux magnitude regression coefﬁcients are 
signiﬁcant at the 5% level. 
the Amazon region. But they are likely associated with the lack of precipita­
tion anomalies in southwestern Amazon, with respect to observations, and 
could be highly relevant to resolve the climate variability of other extratrop­
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ical regions that are also determined by the SAM system (Marengo et al., 
2012). 
5.4 rcp8 .5 future projections 
In the previous analyses, it has been shown that the CMIP5 models are able 
to reproduce a modulation of precipitation in the Sahel and northern Brazil 
regions by the IPO robustly and congruent to what was observed over the 
last century. Hence, it is reasonable to speculate through the study of future 
projections performed with these models whether this link may be expected 
to change in a scenario of large concentration of GHGs emitted to the at­
mosphere. For this purpose, the RCP8.5 future projections of CMIP5 are 
analyzed. 
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Figure 5.16: Regression of the unﬁltered (a) annual SSTA (K per standard deviation) 
and the (b) JAS and (c) DJFMAM precipitation anomalies (mm day-1 
per standard deviation) averaged among the 17 CMIP5 models in the 
RCP8.5 future projection onto the IPO index. Black and gray crosses 
indicate points where the regression coefﬁcient sign coincides in at least 
15 and 13 out of the 17 models analyzed, respectively. Contours indicate 
the regions where the regression is signiﬁcant at the 5% level. 
The model-mean IPO pattern of SSTA in the RCP8.5 projection (Figure 5.16a) 
shows high consistency with the ones in the historical and piControl experi­
ments (Figure 5.3). However, the amplitude of the anomalies, their statistical 
signiﬁcance and the consistency among models is notably lower through­
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out the pattern. This is likely explained by the fact that the RCP8.5 runs 
are shorter than the others (typically from 2006-2100, detailed in Table 2.1). 
Hence, the representation of the decadal-to-multidecadal SST variability char­
acteristic of the IPO is necessarily less accurate than using simulations pro­
viding longer SST time series. The Fourier analysis applied to the IPO indices 
from the RCP8.5 experiments also reveals a non-unique preferable periodic­
ity but two bands of maximum power spectrum around roughly 15-25 and 
50-70 years as in observations (Minobe, 1999; Chao et al., 2000; Tourre et al., 
2001; Mantua and Hare, 2002; MacDonald and Case, 2005) and consistently 
with the other simulations analyzed. 
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Figure 5.17: Model-mean power spectra of the Fourier transform of the detrended 
IPO indices (blue bars) of the RCP8.5 future projection. Red bars in­
dicate the power spectra averaged over the 17 models but taking into 
account only 95% signiﬁcant peaks for each of them. The statistical sig­
niﬁcance for each model’s IPO is obtained following a non-parametric 
hypothesis test in which a probability density function is built from 
the Fourier spectrum of 13-year low-pass ﬁltered and detrended white 
noise time series with the same time length as the simulation and av­
eraged across the number of ensemble members in cases where more 
than one realization is available. 
Consistent with the IPO pattern of SSTA, the rainfall response reproduced 
in the RCP8.5 experiment is less robust than the others. In the Sahel, the 
RCP8.5 experiment represents similar JAS rainfall response to the IPO than 
the other analyzed simulations, regarding both the distribution and intensity 
of anomalies. The main difference is the reduced consistency among models 
(Figure 5.16b). The associated atmospheric mechanisms involved in this link 
is also similarly reproduced as in the historical and piControl simulations, 
suggesting anomalous Walker circulation with enhanced convection over the 
tropical Paciﬁc and subsidence over West Africa (Figure 5.18a-b). 
Over the Amazon region, the negative DJFMAM rainfall response show 
very low statistical signiﬁcance and slightly weaker in RCP8.5 than in the 
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Figure 5.18: Model-mean regression patterns onto the IPO index from the RCP8.5 
future projection of: (a) the unﬁltered JAS the velocity potential 
anomaly (106 m2/s per standard deviation) at 200 and (b) 850 hPa; (c) 
the DJFMAM anomaly of the surface pressure (shaded)(hPa per stan­
dard deviation) and the wind direction at 850 hPa (vectors); and (d) 
the magnitude (shaded) and direction (vectors) of the DJFMAM mois­
ture ﬂux anomaly integrated from surface to 200 hPa (kg/m/day per 
standard deviation). Contours indicate the regions where the averaged 
regression is signiﬁcant at the 5% level. 
other experiments. In the Northeast of Brazil, the rainfall anomalies are not 
only less intense but also uncertain, mostly negative in the interior but not 
statistically signiﬁcant. The associated atmospheric dynamics coincides with 
the historical and piControl simulations but it is also less consistent among 
the models (Figure 5.18c-d). Therefore, these results suggest that, according 
to the CMIP5 simulations, the SSTA pattern associated with the IPO variabil­
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ity mode and its impacts on Sahel, Amazonia and Northeast rainfall are not 
expected to change in the future. 
5.5 summary of main findings 
In this Chapter, the aim of the Thesis of determining the inﬂuence of the 
IPO mode of SST variability on the precipitation in the three regions of inter­
est has been addressed. The results show that CMIP5 models can reproduce 
the main spatial characteristics of the IPO pattern (Villamayor and Mohino, 
2015). On the Paciﬁc basin, they accurately reproduce a pattern of warm 
tropical temperatures, more intense to the east, and two extratropical cold 
tongues, extending from the west in each hemisphere, similar to observa­
tions. However, on average they underestimate the intensity of the SSTA. 
Regarding the IPO impacts, the model-mean precipitation response in the 
Sahel during JAS (Villamayor and Mohino, 2015), the Amazonia and the 
Northeast regions during DJFMAM (Villamayor et al., 2017) is also similar 
to the observed one. During the positive phase of the IPO, the large-scale 
atmospheric mechanism observed as well as reproduced by the models is 
an anomalous Walker circulation, with increased convection over the warm 
tropical Paciﬁc and subsidence over the Atlantic sector. This atmospheric 
connection hinders precipitation throughout West Africa and the north of 
South America, in both observations and CMIP5 simulations. However, it 
has to be noticed that the ERA-20C reanalysis reproduces a different atmo­
spheric IPO impact during JAS. It depicts anomalous subsidence over Cen­
tral America and the Maritime Continent and promotes deep convection 
over central Paciﬁc and the center of Africa, which is inconsistent with re­
duced Sahel rainfall. This suggests that the ERA-20C reanalysis is unreliable 
as far as the atmospheric mechanisms during JAS are concerned. 
Although on average models succeed in producing the observed IPO fea­
tures and impacts, the results show that they underestimate the amplitude 
of the anomalies associated. The origin of such an underestimation may be 
partially attributed to the weak rainfall response that AGCMs forced with 
prescribed SSTs show at decadal-to-multidecadal time scales (e.g. Rodríguez-
Fonseca et al., 2011; Joly et al., 2007; Kucharski et al., 2013), which could be 
related to the accuracy with which the vegetation-atmosphere feedbacks are 
parameterized (Giannini et al., 2003). But it has been shown that the models 
skill to reproduce intense and negative rainfall anomalies is related to the 
way in which they reproduce the most characteristic features of the IPO pat­
influence of the ipo 163 
tern, particularly the amplitude of tropical Paciﬁc SSTA. 
It should be noted that, despite the high resemblance between the histor­
ical and piControl experiments regarding the IPO pattern and the precip­
itation response in the Sahel, Amazonia and Northeast regions, the agree­
ment among models is slightly higher in piControl. However, in contrast to 
the AMV (Chapter 4), these differences are very small. Hence, according to 
CMIP5 models, it can be suggested that the IPO is an internal mode of SST 
variability that is hardly affected by external radiative forcing, as well as its 
impacts on West African and northern South American precipitation. 
From the study of the RCP8.5 future projection, similar results to the other 
simulations are broadly obtained. Therefore, it is inferred that the IPO mode 
of variability, its impact on rainfall, as well as the atmospheric mechanisms 
involved, are not expected to change in the future even if there a steep in-
crease of the GHGs emissions. Despite this, the reproduced IPO pattern and 
its impacts are less signiﬁcantly represented by the RCP8.5 projection than in 
the historical and piControl simulations, specially in the northeast of Brazil. 
In summary, the major conclusions emerging from the analysis carried out 
in this Chapter are: 
• CMIP5 models robustly reproduce the observed characteristics of the
 
IPO mode.
 
• The rainfall response to the IPO in West Africa and northern South
 
America is also well captured by the CMIP5 simulations with respect
 
to observations, though they underestimate the amplitude.
 
• The intenser the tropical Paciﬁc SSTA warming of the reproduced IPO
 
pattern, the more accurate the simulated rainfall response is with re­
spect to observations.
 
• Little differences between forced and unforced simulations indicate the
 
predominant internal nature of the IPO mode of variability.
 
• The atmospheric dynamics associated with the IPO, suggested by ob­
servations and supported by the CMIP5 simulations, depicts a mecha­
nism of anomalous Walker circulation with subsidence over the stud­
ied regions that hampers local convection and, in turn, reduces rainfall.
 
• RCP8.5 future projection suggests that the IPO mode is not expected to
 
change under an scenario of high GHGs emissions, as well as its impact
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on rainfall on the regions studied, though with some uncertainty on 
the Northeast. 
6
C O N T R I B U T I O N O F T H E S S T M O D E S T O R A I N FA L L 
VA R I A B I L I T Y 
In Chapters 3, 4 and 5 the impact of the GW, the AMV and the IPO on precipitation 
in the Sahel, the Amazon and the Northeast regions has been analyzed separately. 
In this Chapter we evaluate how much of the total rainfall variability is modulated 
by each one of these SST modes at decadal-to-multidecadal time scales arises. To 
this end we analyze the variance of the low-frequency index of precipitation at each 
region that the three modes of SST explain through a multi-linear regression model. 
In this way, we can quantify the contribution of each SST mode to the total rain­
fall decadal-to-multidecadal variability in observations and ﬁnd whether the CMIP5 
models reproduce a similar behavior. From the RCP8.5 future projections, the same 
analysis provides an insight on whether the modulating roles of the SST modes on 
the rainfall regimes are expected to change in the future. 
The content of this Chapter referring to the contribution of the SST modes on the Sahel 
rainfall decadal variability is in preparation for publication in the following article: 
VILLAMAYOR, J. & MOHINO, E. (2018): SST drivers of Sahel rainfall at decadal timescales 
in CMIP5 simulations. (In preparation). 
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6.1 the sahel rainfall 
Observational records show a climatological precipitation rate durign JAS of 
5.9 mm day-1 over 1901-2009 (averaged over the three data sets) (Figure 6.1a). 
In the historical simulation, the climatological JAS precipitation simulated by 
CMIP5 models range from 3.1 to 7.3 mm day-1, with an average of 5.1 mm 
day-1 close to the observed one. Conversely, the Sahel rainfall variability is 
widely underestimated by most models (Figure 6.1b). Only a few models 
(CSIRO-Mk3-6-0, MIROC5 and MIROC-ESM-CHEM) match or exceed the 
observed variance of the Sahel precipitation (0.57 mm day-1, averaged across 
the three data sets) taking into account all time scales. In turn, approxima­
tively half the observed Sahel precipitation total variance (48%, averaged 
over the three data sets) takes place at decadal-to-multidecadal time scales. 
In contrast, in the models the simulated high-frequency variability prevails 
upon the decadal-to-multidecadal one (which ranges among models from 
13% to 36% of the total variance). Therefore, the way in which CMIP5 mod­
els simulate the Sahel rainfall variance is model-dependent, although all of 
them underestimate the observed decadal-to-multidecadal variability. 
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Figure 6.1: (a) Climatological rate of Sahel JAS precipitation over the historical sim­
ulated period (typically 1850-2006, see Table 2.1) of the CMIP5 models 
and over 1901-2009 in observations (GPCC v7, CRU TS3.24.01 and UDEL 
v4.01 data sets). (b) Total variance of the Sahel index of JAS precipitation 
divided into that corresponding to the high- (blue) and low-frequency 
(orange) variability (periodicities below and above 13 years, respectively). 
Units are mm day-1 . 
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The multi-linear regression analysis of the 13-year low-pass ﬁltered time 
series of the Sahel precipitation anomalies in JAS performed with the GW, 
AMV and IPO indices reveals that most CMIP5 models underestimate the 
role of the SST modes to modulate the Sahel rainfall variance (decomposed 
following Equation 2.29) (Figure 6.2). In observations, the three modes to­
gether account for 73% of the total low-frequency variability of rainfall, on 
average across the three precipitation data sets analyzed. The AMV is the 
main SST mode that leads the Sahel precipitation changes at decadal-to­
multidecadal time scales with a contribution of 45%. The GW follows with 
17% and then the IPO with 8%. Most CMIP5 models, in turn, simulate a 
combined contribution of the three SST modes that do not exceed 30% of 
the total variance of the Sahel index. The only exception is the MIROC-ESM­
CHEM model, whose reproduced SST modes account for 77% of the Sa­
hel rainfall low-frequency variability, similar to observations. However, the 
contribution of each SST mode to the total variability that it simulates is 
different from the observed one. Indeed, all CMIP5 models show differ­
ent behavior in this sense. In most of them (CCSM4, FGOALS-g2, GISS-E2­
H, GISS-E2-R, inmcm4, IPSL-CM5A-LR, MIROC-ESM-CHEM, MPI-ESM-LR, 
MRI-CGCM3 and NorESM1-M) the GW is the mode that contributes the 
most to the Sahel precipitation low-frequency variability, in others it is the 
IPO (bcc-csm1-1, CanESM2, CSIRO-Mk3-6-0, HadGEM2-ES and MIROC5) 
or the AMV (CNRM-CM5 and HadGEM2-CC). 
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Figure 6.2: Components of the 13-year low-pass ﬁltered index of Sahel precipitation 
variance (in %) explained by the multi-linear regression analysis with 
the GW, AMV and IPO indices from each model in the historical simula­
tion and from observations (using GPCC v7, CRU TS3.24.01 and UDEL 
v4.01 precipitation data sets and HadISST1 for SST). The components 
correspond to the GW (brown), the AMV (blue), the IPO (green) and the 
AMV-IPO covariance (purple contour). 
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In the RCP8.5 simulation, a dominant role of the GW mode on the Sa­
hel rainfall low-frequency variability is simulated by almost all the mod­
els (Figure 6.3). In turn, the three modes of SST account for more vari­
ance of the Sahel index than in the historical simulation. Only a few mod­
els reproduce a dominant driving role of the AMV (HadGEM2-CC) or the 
IPO (CCSM4 and MPI-ESM-LR). This result suggests that, under the con­
ditions of extremely large GHGs concentrations imposed in the RCP8.5 fu­
ture projections, CMIP5 models, in general, reproduce Sahel rainfall low­
frequency variations that are mainly dominated by the GW rather than the 
other decadal-to-multidecadal modes of SST. On the other hand, the fact that 
GW does not show such a remarkable inﬂuence on the Sahel precipitation 
in a few models may be related to the competing effects that GHGs have 
on Sahel precipitation. Gaetani et al. (2017) show that the direct effect of the 
GHGs enhances Sahel rainfall through surface heating induced by local net 
radiation changes, while they also reduce precipitation indirectly via SST 
warming. Hence, even under very intense GW conditions, the inﬂuence of 
the AMV or the IPO may prevail if the GHGs direct and indirect effects that 
these models reproduce are balanced. 
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Figure 6.3: Components of the 13-year low-pass ﬁltered index of Sahel precipitation 
variance (in %) explained by the multi-linear regression analysis with 
the GW, AMV and IPO indices from each model in the RCP8.5 future 
projection. The components correspond to the GW (brown), the AMV 
(blue), the IPO (green) and the AMV-IPO covariance (purple contour). 
6.2 the amazon rainfall 
The climatology of DJFMAM precipitation in the Amazon regions is 8.6 mm 
day-1 in observations (averaged over the three data sets) (Figure 6.4a). Mod­
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els, however, underestimate it with a simulated mean value of 6.1 mm day-1 . 
The simulated rainfall variability at all time scales is, on average, half of the 
observed one (Figure 6.4b). However, there is no apparent relationship be­
tween the underestimation of the climatological rainfall and the variability. 
Regarding the low-frequency variability, in observations it represents 32% 
of the total variance (averaged over the three data sets) and in models, on 
average, only 17%. The amazon rainfall variability is hence more prominent 
at longer than decadal-to-multidecadal time scales. 
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Figure 6.4: (a) Climatological rate of the Amazon DJFMAM precipitation over the 
historical simulated period (typically 1850-2006, see Table 2.1) of the 
CMIP5 models and over 1901-2009 in observations (GPCC v7, CRU 
TS3.24.01 and UDEL v4.01 data sets). (b) Total variance of the Amazon 
index of DJFMAM precipitation divided into that corresponding to the 
high- (blue) and low-frequency (orange) variability (periodicities below 
and above 13 years, respectively). Units are mm day-1 . 
In the Amazon region, the decadal-to-multidecadal modes of SST account 
for 73% of the total variance of the low-frequency index of precipitation on 
average across the three observational data sets (Figure 6.5). Around 40% of 
the explained variance corresponds to the GW, 17% to the IPO and 14% to 
the AMV inﬂuence. Therefore, following observational data, the GW might 
be considered as the main modulator of the Amazon rainfall at decadal-to­
multidecadal time scales. In the historical simulation, 9 out of the 17 models 
analyzed also reproduce a major inﬂuence of the GW on precipitation com­
pared to the other modes of SST. But they do not agree as to the proportion 
170 contribution of each sst mode on rainfall variability 
of the total variance that the SST modes can account for. All CMIP5 models 
underestimate the observed Amazon rainfall variance that can be explained 
by the three SST modes. It does not exceed 44% in any of the cases. On the 
other hand, some models (bcc-csm1-1, CCSM4 and MPI-ESM-LR) reproduce 
an Amazon rainfall variability that is mostly related with the AMV, though 
its relationship with the SST decadal-to-multidecadal modes is rather weak. 
In others (CanESM2, CSIRO-Mk3-6-0, HadGEM2-ES and NorESM1-M) the 
IPO inﬂuences more the precipitation variability than the GW and the AMV. 
In the case of the inmcm4 model, the GW, AMV and IPO modes individually 
account for around 2%, 17% and 20% of the total variance of the Amazon 
index, respectively. However, all SST modes together barely explain 17% of 
it due to the strong correlation between the AMV and the IPO indices re­
sulting from this model (R=0.6, statistically signiﬁcant at the 99% conﬁdence 
level). Hence, in this case, it cannot be identiﬁed which one of the decadal-to­
multidecadal modes of SST drives more the Amazon rainfall low-frequency 
variability. 
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Figure 6.5: Components of the 13-year low-pass ﬁltered index of the Amazon precip­
itation total variance (in %) explained by the multi-linear regression anal­
ysis with the GW, AMV and IPO indices from each model in the histor­
ical simulation and from observations (using GPCC v7, CRU TS3.24.01 
and UDEL v4.01 precipitation data sets and HadISST1 for SST). The com­
ponents correspond to the GW (brown), the AMV (blue), the IPO (green) 
and the AMV-IPO covariance (purple contour). 
Regarding the RCP8.5 future projection, CMIP5 models in general repro­
duce a stronger modulation of the decadal-to-multidecadal SST modes in 
the Amazon precipitation than in the historical simulation (Figure 6.6). As in 
the case of the Sahel region, the reproduced Amazon rainfall low-frequency 
variability is mainly led by the GW. Only 4 out of the 17 CMIP5 models an­
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alyzed reproduce a stronger relationship with the AMV (bcc-csm1-1) or the 
IPO (CNRM-CM5, inmcm4 and MRI-CGCM3) than with the GW. Therefore, 
models suggest with high agreement that, under a hypothetical future sce­
nario of large GHGs concentrations, the GW pattern of SST resulting from 
the radiative forcing would have a prevailing effect on the Amazon rainfall 
variability at decadal-to-multidecadal time scales. 
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Figure 6.6: Components of the 13-year low-pass ﬁltered index of the Amazon precip­
itation total variance (in %) explained by the multi-linear regression anal­
ysis with the GW, AMV and IPO indices from each model in the RCP8.5 
future projection. The components correspond to the GW (brown), the 
AMV (blue), the IPO (green) and the AMV-IPO covariance (purple con-
tour). 
6.3 the northeast rainfall 
In the Nordestes of Brazil, the observed climatological precipitation in DJF­
MAM is 5.0 mm day-1 (averaged across the three databases) (Figure 6.7a). 
On average, CMIP5 models reproduce a comparable climatological precip­
itation rate of 5.2 mm day-1. Although this value is highly variable among 
the different models, ranging from 0.1 to 9.8 mm day-1. The index of the 
Northeast precipitation in observations shows a high variance of 1.4 mm 
day-1 (averaged among the three data sets) at all time scales (Figure 6.7b). 
Models reproduce a similar total variance of 1.0 mm day-1, on average. But 
individually, they present diverse behaviors (ranging from 0.2 to 2.5 mm 
day-1). Similarly, observations and CMIP5 models, on average, show similar 
low-frequency variability representing 11% and 16% of the total variance, 
respectively. Compared to the Sahel and the Amazon precipitation, whose 
decadal-to-multidecadal variations account for half and one third of the total 
172 contribution of each sst mode on rainfall variability 
variance, respectively, the Northeast rainfall has an outstanding variability 
that predominately takes place at rather interannual time scales. 
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Figure 6.7: (a) Climatological rate of the Northeast DJFMAM precipitation over 
the historical simulated period (typically 1850-2006, see Table 2.1) of 
the CMIP5 models and over 1901-2009 in observations (GPCC v7, CRU 
TS3.24.01 and UDEL v4.01 data sets). (b) Total variance of the Northeast 
index of DJFMAM precipitation divided into that corresponding to the 
high- (blue) and low-frequency (orange) variability (periodicities below 
and above 13 years, respectively). Units are mm day-1 . 
The multi-linear analysis of the low-frequency index of rainfall anomalies 
in the Northeast reveals that little variance is explained by the three modes 
of SST in observations, ranging from 13% to 26% depending on the data base 
of precipitation used (Figure 6.8). In addition, it is not possible to identify 
the SST mode that accounts for more variance due to the discrepancies be­
tween the different rainfall data sets used. Depending on whether the GPCC 
v7, CRU TS3.24.01 or UDEL v4.01 data set is considered, the SST mode that 
is shown to explain more variability is the GW, the AMV or the IPO, respec­
tively. In the historical simulation of CMIP5 models, in general, the three 
modes of SST do not account for more than 25% of the total low-frequency 
variance of the Northeast rainfall. Only the MIROC-ESM-CHEM model re­
produces a dependence of more than half of the total rainfall low-frequency 
variability on the three main decadal-to-multidecadal SST modes. Models 
show large discrepancies concerning the contribution of each SST mode 
on the variability of the Northeast precipitation. 6 out of 17 models repro­
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duce a larger dependency of the low-frequency variability of rainfall on the 
AMV (CCSM4, FGOALS-g2, HadGEM2-ES, inmcm4 and MIROC5), 7 on the 
IPO (bcc-csm1-1, CanESM1, CSIRO-Mk3-6-0, HadGEM2-CC, ISPSL-CM5A­
LR, MIROC-ESM-CHEM and NorESM1-M) and 5 on the GW (CNRM-CM5, 
GISS-E2-H, GISS-E2-R, MPI-ESM-LR and MRI-CGCM3). 
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Figure 6.8: Components of the 13-year low-pass ﬁltered index of the Northeast 
precipitation total variance (in %) explained by the multi-linear regres­
sion analysis with the GW, AMV and IPO indices from each model in 
the historical simulation and from observations (using GPCC v7, CRU 
TS3.24.01 and UDEL v4.01 precipitation data sets and HadISST1 for SST). 
The components correspond to the GW (brown), the AMV (blue), the 
IPO (green) and the AMV-IPO covariance (purple contour). 
In Chapters 3, 4 and 5, it has been shown that the inﬂuence of the main 
decadal-to-multidecadal modes of SST individually on the Northeast rainfall 
is not statistically signiﬁcant in observations, which may be attributed to the 
inherent uncertainty of gridded data sets. Though the connection between 
them is supported by different sources of precipitation data. In addition, the 
impact of SST modes on the Northeast precipitation is robustly reproduced 
by CMIP5 models and coincide with observations. Hence, CMIP5 models 
provide conﬁdence to the observational result and it can be concluded that 
the link between the Northeast rainfall and the decadal-to-multidecadal SST 
modes is robust. However, CMIP5 models in their historical simulation do 
not clarify the role of each SST mode in modulating the Northeast rainfall, 
which is also uncertain in observations. Therefore, it is not possible to deter­
mine which mode of SST contributes the most to the Northeast precipitation 
variability at decadal-to-multidecadal time scales. 
174 contribution of each sst mode on rainfall variability 
0
20
40
60
80
100
bc
c−
cs
m
1−
1
Ca
nE
SM
2
CC
SM
4
CN
RM
−C
M
5
CS
IR
O−
M
k3
−6
−0
FG
OA
LS
−g
2
GI
SS
−E
2−
H
GI
SS
−E
2−
R
Ha
dG
EM
2−
CC
Ha
dG
EM
2−
ES
in
m
cm
4
IP
SL
−C
M
5A
−L
R
M
IR
OC
5
M
IR
OC
−E
SM
−C
HE
M
M
PI
−E
SM
−L
R
M
RI
−C
GC
M
3
No
rE
SM
1−
M
va
ria
nc
e (
%)
 
 AMO
IPO
GW
AMO−IPO
Figure 6.9: Components of the 13-year low-pass ﬁltered index of the Northeast 
precipitation total variance (in %) explained by the multi-linear regres­
sion analysis with the GW, AMV and IPO indices from each model in 
the RCP8.5 future projection. The components correspond to the GW 
(brown), the AMV (blue), the IPO (green) and the AMV-IPO covariance 
(purple contour). 
In the RCP8.5 future projections, CMIP5 models, in general, reproduce 
stronger inﬂuence of the decadal-to-multidecadal SST modes on the North­
east rainfall low-frequency variability than in the historical simulation (Fig­
ure 6.9). It can be also seen that the low-frequency variability of precipita­
tion reproduced by most models is mainly dominated by the GW. Only a 
few models reproduce a leading role in modulating the Northeast rainfall of 
the AMV (GISS-E2-H, HadGEM2-CC and MIROC-ESM-CHEM) or the IPO 
(HadGEM2-ES). Hence, this result suggests that the intense GW forced by 
large concentrations of GHGs is expected to lead the precipitation changes 
in the Northeast of Brazil at decadal-to-multidecadal time scales, prevailing 
over the AMV and the IPO, in a hypothetical future under the RCP8.5 sce­
nario. 
6.4 discussion 
In the Sahel region, observations show that the main modulator of rainfall 
at decadal-to-multidecadal time scales is the AMV, according to other stud­
ies (Mohino et al., 2011a). However, models do not reproduce this result. In 
contrast, most of the CMIP5 models suggest a dominant role of the GW. The 
simulated precipitation is more or less responsive to each SST mode depend­
ing on the model analyzed. Therefore, although in Chapters 3, 4 and 5 it has 
been shown that CMIP5 models robustly support the observed inﬂuence of 
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the main decadal-to-multidecadal modes of SST on Sahel rainfall, they can­
not reproduce the observed relative contribution of each SST mode to the 
total rainfall variability. 
The multi-linear regression analysis of the Amazon rainfall in observa­
tions suggest that the GW is the main modulator of its low-frequency vari­
ability. In contrast, CMIP5 models show uncertain results concerning this 
issue in the historical simulation. In Chapter 3, it has been also shown that 
CMIP5 models do not reproduce the strong relationship found between the 
GW and the Amazon rainfall in observations, which has been associated 
with their failure to reproduce the tropical Paciﬁc SSTA of the GW pattern. 
Therefore, it is difﬁcult to conﬁdently asses the impact of the GW on the 
Amazon rainfall nor, consequently, its contribution to the total precipitation 
variability at decadal-to-multidecadal time scales with CMIP5 models. 
In the case of the Northeast rainfall, the multi-linear regression analysis 
shows highly uncertain results both in observations and historical simula­
tions. Therefore, the contribution of the SST modes to the Northeast rainfall 
variability at decadal-to-multidecadal time scales remain uncertain. 
In the Sahel and the Amazon regions, the contribution of the decadal-to­
multidecadal SST modes to rainfall low-frequency variability that CMIP5 
models reproduce in the historical simulation is, in most cases, notably 
weaker than in observations. Besides, the simulated rainfall in the three re­
gions studied presents less variance than observations. Following this, one 
may wonder if the reproduced rainfall low-frequency variability is weaker 
than in observations as a result of an underestimated modulation of the SST 
modes. The fact that CMIP5 models do not achieve to reproduce the ob­
served rainfall response to the SST at decadal-to-multidecadal time scales 
may be attributed to weak simulated modes of SST variability and/or to in­
accurate ability to transmit their modulating effect on rainfall. 
Regarding the simulated SST modes, they present a variance similar to the 
observed one (Table 6.1). On average, models reproduce a GW index with 
a variance of 0.029 K, similar to the observed one (0.027 K). The total vari­
ance of the simulated SST in the North Atlantic at decadal-to-multidecadal 
time scales that the AMV accounts for is, on average, (44%) similar to the 
observed one (37%). Similarly, the simulated model-mean IPO explains a 
fraction of the Paciﬁc SST variance that is close to the observations (ranging 
from 40% to 31%, respectively). Therefore we can rule out the possibility 
that the models underestimate the decadal variability of these SST modes. 
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In Chapters 3, 4 and 5, we have also seen that the amplitude of the SSTA pat­
terns associated with the GW, AMV and IPO are comparable to the observed 
ones. Nevertheless, the models skill to reproduce the observed relationship 
between SST modes and precipitation has been related to the correct distri­
bution of anomalies in the spatial patterns. 
Table 6.1: varGW is the variance of the GW index (units are degree K) for observa­
tions (HadISST1) and the CMIP5 historical simulations calculated over the 
common period 1870-2004. fvarAMV and fvarIPO are the explained vari­
ance of the North Atlantic and Paciﬁc SSTA at decadal-to-multidecadal 
time scales (in %) by the AMV and IPO modes (deﬁned as the PC1, see 
Chapter 2) in a 140-year period (to match the observed period). 
varGW fvarAMV fvarIPO 
Observations 0,027 37% 40% 
Model-mean 0,029 44% 31% 
1. bcc-csm1-1 0,061 43% 34% 
2. CanESM2 0,033 38% 40% 
3. CCSM4 0,058 49% 29% 
4. CNRM-CM5 0,018 38% 34% 
5. CSIRO-Mk3-6-0 0,014 60% 40% 
6. FGOALS-g2 0,023 30% 26% 
7. GISS-E2-H 0,027 32% 19% 
8. GISS-E2-R 0,022 65% 23% 
9. HadGEM2-CC 0,011 59% 30% 
10.HadGEM2-ES 0,012 48% 27% 
11.inmcm4 0,021 43% 32% 
12.IPSL-CM5A-LR 0,078 58% 33% 
13.MIROC5 0,017 38% 30% 
14.MIROC-ESM-CHEM 0,023 44% 35% 
15.MPI-ESM-LR 0,051 26% 24% 
16.MRI-CGCM3 0,013 34% 32% 
17.NorESM1-M 0,019 36% 34% 
From the previous results, we have also suggested that the underestima­
tion of the link between the SST modes and rainfall that models simulate 
may be related with the accuracy with which they reproduce the atmo­
spheric teleconnections. There are several works addressing this issue and 
showing that the AGCM component of GCMs present weak response to SST 
forcing (Joly et al., 2007; Rodríguez-Fonseca et al., 2011; Kucharski et al., 
2013; Vellinga et al., 2016). In this line, we have further analyzed the changes 
in the intensity of the atmospheric response to the AMV and the IPO modes 
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of SST associated with Sahel rainfall. In this Thesis, we have related the 
AMV effects on Sahel rainfall with low-level zonal wind anomalies close 
to the coast of West Africa and an interhemispheric surface pressure gradi­
ent over the Atlantic sector in agreement with other works (e.g. Martin and 
Thorncroft, 2014; Nicholson, 2013). We have also related the link with the 
IPO to the low-level winds and to anomalous Walker circulation induced by 
the tropical Paciﬁc SSTA, according to other studies (e.g. Janicot et al., 2001; 
Mohino et al., 2011a), which has a remarkable imprint on the high-level ve­
locity potential. 
Figures 6.10 and 6.11 present scatterplots of coefﬁcients that estimate the 
AMV and the IPO impacts on low-level westerlies (LLW), a surface pressure 
gradient (SPG) and high-level velocity potential (HLVP) over West Africa 
versus the impact on Sahel precipitation (SAH). The LLW coefﬁcient is esti­
mated by averaging the regression of the zonal wind anomalies at 850 hPa 
over 35°- 15°W and 8°- 11°N on the AMV or the IPO index obtained for the 
historical simulation of the CMIP5 models individually. The SPG coefﬁcient 
is calculated as the averaged regression of the surface pressure anomalies 
onto the AMV index over 40°- 20°W and 10°S - 5°N. The HLVP is estimated 
as the average of the regression of the velocity potential at 200 hPa on the 
IPO index averaged over 20°W - 20°E and 0°- 25°N. For SAH we use the 
area 17.5°W - 10°E and 10°N - 17.5°N in the regression patterns in Figures 
B.3 and C.3. As we are interested in the response of the models with respect 
to observations, the observed coefﬁcient is subtracted to the simulated one 
and the result is scaled to the absolute value of the observed one: 
SAHi − SAHo 
ΔSAHi = , (6.1)
| SAHo | 
LLWi − LLWo 
ΔLLWi = , (6.2)
| LLWo | 
SPGi − SPGo 
ΔSPGi = , (6.3)
| SPGo | 
HLVPi − HLVPo 
ΔHLVPi = , (6.4)
| HLVPo | 
where, subscripts i and o refer to models (i = 1, ..., 17) and observations, 
respectively. The new coefﬁcients ΔSAHi, ΔLLWi, ΔSPGi and ΔHLVPi) are 
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the model’s i coefﬁcients with respect to observations. The observational 
coefﬁcients are estimated from the GPCC v7 data set (for SAH) and the 
20CRV2c reanalysis (for LLW, SPG and HLVP). 
Figure 6.10 shows the scatterplot of ΔSPGi and ΔLLWi coefﬁcients ver­
sus ΔSAHi. As all models underestimate the rainfall response, all points of 
the scatterplot are located to the left of the origin (their coefﬁcients are less 
positive than the one from observations, which is 0.30 mm day-1 per stan­
dard deviation). Regarding the response of the low-level zonal winds and 
the interhemispheric gradient of surface pressure, most models also under­
estimate them, so most squares are below zero (all but MIROC-ESM-CHEM) 
(the intensiﬁcation of westerlies at 850 hPa results in positive values of the 
LLW coefﬁcient, which in observations is 0.15 m s -1 per standard deviation) 
and all triangles are above zero (negative surface pressure gradient, with neg­
ative anomalies to the north and positive ones to the south, result in negative 
SPG values, which in observations is -19.75 Pa per standard deviation). The 
AMV response of the analyzed atmospheric variables (with respect to the ob­
servations) shows a linear relationship with the associated rainfall anomalies. 
The linear ﬁtting of the ΔSPGi and ΔSAHi coefﬁcients shows highly signiﬁ­
cant correlation coefﬁcient (R = -0.88, signiﬁcant at the 99% conﬁdence level 
according to a Student t-test). Similarly, the ΔLLWi coefﬁcient linearly ﬁts 
with ΔSAHi (R = 0.91, signiﬁcant at the 99% conﬁdence level). Although 
these results seem very dependent on the MIROC-ES-CHEM model, they 
are not so much. If we eliminate MIROC-ESM-CHEM from the linear adjust­
ment of ΔSPGi and ΔLLWi, we still get highly signiﬁcant correlation coefﬁ­
cients (R = -0.55 and R = 0.60, respectively, signiﬁcant at the 99% conﬁdence 
level). Therefore, there is an evident linear relationship between the strength 
of the atmospheric and the precipitation response to the AMV pattern of 
SST: the stronger the underestimation in one, the stronger in the other too. 
The trends of the linear ﬁtting of the ΔSPGi and ΔLLWi coefﬁcients with 
ΔSAHi are close to minus one and one (with values of m = -0.91 and m = 
0.88), respectively. This indicates that the effects on atmospheric and rainfall 
are underestimated by CMIP5 models in roughly same proportion. 
As far as the IPO inﬂuence on Sahel rainfall is concerned, Figure 6.11 
shows the scatterplot of the corresponding ΔHLVPi and ΔLLWi coefﬁcients 
versus ΔSAHi. Most models (all but MIROC5 and MIROC-ESM-CHEM) un­
derestimate the rainfall response to the IPO, therefore most points of the 
scatterplot are located to the right of the origin (the SAHi coefﬁcients are 
less negative than the one from observations, which in observations is 0.09 
mm day-1 per standard deviation). Regarding the response of the velocity 
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Figure 6.10: Scatter plot of the adimensional coefﬁcients ΔSPGi and ΔLLWi versus 
ΔSAHi (see details in the text) for each of the 17 models in the his­
torical simulation (triangles and squares, respectively) associated with 
the AMV effects. Linear regressions for each scatterplot are depicted 
as the green and orange lines, respectively. Each number in the plot 
corresponds to a model (see Table 2.1). 
potential at 200 hPa over West Africa, it is also underestimated by models 
in the majority of the cases (10 out of 17), so most triangles are below zero 
(low velocity potential anomalies with respect to observations, which is 1.9 
2105 m s-1 per standard deviation, result in negative ΔHLVPi coefﬁcients). 
Models also underestimate the response of the westerlies at low levels (all 
but MIROC-ESM-CHEM), so most squares are above zero (the reduction of 
westerlies results in negative values of the ΔLLWi coefﬁcient, and the mod­
els coefﬁcients are less negative than the observed one, which is -0.28 m s -1 
per standard deviation). Consistently with the previous result, the underes­
timated response of the atmosphere and Sahel rainfall (with respect to the 
observations) to the IPO seem to be related. A linear ﬁtting of the ΔHLVPi 
and ΔSAHi coefﬁcients reveals a high and signiﬁcant correlation coefﬁcient 
(R = -0.75, signiﬁcant at the 99% conﬁdence level). The ΔLLWi coefﬁcients 
are also well linearly related with ΔSAHi (R = 0.83, signiﬁcant at the 99% 
conﬁdence level). Though this result may look strongly conditioned to the 
MIROC-ESM-CHEM outlier model, if it is not considered for the linear ﬁt­
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ting the correlation coefﬁcients remain signiﬁcantly high (R = -0.50 and R 
= 0.65, signiﬁcant at the 95% and 99% conﬁdence levels, respectively). The 
slope of the linear ﬁtting between the ΔHLVPi and the ΔSAHi coefﬁcients 
is close to minus one (m = -1.17), indicating that the high-level atmosphere 
response is underestimated approximately in the same proportion as pre­
cipitation. On the other hand, the trend of the ΔLLWi ans ΔSAHi linear 
adjustment is lower than one (m = 0.36). Such result suggests that the un­
derestimation of the simulated Sahel rainfall in response to the IPO is even 
higher than the one in the winds at low levels. Therefore, there is an evident 
linear relationship in the extent to which models underestimate the atmo­
spheric and rainfall response to the IPO. 
Figure 6.11: Scatter plot of the adimensional coefﬁcients ΔHLVPi and ΔLLWi versus 
ΔSAHi (see details in the text) for each of the 17 models in the historical 
simulation (triangles and squares, respectively) associated with the IPO 
effects. Linear regressions for each scatterplot are depicted as the green 
and orange lines, respectively. Each number in the plot corresponds to 
a model (see Table 2.1). 
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The conclusions drawn form these results reinforce the idea that the at­
mospheric component of the CMIP5 GCMs show low responsiveness to the 
SST as suggested by other works (Joly et al., 2007; Rodríguez-Fonseca et al., 
2011; Kucharski et al., 2013; Vellinga et al., 2016) and, as a consequence, the 
modulation on precipitation is lower than in observations. 
6.5 summary of main findings 
This Chapter has addressed the objective of assessing the contribution of 
the main modes of SST to the total rainfall variance in the Sahel, Amazonia 
and Northeast of Brazil at decadal-to-multidecadal time scales. The main 
conclusions drawn from the results obtained are: 
• The observed decadal-to-multidecadal rainfall variability in the Sahel
 
is induced by the AMV to a greater extent. In contrast, most CMIP5
 
models suggest a dominant role of the GW (this result will be pub­
lished in Villamayor and Mohino (2018)).
 
• The GW is the main modulator of the Amazon precipitation decadal­
to-multidecadal variability in observations and also in some CMIP5
 
models, although there are important uncertainties among themselves.
 
• Neither observations nor the CMIP5 models show a clear dominant
 
contribution of one of the three SST modes on the Northeast precipita­
tion decadal-to-multidecadal variability.
 
• The underestimation of the rainfall response to the SST modes is asso­
ciated with the distribution of the SSTA and also with the low atmo­
spheric sensitivity to SST changes that CMIP5 models simulate.
 
• The RCP8.5 future projection suggest that, under strong radiative forc­
ing related with the GHGs, the GW could be expected to prominently
 
dominate the rainfall low-frequency variability in the three regions
 
studied.
 

RESULTS II : CASE STUDY 
This part of the Thesis addresses the study of the SST inﬂuence on a 
particular decadal rainy period in the Sahel occurring during the late­
19th century. This anomalous rainy period is reproduced, for the ﬁrst 
time, by AGCM simulations forced with realistic boundary conditions 
available since year 1854. From these results, the atmospheric mech­
anisms involved in the abundance of precipitation during this early 
period in connection with SST are identiﬁed and compared with the 
well-documented decadal rainy period of the mid-20th century. Finally, 
attention is focused on the role of the Atlantic SST in controlling the 
late-19th century rainy period through the performance of a set of sensi­
tivity experiments. 
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AT L A N T I C C O N T R O L O F T H E L AT E 1 9 T H C E N T U RY 
S A H E L H U M I D P E R I O D 
In Chapters 3, 4 and 5, it has been shown that the variability of precipitation in 
the Sahel region is linked to that of the SST at decadal-to-multidecadal time scales. 
The shifts of the Sahel precipitation regime during the late 20th century have been 
extensively studied due to its dramatic humanitarian and economic consequences 
such as during the 1970’s and 1980’s severe droughts. However, little is known 
about the decadal variability prior to the 20th century. Some evidences suggest that 
during the second half of the 19th century the Sahel was as much or even more 
rainy than during the 1950’s and 1960’s. The aim of this Chapter is to provide 
further evidences of such anomalous Sahel humid period in the late-19th century 
reproducing it by means of climate simulations, as well as to give an explanation to 
its origin. 
The content of this Chapter will be submitted for its publication soon: 
VILLAMAYOR, J., MOHINO, E., KHODRI M., MIGNOT, J. & JANICOT, S. (2018B): Atlantic 
control of the late 19th century Sahel humid period. (To be submitted). 
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7.1 model validation 
In order to study the Sahel rainfall during the second half of the 19th cen­
tury, an ensemble of 19 simulations with realistic boundary conditions since 
year 1854 have been performed with the LMDZ model (more details in Sec­
tion 2.2.1). In this section we evaluate the performance of the model in repro­
ducing the climatology and the robustness of the precipitation response to 
the boundary conditions imposed in the ensemble of simulations performed. 
Figure 7.1: Climatology over 1901-2000 of JAS precipitation (mm day-1) for the 
GPCC v7 (a) and CRU TS3.24.01 (b) observational data bases and for 
the ensemble-mean of the LMDZ simulations (c). 
First of all, the ability of the LMDZ model to reproduce the main features 
of the West African rainfall that affect the Sahel are evaluated by comparing 
the climatological Sahel precipitation during JAS simulated by the ensem­
ble mean with respect to observations over the 1901-2000 common period 
(Figure 7.1). The model successfully reproduces a maximum value of the cli­
matological rainfall in JAS toward the north of West Africa of around 10 mm 
day-1, averaged between 17.5°W and 10°E, which is similar to observations. 
However, while in observations this maximum reaches latitudes between 
10° and 12°N, the one of the simulations remains at lower latitudes, slightly 
south of 10°N. As a consequence, the reproduced climatological JAS precip­
itation amount over the Sahel region is underestimated by 23% with respect 
to observations (from both the GPCC v7 and CRU TS3.24.01 data bases). 
The robustness of the Sahel rainfall response to the forcings imposed that 
is obtained from the ensemble-mean LMDZ simulations with respect to the 
uncertainty coming from the intrinsic weather noise of the model is also eval­
uated. To do this, a plot of the correlation between the index of the observed 
Sahel rainfall (from GPCC v7 data between 1901 and 2000) and the ensemble­
mean index using from 1 to 19 members in all the possible combinations is 
done, following Caminade and Terray (2010) (Figure 7.2). The mean of the 
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Sahel index: LMDZ sims vs. Observations
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Figure 7.2: Correlation coefﬁcients between the 8-years low-pass ﬁltered (orange 
dots) and unﬁltered (light blue dots) Sahel JAS rainfall index of the 
GPCC v7 database and the ensemble mean over all possible combina­
tions of 1 to 19 reproduced members in the LMDZ simulations. The 
horizontal axis indicates the number of members averaged. In circles, 
there are the mean values among all the correlation coefﬁcients obtained 
for each ensemble. The dark dots to the right denote the correlation coef­
ﬁcients between the 8-years low-pass ﬁltered (red) and unﬁltered (blue) 
Sahel index of each individual member and the ensemble mean of the 
remaining 18. 
correlation coefﬁcients of the unﬁltered indices rapidly converges to around 
R = 0.50. Regarding the 8-year low-pass ﬁltered indices, the mean value of 
the correlation coefﬁcients also quickly converges to R = 0.75. This means 
that the simulated Sahel precipitation can explain around 30% and 60% of 
the observed variability at all and at decadal time scales, respectively. The 
rapid convergence of the correlation mean coefﬁcients to a stable value sug­
gest that the correlation with observations will not increase signiﬁcantly by 
adding more members. Therefore, for the sensitivity experiments ATLVAR 
and INPVAR (see Section 2.2.1) we chose 5 members as a compromise be­
tween computational effort and robustness of the results. The correlation 
between the Sahel index of each one of the 19 members separately with the 
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ensemble mean of the remaining 18 simulations is also shown (ﬁlled dark 
red and blue dots in Figure 7.2). Their high values of about 0.85 and 0.95, 
respectively at all-time scales and at decadal ones, also suggest the strong 
inﬂuence of the boundary conditions (observed SST, sea ice cover, GHGs con­
centrations and stratospheric aerosols) in the Sahel rainfall variability with 
respect to the random noise of the model. 
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Figure 7.3: Probability values (%) from the ANOVA analysis applied to the ﬁrst 12 
years of the Sahel indices for all possible combinations of ensembles of 2 
to 19 members from the LMDZ simulations. The red dashed line indicate 
the threshold of the 99% conﬁdence level. 
The ANOVA technique is also used to calculate the probability that the 
variance among the Sahel indices of the different realizations is signiﬁcantly 
lower than the common variance (i.e., that the variance led by the imposed 
forcings is signiﬁcantly larger than the one associated with the internal 
weather noise of the model). This probability not only depends on the num­
ber of members used, but also strongly on the length of the time series to 
be compared. As an example, the probability values for all the possible com­
binations of ensembles of 2 to 19 members using the ﬁrst 12 years of the 
low-pass ﬁltered Sahel indices are shown in Figure 7.3. In this case, we see 
that a set of 5 members in enough to neglect the weather noise effect on 
the ensemble mean. If we consider longer time series, the number of mem­
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bers needed rapidly decreases. This result supports that the choice of a set 
of 5 members to run the sensitivity experiments (57 years long) is prudent 
enough to obtain robust results. 
Therefore, it can be considered that the LMDZ model and the set of sim­
ulations are appropriate to study the Sahel rainfall and its response to the 
forcings imposed. For the study of the simulated variability, in the following 
section the Sahel index is analyzed. 
7.2 the sahel index 
Regarding the observed precipitation, the Sahel index presents good agree­
ment with the ASWI index of Gallego et al. (2015) (Figure 7.4), which is 
based on the persistence of southwesterlies close to the coast of West Africa 
(more details in Section 1.4). They show marked decadal variability, with an 
anomalously rainy period over 1945-1963 followed by a dry one lasting to 
the end of the 20th century. Over the late-19th century the ASWI index sug­
gest a long-lasting wet period over 1845-1890 and more intense than the one 
of the 20th century. In turn, the Sahel index based on the semi-quantitative 
reconstruction of Nicholson et al. (2012) supports the occurrence of such an 
early long rainy period but shorter (roughly from 1866 to 1892) and less in­
tense than the one in the 20th century (see Figure 1.27). 
The Sahel index of precipitation that results from the ensemble-mean of 
the LMDZ simulations performed with realistic boundary conditions de­
scribes an evolution along the 20th century that is similar to the observed 
one (Figure 7.4). Regarding its variability, the model underestimates 50% of 
the observed Sahel index standard deviation over the period 1901-2000 at 
all-time scales (using unﬁltered indices) and 60% of it at decadal time scales 
(using 8-year low-pass ﬁltered indices). This is consistent with the mod­
els underestimation of the atmospheric and precipitation response to SSTA 
shown in Chapter 6 and with other studies also showing that, in general, 
AGCMs have a weak response of the West African rainfall to SST forcing (e.g. 
Rodríguez-Fonseca et al., 2011; Joly et al., 2007; Kucharski et al., 2013; Vel­
linga et al., 2016). This is typically attributed to the coarseness of the AGCMs 
spatial resolution and to the accuracy with which the land-atmosphere feed­
backs are parameterized (Giannini et al., 2003; Cook and Vizy, 2006; Vizy 
et al., 2013; Vellinga et al., 2016). However, although the LMDZ simulations 
underestimate the climatological Sahel precipitation and its variability in 
comparison with observations, the low-pass ﬁltered simulated and observed 
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Figure 7.4: In bars, the semi-quantitative index of Sahel precipitation of the recon­
struction of Nicholson et al. (2012). The lines represent the seasonal 
ASWI in JAS of Gallego et al. (2015) (denoted with the subindex Ga15) 
(black) and the indices of the JAS seasonal precipitation in the Sahel (av­
eraged in 17.5°W - 10°E, 10° - 17.5°N) in observations (green) and in the 
ensemble-mean simulation (blue). The last three indices have been low 
pass-ﬁltered with an 8-years cut-off period and standardized with re­
spect to the observed period (1901-2000). The blue shade is the standard 
deviation among the 19 members simulated. 
Sahel indices are strongly correlated over the 20th century (R = 0.77, signif­
icant at the 99% conﬁdence level according to a "random-phase" test). The 
simulations successfully reproduce the observed low-frequency evolution 
between peaks of maximum or minimum precipitation in the Sahel, as well 
as the anomalous humid period of the mid-20th century and the subsequent 
dry one. The main discrepancy is around year 1940, when the simulations 
reproduce an intense increase of precipitation in contrast to observations. 
This inconsistency may be attributed to the high uncertainty of the SST data 
during the Second World War rather than to the model skills (Thompson 
et al., 2010; Kennedy, 2014; Huang et al., 2016). In addition, the shift from 
positive to negative anomalies occurs during 1964, 5 years earlier than in 
observations and the ASWI of Gallego et al. (2015). 
Regarding the Sahel rainfall over the second half of the 19th century, the 
simulations reproduce an anomalously rainy period from 1863 to 1883 with 
respect to the 20th century climatology (Figure 7.4). As far as the simulated 
rainfall intensity and the duration are concerned, the late-19th century rainy 
period is comparable to the mid-20th century (1945-1963) one. The spatial 
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pattern of precipitation shows signiﬁcant positive anomalies over the Sahel 
(Figure 7.5a). South of 10°N, there is a strong deﬁcit of precipitation in the 
tropical Atlantic and non-signiﬁcant anomalies inland. 
At decadal time scales, the reproduced Sahel index is positively correlated 
with the observed ASWI of Gallego et al. (2015) in the 1854-2000 period (R = 
0.53, signiﬁcant at the 87% conﬁdence level). There is, however, disagreement 
on the duration of the late-19th century wet period (Figure 7.4): Conversely 
to Gallego et al. (2015), before 1863 the simulations reproduce anomalous 
drought conditions in the Sahel, in agreement, however, with Nicholson et al. 
(2012). The simulated rainy period ends around 1883, 6 years before than 
suggested by Gallego et al. (2015). 
Therefore, these ﬁrst results show that, albeit small differences in terms 
of timing and intensity, our simulations succeed in reproducing an unprece­
dented decadal wet period in the late-19th century, supporting the evidences 
of its existence (Gallego et al., 2015; Nicholson et al., 2012), and which has 
similar features to that of the mid-20th century. Such favorable comparison 
between simulated and observed Sahel rainfall variability since the 19th cen­
tury suggests that the LMDZ experiments can help shed some light on the 
physical mechanisms at play. 
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Figure 7.5: 1863-1883 mean JAS seasonal anomalies with respect to the 1854-2000 
climatology of (a) the precipitation (mm day-1) of the ensemble-mean 
LMDZ simulation and (b) the SSTA (K) of the ERSST.v4 data base. Black 
dots indicate the regions where the averaged anomalies over the period 
1863-1883 are signiﬁcantly different from zero with 95% conﬁdence level 
(from a t-test). 
7.3 mechanisms involved in the late-19th century wet period 
During the Sahel humid period of the late-19th century, the LMDZ simu­
lations show a reinforced monsoonal rainfall in West Africa (Figure 7.5a). 
There is signiﬁcant abundance of precipitation throughout a zonal band that 
covers the Sahel region (from the western coast to 10°E and between 10° ­
17.5°N), while the surrounding continental areas do not present signiﬁcant 
rainfall anomalies. Over the tropical Atlantic, roughly within 3° - 12°N, there 
is a marked deﬁcit of rainfall. Such pattern is suggestive of a northward shift 
of the tropical rain-belt, typically associated with anomalous latitudinal dis­
placements of the ITCZ over West Africa (Rowell et al., 1992; Knight et al., 
2006). 
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This distribution of precipitation anomalies is associated with SST anoma­
lies that broadly present an inter-hemispheric gradient in the Atlantic basin, 
with mostly warm SST anomalies (SSTA) in the northern half and cold ones 
to the south (Figure 7.5b). An intense cold band of SSTA extends from south­
western to northeastern tropical North Atlantic. This cooling, along with the 
warm coastal SSTA, creates a strong thermal contrast around 10°N in the 
vicinity of West Africa. In more remote basins, there are remarkable nega­
tive SSTA in the central Paciﬁc basin and positive ones in the extratropics, 
the maritime continent and the southern tropical Indian Ocean. 
In order to understand the mechanisms driving the rainfall increase in 
the Sahel during the late-19th century, we analyze the mean simulated atmo­
spheric state over the same period. In the Paciﬁc, two subtropical cores of 
high surface pressure indicate anomalous cyclonic formations reminiscent of 
the Matsuno-Gill response to the tropical SST cooling (Matsuno, 1966; Gill, 
1980) (Figure 7.6a). Consistent with this pattern, the velocity potential at the 
200 hPa level shows anomalous convergence over the tropical Paciﬁc and 
divergence over the Maritime Continent and Central America. Such pattern 
suggests a weakening of the Walker Circulation associated with the anoma­
lous tropical Paciﬁc cooling (Gill, 1980). However, this mechanism does not 
affect signiﬁcantly the region of West Africa. On the other hand, there is 
a widespread decrease of surface pressure over the warm North Atlantic. 
These anomalies create an oblique pressure gradient from the negative ones 
in the northwest to the positive ones in the southeast tropical North Atlantic, 
which is statistically signiﬁcant and coherent with the SSTA pattern. Associ­
ated with this, there is anomalous upward vertical wind at the 500 hPa level 
right over the Sahel region and downward to the south, being more signif­
icant over the tropical Atlantic (Figure 7.6b). This indicates an anomalous 
northward shift of the ITCZ that favors rainy conditions in the Sahel (Rowell 
et al., 1992; Knight et al., 2006). Near the surface (at the 925 hPa level), there 
is anomalous westerly moist advection from the tropical Atlantic inland be­
tween 5° - 10°N and northeasterly over the Sahel land surface. These moist 
advection anomalies are primarily due to anomalous horizontal winds (Pu 
and Cook, 2010) rather than to changes in the air humidity content. 
In the vertical proﬁle (Figure 7.7), we can see how the near-surface cross­
equatorial monsoon ﬂow presents a strengthening as well as convergence 
slightly south of 10°N. In turn, the vertical moisture transport at medium 
and low levels is reinforced south of the Sahel, with a maximum of anoma­
lous humidity around 850 hPa. Then, the anomalous winds carry part of 
this humidity upwards to middle levels (700 - 500 hPa) and towards the 
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Figure 7.6: 1863-1883 mean of the JAS seasonal anomalies with respect to the en-
tire simulated period (1854-2000) from the ensemble mean of different 
variables: (a) In colors, the surface pressure (hPa) (black dots indicate 
statistical signiﬁcance) and, in contours, the velocity potential at the 200 
hPa level (106 m2 s-1) (green contours where it is signiﬁcant). (b) In colors, 
the omega vertical velocity (10-3 Pa m-1) (black dots indicate signiﬁcance) 
and, in vectors, the vertical moist advection (g kg-1 m s -1) (plotted where 
the anomalies of any of the two wind components are signiﬁcant). The 
signiﬁcance of all the anomalies is calculated for a 95% conﬁdence level 
following a t-test applied to the average over the period 1863-1883. 
north, over the Sahel. At mid-levels, the zonal moist advection shows mostly 
positive anomalies. This suggest a weakening of the mid-level climatologi­
cal easterly winds, associated with the African Easterly Jet, also contributes 
to the middle troposphere moistening above the Sahel (Cook, 1999). To the 
north, there is low-level moisture transport associated with wind anoma­
lies from the Atlantic between 15° - 20°N that penetrates north of the Sahel. 
Such anomalous moisture inﬂow, together with a weaker one coming from 
the Mediterranean Sea, results in large accumulation of low-level humid­
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ity in the northernmost Sahel. The humid air, in turn, rises contributing to 
moisten even more the mid-level air over the Sahel. The air rise is favored 
by strengthened convergence at around 18°N, which climatologically pro­
duces dry convection in the boundary between the Sahel and the Sahara 
desert (Hall and Peyrillé, 2006). Above 600 hPa, there is an intensiﬁcation 
of rising air between 10° - 20°N and a weakening between 5° - 10°N. This 
means stronger deep convection over the Sahel associated with the already 
noted anomalous northward shift of the ITCZ. Therefore, the anomalously 
abundant intrusion of humidity at mid-levels, combined with the intensiﬁca­
tion of deep convection, explains the Sahel rainfall enhancement. However, 
anomalous northeasterly low-level winds over the Sahel, likely associated 
with the aforementioned anomalous convergence slightly south of 10°N, ad­
vect humidity out of the region drying the air in the southern half where, on 
the other hand, it rains more. Summarizing, this result shows that the repro­
duced late-19th century period of abundant Sahel precipitation is associated 
with anomalous humidity supply and deep convection in the middle and 
high troposphere related to wind anomalies which, most likely, are induced 
by the Atlantic SSTA. 
196 atlantic control of the late 19th century sahel humid period 
-2
0
0
0
0
0
0
-1
-3
-1
2
1
11
200
300
400
500
600
700
800
900
1000
5S EQ 5N 10N 15N 20N 25N
Figure 7.7: 1863-1883 mean of the JAS seasonal anomalies with respect to the entire 
simulated period (1854-2000) from the ensemble mean of the vertical pro-
ﬁle (averaged between 10°W - 10°E) of the speciﬁc humidity (g kg-1) in 
colors (gray contours indicate signiﬁcance), the zonal moist advection (g 
kg-1 m s -1) in red contours and in black streamlines its vertical and lati­
tudinal components (unrealistic units). The signiﬁcance of the anomalies 
is calculated for a 95% conﬁdence level following a t-test applied to the 
average over the period 1863-1883. Purple lines indicate the latitudinal 
limits of the Sahel. 
7.4 comparison with the mid-20th century sahel rainy period 
The pattern of JAS rainfall anomalies averaged over 1945-1963 (Figure 7.8a) 
is akin to the late-19th century rainy period (Figure 7.5a). During the wet 
period of the mid-20th century, the mean JAS SSTA over this period broadly 
presents an interhemispheric contrast in the tropical Atlantic (Figure 7.8b). 
Similarly to the late-19th century, there is a signiﬁcant SST warming near the 
West African coast, roughly north of 10°N, while to the south the anomalies 
remain weak but mostly cold. 
Associated with the pattern of the 1945-1963 mean SSTA, the surface pres­
sure presents a strong gradient over West Africa that favors an anomalous 
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Figure 7.8: Same as Figure 7.5 but for the mean of the 1945-1963 period. 
northward shift of the ITCZ and rainfall over the Sahel (Figure 7.9), as in the 
late-19th century. However there are some differences between the late-19th 
and the mid-20th century rainy periods, in particular regarding the moisture 
distribution over West Africa. In the mid-20th century, there is a stronger 
moisture transport towards the Sahel (Figure 7.9b-c), probably related to the 
stronger latitudinal surface pressure gradient (Figure 7.9a). The vertical pro-
ﬁle of moisture advection shows low-level moist air inﬂow from the Gulf of 
Guinea to the Sahel region where it accumulates and raises by convection 
(Figure 7.9c), in contrast to the late-19th century. However, despite this differ­
ence, the amounts of the reproduced rainfall averaged over each wet period 
are practically the same (0.26 mm day-1 above the climatology). 
Therefore, these results suggest that the late-19th century rainy period was 
produced under similar conditions to the mid-20th century one. 
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Figure 7.9: (a-b) same as Figure 7.6 and (c) same as Figure 7.7 but for the mean of 
the 1945-1963 period. 
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7.5 the role of the atlantic and indo-pacific 
To evaluate the role of the Atlantic and Indo-Paciﬁc Oceans in driving the 
unprecedented Sahel rainy period of the late-19th century, two additional 
SST-sensitivity experiments for the period 1854-1910 are performed in which 
all the SST variability is left, respectively, in the Atlantic (ATLVAR) or Indo-
Paciﬁc (INPVAR) basins while the remaining global oceanic surface is ﬁxed 
to the monthly climatology relative to 1854-1910 (more details in Section 2.2.1). 
The other boundary conditions remain unchanged with respect to the previ­
ous simulations of reference (hereinafter REF). 
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Figure 7.10: 8-years low pass-ﬁltered Sahel indices (mm day-1) of the ensemble­
mean REF simulation (dark blue) and the ATLVAR and INPVAR sen­
sitivity experiments. The hatched blue line indicates the 1854-2000 cli­
matological value of the REF simulation Sahel index. The bar chart 
represents the components (in %) of the Sahel index total variance at 
decadal timescales reproduced by REF explained by a multi-linear re­
gression analysis with the Sahel indices of both sensitivity experiments. 
The components correspond to the Sahel index of ATLVAR (orange), 
INPVAR (green), the covariance between both (light blue contour) and 
the residual of the multi-linear regression ﬁtting (black contour). 
Figure 7.10 highlights the role of the Atlantic SST in driving the long term 
Sahel precipitation variability along 1854-1910. The Sahel index of the ATL­
VAR experiments shows a late-19th century rainy period similar to the one 
of the REF simulations, even with higher peak values. While, in contrast, the 
INPVAR experiment reproduces less precipitation. After 1883, ATLVAR and 
INPVAR experiments, respectively, reproduce less and more Sahel precipita­
tion than the REF simulations. Therefore, the SST variability of the Atlantic 
and Indo-Paciﬁc basins apparently have contrary effects on the Sahel rainfall 
in the 1854-1910 period. 
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Figure 7.11: Difference of the 1863-1883 mean JAS surface pressure (hPa), in colors, 
and the velocity potential at the 200 hPa level (106 m2 s-1), in contours, 
resulting from the (a) ATLVAR and (b) INPVAR experiments minus the 
REF simulations. The variables are obtained from the ensemble-mean 
of all the simulations. 
Regarding the atmospheric response to the SST imposed in the sensitivity 
experiments, the average over 1863-1883 in the ATLVAR experiment shows 
higher surface pressure over the Indian Ocean than the REF simulations 
(Figure 7.11a). Consistently, there is more high-level convergence locally and 
more high-level divergence over West Africa in the former than in the latter, 
consistently with more Sahel rainfall in ATLVAR than in REF (Figure 7.10). 
In addition, over the North Atlantic, the surface pressure is also lower in 
ATLVAR than in REF, which is associated with a wider ITCZ shift that fa­
vors Sahel rainfall. On the other hand, the resulting surface pressure from 
the INPVAR experiment is high with respect to REF simulations all over 
the Atlantic basin and the surrounding continents, particularly over West 
Africa, coinciding with high-level convergence (Figure 7.11b). While the sur­
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face pressure is lower than in REF in the rest of the globe and there is more 
high-level divergence over the central Paciﬁc and the northern Indian Ocean. 
So, whereas the Atlantic seems to drive changes on the Sahel rainfall regime, 
shifting from dry to rainy in 1863 and back to dry in 1883, the role of the 
Indo-Paciﬁc SST is rather to attenuate these effects through local subsidence 
anomalies. 
A multi-linear regression analysis reveals that the Sahel index of the ATL­
VAR experiment accounts for most (76%) of the total Sahel index variance 
of the REF simulations (Figure 7.12a). This result evidences that the Atlantic 
SST variability itself is responsible for the vast majority of the reproduced 
low-frequency changes in the Sahel precipitation over the period 1854-1910. 
In addition, the compensation between the variance explained by the IN­
PVAR and the co-variance term suggests that the variability of the Atlantic 
and Indo-Paciﬁc SST is not completely decoupled. 
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Figure 7.12: Bar charts of the components (in %) of the total variance of the Sa­
hel index reproduced by REF at (a) decadal (8-year low-pass ﬁltered, 
shown in Figure 7.10) and (b) inter-annual timescales (8-year high-pass 
ﬁltered) explained by the two indices of the sensitivity experiments 
using a multi-linear regression analysis (Equation 2.28). (c) and (d) rep­
resent the same as (a) and (b), respectively, but for the ASWI. The com­
ponents correspond to the indices of ATLVAR (orange) and INPVAR 
(green), the covariance between both (light blue contour) and the resid­
ual of the multi-linear regression ﬁtting (black contour). 
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In contrast, at inter-annual time scales these two components are notably 
decoupled (Figure 7.12b). In this case, the multi-linear regression model 
shows that the Sahel index of the INPVAR experiment is the component 
that accounts for more of the Sahel index variance (40%) reproduced by REF. 
This is consistent with the important link between the inter-annual tropical 
Paciﬁc SST variability and the Sahel rainfall (Janicot et al., 1996, 1998, 2001; 
Mohino et al., 2011b). Instead, the Atlantic SST inﬂuence on the inter-annual 
Sahel index variability (30%) plays a secondary role. 
The similar multi-linear regression analysis applied to the ASWI indices 
shows that the one obtained from the ATLVAR experiment accounts for most 
of both the low- and the high-frequency ASWI variability (77% and 80%, re­
spectively) (Figure 7.12c-d). This suggests that the simulated ASWI responds 
almost exclusively to the Atlantic SST variability at any time scales. Further­
more, the low-pass ﬁltered ASWI and Sahel indices simulated by REF are 
strongly correlated (R=0.89, signiﬁcant with a 99% conﬁdence level) along 
the entire simulated period. While at short time scales (8-year high-pass 
ﬁltering both indices) this relationship is weaker (R=0.59, signiﬁcant with a 
99% conﬁdence level). Such tight relationship at decadal time scales between 
both indices is in agreement with observations, as shown by Gallego et al. 
(2015). Therefore, the ASWI can be considered as a good indicator of the 
Sahel rainfall variability (as hypothesized by Gallego et al. (2015)) as long as 
it is modulated by the Atlantic SST, which occurred at decadal time scales in 
the late-19th century. 
7.6 discussion 
In this Chapter we have addressed the objective of achieving more evidence 
of a decadal rainy period in the Sahel during the late-19Oth century. Our 
results show that a decadal period of abundant Sahel precipitation in the 
late-19th century can be reproduced by forcing an AGCM with observational 
boundary conditions since 1854. This result presents further evidence for the 
existence of such a rainy period. For the ﬁrst time, we add information about 
the mechanisms involved in this long sequence of rainy years. The simula­
tions show that, associated with a thermal gradient in the North Atlantic 
produced by a contrast of the SSTA near the coast of West Africa, there was 
a strong shift of the ITCZ over the Sahel that favored abundant precipitation 
with respect to climatology. A similar mechanism is reproduced for the mid­
20th century rainy period. Therefore, it can be suggested that both decadal 
periods may have occurred under similar circumstances (this results will be 
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soon submitted in Villamayor et al. (2018b)). 
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Figure 7.13: Standardized 8-year low-pass ﬁltered Sahel index (blue) of the 
ensemble-mean LMDZ simulations and AMV index (red) calculated 
from ERSST.v4 data base. The light blue band highlights the late-19th 
century rainy period (1863-1883). 
A set of sensitivity experiments reveals that the Atlantic SST led the Sa­
hel rainfall variability at decadal time scales throughout 1854-1910. So the 
origin of the late-19th century rainy period may be attributed to the decadal 
variability of the Atlantic SST. More speciﬁcally, it could be related to the 
AMV since it is the main mode of the Atlantic SST variability at decadal-to­
multidecadal time scales. Furthermore, the positive AMV pattern of SSTA is 
reminiscent of the mean SSTA obtained for the late-19th century (Figure 7.5b). 
The standardized Sahel index and the AMV time series computed with the 
ERSST.v4 data are strongly correlated along the 1854-2000 period (R = 0.72, 
signiﬁcant at a conﬁdence level of 97%) and the periods of positive (negative) 
rainfall anomalies in the Sahel roughly coincide with those of positive (nega­
tive) AMV phases (Figure 7.13). This result is in agreement with other works 
addressing the Sahel rainfall low-frequency variability during the 20th cen­
tury in observations and general circulation coupled models (e.g. Mohino 
et al., 2011a; Zhang and Delworth, 2006; Hoerling et al., 2006; Knight et al., 
2006; Ting et al., 2009; Martin et al., 2014; Martin and Thorncroft, 2014). Fo­
cusing on the late-19th century, the wet period (1863-1883) coincides with a 
positive AMV phase of large amplitude. Considering all this, it is reasonable 
to believe that during the late-19th century there was a connection between 
the AMV mode of variability and the Atlantic SSTA responsible for the forc­
ing of the Sahel humid period. 
In spite of the above results, there are still some unanswered questions 
regarding Sahel rainfall. On the one hand, our simulations show that this 
period was as rainy as the mid-20th century one. Nicholson et al. (2012) 
rather suggests that there was moderate rainfall during the late-19th century 
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Figure 7.14: 8-year low-pass ﬁltered ASWIs, normalized with respect to their clima­
tology over 1854-2000, of both the ensemble-mean LMDZ simulations 
(red) and Gallego et al. (2015) (green). Hatched lines indicate the linear 
trend of the ASWIs over 1854-2000. The slopes of both indices are -0.016 
and -0.124 ASWI units (%) per year, respectively. 
and Gallego et al. (2015) that the precipitation was even more abundant than 
during the observed mid-20th century. To accurately determine the precipita­
tion amounts during the late-19th century, a greater effort to reconstructed or 
collect reliable observational precipitation data from this period is required. 
On the other, the trends along the 1854-2000 period of the ASWI long-time 
series of Gallego et al. (2015) and our simulations do not agree (Figure 7.14). 
Both indices show negative trends, however they disagree on the strength: 
12.4 ASWI units (%) per century (signiﬁcant at a 99% conﬁdence level) for 
the ASWI from Gallego et al. (2015) and 1.6 ASWI units (%) per century (not 
statistically signiﬁcant at the 80% conﬁdence level) for the LMDZ simula­
tion. Such disagreement could be due to an underestimation of the drying 
trend by the model. According to Gaetani et al. (2017), this underestimation 
could be related to the sensitivity of the model to the competing effects of 
the global SST warming and the atmospheric carbon dioxide concentration 
increase, which dampen and favor the Sahel rainfall, respectively. Moreover, 
the results from Nicholson et al. (2012) also disagree with Gallego et al. (2015) 
on the strength of the 19th century wet period, suggesting the results from 
the latter could be overestimating the negative trend. Therefore, this result 
hinders our knowledge of the evolutions of the WAM strength at longer than 
decadal time scales with our simulations and, by extension, the possible im­
plications on the future projections of Sahel rainfall (Biasutti and Giannini, 
2006; Biasutti et al., 2008; Biasutti, 2013; Monerie et al., 2012; Vizy et al., 2013). 
CONCLUDING REMARKS
 
205 

8
C O N C L U S I O N S A N D F U T U R E W O R K 
The main conclusions of this Thesis are presented in this chapter together 
with potential lines of future work. 
207 
208 chapter 08 
8.1 main conclusions 
Following the order of the objectives pursued, the main conclusions that 
have been drawn along the Thesis are brought together in a point-by-pint 
structure to give a synthesized insight of the reached results. 
In the ﬁrst part of this Thesis, a multi-model analysis is done in order to 
ﬁnd out whether CMIP5 models reproduce the inﬂuence of the GW, AMV 
and IPO on the precipitation variability in the regions of the Sahel, the Ama­
zonia and the Northeast of Brazil. The ﬁrst objective in this part was to 
characterize the main modes of decadal-to-multidecadal variability of SST 
(GW, AMV and IPO). The results from the analysis of the CMIP5 simula­
tions reveal that: 
• The GW signal simulated by the CMIP5 models, on average, repro­
duces the main features of the observed one. Individually, models 
show important differences among themselves, with some simulating 
unrealistically wide oscillations of the global SSTA in the overall warm­
ing trend. This discrepancy among models is attributed to the simu­
lated effects of the aerosol radiative forcing that they simulate, which 
are highly model-dependent. In contrast, the radiative forcing effect of 
the GHGs on the SST is strongly consistent among models. The simu­
lated model-mean GW pattern of SSTA is similar to the observed one, 
with stronger warming over the tropics than the extratropics. But mod­
els fail in reproducing the observed tropical Paciﬁc cooling associated 
with the GW, where, instead, they simulate an intense warming. 
• CMIP5 models, on average, succeed in reproducing the observed AMV. 
They reproduce the interhemispheric SST gradient over the Atlantic 
Ocean, although with underestimated anomalies. Individually, some 
models simulate unrealistic AMV patterns, with a poorly deﬁned trop­
ical SSTA gradient. However, they reproduce characteristic oscillation 
periodicities of the AMV index that are distributed in a range around 
65 years, as in observations. 
• The simulated IPO by CMIP5 models, on average, also reproduces the 
main features of the observed one, except for the strength of the asso­
ciated SSTA. CMIP5 models reproduce the characteristic IPO pattern 
with strong SSTA of the same sign in the tropical and eastern Paciﬁc 
and opposite ones in the extratropical parts of the basin. As in ob­
servations, the IPO indices individually simulated by models present 
characteristic periodicities in two ranges around 15-25 and 50-70 years. 
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Once the main modes of decadal-to-multidecadal SST variability are char­
acterized in observations and CMIP5 simulations, a study of the inﬂuence of 
the GW, AMV and IPO on precipitation in the Sahel, Amazonia and North­
east is done aiming to gain a better understanding on these links. The results 
obtained from the CMIP5 simulations and observations show that: 
• In response to the GW, the Sahel JAS rainfall decreases during the his­
torical period, while in the Northeast of Brazil it is enhanced in the
 
DJFMAM season. In both regions, the observed impact of the GW on
 
rainfall is weak but consistent among three precipitation data bases
 
and supported by CMIP5 models. The observed impact of the GW
 
on the Amazon is to increase DJFMAM precipitation, though models
 
show high uncertainty as to this relationship due to the high disagree­
ment among themselves.
 
• In its positive phases, the AMV induces more rainfall over the Sahel
 
and the Amazon and reduces it in the Northeast of Brazil in their re­
spective rainy seasons. During negative AMV phases the impacts are
 
the opposite. Such a precipitation response is consistent among ob­
servations and CMIP5 simulations. But models, in general, simulate
 
weaker precipitation anomalies than the observed ones. The underesti­
mated rainfall response to the AMV is associated with the intensity of
 
the interhemispheric SSTA gradient in the tropical Atlantic simulated
 
by the CMIP5 models. This relationship also accounts for the models
 
spread in reproducing the link between the AMV and precipitation in
 
the three regions.
 
• The relationship between the IPO and precipitation in the Sahel, the
 
Amazon and the Northeast regions is negative. This link is noticeable
 
using different observational data bases of precipitation and is also suc­
cessfully reproduced by CMIP5 simulations of most models, though
 
generally underestimated. The differences found among GCMs has
 
been related to the accuracy with which they reproduce the observed
 
intensity of the tropical Paciﬁc SSTA. This is linearly related with the
 
intensity of the rainfall anomalies that models simulate and may par­
tially explain the underestimation of the precipitation anomalies.
 
Another objective of this Thesis was to understand the atmospheric tele­
connections explaining the link between the modes of SST and precipitation. 
From the analysis of the CMIP5 models and observations, the main conclu­
sions drawn are: 
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• The GW weakens the WAM low-level circulation associated with en­
hanced subsidence over West Africa, which results in reduced Sahel 
JAS precipitation. In northern South America, the atmospheric response 
to the GW is tightly related to the tropical Paciﬁc SSTA, which induces 
anomalous Walker circulation. In observations, this mechanisms pro­
duces anomalous subsidence over the tropical Paciﬁc and anomalous 
convection over northern South America (remember that SST trends 
are negative over the equatorial Paciﬁc). This is consistent with the 
observed enhancement of the DJFMAM precipitation, specially in the 
Amazonia. However, since CMIP5 models do not reproduce the ob­
served Paciﬁc SSTA, the simulated mechanism is different, making the 
simulated rainfall response to the GW unreliable. 
• The AMV induces an interhemispheric surface pressure gradient which 
favors anomalous shifts of the ITCZ and the tropical rainfall over the 
Atlantic sector. Under positive (negative) AMV phase conditions, an 
anomalous northward (southward) shift of the ITCZ is favored enhanc­
ing (reducing) Sahel and Amazon rainfall and reducing (enhancing) it 
in the Northeast of Brazil, in their respective rainy seasons. CMIP5 
models, on average, successfully reproduce this teleconnection. 
• The IPO forces Walker circulation anomalies connecting the tropical 
Paciﬁc with rainfall in the Sahel, Amazon and Northeast. In positive 
(negative) IPO phases, the characteristic warm (cold) tongue of SSTA 
enhances (reduces) deep convection over the tropical Paciﬁc inducing 
anomalous subsidence (rise) over West Africa in JAS and over northern 
South America in DJFMAM, resulting in less (more) precipitation in 
the three regions studied. This teleconnection is robustly reproduced 
by CMIP5 models. 
In order to discuss the eventual role of the external forcing in the AMV and 
IPO, the results from forced (historical) and unforced (piControl) simulations 
have been compared. The RCP8.5 future projections have been also analyzed 
to ﬁnd whether the Sahel, Amazon and Northeast rainfall response to the 
GW, AMV and IPO are expected to change in the future. The results from 
this analysis show that: 
• The effects of the aerosol radiative forcing have been shown to be an 
important source of uncertainty among CMIP5 models as to the sim­
ulation of the GW and are crucial to produce changes in the SSTA 
gradients of the GW pattern. Regarding the AMV, the similarity found 
between the results obtained with the historical and piControl simu­
lations, in broad terms, suggests that it has an important component 
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of internal variability. Nevertheless, an externally forced component is 
also identiﬁed in the AMV simulated by some CMIP5 models. This ef­
fect is attributed to the aerosols and is highly model-dependent. Hence, 
it is suggested that aerosols may play a role in the AMV with an extent 
that is hard to assess because their effects are poorly constrained by the 
GCMs. In contrast, no relevant impacts of the external radiative forcing 
have been identiﬁed in the IPO, suggesting that it is a predominantly 
internal mode of variability. 
• The RCP8.5 future projection of the CMIP5 models, on average, re­
veal that the effect of the GW on precipitation in the regions studied
 
is likely to change in the future. Abundant precipitation is projected
 
in most of the Sahel, associated with a strengthening of the low-level
 
WAM circulation, and a drying in the westernmost part. This differ­
ent rainfall response relative to the historical period is attributed to a
 
change in the projected SST warming, with more intense SSTA in the
 
Northern hemisphere and the tropics than to the south. In the Ama­
zonia the projected GW induces more rainfall in the western side of
 
the region and less to the east. Over most of the Northeast of Brazil
 
the projected GW is associated with a drying and with enhanced pre­
cipitation along the northern coast. The projected rainfall response in
 
northern South America is related with anomalous Walker circulation
 
induced by the tropical Paciﬁc SSTA. Hence, we have to be skeptical
 
about these results because of the models inability to reproduce the
 
observed tropical Paciﬁc SSTA in the GW pattern of the historical sim­
ulation, which may be hampering the future projections skill as well.
 
In the three areas studied, the projected GW induces different rain­
fall anomalies within the regions. As a consequence, the uncertainty
 
among models in simulating a positive or negative rainfall response to
 
the GW throughout the area of each region is high. Hence, it is advis­
able not to use these regions as a whole when studying the long-term
 
precipitation tendency projected for the future.
 
• The main features of the AMV and IPO modes (the characteristic SSTA
 
spatial patterns and oscillatory periodicities), their impacts on rainfall
 
and the associated atmospheric mechanisms are similarly simulated in
 
the RCP8.5 future projections as in the historical and piControl sim­
ulations. Therefore, it is concluded that the AMV and IPO and their
 
impacts on precipitation are not expected to change in the future.
 
The last goal of this part of the Thesis was to assess the contribution of the 
GW, AMV and IPO to the total rainfall variance at decadal-to-multidecadal 
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time scales in the Sahel, Amazonia and Northeast of Brazil, both in obser­
vations and CMIP5 simulations. The most relevant conclusions drawn from 
the multi-linear regression analysis between the three time series of the SST 
modes and the low-frequency index of precipitation at each one of the three 
regions studied are: 
• The modulation of the observed decadal-to-multidecadal Sahel rainfall 
variability is principally led by the AMV. In case of the models, most 
of them suggest a dominant role of the GW, though the contribution 
of each one of the three SST modes on the precipitation variability is 
model-dependent. 
• The GW is the main modulator of the decadal-to-multidecadal changes 
in the observed Amazon precipitation. Most CMIP5 models support 
the observed dominant role of the GW, although its effect on the Ama­
zon precipitation is uncertain among themselves. 
• The contribution of the GW, AMV and IPO to the Northeast rainfall 
variability at decadal-to-multidecadal time scales is uncertain since 
both, observations and CMIP5 historical simulations, show very incon­
sistent results. 
• The modulation of the SST modes on rainfall variability at decadal-to­
multidecadal time scales simulated by CMIP5 models is, in general, 
underestimated with respect to observations. The underestimation of 
the simulated link between the SST modes and rainfall has been at­
tributed to inaccurate distribution of the associated SSTA and to the 
low sensitivity of the monsoon atmospheric dynamics to SST changes 
that GCMs simulate. 
• In the RCP8.5 future projections, the GW prominently dominates the 
decadal-to-multidecadal precipitation variability in the three regions 
studied. Hence, the uncertainties among models as to the projected 
GW impacts on these regions importantly revert in the precipitation 
trends projected for the future. 
In summary, this part of the Thesis shows that CMIP5 models robustly 
reproduce the main observed features of the AMV and IPO patterns of SST 
and, consequently, their inﬂuence on precipitation in the Sahel, Amazonia 
and Northeast regions. The accuracy with which models reproduce these 
links is related to the simulated SSTA intensity of the characteristic tropical 
Atlantic gradient and in the tropical Paciﬁc in the AMV and IPO patterns, 
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respectively. The simulated GW is more controversial. It can thereby be sug­
gested that an improvement of the ability of the GCMs to reproduce the SST 
spatial pattern, the time evolution of the AMV and the IPO and their telecon­
nection with the atmosphere, will directly convert into a better simulation 
of the low-frequency variability of rainfall and an improved skill of the long­
term forecasting in the Sahel, Amazonia and Northeast regions during their 
respective rainy seasons. Nevertheless, the low skill in reproducing the con­
tribution of each of the three SST modes on rainfall constraints the way in 
which models simulate the decadal-to-multidecadal precipitation variability. 
Furthermore, the high uncertainty among models as to the future impacts 
of the GW is a challenge for the model developers to have reliable long-term 
climate projections. 
In the second part of this Thesis, the focus in on the particular case of 
the late-19th century humid period in the Sahel. In response to the initially 
posed key questions, the main conclusions raised from this analysis are: 
• The long rainy period of the late-19th century can be reproduced with 
an AGCM forced with observational SST data, supporting the evi­
dences of the existence of such a period. 
• The abundance of Sahel precipitation in the late-19th century is asso­
ciated with anomalous deep convection in the middle and high tro­
posphere and enhanced humidity supply related to low-level wind 
anomalies. 
• The key basin inducing this decadal rainy period in the Sahel is the 
Atlantic. The Atlantic SST accounts for most of the Sahel decadal shifts 
in rainfall during the late-19th century. 
Not only do the results of this part support the existence of a long rainy 
period in the Sahel prior to the observational records, but they also reveal 
for the ﬁrst time that it occurred under similar circumstances to those induc­
ing the widely documented Sahel rainfall decadal variability over the 20th 
century. 
8.2 future work 
In this section, some possible lines of work to follow from the results ob­
tained in this Thesis are presented: 
• According to the results of this Thesis, the AMV has similar effects on 
the Sahel and on the Amazon rainfall. Also a wet decadal period in the 
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Sahel during the second half of the 19th century has been reproduced 
in this Thesis, which has been related to the variability of the Atlantic 
SST at these time scales. Therefore, by analyzing the same simulations 
performed with the LMDZ model and presented in Chapter 7, we can 
study whether during the late-19th century there was also an anoma­
lously wet period in the Amazon that coincides with the one of the 
Sahel. 
• It would be interesting to assess to what extent CMIP5 models overesti­
mate the radiative forcing effects of the GHGs on the SST with respect 
to aerosols, or vice versa. For this purpose, a methodology should be 
developed to separate the radiative forcing effect on the SST induced 
by the GHGs from the rest in observations. 
• The biases of the GCMs have been primarily related to errors in repro­
ducing the observed climatology. Nevertheless, we could also study 
the impacts of these biases on the simulated decadal-to-multidecadal 
SST variability. This can be done by relating some deﬁning features 
of the SST modes characterized in this Thesis (GW, AMV and IPO) 
using CMIP5 simulations with the errors of the mean state that they 
represent with respect to observations. 
• Based on the methodology developed and used in this Thesis, the cli­
mate variability in other regions of the globe at decadal-to-multidecadal 
time scales can be also studied. 
• The ongoing phase 6 of the Coupled Model Intercomparison Project 
provide the opportunity to study the inﬂuence of the SST on the re­
gions studied in this Thesis with a new generation of the most state-of­
the-art GCMs. 
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AA P P E N D I X A 
This Appendix shows the regression patterns associated with the GW obtained from the 17 CMIP5 
models individually. 
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238 appendix a 
Figure A.1: Single models regression patterns of SSTA onto the standardized GW 
index (K per standard deviation) from historical simulations. Grey con-
tours indicate the regions where the correlation is signiﬁcant at the 5% 
level from a "random-phase" test. 
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Figure A.2: Single models regression patterns of SSTA onto the standardized GW 
index (K per standard deviation) from RCP8.5 future projection. Grey 
contours indicate the regions where the correlation is signiﬁcant at the 
5% level from a "random-phase" test. 
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Figure A.3: Single models regression maps of JAS precipitation anomalies onto the 
standardized GW index (mm day-1 per standard deviation) from histor­
ical simulations. Grey contours indicate the regions where the correla­
tion is signiﬁcant at the 5% level from a "random-phase" test. 
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Figure A.4: Single models regression maps of JAS precipitation anomalies onto 
the standardized GW index (mm day-1 per standard deviation) from 
RCP8.5 future projection. Grey contours indicate the regions where the 
correlation is signiﬁcant at the 5% level from a "random-phase" test. 
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Figure A.5: Single models regression maps of DJFMAM precipitation anomalies 
onto the standardized GW index (mm day-1 per standard deviation) 
from historical simulations. Grey contours indicate the regions where 
the correlation is signiﬁcant at the 5% level from a "random-phase" test. 
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Figure A.6: Single models regression maps of DJFMAM precipitation anomalies 
onto the standardized GW index (mm day-1 per standard deviation) 
from RCP8.5 future projection. Grey contours indicate the regions 
where the correlation is signiﬁcant at the 5% level from a "random­
phase" test. 

BA P P E N D I X B 
The individual regression patterns of the AMV of all the CMIP5 models used in the Thesis are pre­
sented in this Appendix. 
245 
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Figure B.1: Single models regression patterns of SSTA onto the standardized AMV 
index (K per standard deviation) from historical simulations. Grey con-
tours indicate the regions where the correlation is signiﬁcant at the 5% 
level from a "random-phase" test. 
appendix b 247 
Figure B.2: Single models regression patterns of SSTA onto the standardized AMV 
index (K per standard deviation) from piControl simulations. Grey con-
tours indicate the regions where the correlation is signiﬁcant at the 5% 
level from a "random-phase" test. 
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Figure B.3: Single models regression maps of JAS precipitation anomalies onto the 
standardized AMV index (mm day-1 per standard deviation) from his­
torical simulations. Grey contours indicate the regions where the corre­
lation is signiﬁcant at the 5% level from a "random-phase" test. 
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Figure B.4: Single models regression maps of JAS precipitation anomalies onto the 
standardized AMV index (mm day-1 per standard deviation) from pi-
Control simulations. Grey contours indicate the regions where the cor­
relation is signiﬁcant at the 5% level from a "random-phase" test. 
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Figure B.5: Single models regression maps of DJFMAM precipitation anomalies 
onto the standardized AMV index (mm day-1 per standard deviation) 
from historical simulations. Grey contours indicate the regions where 
the correlation is signiﬁcant at the 5% level from a "random-phase" test. 
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Figure B.6: Single models regression maps of DJFMAM precipitation anomalies 
onto the standardized AMV index (mm day-1 per standard deviation) 
from piControl simulations. Grey contours indicate the regions where 
the correlation is signiﬁcant at the 5% level from a "random-phase" test. 
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Figure B.7: Single models regression patterns of SSTA onto the standardized AMV 
index (mm day-1 per standard deviation) from historicalGHG simula­
tions. Contours indicate the regions where the regression is signiﬁcant 
at the 5% level from a "random-phase" test. 
CA P P E N D I X C 
In this Appendix the regression patterns associated with the IPO of the 17 CMIP5 models separately 
are shown. 
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Figure C.1: Single models regression patterns of SSTA onto the standardized IPO 
index (K per standard deviation) from historical simulations. Grey con-
tours indicate the regions where the correlation is signiﬁcant at the 5% 
level from a "random-phase" test. 
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Figure C.2: Single models regression patterns of SSTA onto the standardized IPO 
index (K per standard deviation) from piControl simulations. Grey con-
tours indicate the regions where the correlation is signiﬁcant at the 5% 
level from a "random-phase" test. 
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Figure C.3: Single models regression maps of JAS precipitation anomalies onto the 
standardized IPO index (mm day-1 per standard deviation) from histori­
cal simulations. Grey contours indicate the regions where the correlation 
is signiﬁcant at the 5% level from a "random-phase" test. 
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Figure C.4: Single models regression maps of JAS precipitation anomalies onto the 
standardized IPO index (mm day-1 per standard deviation) from piCon­
trol simulations. Grey contours indicate the regions where the correla­
tion is signiﬁcant at the 5% level from a "random-phase" test. 
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Figure C.5: Single models regression maps of DJFMAM precipitation anomalies 
onto the standardized IPO index (mm day-1 per standard deviation) 
from historical simulations. Grey contours indicate the regions where 
the correlation is signiﬁcant at the 5% level from a "random-phase" test. 
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Figure C.6: Single models regression maps of DJFMAM precipitation anomalies 
onto the standardized IPO index (mm day-1 per standard deviation) 
from piControl simulations. Grey contours indicate the regions where 
the correlation is signiﬁcant at the 5% level from a "random-phase" test. 

L I S T O F A C R O N Y M S 
AEJ African Easterly Jet 
AGCM Atmospheric Global Circulation Model 
AMO Atlantic Multidecadal Oscillation 
AMOC Atlantic Meridional Overturning Circulation 
AMV Atlantic Multidecadal Variability 
ANOVA Analysis of variance 
AOGCM Atmosphere-Ocean Global Circulation Model 
ASWI African Southwesterly Index 
ATLVAR Refers to the sensitivity experiment performed with the 
LMDZ model in which the Atlantic SST variability imposed 
CMIP5 Coupled Model Intercomparison Project phase 5 
CRU TS3.24.01 Climatic Research Unit time series version 3.24.01 
DJFMAM Refers to the season from December to May 
ENSO El Niño/Southern Oscillation 
EOF Empirical Orthogonal Function 
ERA-20C European Center for Medium-Range Weather Forecasts 
reandingalysis of the 20th Century 
ERSST.v4 Extended Reconstructed Sea Surface Temperature version 4 
GCM Global Circulation Model 
GPCC v7 Global Precipitation Climatology Centre Version-7 
GHGs Greenhouse gases 
GW Global Warming 
HadISST1 Hadley Center sea ice and sea surface temperature version 
1 
HLVP High-level velocity potential 
ICOADS International Comprehensive Ocean-Atmosphere Dataset 
INPVAR Refers to the sensitivity experiment performed with the 
LMDZ model in which the Indo-Paciﬁc SST variability is 
imposed 
IPCC Intergovernmental Panel on Climate Change 
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IPO Interdecadal Paciﬁc Oscillation 
IPSL Institut Pierre Simon Laplace 
ITCZ Intertropical Convergence Zone 
JAS Refers to the season from July to September 
LMDZ Laboratoire de Météorologie Dynamique "Zoom" 
LLW Low-level westerlies 
NAO North Atlantic Oscillation 
OGCM Ocean Global Circulation Model 
PC Principal Component 
PDO Paciﬁc Decadal Oscillation 
RCP8.5 Representative Concentration Pathway 8.5 
REF Refers to the simulations of reference performed with the 
LMDZ model in which all the SST variability is imposed 
SACZ South Atlantic Convergence Zone 
SAH Sahel precipitation 
SAM South American Monsoon 
SALLJ South American Low Level Jet 
SPG Surface pressure gradient 
SST Sea surface temperature 
SSTA Sea surface temperature anomalies 
TEJ Tropical Easterly Jet 
THC Thermohaline circulation 
UDEL v4.01 University of Delaware Air Temperature and 
Precipitation version 4.01 
WAM West African Monsoon 
WAWJ West African Westerly Jet 
20CRV2c NOAA-CIRES 20th Century Reanalysis version 2c 
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