There are several very fast direct methods which can be used to solve the discrete Poisson equation on rectangular domains. We show that these methods can also be used to treat problems on irregular regions.
1.
Introduction.
Within Kalaba [20] , and Roache [22] on the use of direct methods for problems in irregular regions.
We will not discuss the details of any specific direct method. A survey of these procedures is given in [ll] , and in particular we cite the recent work of Buneman [6] , Buzbee, Golub, and Nielson [ 81, and Hackney [ 161.
We will also not consider the derivation of the finite difference equations that approximate the partial differential equation. This subject is treated in detail by Forsythe and Wasow [13] , and we assume that the problem has been reduced to finding the solution of a matrix equation Ax = y . The matrix A H is frequently very large and sparse, but its structure does not permit the application of the most efficient direct methods. For our computational procedure, we alter certain rows of A to obtain a matrix B, and we will show how to define a modified right-hand side z so that the solution x also satisfies the CI equation Bx = z . The matrix B is chosen so that these equations can be e OI solved by the direct methods. where Al is a p by n matrix and A2 is an (n-p) by n matrix. We then write where Bl is a p by n matrix. For the remainder of this section, we assume that detB f 0.
Suppose we are given a linear equation AZ = x . We partition E in the same way as A, and write frcun elliptic difference equations, it is frequently better to use Eq. (2) because B hasabandstructure,butthematri.x E maybe full.
The type of application we have in mind for this method is one in which we have to solve a mmiber of equations Ax. #l =Y& l In this case, we compute the capacitance matrix and factor it as part of a preprocessing stage. The lli_<p is v=O.
-N We will now describe an algorithm we have used when rank(B) = n-l and A is nonsingular. There are two advantages in treating this particular case.
First, the construction is quite simple, and it is easy to see how the method could be extended to a more general matrix B . Second, the case rank(B) = n-l has a special significance in the solution of partial differential equations, because this condition is satisfied by the matrix corresponding to the Neumann problem. For simplicity, we assume is the identity matrix. We will solve Eq. (9, and the solution U will then also satisfy Eq. (8).
.r Equation (9) is a linear equation in the unknowns {U, 11 c i s n) .
Observe that we may have increased the number of unknowns by the Mbedding e .
process, so that 120 1 n. We write Eq. To illustrate this construction, let R be a rectangular region with an interior rectangle removed, such as that shown in Figure 1 . For simplicity, we assume that the discrete boundary aRh is a subset of 8R. The embedding rectangle is Rh = Rh U Sh U Th. The only function extension required for this example is that f be defined (arbitrarily) in Sh U Th .
To define this extension, we can set f 5 0 in Sh U,Th, or we can define f so that it is contirruaus in all of % '. The advantage of using a continuous f is that the solution to Eq, (1O)is then smooth. However, the direct methods used to solve F& (10) (2) to compute the solution. We also observe that for this problem the matrix B-l is full k3, p. 851, so to store g in using Eq. It should be clear that the Mbedding procedure can be applied to other elliptic difference operators with other types of boundary conditions. To be'a practical procedure, we simply require that we have a fast method for solving the imbedded problem in the rectangular region.
As another example, consider the region shown in Figure 2 . This problem arises in the time-dependent study of a rotating fluid [lo] , and the fluid surface is moving slowly. We are given Dirichlet boundary data on Sh , and Neumann boundary data on %+h can be used to split the problem into two rectangular problems, which can be '
solved by the usual direct methods.
Consider the elongated L-shaped region in Figure 4 , and the equation 
The method developed in [ 8, Sec. 81 can aJ.so be adapted to include rectangular problems with irregular meshes.
6. Computational Results.
results for two regions of
In Table 1 This function was selected because there is no truncation error, and all of the measured error is due to inaccuracies in the solution of the difference equations. All of the computations were performed on a CDC 6600 computer.
The iterative methods used sre:
SOR : point successive over-relaxation [23, The direct method used is variant one of the ~uneman algorithm C8, Sec. ~1.
Computational results for a similar Preprocessing times are given in Table 2. problem are given in WI.
The problem described in Section 4 for treated by Daly and Nichols [lo] . The mesh used has 23 x 40 = 920 points. the region in Figure 2 has been Using the direct method of matrix decomposition, a particular solution requires about 30 -50% of the time required for a point Gauss-Seidel iterative procedure.
The problem discussed in Section 4 for the region in Figure 3 Figure 1 . Region in the x-y plane.
