Abstract. An algebraic Riccati equation for linear operators is studied, which arises in systems theory. For the case that all involved operators are unbounded, the existence of infinitely many selfadjoint solutions is shown. To this end, invariant graph subspaces of the associated Hamiltonian operator matrix are constructed by means of a Riesz basis with parentheses of generalised eigenvectors and two indefinite inner products. Under additional assumptions, the existence and a representation of all bounded solutions is obtained. The theory is applied to Riccati equations of differential operators.
Introduction
We consider the algebraic Riccati equation
for linear operators on a Hilbert space H where B, C are selfadjoint and nonnegative. In particular, we study the case where B and C are unbounded. Riccati equations of type (1) are a key tool in systems theory, see e.g. [8, 17] and the references therein. Unbounded B and C appear e.g. in [20, 25, 30] . It is well known that solutions X of (1) are in one-to-one correspondence with graph subspaces which are invariant under the operator matrix
the so-called Hamiltonian. This correspondence was extensively studied in the finite-dimensional setting and led to a complete description of all solutions of the Riccati equation, see e.g. [17, 21, 24] . In the infinite-dimensional setting with B, C bounded, the invariant subspace approach was used by Kuiper and Zwart [16] for Riesz-spectral T and by Langer, Ran and van de Rotten [18] for dichotomous T (see also [6] ).
We extend these results to the case where B and C are unbounded: For Hamiltonians with a Riesz basis with parentheses of generalised eigenvectors we show the existence of infinitely many selfadjoint solutions of (1) . Note that the concept of a Riesz basis with parentheses of generalised eigenvectors includes Riesz-spectral operators, and it also allows for operators which are not dichotomous.
In systems theory, solutions of (1) which are bounded and nonnegative are of particular importance. For the case that T has a Riesz basis of generalised eigenvectors, that its spectrum is contained in a strip around the imaginary axis, and that B and C are uniformly positive, we prove that there are infinitely many bounded, selfadjoint, boundedly invertible solutions, among them a nonnegative one X + and a nonpositive one X − . Moreover, for every bounded selfadjoint solution X we prove the relations X − ≤ X ≤ X + and X = X + P + X − (I − P ),
where P is an appropriate projection. Bounded nonnegative solutions of (1) were obtained in [16, 18] without the assumption of uniform positivity of B, C. However, in [18] the spectrum σ(A) of A was restricted to a sector in the open left half-plane while here σ(A) may also contain points in the closed right half-plane. In [16] conditions for the existence of solutions were formulated in terms of the eigenvectors of T while we impose conditions on the operators A, B, C only. In the system theoretic setting, the relations (2) were derived in [7, 23] , yet under the explicit assumption of the existence of X − .
For general block operator matrices, invariant graph subspaces are connected to solutions of a corresponding Riccati equation too. This was exploited in [19, 26] for certain dichotomous operator matrices and in [15] for selfadjoint ones. We also mention that, in systems theory, nonnegative solutions of (1) are constructed by minimising a quadratic functional, see e.g. [8] .
The structure of this article is as follows: In Sections 2 and 3 we study the concept of a Riesz basis of subspaces which is finitely spectral for a linear operator on a Hilbert space. Such a Riesz basis consists of finite-dimensional invariant subspaces, and it yields many non-trivial infinite-dimensional invariant subspaces, which we call compatible, see Corollary 3.9. Up to certain technical details, a finitely spectral Riesz basis of subspaces is equivalent to a Riesz basis with parentheses of generalised eigenvectors, see Remark 3.6. Here we use the basis of subspaces notion since it is more convenient for our purposes. For the relation to dichotomous operators, see Remark 3.10.
In Theorem 3.7 we use perturbation theory to prove a general existence result for finitely spectral Riesz bases of subspaces and apply it to Hamiltonians in Theorem 4.4; Theorem 4.5 even yields a Riesz basis of eigenvectors and finitely many generalised eigenvectors. On the other hand, there is a huge literature on Riesz bases (with or without parentheses) of eigenvectors for various types of operators, e.g. [13, 33, 34] ; all these provide examples for finitely spectral Riesz bases of subspaces.
In Section 4 we use ideas from [18] and consider two indefinite inner products with fundamental symmetries J 1 and J 2 which are associated with the Hamiltonian: T is J 1 -skew-symmetric and J 2 -accretive. This implies the symmetry of the spectrum of T with respect to the imaginary axis and also yields a characterisation of the purely imaginary eigenvalues. In Section 5 we then construct hypermaximal
Riesz bases of subspaces
We recall the closely related concepts of Riesz bases, Riesz bases with parentheses, and Riesz bases of subspaces, see [29, §1] , [12, Chapter VI], [27, §15] and [31, §2] for more details.
Let V be a separable Hilbert space. We denote the subspace generated by a family (V λ ) λ∈Λ of subspaces V λ ⊂ V by λ∈Λ V λ = {x λ1 + · · · + x λn | x λj ∈ V λj , λ j ∈ Λ, n ∈ AE}.
The family is said to be complete if λ∈Λ V λ ⊂ V is dense. (ii) A sequence of closed subspaces (V k ) k∈AE of V is called a Riesz basis of subspaces of V if there is an isomorphism Φ : V → V such that (Φ(V k )) k∈AE is a complete system of pairwise orthogonal subspaces.
The sequence (v k ) k∈AE is a Riesz basis if and only if span{v k } ⊂ V is dense and there are constants m, M > 0 such that
In this case every x ∈ V has a unique representation x = ∞ k=0 α k v k , α k ∈ , where the convergence of the series is unconditional. The sequence of closed subspaces (V k ) k∈AE is a Riesz basis of subspaces of V if and only if (V k ) k∈AE is complete and there exists a constant c ≥ 1 such that
for all finite subsets F ⊂ AE and x k ∈ V k . Proposition 2.2 A Riesz basis of subspaces (V k ) k∈AE has the following properties:
(
(iii) Every x ∈ V has a unique expansion x = ∞ k=0 x k with x k ∈ V k , and we have
Proof. The proof is immediate since all assertions hold (with c = 1) if the V k are pairwise orthogonal, and they continue to hold (with some c ≥ 1 now) if we apply the isomorphism Φ from Definition 2.1.
For a Riesz basis of subspaces (V k ) k∈AE , the unique expansion from (iii) yields a decomposition of the space V into the subspaces V k , which we denote by
Here, the superscript 2 indicates that, due to (5), the original norm on V is equivalent to the l 2 -type norm ( k∈AE P k x 2 ) 1/2 . Consider now closed subspaces U k ⊂ V k . Then evidently (U k ) k∈AE is a Riesz basis of subspaces of the closed subspace generated by the U k , i.e.
Analogously, for every J ⊂ AE we have that (V k ) k∈J is a Riesz basis of subspaces
It is easy to see that, with P k as above, U is compatible with (V k ) if and only if P k (U ) ⊂ U ; in this case U = 2 k P k (U ). If U and W are two subspaces of V satisfying U ∩ W = {0}, we say that their sum is algebraic direct, denoted by U ∔W . We say that the sum is topological direct and write U ⊕ W if the associated projection from U ∔ W onto U is bounded. By the closed graph theorem, if U ∩ W = {0} and U , W and U ∔ W are closed, then in fact U ⊕ W is topological direct. Proposition 2.4 Let (V k ) k∈AE be a Riesz basis of subspaces.
1 Note here that Definition 2.1 implicitly covers the case of families with arbitrary index set
is algebraic direct and dense.
(ii) For J ⊂ AE we have the topological direct sum
The associated projection onto the first component is given by
and satisfies P J ≤ c, where c is the constant from (5).
As these are also expansions of x in the Riesz basis (V k ), we obtain u k = w k and thus u k = 0 and x = 0. The sum U + W is dense in V since it contains k∈AE V k .
(ii): From (5) we have the estimate
This shows that P J defined by (7) satisfies P J ≤ c. Obviously
and hence the topological direct sum.
Remark 2.5 If (V k ) k∈AE is a Riesz basis of finite-dimensional subspaces, then we may choose a basis (v k1 , . . . , v kn k ) in each V k . The resulting system (v kj ) k,j is called a Riesz basis with parentheses: Every x ∈ V has a unique representation
where the series over k converges unconditionally.
Finitely spectral Riesz bases of subspaces
We recall some concepts for a linear operator T on a Banach space V , see also [2, 14] . A point z ∈ is called a point of regular type if T − z is injective and the inverse (T − z) −1 (defined on R(T − z)) is bounded. The set of all points of regular type is denoted by r(T ); it is open and satisfies ̺(T ) ⊂ r(T ) and σ p (T ) ∩ r(T ) = ∅.
Let T be a closed operator. A subspace A ⊂ V is called a core for T if for every x ∈ D(T ) there is a sequence (x n ) in A such that lim x n = x and lim T x n = T x.
Finally we denote by L(λ) the space of generalised eigenvectors or root subspace of T corresponding to the eigenvalue λ ∈ σ p (T ), i.e.
Definition 3.1 Let T be a closed operator on a separable Hilbert space V . We say that a Riesz basis of subspaces (
, the sets σ(T | V k ) are pairwise disjoint, and k∈AE V k is a core for T .
Proposition 3.2 Let T be a closed operator with a finitely spectral Riesz basis of
T is bounded if and only if the restrictions T | V k are uniformly bounded and in this case (with c from (5))
Proof. Let P k be the projections onto the V k corresponding to the Riesz basis. (i): We derive (8) and (9) . First note that for u ∈ k V k we have P k T u = T P k u for all k since u is a finite sum of elements from the T -invariant subspaces V k . Let now y ∈ D(T ). Since k V k is a core for T , there is a sequence y n ∈ k V k with y n → y, T y n → T y. Since the restriction T | V k is bounded, we obtain
If on the other hand
thus T is bounded with norm ≤ c L.
For the case that the V k are pairwise orthogonal and possibly infinite-dimensional, the spectrum of an operator defined by (8) , (9) 
Proof. For the identities (10) and (11), note that if λ ∈ σ p (T ) and
for some n ∈ AE, which implies (T | Vj − λ) n x j = 0 for all j. Since x k = 0 for some k, we obtain λ ∈ σ(T | V k ). As the σ(T | Vj ) are disjoint, we have λ ∈ σ(T | Vj ) and hence x j = 0 for j = k, i.e. x ∈ V k .
To show (12) , first note that if z ∈ r(T ), then for every k ∈ AE, (T | V k − z) −1 exists and is a restriction of (T −z)
In some situations, the conditions on the closedness and the core in Definition 3.1 are automatically fulfilled:
Proof. (i): Let x n ∈ D(T 0 ) = k V k with lim x n = 0 and lim T 0 x n = y. As in the proof of Proposition 3.2 we have
for every k ∈ AE and hence y = 0; T 0 is closable. The other assertion is now immediate.
(ii): In view of (i) it suffices to show T ⊂ T 0 ; for T is closable then, and from T 0 ⊂ T we conclude T 0 = T . Let x ∈ D(T ) and z ∈ r(T ). Using the Riesz basis (V k ), we have the expansion (T − z)x = ∞ k=0 y k with y k ∈ V k . Since T − z is injective and V k is finite-dimensional and T -invariant, T − z maps V k onto V k . We can thus set x k = (T − z) −1 y k ∈ V k and obtain x = ∞ k=0 x k by the boundedness of (T − z) −1 . Consequently
The notion of a finitely spectral Riesz basis of subspaces contains many other types of bases related to eigenvectors and the spectrum as special cases: Proof. (ii)⇒(i) is trivial. For (iii)⇒(ii) consider for each eigenvalue λ ∈ σ p (T ) the subspace V λ generated by all Jordan chains from the basis which correspond to λ. Then (V λ ) λ∈σp(T ) is a Riesz basis of subspaces and V λ = L(λ).
Remark 3.6
In the situation of the previous proposition, assertion (i) is equivalent to the existence of a Riesz basis with parentheses of Jordan chains with the additional property that Jordan chains corresponding to the same eigenvalue lie inside the same parenthesis.
If T has a compact resolvent, then (ii) holds if and only if T is a spectral operator in the sense of Dunford, see [11, 31] .
A closed operator T is called Riesz-spectral [8, 16] if all its eigenvalues are simple, T has a Riesz basis of eigenvectors, and σ p (T ) is totally disconnected. So if T is Riesz-spectral then (iii) holds.
For an operator G let N (r, G) be the sum of the algebraic multiplicities dim L(λ) for all λ ∈ σ p (G) with |λ| ≤ r. An operator S is called p-subordinate to G with 0 ≤ p ≤ 1 if D(G) ⊂ D(S) and there exists b ≥ 0 such that
Theorem 3.7 Let G be a normal operator with compact resolvent whose eigenvalues lie on a finite number of rays e iθj Ê ≥0 , 0 ≤ θ j < 2π, from the origin. Let S be
then T = G + S has a compact resolvent and a finitely spectral Riesz basis of subspaces (V k ) k∈AE .
Proof. See Theorems 4.5 and 6.1 in [32] . In particular, note that the V k were constructed as the ranges of Riesz projections associated with disjoint parts of σ(T ), and hence the σ(T | V k ) are disjoint.
Now we study invariant subspaces with respect to a finitely spectral Riesz basis of subspaces.
Lemma 3.8 Let T be a closed operator with a finitely spectral Riesz basis of sub-
Proof. The claim is immediate from Proposition 3.2, in particular (9) .
Corollary 3.9 The subspace U is T -invariant and compatible with (V k ) k∈AE if and only if
with T -invariant subspaces W λ ⊂ L(λ). In particular, for σ ⊂ σ p (T ) we obtain the compatible subspace
associated with σ.
with W λ ⊂ L(λ) T -invariant; consequently (13) . On the other hand, if U is given by (13), and we define U k by (15) , then U k is T -invariant, U k ⊂ V k , and we obtain
In the following, we will use the notation σ 
On the other hand, if an operator T is dichotomous (see [18] ), then a strip around the imaginary axis belongs to ̺(T ), and there is a topological direct decomposition V = V + ⊕ V − such that V ± is T -invariant and σ(T | V± ) is contained in the right and left half-plane, respectively. In particular U ± ⊂ V ± . Consequently the operator in Example 8.1 is not dichotomous.
Proof. It suffices to show that the set
is relatively open and closed in ̺(T ). Let z ∈ A. For small |w − z| a Neumann series argument shows that
A is an open set. Now let w ∈ ̺(T ) with w = lim n→∞ z n , z n ∈ A. For x ∈ U we then have
Proposition 3.12 Let T be an operator with compact resolvent and a finitely spectral Riesz basis of subspaces
Proof. Since T has a compact resolvent, σ(T ) consists of isolated eigenvalues only and ̺(T ) is connected. The previous lemma thus implies that U is (T − z) −1 -invariant for all z ∈ ̺(T ). Let P k be the projections corresponding to the Riesz basis. Since σ k = σ(T | V k ) is an isolated part of the spectrum, P k is the Riesz projection associated with σ k , i.e.
where Γ k is a simply closed, positively oriented integration contour with σ k in its interior and σ(T ) \ σ k in its exterior, see e.g. [14, Theorem III.6.17] . Consequently P k (U ) ⊂ U , and U is thus compatible with (V k ). T -invariance is now a consequence of Lemma 3.8.
Hamiltonian operator matrices
We use the following definition of a Hamiltonian operator matrix, see also [3] . Definition 4.1 Let H be a Hilbert space. A Hamiltonian operator matrix is a block operator matrix
acting on H × H with densely defined linear operators A, B, C on H such that B and C are symmetric and T is densely defined. If B and C are both nonnegative (positive, uniformly positive), then T is called a nonnegative (positive, uniformly positive, respectively) Hamiltonian operator matrix.
2
Hamiltonian operator matrices are connected to two indefinite inner products on H × H. We recall some corresponding notions, see [4, 5] for more details: A vector space V together with an inner product ·|· is called a Krein space if V is also a Hilbert space with scalar product (·|·) and there is a selfadjoint involution J : V → V such that x|y = (Jx|y) for all x, y ∈ V .
A subspace U ⊂ V is called neutral if x|x = 0 for all x ∈ U . The orthogonal complement of U is defined by
. Let T be a densely defined operator on V . It is called symmetric if T x|y = x|T y for all x, y ∈ D(T ). The adjoint of T is defined as the maximal operator T * such that
T is called selfadjoint if T = T * , and in this case its spectrum σ(T ) is symmetric with respect to the real axis.
Consider the Krein space inner products on H × H given by x|y = (J 1 x|y) with J 1 = 0 −iI iI 0 and
[x|y] = (J 2 x|y) with J 2 = 0 I I 0 .
2 Note that the sign convention T = A −B −C −A * , in particular with nonnegative B, C, is also used in the literature, e.g. in [16, 18] .
Here (·|·) denotes the usual scalar product on H × H. The straightforward computation
T x|y = − x|T y for all x, y ∈ D(T ).
As a consequence, T is always closable. In the following, additional assumptions on T such as in Theorem 4.4 or the r0-diagonally dominance in Section 7 will often imply that T is already closed. From
we obtain that T is nonnegative if and only if it is
Recall that we denote by σ (i) If λ, µ ∈ σ p (T ) with λ = −µ, then the root subspaces L(λ) and L(µ) are
(ii) If T has a complete system of root subspaces, then σ p (T ) is symmetric with respect to the imaginary axis, and
(iii) If there exists z such that z, −z ∈ ̺(T ), then T is J 1 -skew-selfadjoint, i.e. T = −T * , and σ(T ) is symmetric with respect to the imaginary axis.
In particular, the point spectrum of a Hamiltonian with a finitely spectral Riesz basis of subspaces is symmetric with respect to the imaginary axis.
Proof of the proposition. (i): Since iT is J 1 -symmetric, this is an immediate consequence of [5, Theorem II.3.3] .
(ii):
this implies that x|y = 0 for all y ∈ µ U µ . Since µ U µ ⊂ H × H is dense by assumption, we obtain x|y = 0 for all y ∈ H × H and thus x = 0; U λ is J 1 -non-degenerate. For λ ∈ σ 0 with Re λ > 0, the subspaces L(λ) and L(−λ) are neutral and their sum is non-degenerate. This implies that dim L(λ) = dim L(−λ), see [5, §I.10] . In particular λ, −λ ∈ σ p (T ) and hence the symmetry of σ p (T ).
(iii): We have that iT is J 1 -symmetric and w, w ∈ ̺(iT ) where w = iz. As in the Hilbert space situation this implies that iT is J 1 -selfadjoint. Consequently, T is J 1 -skew-selfadjoint.
The J 2 -accretivity of a nonnegative Hamiltonian leads to characterisations of the spectrum at the imaginary axis: 
Since B, C are nonnegative, this yields (Bv|v) = (Cu|u) = 0. Now B admits a nonnegative selfadjoint extension B. We obtain B 1/2 v 2 = ( Bv|v) = (Bv|v) = 0 and hence Bv = ( B 1/2 ) 2 v = 0. Similarly Cu = 0 and thus also (A − it)u = (A * + it)v = 0. The other implication is immediate.
Then there exists a sequence x n ∈ D(T ) with x n = 1 and
We end this section with two perturbation theorems which ensure the existence of finitely spectral Riesz bases of subspaces for T . 
then T has a compact resolvent, is J 1 -skew-selfadjoint, and there exists a finitely spectral Riesz basis of subspaces (V k ) k∈AE for T .
Proof. This is an application of Theorem 3.7 to the decomposition Theorem 4.5 Let T be a uniformly positive Hamiltonian such that A is skewselfadjoint with compact resolvent, B, C are bounded and satisfy B, C ≥ γ. Let ir k be the eigenvalues of A where (r k ) k∈Λ is increasing and Λ ∈ { + , − , }. Suppose that almost all eigenvalues ir k are simple and that for some l > b = max{ B , C } we have r k+1 − r k ≥ 2l for almost all k ∈ Λ.
Then T has a compact resolvent, almost all of its eigenvalues are simple,
and T admits a Riesz basis of eigenvectors and finitely many Jordan chains.
Proof. See [32, Theorem 7.3] . 
Invariant subspaces of Hamiltonians
Now we investigate properties of certain invariant subspaces of the Hamiltonian with respect to the two indefinite inner products defined in the previous section.
Let V be a Krein space. Recall that a subspace U ⊂ V is neutral if and only if U ⊂ U ⊥ . It is called hypermaximal neutral if U = U ⊥ , see [4, 5] . It is not hard to see that if U, W are neutral subspaces with V = U ⊕ W , then U and W are hypermaximal neutral. For dim V < ∞, this is even an equivalence:
Proof. By induction on n = dim U we show that there exist systems (e 1 , . . . , e n ) in U and (f 1 , . . . , f n ) in V which form a dual pair, i.e. e j |f l = δ jl , and are such that W = span{f 1 , . . . , f n } is neutral. Indeed, if dim U = n + 1 and e ∈ U \ span{e 1 , . . . , e n }, we can set
e|f j e j .
Since V is non-degenerate, there exists f ∈ V with e n+1 |f = 1. Then
yields the desired properties. If n j=1 α j e j + β j f j = 0, then we can take the inner product of this equation with the elements e j , f j and find α j = β j = 0 for all j; (e 1 , . . . , e n , f 1 , . . . , f n ) is linearly independent. In particular (e 1 , . . . , e n ) is a basis of U and U ∩ W = {0}. To show V = U ⊕ W , let x ∈ V and set u = x − w where w = n j=1 x|e j f j ∈ W . Then u|e j = 0 for all j, i.e. u ∈ U ⊥ = U .
For an operator whose point spectrum σ p (T ) is symmetric with respect to the imaginary axis, we say that a subset σ ⊂ σ p (T ) \ iÊ is an sc-set (sc for skewconjugate) if
In other words, σ contains one eigenvalue from each skew-conjugate pair (λ, −λ) in σ p (T ) \ iÊ. 
In this case, for every sc-set σ ⊂ σ p (T ) \ iÊ the T -invariant compatible subspace
is hypermaximal J 1 -neutral.
Proof. Let (V k ) k∈AE be a finitely spectral Riesz basis of subspaces for T and write σ k = σ(T | V k ). Suppose first that U is hypermaximal J 1 -neutral, T -invariant, and compatible with (V k ). So U is of the form
where the subspaces
, is J 1 -non-degenerate and thus itself a Krein space. In view of the previous lemma it suffices to show that M it is hypermaximal neutral with respect to L(it), i.e., M
for every λ = it, we see that x ⊥ M λ for all λ and hence x ∈ U ⊥ = U . On the other hand x ∈ L(it) ⊂ V k0 with k 0 such that it ∈ σ k0 . Consequently x ∈ U ∩ V k0 = U k0 . Now the decomposition
For the other implication, suppose now that for every it ∈ σ i p (T ) there is a decomposition L(it) = M it ⊕ N it into neutral subspaces where M it is T -invariant, let σ ⊂ σ p (T ) \ iÊ be an sc-set, and let U be given by (20) . Since U is the closure of the sum of neutral, pairwise orthogonal subspaces, U is neutral. Moreover, U is T -invariant and compatible with (V k ) with decomposition
where
To show that all w k are zero, we consider now the subspaces
The fact that σ is an sc-set yields λ ∈ τ k ⇒ −λ ∈ σ, and therefore U k ⊂ U . Moreover U k is J 1 -orthogonal to W j for j = k, and W k is neutral. Forũ ∈ U k , w ∈ W k we thus compute 0 = x|ũ = j∈AE u j + w j |ũ = w k |ũ = w k |ũ +w . 
In view of Proposition 4.2, U
and the associated algebraic projections P ± onto W ± . Then
where the prime denotes the Cauchy principal value at infinity, that is
Note that the integrand in (21) is well-defined since (T − z) −1 acts, for each x, on a finite sum of finite-dimensional subspaces generated by Jordan chains; (T − z) −1 x is thus continuous in z.
Proof of the lemma. By linearity it suffices to consider x ∈ L(λ) and the Jordan chain generated by x. With respect to this Jordan chain, T is represented by the matrix
and it suffices to show that
for Re λ ≷ 0. This is a straightforward calculation.
Lemma 5.5 Let T be an operator with a Riesz basis (x k ) k∈AE consisting of Jordan chains. If σ i p (T ) = ∅ and σ p (T ) is contained in a strip around the imaginary axis, then
with some constant c > 0.
Proof. Let x ∈ span{x k | k ∈ AE}. Then there is a finite system F = (y 1 , . . . , y n ) ⊂ (x k ) k∈AE consisting of Jordan chains such that x = α 1 y 1 + . . . + α n y n . span F is a T -invariant subspace with basis F . With respect to F , (T − it) −1 is represented by a block diagonal matrix D with blocks of the form (E λ − it) −1 , E λ as in (22) . Hence
Let m, M > 0 be the constants from (3) for the Riesz basis (x k ). Putting ξ = (α 1 , . . . , α n ) and using the Euclidean norm on n , we find
Now Dξ 2 is the sum of terms of the form (E λ − it) −1 ν 2 , one for each Jordan chain in F with ν the part of ξ corresponding to that Jordan chain. From
With u = Re λ, v = Im λ, we calculate
Choosing a > 0 such that | Re λ| ≤ a for all λ ∈ σ p (T ), we obtain
A subspace U ⊂ V of a Krein space is called nonnegative, positive and uniformly positive if x|x ≥ 0, > 0 and ≥ α x 2 , respectively, for all x ∈ U \ {0}, with some constant α > 0. Nonpositive, negative and uniformly negative subspaces are defined accordingly.
In the context of dichotomous operators, the following result was obtained in [19] . 
L(λ).
Then U + is J 2 -nonnegative and U − is J 2 -nonpositive.
If in addition T is uniformly positive, has a Riesz basis of Jordan chains, each eigenvalue has finite multiplicity, and σ p (T ) is contained in a strip around the imaginary axis, then U ± is uniformly J 2 -positive/-negative.
Proof. Let W ± = R(P ± ) as in Lemma 5.4 . So U ± = W ± . For x ∈ W + , using the J 2 -accretivity of T , we obtain
Thus W + and hence also U + are nonnegative. For x ∈ W − a similar calculation shows that [x|x] ≤ 0 and hence U − is nonpositive. Now suppose that the additional assumptions on T are satisfied. In particular, let B, C ≥ γ > 0. For x ∈ W + , using Lemma 5.5, we then obtain
Consequently U + is uniformly positive. Again, a similar reasoning yields that U − is uniformly negative. 
and (23) 
Solutions of the Riccati equation
In this section we consider Hamiltonian operator matrices which are diagonally dominant, i.e., B and C are relatively bounded to A * and A respectively, see [28] ; in particular
Recall that, e.g., C is relatively bounded For an operator X on the Hilbert space H we consider the graph subspace
It is well known that invariant graph subspaces of block operator matrices are connected to Riccati equations. Here we have the following relations, see also [31, Section 4.3]:
Proposition 6.1 Let T be a diagonally dominant Hamiltonian and X an operator on H.
(i) Γ(X) is T -invariant if and only if X satisfies the Riccati equation
(ii) If T has a finitely spectral Riesz basis of subspaces (V k ) k∈AE and Γ(X) is Tinvariant and compatible with ( 
and this is obviously equivalent to (25) .
(ii): By assumption, we have Γ(X) = 2 k U k with U k ⊂ D(T ). Then k U k is dense in Γ(X), and hence the subspace D ⊂ H obtained by projecting k U k onto the first component is a core for X.
Taking the scalar product of (25) 
, we immediately get (26) . On the other hand, (26) can be rewritten as
is a core for X, this equation holds for all v ∈ D(X). Consequently Au + BXu ∈ D(X * ) = D(X) and (25) follows.
Graph subspaces are also naturally connected to the Krein space inner products considered in Section 4, see also [10] . Hence (0, w) ∈ Γ(X) ⊥ = Γ(X) and so w = 0; X is densely defined. Since X is also Hermitian, it is thus symmetric, X ⊂ X
which implies (v, X * v) ∈ Γ(X) and so v ∈ D(X) and X * v = Xv. X is thus selfadjoint. The converse implication in (ii) is proved similarly.
(iv): Let X be Hermitian and Γ(X) uniformly J 2 -positive. Then
implies that (Xu|u) ≥ 
Then every hypermaximal J 1 -neutral, T -invariant, compatible subspace U is the graph U = Γ(X) of a selfadjoint operator X satisfying the Riccati equation
and
Proof. In view of Proposition 6.1 and Lemma 6.2, we only need to show that U is a graph subspace. For this it is sufficient that (0, w) ∈ U implies w = 0. Suppose (a) holds and let it ∈ ̺(T ), t ∈ Ê. Let (0, w) ∈ U and set (u, v) = (T − it)
Since U is J 1 -neutral and invariant under (T − it) −1 , this implies
Since B is positive and C nonnegative, this implies v = 0, and the reasoning from the proof of Proposition 4.3 also yields Cu = 0. Hence w = 0. In the case of (b), for it ∈ M ∩ ̺(T ) ∩ iÊ we consider u, v as above and obtain now Cu = Bv = 0. Since it ∈ ̺(A), we have −it ∈ ̺(A * ). Forũ ∈ D(B * ) we get
Consequently, the function f (z) = ((A * −z) −1 w|B * ũ ), which is holomorphic on M , vanishes on M ∩ ̺(T ) ∩ iÊ. From the identity theorem we thus obtain
and (27) now implies w = 0.
Remark 6.4 Applying the previous theorem to the Hamiltonian
we immediately get the following symmetric statement: If C is positive or there is a connected component
then a hypermaximal J 1 -neutral, T -invariant, compatible subspace U is the "inverse" graph
and D(A * )∩Y −1 D(A) is a core for Y . In particular, if simultaneously U = Γ(X) = Γ inv (Y ), then X is injective and
For bounded B, C, conditions analogous to (27) and (30) have been used in [18] . In that setting, they are equivalent to the approximate controllability of the pair (A, B) and the approximate observability of (A, C), respectively. Here we have the following relation: Proposition 6.5 Let A, B be densely defined operators on a Hilbert space H and M ⊂ ̺(A). Then for the assertions
we have the implication (i) ⇒ (ii). If A is normal with compact resolvent, D(A) ⊂ D(B), and M has an accumulation point in ̺(A), then (i) ⇔ (ii).
for every z ∈ M , v ∈ D(B * ) and (i) implies u = 0. Now let A be normal with compact resolvent. Let (λ k ) k∈AE be the eigenvalues of A and P k the corresponding orthogonal projections onto the eigenspaces. To prove (i), let u ∈ H be such that ((A − z)
is holomorphic on ̺(A) and vanishes on M ; hence f = 0 by the identity theorem. If we integrate the series along a circle in ̺(A) enclosing exactly one λ k , we obtain
, we have in fact P k u ∈ ker B. Since the eigenspaces of A and A * coincide, (ii) now implies P k u = 0 for all k ∈ AE and thus u = 0. In this case, for every sc-set σ ⊂ σ p (T ) the associated compatible subspace U σ is hypermaximal J 1 -neutral and thus U σ = Γ(X σ ) with a selfadjoint solution X σ of (28). The solutions X ± corresponding to σ = σ ± p (T ) are nonnegative/nonpositive. If C is even positive, then every X σ is injective. In addition, X ± is the uniquely determined nonnegative/nonpositive selfadjoint solution of (28) whose graph is compatible with (V k ) k∈AE .
Proof. The characterisation of σ Now suppose that C > 0. Then X σ is injective by Remark 6.4. Let X be nonnegative selfadjoint and Γ(X) = 2 k U k with U k ⊂ V k T -invariant. Then each U k is J 2 -nonnegative and the span of certain root vectors of T . By Proposition 6.5, Lemma 5.8 can be applied and yields that U k is the span of root vectors corresponding to eigenvalues in the right half-plane. Therefore U k ⊂ U + and hence Γ(X) ⊂ U + . Consequently X ⊂ X + and thus X = X + since both operators are selfadjoint. The proof of the uniqueness of X − is analogous.
Bounded solutions
Consider a diagonally dominant Hamiltonian T and the decomposition
Definition 7.1 We say that T is r0-diagonally dominant (r stands for resolvent) if there is a sequence (z k ) in ̺(G) such that
(ii) If S is relatively bounded to G with G-bound 0, and there is a sequence (z k ) in ̺(G) and a constant c > 0 such that
Proof. (i) is a consequence of the estimate
and a Neumann series argument.
(ii) follows from
where b > 0 can be chosen arbitrarily small.
Since p-subordination with p < 1 implies relative boundedness with relative bound 0, see e.g. [31, Section 3.2] , the previous lemma yields that the Hamiltonians from Theorem 4.4 and 4.5 are r0-diagonally dominant.
Proposition 7.3 Let T be an r0-diagonally dominant Hamiltonian and X : H → H bounded such that Γ(X) is T -and (T − z)
Moreover
and for every λ ∈ σ p (A + BX) the root subspace of A + BX corresponding to λ is the projection onto the first component of the root subspace of T | Γ(X) corresponding to λ.
Proof. We consider the isomorphism ϕ and the projection pr 1 given by ϕ : H → Γ(X), u → (u, Xu), and
Hence ϕ −1 = pr 1 | Γ(X) . Using the decomposition (31) and writing E = ϕ −1 T | Γ(X) ϕ and F = pr 1 Sϕ, we have
Since T is r0-diagonally dominant, we can now find z ∈ ̺(G) ∩ ̺(T ) such that
. The Riccati equation (32) then follows from (25) . Moreover, we have
which immediately implies the equality of the spectra and point spectra of T | Γ(X) and A + BX, and that ϕ maps the root subspaces of A + BX bijectively onto the corresponding ones of T | Γ(X) .
Theorem 7.4 Let T be an r0-diagonally dominant Hamiltonian with compact resolvent and a finitely spectral Riesz basis of subspaces (V k ) k∈AE . Let X : H → H be bounded. Then Γ(X) is T -invariant and compatible with (V k ) k∈AE if and only if XD(A) ⊂ D(A * ) and X is a solution of the Riccati equation
Proof. If Γ(X) is invariant and compatible, then the assertion follows from Proposition 7.3. So suppose that XD(A) ⊂ D(A * ) and that (33) holds. In view of Proposition 3.12 it suffices to find z ∈ ̺(T ) such that Γ(X) is (T − z) −1 -invariant. Let ϕ and pr 1 be as above. Let z ∈ ̺(G), in particular z ∈ ̺(A).
. Then pr 1 maps W bijectively onto H and we have
We want to show that W is closed. Let x n ∈ W with x n → x as n → ∞ and set y n = (G − z)
−1 x n . Then y n → (G − z) −1 x as well as
Consequently (G − z) −1 x = ϕ(A − z) −1 pr 1 x and hence x ∈ W . The open mapping theorem now implies that (pr 1 | W ) −1 is bounded. Since
and due to the r0-diagonally dominance of T , we can find z ∈ ̺(G)∩̺(T ) such that BX(A−z) −1 < 1, which in turn yields z ∈ ̺(A+BX). Since (33) holds, Γ(X) is T -invariant and ϕ −1 T | Γ(X) ϕ = A + BX; in particular ̺(T | Γ(X) ) = ̺(A + BX). We end up with z ∈ ̺(T ) ∩ ̺(T | Γ(X) ), which implies that Γ(X) is (T − z) −1 -invariant.
Remark 7.5 Let X be bounded and selfadjoint. Then XD(A) ⊂ D(A * ) and Indeed, the second equation implies that (Xu|Av) is bounded in v; hence Xu ∈ D(A * ) and the first equation follows.
Lemma 7.6 Let X + , X − be bounded selfadjoint operators on a Hilbert space H with X + uniformly positive and X − nonpositive. If X is a Hermitian operator on
where X + ≥ γ > 0 and hence
This implies
Now for arbitrary u ∈ D + , v ∈ D − we have the estimates
X is bounded.
Recall from Proposition 4.3 and (12) that a closed uniformly positive Hamiltonian with a finitely spectral Riesz basis of subspaces satisfies {z ∈ | | Re z| < γ} ⊂ ̺(T ) for some γ > 0.
Theorem 7.7 Let T be a uniformly positive, r0-diagonally dominant Hamiltonian with a Riesz basis of Jordan chains, where each eigenvalue has finite multiplicity and σ p (T ) is contained in a strip around iÊ.
, and X is a solution of the Riccati equation
Moreover, the solutions X ± corresponding to the compatible subspaces U ± associated with σ ± p (T ) are uniformly positive/negative and
(ii) If X is a closed symmetric operator satisfying
, and
then X is bounded, XD(A) ⊂ D(A * ) and (34) and the first inequality in (35) hold. If in addition T has a compact resolvent, then Γ(X) is hypermaximal J 1 -neutral, T -invariant and compatible, and hence all conclusions of (i) hold.
(iii) If X is bounded and Γ(X) is T -invariant and compatible, then there exists a projection P such that
Proof. (i): Theorem 6.3 and Remark 6.4 yield that U is a graph U = Γ(X) with X selfadjoint and injective. In particular U ± = Γ(X ± ) where X ± is also bounded and uniformly positive/negative by Proposition 5.6 and Lemma 6.2. Let (λ k ) k∈AE be the eigenvalues of T . Since the root subspaces L(λ k ) of T form a Riesz basis, we have Γ(X) =
and W ± ⊂ Γ(X ± ). If D ± = pr 1 (W ± ) where pr 1 is the projection onto the first component, then D(X) = D + ∔ D − , X| D± = X ± | D± , and Lemma 7.6 implies that X is bounded. From Proposition 7.3 we thus obtain XD(A) ⊂ D(A * ) and (34) . Then also (36), and the first inequality in (35) will be a consequence of (ii). As Γ(X (±) ) = Γ inv (X −1 (±) ), the above reasoning applied to the Hamiltonian T from (29) yields the boundedness of
, and the second inequality in (35).
(ii): Since equation (36) holds for X + , we have
for u ∈ D(A). With ∆ = X + − X and t ∈ Ê we obtain 2 Re (A + BX + − it)u ∆u = (B∆u|∆u) ≥ 0.
As a consequence of Proposition 7.3, we have that iÊ ⊂ ̺(A + BX + ), that σ p (A + BX + ) is contained in the right half-plane, and that the system of root subspaces (L λ ) of A + BX + is complete in H. Then
and Lemma 5.4 yields
Hence X ≤ X + on λ L λ . Analogously we find X − ≤ X on λ L λ . Since X + and X − are bounded, this implies that X is bounded on λ L λ and hence on H since X is closed. Consequently X − ≤ X ≤ X + holds on H, and XD(A) ⊂ D(A * ) and (34) follow by Remark 7.5.
Let now T have a compact resolvent. Theorem 7.4 implies that Γ(X) is a compatible subspace. It is also hypermaximal J 1 -neutral since X is selfadjoint.
(iii): We have again the decomposition (37). In particular, (U k ) is a Riesz basis of Γ(X). Let D k = pr 1 (U k ). Then (D k ) is complete in H. Moreover, if c is the constant from (4) for the basis (U k ) and u k ∈ D k , then
So (D k ) k∈AE is a Riesz basis of subspaces of H. Consequently, we have the decomposition
Let P : H → H be the corresponding projection onto 2 Re λ k >0 D k . Since X| D k = X ± | D k for Re λ k ≷ 0, we obtain X = X + P + X − (I − P ).
Examples
In the first example we consider a Hamiltonian for which the Riccati equation has unbounded solutions which can be explicitly calculated. In the other examples we apply our theory to non-trivial Riccati equations involving differential operators.
Example 8.1 Let T be a nonnegative Hamiltonian such that A is normal, B = I, C is selfadjoint, and A and C admit an orthonormal basis (e k ) k≥1 of common eigenvectors, Ae k = ik 2 e k and Ce k = ke k for k ≥ 1. Then C is 1/2-subordinate to A and Theorem 4.4 can be applied. The subspaces V k = e k × e k constitute an orthogonal decomposition H × H = k V k , which is obviously finitely spectral for T with
The eigenvalues and corresponding normalised eigenvectors of T | V k are
The hypermaximal J 1 -neutral compatible subspace corresponding to an sc-set σ ⊂ σ(T ) is given by
and it is the graph U σ = Γ(X σ ) of a selfadjoint solution X σ of (28),
In particular, X σ is unbounded and boundedly invertible. Consider now the sequences (x k ) k∈AE , (x + k ) k∈AE and (x − k ) k∈AE given by
k , the sequence (x k ) converges to zero, while the sequences (x ± k ) do not. Consequently, the algebraic direct sum
is not topological direct, the system of eigenvectors (v ± k ) k≥1 is not a Riesz basis, and the operator T is neither Riesz-spectral nor dichotomous, see also Remark 3.10.
By choosing different eigenvalues for the operators A and C in the previous example, it is easy to construct solutions X σ with different properties, for example solutions which are unbounded and not boundedly invertible. with converging sequences (c jk ), see [22] . Since the multiplicity of every eigenvalue is at most three, this implies that sup r≥1 N (r, A) r 1/3 < ∞.
The operators B and C are symmetric and nonnegative. Using Sobolev and interpolation inequalities, see [1] , we can find constants b 1 , b 2 , b 3 ≥ 0 such that
for u ∈ D(A). Hence B, and similarly C, are 2/3-subordinate to A. By Theorem 4.4, the Hamiltonian corresponding to A, B, C thus has a finitely spectral Riesz basis of subspaces. If g 1 > 0 or h 1 > 0, and if g 2 > 0 or h 2 > 0, then both B and C are positive, and Corollary 6.6 yields an injective selfadjoint solution X σ of (28) for every sc-set σ ⊂ σ(T ).
The example above immediately generalises to normal differential operators A on [a, b] of order n and nonnegative symmetric differential operators B, C of order at most n − 1. . A is skew-selfadjoint with compact resolvent and simple eigenvalues λ k = iπk. B and C are bounded and uniformly positive. If now b ∞ , c ∞ < π/2, then we can apply Theorems 4.5 and 7.7 and obtain bounded, selfadjoint, boundedly invertible solutions of the Riccati equation (34) .
Consider now the special case that c = χ 
