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ABSTRAK 
 
 Tujuan dari penelitian ini adalah memodelkan regresi logistik biner 
Bayesian dan regresi logistik biner bivariat Bayesian pada kasus konsumen 
Perusahaan ‘X’. Perusahaan ‘X’ merupakan suatu perusahaan yang beroperasi 
dengan sambungan internet (Cloud Based Software). Perusahaan tersebut tengah 
menyelesaikan masalah perilaku konsumen dalam perihal pembelotan produk dan 
jawaban perpanjangan kontrak. Model regresi logistik biner yang memiliki dua 
variabel dependen yang saling berkaitan dapat dimodelkan menjadi satu model 
yang disebut regresi logistik biner bivariat. Keuntungan dari model regresi logistik 
biner bivariat yaitu odds ratio yang diperoleh menggambarkan hubungan 
berpasangan antara dua variabel respon biner. Metode Bayesian merupakan metode 
yang menggunakan informasi-informasi sebelumnya dalam bentuk distibusi 
probabilitas. Metode tersebut sering digunakan untuk pemodelan pada saat sampel 
dengan variabel dependen yang unbalance. Penelitian ini menghasilkan sampel 
parameter yang telah diiterasi dan belum memenuhi sifat strongly ergodic untuk 
data sebanyak 500000. Sehingga dilakukan sampling dari data keseluruhan. 
Didapatkan lima model regresi logistik biner Bayesian dan model regresi logistik 
biner bivariat Bayesian. Model tersebut merupakan model dari sampel. Secara 
univariat, variabel yang konsiten mempengaruhi Pembelotan dan Jawaban Kontrak 
adalah Akumulasi Update dan Status Pengiriman e-mail. Secara bivariat, variabel 
yang memberikan pengaruh terhadap kedua variabel respon adalah Status 
Pengiriman. Hasil klasifikasi yang diperoleh menunjukan bahwa regresi logistik 
biner univariat maupun bivariat Bayesian belum mampu menangkap efek dari 
variabel Jawaban Kontrak yang unbalance. 
 
Kata Kunci: Regresi Logistik Biner, Regresi Logistik Biner Bivariat, Bayesian, 
Unbalance. 
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ABSTRACT 
 
 The aim of this study is to resolve the case in 'X' company by using Bayesian 
binary logistic regression and Bayesian bivariate binary logistic regression models. 
The 'X' Company is a company that operates with internet connection (Cloud-Based 
Software). The company is solving customer loyalty issues in term of customer 
defection and contract renewal. Binary logistic regression model that has two 
interrelated dependent variables can be modeled into one model called bivariate 
binary logistic regression. The advantage of the bivariate binary logistic regression 
model is that the odds ratio can describes the relationship between the two pairs of 
binary response variables. One of the important stages in the modeling is parameter 
estimation. Common method for parameter estimation in a logistic regression 
model is maximum likelihood. Bayesian method is a method that uses prior 
information in the form of probability distribution. The method is often used for 
modeling when the sample has unbalance dependent variable. This research yields 
parameter estimates that have not strongly ergodic after iteration with 500.000 
observations. Then five samples are drawn to form five Bayesian binary logistic 
regression and Bayesian bivariate binary logistic regression models. Those models 
are formed based on each samples. In term of univariate, variables that consistently 
affect the defection and contract response are update accumulation and e-mail 
delivery status. In term of bivariate, variables that affect both response variables is 
the delivery status. The classification results showed that both Bayesian bivariate 
and univariate binary logistic regression have not been able to capture the effects 
of unbalance contract response. 
 
Keywords: Binary Logistic Regression, Bivariate Binary Logistic Regression, 
Bayesian, unbalance. 
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BAB I 
PENDAHULUAN 
 
1.1    Latar Belakang 
Loyalitas konsumen merupakan suatu indikator dari kinerja sebuah 
perusahaan. Semakin banyak konsumen yang loyal terhadap sebuah produk 
perusahaan, maka kinerja perusahaan tersebut tergolong bagus. Untuk menjaga 
kinerja dari perusahaan, maka perlu perhatian khusus masalah loyalitas konsumen. 
Faktor-faktor yang berkaitan dengan produk dapat mempengaruhi loyalitas 
konsumen. Diperlukan analisis dan deteksi terhadap loyalitas konsumen untuk 
menjaga kinerja dari suatu perusahaan. Deteksi loyalitas konsumen dapat dilakukan 
dengan cara memprediksi loyalitas konsumen berdasarkan faktor-faktor yang 
mempengaruhinya. 
Perusahaan ‘X’ merupakan suatu organisasi yang menjual produk antivirus, 
dimana produk antivirus tersebut beroperasi dengan sambungan internet (Cloud 
Based Software). Terdapat tiga jenis produk antivirus dari perusahaan ‘X’ yaitu 
Low Price, Middle Price, dan High Price. Perusahaan ‘X’ bekerja dengan sistem 
kontrak dan tengah menyelesaikan masalah loyalitas konsumen. Untuk 
mendapatkan gambaran kriteria konsumen yang loyal terhadap produk antivirus 
Perusahaan ‘X’, tidak mungkin perusahaan melakukan pendekatan langsung ke 
konsumen. Dengan keterbatasan tersebut, perusahaan hanya bisa menggunakan 
informasi-informasi yang tersedia. Berdasarkan informasi yang tersedia, dapat 
dimodelkan untuk menentukan kriteria dan prediksi loyalitas konsumen terhadap 
antivirus Perusahaan ‘X’. 
Banyak penelitian yang telah dilakukan sebelumnya di Perusahaan ‘X’. 
Indikator yang dijadikan sebagai loyalitas konsumen pada penelitian sebelumnya 
yaitu Pembelotan Konsumen. Konsumen dikatakan loyal apabila konsumen 
tersebut tidak membelot. Penelitian sebelumnya yang mengamati loyalitas 
konsumen di Perusahaan ‘X’ yaitu Kanamori, Martono, Ohwada, dan Okada 
(2013). Pada penelitian mereka digunakan metode yang berbasis Machine Learning 
yaitu C4.5 Decision Tree dan Support Vector Machine (SVM). Selanjutnya 
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Martono dan Ohwada (2014) melakukan penelitiannya dengan metode klasifikasi 
J48 Decision Tree (J48), Random Forest (RF), Neural Network dengan fungsi Multi 
Layer Perception (MLP), dan Support Vector Machine dengan algoritma SMO. 
Martono (2014) melakukan penelitian serupa dengan metode C4.5 Decision Tree 
dan Support Vector Machine (SVM). Kelemahan dari metode Machine Learning 
yang digunakan tersebut yaitu model yang diperoleh belum bisa diintepretasikan 
secara statistika. Penelitian lainnya yang serupa yaitu Asfihani (2015), dalam 
penelitiannya digunakan dua metode. Metode yang digunakan yaitu regresi logistik 
biner dan lorens. Kelemahan metode lorens kurang bisa diintepretasikan secara 
statistik.  
Secara umum kelemahan dari penelitian-penelitian sebelumnya yang 
dijadikan indikator loyalitas konsumen yaitu hanya Pembelotan Konsumen. 
Variabel independen (prediktor) yang digunakan untuk memprediksi Pembelotan 
Konsumen terhadap software antivirus Perusahaan ‘X’ pada penelitian sebelumnya 
yaitu  Jawaban Kontrak, Akumulasi Update, Harga Produk, Tipe Konsumen, dan 
Status Pengiriman. Seharusnya untuk menjawab masalah loyalitas konsumen yang 
dihadapi oleh perusahaan, variabel Jawaban Kontrak dijadikan sebagai indikator 
dari loyalitas konsumen. Apabila konsumen melanjutkan kontrak suatu produk 
maka konsumen tersebut loyal terhadap produk yang dipakainya. Untuk sebaliknya 
jika konsumen tersebut tidak melanjutkan kontrak maka konsumen tersebut tidak 
loyal terhadap produk yang dipakainya saat ini. Perbedaan yang dilakukan 
penelitian ini dengan penelitian sebelumnya yaitu variabel yang dijadikan indikator 
loyalitas konsumen yaitu Pembelotan Konsumen dan Jawaban Kontrak. Variabel 
Jawaban Kontrak merupakan pilihan konsumen untuk melanjutkan atau 
menghentikan kontrak untuk ‘opt-in’ (melanjutkan menggunakan produk tertentu) 
dan ‘opt-out’ (berhenti menggunakan produk tertentu dan bisa pindah ke produk 
yang lain). Sedangkan untuk variabel dependen pembelotan konsumen merupakan 
klasifikasi konsumen yang membelot (berhenti menggunakan produk dari 
Perusahaan ‘X’) dan konsumen yang lanjut menggunakan produk satu atau lebih 
produk antivirus Perusahaan ‘X’ meskipun untuk produk yang berbeda (tidak 
membelot). Berdasarkan pengertian kedua variabel tersebut diindikasikan bahwa 
kedua variabel tersebut saling berkaitan. 
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Untuk meningkatkan kinerja dari Perusahaan ‘X’, diperlukan informasi 
faktor-faktor yang mempengaruhi tingkah laku pembelotan dan jawaban 
perpanjangan kontrak konsumen terhadap software antivirus Perusahaan ‘X’. 
Diindikasikan bahwa Pembelotan Konsumen dan Jawaban Kontrak saling 
berkaitan. Informasi awal yang diperoleh banyaknya konsumen yang membelot dan 
tidak membelot produk low price tidak seimbang, begitu juga untuk variabel 
Jawaban Kontrak. Untuk variabel Jawaban Kontrak terdapat respon jawaban 
konsumen untuk menghentikan kontrak yang sangat jarang terjadi.  
Regresi logistik merupakan salah satu model yang digunakan untuk prediksi 
atau klasifikasi. Selain digunakan prediksi atau klasifikasi, regresi logistik dapat 
menunjukan faktor-faktor yang berpengaruh signifikan terhadap variabel dependen. 
Regresi logistik digunakan untuk memodelkan data dengan variabel dependennya 
berupa data kategorik, sedangkan variabel independennya berupa data kategorik 
atau kontinyu (Hosmer dan Lemeshow, 2000). Adapun beberapa jenis dari regresi 
logistik menurut jenis data variabel dependennya yaitu regresi logistik biner, regresi 
logistik multinomial, dan regresi logistik ordinal. Regresi logistik biner merupakan 
jenis dari regresi logistik dengan variabel dependennya berupa data kategorik 
nominal yang menyatakan sukses atau gagal. Regresi logistik multinomial 
merupakan regresi logistik dengan variabel dependennya lebih dari dua kategorik. 
Apabila variabel dependen model regresi logistik lebih dari dua kategorik dan 
memiliki tingkatan disebut regresi logistik ordinal. 
Umumnya pemodelan regresi logistik biner dilakukan pada data dengan satu 
variabel dependen. Ketika terdapat dua variabel dependen yang saling keterkaitan 
maka dapat dimodelkan dalam satu model. Menurut Palmgren (1989) model regresi 
logistik biner yang memiliki dua variabel dependen yang saling berkaitan dapat 
dimodelkan menjadi satu model yang disebut regresi logistik biner bivariat. 
Pernyataan tersebut diungkapkan kembali oleh Briollais, Chowdhurry, dan Islam 
(2012) yang mengklasifikasikan data dengan variabel dependennya saling 
berkaitan. Keuntungan dari model regresi logistik biner bivariat menurut Ali, 
Darda, dan Holmquist (2009) yaitu didapatkan model untuk masing-masing respon. 
Keuntungan lainnya dari model regresi logistik biner bivariat yaitu odds ratio yang 
4 
 
diperoleh menggambarkan hubungan berpasangan antara dua variabel respon biner 
dalam hal hubungannya dengan sejumlah kovariat. 
Pada umumnya tahapan yang dilakukan dalam pemodelan yaitu melakukan 
uji asumsi pada data, estimasi parameter, dan uji kebaikan dari model. Sebagai 
contoh untuk memodelkan suatu data bivariat atau multivariat secara umum harus 
memenuhi asumsi bahwa variabel-variabel yang dimodelkan saling berkaitan 
(Johnson dan Winchern, 2007). Dalam pemodelan regresi logistik biner bivariat, 
variabel dependen yang digunakan harus memenuhi asumsi bahwa kedua variabel 
dependen saling berkaitan.  
Salah satu tahapan yang penting dalam pemodelan yaitu estimasi parameter. 
Terdapat beberapa metode estimasi parameter yang sering digunakan dalam 
pemodelan di statistika. Metode tersebut yaitu least square, maksimum likelihood, 
Bayesian, dan lain-lain. Kinerja dari estimasi parameter yang digunakan biasanya 
dipengaruhi oleh ukuran sampel dan karakteristik data. Ketika ukuran sampel yang 
digunakan terlalu kecil pada pendekatan klasik (umumnya mengunakan metode 
estimasi parameter maksimum likelihood) akan cenderung bias. Sebaliknya ketika 
ukuran sampel yang digunakan besar akan cenderung tolak H0 (Lin, Lucas, dan 
Shmuali, 2013). Sampel yang besar cenderung memberikan kesimpulan P-value 
mendekati 0. Beberapa pendekatan klasik terkadang menjadi tidak efektif pada saat 
sampel yang digunakan terlalu besar, sehingga didapatkan kesimpulan yang 
misleading. Karakteristik data yang sering dijumpai pada regresi logistik biner yaitu 
variabel dependen yang balance dan unbalance. Unbalance terjadi ketika 
banyaknya case pengamatan yang dinyatakan dalam dua kelas ‘sukses’ dan ‘gagal’ 
tidak seimbang.  Unbalance menunjukan salah satu kelas dari dua kelas tersebut, 
merupakan kejadian yang jarang dibandingkan kelas satunya (Owen, 2006). 
Karakteristik tersebut dapat mempengaruhi kinerja dari metode estimasi parameter 
yang digunakan. 
Estimasi parameter yang sering digunakan dalam pemodelan regresi logistik 
yaitu maksimum likelihood. Akan tetapi estimasi parameter menggunakan 
maksimum likelihood memiliki kelemahan. Ketika sampel yang digunakan kecil 
dan variabel dependen yang digunakan unbalance, sering didapatkan parameter 
yang bias (King dan Zeng, 2001). Dalam penelitian King dan Zeng (2001) diperoleh 
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kesimpulan bahwa estimasi Bayesian unbiased untuk data yang unbalance. Hasil 
dalam penelitian mereka estimasi parameter menggunakan Bayesian lebih sesuai 
dibandingkan maksimum likelihood untuk memodelkan kasus variabel 
dependennya yang unbalance. Menurut DuMouchel (2012) pemodelan regresi 
logistik biner multivariat untuk data dengan kejadian yang jarang (unbalance) 
menggunakan estimasi yang standar (maksimum likelihood) bisa gagal atau bias. 
Kegagalan tersebut disebabkan karena fungsi likelihood yang didapatkan tidak unik 
terbatas memaksimalkan parameter-parameter. Masalah tersebut telah dikaji oleh 
Gelman, Jakulin, Pittau, dan Su (2008), mereka menyarankan untuk mengatasi hal 
tersebut dengan menggunakan distribusi prior weakly informative. Hasil penelitian 
DuMouchel (2012) didapatkan estimasi menggunakan Bayesian diperoleh nilai 
RMSE yang kecil dibandingkan menggunakan maksimum likelihood. 
Menurut Dunson (2011) perbedaan antara Bayesian dengan metode klasik 
yaitu pengenalan informasi sebelumnya (prior information) dalam bentuk distibusi 
probabilitas. Selain itu, untuk menentukan parameter menggunakan metode 
Bayesian didapatkan dari pernyataan probabilitas. Estimasi parameter dalam 
Bayesian tidak lagi dinyatakan estimasi titik namun sebaliknya yaitu distribusi 
statistik, dengan kata lain Bayesian menyatakan bahwa parameter adalah sebuah 
variabel yang memiliki distribusi. 
Sehingga dalam penelitian ini dimodelkan Pembelotan Konsumen dan 
Jawaban Kontrak konsumen terhadap produk low price software antivirus 
Perusahaan ‘X’ menggunakan regresi logistik biner bivariat Bayesian. Selain itu, 
didalam penelitian ini juga dimodelkan regresi logistik biner univariat Bayesian 
untuk mengetahui pengaruh dari variabel prediktor terhadap masing-masing 
variabel respon. Variabel independen yang digunakan untuk memprediksi 
Pembelotan Konsumen dan Jawaban Kontrak konsumen terhadap software 
antivirus Perusahaan ‘X’ yaitu  Akumulasi Update, Harga Produk, Tipe Konsumen, 
dan Status Pengiriman. Variabel independen tersebut digunakan dalam pemodelan 
didasarkan atas penelitian-penelitian sebelumnya.  
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1.2    Rumusan Masalah 
Sesuai dengan latar belakang yang telah diuraikan di atas maka permasalahan 
dalam penelitian yaitu ingin dimodelkan regresi logistik biner Bayesian dan regresi 
logistik biner bivariat Bayesian untuk respon yang unbalance. Pemodelan regresi 
logistik biner bivariat merupakan perkembangan dari regresi logistik biner 
univariat, dengan pemodelan secara bivariat ingin diketahui hubungan berpasangan 
antara dua variabel respon Pembelotan Konsumen dan Jawaban Kontrak. Objek 
yang dijadikan penelitian adalah kasus Pembelotan Konsumen dan Jawaban 
Kontrak yang dijadikan indikator loyalitas konsumen Perusahaan ‘X’. Jumlah 
konsumen yang tercatat di Perusahaan ‘X’ untuk produk low price sebanyak 
500.000 sampel. Data dari variabel respon atau dependen dalam penelitian untuk 
Jawaban Kontrak konsumen merupakan data yang rare event (unbalance), artinya 
dimana jawaban konsumen untuk menghentikan kontrak sangat jarang terjadi 
dibandingkan jawaban konsumen untuk melanjutkan kontrak.  
1.3    Tujuan Penelitian 
Sesuai dengan rumusan masalah dalam penelitian maka tujuan yang ingin 
dicapai dari penelitian ini adalah sebagai berikut: 
1. Memperoleh model regresi logistik biner univariat Bayesian pada kasus 
Pembelotan dan Jawaban Kontrak konsumen software antivirus Perusahaan 
‘X’ untuk produk low price. 
2. Memperoleh model regresi logistik biner bivariat Bayesian untuk mengetahui 
hubungan Pembelotan dan Jawaban Kontrak konsumen software antivirus 
Perusahaan ‘X’ untuk produk low price. 
1.4    Manfaat Penelitian 
Manfaat yang ingin dicapai dari penelitian ini adalah sebagai berikut. 
1. Menambah wawasan keilmuan dalam pengembangan dan penerapan metode 
regresi logistik biner khususnya untuk kasus bivariat dan univariat pada 
respon unbalace yang disebabkan oleh rare event. 
2. Memberikan informasi kepada pihak pengelola software antivirus Perusahaan 
‘X’ untuk mengetahui faktor-faktor yang mempengaruhi Pembelotan 
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Konsumen dan Jawaban Kontrak konsumen, sehingga bisa dijadikan 
masukan untuk perusahaan agar meningkatkan kinerja dari perusahaan. 
1.5    Batasan Masalah 
Batasan masalah dalam penelitian ini yaitu preprocessing data telah dilakukan 
pada penelitian sebelumnya meliputi variable selection dan missing value. Variabel 
yang digunakan dalam penelitian ini disesuaikan dengan variabel penelitian 
sebelumnya, kecuali untuk variabel dependennya. Pada penelitian sebelumnya yang 
dijadikan indikator loyalitas konsumen hanya variabel Pembelotan Konsumen. 
Sedangkan pada penelitian ini variabel yang dijadikan indikator loyalitas yaitu 
Pembelotan Konsumen dan Jawaban Kontrak. 
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BAB II 
TINJAUAN PUSTAKA 
 
Pustaka yang digunakan untuk menganalisis permasalahan dalam penelitian 
ini adalah regresi logistik biner univariat dan regresi logistik biner bivariat 
Bayesian. Dalam tinjauan pustaka dicantumkan kajian tentang Bayesian. 
2.1  Uji Chi-Square 
Metode statistik banyak menggunakan metode parametrik (seperti t-test, z-
test, anova, manova, dan lainnya) dengan menggunakan parameter-parameter 
seperti mean, median, standart deviasi, varians, dan lainnya. Metode parametrik 
dapat dilakukan jika sampel yang akan dipakai untuk analisa haruslah berasal dari 
populasi yang berdistribusi normal. Jika data tidak berdistribusi normal atau jumlah 
data sangat sedikit serta level data adalah nominal atau ordinal, maka perlu 
digunakan alternatif metode-metode statistik yang tidak harus memakai suatu 
parameter tertentu seperti mean, standar deviasi, variansi, dan lain-lainnya. Metode 
ini disebut sebagai metode statistik non parametrik. 
Uji chi-square digunakan untuk menguji dependensi atau hubungan antara 
dua variabel. Jenis data yang dapat diuji menggunakan uji chi-square yaitu berskala 
nominal dan ordinal (Siegel, 1994). Adapun statistik uji chi-square adalah sebagai 
berikut: 
 
2
2
1 1
r k
ij ij
hitung
i j ij
O E
E

 

 ,      (2.1) 
dengan ijO = frekuensi/jumlah pengamatan yang diamati dalam kategori ke-i untuk 
variabel I dan kategori ke-j untuk variabel II, ijE = frekuensi/jumlah pengamatan 
yang diharapkan dalam kategori ke-i untuk variabel I dan kategori ke-j untuk 
variabel II (dimana . .i jij
n n
E
n
 , dengan .in = total marginal untuk variabel I kategori 
ke-i, . jn = total marginal untuk variabel II kategori ke-j, dan n = total keseluruhan 
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pengamatan), r = banyaknya kategori variabel I, k = banyaknya kategori variabel 
II. Untuk mengetahui hubungan antara variabel 1Y  dan 2Y digunakan statistik uji 
chi-square pada persamaan (2.1). Hipotesis awal yang digunakan didalam 
pengujian yaitu H0: tidak terdapat hubungan antara variabel pengamatan 1Y  dan 2 ,Y
sedangkan hipotesis tandingan yang digunakan didalam pengujian yaitu H1: 
terdapat hubungan antara variabel pengamatan 1Y  dan 2Y . Variabel pengamatan 1Y  
dan 2Y dikatakan saling berhubungan apabila 
2
hitung >
2
1 ;( 1)( 1)r k    , di mana   
adalah taraf signifikansi. 
2.2  Analisis Two Step Cluster 
Analisis cluster merupakan teknik multivariat yang mempunyai tujuan utama 
untuk mengelompokkan observasi berdasarkan karakteristik yang dimilikinya. 
Pengelompokkan pada metode cluster berdasarkan kemiripan atau kedekatan 
observasi dan kemudian terbentuk dalam satu kelompok (cluster). Terdapat dua 
macam prosedur analisis cluster yaitu hirarki dan non-hirarki. Prosedur hirarki 
mengelompokkan suatu pengamatan secara bertahap, sedangkan pada non-hirarki 
dilakukan dengan melakukan partisi pada ruang sampel (Johnson & Wichern, 
2007). Namun, dari semua metode pengelompokan akan memerlukan ukuran jarak, 
yang masing-masing ukuran memiliki kelebihan dan kekurangan. Jarak Euclidean 
contohnya hanya bisa digunakan untuk variabel kontinu dan ukuran simple 
matching dissimilarity hanya untuk variabel kategorik. 
Metode two Step cluster merupakan metode mengelompokkan obyek dengan 
jumlah data yang relatif besar dan dengan tipe data gabungan antara variabel 
kontinu dan kategorik. Prosedur pada two step cluster yaitu: 
1. Pre-cluster, pada tahap ini obyek dibaca satu per satu dan ditentukan apakah 
obyek tersebut masih digabung dengan kelompok sebelumnya atau digabung 
dengan kelompok yang baru berdasarkan kriteria jarak. Prosedur ini dijalankan 
dengan membangun pohon cluster feature (CF). 
2. Pengelompokan data ke sub kelompok. Pada tahap ini menggunakan metode 
agglomerative hierarchical clustering yang akan menghasilkan jumlah 
kelompok optimal dengan menggunakan BIC atau AIC. 
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Ukuran jarak yang digunakan adalah jarak log-likelihood, karena merupakan jarak 
berdasarkan probabilitas yang dapat menggabungkan antara variabel kontinu dan 
kategorik. Jarak antara dua kelompok adalah penurunan pada log-likelihood 
dibandingkan jika dua kelompok tersebut digabung dalam satu kelompok. Jika data 
hanya terdiri dari variabel kontinu dapat menggunakan jarak Euclidean.  
2.2.1 Pohon Clustering Feature (CF) 
Clustering Feature adalah ringkasan informasi yang menggambarkan suatu 
kelompok. Jika diberikan N data dalam sebuah kelompok berdimensi-d;  jx , 
dimana j = 1,2,..., N. Clustering Feature (CF) vector didefinikan sebagai : CF = 
{N,M,V,K}, dimana N adalah banyaknya data, M adalah rata-rata masing-masing 
variabel kontinu dari N data, V adalah varian masing-masing variabel kontinu dari 
N data dan K adalah banyaknya dari masing-masing kategori untuk masing-masing 
variabel kategorik. 
Pohon CF adalah suatu pohon keseimbangan yang memiliki dua parameter 
yaitu Branching Factor (B) dan Threshold (T). Pohon CF terdiri atas beberapa level 
of nodes dan pada masing-masing node terdiri dari beberapa entri. 
 
Gambar 2.1 Pohon Clustering Feature 
Prosedur Clustering Feature (CF) dilakukan dengan memilih satu amatan awal 
secara acak yang akan diukur jaraknya satu persatu dengan amatan lainnya 
menggunakan ukuran jarak yang telah ditentukan. Jika besarnya jarak terletak pada 
daerah penerimaan (threshold distance), maka amatan akan menjadi anggota anak 
klaster. Jika besarnya jarak terletak di luar wilayah daerah penerimaan, maka 
amatan tersebut masuk ke dalam klaster yang telah dibentuk atau akan menjadi 
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cikal bakal entri baru. Seperti yang ditunjukan pada Gambar 2.1 yaitu CF11, 
CF12,…, CF1B merupakan anggota anak dari klaster CF1, begitu juga untuk 
CF111, CF112,…, CF11L merupakan anggota anak dari CF11. Anggota anak 
tersebut terbentuk karena jarak amatan terletak pada daerah penerimaan (threshold 
distance). Apabila jarak amatan terletak diluar daerah penerimaan (threshold 
distance) maka terbentuk CF2 dan begitu juga seterusnya. 
2.2.2 Jarak Log-Likelihood 
Jarak log-likelihood adalah ukuran jarak berdasarkan probabilitas. Untuk 
menghitung log-likelihood diasumsikan distribusi normal untuk variabel kontinu 
dan distribusi multinomial untuk variabel kategorik dan saling bebas antar variabel. 
Pada beberapa percobaan secara empiris, prosedur umum two step clustering 
dengan menggunakan jarak log-likelihood cukup robust terhadap pelanggaran 
asumsi independence dan distributional. Jarak antara kelompok j dan s 
didefinisikan sebagai berikut: 
,( , ) j s j sd j s           (2.2) 
dengan 
 2 2
1 1
1
1
log
2
K K
vkk vkv v
k k
LK
vkl vkl
vk
l v v
A B
N E
N N
E log
N N
  
 

 
    
 
 
 
 

 
j adalah log-likelihood kelompok ke-j 
s  adalah log-likelihood kelompok ke-s 
,j s   adalah log-likelihood kelompok gabungan antara kelompok ke-j dan ke-s 
AK  adalah banyaknya variabel kontinu 
BK  adalah banyaknya variabel kategorik 
2
k  adalah varians variabel kontinu ke-k 
2
vk  adalah varians variabel kontinu ke-k pada kelompok ke-v 
vkE  adalah log-likelihood variabel kategorik ke-k pada kelompok ke-v 
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vN  adalah banyaknya data di kelompok ke-v 
vklN  adalah banyaknya data di kelompok ke-v untuk variabel kategorik ke-k dengan 
kategori ke-l. 
2.2.3 Akaike’s Information Criterion (AIC) 
Untuk menentukan banyaknya klaster yang optimal maka dapat dilakukan 
perhitungan nilai Akaike’s Information Criterion (AIC) untuk tiap klaster. Solusi 
banyaknya klaster yang optimal adalah yang memiliki nilai AIC terkecil, tetapi ada 
beberapa kasus dimana nilai AIC akan terus menurun nilainya bila banyaknya 
klaster semakin meningkat. Maka dalam situasi tersebut, ratio of distance measure 
changes digunakan untuk mengidentifikasi solusi banyaknya klaster optimal. 
Solusi untuk banyaknya klaster optimal akan memiliki ratio of distance measure 
changes yang besar. 
1
( ) 2 2
J
j j
j
AIC J m

      (2.3) 
dengan  
 2 2
1 1
1
log
2
K K
jkk jkj
k k
A B
N E  
 
 
    
 
 
   
1
log
L
jkl jkl
jk
l j j
k N N
E
N N
   
 
1
2 1
K
A
j K
k
B
m J K L

 
   
 
 
 , 
N adalah banyaknya observasi 
jN adalah banyaknya observasi di dalam klaster j 
jklN adalah banyaknya observasi di klaster j untuk variabel kategorik ke-k dengan 
kategori ke-l 
2
k  adalah varians variabel kontinu ke-k  
2
jk  adalah varians variabel kontinu ke-k di kelompok ke-j   
AK  adalah banyaknya variabel kontinu 
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BK  adalah banyaknya variabel kategorik 
KL  adalah banyaknya kategori untuk variabel kategorik ke-k. 
Untuk nilai ratio of distance measure changes dapat dicari dengan persamaan 
berikut ini:  
1
1
( ) ,
,
k
k
k k k
d
R k
d
d l l



 
            (2.4) 
dengan  
( )R k  adalah ratio of distance measure changes 
vl  adalah 
 2
2
v vm AIC  
v  adalah k, k-1 
1kd   adalah jarak jika k klaster digabungkan dengan k-1 klaster. 
2.3  Model Regresi Logistik Biner 
Regresi logistik merupakan metode klasifikasi dasar yang awalnya 
diperuntukkan kepada variabel respon atau variabel dependen dengan dua kelas 
yang bernama Binary Logistic Regression, kemudian berkembang untuk kasus 
dengan variabel dependen yang terdiri atas multi kelas yang bernama Multinomial 
Logistic Regression. Regresi logistik biner merupakan suatu metode analisis data 
yang digunakan untuk mencari hubungan antara variabel dependen yang bersifat 
biner atau dikotomus dengan variabel prediktor atau independen yang bersifat 
polikotomus (Hosmer dan Lemeshow, 2000). Model regresi logistik biner 
digunakan jika variabel dependennya menghasilkan dua kategori bernilai 1y   
(sukses) dan 0y   (gagal), sehingga mengikuti distribusi Bernoulli untuk setiap 
observasi tunggal. Fungsi peluang distribusi Bernoulli adalah sebagai berikut: 
 
1
( ) 1 ,  0,1,
yyf y y 

          (2.5) 
dengan   adalah peluang untuk kejadian sukses, 1  adalah peluang untuk 
kejadian gagal. 
Apabila terdapat pengamatan (X,Y), dimana X adalah variabel independen 
yang memiliki skala pengukuran numerik atau kategorik, Y adalah variabel 
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dependen dengan skala pengukuran kategorik yang menyatakan kejadian sukses 
atau gagal. Dapat disajikan model probabilitas dari regresi logistik biner yaitu 
sebagai berikut (Agresti, 2002): 
0 1 1 2 2
0 1 1 2 2
exp( ... )
 ( ) ( 1| )
1 exp( ... )
m m
m m
x x x
P Y
x x x
   

   
   
  
    
X X ,   (2.6) 
dengan  ( ) ( 1| )P Y  X X  menyatakan peluang nilai 1Y  . Pada dasarnya 
( 1| )P Y  X  menyatakan peluang bersyarat.  Persamaan (2.6) tersebut dapat 
ditransformasi menjadi model logit sebagai berikut: 
0 1 1 2 2
( )
ln ...
1 ( ) m m
x x x

   

 
     
 
                      
X
X
X
   (2.7) 
dengan  =  0 1, ,..., m   dan X=  11, ,..., mx x T. 
2.4  Model Regresi Logistik Biner Bivariat 
Regresi logistik biner bivariat merupakan perkembangan dari regresi logistik 
biner. Pada awalnya pemodelan regresi logistik biner hanya memiliki satu variabel 
dependen. Seiring berkembangnya pemodelan regresi logistik biner, maka 
pemodelan bisa dilakukan lebih dari satu variabel dependen. Untuk dua variabel 
dependen dan saling berhubungan disebut dengan istilah bivariat. Sehingga regresi 
logistik biner yang memiliki dua variabel dependen dan saling berhubungan disebut 
dengan regresi logistik biner bivariat (Briollais, Chowdhurry, dan Islam, 2012). 
Apabila terdapat variabel random bivariat ( 1Y , 2Y ) yang saling berkaitan, dimana 
variabel 1Y  dan 2Y  menyatakan suatu kejadian ‘sukses’ atau ‘gagal’ maka kejadian 
tersebut dapat dimodelkan dengan regresi logistik biner bivariat.  
Tabel 2.1 Probabilitas untuk Pengamatan Bivariat 
1Y                      2Y  0 1 Total 
0 00  01  1- 1  
1 10  11  1  
Total 1- 2  2  1 
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Berdasarkan Tabel 2.1, variabel random bivariat untuk 11Y , 10Y , 01Y , 00Y mempunyai 
probabilitas untuk masing-masing yaitu: 
 11 = Pr ( 1Y  = 1, 2Y  = 1) 
10 = Pr ( 1Y  = 1, 2Y  = 0) 
01 = Pr ( 1Y  = 0, 2Y  = 1) 
00 = Pr ( 1Y  = 0, 2Y  = 0). 
Diberikan persamaan untuk respon bivariat ( 1Y , 2Y ) yaitu (McCullagh dan Nelder, 
1989): 
1 2 1 2* ( )Y Y Y Y  X .      (2.8) 
Untuk persamaan respon bivariat (2.8) tersebut ekivalen dengan model log-linear 
regresi sebagai berikut (McCullagh dan Nelder, 1989): 
log ( ) T Tij ij i j   1 2X β X β X ,       (2.9) 
dengan nilai 1β , 2β  merupakan vektor parameter, X merupakan kovariat,   
menunjukan interaksi antara Y1 dan Y2. Kemudian berdasarkan Tabel 2.1 yang 
merupakan kasus biner bivariat, diketahui:  
1 00 01 10 11log log log log         
2 00 01 10 11log log log log         
3 00 01 10 11log log log log        . 
Transformasi ij  atau log ij ke  disebut suatu trasnsformasi dari factor levels ke 
factor contrasts, mengacu persamaan (2.8) menunjukan bahwa (McCullagh dan 
Nelder, 1989): 
1 ( ) 
T
1X β X  
2 2( ) 
TX β X            (2.10) 
3 ( ) X , 
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dimana 1 ( ) X merupakan logit 1( ) X dan 2 ( ) X merupakan logit 2 ( ) X . 
  1 1( )= logit ( ) 
T
1X β X X  
2 2 2( ) logit ( )  
TX β X X             (2.11) 
11 00
3
10 01
( ) log ( )
 

 
X X  
Model regresi logistik biner bivariat dapat dinyatakan dari logit 1( ) X  dan logit 
2 ( ) X yang merupakan fungsi linier dari 
Τ
1β X dan 2
T X , dengan X  merupakan 
variabel bebas 1 2, ,..., mx x x . Dimana nilai 1 2, ,dan X  dapat dijabarkan dalam 
bentuk vektor sebagai berikut: 
 01 11 21 1, , ,..., m   1β , 
 02 12 22 2, , ,..., m   2β , 
 0 1 2, , ,...,
T
mx x x xX . 
Menurut Agresti (2002) model logit untuk respon biner yaitu: 
1
1
1
( )
logit ( ) log
1 ( )



 

T
1
X
X β X
X
    (2.12) 
2
2
2
( )
logit ( ) log
1 ( )



 

T
2
X
X β X
X
    (2.13) 
Berdasarkan persamaan (2.12) dan (2.13), dapat dicari model probabilitas 1( ) X  
dan 2 ( ) X . Model probabilitas regresi logistik biner bivariat ditunjukan oleh 
1( ) X dan 2 ( ) X sebagai berikut (McCullagh dan Nelder, 1989): 
01 11 1 1
1
01 11 1 1
exp( ... )
( )
1 exp( ... )
m m
m m
x x
x x
  

  
  

   
X       (2.14) 
02 12 1 2
2
02 12 1 2
exp( ... )
( )
1 exp( ... )
m m
m m
x x
x x
  

  
  

   
X ,       (2.15) 
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11 00
10 01
( )
 

 
 X , 0                          (2.16) 
dengan 1 = Pr( 1Y =1|X) dan 2 = Pr( 2Y =1|X) merupakan probabilitas marginal 
variabel respon. Nilai   merupakan odds rasio yang menunjukan keterkaitan 
antara variabel 1Y  dengan 2Y . Apabila 1Y  dengan 2Y  saling bebas nilai 
mendekati 1. Nilai log  = , dengan   Tγ X , dimana γ  merupakan vektor 
parameter terikat. Peluang gabungan 11  menurut Dale (1986) dan Palmgren (1989) 
adalah sebagai berikut:  
   1 2
11
1 2
1
1 , 1
2
, 1
d d e 

  

   
 
 
  (2.17) 
dengan  
 1 21 ( 1)d        
  1 24 1e       . 
Sedangkan peluang gabungan untuk 10 , 01 , dan 00 didapatkan dari peluang 
marginal 1 , 2 , dan 11 , dimana peluang marginal 1 11 10    dan peluang 
marginal 2 11 01    . Jumlah probabilitas untuk setiap pengamatan bivariat 
adalah sama dengan satu. 
2.5  Metode Bayesian 
Bayesian menjadi metode yang popular pada analisisa statistika modern. 
Bayesian diterapkan pada spektrum yang luas di bidang ilmiah dan penelitian. 
Analisis data Bayesian melibatkan pembelajaran dari data yang menggunakan 
model probabilitas untuk sejumlah observasi dan sejumlah informasi yang ingin 
dipelajari atau dengan kata lain menganalisis model statistik dengan penggabungan 
pengetahuan sebelumnya tentang model atau parameter dari model. Menurut Carlin 
(2000) didalam pendekatan Bayesian yaitu menentukan model dari data 
1 2, ,..., ny y yY  dengan vektor parameter   tidak diketahui yang biasanya ditulis 
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dalam bentuk distribusi probabilitas ( | )f Y  , dengan   merupakan suatu yang 
random yang memiliki distribusi prior ( | )   dimana   merupakan vektor 
hyperparameter. Hyperparameter merupakan parameter dari distribusi prior. 
Selanjutnya mengenai penentuan   didasarkan distribusi posterior yaitu 
( , | ) ( , | ) ( | ) ( | )
( | , )
( | ) ( , | ) ( | ) ( | )
p p f
p
p p u du f u u du


  
 
      
 
  
Y Y Y
Y
Y Y Y
.     (2.18) 
Distribusi prior merupakan bagian penting didalam pendekatan Bayesian dan 
mewakili informasi tentang ketidakpastian dari parameter  . Distribusi prior 
digunakan untuk mencari distribusi posterior. Distribusi posterior proporsional 
dengan likelihood dikalikan distribusi prior, dengan ( | )p Y   merupakan 
likelihood distribusi data baru, 
( | , ) ( | ) ( | )p p    Y Y .          (2.19) 
Data yang dibentuk sebagai likelihood digunakan sebagai bahan untuk mengupdate 
informasi prior menjadi sebuah informasi posterior yang siap untuk digunakan 
sebagai bahan inferensi. Sehingga untuk mendapatkan estimasi parameter pada 
Bayesian yaitu dengan cara menggunakan distribusi posterior marginal parameter. 
Distribusi posterior marjinal ini diperoleh dengan cara mengintegralkan distribusi 
posterior gabungan pada persamaan (2.19). 
( ) ( | , )E p d     Y        (2.20) 
2.5.1   Distribusi Prior 
Distribusi prior adalah bagian penting dari Bayesian. Distribusi prior 
mewakili informasi tentang parameter   yang tidak diketahui dan dikombinasikan 
dengan distribusi probabilitas data baru untuk menghasilkan distribusi posterior 
(Gelman, 2002). Dengan diperolehnya distribusi posterior, dapat digunakan sebagai 
inferensi ke depan dan keputusan yang melibatkan . Tantangan dari metode 
Bayesian yaitu menentukan distribusi prior, karena di dalam analisis Bayesian kita 
tidak diberikan informasi bagaimana untuk memilih distribusi prior. Adanya 
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informasi sebelumnya tentang parameter atau sifat distribusi posterior yang akan 
dihasilkan dapat membantu pemilihan distribusi prior. Selain itu, penelitian 
sebelumnya atau pengalaman masa lalu dapat menjadi pertimbangan sebagai 
pemilihan distribusi prior. Terdapat beberapa tipe distribusi prior yang dikenal 
dalam metode Bayes antara lain (Box dan Tiao, 1973): conjugate prior, 
nonconjugate prior, informative prior, noninformative prior. Sedangkan, menurut 
Carlin dan Chib (1995) terdapat tipe distribusi prior yang dapat digunakan dalam 
Bayesian yaitu pseudo prior. Prior yang sering digunakan lainnya dalam metode 
bayes yaitu proper prior dan improper prior (Jeffreys prior). 
Conjugate prior dan nonconjugate prior adalah prior yang terkait dengan pola 
model likelihood dari data. Informative prior dan noninformative prior merupakan 
prior yang terkait dengan diketahui atau belum diketahuinya pola (frekuensi) 
distribusi data. Untuk pseudo prior menunjukan prior yang terkait dengan 
pemberian nilai yang disetarakan dengan hasil elaborasi pendapat orang frequentis. 
Sedangkan proper prior dan improper prior (Jeffreys prior) merupakan prior yang 
terkait dengan pemberian bobot atau densitas di setiap titik terdistribusi secara 
uniform atau tidak. 
2.5.2   Markov Chain Monte Carlo (MCMC) 
Estimasi parameter pada suatu model menggunakan metode Bayesian 
memerlukan distribusi posterior gabungan dari seluruh parameter (Brooks, 
Giemenez, King, dan Morgan, 2010). Untuk mendapatkan paremeter dari model 
yaitu dengan mengintegralkan dari distribusi posterior gabungan. Tujuan dari 
mengintegralkan distribusi posterior gabungan yaitu untuk mendapatkan distribusi 
posterior marginal. Ketika diperoleh kasus yang tidak rumit dalam mengintegralkan 
distribusi posterior gabungan maka bisa dilakukan secara analitik, akan tetapi 
ketika didapatkan kasus yang rumit dalam mengintegralkan distribusi posterior 
gabungan maka bisa dilakukan secara simulasi. Metode simulasi yang terkenal di 
dalam metode Bayesian yaitu Markov Chain Monte Carlo (MCMC).  Metode 
Bayesian dan MCMC sulit untuk dipisahkan. Geman bersaudara (1984) telah 
mengembangkan simulasi MCMC. Didalam proses MCMC terdapat proses 
pembangkitan data sampel acak. Apabila proses pengintegralan pada persamaan 
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(2.20) mudah didapatkan, maka kita bisa menyelesaikannya secara analitik. Akan 
tetapi pada umumnya pada persamaan (2.20) sering dijumpai persamaan yang sulit 
diselesaikan secara analitik dan memerlukan waktu yang lama untuk 
menyelesaikannya. Untuk memudahkan dan mengatasi kesulitan dalam proses 
integralisasi maka dilakukan simulasi MCMC. Menurut Astutik, Iriawan, dan 
Prastyo (2010) alogitma MCMC untuk mendapatkan posterior adalah sebagai 
berikut: 
i. Menentukan nilai awal (0) (pada penelitian ini digunakan nilai awal (0) = 0).  
ii. Membangkitkan sampel 
(1) (2) ( ), ,..., Z    dari distribusi posterior bersyarat 
penuh ( | , )p y  , dengan Z merupakan banyaknya iterasi yang dibangkitkan. 
iii. Memeriksa konvergensi algoritma. Untuk mengetahui sampel yang kita 
bangkitkan sudah memenuhi kondisi konvergensi terhadap distribusi atau 
belum, maka dapat dilihat trace plot dan autocorrelation. Jika trace plot dari 
nilai sampel yang dibangkitkan sebanyak Z iterasi membentuk plot yang acak 
dan stabil pada domain tertentu dan tidak membentuk pola periodik, serta nilai 
autocorrelation yang diperoleh kecil yang mendekati nol maka sampel sudah 
memenuhi sifat strongly ergodic atau kondisi equilibrium. Ketika sampel 
sudah memenuhi sifat strongly ergodic atau kondisi equilibrium, dapat 
dikatakan bahwa sampel sudah memenuhi kondisi konvergensi dalam 
distribusi. Jika tidak konvergen perlu dibangkitkan sejumlah observasi lagi. 
iv. Membuang observasi B pertama (sampel burn in). 
v. Dinotasikan  ( 1) ( 2) ( ), ,...,B B Z     sebagai sampel untuk analisis posterior. 
vi. Menggambarkan bentuk distribusi posterior. 
vii. Mendapatkan kesimpulan dari distribusi posterior. 
Algoritma tersebut akan memberikan sampel random 
(1) (2) (t) ( ), ,..., ,..., Z     
dimana berjalan sesuai dengan distribusi marjinal dari  | ,G Y  , oleh karena itu 
beberapa karakteristik dari parameter yaitu (Astutik, Iriawan, dan Prastyo, 2010): 
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a) Rangkuman dari posterior ( | , )p Y   dari sampel menggunakan estimasi 
sampel yang sederhana. Sebagai contoh, untuk rata-rata dari posterior dapat 
dicari menggunakan persamaan berikut:  
( )
|
1
1
.
Z
z
zZ


 Y,X  ,    (2.21) 
dengan 'Z  merupakan banyaknya iterasi yang konvergen. Skala pengukuran 
lain seperti median dan kuantil (2,5% dan 97,5%) memberi 95% selang 
kepercayaan. 
b) Rangkuman error MC, yaitu skala pengukuran yang mengukur varibilitas dari 
hasil estimasi yang disimulasikan. 
c) Korelasi di antara parameter. 
d) Gambar dari distribusi posterior marginal. 
Setelah didapatkan sampel parameter dari proses MCMC, maka perlu 
dilakukan diagnosa dari sampel parameter tersebut. Sampel parameter yang sesuai 
yaitu sampel parameter yang memenuhi sifat strongly ergodic pada proses Markov 
Chain (Bolstad, 2010). Sifat strongly ergodic yaitu selama proses estimasi sampel 
parameter memenuhi Irreducible, Aperiodic, dan Recurrent. Suatu proses 
dikatakan Irreducible yaitu pergerakan dari proses yaitu acak (representasi dari sifat 
komunikatif antar state). Aperiodic apabila suatu proses tidak kembali ke state 
semula dan tidak memiliki periode tertentu. Sedangkan recurrent apabila suatu 
proses akan berkunjung ke berbagai state dengan probabilitas tertentu hingga 
dikunjungi kembali dengan probabilitas satu. Apabila proses strongly ergodic 
terpenuhi maka sampel parameter memenuhi kondisi equilibrium. 
Untuk mengetahui proses sampel parameter yang memenuhi kondisi 
equilibrium, dapat diindikasikan melalui Trace Plot dan Autocorrelation Plot 
(Ntzoufras, 2009). Trace plot menampilkan pergerakan nilai sampel pada saat 
proses iterasi. Plot tersebut tidak menampilkan semua pergerakan nilai sampel. 
Untuk keseluruhan pergerakan nilai sampel seluruh iterasi ditunjukan oleh series 
plot. Apabila trace plot yang terbentuk menunjukkan plot yang acak dan secara 
stabil berada pada suatu wilayah dan tidak terdapat suatu pola periodik yang kuat 
maka dapat dinyatakan sampel parameter telah memenuhi kondisi equilibrium.  
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Selain trace plot, apabila autokorelasi antar sampel nilainya kecil mendekati nol 
maka sampel parameter telah stongly ergodic atau kondisi equilibrium.  
2.5.3   Credible Interval 
Pada pemodelan frekuentis atau metode klasik untuk mengetahui parameter 
berpengaruh terhadap model, maka dilakukan uji hipotesis. Tujuan dari pengujian 
untuk mengetahui prediktor-prediktor yang berpengaruh terhadap respon. Seperti 
metode klasik, pada Bayesian juga perlu pengujian terhadap parameter yang 
diperoleh. Bedanya dengan orang Bayesian dengan orang frekuentis yaitu orang 
Bayesian menggunakan credible interval untuk mengetahui parameter yang 
diperoleh berpengaruh terhadap dengan model, sedangkan orang frequentis 
menggunakan pengujian yang penuh dengan syarat asumsi distribusi. Credible 
interval atau selang interval pada Bayesian hampir serupa dengan selang 
kepercayaan metode frekuentis. Akan tetapi untuk mendapatkan selang 
kepercayaan kedua metode tersebut berbeda. Menurut Koop (2003) Untuk 
mendapatkan selang kepercayaan pada Bayesian yaitu digunakan pendekatan 
highest posterior density (HPD). Hipotesis awal pengujian untuk parameter   
menggunakan credible interval yaitu 0 : 0H  dan hipotesis tandingan yaitu 
1 : 0H  . Diberikan variabel random Y dengan pdf ( | )f Y  . Sehingga untuk 
mendapatkan untuk 100(1 )%  credible interval untuk   yaitu  
( [ , ] | ) ( | ) 1 ,       0 1.
D
C
P C D y f d        Y     (2.22) 
Menurut Brooks, Giemenez, King, dan Morgan (2010) persamaan tersebut tidak 
unik dikarenakan dimungkinkan posterior akan berada selang C dan D. Sedangkan 
untuk persamaan berikut unik: 
( | ) ( | ) .
2
C
D
f d f d
 

  Y Y                 (2.23) 
Persamaan tersebut unik karena selang interval bawah yaitu ( )C  adalah quantile 
2

 dan selang interval atas ( )D  adalah quantile 1
2

 . Pengujian dapat diputuskan 
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tolak 
0H , apabila credible interval tidak mengandung 0. Apabila tolak 0H maka 
parameter yang diperoleh berpengaruh signifikan terhadap model. Sehingga dengan 
credible interval dapat diputuskan parameter yang didapat signifikan atau tidak 
terhadap model yang terbentuk. 
2.6    Ketepatan Prediksi Klasifikasi 
Untuk mengetahui kinerja dari model maka perlu suatu pengukuran kebaikan 
model untuk memprediksi. Seperti yang disebutkan sebelumnya bahwa variabel 
respon dari regresi logistik biner univariat dan bivariat yaitu ‘gagal’ atau ‘tidak’, 
sehingga terdapat dua kelas. Tabel berikut menunjukkan prediksi klasifikasi dan 
klasifikasi aktual. 
Tabel 2.2 Tabulasi Silang Klasifikasi Prediksi dan Klasifikasi Sebenarnya 
  Kelas Aktual 
  𝑝 (+) 𝑛 (−) 
Kelas Prediksi 
𝑝 (+) True Positive (TP) False Positive (FP) 
𝑛 (−) False Negative (FN) True Negative (TN) 
Menurut Catal (2012) untuk mengetahui ketepatan dari klasifikasi dapat dinilai dari 
kriteria sensitivity, specificity, dan akurasi. 
( )
TP
Sensitivity
TP FN


                (2.24) 
( )
TN
Specificity
FP TN


                (2.25) 
( )
Akurasi
( )
TP TN
TP FP TN FN


  
           (2.26) 
Sehingga untuk mendapatkan kriteria ketepatan prediksi klasifikasi digunakan data 
training dan data testing. Menurut Hall, Frank, dan Witten (2011) idealnya 
perbandingan data training dan data testing yaitu 90%  dan 10%  dari keseluruhan 
data pengamatan. 
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2.7    Pembelotan dan Jawaban Kontrak Konsumen Perusahaan ‘X’ 
Perusahaan ‘X’ merupakan salah satu perusahaan yang menyediakan jasa 
antivirus. Produk antivirus Perusahaan ‘X’ berbasis Cloud Based Software. Cloud 
Based Software berbeda dari aplikasi atau software seperti biasanya. Arti kata 
Cloud adalah sistem komputasi suatu layanan di internet yang dapat dilakukan 
melalui personal computer dan didukung oleh jaringan internet atau jaringan lokal 
(local network). Layanan tersebut bisa berupa penyimpanan, jejaring sosial, 
layanan e-mail dan perangkat lunak lainnya. Mayoritas penelitian-penelitian 
pendeteksian loyalitas konsumen sebelumnya dilakukan pada perusahaan 
telekomunikasi yang masing-masing perangkat konsumen hanya dapat terhubung 
dengan satu provider. Sedangkan untuk Cloud Based Software memungkinkan satu 
konsumen memiliki lebih dari satu akun layanan web based hosting dan terhubung 
dengan beberapa provider sekaligus. Dalam kasus yang dihadapi Perusahaan ‘X’, 
seorang konsumen dapat memiliki lebih dari satu program antivirus yang dapat aktif 
digunakan secara bersamaan dalam satu perangkat. 
Perusahaan ‘X’ memiliki situs e-commerce yang mengirim e-mail konfirmasi 
auto renewal (pembaharuan ataupun perpanjangan kontrak secara otomatis) suatu 
produk kepada konsumen minimal dua kali dalam satu tahun yaitu pada hari 
pertama setelah kontrak disetujui dan 50 hari sebelum masa kontrak selesai. Di 
dalam e-mail tersebut, konsumen dihadapkan pada pilihan ‘opt-in’ dan ‘opt-out’. 
Jika konsumen memilih ‘opt-in’, maka konsumen akan mengisi form pembaharuan 
kontrak. Jika konsumen memilih ‘opt-out’, maka konsumen membelot atau tidak 
lagi menggunakan produk tersebut. Dalam pelaksanaanya, konsumen dapat 
memilih ‘opt-out’ untuk meninggalkan suatu produk dan mulai berlangganan 
produk lain yang ditawarkan Perusahaan ‘X’. Dalam kondisi ini, konsumen tersebut 
tidak benar-benar membelot. Sementara itu, situs e-commerce hanya mencatat 
aktifitas ‘opt-out’ dan ‘opt-in’ konsumen tanpa memeriksa aktifitas lanjutan 
konsumen tersebut di Perusahaan ‘X’.  
Informasi variabel-variabel yang tersedia di perusahaan yaitu 
UPDATE_COUNT (Akumulasi Update), CC_PRODUCT_PRICE (Harga 
Produk), ORG_FLAG (Tipe Konsumen), MAIL_STATUS (Status Pengiriman), 
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VSSA_FLAG (Jawaban Kontrak), dan RIHAN_FLAG (Pembelotan Konsumen).  
Varibel-variabel tersebut merupakan hasil preprocessing.  
Pada awalnya variabel yang tersedia yaitu sebanyak 32 variabel. Dasar 
preprocessing dari 32 variabel di Perusahaan ‘X’ yaitu (Kanamori, Martono, 
Ohwada, dan Okada, 2013): 
i. Jika terdapat variabel-variabel yang memiliki nilai yang sama atau definisi 
yang berkaitan, maka variabel yang tepat dipilih untuk digunakan. 
ii. Variabel yang tidak memiliki relasi dengan proses membeli dan membelot 
tidak digunakan. 
iii. Variabel yang memberikan nilai sama untuk semua konsumen tidak 
digunakan. 
iv. Variabel kualitatif yang tidak dapat ditransformasi tidak digunakan. 
Berdasarkan kriteria tersebut maka diperoleh sepuluh variabel yang digunakan 
dalam penelitian Kanamori, Martono, Ohwada, dan Okada (2013).  
Tabel 2.3 Variabel Asli dari Situs E-commerce Perusahaan ‘X’ 
Variabel Definisi 
AR_KEY Serial Key produk 
AR_FLAG Konfirmasi pembaharuan terakhir 
OPTIN_DATE Tanggal pembaharuan kontrak 
AR_COUNT Total pembaharuan 
CC_PRODUCT_BASE Base produk 
CC_PRODUCT_PRICE Harga produk 
CC_SUBS_DAY Periode valid produk 
OPTIONAL_FLAG Konfirmasi penggunaan layanan pilihan 
ORG_FLAG Tipe konsumen 
MAIL_STATUS Status pengiriman e-mail pembaharuan 
Tabel 2.3 merupakan sepuluh variabel terpilih dalam penelitian Kanamori, 
Martono, Ohwada, dan Okada (2013).  
Penamaan variabel yang ditabelkan pada Tabel 2.3 merupakan istilah asli dari 
penelitian tersebut berdasarkan catatan di situs e-commerce. Beberapa fitur baru 
harus diekstrak dari data asli purchase and autorenewal. Sepuluh variabel di atas 
memuat pola pembatalan pembelotan yaitu ketika konsumen memilih ‘opt-out’ dari 
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suatu kontrak lalu melakukan ‘opt-in’ ke pilihan produk lain. Pada penelitian 
Kanamori, Ohwada, Okada, dan Prasasti (2013) melakukan transformasi variabel 
pada data tersebut, namun penjelasan transformasi tersebut diperjelas oleh 
penelitian Kanamori, Martono, dan Ohwada (2014). Transformasi membentuk 
variabel baru yang benar-benar merepresentasikan konsumen yang membelot dan 
tidak membelot melalui aturan-aturan sebagai berikut: 
i. Jika konsumen memilih ‘opt-out’, nilai AR_FLAG=1. Namun jika konsumen 
dengan AR_KEY dan CC_PRODUCT_BASE yang sama tercatat ‘opt-in’, 
maka konsumen tidak dikategorikan membelot. 
ii. Jika AR_FLAG=0, maka konsumen membelot. 
iii. Selain poin i dan ii, konsumen tidak membelot. 
Transformasi yang dilakukan menghasilkan dua variabel baru yaitu UPDATE 
COUNT dan CLASS. UPDATE_COUNT merupakan total pembelian dan 
pembaharuan selain pembelian pertama yang dilakukan konsumen, sedangkan 
variabel CLASS mendefinisikan konsumen sebagai membelot dan tidak membelot. 
Dari tahap preprocessing ini, Martono dan Ohwada (2014) mendapatkan enam 
variabel yaitu UPDATE_COUNT (Akumulasi Update), CC_PRODUCT_PRICE 
(Harga Produk), ORG_FLAG (Tipe Konsumen), MAIL_STATUS (Status 
Pengiriman), VSSA_FLAG (Jawaban Kontrak), dan RIHAN_FLAG (Pembelotan 
Konsumen).  Banyaknya informasi dan data konsumen yang tercatat di Perusahaan 
‘X’ yaitu sebanyak 500000 konsumen untuk produk low price, untuk produk middle 
price sebanyak 408810 konsumen, dan untuk produk high price sebanyak 709899. 
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BAB III 
METODOLOGI PENELITIAN 
 
Pada bab ini diuraikan tentang sumber data, variabel, serta langkah analisis 
yang digunakan dalam penelitian. 
3.1    Sumber Data 
Data yang digunakan dalam penelitian adalah data Pembelotan dan Jawaban 
Kontrak konsumen perusahaan ‘X’. Data yang digunakan merupakan data sekunder 
yang diperoleh dari penelitian yang dilakukan oleh Kanamori, Ohwada, Okada, dan 
Prasasti (2013), Kanamori, Martono, dan Ohwada (2014), dan Martono (2014),  
yang telah melalui preprocessing data. 
Untuk data asli yang digunakan dalam penelitian sebelumnya diperoleh dari  
situs e-commerce perusahaan Perusahaan ‘X’ tahun 2007 hingga tahun 2013. Data 
yang tercantum dalam situs tersebut merupakan catatan dan informasi konsumen 
terhadap produk dari perusahaan ‘X’. Salah satu produk dari perusahaan ‘X’ adalah 
produk low price. Banyaknya informasi dan data responden yang tercatat yaitu 
sebanyak 500.000 konsumen. 
3.2    Variabel Penelitian 
Didalam penelitian pastinya terdapat suatu objek yang diamati. Objek yang 
diamati memiliki suatu kriteria penilaian. Salah satu hal yang penting dalam 
penitian yaitu variabel penelitian. Variabel penelitian merupakan informasi yang 
penting dalam penelitian. Pemilihan variabel penelitian pada umumnya dari 
penelitian-penilitian sebelumnya.   
Variabel yang digunakan dalam penelitian ini terdapat dua macam yaitu 
variabel dependen dan independen. Terdapat dua variabel dependen dalam 
penelitian yaitu Pembelotan Konsumen dan Jawaban Kontrak terhadap produk 
Perusahaan ‘X’. Selain variabel dependen yang digunakan didalam penelitian, 
variabel lainnya yaitu variabel independen. Terdapat empat variabel independen 
yang digunakan dalam penelitian ini. Variabel-variabel tersebut merupakan hasil 
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preprocessing data dari penelitian-penelitian sebelumnya. Berikut adalah variabel-
variabel yang digunakan dalam penelitian: 
1. Variabel Akumulasi Update (X1) 
Variabel Akumulasi Update merupakan akumulasi banyaknya update dari 
pembelian dan pembaharuan. Setiap kali konsumen melakukan pembelian atau 
pembaharuan maka Akumulasi Update akan tercatat bertambah 1. Pengamatan 
Akumulasi Update dalam data tercatat adalah mulai dari 0 sampai tidak 
terbatas. 
2. Variabel Harga Produk (X2) 
Variabel Harga Produk merupakan harga produk yang baru saja dibeli yang 
berkisar dari 1886 hingga 39000 Yen Jepang (JPY).  
3. Variabel Tipe Konsumen  (X3) 
Variabel Tipe Konsumen merupakan tipe konsumen dengan nilai 0 untuk 
individu dan 1 untuk organisasi. 
4. Variabel Status Pengiriman (X4) 
Perusahaan ‘X’ mengirim e-mail tawaran perpanjangan kontrak. Variabel 
Status Pengiriman merupakan status pengiriman e-mail yang bernilai 1 bila 
terkirim dan 0 bila tidak terkirim. 
5. Variabel Pembelotan Konsumen (Y1) 
Variabel Pembelotan Konsumen merupakan klasifikasi konsumen yang bernilai 
1 jika membelot dan bernilai 0 jika konsumen lanjut menggunakan produk satu 
atau lebih produk antivirus perusahaan ‘X’ meskipun untuk produk yang 
berbeda. 
6. Variabel Jawaban Kontrak (Y2) 
Variabel  Jawaban Kontrak merupakan pilihan konsumen untuk melanjutkan  
atau menghentikan kontrak dengan nilai 1 untuk ‘opt-in’ (melanjutkan 
menggunakan produk tertentu) dan 0 untuk ‘opt-out’ (berhenti menggunakan 
produk tertentu dan bisa pindah ke produk lainnya). 
Untuk memperjelas variabel-variabel yang digunakan dalam penelitian maka 
disajikan dalam bentuk struktur data sebagai berikut: 
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Tabel 3.1 Struktur Data Penelitian  
Variabel  1Y  2Y  1X  2X  3X  4X  
Fitur 
Pembelotan 
Konsumen 
Jawaban 
Kontrak 
Akumulasi 
Update 
Harga 
Produk 
Tipe 
Konsumen 
Status 
Pengiriman 
Struktur 
Data 
11Y   21Y   11X   21X   31X   41X   
12Y   22Y   12X   22X   32X   42X   
      
1nY  2nY  1nX  2nX  3nX  4nX  
Jenis 
Data 
Kategorik   Kategorik   Kontinyu  Kontinyu  Kategorik  Kategorik  
3.3    Langkah Analisis Penelitian 
Sebelum melakukan analisis sesuai dengan tujuan dari penelitian, maka data 
penilitian dipartisi menjadi dua yaitu data training dan data testing. Untuk data 
training yang digunakan yaitu 90% (450.000) dan data testing yaitu 10% (50.000) 
dari banyaknya data penelitian. Menurut, Frank, Hall, dan Witten (2011) 
pembagian data testing dan training tersebut dirasa cukup ideal untuk suatu 
penelitian. Data testing digunakan untuk cross-validation.  
Langkah-langkah analisis yang dilakukan dalam penelitian ini adalah sebagai 
berikut: 
a) Mendiskripsikan data konsumen antivirus Perusahaan ‘X’ untuk produk low 
price, mencangkup data untuk variabel dependen dan variabel independen yang 
digunakan didalam penelitian secara keseluruhan. 
b) Untuk menjawab tujuan penelitian yang pertama yaitu memperoleh model 
regresi logistik biner univariat Bayesian pada kasus Pembelotan dan Jawaban 
Kontrak konsumen terhadap software antivirus Perusahaan ‘X’. Pemodelan 
tersebut untuk mengetahui hubungan antara variabel independen dengan 
masing-masing variabel dependen: 
i. Menentukan distribusi prior dari parameter. Menurut Genkin, Lewis, & 
Mandigan (2007) distribusi prior parameter untuk model regresi logistik biner 
Bayesian yaitu mengikuti distribusi normal. 
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  
    
    
    (3.1) 
ii. Menentukan likelihood, dimana pada regresi logistik biner dengan bentuk 
error Bernoulli didapatkan likelihood sebagai berikut: 
      10 1
1
| ( , , , ) | ( ) 1 ( )i i
n
y y
m i i
i
L L p x x     

   Y,X |Y,X Y ,X    (3.2)               
iii. Mendapatkan distribusi posterior gabungan dengan cara mengalikan prior 
dengan likelihood nya.  
iv. Mendapatkan estimasi parameter dari   dengan mendapatkan distribusi 
posterior marginal. 
     | , | , | ,Bayes E G p d

   Y X Y X Y X     ,          (3.2) 
   dengan  | ,G Y X  merupakan distribusi posterior marginal gabungan. 
Persamaan (3.2) sangatlah kompleks, sehingga akan kesulitan diselesaikan 
secara analitik. Sebagai solusi untuk mendapatkan parameter dari   maka 
dilakukan simulasi MCMC seperti yang dijelaskan Astutik, Iriawan, dan 
Prastyo (2010) pada bab 2.5.2 Markov Chain Monte Carlo (MCMC).  
v. Melakukan pengujian parameter yang diperoleh menggunakan credible 
interval. Apabila credible interval tidak mengandung 0, maka diputuskan 
parameter yang didapat berpengaruh signifikan. 
vi. Mendapatkan model yang sesuai untuk pendekatan Bayesian. 
c) Untuk menjawab tujuan penelitian yang kedua yaitu memperoleh model regresi 
logistik biner bivariat Bayesian pada kasus Pembelotan dan Jawaban Kontrak 
konsumen terhadap software antivirus Perusahaan ‘X’ untuk mengetahui 
hubungan dari kedua variabel respon tersebut: 
i. Melakukan uji dependensi antara 1Y  dengan 2Y  untuk keseluruhan data. 
ii. Melakukan pemodelan regresi logistik biner bivariat Bayesian untuk data 
keseluruhan produk low price dengan langkah-langkah sebagai berikut: 
1. Menentukan distribusi prior dari parameter.  
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2. Menentukan likelihood dari regresi logistik biner bivariat: 
    
1
1
1 0
( | ) | ( ) 1 ( )a i a i
n
y y
i i
i a
L p x x   
 
  a aY ,X Y ,X1 1β β     (3.6) 
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L p x x  
  
   ab abY ,X Y ,X     (3.8) 
3. Mendapatkan distribusi posterior gabungan dengan cara mengalikan 
prior dengan likelihood nya. Untuk model logit marginal 1( ) X  pada 
persamaan 2.12 yaitu dengan cara mengalikan persamaan (3.3) dengan 
(3.6), untuk model logit marginal 2 ( ) X  pada persamaan 2.13 yaitu 
dengan cara mengalikan persamaan (3.4) dengan (3.7), untuk model odds 
ratio    pada persamaan 2.16 yaitu dengan cara mengalikan persamaan 
(3.5) dengan (3.8).  
4. Mendapatkan Mendapatkan estimasi parameter dari    1 2β ,β ,  
dengan mendapatkan distribusi posterior marginal. Penyelesain dari 
distribusi posterior marginal sangatlah rumit dan kompleks, sehingga 
akan kesulitan diselesaikan secara analitik. Sebagai solusi untuk 
mendapatkan parameter dari   maka dilakukan simulasi MCMC. 
5. Melakukan pengujian parameter yang diperoleh menggunakan credible 
interval.  
6. Mendapatkan model yang sesuai untuk pendekatan Bayesian. 
d) Menyimpulkan model yang sesuai. 
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3.4    Diagram Alir Analisis 
Berikut adalah diagram alir langkah-langkah analisis yang dilakukan dalam 
penelitian ini. 
 
 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3.1   Diagram Alir Penelitian 
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BAB IV 
ANALISIS DAN PEMBAHASAN 
 
Pada bab ini dimodelkan regresi logistik biner Bayesian dan regresi logistik 
biner bivariat Bayesian pada studi kasus konsumen Perusahaan ‘X’. Banyaknya 
data yang digunakan untuk pemodelan yaitu 90% dari banyaknya data keseluruhan 
dan banyaknya data yang digunakan untuk testing yaitu sebanyak 10% dari 
banyaknya data keseluruhan. 
4.1    Estimasi Parameter Regresi Logistik Biner Bayesian 
Salah satu langkah yang penting didalam pemodelan yaitu estimasi parameter. 
Pada penelitian ini menggunakan metode Bayesian untuk mendapatkan parameter-
parameter pada model. Menurut King dan Zeng (2001) estimasi parameter 
menggunakan metode Bayesian pada kasus variabel respon yang unbalance lebih 
sesuai dibandingkan dengan metode maksimum likelihood. Arti dari respon 
unbalance yaitu ketika terdapat 2 kategori dari variabel respon, untuk proporsi 
masing-masing kategori tidak mendekati 0,5. Dengan kata lain kasus rare event 
atau kejadian jarang salah satu kategori dari variabel respon dapat menyebabkan 
kasus unbalance. King dan Zeng (2001) telah mengkaji kinerja dari estimasi 
parameter Bayesian dan maksimum likelihood untuk kasus yang unbalance.  
 
Gambar 4.1 Ilustrasi Koefisien Logit Bias di Dalam Penelitian King dan Zeng (2001) 
Ketika nilai 0 > 1 sebagian besar respon Y=0 berada di grafik sebelah kiri (grafik 
garis putus) yang ditunjukan pada Gambar 4.1, sedangkan Y=1 berada di grafik 
sebelah kanan (grafik bergaris) yang ditunjukan pada Gambar 4.1. Pada penelitian 
36 
 
Zeng dan King (2001) tersebut, diilustrasikan terdapat lebih banyak Y=0 
dibandingkan Y=1. Grafik garis putus pada Gambar 4.1 menunjukan densitas X|Y=0 
dan grafik bergaris pada Gambar 4.1 menunjukan densitas X|Y=1. Secara grafik 
estimasi untuk X|Y=0 didapatkan hasil tanpa error, akan tetapi estimasi untuk X|Y=1 
kurang tepat atau masih terjadi banyak error yang mengakibatkan bias. Menurut 
Zeng dan Gary (2001) titik potong untuk membedakan Y=0 dan Y=1 dapat dicari 
dengan max(X|Y=0)-min(X|Y=1) yang cenderung bias kearah 0 dan untuk 1 tidak 
dapat diklasifikasikan dengan baik (cenderung diklasifikasikan ke 0). Weighted 
least square digunakan untuk mengestimasi besarnya bias pada  : 
   
1T Tbias  

 X WX X W ,   (4.1) 
dengan  1 10,5 (1 )iiQ w w    , dimana iiQ  merupakan elemen diagonal dari 
 
1T TQ

 X WX X  dan   i idiag 1- wi W = , X  merupakan variabel 
eksplanatori,   merupakan variabel dependen, W  merupakan pembobot.  Estimasi 
 dapat dicari dengan persamaan berikut:  
Pr( 1) Pr( 1| ) ( )Y Y P d         (4.2) 
dimana ( | , ( ))V     . Sehingga solusi untuk persamaan (4.2) dapat 
diselesaikan dengan menggunakan deret Taylor dengan pendekatan pertama adalah 
 0
1
1 e X 
: 
   0 00 1Pr( 1) ( )
2 '
TY
 

 
    
              
        
  
.     (4.3) 
Untuk bentuk kedua yaitu 0 0 0(1 ) ( )  X   , untuk bentuk ketiga yaitu 
0 0 0 0 0(0,5 ) (1 )
T    X DX , dengan D merupakan k x j dimana k,j adalah elemen 
yang sama dengan ( )( )Tk jk j     . Menurut konsep Bayesian 0  dan   
37 
 
adalah suatu fungsi dari suatu data oleh karena itu konstan, akan tetapi  0  dan 
merupakan random variabel. Oleh sebab itu ekspektasi bias ( )E b   dan 
matrik varians ( )V  adalah sebagai berikut: 
    0
2
0 0 0 0 0 00 0 0Pr( 1) 1 (1 ) (0,5 )( ) ,
T TY E e V             X X b+ X + bb X  (4.4) 
dengan nilai 0b persamaan (4.4) menjadi sebagai beikut: 
Pr( 1) i iY C   ,       (4.5) 
dimana nilai iC merupakan faktor koreksi : 
    0 00,5 1 ( ) Ti i iiC V      X X .        (4.6) 
Pada saat i < 0,5 menunjukan kejadian yang unbalance, sehingga faktor koreksi 
ditambahkan untuk mengestimasi probabilitas kejadian tersebut. Sehingga dalam 
penelitian King dan Zeng (2001) dilanjutkan dengan estimasi Bayesian untuk 
mendapatkan ( ) X . 
Pendekatan Bayesian didasarkan pada distribusi posterior parameter. 
Persamaan (2.19) menunjukan cara mendapatkan distribusi posterior, dimana 
distribusi posterior proporsional dengan likelihood dikalikan distribusi prior. Untuk 
mendapatkan parameter-parameter pada model regresi logistik biner harus 
diketahui likelihood dari proses tersebut. Model probabilitas dari regresi logistik 
biner adalah sebagai berikut: 
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Untuk transformasi logit dari model regresi logistik biner yaitu: 
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.             (4.8) 
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Pemodelan Bayesian pada regresi logistik dengan bentuk error Bernoulli, sehingga 
didapatkan likelihoodnya sebagai berikut: 
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 .        (4.9) 
Untuk prior dari parameter-parameter pada regresi logistik biner menurut Genkin, 
Lewis, & Mandigan (2007) yaitu mengikuti distribusi normal. 
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Menurut Ali, Darda, dan Holmquist (2009) untuk nilai 310j
  dan untuk nilai 
j
 = 0, dengan 2
1
j
j




 . Nilai j tersebut disubtistusikan ke persamaan (4.10). 
Sehingga didapatkan persamaan berikut: 
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Untuk 0 1 2, , ,..., m     diasumsikan sebagai variabel independen yang berdistribusi 
normal. Sehingga distribusi posterior parameter gabungan dapat dicari dengan 
mengalikan likelihood (4.9) terhadap distribusi prior gabungan: 
 ( | ) | ( )p p pY, X Y , X    
         0 1 2 0 1 2 0 1 2( , , ,..., | , ) | , , ,..., ...m m mp p p p p p                Y X Y , X
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(4.12)                      
Setelah distribusi posterior gabungan diperoleh, selanjutnya distribusi posterior 
marginal untuk setiap target parameter didapat dengan cara mengintegralkan (4.12) 
terhadap parameter yang lain: 
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     (4.13) 
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 (4.15) 
Pada persamaan (4.13), (4.14), dan (4.15), untuk mendapatkan distribusi posterior 
marginal tidak mudah karena memerlukan proses integral dengan dimensi yang 
cukup tinggi. Proses persamaan (4.13), (4.14), dan (4.15) susah dilakukan dengan 
secara analitik. Untuk mengatasi hal tersebut, lebih mudah diselesaikan dengan 
algoritma Gibbs Sampler. Penarikan sampel dari distribusi posterior gabungan 
sangat sulit untuk dilakukan, maka dilakukan dengan cara penarikan sampel 
bersyarat penuh (full conditional posterior) setiap parameter. Hal tersebut 
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dilakukan karena parameter lain yang bukan parameter target dianggap bernilai 
tetap. Berikut adalah distribusi full conditional untuk setiap paremeter: 
i. Jika distribusi posterior gabungan diberikan pada persamaan (4.12), maka 
distribusi full conditional untuk 0 : 
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  (4.16) 
ii. Jika distribusi posterior gabungan diberikan pada persamaan (4.12), maka 
distribusi full conditional untuk 1 : 
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(4.17) 
iii. Jika distribusi posterior gabungan diberikan pada persamaan (4.12), maka 
distribusi full conditional untuk m : 
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  (4.18) 
Berdasarkan distribusi full conditional untuk masing-masing parameter, maka 
prosedur Gibbs Sampler adalah sebagai berikut: 
i. Menentukan banyaknya Z iterasi 
ii. Menentukan nilai awal 
(0) (0) (0) (0)
0 1 2, , , , m     
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iii. Untuk z = 0, 1, 2,…, Z yaitu bangkitkan: 
( 1)
0
z   ~  ( ) ( ) ( )0 1 2| , ,..., ,z z zmp ,    Y X sesuai dengan persamaan (4.16) 
( 1)
1
z  ~  ( ) ( ) ( )1 0 1| , ,..., ,z z zmp ,    Y X  sesuai dengan persamaan (4.17) 
                                  
( 1)z
m

~  ( ) ( ) ( )0 1 1| , ,..., ,z z zm mp ,     Y X  sesuai dengan persamaan (4.18) 
Setelah didapatkan sampel sebanyak Z iterasi maka parameter dengan metode 
Bayesian untuk vektor    dapat dicari menggunakan formulasi berikut. 
( )
|
1
1
.
Z
z
zZ


 Y,X        (4.19) 
4.2    Estimasi Parameter Regresi Logistik Biner Bivariat Bayesian 
Apabila diambil suatu pengamatan dengan n sampel random yang saling 
bebas, maka variabel random bivariat ( 1iY , 2iY ) dengan i= 1, 2, 3,…,n akan identik 
dengan ( 11Y , 10Y , 01Y , 00Y ) berdistribusi binomial dengan probabilitas 11 , 10 , 01 , 
00 . Masing-masing probabilitas gabungan 11 , 10 , 01 , 00  merupakan fungsi 
dari probabilitas marginal 1 , 2  dan odds rasio  . 
01 11 1 1
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exp( ... )
( )
1 exp( ... )
m m
m m
x x
x x
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   
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X       (4.21) 
11 00
10 01
( )
 

 
 X        (4.22) 
Dengan m adalah variabel bebas. Ketiga model tersebut memiliki fungsi yang linier 
dalam parameter-parameternya yang ditunjukan oleh persamaan berikut: 
1
1 01 11 1 1
1
logit ( ) = ln ( ) ...
1 m m
x x
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   
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 
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T
1X X = β X         (4.23) 
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2 02 12 1 2 2
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 logit ( ) = ln ( ) ...
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
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TX X = β X        (4.24) 
11 00
10 01
 ln ( )
 
 
 
 
 
TX γ X ,                               (4.25) 
dengan 1 2, ,dan X  dapat dijabarkan dalam bentuk vektor sebagai berikut: 
 01 11 21 1, , ,...,
T
m   1β , 
 02 12 22 2, , ,...,
T
m   2β , 
 0 1 2, , ,...,
T
mx x x xX . 
1 11 10    , 1 11 001      , 2 11 01    , dan 2 10 001      . Seperti 
pada pemodelan regresi logistik biner univariat Bayesian, pada pemodelan bivariat 
diperlukan likelihood dan distribusi prior untuk mendapatkan distribusi posterior. 
Untuk peluang marginal 1, 2 , dan odds ratio   diberikan fungsi likelihood 
sebagai berikut: 
i. Fungsi likelihood model regresi logistik biner bivariat untuk marginal 1 : 
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ii. Fungsi likelihood model regresi logistik biner bivariat untuk marginal 2 : 
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iii. Fungsi likelihood model regresi logistik biner bivariat untuk odds ratio  : 
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Untuk prior dari parameter-parameter marginal 1, 2 , dan odds ratio   yaitu: 
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        (4.29) 
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            (4.30) 
2
1 1
( ) exp ; 0,1,2, .
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
  
    
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            (4.31) 
Untuk nilai  2
1
ja
ja




  yang digunakan dalam penelitian ini yaitu 310ja
  dan 
untuk nilai 
ja
 = 0, dengan a =1, 2. Sedangkan untuk nilai  2
1
j
j




  yaitu
310j
  dan untuk nilai 
j
 = 0. Nilai ,ja ,j ,ja j mengacu pada 
penelitian sebelumnya (Ali, Darda, dan Holmquist, 2009). Sehingga distribusi 
posterior parameter gabungan untuk 1, 2 , dan  odds ratio   dapat dicari dengan 
mengalikan likelihood (4.26) dengan distribusi prior gabungan untuk mendapatkan 
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distribusi posterior parameter gabungan (4.32), mengalikan likelihood (4.27) 
dengan distribusi prior gabungan untuk mendapatkan distribusi posterior parameter 
gabungan (4.33), mengalikan likelihood (4.28) dengan distribusi prior gabungan 
untuk mendapatkan distribusi posterior parameter gabungan (4.34): 
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  (4.34)           
Setelah distribusi posterior gabungan diperoleh, selanjutnya distribusi posterior 
marginal untuk setiap target parameter didapat dengan cara mengintegralkan (4.32), 
(4.33), dan (4.34) terhadap parameter yang lain: 
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   (4.43)               
Pada persamaan (4.35) hingga (4.43), untuk mendapatkan distribusi posterior 
marginal tidak mudah karena memerlukan proses integral yang rumit. Untuk 
mengatasi hal tersebut, lebih mudah diselesaikan dengan algoritma Gibbs Sampler. 
Penarikan sampel dari distribusi posterior gabungan sangat sulit untuk dilakukan, 
maka dilakukan dengan cara penarikan sampel bersyarat penuh (full conditional 
posterior) setiap parameter. Hal tersebut tersebut dilakukan karena parameter lain 
yang bukan parameter target dianggap bernilai tetap. Berikut adalah distribusi full 
conditional untuk setiap paremeter: 
i. Untuk distribusi full conditional untuk 01 , 02 , dan 0 : 
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ii. Untuk distribusi full conditional 11 12 1, ,    yaitu: 
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iii. Untuk distribusi full conditional 1 2, ,m m m    yaitu: 
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Berdasarkan distribusi full conditional untuk masing-masing parameter, maka 
prosedur Gibbs Sampler adalah sebagai berikut: 
i. Menentukan banyaknya Z iterasi 
ii. Menentukan nilai awal 
(0) (0) (0)
1 2, ,j j j   , dengan j = 0, 1, 2, …, m 
iii. Untuk z =1, 2, …, Z yaitu: 
( 1)
01
z  ~  ( ) ( ) ( )01 11 21 1| , ,..., ,z z zmp ,    Y X  sesuai dengan persamaan (4.44) 
( 1)
11
z  ~  ( ) ( ) ( )11 01 21 1| , ,..., ,z z zmp ,    Y X  sesuai dengan persamaan (4.47) 
 
( 1)
1
z
m

~  ( ) ( ) ( )1 01 11 1 1| , ,..., ,z z zm mp ,     Y X  sesuai dengan persamaan (4.50) 
( 1)
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z  ~  ( ) ( ) ( )02 12 22 2| , ,..., ,z z zmp ,    Y X  sesuai dengan persamaan (4.45) 
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z  ~  ( ) ( ) ( )12 02 22 2| , ,..., ,z z zmp ,    Y X  sesuai dengan persamaan (4.48) 
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~  ( ) ( ) ( )2 02 12 2 1| , ,..., ,z z zm mp ,     Y X sesuai dengan persamaan (4.51) 
( 1)
0
z  ~  ( ) ( ) ( )0 1 2| , ,..., ,z z zmp ,    Y X  sesuai dengan persamaan (4.48) 
( 1)
1
z  ~  ( ) ( ) ( )1 0 2| , ,..., ,z z zmp ,    Y X  sesuai dengan persamaan (4.49) 
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( 1)z
m

~  ( ) ( ) ( )0 1 1| , ,..., ,z z zm mp ,     Y X  sesuai dengan persamaan (4.52) 
Langkah selanjutnya yaitu mendapatkan estimasi Bayesian vektor    1 2β ,β ,   
dengan formulasi berikut: 
( )
|
1
1
.
Z
z
zZ


 Y,X      (4.53) 
Persamaan (4.48) dapat dijabarkan hasil estimasi Bayesian untuk masing-masing 
vektor, dimana   merupakan vektor parameter model regresi biner bivariat untuk 
marginal 1, 2  merupakan vektor parameter model regresi biner bivariat untuk 
marginal 2 , dan   merupakan vektor parameter model regresi biner bivariat untuk 
odds ratio  : 
( )
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Z
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 Y,X             (4.54) 
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( )
|
1
1
.
Z
z
zZ


 Y,X                        (4.56) 
4.3    Karakteristik Konsumen Perusahaan ‘X’ 
Untuk mengetahui karakteristik konsumen Perusahaan ‘X’ maka dilakukan 
analisa statistik deskritif. Terdapat enam informasi penting yang tercatat oleh pihak 
Perusahaan ‘X’. Informasi tersebut merupakan variabel-variabel dari penelitian ini. 
Variabel-variabel tersebut yaitu Jawaban Kontrak, Pembelotan Konsumen, Status 
Pengiriman, Tipe Konsumen, Akumulasi Update, dan Harga Produk. Gambar 4.2 
menunjukan bahwa variabel Jawaban Kontrak merupakan kejadian yang 
unbalance. Banyaknya konsumen yang menghentikan kontrak merupakan kejadian 
yang jarang. Proporsi untuk menghentikan kontrak dengan banyaknya Jawaban 
Kontrak yaitu sekitar 0,008. Sedangkan untuk variabel Pembelotan Konsumen 
50 
 
didapatkan informasi bahwa konsumen yang membelot dan tidak membelot hampir 
sama banyaknya. Variabel Jawaban Kontrak dan Pembelotan Konsumen tersebut, 
merupakan variabel yang dijadikan indikator loyalitas dari konsumen perusahaan 
‘X’. Berdasarkan Gambar 4.2, secara umum dapat disimpulkan bahwa variabel 
jawaban kontrak adalah kasus yang unbalance. 
 
Gambar 4.2 Bar Chart Jawaban Kontrak dan Pembelotan Konsumen  
Variabel independen yang digunakan dalam penelitian ini terdapat empat 
variabel. Keempat variabel tersebut yaitu Akumulasi Update, Harga Produk, Tipe 
Konsumen, dan Status Pengiriman. Skala pengukuran untuk variabel Akumulasi 
Update dan Harga Produk yaitu nominal. Sedangkan skala pengukuran untuk 
variabel Tipe Konsumen dan Status Pengiriman yaitu rasio.  
Gambar 4.3 menunjukan karakteristik dari variabel Status Pengiriman dan 
Tipe Konsumen. Untuk proporsi status pengiriman yang terkirim lebih besar 
dibandingkan status pengiriman yang tidak terkirim. Besarnya proporsi tersebut 
yaitu 0,6. Sedangkan proporsi e-mail yang tidak terkirim ke konsumen yaitu 0,4  
Terdapat dua tipe konsumen di perusahaan ‘X’ yaitu organisasi dan individu. 
Berdasarkan Gambar 4.3 bar chart untuk Status Pengiriman dan Tipe Konsumen 
dari perusahaan ‘X’ didapatkan informasi bahwa banyaknya tipe konsumen 
individu lebih banyak dari pada tipe konsumen yang organisasi. Proporsi konsumen 
tipe individu yaitu 0,953 sedangkan proporsi untuk konsumen tipe organisasi yaitu 
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0,047. Banyaknya konsumen tipe individu yaitu 476459 konsumen dan konsumen 
tipe organisasi sebanyak 23541 konsumen.  
 
 
Gambar 4.3 Bar Chart Status Pengiriman dan Tipe Konsumen  
Untuk variabel Akumulasi Update dan Harga Produk dapat dijelaskan dengan 
nilai rata-rata dan varians pada Tabel 4.1 sebagai berikut. 
Tabel 4.1 Statistik deskriptif variabel Akumulasi Update dan Harga Produk 
Variabel Rata-rata Varians 
Akumulasi Update 1,400 2,324 
Harga Produk 6,593 5,477 
Banyaknya Akumulasi Update yang dilakukan oleh konsumen Perusahaan ‘X’ 
yaitu 0 hingga 7. Terdapat hanya satu konsumen yang melakukan update hingga 7 
kali. Konsumen yang melakukan update sebanyak 0 artinya konsumen tersebut 
tidak pernah melakukan update sama sekali. Sebanyak 211181 konsumen tidak 
pernah melakukan update sama sekali. Rata-rata konsumen Perusahaan ‘X’ 
melakukan akumulasi update yaitu sebanyak 1,400 kali. Nilai varians dari 
Akumulasi Update yaitu 2,324. Untuk harga produk dari Perusahaan X yang paling 
rendah dalam periode 2007 hingga 2013 yaitu 1,886 ribu Yen Jepang (JPY). 
Sedangkan harga produk paling tinggi yaitu 39 ribu Yen Jepang (JPY). Rata-rata 
harga dari produk low price yaitu 6,593 ribu Yen Jepang (JPY). Sedangkan Varians 
dari Harga produk yaitu 5,477 
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4.4    Pemodelan Regresi Logistik Biner Bayesian 
Pada tahap ini dilakukan pemodelan regresi logistik biner Bayesian. 
Tujuannya yaitu untuk mengetahui hubungan antara variabel prediktor atau 
independen dengan masing-masing variabel respon atau dependen. Langkah dalam 
pemodelan regresi logistik biner Bayesian yaitu mendapatkan parameter-parameter 
dari model yang didapat dari proses iterasi Monte Carlo dengan algoritma Gibbs 
Sampler. Selanjutnya hal penting yang harus dilakukan adalah mengamati apakah 
sampel parameter telah mencapai kondisi equilibrium untuk menjamin bahwa 
sampel parameter yang diperoleh dari proses MCMC tersebut merupakan sampel 
dari distribusi posterior target parameter. Setelah itu melakukan pengujian terhadap 
parameter-parameter yang diperoleh menggunakan credible interval. 
Untuk memodelkan data konsumen Perusahaan ‘X’, maka dilakukan partisi 
data terlebih dahulu. Tujuan dari partisi data yaitu membedakan data training dan 
data testing. Data training yang digunakan yaitu sebanyak 90% dari data 
keseluruhan dan banyaknya data testing yang digunakan yaitu sebanyak 10% dari 
data keseluruhan. Berikut hasil estimasi parameter model regresi logistik biner 
Bayesian untuk data konsumen Perusahaan ‘X’.  
Tabel 4.2 Hasil Estimasi Parameter Regresi Logistik Biner Menggunakan Metode Bayesian 
Parameter 
(Y1) 
Rata-
Rata 
C.I. 
2,50% 
C.I. 
97,50% 
Parameter 
(Y2) 
Rata-
Rata 
C.I. 
2,50% 
C.I. 
97,50% 
  -2,183 -3,744 0,713   -5,893 -6,014 -5,776 
  -0,530 -0,599 -0,444   -0,067 -0,089 -0,045 
  0,664 0,100 1,000   0,065 0,052 0,078 
  -0,212 -3,947 0,195   -0,539 -0,724 -0,357 
  -1,093 -4,560 -0,146   1,073 0,985 1,153 
Pemodelan tersebut menggunakan metode Bayesian dengan iterasi 100.000 dan 
thin 10. Akan tetapi pada saat iterasi ke 9800 proses iterasi terhenti dikarenakan 
untuk parameter   tidak bisa diupdate lagi. Hal tersebut terjadi dikarenakan 
banyaknya data yang digunakan terlalu besar yaitu 450.000 data. Dengan 9800 
iterasi dan thin 10, sampel yang telah diiterasi belum memenuhi sifat strongly 
ergodic. Terdapat juga untuk parameter-parameter yang lainnya tidak memenuhi 
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kondisi strongly ergodic atau kondisi equilibrium. Untuk Autocorrelation plot dan 
trace plot parameter-parameter lainnya dapat dilihat pada lampiran. Dikarenakan 
banyaknya data yang digunakan sangat besar yaitu 450.000 membuat proses iterasi 
terhenti dan proses iterasi tidak dapat dilakukan lagi, maka dilakukan sampling 
untuk menanggulangi masalah tersebut. 
4.5    Proses Pengambilan Sampel  
Didalam penelitian ini digunakan ukuran data yang besar yaitu 500.000 data. 
Adapun kekurangan ukuran data yang besar yaitu memerlukan waktu yang lebih 
untuk mendapatkan hasil dalam penelitian. Ukuran data yang besar juga belum 
menjadi jaminan bahwa hasil yang kita peroleh akan sesuai harapan. Hal tersebut 
telah dikaji oleh Lin, Lucas, dan Shmuali (2013). Hasil dari pemodelan regresi 
logistik biner Bayesian dengan data sebanyak 500.000 diperoleh hasil yang belum 
memenuhi kondisi strongly ergodic atau kondisi equilibrium. Sehingga salah satu 
solusi yang bisa dilakukan yaitu dengan cara pengambilan sampel dari data 
penelitian. Untuk ukuran sampel yang diambil yaitu sebanyak 5% dari banyaknya 
data. Sehingga sampel yang digunakan yaitu sebanyak 10.000. Harapannya dengan 
ukuran sampel yang digunakan tersebut, dapat mempercepat proses iterasi dan 
memperoleh hasil yang memenuhi kondisi strongly ergodic atau kondisi 
equilibrium.  
Langkah awal yang dilakukan dalam pengambilan sampel yaitu dengan 
membentuk two step cluster berdasarkan observasi. Alasan digunakan two step 
cluster yaitu data pada penelitian terdiri dari dua tipe yaitu kontinyu dan kategorik. 
Tujuan dari pembentukan klaster yaitu supaya diperoleh sampel yang representatif. 
Tabel 4.3 AIC dan Ratio of Distance Measures 
Banyaknya 
Klaster 
Akaike's Information Criterion 
(AIC) 
Ratio of Distance 
Measures 
1 1555947,518   
2 1011660,73 1,762 
3 702720,337 2,222 
4 563700,31 1,195 
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Tabel 4.3 (Lanjutan) 
Banyaknya 
Klaster 
Akaike's Information Criterion 
(AIC) 
Ratio of Distance 
Measures 
5 447351,366 1,007 
6 331829,975 1,42 
7 250505,297 2,446* 
8 217269,629 1,151 
9 188405,358 1,426 
10 168173,325 1,17 
11 150883,324 1,047 
12 134377,575 1,279 
13 121475,188 1,005 
14 108640,029 1,076 
15 96707,551 1,135 
Berdasarkan Tabel 4.3 dapat diketahui bahwa nilai AIC semakin kecil apabila 
banyaknya klaster bertambah. Sehingga untuk menentukan banyaknya klaster yang 
optimum yaitu menggunakan ratio of distance measures. Klaster 7 merupakan 
klaster dengan nilai ratio of distance measures paling tinggi. Nilai silhouette 
dengan terbentuknya 7 klaster yaitu lebih dari 0,5, artinya 7 klaster yang terbentuk 
sudah layak. Berikut jumlah anggota kluster yang terbentuk berdasarkan keempat 
variabel independen (Akumulasi Update, Harga Produk, Tipe Konsumen, Status 
Pengiriman). 
Tabel 4.4 Banyaknya Anggota untuk Masing-Masing Klaster 
Klaster Banyaknya Anggota 
1 111414 
2 37542 
3 41223 
4 23558 
5 126245 
6 40590 
7 119428 
Tabel 4.4 menunjukan banyaknya anggota observasi pada masing-masing klaster. 
Setelah didapatkan 7 klaster maka langkah selanjutnya yaitu pengambilan sampel 
untuk masing-masing klaster. Karena jumlah sampel yang diambil sebanyak 10000, 
maka untuk mendapatkan banyaknya sampel yang harus diambil yaitu 10000 
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dikalikan dengan proporsi untuk masing-masing klaster. Tabel 4.5 menunjukan 
banyaknya sampel yang harus diambil untuk masing-masing klaster.  
Tabel 4.5 Banyaknya Sampel untuk Masing-Masing Klaster 
Klaster Banyaknya Sampel 
1 2228 
2 751 
3 824 
4 471 
5 2525 
6 812 
7 2389 
Tabel 4.5 menunjukan jumlah sampel yang diambil untuk masing-masing klaster. 
Untuk klaster 1 sampel yang harus diambil yaitu sebanyak 2228, untuk sampel 2 
yaitu sebanyak 751, untuk sampel 3 yaitu sebanyak 824, untuk sampel 4 yaitu 
sebanyak 471, untuk sampel 5 yaitu sebanyak 2525, untuk sampel 6 yaitu 812, dan 
untuk sampel 7 yaitu sebanyak 2389. Pengambilan sampel untuk masing-masing 
klaster dilakukan secara acak. Untuk pengambilan sampel dilakukan sebanyak 5 
kali. Dengan pengambilan sampel sebanyak 5 kali, harapannya kita dapat 
mendapatkan model yang sesuai untuk kasus konsumen Perusahaan ‘X’.  
4.6     Karakteristik Lima Sampel yang Terambil 
Untuk mengetahui karakteristik dari sampel yang didapatkan, maka 
dilakukan anlisis statistika deskriptif. Tahapan analisis disesuaikan seperti pada 
analisis keseluruhan sampel data pada sub bab 4.4 meliputi analisis berdasarkan bar 
chart dan nilai rata-rata maupun varians. Untuk memudahkan dalam membedakan 
5 sampel yang terambil, peneliti memberikan nama untuk kelima sampel tersebut. 
Nama dari kelima sampel tersebut yaitu sampel 1, sampel 2, sampel 3, sampel 4, 
dan sampel 5. Gambar 4.4 menunjukan karakteristik dari variabel Jawaban Kontrak 
dan Pembelotan Konsumen untuk sampel 1, sampel 2, sampel 3, sampel 4, sampel 
5, dan data secara keseluruhan. Kelima sampel yang diperoleh memiliki kesamaan 
karakteristik. Sampel yang diperoleh juga menunjukan kemiripan karakteristik 
dengan data keseluruhan. 
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Gambar 4.4 Bar Chart Jawaban Kontrak dan Pembelotan Konsumen (a) Sampel 1, (b) Sampel 2, 
(c) Sampel 3, (d) Sampel 4, (e) Sampel 5, dan (f) Data Keseluruhan 
(a) (b) 
(c) (d) 
(e) (f) 
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Banyaknya konsumen yang menghentikan kontrak sangat sedikit 
dibandingkan konsumen yang melanjutkan kontrak. Jika dibandingkan dengan 
karakteristik dari data keseluruhan, kelima sampel tersebut memiliki karakteristik 
yang sama dengan data keseluruhan. Untuk sampel 1 proporsi konsumen untuk 
menghentikan kontrak yaitu 0,0086, untuk sampel 2 yaitu 0,0072, untuk sampel 3 
yaitu 0,0076, untuk sampel 4 yaitu 0,0081, dan untuk sampel 5 menunjukan bahwa 
proporsi konsumen yang menghentikan kontrak yaitu 0,0082.  
Untuk variabel Pembelotan Konsumen diperoleh hasil karakteristik yang 
sama. Jumlah konsumen yang membelot lebih banyak dibandingkan jumlah 
konsumen yang tidak membelot. Dapat dilihat pada Gambar 4.4 banyaknya 
konsumen yang membelot untuk sampel 1 yaitu 5828, sampel 2 yaitu 5880, sampel 
3 yaitu 5863, untuk sampel 4 yaitu 5773, dan untuk sampel 5 konsumen yang 
membelot yaitu sebanyak 5890. Jumlah konsumen yang membelot pada kelima 
konsumen tersebut hampir sama. Proporsi konsumen yang membelot terhadap 
semua data Pembelotan Konsumen untuk kelima sampel tersebut yaitu sekitar 0,58.  
Sehingga secara umum dapat kita simpulkan bahwa variabel Jawaban 
Kontrak dan Pembelotan Konsumen untuk kelima sampel memiliki karakteristik 
yang sama. Jika kelima sampel tersebut dibandingkan dengan data keseluruhan, 
hasilnya masih memiliki karakteristik yang sama.  
Selanjutnya dilakukan analisis untuk variabel independen dari kelima sampel 
tersebut. Gambar 4.5 merupakan bar chart untuk variabel Status Pengiriman dan 
Tipe Konsumen. Secara umum bar chart yang terbentuk dari kelima sampel yaitu 
memiliki pola yang sama. Untuk status pengiriman e-mail yang terkirim lebih 
banyak dibandingkan status e-mail yang tidak terkirim. Untuk sampel 1 banyaknya 
e-mail yang terkirim yaitu sebanyak 6020, untuk sampel 2 sebanyak 6008, untuk 
sampel 3 yaitu sebanyak 5974, untuk sampel 4 yaitu sebanyak 6004, dan untuk 
sampel 5 banyaknya e-mail yang terkirim yaitu sebanyak 5995. Proporsi banyaknya 
e-mail yang terkirim untuk kelima sampel tersebut sekitar 0,6. Apabila 
dibandingkan antara lima sampel dengan data keseluruhan proporsi yang 
didapatkan untuk status pengriman e-mail yang terkirim yaitu hampir sama, dimana 
proporsi status pengiriman e-mail yang terkirim untuk data keseluruhan yaitu 0,6. 
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Gambar 4.5 Bar Chart Status Pengiriman dan Tipe Konsumen (a) Sampel 1, (b) Sampel 2, (c) 
Sampel 3, (d) Sampel 4, (e) Sampel 5, dan (f) Data Keseluruhan 
(a) (b) 
(c) (d) 
(e) (f) 
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Untuk variabel Tipe Konsumen pada kelima sampel yang diperoleh memiliki 
pola yang sama. Dimana banyaknya konsumen yang bertipe individu lebih banyak 
dibandingkan banyaknya konsumen yang bertipe organisasi. Untuk proporsi 
banyaknya konsumen pada sampel 1 yang bertipe individu dibandingkan 
banyaknya semua konsumen yaitu 0,0471, untuk sampel 2 yaitu 0,0471, untuk 
sampel 3 yaitu 0,0471, untuk sampel 4 yaitu 0,0471, dan untuk sampel 5 yaitu 
0,0471. Sedangkan banyaknya konsumen pada data keseluruhan yang bertipe 
individu dibandingkan banyaknya semua konsumen yaitu 0,047. Sehingga untuk 
variabel Tipe Konsumen pada kelima sampel memiliki nilai proporsi banyaknya 
konsumen bertipe individu hampir sama, yaitu sekitar 0,047. Begitu juga untuk 
antar sampel dengan data keseluruhan memiliki nilai proporsi yang hampir sama. 
Untuk variabel Akumulasi Update dan Harga Produk dari kelima sampel 
dapat dijelaskan dengan nilai rata-rata dan varians sebagai berikut. 
Tabel 4.6 Statistik Deskriptif Variabel Akumulasi Update dan Harga Produk untuk Kelima Sampel 
Sampel Variabel Rata-rata Varians 
1 
Akumulasi Update 1,407 2,384 
Harga Produk 6,601 5,597 
2 
Akumulasi Update 1,407 2,319 
Harga Produk 6,593 5,178 
3 
Akumulasi Update 1,410 2,351 
Harga Produk 6,600 5,472 
4 
Akumulasi Update 1,406 2,327 
Harga Produk 6,592 5,322 
5 
Akumulasi Update 1,389 2,287 
Harga Produk 6,599 5,375 
Data 
Keseluruhan 
Akumulasi Update 1,400 2,324 
Harga Produk 6,593 5,477 
Untuk rata-rata variabel Akumulasi Update dan Harga Produk kelima sampel 
diperoleh hasil yang tidak jauh bebeda. Nilai rata-rata untuk variabel Akumulasi 
Update kelima sampel tersebut yaitu sekitar 1,400 kali dan nilai rata-rata untuk 
variabel Harga Produk yaitu 6,59 JPY. Apabila dibandingkan nilai rata-rata 
Akumulasi Update dan Harga Produk kelima sampel dengan data keseluruhan 
hasilnya tidak terlalu beda. Untuk nilai varians dari Akumulasi Update kelima 
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sampel diperoleh hasil yang hampir sama yaitu sekitar 2,3 dan untuk variabel Harga 
Produk yaitu sekitar 5,3. Apabila dibandingkan dengan data keseluruhan untuk nilai 
varians dari kelima sampel hasilnya mendekati. Secara umum kita ketahui bahwa 
karakteristik dari kelima sampel hampir sama dan karakteristik dari kelima sampel 
hampir sama dengan karakteristik dari data keseluruhan. 
4.7   Pemodelan  Regresi Logistik Biner Bayesian untuk Kelima Sampel  
Pada tahap ini dilakukan pemodelan regresi logistik biner Bayesian untuk 
kelima sampel. Proses iterasi yang dilakukan yaitu sebanyak 100.000 iterasi dengan 
thin sebesar 10. Hasil proses iterasi untuk distribusi posterior dengan 100.000 
iterasi dan thin sebesar 10 mencapai kondisi equilibrium. Trace plot yang diperoleh 
telah menunjukkan plot yang acak dan secara stabil berada dalam suatu domain 
nilai dan tidak terdapat pola tendensi dan pola periodik yang kuat. Selain itu ACF 
yang diperoleh sangat kecil sehingga mendekati nol, maka dapat dinyatakan bahwa 
sampel parameter yang diperoleh telah memenuhi sifat MCMC yang stongly 
ergodic atau kondisi equilibrium telah tercapai. 
Tabel 4.7 Hasil Estimasi Parameter Regresi Logistik Biner Menggunakan Metode Bayesian  
Sampel 
Parameter Rata-
Rata 
C.I. 
2,50% 
C.I. 
97,50% 
Parameter Rata-
Rata 
C.I. 
2,50% 
C.I. 
97,50% (Y1) (Y2) 
Sampel 
1 
  1,613* 1,455 1,768   -5,652* -6,441 -4,877 
  -0,445* -0,474 -0,416   -0,110 -0,265 0,035 
  -0,005 -0,024 0,014   0,052 -0,034 0,132 
  0,035 -0,172 0,241   -0,207 -1,387 0,732 
  -0,939* -1,032 -0,846   0,983* 0,466 1,537 
Sampel 
2 
  1,534* 1,373 1,692   -5,772* -6,807 -4,754 
  -0,436* -0,465 -0,407   -0,279* -0,466 -0,103 
  0,007 -0,013 0,027   -0,025 -0,149 0,084 
  -0,087 -0,290 0,116   -1,748 -4,763 0,152 
  -0,911* -1,002 -0,817   1,800* 1,120 2,572 
Sampel 
3 
  1,521* 1,363 1,675   -6,218* -7,138 -5,318 
  -0,444* -0,473 -0,415   0,004 -0,150 0,151 
  0,002 -0,017 0,022   0,053 -0,047 0,146 
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Tabel 4.7 (Lanjutan)  
Sampel 
Parameter Rata-
Rata 
C.I. 
2,50% 
C.I. 
97,50% 
Parameter Rata-
Rata 
C.I. 
2,50% 
C.I. 
97,50% (Y1) (Y2) 
Sampel 
3 
  -0,003 -0,208 0,201   -0,834 -2,659 0,499 
  -0,849* -0,940 -0,756   1,332* 0,728 1,988 
Sampel 
4 
  1,607* 1,449 1,763   -5,874* -6,664 -5,092 
  -0,440* -0,469 -0,411   -0,055 -0,212 0,094 
  -0,011 -0,031 0,008   0,086* 0,001 0,167 
  0,015 -0,189 0,219   -0,997 -2,841 0,341 
  -0,922* -1,013 -0,830   0,814* 0,307 1,354 
Sampel 
5 
  1,525* 1,365 1,681   -6,03* -6,91 -5,166 
  -0,456* -0,485 -0,426   -0,109 -0,2713 0,046 
  0,005 -0,015 0,025   0,066 -0,027 0,153 
  0,027 -0,177 0,232   -26,46* -70,48 -2,668 
  -0,854* -0,946 -0,761   1,33* 0,7482 1,967 
Berdasarkan Tabel 4.7 diketahui bahwa yang memberikan pengaruh yang konsisten 
terhadap Pembelotan Konsumen yaitu banyaknya Akumulasi Update dan Status 
Pengiriman e-mail. Sedangkan untuk variabel yang konsisten berpengaruh terhadap 
Jawaban Kontrak adalah variabel Status Pengiriman e-mail. Berdasarkan Tabel 4.7. 
Dapat dibentuk model logit untuk sampel 1, berikut model untuk Pembelotan 
konsumen (Y1): 
PembelotanKonsumen 1 2 3 4( ) 1,613 0,445 0,005 0,035 0,939g x x x x    X  
dengan 1x  adalah Akumulasi Update, 2x  adalah Harga Produk, 3x adalah Tipe 
Konsumen, dan 4x  adalah Status Pengiriman. Kemudian fungsi probabilitas dari 
model logit yang terbentuk untuk Pembelotan Konsumen adalah sebagai berikut: 
 
 
1 2 3 4
PembelotanKonsumen
1 2 3 4
exp 1,613 0,445 0,005 0,035 0,939
( )
1 exp 1,613 0,445 0,005 0,035 0,939
x x x x
x x x x

   

    
X  
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Dari model tersebut dapat dijelaskan bahwa variabel Akumulasi Update dan Status 
Pengiriman berpengaruh terhadap Pembelotan Konsumen. Untuk nilai odds ratio 
dari Akumulasi Update yaitu exp(-0.445) = 0,6344, artinya apabila setiap 
bertambahnya akumulasi update maka peluang konsumen akan memutuskan untuk 
membelot cenderung menurun sebesar 0,6344, dengan asumsi variabel yang lain 
konstan. Dilihat dari segi status pengiriman e-mail didapatkan nilai odds ratio 
sebesar 0,391, artinya konsumen yang mendapatkan e-mail pembaruan kontrak 
akan cenderung memutuskan untuk membelot 2,557 kali lebih kecil dibandingkan 
akan memutuskan untuk tidak membelot. Berikut model logit untuk Jawaban 
Kontrak (Y2) untuk sampel 1: 
1 2 3 4( ) 5,652 0,110 0,052 0,207 0,983JawabanKontrakg x x x x     X  
Kemudian fungsi probabilitas dari model logit yang terbentuk untuk Jawaban 
Kontrak adalah sebagai berikut: 
 
 
1 2 3 4
1 2 3 4
exp 5,652 0,110 0,052 0,207 0,983
( )
1 exp 5,652 0,110 0,052 0,207 0,983
JawabanKontrak
x x x x
x x x x

    

     
X  
Dari model tersebut dapat dijelaskan bahwa variabel Status Pengiriman 
berpengaruh terhadap Jawaban Kontrak. Nilai odds ratio dari variabel Status 
Pengiriman yaitu sebesar 2,672, artinya artinya konsumen yang mendapatkan e-
mail pembaruan kontrak cenderung akan memutuskan untuk melanjutkan kontrak 
2,672 kali lebih besar dibandingkan akan memutuskan tidak melanjutkan kontrak. 
Begitu juga untuk model empat lainnya. Berdasarkan model regresi logistik untuk 
masing-masing sampel diperoleh nilai prediksi untuk data testing.  
Tabel 4.8 Hasil Ketepatan Klasifikasi Model Sampel 4 untuk Variabel Pembelotan Konsumen  
Ketepatan Klasifikasi 
Prediksi Prosentase 
Benar Membelot Tidak Membelot 
Observasi 
Membelot 10147 10541 49,05% 
Tidak Membelot 6463 22849 77,95% 
Total Prosentase 65,99% 
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Tabel 4.9 Hasil Ketepatan Klasifikasi Model Sampel 1, Sampel 2, Sampel 3, dan Sampel 5 untuk 
Variabel Pembelotan Konsumen  
Ketepatan Klasifikasi 
Prediksi Prosentase 
Benar Membelot Tidak Membelot 
Observasi 
Membelot 10147 10541 49,05% 
Tidak Membelot 6461 22851 77,96% 
Total Prosentase 66,00% 
Tabel 4.10  Hasil Ketepatan Klasifikasi Kelima Model untuk Variabel Jawaban Kontrak 
Ketepatan Klasifikasi 
Prediksi Prosentase 
Benar Melanjutkan Menghentikan 
Observasi 
Melanjutkan 49613 0 100,00% 
Menghentikan 387 0 0,00% 
Total Prosentase 99.23% 
Berdasarkan kelima model yang diperoleh memberikan hasil ketepatan klasifikasi 
yang hampir sama. Untuk model sampel 4 memberikan hasil klasifikasi yang 
berbeda untuk Pembelotan Konsumen dengan empat model lainnya. Selisih tingkat 
ketepatan klasifikasi sampel 4 dengan empat sampel lainnya hanya 0,01%. Untuk 
empat model (Tabel 4.8) dapat memprediksi konsumen yang membelot dengan 
secara tepat sebanyak 10147 atau 49,05% (sensitivity) dan model tersebut dapat 
memprediksi konsumen yang tidak membelot secara tepat sebanyak 22851 atau 
77,96 % (specificity). Secara keseluruhan kelima model mampu memprediksi 
Pembelotan Konsumen dengan tepat sekitar 66% (akurasi).  Tabel 4.10 menunjukan 
kemampuan model untuk memprediksi Jawaban Kontrak konsumen. Berdasarkan 
tabel tersebut dapat dijelaskan bahwa kelima model mampu memprediksi Jawaban 
Kontrak untuk melanjutkan kontrak secara tepat sebesar 100% (sensitivity) dan 
kemampuan kelima model untuk memprediksi konsumen yang menghentikan 
kontrak sebesar 0% (specificity). Secara keseluruhan model mampu memprediksi 
Jawaban Kontrak dengan tepat sebesar 99,23% (akurasi).  
4.8 Pemodelan Regresi Logistik Biner Bivariat Bayesian untuk Kelima   
Sampel  
Syarat awal yang harus dipenuhi dalam pemodelan regresi logistik biner 
bivariat Bayesian yaitu dua variabel dependen Pembelotan Konsumen dan Jawaban 
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Kontrak harus saling dependen atau saling berkaitan. Sehingga dilakukan uji Chi-
Square pada kelima sampel yang digunakan untuk mengetahui hubungan antara 
Pembelotan Konsumen dan Jawaban Kontrak. Berikut hasil pengujian hubungan 
antara kedua variabel dependen untuk kelima sampel. 
Tabel 4.11 Statistik uji Chi-Square untuk variabel Pembelotan Konsumen dengan Jawaban Kontrak 
untuk Kelima Sampel 
Sampel 2hitung   df  
2
;df  
1 85,582 1 3,841 
2 89,354 1 3,841 
3 85,542 1 3,841 
4 80,637 1 3,841 
5 104,223 1 3,841 
Berdasarkan Tabel 4.11 didapatkan informasi bahwa variabel Pembelotan 
Konsumen dan Jawaban Kontrak saling berkaitan. Dapat dilihat nilai 2hitung  lebih 
besar dari 3,841. Dimana nilai tersebut merupakan nilai dari 2 ;df  dengan  yaitu 
sebesar 5%. Sehingga dapat disimpulkan bahwa terdapat dependensi antara 
Pembelotan Konsumen dan Jawaban Kontrak untuk kelima sampel. Berikut hasil 
estimasi parameter untuk model regresi logistik biner bivariat Bayesian: 
Tabel 4.12 Hasil Estimasi Parameter Regresi Logistik Biner Bivariat Menggunakan Metode 
Bayesian untuk Sampel 1 dan 2  
Parameter 
Sampel 1 Sampel 2 
Rata-
Rata 
C,I, 
2,50% 
C,I, 
97,50% 
Rata-
Rata 
C,I, 
2,50% 
C,I 
97,50% 
  1,600* 1,442 1,757 1,534* 1,375 1,693 
  -6,034* -6,876 -5,235 -5,806* -6,859 -4,792 
0γ  0,391 -62,190 63,100 0,029 -62,290 60,580 
  -0,444* -0,473 -0,415 -0,437* -0,467 -0,407 
  -0,104 -0,267 0,050 -0,318* -0,517 -0,130 
1γ  -0,095 -61,580 62,200 -0,168 -62,570 63,050 
  -0,004 -0,024 0,015 0,007 -0,013 0,027 
  0,070 -0,018 0,151 -0,017 -0,142 0,090 
2γ  0,276 -62,250 62,770 -0,115 -62,800 60,830 
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Tabel 4.12 (Lanjutan) 
Parameter 
Sampel 1 Sampel 2 
Rata-
Rata 
C,I, 
2,50% 
C,I, 
97,50% 
Rata-
Rata 
C,I, 
2,50% 
C,I 
97,50% 
  0,039 -0,170 0,249 -0,085 -0,288 0,122 
  -0,114 -1,293 0,841 -1,704 -4,763 0,206 
3γ  0,050 -62,340 62,270 -0,064 -61,450 62,650 
  -0,935* -1,027 -0,844 -0,913* -1,005 -0,823 
  1,166* 0,607 1,776 1,776* 1,092 2,540 
4γ  -0,452 -63,210 62,260 -0,613 -62,640 62,030 
 
Tabel 4.13 Hasil Estimasi Parameter Regresi Logistik Biner Bivariat Menggunakan Metode 
Bayesian untuk Sampel 3 dan 4  
Parameter 
Sampel 3 Sampel 4 
Rata-
Rata 
C.I. 
2,50% 
C.I. 
97,50% 
Rata-
Rata 
C.I. 
2,50% 
C.I 
97,50% 
  1,515* 1,361 1,669 1,603* 1,450 1,759 
  -6,588* -7,595 -5,621 -6,091* -6,922 -5,272 
0γ  -0,032 -62,940 62,490 0,106 -62,660 62,380 
  -0,444* -0,474 -0,415 -0,440* -0,470 -0,411 
  -0,018 -0,180 0,139 -0,070 -0,238 0,091 
1γ  0,028 -61,590 60,740 0,009 -61,590 61,230 
  0,002 -0,017 0,022 -0,011 -0,031 0,008 
  0,065 -0,038 0,156 0,094* 0,005 0,174 
2γ  -0,033 -63,620 61,740 0,276 -63,330 61,760 
  0,000 -0,207 0,206 0,020 -0,184 0,223 
  -0,770 -2,634 0,576 -0,912 -2,749 0,423 
3γ  -0,346 -62,280 61,500 -0,197 -61,560 61,930 
  -0,845* -0,936 -0,754 -0,920* -1,010 -0,829 
  1,628* 0,957 2,394 0,930* 0,401 1,491 
4γ  -0,072 -61,960 62,980 0,130 -62,010 62,690 
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Tabel 4.14 Hasil Estimasi Parameter Regresi Logistik Biner Bivariat Menggunakan Metode 
Bayesian untuk Sampel 5  
Parameter 
Sampel 5 
Rata-
Rata 
C.I. 
2,50% 
C.I. 
97,50% 
  1,523* 1,362 1,681 
  -6,084* -7,015 -5,218 
0γ  0,036 -61,320 62,090 
  -0,455* -0,485 -0,425 
  -0,092 -0,253 0,061 
1γ  0,195 -62,630 63,320 
  0,005 -0,015 0,025 
  0,062 -0,037 0,150 
2γ  0,241 -63,300 62,530 
  0,029 -0,172 0,236 
  -26,110* -71,270 -2,618 
3γ  0,109 -63,060 62,670 
  -0,854* -0,947 -0,759 
  1,354* 0,764 2,016 
4γ  0,302 -61,430 62,340 
Hasil proses iterasi untuk distribusi posterior dengan 100.000 iterasi dan thin 
sebesar 10 mencapai kondisi equilibrium. Trace plot yang diperoleh telah 
menunjukkan plot yang acak dan secara stabil berada dalam suatu domain nilai dan 
tidak terdapat pola tendensi dan pola periodik yang kuat. Selain itu ACF yang 
diperoleh sangat kecil sehingga mendekati nol, maka dapat dinyatakan bahwa 
sampel parameter yang diperoleh telah memenuhi sifat MCMC yang stongly 
ergodic atau kondisi equilibrium telah tercapai. 
Berdasarkan Tabel 4.12, Tabel 4.13, dan Tabel 4.14 didapatkan informasi 
bahwa variabel yang konsisten berpengaruh terhadap model yaitu Akumulasi 
Update dan Status Pengiriman (tanda * menunjukan bahwa parameter berpengaruh 
signifikan). Dari lima sampel tersebut, kedua variabel tersebut memberikan 
pengaruh terhadap model. Berdasarkan Tabel 4.12, Tabel 4.13, dan Tabel 4.14  
dapat dibentuk model logit dan model probabilitas marginal untuk masing-masing 
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sampel. Sebagai contoh, berikut model logit dan probabilitas marginal untuk 
sampel 1. Model logit 1 yang terbentuk yaitu: 
1
01 11 21 31 411 2 3 4
1
1 2 3 4
1
                1,6 0,444 0,004 +0,039 0,935 .
ln x x x x
x x x x

    

 
       
   
 
Model logit 2 yang terbentuk yaitu: 
2
02 12 22 32 421 2 3 4
2
1 2 3 4
1
                6,034 0,104 0,070 0,114 1,166 .
ln x x x x
x x x x

    

 
       
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Model trasformasi odds ratio yang terbentuk yaitu: 
11 00
0 1 2 3 41 2 3 4
10 01
1 2 3 4                0,391 0,095 0,039 0,050 0,452 .
ln x x x x
x x x x
 
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Model probabilitas marginal Y1 yang terbentuk yaitu: 
 
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Model probabilitas marginal Y2 yang terbentuk yaitu: 
 
 
 
 
02 12 22 32 421 2 3 4
2
02 12 22 32 421 2 3 4
1 2 3 4
1 2 3 4
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1 exp
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         .
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x
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
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Berdasarkan model logit untuk sampel 1 diperoleh variabel Akumulasi 
Update dan Status Pengiriman signifikan mempengaruhi perilaku pembelotan 
produk dan keputusan jawaban kontrak konsumen. Menurut model logit marginal 
Y1 dapat diketahui bahwa nilai odds ratio dari variabel Akumulasi Update yaitu 
exp(-0,444)=0,64, artinya apabila banyaknya akumulasi update dari konsumen 
bertambah maka seseorang yang memutuskan untuk membelot cenderung menurun 
0,64 dengan asumsi variabel yang lain konstan. Menurut variabel Status Pengiriman 
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diperoleh nilai odds ratio yaitu exp(-0,935)=0,39, artinya konsumen yang 
mendapatkan e-mail perpanjangan kontrak dibandingkan yang tidak mendapatkan 
e-mail perpanjangan kontrak, akan cenderung memutuskan untuk membelot lebih 
kecil 2,547 kali dibandingkan akan memutuskan untuk tidak membelot.  
Selanjutnya berdasarkan model logit marginal Y2 didapatkan bahwa variabel 
Status Pengiriman berpengaruh signifikan terhadap model. Menurut variabel Status 
Pengiriman diperoleh nilai odds ratio sebesar exp(1,166)= 3,209, artinya konsumen 
yang mendapatkan e-mail perpanjangan kontrak, akan cenderung memutuskan 
untuk melanjutkan kontrak sebesar 3,209 kali dibandingkan akan memutuskan 
untuk menghentikan kontrak. 
Untuk model transformasi odds ratio yang terbentuk, tidak terdapat variabel 
yang berpengaruh secara signifikan. Apabila variabel status pengiriman 
berpengaruh terhadap model tersebut, dapat diintepretasikan bahwa konsumen 
yang mendapatkan e-mail perpanjangan kontrak dibandingkan konsumen yang 
tidak mendapatkan e-mail perpanjangan kontrak cenderung membuat keputusan 
yang searah antara Pembelotan Konsumen dan Jawaban Kontrak 1,56 kali lebih 
kecil dibandingkan akan membuat keputusan yang tidak searah. 
Berdasarkan model regresi logistik biner bivariat Bayesian untuk masing-
masing sampel diperoleh nilai prediksi untuk data testing. Hasilnya semua prediksi 
sama, kecuali model logit marginal sampel 4 untuk model Pembelotan Konsumen. 
Berikut ketepatan klasifikasi dari 5 model yang terbentuk untuk masing-masing 
model logit marginal Y1 dan Y2: 
Tabel 4.15 Hasil Ketepatan Klasifikasi Model Logit Marginal Y1 Sampel 4 
Ketepatan Klasifikasi 
Prediksi Prosentase 
Benar Membelot Tidak Membelot 
Observasi 
Membelot 10147 10541 49,05% 
Tidak Membelot 6463 22849 77,95% 
Total Prosentase 65,99% 
Berdasarkan Tabel 4.15 dapat dijelaskan bahwa didalam observasi terdapat respon 
yang menyatakan konsumen yang tidak membelot sebanyak 29312 (data testing), 
dan model logit marginal Y1 untuk sampel 4 mampu memprediksi dengan tepat 
konsumen yang tidak membelot sebanyak 77,95% (specificity). Sedangkan model 
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mampu memprediksi konsumen yang membelot sebanyak 10147 atau 49,05% 
(sensitivity). Secara keseluruhan model logit marginal Y1 untuk sampel 4 mampu 
memprediksi dengan akurat sebesar 65,99% (akurasi). Untuk sampel lainnya 
didapatkan ketepatan klasifikasi sebagai berikut: 
Tabel 4.16 Hasil Ketepatan Klasifikasi Model Logit Marginal Y1 Sampel 1, Sampel 2, Sampel 3, 
dan Sampel 5  
Ketepatan Klasifikasi 
Prediksi Prosentase 
Benar Membelot Tidak Membelot 
Observasi 
Membelot 10147 10541 49,05% 
Tidak Membelot 6461 22851 77,96% 
Total Prosentase 66,00% 
Tabel 4.17 menunjukan bahwa didalam observasi terdapat respon yang menyatakan 
konsumen yang tidak melanjutkan kontrak sebanyak 387 (data testing). 
Tabel 4.17 Hasil Ketepatan Klasifikasi Model Logit Marginal Y2 Kelima Sampel  
Ketepatan Klasifikasi 
Prediksi Prosentase 
Benar Melanjutkan Menghentikan 
Observasi 
Melanjutkan 49613 0 100,00% 
Menghentikan 387 0 0,00% 
Total Prosentase 99.23% 
Dari model logit marginal Y2 kelima sampel belum mampu mengklasifikasikan 
konsumen yang tidak melanjutkan kontrak. Dapat dilihat pada Tabel 4.17 bahwa 
diobservasi konsumen yang tidak melanjutkan kontrak sebanyak 387 tidak dapat 
diprediksi oleh model dan diklasifikasikan sebagai konsumen yang melanjutkan 
kontrak. 
4.9    Perbandingan Hasil Pemodelan Secara Univariat dan Bivariat  
Pada sub bab sebelumnya telah dilakukan pemodelan regresi logistik secara 
univariat dan bivariat. Hasil ketepatan klasifikasi yang diperoleh menunjukan hasil 
yang sama. Pada sub bab ini dilakukan perbandingan hasil pemodelan yang telah 
dilakukan. Perbandingan dapat dilihat dari segi credible interval yang terbetuk. 
Pada dasarnya, semakin sempit credible interval dari parameter maka model 
tersebut semakin efisien. Berdasarkan Tabel 18 dan 19 dapat disimpulkan bahwa 
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credible interval dari parameter model univariat cenderung memiliki selang yang 
lebih sempit dibandingkan dengan parameter model bivariat. Sehingga dapat 
disimpulkan bahwa model univariat lebih efisien dari pada model bivariat pada 
kasus ini. 
Tabel 4.18 Hasil Estimasi Parameter Regresi Logistik Biner Secara Univariat dan Bivariat untuk Y1 
Sampel 
Parameter Rata-
Rata 
C.I. 
2,50% 
C.I. 
97,50% 
Parameter Rata-
Rata 
C.I. 
2,50% 
C.I. 
97,50% Univariat Bivariat 
Sampel 
1 
 * 1,613* 1,455 1,768   1,600* 1,442 1,757 
  -0,445* -0,474 -0,416   -0,444* -0,473 -0,415 
 * -0,005 -0,024 0,014   -0,004 -0,024 0,015 
 * 0,035 -0,172 0,241   0,039 -0,170 0,249 
  -0,939* -1,032 -0,846  * -0,935* -1,027 -0,844 
Sampel 
2 
  1,534* 1,373 1,692  * 1,534* 1,375 1,693 
 * -0,436* -0,465 -0,407   -0,437* -0,467 -0,407 
  0,007 -0,013 0,027   0,007 -0,013 0,027 
 * -0,087 -0,290 0,116   -0,085 -0,288 0,122 
  -0,911* -1,002 -0,817  * -0,913* -1,005 -0,823 
Sampel 
3      
  1,521* 1,363 1,675  * 1,515* 1,361 1,669 
 * -0,444* -0,473 -0,415   -0,444* -0,474 -0,415 
  0,002 -0,017 0,022   0,002 -0,017 0,022 
 * -0,003 -0,208 0,201   0,000 -0,207 0,206 
  -0,849* -0,940 -0,756  * -0,845* -0,936 -0,754 
Sampel 
4 
  1,607* 1,449 1,763  * 1,603* 1,450 1,759 
 * -0,440* -0,469 -0,411   -0,440* -0,470 -0,411 
  -0,011 -0,031 0,008   -0,011 -0,031 0,008 
  0,015 -0,189 0,219  * 0,020 -0,184 0,223 
  -0,922* -1,013 -0,830  * -0,920* -1,010 -0,829 
Sampel 
5 
 * 1,525* 1,365 1,681   1,523* 1,362 1,681 
 * -0,456* -0,485 -0,426   -0,455* -0,485 -0,425 
  0,005 -0,015 0,025   0,005 -0,015 0,025 
  0,027 -0,177 0,232  * 0,029 -0,172 0,236 
 * -0,854* -0,946 -0,761   -0,854* -0,947 -0,759 
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Tabel 4.19 Hasil Estimasi Parameter Regresi Logistik Biner Secara Univariat dan Bivariat untuk Y2 
Sampel 
Parameter Rata-
Rata 
C.I. 
2,50% 
C.I. 
97,50% 
Parameter Rata-
Rata 
C.I. 
2,50% 
C.I. 
97,50% Univariat Bivariat 
Sampel 
1 
 * -5,652* -6,441 -4,877   -6,034* -6,876 -5,235 
 * -0,110 -0,265 0,035   -0,104 -0,267 0,050 
 * 0,052 -0,034 0,132   0,070 -0,018 0,151 
 * -0,207 -1,387 0,732   -0,114 -1,293 0,841 
 * 0,983* 0,466 1,537   1,166* 0,607 1,776 
Sampel 
2 
 * -5,772* -6,807 -4,754   -5,806* -6,859 -4,792 
 * -0,279* -0,466 -0,103   -0,318* -0,517 -0,130 
  -0,025 -0,149 0,084  * -0,017 -0,142 0,090 
 * -1,748 -4,763 0,152   -1,704 -4,763 0,206 
  1,800* 1,120 2,572  * 1,776* 1,092 2,540 
Sampel 
3      
 * -6,218* -7,138 -5,318   -6,588* -7,595 -5,621 
 * 0,004 -0,150 0,151   -0,018 -0,180 0,139 
 * 0,053 -0,047 0,146   0,065 -0,038 0,156 
 * -0,834 -2,659 0,499   -0,770 -2,634 0,576 
 * 1,332* 0,728 1,988   1,628* 0,957 2,394 
Sampel 
4 
 * -5,874* -6,664 -5,092   -6,091* -6,922 -5,272 
 * -0,055 -0,212 0,094   -0,070 -0,238 0,091 
 * 0,086* 0,001 0,167   0,094* 0,005 0,174 
  -0,997 -2,841 0,341  * -0,912 -2,749 0,423 
 * 0,814* 0,307 1,354   0,930* 0,401 1,491 
Sampel 
5 
 * -6,03* -6,91 -5,166   -6,084* -7,015 -5,218 
  -0,109 -0,271 0,046  * -0,092 -0,253 0,061 
 * 0,066 -0,027 0,153   0,062 -0,037 0,150 
 * -26,46* -70,48 -2,668   -26,110* -71,270 -2,618 
 * 1,33* 0,7482 1,967   1,354* 0,764 2,016 
Hal ini disebabkan kurang kuatnya hubungan korelasi antara Y1 dengan Y2 
yang ditunjukan oleh Tabel 4.11. Pada prinsipnya semakin besar nilai korelasi yang 
terbentuk dapat menaikan efisiensi dari model bivariat. 
Tanda parameter yang diperoleh model univariat dan bivariat menunjukan 
kemiripan. Ketika univariat negatif, tanda yang didapatkan bivariat juga negatif. 
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Keuntungan yang diperoleh dari model bivariat yaitu kita dapat mengetahui 
hubungan dari kedua variabel respon tersebut, yang ditunjukan oleh model 
transformasi odds ratio. 
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BAB V 
KESIMPULAN DAN SARAN 
 
Berdasarkan analisis dan pembahasan didapatkan hasil yang sesuai dengan 
tujuan penelitian. Berikut adalah kesimpulan dari hasil analisis dan pembahasan 
beserta saran untuk penelitian selanjutnya. 
5.1    Kesimpulan 
Berikut adalah kesimpulan dari hasil analisis dan pembahasan penelitian yang 
telah dilakukan. 
1. Berdasarkan hasil pemodelan regresi logistik biner Bayesian untuk kasus 
konsumen perusahaan ‘X’ dengan data sebanyak 500.000 proses iterasi sampel 
yang telah diiterasi belum memenuhi sifat strongly ergodic. Pemodelan tersebut 
menggunakan iterasi 100.000 dan thin 10. Akan tetapi pada saat iterasi ke 9800 
proses iterasi terhenti dikarenakan untuk parameter   tidak bisa diupdate lagi. 
Hal tersebut terjadi dikarenakan banyaknya data yang digunakan terlalu besar 
yaitu 500.000 data. Untuk mengatasi masalah tersebut, didalam penelitian ini 
dilakukan sampling terhadap data. Pengambilan sampel didasarkan klaster-
klaster yang terbentuk. Banyaknya sampel yang diambil yaitu sebanyak 5 
sampel. Hasil yang diperoleh dari pemodelan regresi logistik biner univariat 
untuk kelima sampel tersebut, secara umum didapatkan kesimpulan bahwa 
variabel independen atau prediktor yang mempengaruhi Pembelotan Konsumen 
dan Jawaban Kontrak yaitu Akumulasi Update dan Status Pengiriman. Hasil 
kinerja prediksi kelima model sampel memberikan hasil yang hampir sama. 
Terdapat empat model layak digunakan untuk memprediksi Pembelotan 
Konsumen dan Jawaban Kontrak konsumen di Perusahaan ‘X’ yaitu model 
sampel 1, sampel 2, sampel 3, dan sampel 5. 
2. Berdasarkan hasil pemodelan regresi logistik biner bivariat Bayesian untuk 
kasus konsumen perusahaan ‘X’, dapat diketahui hubungan antara variabel 
Pembelotan Konsumen dan Jawaban Kontrak. Secara konsisten pada kelima 
model sampel yang diperoleh, variabel prediktor yang memberikan pengaruh 
74 
 
terhadap Pembelotan Konsumen dan Jawaban Kontrak adalah Status 
Pengiriman e-mail. 
5.2    Saran 
Hasil penelitian diperoleh lima model regresi logistik biner Bayesian dan 
regresi logistik biner bivariat Bayesian. Kelima model memberikan hasil yang 
hampir sama. Saran yang diberikan oleh peneliti terhadap perusahaan ‘X’ yaitu 
untuk memperhatikan faktor-faktor yang memberikan pengaruh terhadap 
Pembelotan Konsumen dan Jawaban Kontrak. Faktor-faktor yang berpengaruh 
yaitu Akumulasi Update dan Status Pengiriman e-mail. Hal yang bisa dikendalikan 
oleh perusahaan ‘X’ yaitu agar memperhatikan dan mengusahakan e-mail yang 
berisi perpanjangan kontrak terkirim ke konsumen.  
Model yang diperoleh peneliti belum mampu mengatasi kasus unbalace yang 
disebabkan oleh kejadian yang jarang. Prior yang digunakan dalam penilitian ini 
merupakan prior informatif, sehingga dalam penelitian selanjutnya tentang kasus 
unbalance bisa digunakan jenis prior yang lainnya. 
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LAMPIRAN 
 
Lampiran 1.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Keseluruhan 
pada regresi biner Bayesian Pembelotan Konsumen 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc start sample 
alpha[1] -2.183 1.291 0.1571 -3.744 -2.516 0.7125 1 980 
beta1[1] -0.5304 0.03704 0.002774 -0.5986 -0.539 -0.4436 1 980 
beta1[2] 0.6636 0.2777 0.02811 0.1004 0.7256 1 1 980 
beta1[3] -0.212 0.997 0.01623 -3.947 0.1289 0.1953 1 980 
beta1[4] -1.093 1.16 0.03542 -4.56 -0.5926 -0.1457 1 980 
B. Density Plot 
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C. History Plot    
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D. Autocorrelation Plot    
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Lampiran 2.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Keseluruhan 
pada regresi biner Bayesian Jawaban Kontrak 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc start sample 
alpha[2] -5.893 0.07022 0.002088 -6.014 -5.892 -5.776 1 980 
beta2[1] -0.06691 0.0117 3.51E-04 -0.08853 -0.06712 -0.04494 1 980 
beta2[2] 0.06455 0.006768 1.97E-04 0.05241 0.06448 0.07754 1 980 
beta2[3] -0.5386 0.09834 0.00263 -0.7236 -0.5384 -0.3572 1 980 
beta2[4] 1.073 0.05046 0.001328 0.9853 1.075 1.153 1 980 
B. Density Plot 
alpha[2] sample: 980
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beta2[2] sample: 980
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D. Autocorrelation Plot    
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Lampiran 3.  Program OpenBUGS untuk univariat 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Lampiran 4.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Sampel 1 
untuk Pembelotan Konsumen 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc start sample 
alpha 1.613 0.08048 8.24E-04 1.455 1.612 1.768 1 10000 
beta1 -0.4447 0.01493 1.32E-04 -0.4735 -0.4446 -0.4158 1 10000 
beta2 -0.004948 0.00983 9.85E-05 -0.0242 -0.005087 0.01436 1 10000 
beta3 0.03459 0.1043 0.00103 -0.1715 0.03479 0.2414 1 10000 
beta4 -0.9394 0.0477 4.71E-04 -1.032 -0.9397 -0.8463 1 10000 
 
model 
{ 
alpha ~ dnorm(0,0.001) 
beta1 ~ dnorm(0,0.001) 
beta2~ dnorm(0,0.001) 
beta3~ dnorm(0,0.001) 
beta4~ dnorm(0,0.001)  
for( i in 1 : 10000 )  
{ 
mu[i] <- alpha+beta1*INDEP1[i]+beta2* INDEP2[i]+beta3*INDEP3[i]+beta4*INDEP4[i]  
  } 
     for( i in 1 : 10000 ) { 
   DEP1[i] ~ dbern(p[i]) 
   logit(p[i])<-mu[i] 
  } 
  } 
list(alpha=0, beta1=0,beta2=0,beta3=0,beta4=0) 
INDEP1[] INDEP2[] INDEP3[] INDEP4[] DEP1[] 
************************************* 
END 
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B. Density  Plot 
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D. Autocorrelation  Plot 
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Lampiran 5.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Sampel 1 
untuk Jawaban Kontrak 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc 
star
t 
sample 
alpha -5.652 0.3993 0.003748 -6.441 -5.643 -4.877 1 10000 
beta1 -0.1101 
0.0759
8 
7.85E-04 -0.265 -0.1098 0.03457 1 10000 
beta2 0.05209 
0.0427
9 
4.20E-04 -0.03382 0.05357 0.1323 1 10000 
beta3 -0.2071 0.5415 0.006134 -1.387 -0.1655 0.7323 1 10000 
beta4 0.9826 0.2715 0.002911 0.4657 0.9749 1.537 1 10000 
B. Density  Plot 
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C. Trace  Plot 
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D. Autocorrelation  Plot 
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Lampiran 6.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Sampel 2 
untuk Pembelotan Konsumen 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc start sample 
alpha 1.534 0.08209 8.39E-04 1.373 1.534 1.692 1 10000 
beta1 -0.436 0.01507 1.37E-04 -0.4653 -0.436 -0.4069 1 10000 
beta2 0.006723 0.0102 1.03E-04 -0.01308 0.006597 0.02693 1 10 
beta3 -0.08712 0.1033 0.001021 -0.2899 -0.08697 0.1156 1 10000 
beta4 -0.911 0.04736 4.68E-04 -1.002 -0.9113 -0.8173 1 10000 
B. Density  Plot 
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D. Autocorrelation  Plot 
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Lampiran 7.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Sampel 2 
untuk Jawaban Kontrak 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc start sample 
alpha -5.772 0.5248 0.006763 -6.807 -5.764 -4.754 1 10000 
beta1 -0.279 0.0924 0.001039 -0.4662 -0.2769 -0.1033 1 10000 
beta2 -0.02526 0.05948 7.75E-04 -0.1485 -0.02218 0.08449 1 10000 
beta3 -1.748 1.264 0.01164 -4.763 -1.559 0.1524 1 10000 
beta4 1.8 0.3685 0.004835 1.12 1.781 2.572 1 10000 
B. Density  Plot 
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C. History  Plot 
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D. Autocorrelation  Plot 
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Lampiran 8.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Sampel 3 
untuk Pembelotan Konsumen 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc start sample 
alpha 1.521 0.0802 8.19E-04 1.363 1.52 1.675 1 10000 
beta1 -0.4436 0.01498 1.36E-04 -0.4726 -0.4435 -0.4146 1 10000 
beta2 0.002123 0.009901 9.79E-05 -0.0172 0.001994 0.02155 1 10000 
beta3 -0.003315 0.1042 0.001021 -0.2081 -0.002862 0.2014 1 10000 
beta4 -0.8489 0.04713 4.67E-04 -0.94 -0.8492 -0.7561 1 10000 
B. Density  Plot 
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beta4 sample: 10000
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C. History Plot 
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D. Autocorrelation  Plot 
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Lampiran 9.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Sampel 3 
untuk Jawaban Kontrak 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc start sample 
alpha -6.218 0.4654 0.005714 -7.138 -6.209 -5.318 1 10000 
beta1 0.004335 0.0767 8.38E-04 -0.1503 0.005379 0.1508 1 10000 
beta2 0.05289 0.04859 5.73E-04 -0.04733 0.05461 0.1455 1 10000 
beta3 -0.8335 0.8056 0.007541 -2.659 -0.7363 0.4989 1 10000 
beta4 1.332 0.3218 0.004002 0.7284 1.321 1.988 1 10000 
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B. Density  Plot 
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Lampiran 10.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Sampel 4 
untuk Pembelotan Konsumen 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc start sample 
alpha 1.607 0.08101 8.60E-04 1.449 1.607 1.763 1 10000 
beta1 -0.4399 0.01509 1.37E-04 -0.4691 -0.4398 -0.4106 1 10000 
beta2 -0.01125 0.009923 1.04E-04 -0.03061 -0.01136 0.008209 1 10000 
beta3 0.01479 0.104 0.001022 -0.1893 0.01511 0.2191 1 10000 
beta4 -0.9223 0.04719 4.66E-04 -1.013 -0.9225 -0.8295 1 10000 
 
B. Density  Plot 
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C. History  Plot 
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D. Autocorrelation  Plot 
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Lampiran 11.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Sampel 4 
untuk Jawaban Kontrak 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc start sample 
alpha -5.874 0.4014 0.004623 -6.664 -5.867 -5.092 1 10000 
beta1 -0.05542 0.07809 8.36E-04 -0.2117 -0.05457 0.09353 1 10000 
beta2 0.08634 0.0422 4.65E-04 9.89E-04 0.08758 0.1668 1 10000 
beta3 -0.9966 0.8057 0.007216 -2.841 -0.9021 0.3409 1 10000 
beta4 0.814 0.2654 0.002994 0.3065 0.8087 1.354 1 10000 
B. Density  Plot 
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Lampiran 12.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Sampel 5 
untuk Pembelotan Konsumen 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc start sample 
alpha 1.525 0.08146 8.41E-04 1.365 1.524 1.681 1 10000 
beta1 -0.4555 0.01525 1.39E-04 -0.4851 -0.4554 -0.426 1 10000 
beta2 0.00519 0.0101 9.98E-05 -0.01451 0.005048 0.02499 1 10000 
beta3 0.0267 0.1039 0.001045 -0.177 0.02705 0.2316 1 10000 
beta4 -0.854 0.0473 4.71E-04 -0.9456 -0.8542 -0.761 1 10000 
 
B. Density  Plot 
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Lampiran 13.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Sampel 5 
untuk Jawaban Kontrak 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc start sample 
alpha -6.03 0.4485 0.004616 -6.91 -6.025 -5.166 1 10000 
beta1 -0.1085 0.08033 7.22E-04 -0.2713 -0.1074 0.04571 1 10000 
beta2 0.06562 0.04605 4.74E-04 -0.02715 0.06678 0.1532 1 10000 
beta3 -26.46 18.61 0.1871 -70.48 -22.63 -2.668 1 10000 
beta4 1.33 0.3085 0.003471 0.7482 1.322 1.967 1 10000 
 
B. Density  Plot 
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D. Autocorrelation  Plot 
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Lampiran 14.  Program OpenBUGS untuk bivariat 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
model 
{ 
for(i in 1:10000) 
{ 
#Model regresi untuk marginal 1 
DEP20DEP11[i]~dbern(P1[i]) 
logit(P1[i])<-alpha[1]+beta1[1]*INDEP1[i]+beta1[2]*INDEP2[i]+beta1[3]*INDEP3[i]+beta1[4]*INDEP4[i] 
#Model regresi untuk marginal 2 
DEP21DEP10[i]~dbern(P2[i]) 
logit(P2[i])<-alpha[2]+beta2[1]*INDEP1[i]+beta2[2]*INDEP2[i]+beta2[3]*INDEP3[i]+beta2[4]*INDEP4[i] 
#Model regresi logistik untuk joint association pada bentuk odds rasio 
logit(OR[i])<-alpha[3]+beta3[1]*INDEP1[i]+beta3[2]*INDEP2[i]+beta3[3]*INDEP3[i]+beta3[4]*INDEP4[i] 
} 
# Prior distribution of model parameters 
alpha[1] ~ dnorm(0,0.001) 
alpha[2] ~ dnorm(0,0.001) 
alpha[3] ~ dnorm(0,0.001) 
for (j in 1:4) 
{ 
beta1[j] ~ dnorm(0,0.001) 
beta2[j] ~ dnorm(0,0.001) 
beta3[j] ~ dnorm(0,0.001) 
} 
} 
# Set of initial values 
list(beta1=c(0,0,0,0),beta2=c(0,0,0,0),beta3=c(0,0,0,0),alpha=c(0,0,0)) 
INDEP1[] INDEP2[] INDEP3[] INDEP4[] DEP20DEP11[] DEP21DEP10[] 
*********************************************************** 
END 
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Lampiran 15.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Sampel 1 
Bivariat 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc start sample 
alpha[1] 1.6 0.08122 7.54E-04 1.442 1.6 1.757 1 10000 
alpha[2] -6.034 0.4173 0.004198 -6.876 -6.031 -5.235 1 10000 
alpha[3] 0.3905 31.84 0.2963 -62.19 0.2491 63.1 1 10000 
beta1[1] -0.4437 0.0151 1.50E-04 -0.4731 -0.4435 -0.4147 1 10000 
beta1[2] -0.004279 0.009871 9.27E-05 -0.02356 -0.004225 0.01513 1 10000 
beta1[3] 0.03881 0.105 0.001097 -0.1696 0.03911 0.2487 1 10000 
beta1[4] -0.9353 0.04737 4.59E-04 -1.027 -0.9353 -0.8437 1 10000 
beta2[1] -0.1044 0.08084 8.06E-04 -0.2673 -0.1032 0.05046 1 10000 
beta2[2] 0.06986 0.04321 4.13E-04 -0.0177 0.07075 0.1509 1 10000 
beta2[3] -0.1141 0.5485 0.00474 -1.293 -0.07266 0.8407 1 10000 
beta2[4] 1.166 0.2994 0.003474 0.607 1.156 1.776 1 10000 
beta3[1] -0.09545 31.44 0.3294 -61.58 -0.4821 62.2 1 10000 
beta3[2] 0.2761 32.02 0.301 -62.25 0.3215 62.77 1 10000 
beta3[3] 0.05032 31.89 0.3026 -62.34 -0.04093 62.27 1 10000 
beta3[4] -0.4521 31.81 0.3298 -63.21 -0.2636 62.26 1 10000 
 
B. Density Plot 
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C. History Plot   
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D. Autocorrelation Plot    
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Lampiran 16.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Sampel 2 
Bivariat 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc start sample 
alpha[1] 1.534 0.08199 8.36E-04 1.375 1.534 1.693 1 10000 
alpha[2] -5.806 0.5213 0.006965 -6.859 -5.802 -4.792 1 10000 
alpha[3] 0.02947 31.51 0.3001 -62.29 0.3817 60.58 1 10000 
beta1[1] -0.4369 0.01514 1.50E-04 -0.4668 -0.4368 -0.4073 1 10000 
beta1[2] 0.006991 0.01012 9.80E-05 -0.01294 0.007012 0.02703 1 10000 
beta1[3] -0.08466 0.1041 0.001032 -0.2877 -0.08453 0.1218 1 10000 
beta1[4] -0.9131 0.04685 4.93E-04 -1.005 -0.9126 -0.8231 1 10000 
beta2[1] -0.3184 0.09888 9.81E-04 -0.5169 -0.3166 -0.13 1 10000 
beta2[2] -0.0174 0.05899 8.00E-04 -0.1415 -0.01471 0.09028 1 10000 
beta2[3] -1.704 1.277 0.01259 -4.763 -1.507 0.2061 1 10000 
beta2[4] 1.776 0.3703 0.005044 1.092 1.762 2.54 1 10000 
beta3[1] -0.1678 31.67 0.291 -62.57 -0.5737 63.05 1 10000 
beta3[2] -0.1148 31.62 0.3175 -62.8 0.06023 60.83 1 10000 
beta3[3] -0.06445 31.63 0.2989 -61.45 -0.3142 62.65 1 10000 
beta3[4] -0.6131 31.75 0.2797 -62.64 -0.9589 62.03 1 10000 
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B. Density Plot 
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beta3[2] sample: 10000
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C. History Plot 
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D. Autocorrelation Plot 
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Lampiran 17.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Sampel 3 
Bivariat 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc start sample 
alpha[1] 1.515 0.07998 6.58E-04 1.361 1.516 1.669 1 10000 
alpha[2] -6.588 0.4999 0.005652 -7.595 -6.576 -5.621 1 10000 
alpha[3] -0.03238 31.77 0.2426 -62.94 -0.5638 62.49 1 10000 
beta1[1] -0.4444 0.01507 1.55E-04 -0.4739 -0.4444 -0.4153 1 10000 
beta1[2] 0.002388 0.009868 8.03E-05 -0.01673 0.002458 0.02183 1 10000 
beta1[3] 3.62E-04 0.1041 0.001006 -0.2073 8.11E-04 0.2063 1 10000 
beta1[4] -0.8449 0.04684 4.56E-04 -0.9363 -0.8446 -0.7543 1 10000 
beta2[1] -0.01811 0.08091 8.18E-04 -0.1799 -0.01817 0.1394 1 10000 
beta2[2] 0.06453 0.049 5.67E-04 -0.03793 0.06588 0.1559 1 10000 
beta2[3] -0.7701 0.8209 0.00834 -2.634 -0.6779 0.5756 1 10000 
beta2[4] 1.628 0.3658 0.004442 0.9569 1.612 2.394 1 10000 
beta3[1] 0.02811 31.43 0.352 -61.59 -0.02643 60.74 1 10000 
beta3[2] -0.03296 31.85 0.3437 -63.62 0.5116 61.74 1 10000 
beta3[3] -0.3458 31.66 0.3011 -62.28 -0.9475 61.5 1 10000 
beta3[4] -0.07155 31.85 0.3378 -61.96 -0.417 62.98 1 10000 
 
B. Density Plot 
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C. History Plot 
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D. Autocorrelation Plot 
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Lampiran 18.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Sampel 4 
Bivariat 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc start sample 
alpha[1] 1.603 0.08021 7.56E-04 1.45 1.603 1.759 1 10000 
alpha[2] -6.091 0.4172 0.004706 -6.922 -6.091 -5.272 1 10000 
alpha[3] 0.1063 31.67 0.2489 -62.66 -0.5332 62.38 1 10000 
beta1[1] -0.4402 0.0152 1.53E-04 -0.4701 -0.4402 -0.4108 1 10000 
beta1[2] -0.01126 0.009878 8.75E-05 -0.03055 -0.01126 0.008204 1 10000 
beta1[3] 0.01957 0.1036 0.001015 -0.1842 0.02032 0.2231 1 10000 
beta1[4] -0.9199 0.04686 4.53E-04 -1.01 -0.92 -0.8293 1 10000 
beta2[1] -0.06971 0.08286 7.98E-04 -0.2376 -0.06938 0.09082 1 10000 
beta2[2] 0.094 0.0431 4.64E-04 0.004793 0.09517 0.1743 1 10000 
beta2[3] -0.9119 0.8173 0.008077 -2.749 -0.8191 0.4232 1 10000 
beta2[4] 0.9296 0.2808 0.003143 0.401 0.9237 1.491 1 10000 
beta3[1] 0.009494 31.47 0.3434 -61.59 -0.0857 61.23 1 10000 
beta3[2] 0.2762 31.92 0.3442 -63.33 0.5722 61.76 1 10000 
beta3[3] -0.1966 31.52 0.292 -61.56 -0.7966 61.93 1 10000 
beta3[4] 0.1299 31.71 0.3327 -62.01 0.01732 62.69 1 10000 
B. Density Plot 
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C. History  Plot 
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D. Autocorrelation  Plot 
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Lampiran 19.  Hasil Iterasi OpenBUGS (100.000 thin 10) untuk Data Sampel 5 
Bivariat 
A. Output Parameter 
node mean sd MC_error val2.5pc median val97.5pc start sample 
alpha[1] 1.523 0.08201 8.92E-04 1.362 1.523 1.681 1 10000 
alpha[2] -6.084 0.455 0.004556 -7.015 -6.068 -5.218 1 10000 
alpha[3] 0.03618 31.65 0.3228 -61.32 -0.2262 62.09 1 10000 
beta1[1] -0.4547 0.01537 1.62E-04 -0.4845 -0.4548 -0.4247 1 10000 
beta1[2] 0.005059 0.0102 1.00E-04 -0.01479 0.004972 0.02504 1 10000 
beta1[3] 0.02916 0.104 9.83E-04 -0.172 0.02863 0.2361 1 10000 
beta1[4] -0.8539 0.04777 4.93E-04 -0.947 -0.8539 -0.7591 1 10000 
beta2[1] -0.09192 0.08 7.94E-04 -0.2533 -0.09089 0.06113 1 10000 
beta2[2] 0.06155 0.04732 4.34E-04 -0.03741 0.06239 0.1503 1 10000 
beta2[3] -26.11 18.77 0.1822 -71.27 -21.98 -2.618 1 10000 
beta2[4] 1.354 0.3202 0.003295 0.7644 1.346 2.016 1 10000 
beta3[1] 0.1948 31.62 0.3284 -62.63 0.4357 63.32 1 10000 
beta3[2] 0.2413 31.92 0.3085 -63.3 0.4102 62.53 1 10000 
beta3[3] 0.1087 31.87 0.3047 -63.06 0.2233 62.67 1 10000 
beta3[4] 0.3023 31.75 0.3061 -61.43 0.2561 62.34 1 10000 
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B. Density  Plot 
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beta3[2] sample: 10000
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C. History  Plot 
iteration
0 25000 50000 75000
a
lp
h
a
[1
]
0
.0
0
.5
1
.0
1
.5
2
.0
iteration
0 25000 50000 75000
a
lp
h
a
[2
]
-9
.0
-7
.0
-5
.0
iteration
0 25000 50000 75000
a
lp
h
a
[3
]
-2
0
0
.0
0
.0
2
0
0
.0
138 
 
iteration
0 25000 50000 75000
b
e
ta
1
[1
]
-0
.6
-0
.4
-0
.2
iteration
0 25000 50000 75000
b
e
ta
1
[2
]
-0
.0
5
0
.0
0
.0
5
iteration
0 25000 50000 75000
b
e
ta
1
[3
]
-0
.4
0
.0
0
.4
iteration
0 25000 50000 75000
b
e
ta
1
[4
]
-1
.2
-0
.8
-0
.4
iteration
0 25000 50000 75000
b
e
ta
2
[1
]
-0
.4
-0
.2
0
.0
0
.2
139 
 
iteration
0 25000 50000 75000
b
e
ta
2
[2
]
-0
.2
0
.0
0
.2
iteration
0 25000 50000 75000
b
e
ta
2
[3
]
-1
5
0
.0
-5
0
.00
.0
iteration
0 25000 50000 75000
b
e
ta
2
[4
]
0
.0
1
.0
2
.0
3
.0
iteration
0 25000 50000 75000
b
e
ta
3
[1
]
-2
0
0
.0
0
.0
2
0
0
.0
iteration
0 25000 50000 75000
b
e
ta
3
[2
]
-2
0
0
.0
0
.0
2
0
0
.0
140 
 
iteration
0 25000 50000 75000
b
e
ta
3
[3
]
-2
0
0
.0
0
.0
2
0
0
.0
iteration
0 25000 50000 75000
b
e
ta
3
[4
]
-2
0
0
.0
0
.0
2
0
0
.0
 
 
D. Autocorrelation  Plot 
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