





A Consideration on the Recurrent Structure 




Masatoshi SHIDA WARA 
Abstract Recurrent type neural networks which are said to be good for time series are commonly 
used for runoff calculation. In usual recurrent neural networks with 3 layers， feedback仕omonly the 
second layer (hidden layer) to the first layer (input layer) is set. In this paper， a recurrent structure that 
has feedback from the third layer (output layer) to the first layer in addition to the usual feedback is 
used. The neural network with this type of recurrent structure gives much better results in case of 
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