The dorsal column nuclei, cuneatus and gracilis, play a fundamental role in the processing and integration of somesthetic ascending information. Intracellular and patch-clamp recordings obtained in cat in vivo have shown that cuneothalamic projection neurons present two modes of activity: oscillatory and tonic (Canedo et al 1998 Neuroscience 84 603-17). The former is the basis of generating, in sleep and anaesthetized states, slow, delta and spindle rhythms under the control of the cerebral cortex (Mariño et al 2000 Neuroscience 95 657-73). The latter is needed, during wakefulness, to process somesthetic information in real time. To study this behaviour we have developed the first realistic computational model of the cuneothalamic projection neurons. The modelling was guided by experimental recordings, which suggest the existence of hyperpolarization-activated inward currents, transient low-and high-threshold calcium currents, and calcium-activated potassium currents. The neuronal responses were simulated during (1) sleep, (2) transition from sleep to wakefulness and (3) wakefulness under both excitatory and inhibitory synaptic input. In wakefulness the model predicts a set of synaptically driven firing modes that could be associated with information processing strategies in the middle cuneate nucleus.
Introduction
The cuneate nucleus (CN) is a structure within the brainstem, close to the most rostral area of the spinal chord, where three different areas are distinguished: caudal, middle and rostral [3] . The middle zone, where the experimental work reported in this study has been carried out, can in turn be divided into two sub-areas [13] : a core (central region), and a shell (peripheral region). The core comprises the dorsal region, and is basically made up of clusters of cuneothalamic neurons (projection or relay neurons), surrounded by local neurons (interneurons). The shell comprises the ventral and marginal regions, and is basically made up of interneurons.
The main cuneate inputs originate from primary afferent (PAF) and corticocuneate fibres. The PAFs establish synaptic contact with projection cells and interneurons [13] . The cortical fibres from the contralateral sensorimotor cortex run in the pyramidal tract [34, 39] and, within the middle cuneate, make synaptic contact mostly with inhibitory interneurons located in the shell [8] . On the other hand, the great majority of the projection neurons in the middle cuneate send their axons to the contralateral ventroposterolateral thalamic (VPL) nucleus via the medial lemniscus [3, 13, 30] .
To study the neuronal properties of the middle cuneate, intracellular and patch-clamp techniques have recently been used in vivo [4, 5, 34, 36, 37] . It was found that cuneothalamic neurons possess two modes of activity: oscillatory and tonic [5] . During deep anaesthesia, the cuneothalamic neurons showed oscillatory bursting activity. This behaviour changed to the tonic mode when either depolarizing currents were intracellularly injected or the excitatory peripheral receptive field was stimulated. A low-threshold calcium current (I T ) and a hyperpolarization-activated cationic current (I h ) have been postulated to explain the oscillatory bursting activity in vivo [5] . Subsequent in vitro experiments have demonstrated the presence of I h currents in the dorsal column nuclei [11, 44, 46] .
The electrophysiological properties of cuneothalamic neurons are key to understand how the cuneate processes cutaneous information during wakefulness as well as participating in the generation of slow waves during sleep. With these two main objectives in mind, we have resorted to the use of computational models in order to integrate the experimental data in an attempt to answer the following questions. Which ionic currents may explain the activity of the cuneothalamic projection neurons? How do these currents participate in the membrane potential? Which are the firing modes of the middle CN neurons? What do they mean in the context of the cutaneous transmission through the CN?
Methods

Experimental data
All experiments conformed to Spanish guidelines (BOE 67/1998) and European Communities Council Directive 86/609/EEC, and all efforts were made to minimize the number of animals used. Data were obtained from cats (2.3-4.5 kg), which were anaesthetized (α-cloralose, 60 mg kg −1 , i.p.), paralysed (Pavulon, 1 mg kg −1 h −1 , i.v) and under artificial respiration [5, 34] . Additional doses of anaesthesia were administered when necessary. The dorsal medulla was exposed to insert recording electrodes within the middle main CN from the level of the obex to 4 mm caudal to it.
Cuneothalamic cells were identified as antidromically activated by medial lemniscus stimulation according to standard criteria, including the collision test as well as confirmation that the critical interval in the collision was not due to soma refractoriness [5] . To stimulate the PAF fibres a silver ball stimulating electrode was positioned over the ipsilateral dorsal column at C2.
Intracellular current-clamp records were obtained using the whole-cell technique. A detailed description of the preparation can be found in [5, 34] .
Computational models
Neuron level.
We have followed the single-compartment approach [45] for each cell. The membrane potential for each compartment is computed by using the following expression:
where C is the membrane capacitance, I m the sum of the ionic currents, I syn the synaptic current and I in ject the electrical stimulation. We have developed two types of structure.
• Primary afferents. With the aim of providing synaptic stimulation to the cuneothalamic neuron, we have modelled a simple PAF with a fast sodium current and a delayed rectifier potassium current.
• Cuneothalamic cells. There exists experimental evidence (see section 3.1) for the existence of a high-threshold calcium current I L , a calcium-activated potassium current I ahp , a hyperpolarization-activated cationic current I h and a low-threshold calcium current I T .
In addition to this, we have introduced a fast sodium current I Na and a delayed rectifier potassium current I K . The membrane currents will be I m = I Na + I K + I L + I ahp + I h + I T + I l , where I l represents the contribution of currents associated with passive currents.
Membrane level.
The Hodgkin-Huxley (HH) formulation was used as the mathematical model for describing the ionic currents [17] [18] [19] [20] [21] . The HH general expression for an ionic current related to a membrane channel is
where g max ion represents the maximum conductance, V ion the equilibrium potential for such an ion, m the probability of an activation gate being open, h the probability for an inactivation gate being open and p and q the number of activation and inactivation gates of this ionic channel.
Mathematical expressions describing the ionic currents are presented in the appendix.
Molecular level.
In order to describe intracellular calcium dynamics we have used Traub's model [54] . The mathematical expression is a differential equation that computes intracellular calcium concentration over time. This rate depends on both calcium current values (I L and I T ) and calcium diffusion processes.
Synaptic level.
We have used Abbott's synaptic model [1] . The expression of the synaptic currents is similar to the HH model:
In turn, the conductance g syn is equivalent to the product g max syn * s, where g max syn is the maximum conductance, and s the probability of the postsynaptic currents being open. This probability is calculated by a differential equation that depends on the quantity of released neurotransmitter T (V pre ). This variable is, in turn, a function of the difference between the presynaptic membrane potential (V pre ) and a threshold value (vt):
To analyse the relationship between firing modes and synaptic activity we have introduced the alpha function, which represents the conductance associated with the synaptic current. Table 2 . General parameters for cuneothalamic projection neurons.
This function determines the shape of the postsynaptic potential generated after appropriate stimulation [26] . The mathematical expression is
where g max sin is a constant, t the initial time and τ the time constant. The synaptic conductance value will be zero if the presynaptic potential is less than a certain threshold and it will be equal to the alpha function above such a threshold. 
Computational tools
We have chosen two popular neurosimulators: XPP and neuron. The XPP (Xwindows PhasePlane), developed by Ermentrout [12] , was used to test the ionic currents and to produce most of the results shown in this paper. Due to the stiffness of the model, the Gear adaptive numerical method [14] was finally selected. With this integration scheme we had to reach a tolerance value that guarantees stability as well as avoiding large-scale deviations between numerical and algebraic solutions.
Neuron, developed by Hines and Moore, offers tools for implementing realistic models of neurons and circuits [16] . By default, the simulator uses the Hines integration method, an optimized algorithm that combines the benefits of both Crank-Nicholson and Euler methods.
XPP simulations were carried out on a Sun Sparcstation20 workstation and neuron simulations on a PC with a 600 MHz AMD K7 processor.
Results
This section is organized in three subsections: ionic currents, validation and prediction. In the first one we present the current-injection experiments [5] that:
Response of cuneothalamic projection cells to membrane polarization. Hyperpolarization from rest (−55 mV) induces bursting activity with two to four spikes per burst. Depolarization from rest generates tonic activity with a fast post-spike hyperpolarization.
(1) provide evidence for the ionic currents and (2) were used to tune the model with the experimental data.
Afterwards the model is validated with neuronal activity recorded in vivo, in anaesthetized cats, under three different experimental protocols [4, 5, 33, 38, 39] . Finally, computer simulations are shown that predict both neuronal behaviour in the case of transition from sleep to wakefulness, and firing modes in simulated wake conditions under excitatory/inhibitory synaptic stimulation.
Ionic currents
Intracellular current injection in the cuneothalamic projection neuron demonstrates different neuronal activity between hyperpolarized and depolarized membrane levels. Figure 1 shows that hyperpolarization from rest (−55 mV for this cell) induces slow potentials that generate bursts of conventional spikes. On the other hand, depolarization from rest induces single-spike activity with a post-spike hyperpolarization. These findings suggest that distinct underlying ionic currents are activated at different membrane potentials. Figure 2 (A) illustrates in detail what happens when hyperpolarization current pulses of 300 ms duration are applied. The pulse uncovers a depolarizing sag, which increases with current amplitude (−0.5 nA). This phenomenon points to a hyperpolarization-activated cationic current, I h , which depolarizes the neuron after a certain degree of hyperpolarization is achieved. At the end of the greater hyperpolarization pulse, the neuron generates a slow rebound potential that induces a burst of two sodium spikes. This excitatory rebound is presumably due to a low-threshold calcium current, I T . Figure 2 (B) illustrates the behaviour of the cuneothalamic neuron model. Dynamics of both I h and I T currents are shown in figures 2(C) and (D). At the beginning of the hyperpolarizing pulse I h is activated, thus impeding a deeper hyperpolarization, and I T is also de-inactivated. When the pulse ends, the I T currents are activated, which raises the membrane potential until the I Na threshold is reached. Thereafter a burst of spikes appears in the same manner as it is observed in real neurons. The cell shows a depolarizing sag (A), also reproduced in the simulations (B), which is presumably generated by a I h current (C), that increases in amplitude with the current pulse. When the pulse ceases, a rebound potential appears, probably induced by the activation of a I T current (D) (previously de-inactivated at the beginning of the pulse), that induces bursting activity. Post-spike hyperpolarizations during spontaneous activity are another interesting feature of cuneothalamic neurons (figure 3). This behaviour can be explained by the activation of a special type of potassium current that would repolarize the cell. As shown in figure 3(A), the magnitude of that hyperpolarization increases with bursting. During bursting, a calciumdependent mechanism, consisting of a high-threshold calcium current, I L , and a calciumdependent potassium current, I ahp , is probably involved. I L would introduce calcium into the cell during bursting and I ahp would control the post-spike hyperpolarization. Figure 3(B) shows the behaviour of our model in which the ionic current parameters were adjusted to reproduce the observed activity. Ionic current activity is shown in figure 3(C). When two spikes per burst appear, I ahp shows a peak of activity which explains the increased hyperpolarization.
In conclusion, current injection experiments provide evidence for the existence of a set of ionic currents responsible for the behaviour illustrated in figure 1. These currents, whose features are summarized in table 3, were used in the construction of the computational model of the cuneothalamic neurons. Figure 4 (A) shows the spontaneous activity recorded from a slow adapting cuneothalamic neuron. The oscillatory bursting activity had the following salient features:
Validation
Spontaneous activity
(1) the action potentials were grouped together with an intra-burst frequency of up to 1000 Hz, (2) each burst consisted of two to five spikes, (3) the resting membrane potential varied between −60 and −65 mV, (4) the action potentials reached peaks of 0-20 mV, and (5) the inter-burst interval varied between 60 and 2 Hz.
The spontaneous activity of the model is shown in figure 4 (B). The membrane potential has an oscillatory pattern with three to four action potentials per burst. The baseline is situated at −63 mV, the inter-burst interval is 20 ms and the peak potentials vary between 8 and 11 mV, with all these values being in the same range as the experimental ones.
The dynamics of the salient ionic currents are shown in figures 4(C) and (D). The lowthreshold calcium current induces bursting activity by activating the I Na current. Each action potential activates I L , thus introducing calcium inside the cell. On each burst, the amount of intracellular calcium increases as more spikes are generated. This trend finalizes when the amount of intracellular calcium reaches a value that is sufficiently high to activate I ahp . This current, in cooperation with I K (delayed rectifier), is responsible for repolarizing and hyperpolarizing the membrane potential, thus terminating the burst. The hyperpolarization activates I h and de-inactivates I T , thus leading, at the end of the hyperpolarization, to the activation of I T . After that, the activity pattern continues on and a new burst begins. The elimination of calcium is mediated by diffusion processes, like sodium-calcium pumps, that expel it to the extracellular medium. 
Response to current pulses.
Under intracellular injection of positive current pulses of 0.2 nA the cuneothalamic neuron changes to tonic activity ( figure 5(A) ). It is shown that:
(1) as the cell is depolarized, the oscillatory bursting behaviour is replaced by tonic firing during the stimulation period, (2) the membrane potential rises between 5 and 10 mV, (3) the action potential peak is similar to what was seen during the bursting mode, and (4) a hyperpolarization appears after the elimination of the current pulse.
In the tonic mode, not all currents participate actively in the generation of the membrane potential. Either injection of positive current pulses ( figure 5(A) ) or receptive field stimulation (see section 3.2.3) establish a sufficiently depolarized membrane potential to impede the significant activation of I h as well as of I T . These currents require hyperpolarization, to activate I h and de-inactivate I T , as well as a subsequent depolarization from sufficiently negative levels of potential, to activate I T , neither of which is ever attained under membrane depolarization. Figure 5 (B) shows the membrane potential for the computational model. It rises 8 mV in response to 1 nA current injection. The spike generation rate is similar to that of the bursting mode, and is determined by the activity of I Na , I K and I L . I L shows a similar behaviour as during the bursting mode, but I T diminishes notably ( figure 5(C) ). I ahp is incremented with respect to the bursting mode ( figure 5(D) ), due to a greater calcium input. The accumulation of calcium establishes high values of I ahp , but it does not succeed in forcing hyperpolarization as the current pulse impedes it. As a result the neuron continues responding to the current pulse in a practically indefinite manner. The tonic mode only comes to an end when the current pulse is removed, and I ahp , which has been forced to increment its activity, hyperpolarizes the membrane more than is usually seen during the bursting mode. figure 6(A) ) to that shown with current pulses. In order to generate synaptic input at a computational simulation level, we have implemented a simple afferent fibre with sodium and potassium currents. Figure 6(B) shows the model behaviour in response to an input at a frequency of 200 Hz. The appearance of the tonic mode is very similar to the one seen in the previous section. However, some details with regard to I L and I ahp should be pointed out. In the tonic mode the former has a greater decrease between spikes than with current pulses. The reason for this lies in the fact that we are simulating synaptic stimulation by means of a single synapse, and therefore there are silent intervals between postsynaptic potentials in which the neuron is not being stimulated.
Response to synaptic input. Synaptic stimulation in vivo shows very similar behaviour (
Regarding the calcium-dependent potassium current, a more staggered increase of I ahp is observed because the inflow of calcium during synaptic stimulation is less sharp than during current injection
Prediction
The cuneothalamic model was matched in section 3.2 against experimental data recorded in anaesthetized cats. Under these conditions, the observed oscillatory bursting behaviour is the basic firing pattern associated with the sleep state. Now we question the model for wakefulness: which mechanisms can drive the transition from sleep to wakefulness? Which firing modes, in wake conditions, could be observed under different synaptic input?
Transition from sleep to wakefulness.
In the thalamus, the activation of cholinergic and noradrenergic neurons of the brainstem produces a prolonged depolarization of thalamocortical cells [52] . The underlying mechanisms involve, among other things, the activation of muscarinic receptors by acetylcholine, and α 1 -adrenoreceptors by noradrenaline, which reduce the activity of K + conductance. In the CN, afferents from the brain stem [50] and/or from the cerebral cortex [39] could induce similar effects and be in charge of inducing the transition from sleep to wakefulness. Therefore, we have simulated the effect of those afferents by blocking, in our model, the I ahp current. Figure 7(A1) shows that the number of action potentials increased significantly and the membrane did not hyperpolarize. The bursting discharge is again obtained as soon as the I ahp current is unblocked. The I L current, which has no inactivation gates, not only remains activated during the I ahp current blockade, but also increases ( figure 7(A2) ). Sleep-wakefulness transition could also be triggered by prolonged depolarization driven either by a sustained cutaneous stimulation or by cortical excitatory descendant fibres. The depolarization could set a membrane potential in which significant activation of I h as well as of I T is impeded. We have simulated the prolonged depolarization during sleep (bursting oscillatory) ( figure 7(B) ). As a result the membrane potential baseline rises significantly and a single-spike tonic behaviour appears. Therefore it seems that the cuneothalamic cell is ready to reach the wake state through different driven mechanisms: some based on a direct effect on ionic channels and others based on a global effect involving a change in the membrane potential.
Firing modes and synaptic activity.
The dependence between firing modes and synaptic activity is a main issue in the study of cuneothalamic neurons in order to predict their behaviour when embedded in the cuneate circuitry. For this study we have implemented our model in neuron and used the alpha function to manipulate three meaningful parameters: the time constant, τ , the magnitude of the postsynaptic potential, g max sin , and the synaptic reversal potential, V syn .
First we have focused on excitatory synapses (V syn = 0 mV). If the magnitude of the synapse is sufficiently high, g max sin = 0.03 mS, and the time constant has a moderate value, τ = 4 ms, the model generates a train of single spikes ( figure 8(A) ). This configuration could correspond, for example, to connections established by afferent inputs. These synapses have been reported to be robust enough to ensure the transmission of cutaneous information [2] . On the other hand, if the magnitude of the synapse is decreased, g max sin = 0.005 mS, and the time constant is sufficiently high, τ = 16 ms, the synaptic stimulation would generate a membrane depolarization without spikes ( figure 8(B) ). This kind of stimulation would increase the probability of firing for further incoming stimuli. In the discussion we will deal with the possible functional role of this neuronal response.
The inhibitory synapses were modelled with V syn in the range between −60 and −90 mV. The neuron response is totally different depending on the value of V syn . For weak inhibition, V syn between −60 and −75 mV, the membrane is hyperpolarized and a silent response is observed ( figure 9(A) ). For deeper inhibition, V syn between −75 and −90 mV, the membrane is also hyperpolarized but there appears a burst of spikes at the end of the stimulation ( figure 9(B) ). This result can be explained by considering the activation of both I h and I T . The generation of two different responses depending on the synaptic reversal potential points to the existence of two types of inhibitory mechanism in the CN. We have forced our model to show both responses with only one synaptic type and we got either a silent or a burst response. Again, we will deal in the discussion section with the meaning of these results.
Discussion
Firing modes and physiological mechanisms in the cuneate
Firing modes depend primarily on the general brain state, synaptic activity and intrinsic properties. There are two well established brain states, sleep and wakefulness, which determine the activity pattern of the overall brain and have a decisive impact on neuronal behaviour [40, 52] . In each state, synaptic activity defines the inputs at the level of single neurons. Inputs can be categorized as (1) afferent/sensory signals and (2) modulatory signals. The later set up the membrane level and therefore determine the ionic currents to be activated by afferent/sensory inputs. In what follows we discuss the dependence between firing modes, general brain states and synaptic activity in the CN. 
Sleep state.
The experimental data reported here were recorded in anaesthetized cats, thus mimicking sleep conditions. Sleep is mainly characterized by the synchronization of large populations of neurons, which force an oscillatory behaviour at the single-neuronal level. In the cuneate, the oscillations present a bursting pattern (see figure 4(A) ) that is generated if the following conditions are fulfilled: (1) a sufficient hyperpolarized membrane level and (2) an appropriate set of ionic currents (I h , I T , I L and I ahp ). The first point is supported by experimental evidence (see figure 1) and was needed when tuning the computational model. The second point was indicated by intracellular experiments and found to be required in the model in order to reproduce the experimental results (see figures 2 and 3). In this scenario, synaptic activity seems to play a fundamental role to modulate the frequency of the bursting pattern and produce slow waves, typically found during deep sleep.
Wake state.
Once the model had been tuned with data recorded during anaesthesia, we used it to predict behaviour during wakefulness. First, we simulated the transition from sleep to wake state by raising the membrane potential to a level in which only high-threshold currents could be activated. There could be two main triggering signals: internal and external. The former could be generated from the brain stem modulating the neuronal cuneothalamic ionic current dynamics, such as the I ahp current. The later could involve cutaneous and/or cortical input to provide prolonged excitation to trigger the transition.
The results in section 3.3 show the relationship between firing modes in the wake state and synaptic configuration. Now we will discuss the relationship between these synaptic configurations and the cuneate network.
• Afferent excitation. Cutaneous stimulation induces synaptic excitation on cuneothalamic cells [6] . These synapses are robust enough [2] to ensure the generation of action potentials and the transmission of incoming signals. When these synaptic conditions were introduced in the model (high synaptic magnitudes and moderate time constants), spike trains were generated. The model predicts that there can be a 1:1 ratio between input-output spikes. This ratio is maintained up to 500 Hz of stimulating frequency (not shown).
• Afferent inhibition. Canedo and Aguilar [6] have reported experimental evidence for the existence of centre-surround receptive fields in the CN. The surround inhibition could be in charge of impeding the generation of postsynaptic potentials to avoid the transmission of information if afferent excitation is not strong enough. If the inhibitory synapse is modelled with V syn = −75 mV, weak inhibition, a silent response after stimulation is observed in the model. On the other hand, surround inhibition could play a role in detecting dynamic stimuli. This would mean that the stimulus could induce inhibition-excitation sequences during its motion. Deep inhibitions, with V syn = −90 mV, generate bursting (see figure 9 ) that could signal the detection of dynamic stimuli. This interpretation would reinforce a recent trend that considers bursting as an important codification pattern [31] .
• Recurrent excitation/inhibition. Lemniscal stimulation has revealed both excitatory and inhibitory recurrent effects [7] . Excitatory connections, for instance, can be in charge of depolarizing the cell, thus facilitating neuronal responses. This mechanism has been postulated to help the synchronization of neighbouring cells [7] , and can be explained by synapses with moderate synaptic strength on membranes and high time constants (see figure 8 ). Inhibitory connections, on the other hand, could block the response of other cuneothalamic cells and therefore might be associated with weak inhibitory input (V syn = −75 mV).
• Cortical inhibition. Corticospinal collaterals and corticocuneate fibres also make synaptic contact with cuneate neurons [4] . One of their possible effects is to inhibit cuneothalamic neurons. There are several possible interpretations for this inhibition: (1) tonic inhibition, (2) attention signal and (3) prediction signal. The first one could be related to weak inhibition, V syn = −75 mV, and be in charge of suppressing signals not relevant to the cortex at any given time. The second one could be a signal generated by some attentional mechanism that would prepare the cell to fire by recruiting low-threshold currents. This could be done only by deep hyperpolarizations which are induced by strong inhibitory synapses (V syn = −90 mV). The last one could work as a signal that would predict the input from the outside world. If the cell does not fire, this would mean that the prediction was right. If not, the cell would fire (excitation greater than inhibition) or a burst would be generated (inhibition greater than excitation). The occurrence or absence of firing would thus determine a mechanism to improve the predictive power of the system. • Cortical excitation. Gordon and Jukes [15] showed that the sensorimotor cortex sends excitatory descendant fibres to the medial zone of the dorsal column nuclei. These connections may facilitate the cutaneous information flow through the cuneate, a phenomenon recently reported by Canedo and Aguilar [6] . This could be done if the synaptic stimulation depolarizes the cell without generating spikes which would be possible by having afferent inputs with low synaptic strength g max sin and high time constant τ .
Comparison with other models
Direct comparison with other models of cuneothalamic neurons is not possible because, as far as we know, this is the first attempt to model the CN. However, we can discuss similarities and differences with two computational models proposed for the somatosensory thalamus. The first of these models was developed by McCormick and Huguenard [41] . Their work is based on solid knowledge about the underlying ionic currents, which were studied in both in vitro and in vivo preparations [22-25, 27, 28, 40, 42, 43, 51, 55] . The model was mainly used to study the participation of each ionic current in bursting activity. The second model was proposed by Lytton et al [32] . There are no significant differences between both models and again their goal is to analyse the oscillatory bursting activity and how synaptic activity can modulate its frequency.
The similarities between our and their models are (1) the core of ionic currents and (2) the tonic and oscillatory activity patterns. Some differences, however, exist:
(1) a number of ionic currents considered in the thalamocortical models (a persistent sodium current I Na p , a potassium current I k2 and a fast potassium current I A ) do not seem to play a role in cuneothalamic neurons and (2) the firing modes in wakefulness.
There are several ways to explain the greater complexity, in terms of ionic currents, observed in thalamic neurons:
(1) the thalamus is a newer and more complex structure than the cuneate and/or (2) in vitro experiments used in the study of thalamic ionic currents can reveal physiological properties that could not have a precise functional meaning in intact-brain preparations.
But the main difference is our perspective. Our goal is to simulate wake conditions in the cuneothalamic model and predict firing modes depending on different configurations of synaptic activity. Intact-brain preparations should be used to test our predictions [53] .
Conclusions
In conclusion, we emphasize the following.
The first computational models of the cuneate nucleus reproduce experimentally observed tonic and oscillatory modes. In this work, the simulation results have been compared with those observed experimentally under three different protocols (spontaneous activity, response to intracellular injection of current pulses and response to synaptic stimulation). The oscillatory and tonic modes shown by cuneate neurons can be explained on the basis of a single set of ionic currents. These types of response have been observed in vivo [5] , as well as in vitro [44] .
The I h and I T currents define the inter-burst period during the oscillatory mode in projection neurons. The activation of I h depolarizes the neuron and shortens the period of time that is necessary to generate a new burst. I T , on the other hand, is essential for completing the depolarization and for activating the sodium current, I Na . Recent data obtained in vitro [44] , from a brain stem-spinal cord preparation [11] ,and in vivo [5] , have demonstrated the existence of the I h current in cuneothalamic cells.
The I L and I ahp currents determine the number of spikes per burst in the oscillatory mode.
The I L current plays a dual role: it maintains the continuous generation of spikes during each burst and introduces calcium into the cell. Conversely, I ahp determines the duration of each burst.
Firing modes could encode different physiological mechanisms. Different firing modes are generated under a variety of synaptic stimulation conditions. Spike trains and depolarized silent behaviour can be driven by excitatory synapses. These synapses could be associated with afferent excitatory input and cortical modulation respectively. Silent hyperpolarizations and burst responses are generated through inhibitory synapses that could mediate afferent inhibition and cortical filtering. Finally, bursting oscillatory behaviour is seen during sleep mode and it appears to be generated by a general brain synchronized state rather than specific synaptic activity.
Future work
The next step would be to model the cuneate interneurons as well as to construct cuneate circuitry models. These will be a theoretical framework for posing questions and predicting possible behaviours related to three important research lines:
(1) the local processing of somesthetic information in the CN, (2) the modulation exerted by the sensorimotor cortex on the local processing carried out by the cuneate and (3) the participation of this nucleus in sleep rhythms.
With regard to the local processing, there exist data showing both excitatory and inhibitory recurrent effects [5, 36] . With regard to the cortical modulation, it has been observed that the cerebral cortex is able to activate and/or inhibit both cuneate projection neurons and interneurons [4, 33, 34, 36] . Finally, recent discoveries [33] [34] [35] 37] have shown that the cuneate is capable of intrinsically generating delta rhythms (1-4 Hz) and of showing slower rhythms, these being induced by the cerebral cortex. If we integrate and match our model with all the experimental data, we will have taken a decisive step forward in the understanding of this part of the nervous system. .
