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ABSTRACT
Multi-Human Management of a Hub-Based Colony: Efficiency and
Robustness in the Cooperative Best M-of-N Task
John Rolfes Grosh
Department of Computer Science, BYU
Master of Science
Swarm robotics is an emerging field that is expected to provide robust solutions to
spatially distributed problems. Human operators will often be required to guide a swarm in
the fulfillment of a mission. Occasionally, large tasks may require multiple spatial swarms
to cooperate in their completion. We hypothesize that when latency, bandwidth, operator
dropout, and communication noise are significant factors, human organizations that promote
individual initiative perform more effectively and resiliently than hierarchies in the cooperative
best-m-of-n task. Simulations automating the behavior of hub-based swarm robotic agents
and groups of human operators are used to evaluate this hypothesis. To make the comparisons
between the team and hierarchies meaningful, we explore parameter values determining how
simulated human operators behave in teams and hierarchies to optimize the performance of
the respective organizations. We show that simulation results generally support the hypothesis
with respect to the effect of latency and bandwidth on organizational performance.

Keywords: swarms, robot swarms, organizational behavior, hierarchies, teams, human swarm
interaction, human robot interaction

ACKNOWLEDGMENTS

I am grateful for the patience and support of my advisor, Michael Goodrich, in
completing this thesis. I also appreciate the efforts of Dr. Crandall and Dr. Sillito in
critiquing and refining my research.

Table of Contents

List of Figures

vi

1 Introduction

1

2 Related Work

4

3 Problem Definition and Simulation Details

7

3.1

Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7

3.2

Organization Types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7

3.2.1

Hierarchies

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7

3.2.2

Teams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8

3.3

Cooperative Best-M-of-N Overview . . . . . . . . . . . . . . . . . . . . . . .

9

3.4

Hub-Based Swarm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

12

3.4.1

Robotic Swarm Agents . . . . . . . . . . . . . . . . . . . . . . . . . .

12

3.4.2

Robotic Swarm Agent States . . . . . . . . . . . . . . . . . . . . . . .

13

3.5

Simulated Human Operators . . . . . . . . . . . . . . . . . . . . . . . . . . .

14

3.6

Human Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

16

3.6.1

Phases of Communication . . . . . . . . . . . . . . . . . . . . . . . .

16

3.6.2

Latency, Bandwidth, Dropout, and Message Error . . . . . . . . . . .

17

Automation of Human Input . . . . . . . . . . . . . . . . . . . . . . . . . . .

17

3.7

4 Claims
4.1

19

Probability of Optimal Commit . . . . . . . . . . . . . . . . . . . . . . . . .

iv

19

4.2

Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5 Human Organizational Algorithms

21
24

5.1

The Optimal Assignment Algorithm . . . . . . . . . . . . . . . . . . . . . . .

24

5.2

Hierarchy Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

25

5.3

Team Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

28

6 Experiment Results

31

6.1

Experiment Structure and Initial Results . . . . . . . . . . . . . . . . . . . .

31

6.2

Effect of Latency and Bandwidth on Hierarchy and Team Performance . . .

33

6.3

Sensitivity Analysis with Respect to Other Variables . . . . . . . . . . . . .

35

6.3.1

Percentage of Agents Resting Returning to Exploring . . . . . . . . .

35

6.3.2

Number of Operators . . . . . . . . . . . . . . . . . . . . . . . . . . .

39

6.3.3

Swarm Site Measurement Error . . . . . . . . . . . . . . . . . . . . .

42

6.3.4

Dropout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

43

7 Summary and Future Work

46

References

48

v

List of Figures

2.1

A Sample of Bavelas’ Structures. Adapted from [1] . . . . . . . . . . . . . .

6

3.1

Example of a Communication Network for a Two Layer Hierarchy . . . . . .

8

3.2

Example of a Team Organizational Network . . . . . . . . . . . . . . . . . .

9

3.3

One Hub with a Human Operator, and Set of Agents in Different Swarm States
(Red-Exploring, Orange-Assessing, Turquoise-Observing, Green-Dancing) . .

11

3.4

Site Representation in Simulation . . . . . . . . . . . . . . . . . . . . . . . .

12

3.5

Swarm Agent Representation in Simulation . . . . . . . . . . . . . . . . . . .

12

3.6

State Transition Model by Chace Ashcraft . . . . . . . . . . . . . . . . . . .

15

3.7

Hub Representation in Simulation . . . . . . . . . . . . . . . . . . . . . . . .

15

4.1

Expected Hierarchy Performance Under Probability of Optimal Commit Metric 21

4.2

Expected Team Performance Under Probability of Optimal Commit Metric .

22

4.3

Expected Difference of Organizational Performances (Team - Hierarchy) . . .

22

5.1

Three Hubs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

26

6.1

Hierarchy Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

32

6.2

Team Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

32

6.3

Comparison Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

33

6.4

Performance Given Transition Rate of Resters to Explorers . . . . . . . . . .

36

6.5

Hierarchy Performance Given Return to Exploring (RTE) Transition Rate .

37

6.6

Team Performance Given Return to Exploring (RTE) Transition Rate . . . .

38

6.7

Differences of Performance Given Return to Exploring (RTE) Transition Rate 39
vi

6.8

Performance Given Number of Hubs . . . . . . . . . . . . . . . . . . . . . .

40

6.9

Hierarchy Performance Given Number of Operators and Hubs . . . . . . . .

41

6.10 Team Performance Given Number of Operators and Hubs . . . . . . . . . . .

41

6.11 Differences in Performance Given Number of Operators and Hubs . . . . . .

41

6.12 Average Performance with Respect to Error . . . . . . . . . . . . . . . . . .

42

6.13 Hierarchical Performance Given Swarm Error . . . . . . . . . . . . . . . . .

42

6.14 Team Performance Given Swarm Error . . . . . . . . . . . . . . . . . . . . .

43

6.15 Differences in Performance Given Swarm Error . . . . . . . . . . . . . . . . .

43

6.16 Average Performance with Respect to Dropout

. . . . . . . . . . . . . . . .

44

6.17 Hierarchical Performance Given Dropout . . . . . . . . . . . . . . . . . . . .

44

6.18 Team Performance Given Dropout . . . . . . . . . . . . . . . . . . . . . . . .

45

6.19 Differences in Performance Given Dropout . . . . . . . . . . . . . . . . . . .

45

vii

Chapter 1
Introduction

Swarm behavior is abundant and diverse in biology [14]. Using only cues from their
neighbors and perception of their immediate surroundings, swarms of thousands or millions
of individuals produce coordinated behavior. Collective decisions made through this process
are often effective despite the lack of a centralized controller directing the efforts of an entire
swarm [30]. The expanse and distribution of swarms also make them resilient to the loss of
swarm agent labor or the introduction of misinformation.
Swarm robotics engineers seek to emulate the robust structure of natural swarms in
the creation of swarms of inexpensive robots, adopting the strengths of natural swarms while
mitigating their weaknesses [2]. Robotic swarms provide a possible alternative to tasks that
traditionally require smaller numbers of robots with large concentrations of sophisticated
and expensive hardware [36]. Furthermore, with the right set of human operator controls,
swarms could potentially require significantly less attention than teleoperated robots.
One weakness of swarms is an inability to react quickly to changing situations or
to situations not prepared for by evolution. These problems are caused by the slow speed
at which information is shared [22] [24] as well as the absence of individual and collective
behaviors suitable to all problems. Our research does not address the limitations imposed by
the absence of needed swarm behaviors, but attempts to address the limitations caused by
the restricted flow of information among swarm agents through the use of human operators
who provide oversight to the swarm.
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Control schemes of robotic swarms for human operators should be implemented more
as a way of offering strategic suggestions instead of manual direction. There are three reasons
for this design philosophy. First, we assume hardware limitations will prevent direct control
of or communication with swarm robotic agents. Live command and control of all swarm
agents is simply not feasible with hundreds of low-powered devices scattered around a large
area. Robotic agents must possess autonomy when away from the human operator.
Second, human information-processing abilities are not suitable for fine-grained manual
control of large amounts of robotic agents. Studies have shown human operators to be unable
to provide constant direction to more than six or seven individual robotic agents. Beyond
this number of robotic agents, task performance plateaus [25][8]. As the number of robotic
agents under the control of a single operator increases, they will spend correspondingly
increasing amounts of time without human direction [11]. Systems dependent on constant
human-provided direction for individual robotic agents will likely suffer degraded performance.
Lastly, human operators wielding large amounts of power over the behavior of a
swarm create single points of failure. Scharre in [28] points out that the disaggregation of
functionality in a robotic swarm through the use of heterogeneous components prevents a
failure in one component from destroying the effectiveness of the entire system. Human
operators are subject to misjudgment. Poor centralized leadership originating from a human
operator can nullify the resilience the comes from the distributed decision making process of
the swarm.
This thesis considers tasks that may benefit from the cooperation of multiple swarms
and their respective human operators. We study two organizations facilitating the coordination
of the human operators: a simple two-level hierarchy with a single leader, and a fully connected
team structure. These two organizations were chosen because they are on opposite ends of
the spectrum of centralized and decentralized decision making.
This thesis focuses on a multi-hub variant of the best-of-n problem. In the traditional
best-of-n problem, a single hub-based network of swarm robotic agents attempt to select the
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best of n possible sites. The number, location, and quality of sites are initially unknown.
Swarm agents solve the best-of-n problem by exploring the map to find the items, sampling
their quality, and making a decision based off of group consensus [34].
In this thesis’ variant of the best-of-n problem, denoted the cooperative best-m-of-n
problem, multiple human operators each manage their own swarm hub. The swarm hubs
are spatially separated throughout the map. Operators are impelled to coordinate to obtain
better or faster solutions, but are are also faced with communication difficulties. These
network difficulties include latency and bandwidth restrictions, as well as miscommunications
or total connection losses. The purpose of this research is to empirically determine how team
and hierarchical performance change with respect to these parameters. Both colony and
human organizational behavior will be simulated.
Potential applications of the cooperative best-m-of-n problem involving considerations
of latency, bandwidth, and connection loss include target selection and commitment, search
and rescue, toxic waste cleanup, hub selection for distributed military teams, and dynamic
structural repair. While we do not explore specific applications of the cooperative best-m-of-n
problem, we hope that the results of this thesis will provide a useful starting point for
domain experts in the future. In particular, we believe naval scenarios involving intermittent
communication between humans will be applicable for the results of this research.

3

Chapter 2
Related Work

Designing a framework for coordinating robot swarm operators should be built on an
understanding of how swarms behave autonomously as well as research on human control of
large numbers of robots.
Extensive applied and theoretical work has explored the dynamics of autonomous
swarm robotics tasks lacking human supervisors. Schmickl et. al used the BEECLUST
algorithm to induce robots to aggregate at an optimal location on a board [29]. Rubenstein
et. al introduced the kilobot to, among other tasks, develop user specified shapes without
centralized coordination [27]. The highly influential kilobot design has been used in many
studies, including tasks involving collective transport [35] and foraging [4].
Experiments regarding human swarm interaction have remained largely in the realm
of simulation. Kolling et. al [18] measure the performance of click and drag control as well
as operator manipulation of the environment against total robotic autonomy in a foraging
problem. Coppin and Legras describe a less fine grained command set which allows the
creation of flight plans for UAVs, but prevents mid-flight redirection [7]. Pendleton and
Goodrich describe how humans can influence a flocking swarm by controlling agents which
exert local influence over nearby robots [26]. Jung and Goodrich introduced the use of
mediator agents to control toruses of swarm agents without destabilizing the spatial swarm
structure [17]. Furthermore, Miller introduced the concept of playbook style controls to
swarm dynamics in [21]. Lee studied the use of parametric control of velocity in robotic
control in [20].
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Methods for control of a robotic swarm by a human operator range on a spectrum from
fine grained to strategic. The results of several studies seem to suggest that strategic control
of robotic swarms is better suited for human operators. Kolling’s study in [18] demonstrates
that humans using fine grained control in the foraging task were consistently outperformed by
autonomous robotic behavior. Coppin’s study [6] also shows that humans tend to hurt swarm
performance at the coverage problem. Humans were shown to perform well in anticipating
the strategic intent of intruders, however, and were able to make a statistically significant
contribution to the performance of military drones intercepting intruders. Brown conducted
simulations of human-swarm interaction and provided evidence suggesting that humans were
significantly better in managing collective swarm state than they were at managing individual
swarm agents [3]. Humans’ abilities to process strategic intent over micromanagement is
consistent with other literature [10] that indicated humans suffer dropoff in performance once
the number of individually controlled objects exceeds six or seven.
Because of these studies, in addition to bandwidth limitations, this thesis uses control
methods that lean towards strategic control over fine-grained control. These forms of human
influence were chosen in hopes to avoid the problems humans have micromanaging spatial
swarms and allow for efficient organizational command and control.
The study of effective small team structures is not new. Bavelas’ seminal study in
1950 measured how the communication structure of small groups impacted performance
on a selection of problems [1]. The results of the study showed that task type profoundly
influenced the success or failure of an organization. Hierarchical organizations, such as the
wheel, were suited for simpler tasks. Flatter, more open communication models such as
the all channel method were better suited for more complicated tasks. Since then other
studies have explored further intricacies in the problem [19] [31] [16] [13]. While Bavelas
and others have performed extensive research in this area to provide the dynamic of simple
tasks being best fit to hierarchies and complicated tasks to open communication structures,
existing research does not give a precise notion of where the cooperative best-m-of-n task

5

Figure 2.1: A Sample of Bavelas’ Structures. Adapted from [1]
lies in that spectrum. Equivalently according to Steiner’s Taxonomy of Tasks [32], further
experiments are required to determine under what circumstances the cooperative best-m-of-n
task is a disjunctive task (necessitating hierarchical coordination) or discretionary (allowing
for decentralized team-based decision making). Our research aims to provide a definite
classification of the cooperative best-m-of-n task using Bavelas’ and Steiner’s framework by
measuring how latency, bandwidth, and connection losses affect organizational performance.
Therefore we conduct experiments to empirically determine which small group structures are
suitable for the best-m-of-n problem under various circumstances.
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Chapter 3
Problem Definition and Simulation Details

3.1

Thesis

We hypothesize that as bandwidth decreases and latency increases, the individual initiative
of human operators in the cooperative best-m-of-n task becomes more important than
coordination with group members. We anticipate that initially, both hierarchies and fully
connected organizations will perform equally well and score the maximum score possible.
As bandwidth decreases and latency increases, the hierarchy will initially outperform the
team, but ultimately will be overtaken by the team. Finally, when communication is so
restricted that no messages can be sent, the organizations will perform equally poorly. We
validate these claims by comparing the performance of teams without centralized leadership
to two-level hierarchies under conditions of varying levels of latency, bandwidth, connection
loss, and communication error.

3.2

Organization Types

This research is centered around two organizational structures. Details of how these organizations will be implemented with respect to the best-m-of-n problem are discussed later in this
chapter.

3.2.1

Hierarchies

This thesis uses a two-level communication model for the hierarchical organization. One
hierarchy member will be designated as the leader and all other members are considered
7

subordinates. All subordinates provide information on their perceived state of the world
to the leader. The leader then issues orders to coordinate the efforts of the subordinates.
Subordinates can only communicate with the leader and cannot communicate with each
other.

Figure 3.1: Example of a Communication Network for a Two Layer Hierarchy

As may be seen from this illustration, all communication is routed through a single
member of the organization. Centralization allows for efficient aggregation and processing of
information, but subjects the organization to a bottleneck because of the leader.

3.2.2

Teams

In the team organizational structure used in this thesis, no leader is designated to coordinate
the actions of the rest of the group. Teams instead rely on group members to intelligently
take initiative. Unlike the hierarchy, communication is allowed between all members within a
team and no single simulated human operator acts as an intermediary for the others. Team
members declare their intended actions and share information about the world according
to their individual best judgment. Once a team member has decided to take action, it will
broadcast its intentions to its neighbors. This declaration will be respected and any team
member that learns of this intention will adjust its plans accordingly to not interfere. If
two team members broadcast to each other conflicting intentions, the team member that
broadcasted its intentions first will be given priority.
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Figure 3.2: Example of a Team Organizational Network

(Unoptimized) teams require more messages to reach an optimal configuration of
knowledge and group roles. They do, however, allow for nodes to communicate with exactly
who they need to instead of routing through an intermediary.

3.3

Cooperative Best-M-of-N Overview

The task we use to measure the performance of the two different organizations is a variation
of the best-of-n problem. Instead of only one hub-based swarm seeking out a high quality nest
site, multiple swarms based out of separate spatially distributed hubs each seek to commit to
a high quality nest site. As the name of this variant, cooperative best-m-of-n, suggests, these
swarms are cooperative and seek to maximize the sum of the qualities of sites selected by the
entire group.
Communication between simulated human operators is required to direct search efforts,
share information about location and quality of nest sites found, and coordinate commital to
different sites. This last step is especially important, as a site which is committed to by two
swarms only counts once towards the group’s score. Furthermore, the score is penalized if
two hubs commit to sites near to each other. We value dispersion of commited sites because
we assume that the location around a site determines part of the site’s value.
We require a metric to measure the effectiveness of the hierarchical and team organizations. Our metric is the probability of optimal commit, which indicates how frequently
an organization achieves an optimal commit under a set of mission parameters. While some
researchers evaluate the effectiveness of organizations by the spread of information and skills
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among individuals [5][12], we instead intend to only measure how organization structure
affects task performance.
Swarm agents are each associated with a hub and human operator based at that same
hub. Swarm agents can only communicate at their hub. Swarm agents only share information
about sites with other swarm agents based out of the same hub and with the human operator.
Human operators can only influence swarm agents associated with their hub when those
agents are at the hub.
Figure 3.3 and Figure 5.1 help illustrate the relationship between swarm-human
interaction and human-human interaction.
Figure 3.3 demonstrates how swarm agents can share information gathered from the
environment directly with the hub. The colors of the swarm agents correspond to their current
state: red swarm agents are exploring, orange swarm agents are assessing sites, green agents
are dancing, and turquoise agents are observing. In the tan circle around the hub, dancing
swarm agents report sites discovered to the human operator and share this information with
other swarm agents in the observing states. In the same circle, the human at the hub may
potentially influence swarm agents to investigate or to ignore a site. In this instance, for
example, as long as the .9 site is not discovered, the simulated human will likely forbid the .4
quality site to the swarm agents and influence them to instead explore the .6 quality site.
Once a swarm agent leaves the hub, no information is exchanged between the human operator
and the swarm agent or between the swarm agents.
Figure 5.1 shows how multiple simulated and spatially distributed human operators
each manage their own set of swarm agents. Simulated human operators interact with their
own swarm agents and other simulated human operators, but not with other simulated
human operators’ swarm agents. This figure in particular shows how information is unevenly
distributed among the different human operators. Hub 1 is closest to a pocket of three sites
and is therefore most aware of it. Depending on communication factors and the type of
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organization used, the sharing of information about these sites and the effectiveness of this
group of simulated human operators will vary.
Once the operator at Hub 1 has shared information about the pocket of sites to
the other members of his organization and coordinated with them (either in a team or
hierarchy), it is up to the individual operators to influence their swarm agents to carry out
the coordinated solution.

Figure 3.3: One Hub with a Human Operator, and Set of Agents in Different Swarm States
(Red-Exploring, Orange-Assessing, Turquoise-Observing, Green-Dancing)
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Figure 3.4: Site Representation in Simulation

3.4
3.4.1

Hub-Based Swarm
Robotic Swarm Agents

Robotic swarm agents exist as small, triangular agents in a 2-D rectangular world. Agents
in robotic swarms can perceive other sites and robotic swarm agents within a fixed radius
around them. For a given instance of the simulation, all robotic swarm agents possess both
the same state behavior and the same parameter values for movement and detection.
Hubs are the bases of operation for swarm robotic agents. Hubs are based on
two primary assumptions: one, that swarm agents have a finite amount of fuel and will
need refueling to continue mission operation; two, that hardware limits on bandwidth
prevent communication between the simulated human operators and swarm agents beyond
an extremely localized region around the hubs. Therefore, swarm agents return to the hub to
refuel and exchange information with their human operator and other swarm agents. They
also share information with other swarm agents at the hub. Hubs are the only locations from
which human operators can directly influence the swarm.

Figure 3.5: Swarm Agent Representation in Simulation
12

3.4.2

Robotic Swarm Agent States

Swarm agents will be modeled as state machines. The state machine dynamic drives the
aggregate behavior of the swarm and will generally follow a predictable overall pattern.
Simulations begin with half of the swarm agents exploring the map to find high-value sites,
and the other half of the swarm agents waiting at the hub in the observing state. Swarm
agents then evaluate the sites that have been found through the dancing and assessment states.
Once enough swarm agents dance for the same site, swarm agents begin the commitment
processes for that site. The swarm then moves entirely to the selected site.
The behavior of the simulated swarm agents will be modeled after the honeybee nest
site selection process in the manner of the honey bee model in [23] and the swarm agent
behavior described in [9]. Each swarm agent will be a state machine and have the following
states described in the list below.
• Exploring: Swarm agents begin the simulation at their hub in the exploring state.
Exploring swarm agents search the environment for nest sites by moving in a Levy-like
flight pattern. If an exploring swarm agent detects a site, it will sample the quality
of the site, return to the hub, and transition to the dancing state in an attempt to
promote further investigation of the site by other swarm agents. If an exploring swarm
agent fails to find a site, the swarm agent will return to the hub as an assessing or
observing swarm agent.
• Dancing: Dancing swarm agents indicate the quality and location of discovered sites
to observing swarm agents at the hub. Periodically, swarm agents dancing for a site
will travel to the site again, re-sample its quality, and then return to the hub. The
swarm agent will resume campaigning for the site, but with less and less influence after
repetitions of this cycle. Eventually a dancing swarm agent will revert to either an
assessing state or an observing state.
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• Observing: Observing swarm agents wait at the hub and watch for dancing swarm
agents. If the reported quality of a site is high enough, observing swarm agents will
become assessing swarm agents and investigate the site. Observers will transition to the
exploring state if enough time passes without a suitable dancing swarm agent presenting
itself.
• Assessing: Assessing swarm agents visit sites reported by dancing swarm agents and
confirm the reported quality of a site. After re-sampling, if the site quality is high
enough the assessing swarm agent will become a dancing swarm agent and campaign
for the site using the information that it gathered. Otherwise it will become a resting
swarm agent.
• Resting: Resting swarm agents spend time at the hub refueling and preparing for the
next site. Resting swarm agents become observers upon completing preparation.
• Piping: Once enough swarm agents are dancing for a site, swarm agents at the hub
will enter the piping state. Piping swarm agents wait for the maximum flight time
before transitioning to the committing state. Any non-committing swarm agents that
come in contact with piping swarm agents become piping swarm agents.
• Committing: Swarm agents in the committing state move to the site chosen by the
swarm. This is the final state of swarm agents in the simulation.

3.5

Simulated Human Operators

The role of the simulated human operator is to supervise and provide strategic management
of the robotic swarm. Because we assume swarm agents lack the equipment and energy to
communicate with the hub over long distances, human operator perception of the world outside
the hub is limited to the site locations and sampled qualities reported by the swarm agents.
Operators can only influence agents at the hub. Agents therefore cannot be individually or
even collectively guided when in the exploring, assessing, or committing states.
14

Figure 3.6: State Transition Model by Chace Ashcraft

Figure 3.7: Hub Representation in Simulation

As stated in the introduction, humans have been shown to perform poorly in effectively
managing large numbers of independent robotic agents [11]. Humans also have been shown
to be poor in assisting the optimization of what should be a completely automated swarm
task [6]. The study in [6] also showed, however, that humans could effectively contribute
to tasks that required strategic analysis. These results that suggest that a human affinity
for strategic level control over robotic swarms, combined with the assumptions we make
regarding hardware capabilities, has caused us to restrict the commands usable by humans
to the two listed below. All of these commands may be more appropriately referred to as
modes of influence, as swarm agents have a chance of ignoring the commands. Once a swarm
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agent has received a command, it ignores all other commands whether or not it accepted the
original command for a period of time.
• Promote site: This command influences observing swarm agents to investigate a site.
If an observing swarm agent accepts this command, it will transition to the assessing
state and visit the suggested site.
• Reject commit: A reject commit command will force all swarm agents considering a site
to forget that site and convert to the resting or observing states. This command can
be issued only once per simulation per hub, but it also cannot be ignored. There is also
no cooldown on accepting influence associated with this command as there are with
others. This command permits a hub to delay the decision making process without
taking absolute control over swarm agent behavior.

3.6
3.6.1

Human Communication
Phases of Communication

Human communication and action is split into two phases. In the first phase, simulated
humans focus solely on processing information gathered by robotic swarm agents. This
first phase is 35% of the total mission time. In the second phase, or the 65% portion of
mission time remaining, the hub agents share information about sites they have discovered,
decide on a course of action, and implement it. In this phase, leaders in hierarchies deliver
orders to subordinates detailing which sites they should commit to. Subordinates act on this
information as soon as it is received. By contrast, simulated humans in team organizations
finish sharing information with each other until all agents’ information is complete. Once a
team agent has been updated by all of the other team members, it will act on the appropriate
solution.
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3.6.2

Latency, Bandwidth, Dropout, and Message Error

The primary interest of this research is to see how these human organizational structures fulfill
their missions when subject to communications difficulties. Latency is the delay between
sending and receiving of a message. Bandwidth describes the total number of messages
that can be sent or received in a specified time interval by a human operator. Connection
loss, or dropout, is the disconnection of operators from the rest of the human-organization
communication network. Dropped operators will remain disconnected for the entirety of an
instance of a given simulation. In hierarchies we assume that the leader is never dropped (in
a situation where a leader is dropped and could not be replaced, no benefit would be derived
from the hierarchical structure). Message error offsets the positions of site locations in state
messages with noise from normal distributions. Hubs attempting to act on information about
new unclaimed sites subject to message error will need to have their swarm agents explore a
general area for a site instead of directly traveling to it. For each instance of the simulation,
the amount of latency, bandwidth, and message error is constant. Swarm agents use heuristics
to determine how to communicate within their organizations and subject to these difficulties.
Latency, bandwidth, dropout, and message error are expected to cause difficulties
in the coordination of human operators. Obviously, these communication difficulties impel
human operators to choose carefully when to report, when to command, and when to declare
their intent.

3.7

Automation of Human Input

Due to limitations on the scope of this thesis, we will not conduct a user study. We also
do not attempt to simulate personalities or different perspectives in the human operators.
Instead, we will automate human input to validate the hypothesis.
The design choice to forgo a user study in human-computer interaction research has
precedence. Steinfeld, in [33], argues that preliminary studies are sometimes justified in
automating human input. He claims that when the parameter space is large and the area
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of research is not well understood, automating human input is appropriate. Both of these
criteria apply to this thesis. To our knowledge, there is very little work on effective team
composition in management of robotic swarms. Furthermore, numerous variables such as
latency, bandwidth, induced error in communications, site distribution, hub placement, and
swarm agent parameters affect how organizations perform in the best-m-of-n task. Full
exploration of these parameters would be cost prohibitive for a user study. Therefore, we feel
that automation of human input is appropriate for this study.
We explore several parameter values of the simulation to determine how human operators can effectively score on the established metrics of performance given an organizational
structure and environmental configuration.
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Chapter 4
Claims

This chapter defines the metric of performance for the team and hierarchy organizations,
describes the performance expected from these organizations, and explains how sensitivity
analysis is used to evaluate how reliable the results are.

4.1

Probability of Optimal Commit

The metric of performance measures the probability of achieving the maximum score possible,
given the information gathered by the cutoff point, with respect to latency and bandwidth.
This metric is called the probability of optimal commit, and is calculated by dividing (a) the
number of successful trials in which a group of hubs committed to an ideal configuration
given their knowledge by (b) the total number of trials; the ratio is defined for a given set of
test parameters.

probabilityOfOptimalCommit =

numOptimalT rials
numT rials

(4.1)

We hypothesize that worsening network conditions will cause both hierarchical and team
performance to suffer, but also we anticipate that team performance will degrade more
gracefully than hierarchical performance. The reason for the hypothesis is that, under
stressful network conditions, a team is potentially a more effective organizational choice than
a hierarchy due to the abundant and redundant communication links between operators.
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Figure 3.3 helps demonstrate how the different metrics are applied. In the figure,
there are three sites: one high quality site, one medium quality site, and one poor quality site.
Swarm agents have discovered the two hubs on the right-hand side of the figure, returned to
the hub, and reported the locations and qualities of the discovered sites. The hub is therefore
aware of the poor and medium quality site, but is unaware of the high quality site. As the
figure indicates, the swarm agents are focusing their attentions on the medium quality site.
As time passes, the swarm agents will eventually commit to the medium quality site.
Considering the illustration in 3.3 and using the probability of optimal commit metric,
the trial portrayed would be recorded as successful if the swarm committed to site with
quality .6 (the best known site) and would contribute to a higher average rate of optimal
commitment. Had the swarm committed to the poorer known site, the trial would have been
recorded as a failure and would have contributed to a lower probability of optimal commits.
This example, of course, expands to situations involving larger numbers of hubs. The purpose
of this metric is to determine how well organizations are at distributing information instead
of measuring how well they explore.
Figure 4.1 illustrates the hypothesized performance for a hierarchical structure. We
hypothesize that performance will be high when latency and bandwidth are both low (less
than 40% of the second phase) and that performance will decrease gradually as latency and
bandwidth approached medium levels of constriction. Hierarchies were predicted to eventually
prove unable to operate effectively in medium-high or high levels of communication restriction.
This expectation of initial success and ultimate tapering off is motivated by the efficiency
of hierarchies at centralizing and acting upon information at scale, subject to the weakness
of forcing all communication to go through a leader at the beginning of the communication
phase. Therefore, if there is only enough time for an operator to send one message, the leader
will never have time to share that information with other members of the organization and
therefore drag down the performance of the entire organization.
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Figure 4.1: Expected Hierarchy Performance Under Probability of Optimal Commit Metric
Figure 4.2 illustrates the hypothetical performance for a team structure. Because
teams take longer to coordinate for a complete solution, performance is likely to be close to
perfect only when communication restrictions are virtually non-existent. We hypothesize,
however, the lack of a bottleneck in communicating means that team members can do what is
locally best, and that will often translate into globally best. This translates into a relatively
smooth descent in performance as communication restrictions increase. Only when members
cannot send messages at all, more or less, does the performance hit rock-bottom.
Figure 4.3 indicates how these organizations hypothetically differ according to their
strengths and weaknesses. This plot was calculated by taking the difference of the team and
hierarchy expected performance plots, reflecting numerically the hypothesized trade-offs of
the organizations described in the two paragraphs above.

4.2

Sensitivity Analysis

In addition to exploring the effect of latency and bandwidth on organizational performance,
we will also explore the effect of the communication parameters from the previous section. We
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Figure 4.2: Expected Team Performance Under Probability of Optimal Commit Metric

Figure 4.3: Expected Difference of Organizational Performances (Team - Hierarchy)
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expect these secondary parameters to have less of an effect on performance than the primary
parameters of latency and bandwidth. Recall that these parameters are the proportion of
swarm agents returning to the exploring state from the resting state, the number of operators,
swarm agent signal error, and dropout.
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Chapter 5
Human Organizational Algorithms

We present foundational motivations for choosing organizational algorithms, and then
present our implementations of decision mkaing algorithms used by the hierarchy and team
organizations.

5.1

The Optimal Assignment Algorithm

Assigning hubs to the best sites known in a shared knowledge base is an example of the
optimal assignment problem. The optimal assignment problem is straightforward: pair m
workers with a single job each from n jobs, where each potential worker-task pairing has an
estimated utility and each job has a weight describing its value [15].
Both hierarchies and teams have been programmed to solve the optimal assignment
problem. Given enough bandwidth and low enough latency, both teams and hierarchies
should reach optimal assignments. Differences in performance arise as latency and bandwidth
change.
Each simulated human operator uses Algorithm 1, described in Section 5.2, to directly
influence their swarm. Each simulated human operator – either a member of a hierarchy or a
member of a team – will issue a forbid command for a site under two conditions. First, the
operator will forbid a site chosen by the swarm if the site differs from the site selected by the
operator. Second, an operator will forbid a site selected by the swarm if the site is claimed
by another operator.
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Once an operator has chosen a site, it will influence agents using the promote command
to explore the site. Recall that a promote command influences agents at the hub to visit
a site specified by the operator. About two thirds of the time, this command is ignored.
If ignored, swarm agents must wait through a cool-down period before they can consider
accepting another promote command.
Algorithm 1 Basic Operator Functions
1: function CanSendMessage
2:
return CurrentT ime − LastM essageSendT ime > Bandwidth
3: end function
4: function ManageSwarm
5:
if GetSelectedSite() = null:
6:
return
7:
else:
8:
P romoteSiteT oAgentsAtHub(GetSelectedSite())
9:
end if
10:
sswarm ← GetSwarmCommit()
11:
sassigned ← GetSelectedSite()
12:
if (sswarm 6= null and sassigned 6= sswarm ) or sswarm in GetClaimedSites() then
13:
F orbidSite(sswarm )
14:
end if
15: end function

5.2

Hierarchy Solution

Hierarchies have each human operator passively gather information by observing the reports
delivered by swarm agents until the time for the first phase of the simulation runs out and
the second phase of the simulation begins. When this occurs, all subordinates report their
discovered sites to the leader. The leader assigns each of the best m of sites to whichever
unassigned operator is closest. The leader then informs the operators of the entire set of
assignments one operator at a time.
Once a subordinate human operator receives information about the site it is assigned
to, the subordinate operator begins informing other subordinate operators. The schedule for
subordinates informing other subordinates is formed before the beginning of the simulation
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and is optimized so that the maximum number of human operators can be informed of their
assigned sites in the shortest amount of time.
To get a better understanding of what this would look like, refer to Figure 5.1 and
imagine that the simulated human operators of each of the hubs composed a hierarchical
organization. Suppose that the human operator associated with the Hub 2 was the leader of
the organization.

Figure 5.1: Three Hubs
Algorithm 2 shows how the hierarchy assigns hubs and their associated swarms to
sites. In the first phase of the simulation, the swarm agents associated with the hubs explore
the environment. In this instance, say that Hub 1 discovers the three sites above and to the
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left of it, suppose Hub 2 discovers the site below and to the left of it, and suppose that Hub
3 discovered no sites. When phase one ends, each of the subordinates (Hubs 1 and 3) will
send report messages to the leader, Hub 2, describing the sites they discovered (lines 12-13
in Algorithm 2). Hub 1 will report information about the cluster of three sites next to it,
Hub 2 will report the site it found and, Hub 3’s report will contain information about no
hubs because Hub 3 did not discover any. Both messages will arrive at the same time, with a
delay between the sending and receiving of the messages equal to the value of latency for the
simulation.
Algorithm 2 Optimal Assignment Problem Hierarchy Algorithm
1: function DefaultHierarchyOperatorBehavior
2:
M anageSwarm()
3:
if HasAssignments() and CanSendM essage() then
4:
nextOperator = GetN extU ninf ormedOperatorF arthestAwayF romAssignedSite()
5:
sendAssignments(nextOperator)
6:
end if
7:
if M essageIsReadyT oBeP roessed() then
8:
P rocessM essageQueue()
9:
end if
10: end function
11: function SubordinateBehavior
12:
if T ime = P hase1T imeLimit then
13:
SendReport(Leader)
14:
end if
15:
Def aultHierarchyOperatorBehavior()
16: end function
17: function LeaderBehavior
18:
if ReceivedM essagesF romAllSubordinates() and !AssignmentsCreated() then
19:
for s in GetBestM Sites():
20:
AssignOperatorT oSite(GetClosestU nassignedOperatorT oSite(s), s)
21:
end if
22:
Def aultHierarchyOperatorBehavior()
23: end function
24: function ProcessMessageQueue
25:
msg ← GetM essageF romQueue()
26:
if this.IsLeader():
27:
AddT oKnownSites(msg.GetReportedSites())
28:
else:
29:
SetAssignment(msg.GetAssignment())
30: end function
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Hub 2, the leader, will then process the received information. It will determine the
best three sites, and assign each of the sites to an unassigned hub closest to the site (lines
18 - 21 in Algorithm 2). If, for example, the lowest quality site was the bottom site of the
cluster of three sites, then the right most site of the cluster of three sites would be assigned
to Hub 1, the upper left most site would be assigned to Hub 3, and the site next to Hub 2
would be assigned to Hub 2.
The leader directs its swarm towards the site it assigned for itself (line 2 of Algorithm
2). The leader then shares this information with the other human operators, starting with
the hub farthest away from its assigned site: Hub 3(lines 3-5 of Algorithm 2). Hub 2 sends
Hub 3 an order message directing it to the site in the upper left corner of the map. Once
Hub 2 receives this message, it will impel its swarm to investigate and commit to the site
using the promote command (line 2 of Algorithm 2). If high bandwidth conditions prevail in
the network, Hub 2 will then issue another message to Hub 1 ordering it to the rightmost site
in the cluster(lines 3-5 in Algorithm 2). If, however, bandwidth is restricted enough, Hub 3
will send a message to Hub 1 ordering it to the right most site. In this way, every member of
the hierarchy is informed of an optimal configuration, given enough communication power.

5.3

Team Solution

Team members also passively gather information until the time limit for the first phase is
reached and the second phase of the simulation begins. Following this, the team members
start exchanging information via time-stamped messages. The simulated human operators lay
claim to the best site they know of. They then immediately begin informing their neighbors
of this decision. Team members inform other group members about their decision in order of
proximity to each other, from nearest to farthest.
As long as the simulation is not over, if a team member has messaged all other
neighbors, it will begin sending messages again in the same order as the first time. A team
member will relinquish a site if it receives a message indicating another operator has selected
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the same site before it selected the site. Simulated operators “gossip” claims (and site
locations and qualities) to each other, so simulated operators may learn of a claims from
other operators with whom they never directly communicated.
Algorithm 3 Optimal Assignment Problem Team Algorithm
1: function TeamBehavior
2:
M anageSwarm()
3:
if T ime > P hase1T imeLimit and CanSendM essage() then
4:
if GetSelectedSite() == null then
5:
SetSelectedSite(GetBestU nclaimedSite()))
6:
end if
7:
nextN eighbor ← GetClosestU nmessagedN eighborT oT hisOperator()
8:
nextN eighbor.AddM essageT oQueue(knownSites, knownClaims)
9:
end if
10:
if M essageIsReadyT oBeP rocessed() then
11:
P rocessM essageQueue()
12:
end if
13: end function
14: function ProcessMessageQueue
15:
msg ← GetM essageF romQueue()
16:
knownSites.union(msg.reportedSites)
17:
U pdateKnownClaims(msg.knownClaims)
18:
ResolveConf licts()
19: end function
Consider another play-by example using Figure 5.1. As in the hierarchy solution,
each team member only gathers information in the first phase of communication. Assume
hubs 1, 2, and 3 have discovered no more and no less information about site locations and
associated qualities in the first phase of the team simulation as in the example described for
the hierarchy solution. Once the second phase begins, the hubs will choose for themselves the
best site that they discovered (lines 3-5 in Algorithm 3). For Hub 1, say this is the rightmost
site of the cluster. For Hub 2, say this is the site next to Hub 2. For Hub 3, suppose that
Hub 3 has not discovered any sites and therefore does not commit to or claim a site because
it is not aware of any.
After claiming sites, the human operators begin sharing information with each other
about the sites they have discovered and the claims they have made. Team members begin
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sending messages in the second phase to the operators whose hubs are physically closest to
theirs (lines 7 - 8 in Algorithm 3). Supposing Hub 1 and Hub 2 are both closer to each other
than they are to Hub 3, these two hubs will share information with each other first before
they send information to Hub 3. Despite not receiving any information from other hubs in
the first round of communication, Hub 3 will share its information with Hub 1, the hub it is
closest to. Once enough time has past so the messages can be accessed by their intended
recipients, these operators will incorporate information about sites discovered by each other
into their own records of site locations and qualities (line 16 in Algorithm 3). Hub 1 and Hub
2 will also take note of each others claims (line 17 in Algorithm 3). Neither of the operators
associated with these hubs will attempt to claim the other’s site, as it is recorded as claimed
(line 5 in Algorithm 3).
Once the hubs are able to communicate again, according to the latency and bandwidth
limits, Hubs 1 and 2 will share their information with Hub 3, and Hub 3 will share its
information with Hub 2. Hub 3 will then claim the best unclaimed site from what has been
discovered (line 5 in Algorithm 3). The operators will then attempt to influence their swarm
agents to visit the appropriate sites.
Suppose in a different scenario that instead of Hub 3 discovering nothing, Hub 3
discovered and chose the site next to Hub 2. Then in the first round of messages, Hub 1 and
Hub 2 would message each other, Hub 3 would message Hub 1, but the conflict between Hub
2 and Hub 3 would not be resolved. Both hubs would still be committed to the same site.
Hub 2 would then message Hub 3, and inform Hub 3 that it (Hub 2) has selected and chosen
the site closest to it. Because distance is a tiebreaker when claim times are equal, once Hub
3 receives the message that Hub 2 has selected Hub 3’s chosen site, Hub 3 will give up on the
claim. Hub 3 will then select one of the unclaimed sites in the cluster of sites (being informed
of their existence by Hub 1).
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Chapter 6
Experiment Results

In this chapter, we present the structure of our experiments and the results, as well as
how primary and secondary parameter values affect organizational performance.

6.1

Experiment Structure and Initial Results

We developed and ran our simulation in the Unity engine over a series of parameters detailed
in the table below:

Experiment Parameters

Value Range

Latency (Proportion of Second Phase)

0.05, 0.15, ..., 0.85, 0.95

Bandwidth (Proportion of Second Phase)

0.05, 0.15, ..., 0.8, 0.95

Transition Rate of Resters to Explorers

0.0, .25, .5, .75, 1.0

Number of Operators

3-5

Swarm Agent Sample Error Std. Deviation

0, .1, .2, .3

Dropout in group of size four

0, 1, 2, 3 operators

The most important parameters, latency and bandwidth, are measured in terms of the length
of the second phase of the simulation, or 65% of the total simulation length. This is intended
to provide a generalizable result from our work. The other parameters we examine are
important, but they are less critical to the results of thesis.
Our initial tests focused on the performance of four randomly uniform distributed
hubs among eight randomly uniform distributed sites. No minimum distance between any
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(a) Hierarchy Performance

(b) Hierarchy Standard Deviation

Figure 6.1: Hierarchy Results

(a) Team Performance

(b) Team Standard Deviation

Figure 6.2: Team Results
combination of hubs and sites was enforced. We varied latency and bandwidth delay each to
be in the value ranges of 5% to 95% of mission time in the second phase of the simulation.
We ran 30 tests for each block, where hub positions, site positions, and site qualities were
each randomly generated for each trial. The proportion of swarm agents returning to the
resting state from the exploring state, the signal error, and number of dropped operators
were all zero for these tests.
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(a) Difference Average

(b) Difference Standard Deviation

Figure 6.3: Comparison Results
6.2

Effect of Latency and Bandwidth on Hierarchy and Team Performance

Some features of the data are consistent with our hypothesis, other features are not.
Recall that the predicted performance of the hierarchy organization anticipated high
performance in the best of communication conditions, uniform and gradual decreasing
performance in either direction of increasing latency or constricting bandwidth, and a sudden,
diagonal drop-off from immensely constricted bandwidth and low latency to high bandwidth
and very low latency. Figure 6.1 shows that actual performance is similar to, but not identical
to, predicted performance.
Hypothesized and actual performance of hierarchies are similar in the best and worst
communication conditions (the lower left and upper right of Figure 6.1 (a)). They are also
similar in the possession of a straight, sharp threshold between high performance and low
performance running diagonally from left to the bottom of the graph in Figure 6.1 (a). They
differ in the sense that the threshold between high performance and low performance has lower
latency and higher bandwidth values in comparison with the threshold of the hypothesized
data (See Figure 4.1). The actual data also differs from the hypothesized results by having
the high performance side of the threshold be nearly uniform in quality instead of gradually
degrading. Lastly, the actual data shows that hierarchies are able to tolerate higher amounts
of bandwidth constriction than latency restrictions; this is seen in Figure 6.1(a) the hierarchy
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achieves near perfect performance in bandwidth levels as high as 65% of second phase time
as opposed to achieving near perfect performance with latency levels only as high as 45% of
second phase time.
For the team organization, also recall that the hypothesized performance of the
organization was an initial peak at high bandwidth and low latency, a uniform descent in
score with respect to both latency and bandwidth, a large plateau at medium score quality,
and a sudden drop in performance at the most extreme conditions restricting latency and
bandwidth.
Actual performance of teams, show in Figure 6.2, is marked by initial high performance
and gradual slope off into a plateau of mediocre solutions. However, the plateau is much
lower than anticipated: at best .3 or .4 in an area where .5 was expected (see Figure 4.2(a)).
Furthermore, there was no sudden drop-off for the team organization. Performance smoothly
transitioned from high to low as either latency increased or bandwidth decreased.
Most importantly, we compare the hypothesized and actual differences between the
performances of the two organizations. The hypothesized differences can be seen in Figure
4.3. As expected from our previous discussion, at extremes there was no significant difference
in performance between the hierarchy and team organization. This matches the expected
outcome of the experiments. Like the hypothesis, there is a band of values next to the set
of ideal conditions that favors hierarchical performance; this band is the set of dark cells in
the lower-left quadrant of Figure 6.3(a). Unlike the hypothesis, however, in this band the
hierarchy is shown to be slightly better than expected while bandwidth is low and much
better than expected when bandwidth is constricted. Beyond this band of values, the team
is shown to be only slightly better or no different than the hierarchy in performance. This
contrasts with the expected uniform band of superior performance in high latency and high
bandwidth constriction areas shown in Figure 4.3.
The plots of standard deviation for the hierarchy and team organizations show the
levels of variability inherent in the results. Because success or failure under the optimal
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commit metric is binary, cells of performance close to .5 will naturally have high standard
deviation: the recorded observations are half ones and half zeros. Cells which are either very
high in performance or very low in performance tend to have lower standard deviation. In
the standard deviation plot for the differences of means of the two organization, we see that
the standard deviations of the differences between the population means are all very low
(<.05). We therefore have confidence that the means of performance of the organizations in
our simulation are meaningfully different.

6.3

Sensitivity Analysis with Respect to Other Variables

After the experiments on bandwidth and latency, we conducted a sensitivity analysis to
determine how organizational performance responded to other variables such as the number
of operators, percentage of resting agents returning to the exploring state, and number of
dropped operators. We used the same bandwidth and latency values as used in the primary
tests, and unless otherwise stated, we also set the rate of swarm agents transitioning to the
exploring state from the resting state to 0%, the number of operators and number of sites to
be four and eight respectively, the measurement error by swarm agents of sites to be zero,
and the number of dropped operators to be zero.
The performance of hierarchies and teams subject to the sensitivity analysis over
latency and bandwidth generally displayed similar patterns as found in Figures 6.1, 6.2, and
6.3. The specifics are detailed in the bullets for each parameter.

6.3.1

Percentage of Agents Resting Returning to Exploring

We varied the percentage of swarm agents that returned to the exploring state once they
finished resting. This parameter had an erratic effect on performance. Team performance is
generally stable, but hierarchies significantly decrease in performance when 100% of resters
transition to the exploring state.
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This parameter is significant because it determines how much power the forbid and
influence commands have over the swarm. When 0% of resting agents return to the exploring
state, a forbid command can cause a swarm of committing agents to revert to all observing.
The hub can then use a promote command to send one of the agents to a desired site. In this
way, a human operator can exercise total power over where a swarm commits.
When agents have a chance to transition to the exploring state from resting, human
operators lose the ability to monopolize power for deciding where the swarm commits. While
a swarm may be forbidden a site, exploring agents drawn from the formerly resting population
may be able to find and cause the swarm to commit to a site not desired by the human
operator. Selecting the right value of returning to exploring frequency, which balances mission
performance and resilience to bad human input, is a task out of scope for this thesis.
These experiments show that hierarchies suffer noticeably in comparison to teams
when more more autonomy is given to swarm agents. In particular, Figure 6.4 illustrates
how the performance of hierarchies drops faster than the performance of teams when humans
lose control authority by increasing the rate that resting swarm agents transition back into
explorers.

Figure 6.4: Performance Given Transition Rate of Resters to Explorers
The performance of the graphs in Figures 6.5 and 6.6 correspond to the average
performance described in Figure 6.4.
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As we can see for hierarchies in Figure 6.5, the general shape of the graph for
performance does not drastically change as the transition rate from resting to exploring
increases. Each subplot retains the general shape of having a high performing area in a corner
of zero to medium bandwidth and zero to medium latency. Depending on the exact value of
the proportion of resters transitioning back to the exploring state, the entire plot will either
be uniformly brighter or darker.
Similarly, the plots of team performance in Figure 6.6 show that changing the proportion of agents returning to the exploring state from the resting state does not significantly
alter the general shape in the graph. For teams where this parameter is modified, a small
portion of the lower left-hand corner is always high performing, but immediately branching
out into either directions always yields rapidly decreasing performance.

(a) 0% RTE

(b) 25% RTE

(d) 75% RTE

(c) 50% RTE

(e) 100% RTE

Figure 6.5: Hierarchy Performance Given Return to Exploring (RTE) Transition Rate
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(a) 0% RTE

(b) 25% RTE

(d) 75% RTE

(c) 50% RTE

(e) 100% RTE

Figure 6.6: Team Performance Given Return to Exploring (RTE) Transition Rate
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(a) 0% RTE

(b) 25% RTE

(d) 75% RTE

(c) 50% RTE

(e) 100% RTE

Figure 6.7: Differences of Performance Given Return to Exploring (RTE) Transition Rate

6.3.2

Number of Operators

As the number of hubs and the number of sites increase (with the number of sites being twice
the number of hubs), both organizations decrease in performance, but hierarchies appear to
increasingly outperform teams. This is likely caused by the logarithmic information sharing
inherent in the hierarchical structure, compared to the proportionally linear information
sharing inherent in the team required for optimal performance.
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Figure 6.8: Performance Given Number of Hubs

We see in Figures 6.9 and 6.10 that with fewer operators and fewer sites, the range of
high performance increases for the team but not the hierarchical organization. With more
operators and more sites, the area for high performance shrinks for both hierarchies and
teams. The area of high performing cells for the hierarchy, however, shrinks far less than the
area of high performing cells for the team.
When introducing error to the measurements obtained by swarm agents, we saw a
large and consistent decrease in performance as the standard deviation of sampling noise
increased. Both teams and hierarchies suffered roughly equally, indicating that errors in noise
impartially affect the organizations.
This is reflected in graphs of performance over latency and bandwidth, shown in
Figures 6.13 and 6.14. Both the hierarchy and team organizations areas of high performance
tend to shrink and degrade as the error in swarm measurement is increased, until the patterns
of performance are unrecognizable in comparison to the originals in Figures 6.1 and 6.2.
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(a) Three hubs, Six sites

(b) Four hubs, Eight sites

(c) Five hubs, Ten sites

Figure 6.9: Hierarchy Performance Given Number of Operators and Hubs

(a) Three hubs, Six sites

(b) Four hubs, Eight sites

(c) Five hubs, Ten sites

Figure 6.10: Team Performance Given Number of Operators and Hubs

(a) Three hubs, Six sites

(b) Four hubs, Eight sites

(c) Five hubs, Ten sites

Figure 6.11: Differences in Performance Given Number of Operators and Hubs
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6.3.3

Swarm Site Measurement Error

Figure 6.12: Average Performance with Respect to Error

When introducing error to the measurements obtained by swarm agents, we saw a large and
consistent decrease in performance as the standard deviation of sampling noise increased.
Both teams and hierarchies suffered roughly equally, indicating that errors in noise impartially
affect the organizations.
This is reflected in graphs of performance over latency and bandwidth, shown in
Figures 6.13 and 6.14. Both the hierarchy and team organizations areas of high performance
tend to shrink and degrade as the error in swarm measurement is increased, until the patterns
of performance are unrecognizable in comparison to the originals in Figures 6.1 and 6.2.

(a) 0.0 std measurement error (b) 0.3 std measurement error (c) 0.5 std measurement error

Figure 6.13: Hierarchical Performance Given Swarm Error
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(a) 0.0 std measurement error (b) 0.3 std measurement error (c) 0.5 std measurement error

Figure 6.14: Team Performance Given Swarm Error

(a) 0.0 std measurement error (b) 0.3 std measurement error (c) 0.5 std measurement error

Figure 6.15: Differences in Performance Given Swarm Error

6.3.4

Dropout

With teams and hierarchies with four members, we observed how preventing one, two, or none
of the group members from sending or receiving messages affected performance. Removing
even one member from either organization drastically decreases effectiveness in achieving an
optimal set of commitments. Neither organization, as currently designed and implemented,
can be trusted to successfully select an optimal set of commits without each of its members.

43

Figure 6.16: Average Performance with Respect to Dropout

These assessments are confirmed by observing the plots of performance against latency
and bandwidth over the different levels of dropout experimented (see Figures 6.17 and 6.18
- also note that Figure 6.16 shows the average performance for both organizations over all
bandwidth and latency values). Of all the parameters studied, dropout creates performance
plots that are the least recognizable in resemblance to Figures 6.1 and 6.2. After removing just
one operator, the similarity to the topology of non-dropped graphs almost entirely disappears.
Dropping two operators removes any meaningful likeness to the original graphs.

(a) 0 operators dropped

(b) 1 operator dropped

(c) 2 operators dropped

Figure 6.17: Hierarchical Performance Given Dropout
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(a) 0 operators dropped

(b) 1 operator dropped

(c) 2 operators dropped

Figure 6.18: Team Performance Given Dropout

(a) 0 operators dropped

(b) 1 operator dropped

(c) 2 operators dropped

Figure 6.19: Differences in Performance Given Dropout
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Chapter 7
Summary and Future Work

We set out in this thesis to determine the effectiveness of hierarchies and teams in the
best-m-of-n task. Our desire was to see how message–passing among human operators helped
or hindered multiple semi-autonomous, hub-based swarms working together in this task.
We designed and created a simulation that models human operator behavior, swarm agent
behavior, and the problem environment. After reviewing and comparing multiple algorithms
for different organizational behaviors, we chose to use greedy algorithms for both hierarchy
and team organizations. We ran hundreds of tests to evaluate the performance of simulated
hierarchies and teams when subject to varying levels of latency and bandwidth, as well as
other factors including hub and site distribution.
The data from the tests is consistent with our hypothesis that the team organization
is a more suitable choice when human operators are subject to significant restrictions on
latency and bandwidth, and that hierarchies are more suitable when restrictions on latency
and bandwidth are relaxed. As expected, teams were shown to choose effectively who to share
information to in order to avoid collisions or assist other hubs. Contrary to expectations,
teams outperformed hierarchies instead of only equalling their performance in medium levels
of latency and bandwidth.
Sampling error by swarm agents, the number of hubs and sites, and operator dropout
were shown to only monotonically decrease performance as their value changed toward more
unfavorable operating conditions. The “return to exploring” parameter produced erratic
changes in performance as the percentage of swarm agents who returned to the exploring
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state from resting increased. Because this parameter is a measure of the distribution of power
between swarm agents and human operators, this parameter (and others determining state
transitions) deserves further investigation in order to determine more precisely the trade-offs
between performance, human control, and swarm resilience and autonomy.
The most important area of potential future work applications would be a user study
involving real humans and robots subject to these kinds of latency and bandwidth restrictions.
We would recommend confirming the results of this study which showed the strongest difference
between the hierarchy and team. Introducing inconsistent human judgment, ambiguous
communication, information gathering, and task fulfillment, and other real world factors will
do the most the validate or invalidate the results of this study and inform future use cases.
Furthermore, research involving the best-m-of-n problem may benefit from different
metrics. The probability of optimal commit metric fails to distinguish between four swarms
which commit to only three of the best four sites and a set of four swarms which commits to
none of the best four sites. Both are recorded as equally poor failures. Another metric could
give a better idea of good of an approximate solution either organization achieves on average.
Finally, beneficial future work likely lies in evaluating decisions made in by humans
and swarm agents in parallel. Instead of causing humans to evaluate information that was
solely gathered in phase one, research should investigate scenarios where human organizations
are expected to act on information gathered throughout the simulation.
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