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Abstract
Distributed cooperative droop control consisting of the primary decentralized droop control and the
secondary distributed correction control is studied in this paper, which aims to achieve an exact current
sharing between generators, worked in the voltage control mode, of DC microgrids. For the DC microgrids
with the distributed cooperative droop control, the dynamic stability has not been well investigated although
its steady performance has been widely reported. This paper focuses on the stability problem and shows it
is equivalent to the semistability problem of a class of second-order matrix systems. Some further sufficient
conditions as well followed. The steady state is analyzed deeply for some special cases. A DC microgrid
of three nodes is simulated on the Matlab/Simulink platform to illustrate the efficacy of analytic results.
I. INTRODUCTION
As growing stress on the environment protection and the depletion of fossil energy, renewable
energy sources play the role more and more important in the power generation, such as wind and
photovoltaic (PV) [1]. These sources output power by distributed generators (DGs) that are usually
integrated to the distribution system by microgrids. A microgrid is a collection of DGs, distributed
storage systems and loads, which is connected to the grid via a point of common coupling (PCC)
[2], [3].
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2Since most renewable energy sources (RES) and storage systems, as well as many loads like
vehicles, data centers, and telecom systems, have a nature of direct current, it is more preferable
to connect these RESs, storage systems and the load to form a DC microgrid by using dc-dc
converters directly without two stages dc-ac-dc conversion. Only one dc-ac converter is applied at
PCC for a connection to the grid. There are no reactive power and frequency synchronization in a
DC microgrid, both of them being the main challenging problems of AC systems. Owing to these
striking features, DC microgrids have been attracting considerable attention in more recent years
[4]–[6].
Similar with AC microgrids, an important control objective of DC microgrids is to share the power
demanded by loads among different sources. The sharing control for microgrids including both AC
and DC can be roughly categorized into three types: centralized, decentralized and distributed
control [7]. The centralized control coordinates all sources in an optimal way but requires a high-
bandwidth communication to timely collect all the information so as to have low reliability and
expandability. The decentralized control often adopts a droop control to make a sharing among
sources. But the sharing may be not effective due to a lack of broader available information. For
a DC microgrid particularly there is not a parameter which remains the same throughout the DC
microgrid, like the frequency for AC microgrids [8]. The distributed control as a strategy between
the centralized control and the decentralized control is more robust and expandable. It can make an
exact sharing among all sources in the cost of low-bandwidth communications between neighboring
sources.
DC decentralized droop control can be traced back to about twenty years ago for a supercon-
ductive DC system [9], where the voltage is uniform for all terminals and thereby is utilized as the
same parameter like the frequency of AC systems, to coordinate terminal currents. In the presence
of line resistances, the DC voltage is no longer the uniform measure such that the load sharing
is difficult to obtain by the decentralized droop control. In [10], it has been illustrated that with
line resistances the power sharing has a large deviation from that in a lossless DC microgrid. Such
a sharing deviation can be reduced by large droop gains which however lead to a large deviation
of terminal voltage. In [8], the two factors hampering the application of small droop gains are
presented. In [11], the steady state of decentralized droop control is addressed. The influences of
droop gains on the power sharing and voltage deviations are illustrated and an optimal droop gain
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3setting problem is issued.
To improve the current sharing accuracy, a hierarchical controller is presented in [12] where
the large droop gains are adopted in the primary control for a small deviation current sharing
and the large deviation of voltage is compensated by the secondary control. In [8], a distributed
droop controller based on the average current of all terminals is proposed to make an exact current
sharing. But an extra wire laying along with power lines is required to connect the measured
values of currents such that the information of average current is available in real time. In [13],
a distributed droop control based on a low-bandwidth communication is proposed, in which the
converter’s voltage and current are exchanged between neighboring converters. The stability analysis
has been made only on a two-node DC microgrid. A distributed droop controller including two
modules, voltage regulator and current regulator for a meshed DC microgrid has been proposed
in [14]. An extension to adaptive droop gains is reported in [15]. Although the analysis of steady
states and performances has been made in the frequency domain, the stability of overall closed-loop
system is not addressed.
It is difficult to analyze the overall stability of microgrids. The conventional frequency domain
method is difficult to tackle the whole dynamics with high dimensions. A few works on this topic
often are based on the small-signal model. In [16], the stability of battery converter with adaptive
droop gains has been addressed. In [17], it was shown that even if each converter is stable by itself
the stability of overall DC microgrid is not ensured because of the coupling between converter
regulators. In [18], a linearized model including sources, lines and loads is presented for DC
microgrids. The eigenvalues of the system matrix determine the stability of DC microgrid. The
relationship between the eigenvalue locations and the line impedance is discussed.
This paper addresses the distributed cooperative droop controller with only one module of current
sharing regulator. The controller has two control levels. The primary control is a decentralized
voltage droop control to regulate the converter output voltage according to its output current. The
secondary control is a distributed current sharing control in the sense that the neighboring converters
exchange their p.u. currents via a low-bandwidth communication. Our focus is on the stability
problem owing to the secondary distributed control. The primary droop control is often performed
at the DC/DC or AC/DC converters that have a fast response compared to the secondary distributed
control. Its dynamics therefore is omitted, as well as the effect of linear inductances that are very
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4small in DC microgrids. Our goal is to find the influences of droop gains, controller gains and
admittance matrix on the stability of overall system.
As for as the current sharing is concerned, the control goal is to force the currents of generator
to reach the same value (or the same ratio with respect to their maximal/nominal currents). The
desired sharing currents can not be assigned a prior because of the fluctuation of loads in a power
system. Such a scenario can be characterized by the notation of semistablity [19]–[21], which
means that the steady state is not completely determined by the system dynamics, but depends on
the system initial conditions as well. Semistability is an appropriate notation for the analysis of
self-organized behaviors of networked systems which rely on the initial configuration, and has been
applied for the consensus problem of linear [22], [23] and nonlinear networked systems [24], [25].
This paper will also use the tool of semistability to analysis the stability of the closed-loop system
under the secondary distributed current sharing control. More recently, Andreasson et. al., regarded
the terminals of HVDC transmission systems as the controlled current sources and presented three
kinds of distributed controllers to regulate the terminal voltages, as well as the related sufficient
conditions for the stability of the closed-loop system in [26]. Zhao et. al., also investigated a two-
level current sharing control problem of a class of DC microgrids consisting of current sources and
constant current loads in [27]. A decentralized droop control that can achieve the current sharing or
optimal economic dispatch with suitable gains is presented. Then a secondary distributed control is
presented to compensate the voltage drifts due to the primary decentralized droop control. Both of
the two recent references consider the model in which the generator current is to be controllable.
Considering that many practical DC/DC converters work as voltage sources, this paper addresses
the current sharing problem for the case of the voltage to be controlled. Moreover, the stability
analysis here goes along the line of the semistability which is as well different from the line of the
characteristic equation used in [26].
The remainder of this paper is structured as follows. The dynamic model of the decentralized
droop control is presented in Section II, where the steady state and stability under the primary
decentralized droop control are detailed. The distributed current sharing control is presented in
Section III. The semistability of the overall system is addressed since the current sharing is not a
decaying requirement. The steady state is detailed as well. A simulation example is illustrated in
Section IV to validate the analytic results, followed by a conclusion in Section V.
May 17, 2016 DRAFT
5II. DECENTRALIZED DROOP CONTROL
A. Dynamic model
Consider a DC microgrid of n generator nodes and nl constant impedance load nodes. With-
out loss of generality assume the first n nodes are generators. Denote two node sets by N =
{1, 2, · · · , n} and Nl = {n+ 1, · · · , n+ nl}. A line connecting node k and j is associated with a
branch conductance G′kj ≥ 0. G′kj = 0 if and only if there is no connection between node k and j.
A node k is associated with a current injection ik, an output voltage uk and a shunt conductance
G′kk ≥ 0. For all k ∈ Nl, G′kk > 0. If G′kk = 0, then node k has no local load. There is no current
injection for load nodes, so ik = 0 for all k ∈ Nl.
Define a stacked current vector I ′ ∈ Rn×1 by I ′ = col(i1, i2, · · · , in) and stacked voltage vectors
U ′ ∈ Rn×1 and U ′L ∈ Rnl×1 by U ′ = col(u1, · · · , un) and U ′L = col(un+1, · · · , un+nl), respectively.
Then the DC microgrid current-voltage equation is given byI ′
0
 = Y ′
U ′
U ′L
 =
Y ′gg Y ′gl
Y ′lg Y
′
ll
U ′
U ′L
 (II.1)
where the conductance matrix Y ′ = [Y ′kj] ∈ R(n+nl)×(n+nl) is defined as
Y ′kj =

∑n
j=1G
′
kj k = j
−G′kj k 6= j
, (II.2)
Y ′gg ∈ Rn×n, Y ′ll ∈ Rnl×nl and Y ′gl = (Y ′lg)T . Recalling Gkk > 0 for all k ∈ Nl, Y ′ll is a symmetric
positive definite (SPD) matrix. Solving U ′L from the last nl equation of (II.1) yields
I ′ = (Y ′gg − Y ′glY −1ll (Y ′gl)T )U ′, (II.3)
by which a network reduction can be carried out to obtain a new DC microgrid with only generator
nodes. An example is given in Fig. 1.
Hereafter we, without loss of generality, consider a DC microgrid with n generator nodes,
which is associated with current vector I , voltage vector U and conductance matrix Y = Y ′gg −
Y ′glY
−1
ll (Y
′
gl)
T = [Ykj] ∈ Rn×n, satisfying
I = Y U. (II.4)
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Fig. 1. A DC microgrid with n = 4 generator nodes, nl = 2 load nodes and m = 6 lines. Generator 4 has no shunt conductance.
After a network reduction, it becomes one with only 4 generator nodes and 5 lines. Each node has a shunt conductance connected.
Remark 1: The network reduction is often used in the analysis of electrical networks and power
systems [28], which simplifies the loads as the equivalent shunt loads and the branch impedances
such that the influences of generators are focused. The developed above is also feasible for the
constant current loads, for which the current injection of the load nodes is not zero but I ′L. A similar
operation yields I ′ − Y ′gl(Y ′ll)−1I ′L = (Y ′gg − Y ′glY −1ll (Y ′gl)T )U ′. Taking I = I ′ − Y ′gl(Y ′ll)−1I ′L obtains
(II.4) as well.
Generators in the microgrid connects to the DC bus via DC/DC converters that in general have
a very small time constant. Due to the ultra fast responses of converters, the generator can be
simplified as a DC voltage source whose voltage is regulated instantaneously, namely,
uk = u
ref
k , k ∈ N , (II.5)
where uk and u
ref
k are the output voltage and the output voltage reference of node k. A DC microgrid
makes a load current sharing by a voltage droop controller with which the voltage reference of
generator will reduce when its output current increases, being implemented as
urefk = u
d
k −Rkimk , (II.6)
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7where udk is the rated output voltage, Rk is the internal resistance that might be a virtual one to be
designed and imk the output current measured.
Since of interest is the DC current, a low pass filter on the output current ik is used to get imk ,
τk i˙
m
k = −imk + ik, (II.7)
where τk is the time constant of low-pass filter, with which the cut-off frequency is given by 1/τk.
According to (II.4), one has
ik =
n∑
j=1
Ykjuj, k ∈ N . (II.8)
Combining (II.5) and (II.6) and replacing (II.8) into (II.7) yield the following dynamic equation of
the DC microgrid,
τk i˙
m
k = −imk +
∑
j
Ykj(u
d
j −Rjimj ), k ∈ N . (II.9)
Define Im = col(im1 , · · · , imn ) and Ud = col(ud1, · · · , udn), then the compact form of (II.9) is given
by
DI˙m = −(E + Y R)Im + Y Ud, (II.10)
where D = diag(τ1, τ2, · · · , τn), R = diag(R1, R2, · · ·Rn) and E denotes the identity matrix.
Equation (II.10) describes the dynamics of the DC microgrid under droop controller (II.6) that
depends on local measurements and therefore is decentralized.
B. Stability analysis
Before presenting the stability result of (II.10), the shunt conductance of each node is separated
from the conductance matrix Y by Y = Ys + Yc, where Ys = diag(G11, G22, · · · , Gnn) denotes the
shunt conductance and Yc consists of branch conductances, defined by
Yc =

∑
j 6=1
G1j −G12 · · · −G1n
−G21
∑
j 6=2
G2j · · · −G2n
...
... . . .
...
−Gn1 −Gn2 · · ·
∑
j 6=n
Gnj

. (II.11)
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8Lemma 1: Given τk > 0 and Rk > 0 for all k ∈ N , the DC microgrid given by (II.7) and (II.8)
is exponentially stable with decay rate not larger than −ψ under droop controller (II.6), where
ψ = min
i∈N
(τ−1i + τ
−1
i RiGii)
Proof: With controller (II.6), the DC microgrid has a closed-loop dynamic described by (II.10)
whose system matrix is −D−1(E + Y R). Taking a similar transformation obtains
R(D−1(E + Y R))R−1 = D−1 +D−1RY = D−1 +D−1RYs +D−1RYc , Ψ1. (II.12)
Since Yc has all rows of zero sum, the left bound of all eigenvalues of Ψ1 is not less than 1+GiiRiτi
for all i ∈ N by the Gershgorin circle theorem. Thus, the proof is completed.
Remark 2: In general, the shunt conductance Gii is small, as well as the virtual resistance Ri,
therefore it is the maximal time constant τi that determines the decay rate.
C. Steady state
Since τi > 0 for all i ∈ N , the steady state can be solved from setting the right side of (II.10)
to zero,
Iss = Im
ss
= (E + Y R)−1Y Ud, (II.13)
where the superscript ss denotes the steady state of variable and the first equality comes from
(II.7). Subsequently, the steady output voltage of each node is given by
U ss = Ud −RIss = (E +RY )−1Ud. (II.14)
Denote by 1n a n-order vector with all elements being 1. Define the operator measuring the deviation
from the current sharing by σ = ‖(E − 1
n
1n1
T
n )I
ss‖. Then the following result can be obtained,
Lemma 2: The steady state (II.13) has the following properties:
1) Given Ud = ud1n, R = rE and Ys = gE, then all the nodes have the same steady state
current, Iss = g
1+gr
ud1n.
2) Given Ud = ud1n, then
σ2
u2d
≤ n
(
g¯
1+g¯r
)2
− 1
n
(
n∑
i=1
Gii
1+GiiRi
)2
, where g¯ = maxiGii and
r = miniRi.
Proof: The first property is clear and its proof is omitted. Below we show the second property.
Noting Iss = (Y −1 +R)−1Ud and (E − 1
n
1n1
T
n )
2 = (E − 1
n
1n1
T
n ), it follows that
σ2
u2d
= 1Tn (Y
−1 +R)−21n −
1
n
(1Tn (Y
−1 +R)−11n)
2. (II.15)
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9For a connected network, there is a transformation matrix T = [1n, ?] diagonalizing Yc such that
T−1YcT = diag(0, λ2, · · · , λn), where T−1 has the form of T−1 = [ 1n1n, ?]T and ? denotes the part
of no interest. It can be verified that T−11n = [1, 0, · · · , 0]T and 1TnT = [n, 0, · · · , 0]. Notice
Y −1 +R ≥ (g¯E + Yc)−1 + rE = T−1diag(g¯−1 + r, (g¯ + λ2)−1 + r, · · · , (g¯ + λn)−1 + r)T, (II.16)
and
Y −1 +R ≤ Y −1s +R. (II.17)
The following inequality holds,
σ2
u2d
≤ 1TnT
[
diag(g¯−1 + r, (g¯ + λ2)−1 + r, · · · , (g¯ + λn)−1 + r)
]2
T−11n
− 1
n
[
1Tndiag
(
(G−111 +R1)
−1, · · · , (G−1nn +Rn)−1
)
1n
]2
, (II.18)
which completes the proof.
With the condition of the first property, Gii = g¯ and Ri = r for all i ∈ N , n
(
g¯
1+g¯r
)2
−
1
n
(∑n
i=1
Gii
1+GiiRi
)2
= 0 and therefore σ = 0, achieving the same current between nodes.
In the case that Gii and ri is much less than 1, so approximately σ
2
u2d
≤ n((g¯)2 − (g˜)2) where
g˜ = 1
n
∑
iGii denotes the average shunt conductance. For a large virtual resistance satisfying
RiGii  1, approximately σ2u2d ≤ n
(
(r−1)2 − (
∑
iR
−1
i
n
)2
)
.
Lemma 2 discusses two cases about the current sharing under the decentralized droop control
when generators have the same nominal output voltage. The first property shows that if all the
generators have the same shunt impedance and virtual resistance then they have the same currents
regardless of the branch impedances. The second property shows that the nominal deviation of
current sharing converges to zero as the virtual resistance Ri converge to infinity and is determined
by the difference of the shunt impedances if Ri is sufficiently small.
III. DISTRIBUTED CURRENT SHARING CONTROL
As stated in the above section, the same voltage reference Ud = ud1n in general can not lead
to the same current. This section address a distributed method to realize a current sharing. Only
the neighboring nodes exchange information each other and each node adjusts the rated voltage
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according to the current bias from their neighboring nodes. A low-bandwidth communication
channel is required between the neighboring nodes.
Let G = {N , E} express the information flow between nodes, where E ⊆ N × N denotes the
edge set. Let L = (lij) ∈ Rn×n be the associated Laplacian matrix of G. If Yij 6= 0, then lij = −1;
or else lij = 0. The information graph has no self-loop, so lii =
∑n
j=1,j 6=i lij .
In contrast to the same current, the same current ratio is a more rational index for current sharing.
Denote by Imaxi the maximum current of node i, then our goal is to realize
i1
Imax1
=
i2
Imax2
= · · · = in
Imaxn
. (III.1)
Let current ratio irk =
imk
Imaxk
be the information exchanged between neighboring nodes. The following
PI controller is proposed for the rated output voltage
udk = (−αk −
βk
s
)
∑
j
lkji
r
j , k ∈ N , (III.2)
where αk > 0 and βk > 0 are proportional and integrator gains of node k, respectively. Replacing
(III.2) into (II.9), the closed-loop dynamics of each node is described by
i˙mk = −
1
τk
imk +
1
τk
n∑
j=1
Ykju
d
j −
1
τk
n∑
j=1
YkjRji
m
j
u˙dk = −αk
n∑
j=1
lkj
i˙mj
Imaxj
− βk
n∑
j=1
lkj
imj
Imaxj
, k ∈ N . (III.3)
Define Υ = diag(Imax1 , · · · , Imaxn ), Φ = diag(α1, · · · , αn) and Ψ = diag(β1, · · · , βn). Then the
above closed-loop system can be rewritten as the following compact form,I˙m
U˙d
 =
−D−1(E + Y R) D−1Y
M21 M22
Im
Ud
 , (III.4)
where M21 = −ΨL(Υ)−1 + ΦL(Υ)−1D−1(E + Y R) and M22 = −ΦL(Υ)−1D−1Y .
Remark 3: We would like to point out that the secondary control (III.2) aims to make the current
sharing between nodes and is distributed because of the use of the information of neighboring nodes.
While the secondary control in [12] aims to compensate the voltage drifts due to the primary droop
control and is decentralized because only the local voltage and reference voltage are used.
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A. Stability analysis
As a linear autonomous system, system (III.4) is required to be neither unstable nor asymptotically
stable. An asymptotical stability means output voltages and currents converging to zero, which
certainly is not what we want. Actually, we hope that the nodes have the same output current ratio
with their output voltage in the desired region. Such a case corresponds to the term of semistable
that is recalled in the Appendix.
Lemma 3: System (III.4) is semistable if and only if the following matrix second-order system
DΥx¨(t) + (Υ + Y RΥ + Y ΦL)x˙+ YΨL = 0, (III.5)
is semistable.
Proof: Let Ac denote the system matrix of (III.4), which is equivalent to
Ac =
 E 0
−ΦL(Υ)−1 E
−D−1(E + Y R) D−1Y
−ΨL(Υ)−1 0
 . (III.6)
Notice that matrix Ac is similar to
A˜c =
−D−1(E + Y R + Y ΦL(Υ)−1) D−1Y
−ΨL(Υ)−1 0
 , (III.7)
which satisfies λi +D−1(E + Y R + Y ΦL(Υ)−1) −D−1Y
ΨL(Υ)−1 λi
xi1
xi2
 = 0 (III.8)
where λi is the ith eigenvalue of A˜c and xi = [xTi1, x
T
i2]
T ∈ C2n is the corresponding complex eigen-
vector. Noting that −ΨL(Υ)−1xi1 = λixi2 and subsequently −λiD−1Y xi2 = D−1YΨL(Υ)−1xi1, it
follows that (
λ2i +D
−1(E + Y R + Y ΦL(Υ)−1)λi +D−1YΨL(Υ)−1
)
xi1 = 0 (III.9)
Multiplying D on both sides and defining x˜i1 = (Υ)−1xi1 yield(
DΥλ2i + (Υ + Y RΥ + Y ΦL)λi + YΨL
)
x˜i1 = 0 (III.10)
The term in bracket is just the characteristic equation of dynamic system (III.5). This completes
the proof.
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The equation (III.7) shows that the system (III.4) can be rewritten as
DI˙m = −(E + Y R + Y ΦL(Υ)−1)Im + YΘ,
Θ˙ = −ΨLΥ−1Im,
with Θ = Ud−ΦLΥ−1Im. It is seen that Θ changes and then forces Im to change until the current
sharing has been achieved. That is, LΥ−1Im = 0 and subsequently Θ = Ud.
Lemma 3 converts the stability of (III.4) into a stability problem of a matrix second-order system
that by itself owns fundamental importances in many fields, such as vibration and structure analysis,
spacecraft control and robotics control. There are many results for the stability analysis of (III.5)
with symmetric matrix coefficients, which however are not directly applied here due to asymmetric
matrix coefficients arising from the heterogeneity between nodes. Below we further present some
sufficient condition for the stability of (III.4) for some special cases. Before to proceed, the following
results are recalled [20].
Given a second-order dynamic system (Ms + Mk)x¨(t) + (Ds + Dk)x˙ + (Ks + Kk) = 0, its
eigensolution can be written as(
λ2i (Ms +Mk) + λi(Ds +Dk) + (Ks +Kk)
)
xi = 0, i = 1, · · · , 2n, (III.11)
where λi and xi are the ith eigenvalue and the corresponding complex eigenvector, respectively.
The subscripts s and k denote the symmetric part and skew symmetric part. For any matrix M ,
the associated Ms = M+M
T
2
and Mk = M−M
T
2
. Write xi = xRi + jxIi with xRi and xIi being real
and imaginary parts, respectively. Multiplying the above equation by x∗i on both sides yields the
following second-order scalar equation,
(ami + jbmi)λ
2
i + (adi + jbdi)λi + (aki + jbki) = 0, i = 1, · · · , 2n, (III.12)
where x∗i is the conjugated transpose of xi, ami = x
T
RiMsxRi + x
T
IiMsxIi, bmi = 2x
T
RiMkxIi, and
adi, bdi, aki, bki are similarly expressed. The solutions of (III.12) satisfy the following result,
Lemma 4: The solution λi of (III.12) has negative real parts if and only if
bmibdi + amiadi > 0, (III.13)
and
(adiaki + bdibki)(amiadi + bmibdi) > (amibki − bmiaki)2. (III.14)
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The above lemma is closely related to the symmetric degree of matrices. If all the involved
matrices are symmetric positive definite, then (III.13) and (III.14) hold and the corresponding
dynamic system is asymptotically stable.
To describe in which degree a matrix M is symmetric positive definite, we define a measurement
variable as follows
θ(M) = max
θ
θ ≥ 0
∣∣∣∣∣∣
Ms 0
0 Ms
± θ
 0 Mk
MTk 0
 ≥ 0
 (III.15)
The above matrix inequality implies that Ms ≥ 0 and so does M . If M is negative definite, then
the matrix inequality in (III.15) is infeasible and therefore θ(M) does not exist.
The physical meaning of the above definition is that complex matrix Ms + jθMk formed by the
symmetric parts and asymmetric parts of M is positive semi-definite for all 0 ≤ θ ≤ θ(M). If M is
symmetric, then θ(M) →∞, which means that no asymmetric parts exist; if the symmetric parts
of M is zero, then θ(M) = 0, which means that M is skew symmetric.
Theorem 1: System (III.4) is semistable if the network is connected and one of the following
conditions is satisfied,
c1). there are positive scalars u¯ and r¯ such that RiImaxi = u¯ and αi = βir¯ for all i ∈ N , a
positive scalar ν1 such that
Υ + u¯Y ≥ ν1YΨL (III.16)
and θ(YΨL) exists such that
(ν1 + r¯)θ
2(YΨL) + r¯ > τmax, (III.17)
where τmax = max{τ1, · · · , τn} is the maximum time constant of nodal low pass filter.
c2). there are positive scalars τ , r¯, β and ν2 such that D = τE, Φ = r¯Ψ, Ψ = βE,
Y −1Υ +RΥ ≥ ν2βL, (III.18)
Ys ≥ 0, and θ(YΥ) exists such that
(ν2 + r¯)θ
2(YΥ) + ν2 + r¯ > τ. (III.19)
Proof: We firstly prove that system (III.4) has only one zero eigenvalue when the network is
connected. Rewrite Ac by
Ac = Ac1Ac2 = Ac3Ac4, (III.20)
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with
Ac1 =
 D−1 0
−ΦL(Υ)−1D−1 E
 , Ac2 =
−(E + Y R) Y
−ΨL(Υ)−1 0
 ,
Ac3 =
 E 0
−ΦL(Υ)−1 −ΨL(Υ)−1
 ,
Ac4 =
−D−1(E + Y R) D−1Y
E 0
 .
The rank of system matrix Ac equals to that of Ac2, as well as to that of Ac3. For a connected
network, rank(L) = rank(Yc) = n − 1 and both them have 1Tn and 1 as the associated left and
right eigenvector respectively to the trivial eigenvalue 0. It is known that if Ys 6= 0, namely at least
one shunt conductance exists, then Y = Yc + Ys > 0. Below we proceed by two cases.
i) Ys 6= 0. In this case Y is a M-matrix whose inverse matrix Y −1 is nonnegative matrix. It
can be seen that rank(Ac2) = n + rank(L) = 2n − 1 due to Y being nonsingular. Therefore 0 is
one eigenvalue of Ac. We further show that the 0 is semisimple by showing rank(A2c) = 2n − 1
(according to Proposition 1 in the appendix). Noting that rank(A2c) = rank(Ac2Ac3), we consider
the null space of Ac2Ac3. Suppose there is a vector x = [xT1 , x
T
2 ]
T ∈ R2n such that
− Ac2Ac3x =
E + Y R + Y ΦL(Υ)−1 YΨL(Υ)−1
ΨL(Υ)−1 0
x1
x2
 = 0 (III.21)
The solution of x has x1 = σ1Υ1 for some σ1 ∈ R, which as well should satisfy
σ(Y −1 +R)Υ1 = ΨL(Υ)−1x2. (III.22)
Left multiplying 1TnΨ
−1 on both sides leads to
σ1[β1, β2, · · · , βn](Y −1 +R)[Imax1 , Imax2 , · · · ,Υn] = 0, (III.23)
which implies σ1 = 0 because positive definite symmetric matrix Y −1 +R is nonnegative. Thus, the
solution of (III.19) has the form of σ2[0,Υ1Tn ]
T for some σ2 ∈ R. This means that rank(Ac2Ac3) =
2n− 1, so dose A2c . Subsequently Ac has only one zero eigenvalue.
ii) Ys = 0. In this case Y = Yc is singular. It can be verified that all the solutions of Ac2x = 0 has
the form of x = σ1[0,Υ1Tn ]
T for some σ1 ∈ R, which means that rank(Ac) = rank(Ac2) = 2n− 1.
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Below we further show rank(A2c) = 2n − 1. Suppose there is a vector x = [xT1 , xT2 ]T ∈ R2n such
that A2cx = 0, then Acx = σ1[0,Υ1
T
n ]
T for some scalar σ1, which implies
Ac2x =
−(E + YcR) Yc
−ΨL(Υ)−1 0
x1
x2
 = σ1A−1c1
 0
Υ1n
 =
 0
σΥ1n
 . (III.24)
The second block line gives −ΨL(Υ)−1x1 = σ1Υ1n. Left multiplying 1TnΨ−1 on both sides obtains
0 = σ11
T
nΨ
−1Υ1n, which implies σ1 = 0. Thus, it can be concluded that if A
2
cx = 0 then Acx = 0.
That means rank(A2c) = rank(Ac) = 2n− 1 and subsequently Ac has one simple zero eigenvalue
as well.
The reminder is to prove that all nonzero eigenvalues are of negative real parts for every condition.
c1) With the condition c1), recasting system (III.4) into the form of (III.11) yields the following
matrix parameters,
Ms = DΥ, Ds = Υ + u¯Y + r¯Ks, Dk = r¯Kk (III.25)
Ks =
YΨL+ LΨY
2
, Kk =
YΨL− LΨY
2
. (III.26)
Due to the existence of θ(YΨL), Ks ≥ 0 and subsequently Ds > 0. Therefore ami > 0 and adi > 0
for all i. If aki = 0, then bki = 0 due to a2ki ≥ θ2(YΨL)b2ki, and the nonzero solution of (III.12) is
−adi+jbdi
ami
, being of negative real parts.
Now consider the case of aki > 0. Because of bmi=0, (III.13) holds always and (III.14) reduces
to
(adiaki + bdibki)adi > amib
2
ki. (III.27)
If bki = 0 and aki 6= 0, then the above is obvious. Matrix inequality (III.16) means adi ≥ (ν1 + r¯)aki.
On the other hand adi > 1τmaxami because of aki > 0. Noticing bdi = r¯bki and a
2
ki ≥ θ2(YΨL)bki,
one has
(adiaki + bdibki)adi > (ν1 + r¯)θ
2(YΨL) + r¯)b2ki
ami
τmax
, (III.28)
which together with (III.17) and bki 6= 0 implies (III.28) and therefore (III.14). By lemma 4, all
eigenvalues associated with aki > 0 have negative real parts.
Now It can be concluded that system (III.14) has only one simple 0 eigenvalues and all other
eigenvalues be of negative real parts. Thus it is semistable.
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c2) With condition c2), Y > 0. Multiplying by Y −1 on both sides of (III.5) and then casting it
into the form of (III.11) obtain
Ms = τ
Y −1Υ + ΥY −1
2
, Ds = RΥ + r¯Ks +Ms/τ, (III.29)
Ks = βL, Mk = τ
Y −1Υ−ΥY −1
2
, Dk = Mk/τ. (III.30)
Since θ(Y −1Υ) = θ(YΥ) exists, ami ≥ 0 and a2mi ≥ θ2(YΥ)b2mi. Also adi > amiτ and adi >
(ν2 + r¯)aki due to (III.18).
Firstly consider bmi = 0. If ami = 0 as well, then (III.12) has the solution λi =
−aki(adi−jbdi)
a2di+b
2
di
that
is either 0 or of negative real parts when aki = 0 or aki > 0, respectively. If ami > 0 but aki = 0,
then similarly it can be seen that the nonzero solution of (III.12) has negative real parts.
Now consider bmi 6= 0. Noting that bdi = bmiτ , (III.13) holds always, which as well ensures that
the nonzero solution of (III.12) with aki = 0 has negative real parts. For aki 6= 0, (III.14) reduces
to
adiaki(amiadi + bdibmi) > b
2
mia
2
ki
. (III.31)
Noticing that adiaki ≥ (ν2 + r¯)a2ki and amiadi + bdibmi > (θ2(YΥ) + 1) b
2
mi
τ
, inequality (III.13) holds
by (III.19). This by lemma 4 shows that all the eigenvalues associated with bmi 6= 0 and aki > 0
have negative real parts. Therefore system (III.14) has only one simple 0 eigenvalue and all other
eigenvalues be of negative real parts and is semistable.
Notice that r¯ can be set a value larger than τmax that in general is a small value less than 0.1.
Therefore conditions from (III.16) to (III.19) are easy to satisfy. But more critical are the implied
conditions in theorem 1, the existence of θ(YΨL) and θ(YΥ) for cases c1) and c2), respectively.
If Imax1 = I
max
2 = · · · = Imaxn , then θ(YΥ) always exists. This means the heterogeneous extent
between nodes influences the stability of DC microgrids with distributed control (III.2).
It should be pointed out that the information network and physical network are not required to
have the same topology. For a special case that L = Yc and moreover Ys = gE and Ψ = βE, then
θ(YΨL) always exists as well.
B. Steady state
The steady state of closed-loop system (III.4) is the mode determined by the 0 eigenvalue. This
subsection issues not only what is the steady state but also the relationship with the initial condition
May 17, 2016 DRAFT
17
and network topology.
Theorem 2: A semistable dynamic system (III.4) will reach the current sharing in the sense that
all nodes have the same current ratio irk = rc1 for all k ∈ N , where rc1 is given by,
rc1 =

1TnΨ
−1(Ud(0) + ΦL(Υ)−1Im(0))
1TnΨ
−1(Y −1 +R)Υ1n
, if Ys 6= 0
0 if Ys = 0
. (III.32)
Moreover, the output voltage of nodes is given by
U =
 rc1Y −1Υ1n if Ys 6= 0rc21n if Ys = 0 , (III.33)
where rc2 is defined by
rc2 =
1TnΨ
−1(Ud(0) + ΦL(Υ)−1Im(0))
1TnΨ
−11n
. (III.34)
Proof: With Ys 6= 0,the left eigenvector vl and the right eigenvector vr of Ac associated with
0 eigenvalue are respectively,
vl =
(Υ)−1LΦΨ−11n
Ψ−11n
 , vr =
 Υ1n
(Y −1 +R)Υ1n
 . (III.35)
The left eigenvector vl leads to
d
dt
vTl
Im(t)
Ud(t)
 ≡ 0; (III.36)
while the semistable implies that the trajectory of (III.4) converges to the space spanned by the
right eigenvector vr, that is, there is a scalar rc2 such that
lim
t→∞
Im(t)
Ud(t)
 = rc2vr. (III.37)
Noting L1n = 0, a combination of the above two formulae yields
rc2 =
vTl [(I
m(0))T , (Ud(0))T ]T
vTl vr
=
1TnΨ
−1(Ud(0) + ΦL(Υ)−1Im(0))
1TnΨ
−1(Y −1 +R)Υ1n
. (III.38)
Below consider the case of Ys = 0 for which Y = Yc is singular. The left and right eigenvector
of Ac associated with 0 eigenvalue are respectively
vl =
(Υ)−1LΦΨ−11n
Ψ−11n
 and vr =
 0
1n
 . (III.39)
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Similarly, it can be given that
rc2 =
vTl [(I
m(0))T , (Ud(0))T ]T
vTl vr
=
1TnΨ
−1(Ud(0) + ΦL(Υ)−1Im(0))
1TnΨ
−11n
, (III.40)
and subsequently limt→∞ Im(t) = 0 and limt→∞ Ud(t) = rc21n.
Equation (III.33) follows from the fact that U(t) = Ud(t) − RIm(t). This completes the proof.
In general the initial values Im(0) of the low-pass filter for output currents are set to zeros; or
else they will influence the steady states according to (III.32), which is not what we want. In the
following, we always assume that Im(0) = 0. With this, the proportional gain αi will influence the
stability but not the steady state.
It is rational to assume that the steady currents in the decentralized droop control, stated in
(II.13), do not excess the maximum permissible currents for all nodes. That is,
(E + Y R)−1Y Ud(0)  Imax, (III.41)
where Imax ∈ Rn = [Imax1 , · · · , Imaxn ]T and ≺ denotes the component less than. Define the current
ratio vector by Rcr = [ir1, · · · , irn]T . Denote the steady current ratio in the decentralized droop
control by RDeccr , which satisfies R
Dec
cr = Υ
−1(E + Y R)−1Y Ud(0). Denote by R
Dec
rc and R
Dec
rc the
maximum and minimum elements of RDeccr , respectively.
With Im(0) = 0, several further discussions on the steady states for some special cases are made.
Corollary 1: Given Im(0) = 0 and Ys 6= 0, the steady states of system (III.4) with the cooperative
droop control satisfy the following properties:
P1) With (III.41), the common current ratio satisfies rc1 < 1 and rc1 ∈ [RDeccr , RDeccr ].
P2) With (III.41), the output voltage satisfies rc1
R
Dec
cr
U ss  U  rc1
RDeccr
U ss.
P3) If Ψ = βE and R = rE, then rc1 <
∑
k U
d
k (0)∑
k I
max
k
λn
1 + λnr
, where λn is the maximal eigenvalue
of Y .
P4) If Ys = gE, Ψ = βE, and R = rE, then rc1 =
∑
k U
d
k (0)∑
k I
max
k
g
1 + gr
.
P5) All the nodes have the same output voltage if and only if there is a positive scalar  such
that Υ = Ys.
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Proof: P1) When Ys 6= 0, Y is a M-matrix whose inverse matrix Y −1 is a nonnegative matrix.
Note that Υ1n = I
max and (III.41), it follows that
rc1 <
1TnΨ
−1Ud(0)
1TnΨ
−1(Y −1 +R)(E + Y R)−1Y Ud(0)
= 1. (III.42)
Also noting that Ud(0) = (Y −1 +R)ΥRDeccr , one has
rc1 =
1TnΨ
−1(Y −1 +R)ΥRDeccr
1TnΨ
−1(Y −1 +R)Υ1n
. (III.43)
Since 1TnΨ
−1(Y −1 +R)Υ  0,
1TnΨ
−1(Y −1 +R)ΥRDeccr 1
T
n  Ψ−1(Y −1 +R)ΥRDeccr  1TnΨ−1(Y −1 +R)ΥR¯Deccr 1n, (III.44)
which together with (III.43) shows rc1 ∈ [RDeccr , R¯Deccr ].
P2) Recall the steady output voltage under decentralized droop control,
U ss = (E +RY )−1Ud(0) = (E +RY )−1(Y −1 +R)ΥRDeccr = Y
−1ΥRDeccr . (III.45)
Due to the nonnegativeness of Y −1, RDeccr Y
−1IMax  U ss  R¯Deccr Y −1IMax. This together with
U = rc1Y
−1IMax shows the property P2).
P3) Noticing that Y −1 > 1
λn
E and Y −1  0, 1TnY −1  1λn1Tn . With this, one has rc1 <∑
k U
d
k (0)∑
k I
max
k
λn
1 + λnr
.
P4) Recall the proof of lemma 2, there is a transformation matrix T and a diagonal matrix
Γ = diag(0, λ2, · · · , λn) such that Yc = T−1ΓT where T−1 = [1n, ?] and T = [1n 1n , ?]T . With this,
Y −1 + R = T−1
(
(gE + Γ)−1 + rE
)
T . Noting that 1TnT
−1 = [n, 0, · · · , 0], it can be derived that
rc1 =
∑
k U
d
k (0)∑
k I
max
k
g
1 + gr
.
P5) It suffices to show that Y −1Imax = 1n for some scalar . This, together with Yc1n = 0,
means that Υ = Ys.
Three remarks are presented in order.
Remark 4: P1) means that the same current ratio under the cooperative droop control locates
between the minimal current ratio and the maximal current ratio under the decentralized droop
control. The node with the minimal current ratio will increase its output current; on the contrary
the output current of the node with the maximal current ratio will decrease.
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Remark 5: In the case that all the nodes have the same controller gains and the same virtual
resistance, P3) shows an upper bound of current ratio related to the maximal eigenvalue of con-
ductance matrix Y . Furthermore, if the shunt conductances of nodes are the same as well, then P4)
shows that rc1 equals to the ratio between the current of shunt conductance g under the average
voltage and the average maximal current. Both of them are novel but limit to the special cases.
Remark 6: P5) shows that in general the sharing of both current and voltage can not occur
simultaneously. This point has also been stated in [13].
Fig. 2. Three nodes DC microgrid. The buck converter (top) and network structure (bottom).
IV. SIMULATION EXAMPLE
Consider a microgrid with three nodes connected by a triangular form. Each node is a DC voltage
interfaced to the DC bus via a buck converter. As illustrated in Fig. 2, the simulation is made on
the Matlab Simulink. The electrical parameters are listed in Table I.
TABLE I
ELECTRICAL PARAMETERS
Line 1 Line 2 Line 3 R1 R2 R3
1Ω, 0.5mH 0.5Ω, 0.1mH 0.4Ω, 0.2mH 2Ω 5Ω 4Ω
The same control parameters are selected for all the nodes. The desired DC bus voltage is 48V,
the maximum current of all nodes is 30A, the time constant of LPF is 0.01s, the virtual resistance
r = 0.1Ω, the proportional gain α = 0 and the integrator gain β = 100. The conductance matrix
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of network and the Laplacian matrix of information graph are given by, respectively,
Y =

3.5 −1 −2
−1 3.7 −2.5
−2 −2.5 4.75
 , L =

2 −1 −1
−1 2 −1
−1 −1 2
 .
It can be verified that Y L is not a positive definite matrix, therefore θ(YΨL) does not exist. Since
Υ is an unit matrix, the conditions (III.18) and (III.19) hold and subsequently the microgrid with
distributed controller (III.2) is semistable.
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Fig. 3. Trajectories of currents and voltages of three nodes
Fig. 3 shows the simulation results. At the beginning, the microgrid runs in the decentralized
droop control. At t = 0.5s, the system is closed to the steady state under the decentralized droop
control, which are
Iss =

20.31
10.76
12.66
 , U ss =

45.64
46.60
46.41
 (IV.1)
In the presences of line resistance and the difference of local load, there is a large bias for current
sharing. The minimal and maximal current ratio are RDeccr = 0.36 and R
Dec
cr = 0.68.
At the time t = 0.5s, the distributed cooperative control is applied, with which the nodal currents
then asymptotically converge to the same value, an exact current sharing. All the nodes have the
same output current 14.56A and current ratio 0.4853 that belongs to [RDeccr , R
Dec
cr ]. The steady output
voltages are U = [44.71, 47.83, 47.07]T satisfying property P2 in corollary 1.
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V. CONCLUSION
The stability of DC microgrids with distributed cooperative control has been investigated and
two sufficient semistable conditions are presented. The study on steady state illustrated the current
sharing property and its relationship with initial condition and network topology. A DC microgrid
with three buck converter nodes was simulated on the Matlab platform to show the developed
results.
The developed results based on the constant impedance matrix Y are applicable as well for the
time-varying Y with a duly small fluctuation. The stability with a general time-varying Y is one of
our ongoing research, for which the analysis through the locations of eigenvalues as used in this
paper is not applicable any more.
APPENDIX
Given a linear system x˙(t) = Ax(t) where t > 0, x(t) ∈ Rn and A ∈ Rn×n, the following
definitions are made [20],
Definition 1. The system is Lyapunov stable if, for every initial condition x(0), there exists  > 0
such that ‖x(t)‖ <  for all t ≥ 0.
Definition 2. The system is semistable if limt→∞ x(t) exists for all initial conditions x(0).
Definition 3. Given an eigenvalue λ ∈ spec(A), λ is semisimple if every Jordan block of A
associated with λ is of size one. Further, it can be seen that λ is semisimple if and only if
rank(λI − A) = rank(λI − A)2, (A.1)
where I is the unit matrix.
The following proposition is true.
Proposition 1. A is semistable if and only if A is Lyapunov stable and A has no nonzero imaginary
eigenvalues.
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