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The blocked composite operators are defined in the one-component Euclidean scalar field theory,
and shown to generate a linear transformation of the operators, the operator mixing. This transfor-
mation allows us to introduce the parallel transport of the operators along the RG trajectory. The
connection on this one-dimensional manifold governs the scale evolution of the operator mixing. It is
shown that the solution of the eigenvalue problem of the connection gives the various scaling regimes
and the relevant operators there. The relation to perturbative renormalization is also discussed in
the framework of the φ3 theory in dimension d = 6.
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I. INTRODUCTION
The RG strategy is to follow the evolution of the coupling constants in the observational scale in order to identify
the important interactions at different scales. This is achieved by the blocking, the successive lowering of the UV
cut-off and the tracing of the resulting blocked, renormalized action [1,2]. There is an alternative method, implicit
in this procedure, where the original cut-off and action are kept but the operators are modified to cover less modes
while keeping the expectation values fixed. This paper outlines this latter method in a more systematic manner and
compares it with the traditional one.
A similar question arises in the renormalization of composite operators where the goal is to render the Green’s
functions containing the insertion of some local operators which are not in the action finite as the cut-off is removed.
The perturbative treatment of this problem proceeds by the introduction of additional counterterms in the action in
such a manner that the original Green’s functions remain unchanged but those with the insertion of the composite
operators turn out to be finite [3–6].
This rather complicated procedure attempts to perform an amazing project, the renormalization of an otherwise
non-renormalizable model. This happens because the insertion of the non-renormalizable composite operators in the
Green’s functions can be achieved by introducing them in the action with a source term and taking the derivative of
the logarithm of the partition function with respect to their source. As long as the Green’s functions are finite so is
the partition function containing non-renormalizable operators! The resolution of this apparent paradox is that the
rendering of more Green’s functions with the composite operator insertion finite requires more counterterms. At the
end we should need infinitely many counterterms to complete the project, just as when we would attempt to remove
the cut-off in a non-renormalizable model.
In the traditional multiplicative renormalization of quantum field theory the irrelevant, non-renormalizable coupling
constants are ignored. In fact, the derivation of the renormalization group equations in renormalizable quantum field
theory is based on the compensation of the change of the scale by the adjusting of the relevant (or marginal) coupling
constants. This procedure is made insensitive to the irrelevant terms by considering the asymptotic scaling regime
only and by ignoring the vanishing contributions as the cut-off is removed. It cannot help us to understand crossovers
or the competition of different fixed points, in general. One might object that irrelevant operators do appear in
the renormalization of composite operators within the traditional multiplicative renormalization scheme. But their
evolution is determined by the requirement that the Feynman graphs considered remain finite. This prescription
misses the finite, physical part of the renormalization. The blocking procedure, followed in the present paper provides
a renormalization scheme where the evolution of all coupling constants is well defined and we are not confined into
the asymptotic scaling regimes.
The non-perturbative renormalization due to blocking has proven to be effective in establishing renormalizability, as
well. The old-fashioned perturbative proof of renormalizability which is made involved by the tracing of overlapping
divergences [6] is simplified enormously by considering a non-perturbative renormalization scheme [7,8]. In fact, the
renormalizability turns out to be the absence of the UV Landau pole. This pole can easily be avoided in the framework
of the loop expansion for asymptotically free models.
Our technique to follow the mixing of composite operators by adding them to the action has already been used in
the framework of the perturbative, multiplicative renormalization group scheme. In the perturbative studies of the
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renormalizability of Green’s functions one or more composite operators were inserted by coupling them to spacetime-
dependent external sources and adding the resulting expressions to the action. Then, the functional differentiation
of the generating functional of the connected Green’s functions was performed w.r.t. these sources [8–10]. It was
also shown that taking the identity operator into account explicitly in the action has a particular importance for the
renormalization of multilocal composite operators [11].
Recently, there have been made attempts to give a covariant geometric interpretation to the RG flow [12]- [16].
The space of coupling constants is considered as a differentiable manifold and the RG flow, expressed by means of
Lie transport, is interpreted as a particular mapping on it. It has been established by introducing a metric in the
coupling constant space that the RG flow is not geodesic in general [14,15]. Also the definition of the connection
appears problematic [12], although recently a non-metric-compatible definition was given [16].
Our geometric interpretation is less ambitious. We try to implement differential geometric notions along a one-
dimensional manifold only, the RG-trajectory. It is based on parallel transport along the RG trajectory, introduced
differently as generally used in the literature. Namely, the space of operators (symbols) is considered as a tangent
space at each point of the RG trajectory. This has the advantage that no metric is needed and the connection on the
RG trajectory arises in a rather straightforward way, cf. Eq. (4.5) below. It is the geometry for the RG trajectory
only which is covered in this manner, ignoring the geometrical aspects of the more complicated space parametrised
by the coupling constants.
Nevertheless, our method reveals some advantageous features. The local properties of the RG trajectories, given by
the connection, are determined in a unique manner at any point in the coupling constant space. It will be shown that
the connection can directly be obtained from the beta-functions in terms of the blocked coupling constants. The usual
blocking is based on local quantities of the RG flow, such as the beta-functions which are sufficient for the local studies
in the vicinity of a given fixed point. But the RG flow of more realistic models visits several scaling regimes between the
UV and the IR regimes and the determination of the set of important parameters may require global methods which
can take into account the interplay between different scaling regimes [17]. The operator renormalization includes in a
natural manner a global quantity, called sensitivity matrix, needed for such analysis. A flow equation will be derived
for the sensitivity matrix, expressing that the evolution is governed by the connection. This flow equation enables
us to perform the renormalization of composite operators beyond the perturbation expansion. In this manner the
operator renormalization is better suited for the studies of models with non-trivial IR scaling law than the traditional
blocking.
In Sect. II a toy model is presented explaining the origin of operator mixing. Then, the idea of blocking is extended
to operators in one-component scalar field theory in Sect. III and in Sect. IV the differential geometric meaning of
blocking the operators is clarified. The possibility of finding the scaling operators at an arbitrary scale by means
of solving the eigenvalue problem of the sensitivity matrix is discussed in Sect. V. The construction of the blocked
operator and the renormalized perturbation expansion (RPE) are compared in Sect. VI. The resolution of the
paradoxon of renormalizing irrelevant composite operators in a renormalizable theory is also discussed. The operator
mixing matrix is determined for φ3 theory in dimension d = 6 in a restricted operator basis in the independent mode
approximation (IMA) in two different ways in Sects. VIIA 1 and VIIA 2. The agreement of these results with the
one-loop perturbative ones are shown in Sect. VII B. Finally, the main results of the paper are summarized in Sect.
VIII.
II. TOY MODEL FOR OPERATOR MIXING
Let us consider a zero-dimensional model with two degrees of freedom, x (‘the low-frequency one’) and y (‘the
high-frequency one’), and the bare action
S(x, y) =
1
2
sxx
2 +
1
2
syy
2 +
∞∑
n=0
gn(x + y)
n (2.1)
with the bare couplings gn. We are looking for the blocked action S(x) obtained by integrating out the degree of
freedom y,
e−S(x) =
∫
dye−S(x,y). (2.2)
The composite operators of the bare theory are defined as (x + y)n with n = 0, 1, 2, . . . According to relation (2.2),
the blocked action S(x) as the function of the bare coupling constants gn can be considered as the generator function
for the composite operators for a given value x,
2
∂S(x)
∂gn
=
∫
dy(x+ y)ne−S(x,y)∫
dye−S(x,y)
, (2.3)
i.e. the partial derivative of the blocked action w.r.t. one of the bare couplings gn is equal to the ‘high-frequency’
average of the corresponding bare composite operator (x+ y)n. As a consequence the relation
∫
dx∂S(x)∂gn e
−S(x)∫
dxe−S(x)
=
∫
dxdy(x + y)ne−S(x,y)∫
dxdye−S(x,y)
(2.4)
holds, i.e. the partial derivative of the blocked action w.r.t. the bare coupling gn can be interpreted as the blocked
operator that provides the same expectation value in the blocked theory as the bare operator (x + y)n does in the
bare theory. Let us introduce the notation {xn} = ∂S(x)/∂gn for it. The action S(x) can be expanded in the terms
of the base operators as
S(x) =
1
2
sxx
2 +
∞∑
m=0
g′mx
m (2.5)
with the blocked couplings g′m = g
′
m(g0, g1, g2, . . .) (m = 0, 1, 2, . . .) being functions of the bare couplings. Using this
expansion, the blocked operators can be rewritten in the form:
{xn} =
∂S(x)
∂gn
=
∞∑
m=0
xmSmn (2.6)
with the help of the matrix
Smn =
∂g′m
∂gn
. (2.7)
Eq. (2.6) has the simple interpretation that the blocked operator {xn} obtained from the bare operator (x + y)n by
integrating out the degree of freedom y is a linear combination of the base operators xm with the coefficients given by
the operator mixing matrix Smn. Thus, the operator with which one can reproduce the vacuum expectation value of a
bare base operator in the blocked theory is the linear combination of all the base operators with arguments projected
into the subspace of the degree of freedom x left over.
Above we chose base operators in the bare theory and searched for operators in the blocked theory that reproduce
their vacuum expectation values. Also the opposite question can be formulated: we choose a basis of operators in the
blocked theory, xn with n = 0, 1, 2, . . . and search for the operators [(x+ y)n] of the bare theory that reproduce their
expectation values, i.e. for which ∫
dxdy[(x + y)n]e−S(x,y)∫
dxdye−S(x,y)
=
∫
dxxne−S(x)∫
dxe−S(x)
(2.8)
assuming that the bare theory underlying the blocked one is known. Looking for the bare operators in the general
form [(x + y)n] =
∑∞
m=0 α
(n)
m (x+ y)m, and using Eqs. (2.4) and (2.6), Eq. (2.8) leads to the relation
∞∑
m=0
xn
′
Sn′mα
(n)
m = x
n (2.9)
and one finds that the matrix α
(n)
m = (S−1)mn is the inverse of the operator mixing matrix given by Eq. (2.6). Thus,
the bare operators looked for are given by
[(x+ y)n] =
∞∑
m=0
(x+ y)m(S−1)mn. (2.10)
We see again, that the bare operators reproducing the expectation values of given base operators of the blocked theory
in the bare one are the linear combinations of the base operators.
It is instructive to generalize the toy model for three variables,
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S(x, y, z) =
1
2
sxx
2 +
1
2
syy
2 +
1
2
szz
2 +
∞∑
n=0
gn(x+ y + z)
n. (2.11)
The blocking gives rise the chain of effective theories,
e−S(x,y) =
∫
dze−S(x,y,z), e−S(x) =
∫
dye−S(x,y), (2.12)
and operator mixing
{xn}z =
∂S(x, y, z)
∂gn
= (x + y + z)n, {xn}y =
∂S(x, y)
∂gn
= −
∂
∂gn
∫
dze−S(x,y,z)∫
dze−S(x,y,z)
,
{xn}x =
∂S(x)
∂gn
= −
∂
∂gn
∫
dydze−S(x,y,z)∫
dydze−S(x,y,z)
. (2.13)
These relations yield
{xn}y =
∫
dz{xn}ze
−S(x,y,z)∫
dze−S(x,y,z)
, {xn}x =
∫
dy{xn}ye
−S(x,y)∫
dye−S(x,y)
, (2.14)
indicating that the evolution of the operators comes from the elimination of the field variable in their definition. One
can compute the expectation value of {xn} at any level,∫
dxdydz{xn}ze
−S(x,y,z)∫
dxdydze−S(x,y,z)
=
∫
dxdy{xn}ye
−S(x,y)∫
dxdye−S(x,y)
=
∫
dx{xn}xe
−S(x)∫
dxe−S(x)
. (2.15)
In other words, the cut-off dependence of the renormalized operators is introduced in such a manner that the expec-
tation values can be recovered for an arbitrary value of the cut-off.
We learned on the above discussed toy-model that operator mixing is an immediate consequence of keeping the
expectation values unchanged under integrating out degrees of freedom.
III. OPERATOR MIXING
Here we define blocked operators in quantum field theory following the line illustrated by the zero-dimensional
toy-model of the previous section.
Let us consider the theory given by the bare action
SΛ[φ] =
∫
dx
∑
n
Gn(x,Λ)On(φ(x)), (3.1)
where On(φ(x)) represents a complete set of local operators (function of φ(x) and its space-time derivatives) coupled
to the external sources Gn(x,Λ). The scalar field φ(x) = ϕk(x) + χk(x) is decomposed into a low-frequency part
ϕk(x) =
∑
|p|≤k
φpe
ipx (3.2)
and a high-frequency part
χk(x) =
∑
|p|∈[k,Λ]
φpe
ipx (3.3)
with the UV cut-off Λ and the sharp moving cut-off k. Here inhomogeneous external sources have been introduced
for later convenience and assumed that their zero modes gn(Λ) are separated,
Gn(x,Λ) = gn(x,Λ) + gn(Λ). (3.4)
Notice that the variables n and x of the operator On(φ(x)) identify a member of the complete set. One can simplify
the expressions by introducing a single index n˜ for the pair (n, x) and
∑
n˜ for the integral and sum
∑
n
∫
dx, e.g.
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SΛ[φ] =
∑
n˜
Gn˜(Λ)On˜(φ). (3.5)
It is required that the partition function of the blocked theory Zk and that of the bare one ZΛ are identical:∫
DϕkDχke
−SΛ[ϕk+χk]∫
DϕkDχke−SΛ[ϕk+χk]
∣∣
gn(x,Λ)=0
=
∫
Dϕke
−Sk[ϕk]∫
Dϕke−Sk[ϕk]
∣∣
gn(x,k)=0
(3.6)
that leads to the definition of the blocked action Sk[ϕk] up to a constant,
e−Sk[ϕk] =
∫
Dχke
−SΛ[ϕk+χk]. (3.7)
As shown in [2] the blocked action satisfies the Wegner-Houghton equation
∂Sk[ϕk]
∂k
= − lim
δk→0
1
2δk
T r ln
δ2Sk
δϕkδϕk
(3.8)
where the trace is taken over the functional space with Fourier modes k − δk < p < k. The blocked action can be
expanded in the base operators as
Sk[ϕk] =
∑
n˜
Gn˜(k)On˜(ϕk) (3.9)
and (3.8) rewritten in the form of a coupled set of differential equations
k∂kGn˜(k) = βn˜(k,G) (3.10)
for the blocked external sources Gn˜(k). The right hand sides of these equations represent explicit expressions for the
beta-functions as functions of the blocked sources.
Let us now turn to the definition of blocked operators. From Eq. (3.7), one gets after functional differentiation
δSk[ϕk]
δGn˜(Λ)
=
∫
DχkOn˜(ϕk + χk)e
−SΛ[ϕk+χk]∫
Dχke−SΛ[ϕk+χk]
, (3.11)
i.e. the functional derivative of the blocked action w.r.t. any of the bare sources Gn˜(Λ) is equal to the high-frequency
average of the corresponding bare operator On˜(ϕk +χk). Thus the functional derivative δSk[ϕk]/ δGn˜(Λ) reproduces
the expectation value of the bare operator On˜(ϕk + χk),∫
Dϕk
δSk[ϕk]
δGn˜(Λ)
e−Sk[ϕk]∫
Dϕke−Sk[ϕk]
=
∫
DϕkDχkOn˜(ϕk + χk)e
−SΛ[ϕk+χk]∫
DϕkDχke−SΛ[ϕk+χk]
. (3.12)
As a result the functional derivative of the blocked action w.r.t. one of the bare external sources Gn˜(Λ) can be
interpreted as the operator obtained by blocking from the base operator On˜(ϕk + χk). Let us introduce the notation
{On˜(ϕk)}k =
δSk[ϕk]
δGn˜(Λ)
(3.13)
for the corresponding blocked operator. Making use of expansion (3.9) of the blocked action, the operator mixing
{On˜(ϕk)}k =
∑
m˜
δGm˜(k)
δGn˜(Λ)
δSk[ϕk]
δGm˜(k)
=
∑
m˜
Om˜(ϕk)Sm˜n˜(k,Λ) (3.14)
can be given in terms of the sensitivity matrix
Sm˜n˜(k,Λ) =
δGm˜(k)
δGn˜(Λ)
, (3.15)
which shows the dependence of the blocked coupling constants on the initial values of the RG flow. As such it is a
global feature of the RG trajectory.
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Conversely, if one chooses the base operators On˜(ϕk) at the scale k then one can search for the bare operator
[On˜(ϕk + χk)]k that reproduces the vacuum expectation value of On˜(ϕk). An argument similar to that for the
toy-model in the previous section leads to
[On˜(ϕk + χk)]k =
∑
m˜
Om˜(ϕk + χk)(S
−1(k,Λ))m˜n˜. (3.16)
Now we pass the RG trajectory in the opposite direction (from small k to large k values) when asking for the bare
operator that reproduces the same vacuum expectation value as a given operator at the scale of small k. Therefore,
the answer is given in terms of the inverse of the matrix Sm˜n˜(k,Λ) describing the mixing of operators if the RG
trajectory is passed from large k values towards the small ones as it happened when defining the blocked operators
{On˜(ϕk)}k. Notice that the relations (3.14) and (3.16) represent operator equations since Eq. (3.12) remains valid
after the insertion of any other operator in the path integral of the numerator at both sides.
It turns out to be useful to derive partial differential equations for the k dependence of the operator mixing matrix.
Using
Gn˜(k − δk) = Gn˜(k)−
δk
k
βn˜(k,G) (3.17)
for an arbitrary infinitesimal change δk of the scale k, one can write
Sm˜n˜(k − δk) =
δGm˜(k − δk)
δGn˜(Λ)
=
∑
ℓ˜
δGm˜(k − δk)
δGℓ˜(k)
δGℓ˜(k)
δGn˜(Λ)
=
∑
ℓ˜
[
δm˜ℓ˜ −
δk
k
δβm˜(k,G)
δGℓ˜(k)
]
Sℓ˜n˜(k). (3.18)
Subtracting Eq. (3.15), dividing by δk and taking the limit δk → 0, we find the set of coupled differential equations
for the elements of the operator mixing matrix:
k∂kSm˜n˜(k,Λ) =
∑
ℓ˜
δβm˜(k)
δGℓ˜(k)
Sℓ˜n˜(k,Λ). (3.19)
The scale dependence of the operator mixing matrix is governed by the matrix
kΓn˜m˜(k) =
δβn˜(k)
δGm˜(k)
(3.20)
determining the change of the slope of the RG trajectory due to the variation of the actual point of the parameter
space it passes through. The matrix Γn˜m˜(k) is a local feature of the RG trajectory on the contrary to the sensitivity
matrix.
IV. PARALLEL TRANSPORT
Now we show that the operator mixing due to blocking can be interpreted as the parallel transport of operators
along the RG trajectory with the connection Γn˜m˜(k).
It is the main idea behind operator renormalization that operators are searched for that reproduce the same vacuum
expectation value at different scales,∫
Dφk′Dχk′On˜(ϕk′ + χk′)e
−Sk′ [ϕk′+χk′ ]∫
Dφk′Dχk′e−Sk′ [ϕk′+χk′ ]
=
∫
DφkDχkOn˜(ϕk + χk)e
−Sk[ϕk+χk]∫
DφkDχke−Sk[ϕk+χk]
. (4.1)
This relation follows from observing that the right hand side of Eq. (3.12), the expectation value of a given bare
operator of the complete cut-off theory, is independent of the choice of k, the way the modes are split into the UV
and IR classes. Eq. (4.1) allows us to identify the effect of the changing of the cut-off in the renormalized operator,
{On˜(ϕk′ )}k′ =
∫
Dξ{On˜(ϕk′ + ξ)}ke
−Sk[ϕk′+ξ]∫
Dξe−Sk[ϕk′+ξ]
, (4.2)
for k′ < k. The integration Dξ extends over the modes with k′ < |p| < k. The operator {On˜(ϕk′ )}k′ is a linear
superposition of the base operators On˜(ϕk′ ) as indicated in Eq. (3.14).
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This result suggests a differential geometric interpretation of the operator mixing, its identification with a certain
parallel transport. In particular, a k dependent operator Ok will be said to be parallel transported in the scale k,
Ok′ = Pk→k′Ok (4.3)
if its insertion into any expectation value yields a k-independent result, ∂k〈Ok〉 = 0. The mapping Pk→k′ of the
operators is obviously linear.
Since the operator mixing is linear according to Eq. (3.14), the parallel transport of an operator in the scale, i.e.
the parallel transported operator Ok can be characterized by introducing the covariant derivative of the operators,
DkOk = (∂k − Γ)Ok (4.4)
in such a manner that DkOk = 0 for the parallel transport. Eq. (3.19) suggests the identification of the connection
with the matrix Γ of (3.20).
The formal definition of the covariant derivative is the following. The scale dependence in the expectation value
〈Ok〉 comes from two different sources: from the explicit k dependence of the operator and the implicit k dependence
generated by the path integration, by taking the expectation value. The operator mixing ballances them. We introduce
the covariant derivative by the relation
∂k〈Ok〉 = 〈DkOk〉, (4.5)
requiring that the operator mixing generated by the connection amounts to the implicit k dependence of the expec-
tation value. Once the covariant derivative is known the parallel transport can be reconstructed as
Pk→k′ = Pe
∫
k
′
k
dk′′Γ(k′′)
(4.6)
where P stands for the ordering according to the parameter k′′.
It is obvious that the connection Γ is vanishing in the basis {On˜}k,
∂k〈
∑
n˜
cn˜(k){On˜}k〉 =
∑
n˜
∂kcn˜(k)〈{On˜}k〉 = 〈∂k
∑
n˜
cn˜(k){On˜}k〉. (4.7)
The connection can in principle be found in any other basis by simple computation. As far as the basis On˜(ϕk) is
concerned it is simpler to check directly that (4.4) satisfies (4.5). For this end we insert the arbitrary operator
Ok =
∑
m˜
cm˜(k)Om˜(ϕk) = c(k)O (4.8)
into (4.5),
∂k (c(k)〈O〉) = 〈Dkc(k)O〉, (4.9)
and write, with Eq. (4.4),
∂kc(k)〈O〉+ c(k)∂k〈O〉 = ∂kc(k)〈O〉 − 〈O〉kΓc(k). (4.10)
In order to prove (4.5), we need the relation
− ∂k〈O〉 = 〈O〉Γ. (4.11)
Using Sk=0(Gn˜(k)) as the generator function for 〈On˜〉, the l.h.s. of Eq. (4.11) can be written as
1
δk
[
δS0
δGm˜(k − δk)
−
δS0
δGm˜(k)
]
=
1
δk
[
δS0
δGm˜(k − δk)
−
∑
n˜
δS0
δGn˜(k − δk)
δGn˜(k − δk)
δGm˜(k)
]
=
1
δk
∑
n˜
δS0
δGn˜(k − δk)
[
δn˜m˜ −
δGn˜(k − δk)
δGm˜(k)
]
=
1
k
∑
n˜
δS0
δGn˜(k)
δβn˜(k)
δGm˜(k)
, (4.12)
in the limit δk → 0. According to (3.19), the last line agrees with the r.h.s. of Eq. (4.11).
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Let us turn now to the usual quantum field theoric problem without inhomogeneous external sources, that have
only been introduced as technical tools, i.e. take the limit gn˜(k) → 0. Then the operator mixing matrix and the
connection reduce to
Sm˜n˜(k,Λ) = δ(xm − xn)smn(k,Λ), Γm˜n˜(k) = δ(xm − xn)γmn(k), (4.13)
resp. with the coordinate independent matrices
smn(k,Λ) =
∂gm(k)
∂gn(Λ)
, kγmn(k) =
∂βm(k)
∂gn(k)
(4.14)
and the RG equations for the operator mixing matrix take the form
∂ksmn(k,Λ) =
∑
ℓ
γmℓ(k)sℓn(k,Λ). (4.15)
V. RG FLOW AND UNIVERSALITY
It has been found that the operator mixing, the problem of keeping the expectation values cut-off independent can
be handled by a linear transformation, the parallel transport of the operators. We shall show in this section that the
salient features of the RG flow can be recovered from this parallel transport alone.
The scaling combinations of the coupling constants are introduced traditionally in the vicinity of a fixed point G∗m˜
in the space of the coupling constants which have been made dimensionless by the help of the cut-off k. The basic
assumption of the RG strategy is that the evolution equations can be linearized around the fixed points,
βn˜ ≈
∑
m˜
Γ∗n˜m˜(Gm˜ −G
∗
m˜). (5.1)
The relevant, marginal and irrelevant coupling constants are the superpositions
Gscn˜ =
∑
m˜
c¯n˜m˜ (Gm˜ −G
∗
m˜) (5.2)
made by the left eigenvectors of Γ, ∑
m˜
c¯n˜m˜Γ
∗
m˜r˜ = αn˜c¯n˜r˜, (5.3)
with αn˜ < 0, αn˜ = 0 and αn˜ > 0, resp. The scale dependence of the scaling coupling constants G
sc
n˜ is
Gscn˜ ∼ k
αn˜ . (5.4)
Let us consider a local operator of the form
O(φ(x)) =
∑
n
bnOn(φ(x)) (5.5)
where On(φ(x)) is the product of the terms ∂µ1 · · ·∂µℓφ
m(x). It will be necessary to separate for the possible scale
dependent rescaling factors. For this end we introduce the norm
||O|| =
√∑
n
b2n (5.6)
and adopt the convention that the coupling constants Gn˜(Λ) of the bare action always multiply local operators with
unit norm, ||On˜(Λ)|| = 1. As long as we consider local operators the norm defined above is sufficient and no index
with continuous range is needed in its definition. It will be useful to consider the normalized operator flow,
O =
O
||O||
, (5.7)
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in addition to the original one, O.
The scaling operators
Oscn˜ =
∑
m˜
cn˜m˜Om˜ (5.8)
are obtained by means of the right eigenvectors of Γ∗,∑
m˜
Γ∗r˜m˜cm˜n˜ = αr˜cr˜n˜, (5.9)
satisfying the conditions of completeness c · c¯ = 1 and orthonormality c¯ · c = 1. The coupling constants of the action
Sk =
∑
n˜
Gn˜(k)Oscn˜ (φk) (5.10)
obviously follow (5.4). The operator
O =
∑
n˜
bn˜{Oscn˜ }k, (5.11)
written at scale k in this basis yields the parallel transport trajectory
{O}k′ =
∑
n˜
bn˜{{Oscn˜ }k}k′ =
∑
n˜
bn˜
(
k′
k
)αn˜
{Oscn˜ }k (5.12)
in the vicinity of the fixed point.
The question we explore now is what information does the flow {O}k contain about the importance of certain
interactions as the function of the observational scale k. Let us start with the remark that according to (3.13) the
fixed point of the blocking relation, where the action, expressed in terms of the dimensionless coupling constants,
is scale independent agrees with the fixed point of the operator blocking. The linearization around the fixed points
renders the critical exponents of the coupling constants and the scaling operators equivalent since the left and the
right spectrum of Γ∗ agree. The operators whose structure converges and changes by an overall factor only are the
scaling operators. The corresponding critical exponents can be read off from the evolution of their norm.
The concept of universality stands for the independence of the dimensionless quantities of the long distance physics
from the initial value of the irrelevant coupling constants in the UV scaling regime. The operator {On˜(ϕk)}k con-
structed from the local terms of the bare action by parallel transport represents the influence of the bare coupling
constants on the physics of the scale k. Since the action is dimensionless only relevant operators have non-vanishing
parallel transport flow at finite scale according to Eq. (3.13), the parallel transport of the irrelevant operators which
are made dimensionless by the running scale k vanishes. Naturally this does not mean that the effective theories
are renormalizable since a renormalizable (relevant) operator parallel transported down from the cut-off mixes with
non-renormalizable (irrelevant) ones, as well.
The operator flow is particularly well suited for the studies of models whose RG flow visits different scaling regimes.
In general, any renormalizable theory without manifest scale invariance possesses at least two scaling regimes, one
around the UV and another one at the IR fixed points which are separated by a crossover at the intrinsic scale of the
theory, k = kcr. For models with mass gap the IR scaling regime is trivial, i.e. the relevant operators are Gaussian.
Imagine a model with dynamically generated intrinsic scale, e.g. with spontaneous symmetry breaking or condensation
or dimensional transmutation, where the IR instability generates non-trivial scaling laws and non-Gaussian relevant
coupling constants appear in the IR scaling. Let us suppose that there is a non-renormalizable operator O which
becomes relevant in the IR regime and consider its parallel transport globally, from the UV to the IR fixed point
[17]. Since O is non-renormalizable ||{O}k|| decreases as k is lowered in the UV reflecting the diminishing importance
of a non-renormalizable operator well below the cut-off. But after having crossed the crossover the flow reflects the
properties of a relevant operator, i.e. ||{O}k|| increases as k is further lowered in the IR scaling regime. Now it
becomes a competition between the UV suppression and the IR enhancement to form the final sensitivity on the
cut-off scale parameter. Since the IR increase of the norm is usually fed by IR or collinear divergences the length
of the scaling regimes are determined by Λ/kcr and Lkcr where L is the size of the system, an IR cut-off. If the
coherence is not lost for sufficiently large distances then the condition ||{O}k|| = 1 can be reached at low enough k
for any value of the UV cut-off, i.e. the IR instability can make the otherwise weak sensitivity on the short distance
physics strong.
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Finally, few words are in order about the possibility of determining the sensitivity matrix. There is a direct method
by solving the set (3.19). Namely, the right hand sides of Eq. (3.10) are analytic expressions for the beta-functions
that can be differentiated analytically, and the numerical values of the connection matrix then easily computed and
used as input for Eq. (3.19). There is also an indirect method according to the definition (3.15). One has to solve
the Wegner-Houghton equations (3.10) for the blocked sources as functionals of their initial values at the scale Λ, and
differentiate the solution w.r.t. these initial conditions. This latter method was used in Ref. [17] to show that the φ4
model in the phase with spontaneously broken symmetry does in fact possess a non-renormalizable relevant operator
in the IR scaling regime.
VI. RG AND RENORMALIZED PERTURBATION EXPANSION
The comparison of the renormalisation of the composite operators presented above with the usual operator mixing
obtained in the framework of the renormalized perturbation expansion serves two goals. First, it shows that the
usual operator mixing represents the evolution of the composite operators towards the UV direction. Second, it
helps to understand an apparent paradox, namely that non-renormalizable operators can be ”renormalized” within a
renormalizable theory. The composite operator renormalization stands for the program of finding the counterterms
which renders the Green’s functions even with the given composite operator insertions finite as the cut-off is removed.
Since the finiteness of the Green’s functions implies the finiteness of the partition functions where the composite
operators are introduced with a source term in the action, as in Eq. (3.9), the completion of this program would
amount to the renormalization of theories where the composite operators appear in the action.
A. Renormalized Perturbation Expansion
Let us start with the bare action (3.1),
S[φ,Gn˜] =
∑
n˜
Gn˜On˜(φ). (6.1)
For the sake of simplicity, we neglected the subscript Λ here, but the dependence on the external sources Gn˜ is made
explicit; On˜(φ) is a complete set of normalized bare operators. The UV and IR momentum cut-offs, Λ and k are
assumed to be introduced for the field variable φ(x) in order to achieve a better comparison with the RG method. Let
us separate the zero modes of the sources, i.e. the bare coupling constants gn, Gn˜ = gn + gn˜. Furthermore, specify
O(1|1)(φ(x)) = −
1
2φ(x)2φ(x), O1(φ(x)) = φ(x), g(1|1) = Zφ, g1 = 0. Then, G1˜ = g1˜ = −j(x) is the external current
coupled to the bare field.
The corresponding quantum field theory is defined by the generating functional
Z[Gn˜] =
∫
Dφe−S[φ,Gn˜]∫
Dφe−S[φ;gn]
. (6.2)
Then, we obtain the generating functionals W [Gn˜] = lnZ[Gn˜] and Γ[ϕ, Gn˜,n6=1] = −W [Gn˜] +
∫
dxj(x)ϕ(x) of the
connected and 1PI Green’s functions, resp., with ϕ(x) = δW/δj(x).
The insertion of the operator On˜(φ) in the 1PI Green’s functions is obtained via functional derivation w.r.t. the
corresponding source Gn˜, and the identities
〈On˜(φ)〉1PI = −
1
Z
δZ
δGn˜
∣∣∣∣
0
= −
δW
δGn˜
∣∣∣∣
0
=
δΓ
δGn˜
∣∣∣∣
0
(6.3)
hold for n 6= 1. The subscript . . . |0 stands for gn˜ ≡ 0 (and ϕ = 0 for Γ). Owing to its definition via the bare action,
this vacuum expectation value is expressed in terms of the bare couplings.
The theory defined above is non-renormalizable. One has to satisfy infinitely many renormalization conditions in
order to fix the renormalized values gnR of the infinitely many coupling constants. This is equivalent to specifying a
particular RG trajectory in the RG approach. The theory with non-renormalizable coupling constants does not allow
the removal of the cut-off, i.e. the extrapolation towards short distances is problematic. But as long as the properties
far away from the cut-off towards the IR direction are concerned and the possible non-trivial effects of the IR scaling
regime [17] are neglected, the values of the non-renormalizable coupling constants at the cut-off effect the overall
scale of the theory only. When considering dimensionless quantities this scale drops out and the non-renormalizable
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coupling constants can be set at the cut-off in an arbitrary manner. As a result, there is no problem to construct
the operator mixing below a sufficiently high cut-off. One should bear in mind that even the renormalizable theories
contain non-renormalizable operators, the regulator. In fact, the comparison of a theory with different regularizations
shows that the regulators amount to a set of irrelevant operators when written in the action. These regulator terms
have tree-level fine-tuning which, according to the universality, is sufficient to keep the cut-off independent dynamics
fixed. In what follows we take the usual point of view and the regulators will not be represented in the action.
The renormalization conditions enable one to rewrite the bare action as the sum of the renormalized terms and
that of infinitely many counterterms
S[φ,Gn˜] =
∑
n˜
(Gn˜R + cn˜[Gm˜R])On˜(φ) ≡ SR[φ,Gn˜R] (6.4)
in the framework of the RPE. Here we introduced the renormalized sources via Gn˜ = Gn˜R + cn˜[Gm˜R]. As mentioned
above, all but finite counterterms influence an overall scale factor only of the theory according to the universality. The
cut-off will be kept arbitrary large but finite and fixed. Below the notation c(1|1)[Gm˜R] = Zφ−1 and the renormalization
condition G(1|1)R ≡ 1 are used. The coefficients of the counterterms cn˜ are functionals of the renormalized sources
Gm˜R. Without loss of generality we can assume that all external sources are cut off at some momentum Λs ≪ Λ. Then,
the counterterms remain local similarly to the case with constant external sources [6] and the coefficients cn˜ are only
affected by the zero modes of the sources, i.e. they are independent of the spacetime coordinate x and are functions
of the coupling constants gnR and the UV and IR cut-offs, Λ and k, resp. Then, the relations gnR + cn(gmR) = gn
and gn˜R ≡ gn˜ hold. For n = 1 these yield −g1˜ ≡ j(x) = jR(x) and g1 = c1 for the renormalization condition g1R = 0.
We see that gn˜ ≡ 0 implies gn˜R ≡ 0 and vice versa.
The renormalized generating functional ZR considered as the functional of the renormalized sources,
ZR[Gn˜R] =
∫
Dφ(x)e−SR [φ,Gn˜R]∫
Dφ(x)e−SR[φ;gnR]
= Z[Gn˜] (6.5)
is the generating functional of the Green’s functions with renormalized composite operator insertions. The following
equations hold:
WR[Gn˜R] = lnZR[Gn˜R] =W [Gn˜], (6.6)
and
ΓR[ϕ,Gn˜6=1˜,R] = −WR[Gn˜R] +
∫
dxjR(x)ϕ(x) = −W [Gn˜] +
∫
dxj(x)ϕ(x) = Γ[ϕ,Gn˜ 6=1˜], (6.7)
where ϕ(x) = δWR/δjR(x) = δW/δj(x).
The renormalized composite operator insertion [On˜(φ)]R (n 6= 1) is obtained by functional derivation w.r.t. the
renormalized external source Gn˜R:
〈[On˜(φ)]R〉1PI = −
1
ZR
δZR[Gm˜R]
δGn˜R
∣∣∣∣
0
= −
δWR[Gm˜R]
δGn˜R
∣∣∣∣
0
=
δΓR[ϕ,Gm˜ 6=1˜,R]
δGn˜R
∣∣∣∣
0
. (6.8)
Now we find the following relations
δΓR[ϕ,Gm˜ 6=1˜,R]
δGn˜R
∣∣∣∣
0
=
δΓ[ϕ,Gm˜ 6=1˜]
δGn˜R
∣∣∣∣
0
=
∑
r˜ 6=1˜
δGr˜
δGn˜R
∣∣∣∣
0
δΓ[ϕ,Gm˜ 6=1˜]
δGr˜
∣∣∣∣
0
. (6.9)
Making use of the derivative
δGm˜
δGn˜R
∣∣∣∣
0
= (Z−1)mnδ(x− y) (6.10)
with the operator mixing matrix
(Z−1)mn = δmn +
∂cm(grR)
∂gnR
(6.11)
(for n,m 6= 1), one finds
[On˜(φ)]R =
∑
m 6=1
Om˜(φ)
(
Z−1
)
mn
(6.12)
for n 6= 1. This can be extended to n,m = 1 by defining (Z−1)1m = δm1, (Z
−1)n1 = δ1n. It is worthwhile mentioning
that the operator mixing matrix turned out local in spacetime coordinates, i.e. it is independent of the momentum
at which the composite operator insertion is taken. The matrix Znm is just the transposed of that used in Ref. [6].
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B. Comparison of the two schemes
We compare now the notion of renormalized operator in the perturbative approach with the notion of blocked
operator in the RG framework. Table I summarizes the formal similarities between the two approaches.
The RG approach keeps the UV cut-off Λ fixed and uses a decreasing IR cut-off k, so that the RG trajectories are
passed towards the IR limit k → 0. On the contrary, the couplings are defined at some low-energy scale k = µ ≪ Λ
and the UV cut-off is shifted towards infinity in the RPE, and the RG trajectories are followed just in the opposite
direction, towards large momenta. The RG approach reproduces the perturbative results for the ordinary Green’s
functions in the UV scaling regime [6,7] up to powers and logarithms of µ/Λ which are vanishing in the asymptotic
limit Λ→∞.
It is easy to see that
∑
n˜
Gn˜(Λ){On˜}k =
∑
n˜
Gn˜(Λ)
δSk[φk]
δGn˜(k)
(6.13)
gives the blocked action with cut-off k in the order O(G(Λ)), the blocking of the action and the operators agree in the
linearized level, i.e. they share the fixed points and the critical exponents. The Legendre transformed effective action
with the IR cut-off k 6= 0 [18,21] describes the effective theory after the high-frequency modes have been eliminated,
similarly to the blocked action for the low-frequency modes.
The RPE deals with the effective action in the limit k → 0, Λ → ∞. Since the bare couplings gn and the
renormalized couplings gnR are the analogues of gn(Λ) at the UV cut-off scale and of the blocked couplings gn(k),
resp., the operator mixing matrix snm = ∂gn(k)/∂gm(Λ) defined in the RG approach is just the analogue of the
matrix Znm defined via (Z
−1)mn = ∂gm/∂gnR in the RPE. This analogy will be demonstrated in Sect. VII on the
equivalence of the one-loop perturbative results with those obtained by the RG method in IMA for a few elements of
the operator mixing matrix in the particular case of φ3 theory in dimension d = 6.
The analogues of the blocked operators {On˜(ϕk)}k are not used in the RPE. In the latter one seeks the operator at
the scale of the UV cut-off that reproduces the expectation value of an operator given at the renormalization scale.
The renormalized operator [On˜(φ)]R satisfying this requirement is the analogue of the operator [On˜]k(φ) introduced
in the RG approach by means of inverse blocking.
It is the basic advantage of the RG approach that a non-perturbative answer can be obtained with its help on
operator mixing, whereas also the UV finite pieces of the operator mixing matrix are automatically determined.
Furthermore, the RG approach enables one to get a deeper insight in the reason of operator mixing as a natural
consequence of reproducing the same vacuum expectation values in the bare theory and in the blocked one, or in
other words as a direct consequence of integrating out degrees of freedom.
VII. OPERATOR MIXING IN φ36 THEORY
The relation between the composite operator renormalization in the RG scheme and the operator mixing of the
RPE is demonstrated in this section in the case of a simple scalar model.
A. RG method
We start with the determination of the blocked operators in the framework of the φ3 theory in dimension d = 6 in
the independent mode approximation (IMA) of the next-to-leading order of the derivative expansion and show that
both the direct and the indirect methods lead to the same results.
Let us include as base operators On˜(ϕk) the derivative operators
D(0|1)(ϕk) = −2ϕk, D(1|1)(ϕk) = −
1
2
ϕk2ϕk, D(0|2)(ϕk) = −
1
2
2ϕ2k (7.1)
and the local potential
V (ϕk) =
∞∑
ℓ=0
gℓ(k)
ϕℓk
ℓ!
(7.2)
into the Ansatz for the blocked action:
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Sk =
∫
ddx
[
Z(0|1)(k)D(0|1)(ϕk) + Z(1|1)(k)D(1|1)(ϕk) + Z(0|2)(k)D(0|2)(ϕk) + V (ϕk)
]
. (7.3)
The bare φ3 theory is specified by the bare couplings g2(Λ) = m
2, g3(Λ) = λ, gℓ≥4(Λ) = 0, Z(0|1)(Λ) = 0, Z(1|1)(Λ) = 1,
and Z(0|2)(Λ) = −
1
2 .
The choice of operators in (7.3) means that the field dependence of the wave function renormalization is not taken
into account. Terms with higher order derivatives of the field are also neglected, but the extension of the operator
basis is straightforward. Other operators of the discussed types can be expressed as linear combinations of those
included in the basis, e.g.
− ∂µϕk · ∂µϕk = D(0|2)(ϕk)− 2D(1|1)(ϕk). (7.4)
Having derived the explicit forms of the right hand sides of Eqs. (3.8) and (3.19), the limit gn˜(k)→ 0 can already
be taken at the beginning of the calculation except for the couplings multiplying the operators 2ϕk(x) and 2ϕ
2
k(x).
The corresponding terms in the action would yield pure surface terms and therefore, their effects on operator mixing
can only be kept track if the corresponding inhomogeneous sources are replaced by constants only at the end of the
calculation.
A further remark is in order here. Namely, we have formulated the whole procedure in the Wegner-Houghton frame-
work with a sharp cut-off and used derivative expansion. It is, however, well-known that the sharp cut-off introduces
undesirable singularities due to the derivatives of the step like cut-off function [20]. This may also cause our method
in its present form with sharp cut-off to fail in correctly describing the renormalization of the derivative operators.
We do not see, however, any objections to reformulate our method of treating composite operator renormalization
using a smooth cut-off on the base of Polchinski’s equation [7].
1. Indirect method
For the indirect determination of the operator mixing matrix the following steps should be performed:
1. Determination of the blocked couplings. Our method to establish the coupled set of differential equations
(3.10) for the couplings from Eq. (3.8) is similar to that used in [19]. Namely, we substitute ϕk(x) = ϕ0 + η(x)
where ϕ0 is an arbitrary constant, expand both sides of Eq. (3.8) in Taylor series w.r.t. the inhomogeneous
piece η(x), and compare the coefficients of the corresponding operators On˜(η). Since only operators with second
derivatives are considered, it is sufficient to terminate the expansion at the quadratic terms. In Appendix A,
the set of coupled first order differential equations (A.11), (A.15), (A.16), and (A.24) is obtained for the blocked
couplings. These equations are then solved in independent mode approximation analytically in Appendix B.
2. Determination of the operator mixing matrix in IMA through differentiating the solutions for the blocked
couplings w.r.t. the initial values of the various couplings at the scale Λ. This step is discussed in detail in App.
B. The orders of magnitude of the elements of the operator mixing matrix w.r.t. the UV cut-off Λ are indicated
in Table II.
2. Direct method
As byproducts, the right hand sides of Eqs. (A.11), (A.15), (A.16), and (A.24) provide us the exact analytic
expressions for the beta-functions, βn(k) (see the beginning of Appendix C). Thus, analytic expressions can be
obtained for the elements of the connection γnm by differentiating the appropriate beta-functions w.r.t. the appropriate
coupling constants without any approximation. The results are summarized in Appendix C and the non-trivial matrix
elements indicated in Table III. This matrix is the input for Eqs. (3.19) to the direct determination of the operator
mixing matrix.
Eqs. (3.19) can be rewritten as integral equations in a rather compact form introducing the coloumn vectors sn
with the elements smn (with the row index m) and the connection matrix γ (with the elements γlm):
sn(k) = sn(Λ)−
∫ Λ
k
dκγ(κ)sn(κ). (7.5)
This means that all the coloumn vectors sn(k) satisfy the same ordinary first order linear differential equation, only
the initial conditions sn(Λ) are different for them. The analytic expressions for the elements of the connection matrix
(see Appendix C) should be used as input.
13
Here we determine the operator mixing matrix analytically in IMA. For this approximation, all the coupling
constants in the explicit expressions for the elements of γ and the coloumn vector sn(κ) should be replaced by their
bare values on the r.h.s. of Eq. (7.5). For the λφ3 theory one has Z(1|1)(Λ) = 1, Z(0|1)(Λ) = 0, Z(0|2)(Λ) = −
1
2 ,
g2(Λ) = m
2, g3(Λ) = λ, gℓ≥4(Λ) = 0. Since there is no operator mixing at the scale Λ, the initial conditions are
smn(Λ) = δmn. Then, Eqs. (7.5) take the forms
sIMAmn (k) = δmn −
∫ Λ
k
dκγIMAmn (κ), (7.6)
and their solutions can be expressed in terms of the integrals in App. E. Using the results of App. C, it has been
checked that the solutions are just the operator mixing coefficients found in App. B by the indirect method previously.
B. Perturbative approach
In App. D we determine perturbatively the operator mixing coefficients (Z−1)nm for φ
3 theory in dimension d = 6
in one-loop approximation. The inverse of (Z−1)nm can directly be compared with the results obtained for the matrix
smn by means of the RG approach in IMA in Sect. VII A. The inversion of the matrix results in the change of the sign
of the terms of o(h¯) of the matrix elements. Expressing the perturbative results in terms of the loop integrals given
in App. E, it is easy to recognize that Znm = snm(k = 0) in the above mentioned approximations. This agreement
illustrates how the perturbative approach is related to the RG approach, that was discussed in Sect. VIB.
VIII. SUMMARY
In the toy model of a zero-dimensional field theory the operator mixing has been explained as the natural con-
sequence of integrating out degrees of freedom. Then, the notion of blocked operators is defined in one-component
scalar field theory through the requirement of reproducing the same vacuum expectation value in the bare theory and
in the blocked (effective) one. The blocking procedure proposed by Wegner and Houghton has been used, i.e. the
high-frequency degrees of freedom were integrated out in infinitesimal momentum shells sequentially using a sharp
moving cut-off.
It is shown that the blocking of operators introduced in this paper satisfies the (semi)group property. Differential
equations are derived for the elements of the operator mixing matrix that should be solved simultaneously with the
Wegner-Houghton equations. It is found that the blocking of operators corresponds to parallel transporting them
along the RG trajectory, a flat, one-dimensional manifold. The scale dependence of the operator mixing matrix is
governed by the connection, showing the changes of the beta-functions due to infinitesimal changes of the couplings
at a certain scale k. It is also shown that the eigenoperators of the connection are the local scaling operators in any
scaling regimes. Thus, solving the eigenvalue problem of the connection enables one in principle to detect different
scaling regimes and find the corresponding relevant operators.
The limitations are, of course, the validity region of the Wegner-Houghton equation due to occurring a non-trivial
saddle point, and the usage of the sharp cut-off together with the gradient expansion. As to the latter technical
problem, a generalization of operator blocking to a smooth cut-off approach seems to be possible by including the
appropriate cut-off terms into the action. The reformulation of the whole issue in the framework of renormalization
in the internal space [21] would solve both of the above mentioned problems and do also for generalization to gauge
theories.
The differential RG approach and the perturbative approach for operator renormalization are compared in detail.
It is explained that the renormalized operator (used in perturbative terms) corresponds to choosing an operator at the
renormalization scale and looking for an operator at the UV scale (tending to infinity) that reproduces the vacuum
expectation value of the chosen operator. On the particular example of φ3 theory in dimension d = 6 the agreement
of the results of the RG approach in IMA with the one-loop perturbative ones has been illustrated for the elements
of the operator mixing matrix in a truncated basis of operators.
The main advantage of the flow equations for the sensitivity matrix presented is that by their help the renormal-
ization of composite operators can be performed beyond the perturbative regime. The method has the power to
go beyond the Independent Mode Approximation by solving the flow equations numerically. A comparison of the
non-perturbative results with the perturbative ones e.g. for the well-known φ3 theory would certainly be interesting.
Various models with non-trivial IR scaling could be analysed down to the scale where the IR instabilities responsible
for the non-trivial scaling occur.
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APPENDIX A: RG EQUATIONS FOR THE BLOCKED COUPLINGS
The RG equations for the blocked couplings figuring in the blocked action (7.3) are derived by separating the zero
mode ϕ0 of the field ϕk(x), ϕk(x) = ϕ0 + η(x) and expanding both sides of Eq. (3.8) in Taylor series w.r.t. η(x)
terminated at the quadratic terms. The zeroth, first, and second order terms are
σ0 =
∫
ddxV (ϕ0),
σ1 =
∫
ddx
{
−
[
Z(0|1)(x, k) + ϕ0Z(0|2)(x, k)
]
2η + V (1)(ϕ0)η(x)
}
, (A.1)
σ2 =
∫
ddx
[
−Z(1|1)(k)
1
2
η2η − Z(0|2)(x, k)
1
2
2η2 +
1
2
V (2)(ϕ0)η
2
]
.
Furthermore, we need the second derivative of the blocked action, S
(2)
k = A+B +C + o(η
3) with the matrices A, B,
and C of zeroth, first, and second order of η and having the following forms:
Apq = A(p
2)Vdδp+q + χpq (A.2)
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with the diagonal part
A(p2) = V (2)κ (ϕ0) + Z(1|1)p
2, (A.3)
and the off-diagonal piece
χpq =
∫
ddzZ(0|2)(z)(p+ q)
2ei(p+q)z , (A.4)
furthermore
Bpq = B
∫
dzη(z)ei(p+q)z (A.5)
with B = V (3)(ϕ0), and
Cpq =
1
2
V (4)(ϕ0)
∫
ddzη2ei(p+q)z . (A.6)
Rewriting the logarithm on the r.h.s. of Eq. (3.8) as ln(A + B + C + . . .) = lnA + ln
[
1 +A−1(B + C + . . .)
]
and
expanding the second logarithmic term in Taylor series, A−1B +A−1C − 12A
−1BA−1B . . ., one finds the equations
k∂kσ0 = −k
dαd
∫
dωn
Ωd
(lnA)kn,−kn , (A.7)
k∂kσ1 = −k
dαd
∫
dωn
Ωd
(
A−1B
)
kn,−kn
, (A.8)
k∂kσ2 = −k
dαd
∫
dωn
Ωd
(
A−1C −
1
2
A−1BA−1B
)
kn,−kn
. (A.9)
Here, the matrix products of the form (MN)pq =
∑
P Mp,−PNP,q should be understood over a restricted phase space,
i.e., the sum over P should be restricted to the thin momentum shell k < |P | ≤ k + δk. Such sums are performed
in the continuum limit as integrals over the interval [k − ǫ, k + δk] with ǫ > 0 infinitesimal and the limits ǫ→ 0 and
δk → 0 are taken at the end. It has been checked that this procedure provides a result for field independent wave
function renormalization Z(1|1) in IMA which is in agreement with the perturbative one-loop result obtained e.g. in
[6] for φ3 theory in d = 6 dimension.
σ0: In order to find the explicit form of Eq. (A.7), we write
(lnA)p,−p = const. + lnA(p
2) +
1
Vd
(A−1χ)p,−p −
1
2V 2d
(A−1χA−1χ)p,−p + o(χ
3) (A.10)
Since χ contains second powers of the momenta, its first, second, etc. powers generate gradient terms of the order
∂2, ∂4, etc., resp. In the second order of the gradient expansion we only have to include the term linear in χ, but its
diagonal matrix element vanishes, so that we obtain (lnA)p,−p ≈ lnA(p
2) and the integro-differential equation
Vk(ϕ0) = VΛ(ϕ0) + h¯αd
∫ Λ
k
dκ κd−1 lnA(κ2) (A.11)
for the blocked potential Vk(ϕ0). Here αd = Ωd(2π)
−d/2, Ωd = 2π
d/2/Γ(d/2) is the entire solid angle in the d
dimensional momentum space.
σ1: For the evaluation of the r.h.s. of Eq. (A.8) we need the inverse of the non-diagonal matrix Apq. Expanding it
in powers of the off-diagonal matrix χpq, one finds
(A−1)pq =
1
Vd
A−1(p2)δp+q −
1
V 2d
A−1(p2)χpqA
−1(q2) + o(χ2). (A.12)
The trace of the matrix product
(A−1B)pq =
1
Vd
A−1(p2)Bpq −
1
V 2d
A−1(p2)
∫ ′ VddωPP d−1dP
(2π)d
χp,−PA
−1(P 2)BPq (A.13)
16
can be evaluated by performing the integral over the infinitesimal momentum shell as discussed above. Substituting
the result in the r.h.s. of Eq. (A.8) and comparing the corresponding terms on its both sides, one gets:
k∂kV
(1)(ϕ0) = −h¯k
dαdBA
−1(k2), (A.14)
k∂kZ(0|1)(k) = h¯k
dαdB0A
−2
0 Z(0|2)(k), (A.15)
k∂kZ(0|2)(k) = h¯k
dαd
[
V (4)(0)
A20
−
2B2
A30
]
Z(0|2)(k). (A.16)
Here Eq. (A.14) is the first derivative of Eq. (A.11), A0 = A(k
2)
∣∣
ϕ0=0
, B0 = B|ϕ0=0.
σ2: The trace of the first matrix on the r.h.s. of Eq. (A.9) can be evaluated analogously to that of A
−1B:
− h¯kdαd
∫
dωn
Ωd
V (4)(ϕ0)
A(k2)
∫
ddz
1
2
[
η2(z) + Z(0|2)(z)2η
2(z)
]
. (A.17)
Up to the first order of χpq, one can write
−
1
2
(
A−1BA−1B
)
pq
= −
1
2V 2d
′∑
P
Bp,−PBPq
A(p2)A(P 2)
+
1
2V 3d
′∑
P
′∑
Q
Bp,−PχP,−QBQq
A(p2)A(P 2)A(Q2)
+
1
2V 3d
′∑
P
′∑
Q
χp,−QBQ,−PBPq
A(p2)A(P 2)A(Q2)
. (A.18)
The second and third terms give identical contributions to the r.h.s. of Eq. (A.9),
h¯kdαd
1
2
∫
dωn
Ωd
B2
A3(k2)
∫
ddzZ(0|2)(z)2η
2(z), (A.19)
where only the terms of second order in the gradient are retained. The first term leads to the contribution
h¯kdαd
2
∫
ddp1
(2π)d
B2
A(k2)A((kn+ p1)2)
ηp1η−p1 (A.20)
after performing
∑′
P . Expanding the integrand in powers of p
µ
1 , we find for the contribution (A.20):
h¯kdαd
1
2
∫
dωn
Ωd
{
B20
A2(k2)
∫
ddzη2(z)− Gρσ
∫
ddzη(z)∂ρ∂ση(z)
}
, (A.21)
where
Gρσ =
B20Z(1|1)(k)
A3(k2)
[
4k2
A(k2)
Z(1|1)(k)nρnσ − gρσ
]
. (A.22)
Adding all the contributions on the r.h.s. of Eq. (A.9), we can identify the coefficients of the various composite
operators on its both sides. Removing now the inhomogeneity of the couplings, we find:
k∂kV
(2)(ϕ0) = −h¯k
dαd∂
2
ϕ0 lnA(k
2), (A.23)
k∂kZ(1|1)(k) = h¯k
dαd
1
d
Gµµ(0), (A.24)
k∂kZ(0|2)(k) = h¯k
dαd
[
V (4)(0)
A20
−
2B2
A30
]
Z(0|2)(k) (A.25)
with Gµµ(0) = G
µ
µ
∣∣
ϕ0=0
. Eq. (A.23) can also be obtained by differentiating both sides of Eq. (A.11) w.r.t. ϕ0 two
times. Eq. (A.25) is equivalent with Eq. (A.16), whereas Eq. (A.24) is an independent equation.
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APPENDIX B: SOLUTION OF RG EQUATIONS FOR THE BLOCKED COUPLINGS IN IMA
We rewrite Eqs. (A.11), (A.15), (A.16), and (A.24) in integral form and substitute the bare values gn(Λ) for the
blocked couplings gn(k) in the integrands. In terms of the integrals I0 and Inrs given in Appendix E, we have
Vk(ϕ0) = VΛ(ϕ0) + h¯αdI0, (B.1)
Z(0|2)(k) = Z(0|2)(Λ)− h¯αd (g4(Λ)I002 − 2I023)Z(0|2)(Λ), (B.2)
Z(0|1)(k) = Z(0|1)(Λ)− h¯αdI012Z(0|2)(Λ), (B.3)
Z(1|1)(k) = Z(1|1)(Λ)
[
1− h¯αd
(
4Z(1|1)(Λ)
d
I124 − I023
)]
. (B.4)
Let us evaluate the elements snm of the operator mixing matrix for the φ
3 theory.
From monomials to monomials: We have from Eq. (B.1)
gℓ(k) = gℓ(Λ) + h¯αdI
(ℓ)
0 (0), (B.5)
and, for the mixing coefficients of the monomial operators,
sℓℓ′ =
∂gℓ(k)
∂gℓ′(Λ)
= δℓℓ′ + h¯αd
∂I
(ℓ)
0 (0)
∂gℓ′(Λ)
. (B.6)
The partial derivatives on the r.h.s. of Eq. (B.5) can be evaluated by taking the partial derivatives of I0 (given in
Appendix E) w.r.t. ϕ0 at ϕ0 = 0 and then differentiating them w.r.t. the appropriate gℓ′(Λ), before the integration
over κ is performed. Finally, the initial values of the couplings specifying the φ3 theory should be inserted.
In Table IV we summarize the non-trivial operator mixing coefficients in terms of the integrals given in Appendix E
and their limiting values for k = 0, Λ2 ≫ m2 after carrying out the loop integral in IMA. The functions fa, a = 0, 2, 4
in the last column are defined as
f0(Λ) =
[
ln
(
Λ2
m2
+ 1
)
−
3
2
]
,
f2(Λ) =
[
m2 ln
(
Λ2
m2
+ 1
)
−
1
2
Λ2 −
1
2
m2
]
,
f4(Λ) =
[
m4 ln
(
Λ2
m2
+ 1
)
+
1
2
Λ4 − Λ2m2
]
,
f6(Λ) = −
1
3
Λ6 +
1
2
Λ4m2 − Λ2m4 +m6 ln
(
Λ2
m2
+ 1
)
. (B.7)
The theory is renormalizable and we see that monomial operators ϕℓ
′
of dimension not greater than the dimension
of the monomial ϕℓ are the only ones admixing to the blocked operator {ϕℓ}k→0 with UV divergent coefficients.
Were the theory non-renormalizable, e.g. a φ4 term with non-vanishing coupling g4(Λ) 6= 0 included, then also the
admixture of higher dimensional operators would occur with UV divergent coefficients.
These results can be compared with the one-loop perturbative result given in [6] (p.145, (6.2.11)) for the renormalized
operator 12 [φ
2]R, replacing 2/(d− 6) by − ln(Λ
2/m2) and using α6 = 1/(128π
3) (in our notations):
1
2
[φ2]R = M1(φ)
(
Z−1
)
12
+M2(φ)
(
Z−1
)
22
+D(0|1)(φ)
(
Z−1
)
(0|1)2
+ . . . (B.8)
where . . . stands for higher order terms and
(
Z−1
)
12
= −h¯
λm2
128π3
ln
Λ2
m2
,
(
Z−1
)
22
= 1− h¯
λ2
128π3
ln
Λ2
m2
,
(
Z−1
)
(0|1)2
= h¯
λ
6 · 128π3
ln
Λ2
m2
. (B.9)
As far as the mixing of monomials is considered, this illustrates that the operator mixing matrix snm in the IMA
in the limit k → 0 and Λ2 ≫ m2 satisfies the relation sℓℓ′ = Zℓℓ′ , where Znm is the one-loop perturbative operator
mixing matrix.
From monomials to derivative operators: Eq. (B.5) obtained from (B.1) can also be used to determine the admixture
of monomials to the blocked derivative operators in the IMA. Since I
(n)
0 (0) depends only on z = Z(1|1)(Λ) and not on
the couplings of the other derivative operators, one obtains sℓ(r|s)(k) = 0 for (r|s) 6= (1|1), and
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sℓ(1|1)(k) = h¯αd
∂I
(n)
0 (0)
∂z
. (B.10)
The first few non-vanishing operator mixing coefficients and their limiting values for k = 0, Λ2 ≫ m2 are col-
lected in Table V. Thus, we can write for the blocked operator (with constant argument!): {D(1|1)(ϕ0)}k =∑∞
n=0 sn(1|1)(k)ϕ
n
0 /n!. Again, the contributions of the derivative operators to the blocked derivative operator
{D(1|1)(ϕk)}k can only be seen if the latter is considered at the general argument ϕk(x).
From derivative operators to monomials and derivative operators: Differentiating the solutions (B.4), (B.2), and
(B.3) w.r.t. the various bare couplings the following additional (non-vanishing) operator mixing coefficients and their
limiting values for k = 0, Λ2 ≫ m2 are shown in Table VI.
The result obtained for Z(1|1)(k = 0) in the IMA is in agreement with the one-loop perturbative result for Zφ:
Zφ = 1 +
h¯λ2
12 · 64π3
(
ln
Λ2
m2
−
5
6
)
(B.11)
(see [6], p.58) as expected, since the correspondence Z(1|1)(k = 0) = Zφ should hold due to∫
ddx
1
2
Zφ(∂µφ)
2 =
∫
ddx
1
2
Zφ(2D(1|1) −D(0|2)) =
∫
ddxZ(1|1)D(1|1). (B.12)
Using Z(0|2)(Λ) = −
1
2 (owing to Eq. (7.4)) and Z(0|1)(Λ) = 0, a comparison of s(0|1)2 with the corresponding one-loop
perturbative result (see relation (B.8) taken from [6]) gives s(0|1)2 = 3Z(0|1)2. Since s(0|1)2 obtained above agrees with
our perturbative one-loop result in Appendix D, so that both results contradict to (B.8), there ought to be a misprint
in [6].
APPENDIX C: CONNECTION MATRIX
First, we read off the beta-functions from the right hand sides of Eqs. (A.11), (A.15), (A.16), and (A.24). The
beta-functions for the couplings of the monomials are given by βℓ(k) = h¯α6k
6 ∂ℓϕ0 lnA(k
2)
∣∣
ϕ0=0
, whereas the other
beta-functions can be read off directly. With the notations m2(k) = V (2)(0), λ(k) = V (3)(0), g(k) = V (4)(0),
gℓ(k) = V
(ℓ>4)(0), and G =
[
Z(1|1)(k)k
2 +m2(k)
]−1
, the explicit forms of the beta-functions are given in Table VII.
The elements of the connection matrix, shown in Table VIII are obtained by differentiation according to the second
equation of (4.14).
APPENDIX D: PERTURBATIVE ONE-LOOP RESULTS FOR OPERATOR MIXING
Here we determine the operator mixing matrix at one-loop order perturbatively for λφ3 theory in dimension d = 6.
Let us decompose the action S into the free part
S0 =
∫
ddx
[
−
1
2
ZRφ2φ +
1
2
m2Rφ
2
]
, (D.1)
the interaction part
SI =
∫
ddx

−1
2
g(1|1)R(x)φ2φ +
1
2
g2R(x)φ
2 +
∑
n6=(1|1),2
GnR(x)On(φ(x))

 , (D.2)
and the counterterms
Sc.t. =
∫
ddx
∑
n
cn(gmR)On(φ(x)). (D.3)
Here the same base operators are taken into account as in the blocked action (7.3). The one-loop effective action is
given by
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Γ1 =
h¯
2
Tr ln
(
1pq +GR(p
2)(S
(2)
I )−p q
)
= −
h¯
2
∞∑
v=1
(−1)v
v
∫
p1
· · ·
∫
pv
GR(p
2
1)(S
(2)
I )−p1 p2 · · ·GR(p
2
v)(S
(2)
I )−pv p1 (D.4)
with GR(p
2) = (ZRp
2 +m2R)
−1 and the second functional derivative of the interaction piece of the action:
(S
(2)
I )pq =
∫
dxei(p+q)x
[
g2R(x) + g(1|1)R(x)
1
2
(p2 + q2)
+
∞∑
ℓ=3
(gℓR + gℓR(x))
1
(ℓ − 2)!
φℓ−2(x) +
(
Z(0|2)R + g(0|2)R(x)
)
(p+ q)2
]
. (D.5)
In the second order of the derivative expansion, the counterterms are defined through the relations:
−
δΓ1
δϕ(p)
∣∣∣∣
φ,gn˜R=0
=
(
c1 + c(0|1)p
2 + o(p4)
)
(2π)dδ(p),
−
δ2Γ1
δϕ(p1)δϕ(p2)
∣∣∣∣
φ,gn˜R=0
=
(
c2 + c(1|1)p
2
1 + o(p
4
1)
)
(2π)dδ(p1 + p2), (D.6)
−
δsΓ1
δϕ(p1) · · · δϕ(ps)
∣∣∣∣
φ,gn˜R=0,p2i=0
= cs(2π)
dδ(p1 + . . .+ ps), (s ≥ 3)
−Z(0|2)R
δ3Γ1
δϕ(p1)δϕ(p2)δg(0|2)R(x)
∣∣∣∣
φ,gn˜R=0
= c(0|2)(p1 + p2)
2ei(p1+p2)x.
A straightforward evaluation results in the expressions for the counterterms given in Table IX.
For the elements of the operator mixing matrix (6.11) we obtain, with ZR ≡ Z(1|1)R = 1, Z(0|2)R = −
1
2 , gnR = 0
for n 6= 2, (1|1), (0|2), 3, the expressions shown in Table X.
APPENDIX E: PARTICULAR INTEGRALS
In order to obtain the explicit forms of the solutions of Eqs. (B.1), (B.4), (B.3), and (B.2) the following integrals
are needed:
I0 =
∫ Λ
k
dppd−1 ln
(
zp2 + V
(2)
Λ (ϕ0)
)
,
Inrs = λ
r
Λ
∫ Λ
k
dppd−1 p2nGsΛ =
λrΛ
2zs
j+n−1∑
i=0
(
j + n− 1
i
)(
−
m2Λ
z
)j+n−1−i ∫ Λ2
k2
du
(
u+
m2Λ
z
)i−s
(E.1)
for even dimensions d = 2j, where GΛ =
[
zp2 +m2Λ
]−1
. For dimensions d = 6 we obtain:
I0 =
1
6
[
u3 ln
(
zu+ V
(2)
Λ (ϕ0)
)
−
1
3
(u+ c)3 +
3
2
c(u+ c)2 − 3c2u+ c3 ln(u+ c)
]u=Λ2
u=k2
(E.2)
with c = V
(2)
Λ (ϕ0)/z. The evaluation of the integrals Inrs is straightforward.
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TABLE I. Comparison of various notions in the renormalization group (RG) method and the
renormalized perturbation expansion (RPE)
RG RPE
coupling at UV scale: gn(Λ) bare coupling: gn
blocked coupling: gn(k) renormalized coupling: gnR
operator mixing matrix: operator mixing matrix:
snm(k,Λ) Znm
defined as defined via
snm =
∂gn(k)
∂gm(Λ)
(
Z−1
)
mn
= ∂gm
∂gnR
operator at UV scale: On˜(φ) bare operator: On˜(φ)
blocked operator: not used
{On˜(ϕk)}k =
δSk
δGn˜(Λ)
∣∣∣
gm˜(Λ)=0
operator mixing:
{On˜(ϕk)}k =
∑
m
Om˜(ϕk)smn(k)
operator obtained by renormalized operator:
inverse blocking
(if exists):
[On˜(φ)]k =
∑
m
Om˜(φ)(s
−1)mn(k,Λ) [On˜(φ)]R =
∑
m
Om˜(φ)(Z
−1)mn
TABLE II. Orders of magnitude of the operator mixing coefficients snm in IMA for λφ
3 theory for
k = 0, Λ2 ≫ m2. E(Λ) indicates a constant plus logarithmically divergent one-loop contributions;
Mn = ϕ
n/n!; dn, dm stand for the momentum dimensions of the operators {On˜}, Om˜, resp.
dm 0 2 4 6 8
dn {On˜} \ Om˜ M0 M1 M2 D(0|1) M3 D(0|2) D(1|1) M4
0 {M0} 1 0 Λ
4 0 0 0 Λ6 0
2 {M1} 0 1 Λ
2 0 Λ4 0 Λ4 0
4 {M2} 0 0 E(Λ) 0 Λ
2 0 Λ2 Λ4
{D(0|1)} 0 0 lnΛ 1 Λ
2 Λ2 Λ2 0
6 {M3} 0 0 Λ
0 0 E(Λ) 0 lnΛ Λ2
{D(0|2)} 0 0 Λ
0 0 lnΛ E(Λ) lnΛ Λ2
{D(1|1)} 0 0 Λ
0 0 lnΛ 0 E(Λ) 0
8 {M4} 0 0 Λ
0 0 Λ0 0 Λ0 E(Λ)
21
TABLE III. Elements of the connection matrix γnm(k) for a theory with polynomial potential;
the non-trivial matrix elements are indicated by ×, dn, dm denote the momentum dimensions of
the base operators On˜(φ), Om˜(φ), resp.
dm 0 2 4 6 8
dn n \ m 0 1 2 (0|1) 3 (0|2) (1|1) 4
0 0 0 0 × 0 0 0 × 0
2 1 0 0 × 0 × 0 × 0
4 2 0 0 × 0 × 0 × ×
(0|1) 0 0 × 0 × × × 0
6 3 0 0 × 0 × 0 × ×
(0|2) 0 0 × 0 × × × ×
(1|1) 0 0 × 0 × 0 × 0
8 4 0 0 × 0 × 0 × ×
TABLE IV. The mixing matrix elements sIMAmn (k).
m,n integral form after integration
0, 2 h¯α6∂m2I0(0) = h¯α6I001 h¯α6f4(Λ)/2
1, 2 h¯α6∂m2I
(1)
0 (0) = −h¯α6I012 h¯α6λf2(Λ)
2, 2 1 + h¯α6∂m2I
(2)
0 (0) = 1 + 2h¯α6I023 1 + h¯α6λ
2f0(Λ)
3, 2 h¯α6∂m2I
(3)
0 (0) = −6h¯α6I034 −h¯α6λ
3/m2
4, 2 h¯α6∂m2I
(4)
0 (0) = 24h¯α6I045 h¯α6λ
4/m4
1, 3 h¯α6∂λI
(1)
0 (0) = h¯α6I001 h¯α6f4(Λ)/2
2, 3 h¯α6∂λI
(2)
0 (0) = −2h¯α6I012 2h¯α6λf2(Λ)
3, 3 1 + h¯α6∂λI
(3)
0 (0) = 1 + 6h¯α6I023 1 + 3h¯α6λ
2f0(Λ)
4, 3 h¯α6∂λI
(4)
0 (0) = −24h¯α6I034 −4h¯α6λ
3/m2
2, 4 h¯α6∂gI
(2)
0 (0) = h¯α6I001 h¯α6f4(Λ)/2
3, 4 h¯α6∂gI
(3)
0 (0) = −3h¯α6I012 3h¯α6λf2(Λ)
4, 4 1 + h¯α6∂gI
(4)
0 (0) = 1 + 12h¯α6I023 1 + 6h¯α6λ
2f0(Λ)
TABLE V. The mixing matrix elements sIMAℓ(m|n)(k)/h¯α6.
ℓ(m|n) integral form after integration
0(1|1) I101 −f6(Λ)/2
1(1|1) −I112 −λ[3f4(Λ)− Λ
4 + Λ2m2 −m4]/6
2(1|1) 2I123 −λ
2[6f2(Λ) + Λ
2 − 2m2]
3(1|1) −6I134 −λ
3[3f0(Λ) − 1]
4(1|1) 24I145 3λ
4/m2
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TABLE VI. The mixing matrix elements sIMAindex(k).
index integral form after integration
(1|1)2 h¯α6(8Z
2
(1|1)I125 − 9Z(1|1)I024)/3 −h¯α6λ
2/6m2
(1|1)3 −h¯α6(4Z
2
(1|1)I114 − 6Z(1|1)I013)/3 h¯α6λ[3f0(Λ) + 2]/9
(1|1)(1|1) 1− h¯α6(13Z(1|1)I124 − 3I023 − 8Z
2
(1|1)I225)/3 1− h¯α6λ
2[6f0(Λ) + 1]/18
(0|2)2 −6h¯α6Z(0|2)(Λ)I024 −h¯α6λ
2Z(0|2)(Λ)/m
2
(0|2)3 4h¯α6Z(0|2)(Λ)I013 2h¯α6λZ(0|2)(Λ)f0(Λ)
(0|2)4 −h¯α6Z(0|2)(Λ)I002 h¯α6Z(0|2)(Λ)f2(Λ)
(0|2)(0|2) 1 + 2h¯α6I023 1 + h¯α6λ
2f0(Λ)
(0|2)(1|1) −6h¯α6Z(0|2)(Λ)I124 −3h¯α6λ
2Z(0|2)(Λ)[3f0(Λ) + 2]/3
(0|1)2 2h¯α6Z(0|2)(Λ)I013 h¯α6λZ(0|2)(Λ)f0(Λ)
(0|1)3 −h¯α6Z(0|2)(Λ)I002 h¯α6Z(0|2)(Λ)f2(Λ)
(0|1)(0|1) 1 1
(0|1)(0|2) −h¯α6I012 h¯α6λf2(Λ)
(0|1)(1|1) 2h¯α6Z(0|2)(Λ)I113 −h¯α6λZ(0|2)(Λ)[6f2(Λ) + Λ
2 − 2m2]/2
TABLE VII. The beta-functions βindex(k)/h¯α6k
6.
index beta-function
0 − lnG
1 Gλ
2 G(g −Gλ2)
(0|1) G2λZ(0|2)
3 G(g5 − 3gGλ+ 2G
2λ3)
(0|2) G2Z(0|2)(g − 2Gλ)
(1|1) G3λ2Z(1|1)(2k
2GZ(1|1) − 3)/3
4 G(g6 − 4g5Gλ− 3g
2G+ 12gG2λ2 − 6G3λ4)
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TABLE VIII. The non-vanishing connection matrix elements kγindex(k)/h¯α6k
6.
index connection matrix
02 G
0(1|1) k2G
12 −G2λ
13 G
1(1|1) −k2G2λ
22 G2(−g + 2Gλ2)
23 −2G2λ
2(1|1) k2G2(−g + 2Gλ2)
24 G
(0|1)2 −2G3λZ(0|2)
(0|1)3 G2Z(0|2)
(0|1) G2λ
(0|1)(1|1) −2k2G3λZ(0|2)
32 −G2(g5 − 6gGλ+ 6G
2λ3)
33 −G2(3g − 6Gλ2)
3(1|1) −k2G2(g5 − 6gGλ+ 6G
2λ3)
34 −3G2λ
(0|2)2 2G3Z(0|2)(g + 3Gλ
2)
(0|2)3 −4G3λZ(0|2)
(0|2)(0|2) G2(g − 2Gλ2)
(0|2)(1|1) −2k2G3Z(0|2)(g − 3Gλ
2)
(0|2)4 G2Z(0|2)
(1|1)2 G4λ2Z(1|1)(9− 8k
2GZ(1|1))/3
(1|1)3 G3λZ(1|1)(4k
2GZ(1|1) − 6)/3
(1|1)(1|1) G3λ2(12k2GZ(1|1) − 3− 8k
4G2Z2(1|1))/3
42 G2(−g6 + 8g5Gλ+ 6g
2G− 36gG2λ2 + 24G3λ4)
43 −4G2(g5 − 6gGλ+ 6G
2λ3)
4(1|1) −k2G2(g6 − 8λg5Gλ− 6g
2G+ 36gG2λ2 − 24G3λ4)
44 −6G2(g − 2Gλ2)
TABLE IX. The counterterms expressed in terms of the integrals with λ = g3R.
index cindex/h¯αd
02 G
1 −I011
2 I022 − g4RI001
(0|1) Z(0|2)RI012
3 3g4RI012 − 2I033
(0|2) (g4RI002 − 2I023)Z(0|2)R
(1|1)
4Z2
R
d
I124 − ZRI023
4 3g24RI002 − 12g4RI023 + 6I044
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TABLE X. The operator mixing matrix (Z−1)index .
index mixing matrix
10, 11 1
12 h¯αdI012
1(0|1) 0
13 −h¯αdI001
1(0|2) 0
1(1|1) h¯αdI112
14 0
20, 21 0
22 1 + h¯αd (g4RI002 − 2I023)
2(0|1) 0
23 2h¯αdI012
2(0|2) 0
2(1|1) h¯αd (g4RI102 − 2I123)
24 −h¯αdI001
(0|1)0, (0|1)1 0
(0|1)2 −2h¯αdI013Z(0|2)R
(0|1)(0|1) 1
(0|1)3 h¯αdI002Z(0|2)R
(0|1)(0|2) h¯αdI012
(0|1)(1|1) −2h¯αdI113Z(0|2)R
(0|1)4 0
30, 31 0
32 6h¯αd (I034 − g4RI013)
3(0|1) 0
33 1 + 3h¯αd (g4RI002 − 2I023)
3(0|2) 0
3(1|1) 6h¯αd (I134 − g4RI113)
34 3h¯αdI012
(0|2)0, (0|2)1 0
(0|2)2 h¯αd (6I024 − 2g4RI003)Z(0|2)R
(0|2)(0|1) 0
(0|2)3 −4h¯αdI013Z(0|2)R
(0|2)(0|2) 1 + h¯αd (g4RI002 − 2I023)
(0|2)(1|1) h¯αd (6I124 − 2g4RI103)Z(0|2)R
(0|2)4 h¯αdI002Z(0|2)R
(1|1)0, (1|1)1 0
(1|1)2 h¯αd
(
3dZRI024 − 16Z
2
RI125
)
/d
(1|1)(0|1) 0
(1|1)3 h¯αd
(
8Z2RI114 − 2dZRI013
)
/d
(1|1)(0|2) 0
(1|1)(1|1) 1 + h¯αd
[
−16Z2RI225 + (8 + 3d)ZRI124 − dI023
]
/d
(1|1)4 0
40, 41 0
42 6h¯αd
(
−g24RI003 + 6g4RI024 − 4I045
)
4(0|1) 0
43 24h¯αd (I034 − g4RI013)
4(0|2) 0
4(1|1) 6h¯αd
(
−g24RI103 + 6g4RI124 − 4I145
)
44 1 + 6h¯αd (g4RI002 − 2I023)
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