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Studienmodalita¨ten
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n Vorlesung - 2 SWS
- im Rahmen des Moduls
”
“(Master neuer Ordnung),




- Ho¨rer anderer Studienga¨nge
n Erwartete Vorkenntnisse: Vorlesung DBS-1 ( u. -2)
n Abschlußpru¨fung ( Klausur ) im Februar 2008.
Jede Teilnahmebesta¨tigung setzt grundsa¨tzlich
erfolgreiche Teilnahme an der Pru¨fung voraus.
n Pru¨fungsrelevant ist die Vorlesung, nicht das Skript !
Kapitel 1: Einfu¨hrung
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Datenbank vs. Informationssystem
D.Sosna: Bio-DB, WS07/08 Kapitel 1 – 6 / 36
n Wiederholung: Datenbank, Datenbankverwaltungssystem, Datenbank(system)
n Definition: Informationssystem:
Ein Komplex aus Hardware, Software und Daten heißt Informationssystem,
wenn er Komponenten zur Erfassung, dauerhaften Speicherung, Ausgabe und
Verarbeitung der Daten in einer aus dem Themengebiet der enthaltenen
Informationen begru¨ndeten Form hat.
n Abgrenzung zu DBS
n aus Themengebiet begru¨ndete Form, d.h. Untersetzung mit einer Wissenschaft:
Daten werden zu Informationen mit Hilfe der Begriffswelt und der Theorien
einer Wissenschaft.
Schlußfolgerung daraus: Nutzerschnittstelle ” spricht die Fachsprache der
Wissenschaft ” .
Bio-Datenbanken: Allgemeine Fakten
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n Zwischen 800 und 900 sog. ”Bio-Datenbanken”, Tendenz steigend.
n Inhalte sowohl gleich, a¨hnlich, disjunkt, u¨berlappend.
n Daten z.T. im Dateisystem (flat files), relationale DB, oo Ansa¨tze.
n Logische Schemata hochgradig heterogen:
u Semantik der Daten,
u Begriffsbildungen, (keine einheitl. Taxonomie, Ontologie)
u Qualita¨t der Daten (vorverarbeitet, ...)
u Anfragesprachen
n Sehr ha¨ufig WEB-Schnittstelle, Verlinkung der Quellen
n Große Dynamik: neue Daten, A¨nderungen, Erga¨nzungen.
n Typische Arbeitsweise: Recherche in einer BD → mit Ergebnissen manuelle
Suche in passenden anderen DB nach weitern Informationen zum Ergenis.
⇒ Ergebnisse unvollsta¨ndig, Arbeit uneffizient.
Vorteil: Hochintelligente Arbeit mit evt. ungeplanten Zufallserfolgen.
Integrationslo¨sungen ?
Datenquellen
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n Inhaltliche Charakterisierung
u Experimentelle Daten chip-basierter Techniken
u Experimentbeschreibungen (Metadaten u¨ber Experimente)
u Klinische Daten
u Abgeleitete Daten - Sequenzdaten, Annotationen
u Beschreibung von Zellfunktionen (Signalfluß in Zelle)
n Analysen:
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n → ”Bio” meist in eingeschra¨nkter Bedeutung
n Neuer Vorlesungstitel:
Bio-Informationssysteme
n Was interessiert den Informatiker an Bio-DB ?
u Informationsgewinnung aus Texten
→ Vorlesung der Abt. Autom. Sprachverarbeitung
u Heterogenita¨t - U¨berwindung durch
Zusammenfu¨hren (Intergration) mehrerer Quellen
Techniken:
- Datenvergleiche, A¨hnlichkeitssuche
- Integration (U¨berwindung der Heterogenita¨t)
- Integration von WEB-Daten → Seminar im WS07/08.
Biologie
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Biologie
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n Organismus besteht aus Milliarden von Zellen mit Zellkern.
n Jeder Zellkern entha¨lt Chromosomensatz in 2 Kopien (diploid). Jede Kopie ist
ein vollsta¨ndiges Genom.
n Jedes Chromosom ist ein (langes) DNA-Moleku¨l.
Ein Gen ist eine funktionale Region dieser DNA.
Die DNA bildet eine im Raum gefaltete Doppelhelix.
n (Quelle Wikipedia) DNA :Chemisch gesehen handelt es sich um eine
Nukleinsa¨ure, ein langes Kettenmoleku¨l (Polymer) aus Einzelstu¨cken,
sogenannten Nukleotiden. Jedes Nukleotid besteht aus einem Phosphat-Rest,
einem Zucker und einer von vier organischen Basen mit den Ku¨rzeln A,T, G
und C. Innerhalb der Protein-codierenden Gene legt die Abfolge der Basen die
Abfolge der Aminosa¨uren des jeweiligen Proteins fest: Im genetischen Code
stehen jeweils drei Basen fu¨r eine bestimmte Aminosa¨ure.
n Prima¨r-, Sekunda¨r- Tertia¨rstruktur. (Folge der Basen, Helix, Faltung)
DNA (Bemerkungen)
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n Doppelhelix komplementa¨r, zur Beschreibung reicht eine Folge der Basen.
n Funktionen der DNA:
Speichern, Bereitstellen der Information zur Erzeugung und Wahrung eines
Organismus,
Umsetzung in molekularchemische Prozesse durch Aktivierung bestimmter
Bereiche der DNA.
Genom
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(Quelle: Wikipedia) Als Genom oder auch Erbgut eines Lebewesens wird die
Gesamtheit der vererbbaren Informationen einer Zelle bezeichnet, die als
Desoxyribonukleinsa¨ure (DNA) vorliegt. ... Das Genom entha¨lt die Informationen,
die zur Entwicklung (Ontogenese) und zur Auspra¨gung der spezifischen
Eigenschaften des Lebewesens oder Virus notwendig sind. Diese Informationen sind
in der Basensequenz der DNA enthalten.
Humangenom Daten
n Mensch: 23 Chromosomenpaare
n ca. 3× 109 Basenpaare
n ca. 20 000 Gene
Proteine (1)
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n Aminosa¨uren: Klasse organischer Verbindungen mit mindestens einer
Carboxylgruppe (–COOH) und mindestens einer Aminogruppe (–NH2).
proteinogenen Aminosa¨uren (Bausteine der Proteine): 23.
Grundbausteine des Lebens und der Lebensfunktionen.
n Protein: (lange) Kette von Aminosa¨uren
n Prima¨rstruktur eines Proteins: Abfolge der einzelnen Aminosa¨uren
n Sekunda¨rstruktur : Helix, ...
n Tertia¨rstruktur: der Sekunda¨rstruktur u¨bergeordnete ra¨umliche Anordnung der
Kette.
n Quarta¨rstruktur
Proteine (2) - Funktionen
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Quelle: Alberts, B. u.a.: Lehrbuch der Molekularen Zellbiologie.
n Proteine - mind 9 Funktionsklassen, darunter
n Signalproteine: U¨bertragung von Signalen von Zelle zu Zelle
n Rezeptorproteine: Erkennung von Signalen und Weiterleitung zur Verarbeitung
in Zelle.
n Genregulatorproteine, binden DNA(-Abschnitte), um Gene an- oder
abzuschalten.
n Pathway: Beschreibung der Interaktionen von Proteinen.
metabol. P.: Stoffumsetzung, Biochemie
regulator. P.: Regulation von Funktionen, Signaltransduktion.
Proteine (3) - Gene
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n Proteine durch Gene kodiert, dabei die Aminosa¨uren durch Basentriplets
(Codons) kodiert.
n Zentrales Dogma ( = Basis der Molekularbiologie)
= Zusammenhang zwischen DNA, RNA und Proteinen
Transkription: Abbilden DNA → RNA
Translation: Abbilden RNA → Protein
Expression: Produktion von Protein mittels DNA.
(Math. kombinatorische) Vielfalt der Mo¨glichkeiten der Proteinbildung gro¨ßer als
Zahl der Atome im Weltall → Was tritt auf? Mit welcher Bedeutung?
Zustand: Enormes Datenvolumen, Wissenschaft, die aus den Daten informationen
macht, ist in rasanter Entwicklung.
Folgen fu¨r DB: Hochdynamische Entwicklung der Metainformationen,
Neuauswertung von Daten, ...
Datenbankbeschreibungen
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Typ. Datenbankinhalte: Experimente
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Trend: Rohdaten von Experimenten spa¨ter erneut auswerten (mit neuem Wissen) -
Persistenz der Rohdaten.
n Expressionsexperiment: Auswahl eines Zelltyps – mRNA/DNA-Pra¨paration
(labeling)– Hybridisation – Arrayscan – Arrayimage – Bildanalyse liefert
Tripel(Intensita¨t, x, y) Spotintensita¨ten – Verarbeitung mit Chipdaten
gen-expression-matrix – datamining . Interpretation der Ergebnisse durch
Annotationen zum Gen. (Gruppen, Koregulierung, ...)
n Hohes Datenvolumen, Chipvielfalt fu¨r alle denkbaren Ziele (Kombination der
Andockketten)
n Keine standardisierte Verarbeitung → Aufbewahrung der Rohdaten, dh.
Verschiedene statistische Auswertungen / Vorverarbeitungen
Daten auf unterschiedl. Aggregationslevel,
(Unterschiegl. Darstellung /visualisierung
n Notwendig: Exakte Experimentbeschreibung (Bedingungen, Parameter, auch
scheinbar unwichtige)
Erkla¨rung benutzter Begriffe /Abku¨rzungen
Typ. Datenbankinhalte: Experimente
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Quelle: T.Kirsten: p.K.
Typ. Datenbankinhalte
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n Genom: vollsta¨ndige Erfassung des Genom einer Spezies,
Gene, deren Lage, deren Funktion.
n Ist eine Sequenz ein Gen (Prima¨rstruktur)?
n Bedingungen, dass Gen aktiv ist.
Vera¨nderungen bei Krankheiten? ( Design von Arzneimitteln) - Anschluß an
Krankendaten.
n Untersuchungen von Nichtprima¨rstrukturen ?
Typ. Datenbankinhalte (2)
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Pathway-Datenbanken
n Mechanismus der Signalverarbeitung in der Zelle.
Signal an Membran wird zu Zellkern geleitet (wie ?)
Zelle vera¨ndert ihr (genetisches) Programm.
Welche Gene a¨ndern dabei Aktivita¨t, welche Proteine sind wie beteiligt?




D.Sosna: Bio-DB, WS07/08 Kapitel 1 – 22 / 36
n Viele Prozesse noch nicht richtig verstanden, d.h. Beschreibung des Wissens
unsicher, ha¨ufig verbale, unstrukturierte Kommentare.
Evolution der Metainformation, der Datenbankinhalte, der Umbandlung in
Informationen.
Datengetriebene Workflows.
n Datenbankstrukuren sehr heterogen.
n Verlinkungen im WEB. (keine Informationssysteme mit Linkverwaltung /
-pflege in DB
- vgl. Hyper-G, Hyperwave, URL:
http://www.iicm.tugraz.at/home/hm hp/projects)
Typ. Datenbankinhalte: Patientendaten
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n Personendaten (Datenschutz ! )
anonymisiert:
allgemeine Krankheitsdaten
Datenerhebung in Studien - Integration der Erhebung genetischer Daten /
Untersuchungen in klinischen Workflow,
n Spezielle Fragen der Parientendaten nicht Gegenstand dieser Vorlesung.
Daten : WEB-Quellen
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n Genom: Ensembl, NCBI Entrez, UCSC Genome, ...
(Gene, Transkription, Proteine versch. Spezies)
n Proteine: UniProt (SwissProt, Trembl), Protein Data Bank,...
n Protein interactions: BIND, MINT, DIP,...
n Genes: HUGO (standardized gene symbols for human genome), MGD, ...
n Pathways: KEGG (metabolic & regulatory pathways), GenMAPP, ...
n Publikationen: Medline / Pubmed (> 16 Mio entries)
Daten : WEB-Quellen (2)
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Ontologien
n Kontrolle des Vokabulars der Konzepte - einheitliche Terminologie muß noch
erarbeitet werden
n Beschreiben Eigenschaften biolog. Objekte
n Beispiele: molekulare Funktionen, biolog. Prozesse, Zellbestandteile,...
Open Biomedical Ontologies (OBO) - Sammlung
Sicht des Informatikers
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Aus der Sicht der Datenbanken
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n Musterbeispiel an Heterogenita¨t (semantisch, Schema, Darstellung,
Aktualita¨t,...)
n Qualita¨t heterogen: z.B. unvollsta¨ndig, vorverarbeitet,...
n Inhalte teilweise u¨berlappend,
lokale Schlu¨ssel zur Fernreferenzierung (Verlinkung),
oft keine explizite Zuordnung gleicher Informationen.
n WEB-Schnittstelle verdeckt oft innere DB-Struktur.
n Viel Information in Textform.
n Heterogenes Datenaustausformat (XML-Schemata, Text, ...)
Beispiel WEB-Schnittstelle
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Fragen an den Informatiker






n Wie kann (automatische) Datenintegration erfolgen ?
Datenauswahl, Zuordnung entsprechender Daten,
welche Integrationsstrategie ?
n (Wie) k/Kann die manuelle Datenintegration/Datenverarbeitung als Workflow
nachgebildet werden ?
Workflow zur Modellierung von Gescha¨ftsprozessen - prozeßgetrieben
Forschungsworkflow - datengetrieben, oft von Zwischerergebnissen.
oft Korrekturen, Ru¨ckkehr zu Zwischensta¨nden, d.h. Zwischenstand oft wertvoll
n Massendaten, d.h. Pru¨fung der Anwendbarkeit von Datawarehouse-Techniken.
Teilweise aufwendige Berechnung - Zwischergebnisse wertvoll.
n Große Zahl potentieller Quellen (800 -900)
Bewertung der / zur Auswahl geeigneter Quellen in Abha¨ngigkeit zur
Fragestellung.
Literatur
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Literatur
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Kein Lehrbuch zum Thema ”Bio-Informationssysteme”
Herzlichen Dank an T.Kirsten (IZBI - Univ. Leipzig) fu¨r die Literaturnachweise.
Leipziger Arbeiten: Do, Kirsten, Rahm.
Biologie
n Wikipedia (verschiedene Artikel und Schlagworte
n Alberts, B. u.a.: Lehrbuch der Molekularen Zellbiologie. Wiley VCH. ISBN:
3-527-31160-2.
n siehe auch Deutsche Bu¨cherei zum Thema Molekularen Zellbiologie.
Weitere Literaturangaben - auch zu folgenden Kapiteln im Skript.
Literatur - Integrationsansa¨tze
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n Z. Lacroix and T. Critchlow: Bioinformatics – Managing scientific data. Morgan Kaufmann Publishers, 2003. (Probleme und
Lo¨sungsansa¨tze)
n U. Leser and F. Naumann: Informationsintegration. dpunkt.verlag, 2007. empfohlen)
n B. Louie, P. Mork, F. Martin-Sanchez, A. Halevy, and P. Tarczy-Hornoch: Data integration and genic medicine. Journal of Biomedical
Informatics, 40:5-16, 2007.
n L. Stein: Integrating biological databases. Nature Review Genetics, 4(5):337-345, 2003. Betonung der Biologieseite
n H. Wache, T. Vo¨gele, U. Visser et al.: Ontology-based integration of information – a survey of existing approaches. Proc. IJCAI Workshop
on Ontologies and Information Sharing, 2001. Schwerpunkt Ontologien
n H.-H. Do, T. Kirsten, and E. Rahm: Comparative evaluation of microarray-based gene expression databases. Proc. 10th BTW Conf.,
2003. U¨bersicht Genexpressionsdatenbanken
n M. Gardiner-Garden and T. Littlejohn: A comparison of microarray databases. Briefings in Bioinformatics, 2(2):143-158,2001.
n M.Y. Galperin: The molecular biology database collection: 2006 update. Nucleic Acids Research, 34 (Database Issue):D3-D5,
2006.U¨bersicht Datenquellen
Literatur- Datawarehouses
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n H.-H. Do and E. Rahm: Flexible integration of molecular-biological annotation data: The GenMapper approach. Proc. EDBT Conf., 2004.
(empfohlen)
n T. Kirsten, J. Lange, and E. Rahm: An integrated platform for analyzing molecular-biological data within clinical studies. Proc. Intl.
EDBT Workshop on Information Integration in Healthcare Applications, 2006. (empfohlen)
n R. Nagarajan, M. Ahmed, and A. Phatak: Database challenges in the integration of biomedical data sets. Proc. 30th VLDB Conf., 2004.
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n K. Rother, H. Mu¨ller, S. Trissl et al.: Columba: Multidimensional data integration of protein annotations. Proc. 1st Intl. Workshop on
Data Integration in the Life Sciences, 2004.
n J. Saltz, S. Oster, S. Hastings et al.: caGRID: Design and implementation of the core architecture of the cancer biomedical informatics
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n A. Kasprzyk, D. Keefe, D. Smedley et al.: EnsMart: A generic system for fast and flexible access to biological data. Genome Research,
14(1):160-169, 2004
n
A. Brazma et al.: Minimum information about a mircoarray experiment (MIAME) – toward standards for microarray data. Nature
Genetics, 29(4): 365-371, 2001 (empfohlen)
n A. Brazma, M. Krestyaninova, U. Sarkans.: Systems biology standards. Nature Genetics, 7(8):593-605 , 2006.
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Integration
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n T. Etzold, A. Ulyanov, and P. Argos: SRS: Integration retrival system for molecularbiological data banks. Methods in Enzymology,
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n A. Kementsietsidis, M. Arenas, and R. Miller: Mapping data in Peer-to-Peer systems: Semantics and algorithmic issues. Proc. SIGMOD
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Zeichnungen: Rahm, Kirsten und Hartung: Data Integration in Bioinformatiks and
Life Sciences. EDBT Summer School 2007.
Alternative Integrationsansa¨tze
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Datenintegration
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Unter der Integration von Daten aus zwei oder mehr (unabha¨ngigen) Quellen
versteht man die Zusammenfu¨hrung der Daten unter einer Schnittstelle, von der
aus der Zugriff auf die Daten erfolgt, die die Informationen zu ein und demselben
Objekt in den verschiedenen Quellen logisch zusammenfasst und die die Verteilung
der Daten auf die Quellen transparent erscheinen la¨ßt.
DI setzt mindestens soviel Kenntnis der Semantik der Daten voraus, dass
festgestellt werden kann, welche Objekte der Quellen miteinander korrespondieren.
Teilprobleme:
n Identifizierung gleicher Objekte in verschiedenen Quellen
n Integration
Zuna¨chst wird die zweite Frage behandelt.
Gleichheit: s. na¨chstes Kapitel
Integration von Bio-Daten
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Merkmale
n Große Anzahl von Datenbanken, die potentielle Kandidaten sind. (Gro¨ßer als
bei Fo¨derierten DB oder bei DW u¨blich)
Große Datenmengen.
n Große Heterogenita¨t
Daraus Fragen: Welches sind aus inhaltlicher geeignete Kandidaten?
(Das ist nicht die Frage der Datenqualita¨t.))
n Große Dynamik der Daten
Neue Datenquellen, Hinzunahme neuer Daten in bestehenden Quellen,
Erga¨nzung/U¨berarbeitung bestehender Daten in sehr kurzen Zeitabsta¨nden
(wo¨chentlich)
n teilweise unstrukturiert oder semistrukturiert. -Texte-
Werte teilweise in textuellen Erla¨uterungen erkla¨rt.
Daten teilweise unvollsta¨ndig, teilweise u¨berlappend
n Begriffswelt (Ontologie) teilweise noch im Entstehen.
Verschiedene Strategien
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n Physische Integration vs. virtuelle Integration,
n Globale vs. schrittweise Verfahren,
n P2P-artig (Peer Data Management Systems - PDMS), P2P-Ansa¨tze:
Anwendungen bisher sehr eingeschra¨nkt
DI: Physische DI vs. virtuelle DI
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Quelle: E.Rahm, Vorlesung
”
Data Warehousing und Data Mining“, Online-Skript.
Physische DI
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materialisiert - Datawarehouse
Merkmale:
Schemaintegration : a priori
Instanzdatenintegration : a priori - ETL
Erreichbare Datenqualita¨t : gut
Analyse groß. Datenmengen : gut (eigentl. Gebiet des DW)
HW Anforderungen : hoch (Speicher, Auswertung
Datenaktualita¨t : abh. von E¨Strategie
Quellenautonomie : Evolution der Quelle abbilden
Skalierbarkeit : hoher Aufwand,
(gr.Zahl an Quellen) : Automatisierung ungenu¨gend.
Virtuelle DI (1)
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Query Mediatoren
Merkmale:
Schemaintegration : a priori → Wrapper
Instanzdatenintegration : zur Anfragezeit
Erreichbare Datenqualita¨t : ?, abha¨ngig von Wrapper / Mediator
Analyse groß. Datenmengen : nicht performant
HW Anforderungen : mittel, Rechenleistung
Wrapper, Mediator
Datenaktualita¨t : greift auf orig. Daten zu
Quellenautonomie : weitgehend erhalten
Skalierbarkeit : schlecht
(gr.Zahl an Quellen) Wrapper je Quelle
Virtuelle DI (2)




Instanzdatenintegration : zur Anfragezeit
Erreichbare Datenqualita¨t : ??
Analyse groß. Datenmengen : keine Konzepte
HW Anforderungen : je nach Integrationsaufwand
Datenaktualita¨t : greift auf orig. Daten zu
Quellenautonomie : erhalten
Skalierbarkeit : abha¨ngig von schneller
(gr.Zahl an Quellen Datenintegration
Potential des P2P-Konzepts nicht ausgereizt !
Wissenschaftliche Workflows
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 11 / 54
n Integration datenorientiert - Wiss. Arbeit ergebnisorientiert.
(Verwaltungs-)Workflow prozessorientiert (vorgefertigter Ablauf)
n (wiss.) Integration bezieht Analyseverfahren ein
← ho¨heres Abstraktionsniveau.
n Wiederverwendung vorhandener Resultate, Services,
n Servicezusammenstellungen, Datenverarbeitung, Datenu¨berwachung
(Monitoring), Debugging der Workflowausfu¨hrung. Dynamischer Umbau der
Workflows.
Wissenschaftliche Workflows (2)
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 12 / 54
Beispiel: Promoter Identification Workflow
Quelle: Kepler Projekt. http://www.kepler-projekt.org/
DW-Ansa¨tze
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 13 / 54
Physische Datenintegration: GeWare
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 14 / 54
n GeWare: Genetic DataWarehouse
Projekt der Universita¨t Leipzig, seit 2003
n Große Zahl von Sammlungen von Microarray-Daten:
ArrayExpress (EBI), Gene Expression Omnibus (NCBI), Stanford Microarray
Database, ...
n Ziel: Zentrale Datenverwaltungs- und Analyseplattform
GeWare - Merkmale
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 15 / 54
n Daten chipbasierter Experimente (expression microarrays und Matrix-CGH
arrays)
n Spezifikation von Annotationen zu Experiment
n Import klinischer Daten
n Integration von Annotationen o¨ffentlicher Quellen
n Bereitstellung verschiedener Verfahren zur Vorverarbeitung, Analyse und
Visualisierung
n Schnittstelle zu ma¨chtigen (existierenden) Werkzeugen zur Analyse (und
Ergebnisu¨bernahme) (R packages, BioConductor)
GeWare - Anwendungen
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 16 / 54
n Zwei collaborative Krebsstudien
u Molecular Mechanism in Malignant Lymphoma (MMML)
http://www.lymphome.de/Projekte/MMML
u German Glioma Network: http://www.gliomnetzwerk.de/
u Daten von verschiedenen nationalen klinischen, pathologischen and
molekular genetischen Zentren.
u Experimentelle and klinische Daten fu¨r Hunderte von Patienten.
n Lokale Forschungsgruppen der Univ. Leipzig, e.g.
Expression analysis of different types of human thyroid nodules
Expression analysis of physiological properties of mice
Analysis of factors influencing the specific binding of sequences on microarrays
GeWare - Architektur
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 17 / 54
GeWare - System workflow
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 18 / 54
GeWare - Visualisierungsbeispiel
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 19 / 54
GeWare - Integration klin. Daten
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 20 / 54
GeWare - Annotationsverwaltung und -bearbeitung
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 21 / 54
Generic approach to specify structure and vocabulary for experimental, clinical and
genetic annotations
n Consistent metadata instead of freetext or undocumented abbreviations and
naming
n Manual specification of experimental annotations (describing the experimental
set-up and procedure: sample modifications, hybridization process, utilized
devices, . . . )
n Automatic import of clinical annotations and genetic annotations
n Annotation templates:
u Collections of hierarchically structured annotation categories
u Permissible annotation values can be restricted to controlled vocabularies
u MIAME compliant templates
n Controlled vocabularies: locally developed or external
GeWare - Annotation
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 22 / 54
Templates
GeWare - Annotation (2)
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 23 / 54
GeWare - UI
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 24 / 54
UI verdeckt DB. Resultate wiederverwendbar
Dimensionen
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 25 / 54
n Dimensionen: Chips, Chiptypen, Patienten, Gen, Analysemethode,...
n Faktentabellen: Expressionswerte
n Multidimensionale Analyse
(Selektion, Aggregation, Vergleiche, ...)
Schnittstelle zu komplexen/externen Analysemethoden
(vornehmlich Extraktion von Matrizen)
Geware - Ergebniss
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 26 / 54
n Physische Datenintegration unter einschra¨nkenden Bedingungen
- Rel. kleiner Zahl zu integrierender DB
- Thematisch stark konzentriert.
n Datenqualita¨t durch Expertenwissen bei Integration.
Expertenwissen im Vokabular. → teuer.
n Skaliert kaum. Aktualita¨t bei Datena¨nderungen ?
n Positiv:
Im Anwendungsbereich hohe Qualita¨t der Aussagen.




D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 27 / 54
n Virtuelle Netzwerk (verteilt) - Daten und Verarbeitungstools.
Standardisierte Schnittstellen
n Verteilte, abgestimmte Terminologie (Gebiet Krebsforschung)
- u.a. Befunde, Anatomie, chemische Substanzen.
- Ca. 38000 Konzepte in 20 Hierarchien.
n Vorteile:
Einheitliche Begriffswelt (in dem betr. Gebiet) - Klassifikation.
Standardisierungen, Interoperabilita¨t.
Wiederverwendung von Daten
n Wird benutzt zu:
Annotation med. Daten, Suche nach Daten, Entwicklung der Struktur der
Daten.
Virtuelle Integration
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 28 / 54
Integration durch WEB-Links
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 29 / 54
n Definition:
WEB-Link - URL einer Datenquelle und (dort lokaler) Identifikator eines
Objekts.
n Einfacher Ansatz: geringer Aufwand.
ABER: Nur ein Objekt zu einer Zeit analysierbar.
Keine Standard-Queries
n Beispiel LinkBD: Sammlung von WEB-Links zwischen verschiedenen Quellen.
Verwaltung lokaler Objekt-ID und deren Beziehungen.
Negativ:
- Keine expliziten Abbildungstypen.
- Keine Linkverwaltung wie HyperG (wu¨rde kooperierende Server voraussetzen).
Fazit: nicht das Hauptziel der Forschung.
Distributed Annotation System - DAS
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 30 / 54
n Integration verteilter Quellen u¨ber zentralen Genom-Server
u Client-Server- Architektur
u Genom-Server: Pima¨rquelle, entha¨lt als Referenz die Genomsequenz
u Annotationsserver: durch Wrapper angebundene Quellen (einer
Forschergruppe)
n Annotationen referenzieren Genom-Sequenz
u Nur Koordinaten auf Sequenz no¨tig (chr, Start, stop, strand)
u einfach, gut skalierbar
u Zentraler Server (alle Annotationsviewer kommunizieren mit Server) -
A¨nderungen in der Sequenz ← Neuberechnung der betroffenen Referenzen.
DAS - Anfragen
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 31 / 54
n Query Formulierung
Wa¨hle Organismus und Chromosom
Position-basierte (range) queries fu¨r zugeordnete Objekte
n Query Verarbeitung
Sende range query an Genom-DB- und relevante Annotation-Server.
Merge the retrieved results
n Query Ergebnis
Sicht auf Genom in verschiedenen Detaillevels mit assoziierten Annotations,
d.h. Objekte verschiedenen Typs
Mappingbasierte Integration
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 32 / 54
Mappingbasierte Integration
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 33 / 54
n Oft Cross-Referenzen auf Instanzebene vorhanden (ha¨ndisch gepflegt, hohe
Datenqualita¨t, d.h. hoher Aufwand /Wert).
n Navigation und Anfragen u¨ber mehrere Quellen leicht.
Unterstu¨tzung von ad-hoc-Anfragen/ Analyseworkflows
n Kenntnis der (wahren) Datenquellen ermo¨glicht Qualita¨tseinscha¨tzung.
n Lokale/private Daten sollen integriert erscheinen.
n Identifikation gleicher Objekte (Objektmatching) wichtige Aufgabe, (erzeugt
Querverweise)
Spa¨ter zu diskutieren: Gleichheit vs. A¨hnlichkeit.
Sequenz Retrieval System - SRS
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 34 / 54
n Urspru¨nglich entwickelt zum Zugriff auf Sequenzdaten in EMBL. (Kommerziell:
BioWisdom , ehem. Lion Bioscience)
n DI zuerst fu¨r Quellen im Dateiformat, spa¨ter DB-Zugriff und Analysetools.
u Mapping-basiert, kein globales Schema.
Quellen mu¨ssen lokal sein - Indexierung.
HUB-Tabellen in die zugeho¨r. Quellen.
u Große o¨ffentliche Sammlung von Wrappern.
u GUI - Automat. Umsetzung der Anfrage (SQL)
u Query
Auswahl der Quellen, Filterdefinition fu¨r Attribute
Typen: Keywordsuche, Rangequeries, regul. Ausdru¨cke
Ergebnisverbindungen: Durchschnitt, Vereinigung
n Ergebnisse: Menge assoziierter Objekte,
Explorative Analyse - Traversierung durch die Quellen, kein JOIN.
Ku¨rzeste Pfade zwischen Quellen (Dijkstra-Alg.) - keine Semantik.
GenMapper
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 35 / 54
*Do, H.H.; Rahm, E.: Flexible integration of molecular-biological annotation data:
The GenMapper approach. Proc.9th FDBT Conf. 2004.
Ziele /Features:
n Generisches Datenmodell GAM, flexibel hinsichtlich Heterogenita¨t, Evolution,
Integration weiterer Quellen.
n Ausnutzen bestehender Mappings zwischen Objekten, Datenquellen bei der
Datenintegration (Wert von bestehendem Wissen).
n Definition von high-level Operatoren fu¨r Datenintegration und Datenzugriff.
(Abstraktion bringt U¨bersicht.)
n Speziell die Analyseverfahren zugeschnittene Views der Annotationen.
GenMapper (2)
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 36 / 54
Generisches Datenmodell GAM
GenMapper (3)
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 37 / 54
GenMapper (4)
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 38 / 54
GenMapper (5) - Schema
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 39 / 54
n Grundstruktur a¨hnlich Starschema
u Quelle (mit Annotationen) als Zentrum gewa¨hlt.
u Mappings verbinden andere Quellen mit Zentrum (auf der Basis von
Instanzdaten)
Extraktion von direkten Mappings
Vorberechnung von ausgewa¨hlten zusammengesetzten Mappings
n Unterstu¨tzung alternativer Mappingpfade
GenMapper (6) - Vorteile
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 40 / 54
N Quellen sollen integriert werden, (nahezu) jede ist mit jeder verbunden.
Quellen seien gleichma¨chtig.
n Vorteile:
Komplexita¨t der Berechnung aller Abbildungen sinkt von O(N2) auf O(N)
(Laufzeit der Mappingberechnung, Speicherplatz fu¨r Mappings).
Jedes Mapping zweier Quellen aus Mappings mit Sternmittelpunkt berechenbar.
n Abha¨ngig von Datenqualita¨t werden evtl. einzelne Mappings bei der
Hintereinanderausfu¨hrung nicht oder falsch gefunden.
P2P-artige Datenintegration
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 41 / 54
Motivation fu¨r P2P-Ansa¨tze
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 42 / 54
n P2P-Merkmale:
logisches Netz (ho¨herer Stufe) - abstrahiert von Internet (o.a¨.)
Autonomie der Knoten, keine Dauerhaftigkeit (hier: der Daten),
keine globale U¨bersicht.
Aber: Stabile (identifizierbare, verfu¨gbare) Knoten.
n Bio-DB-Integration
Vernetzung von Datenquellen, diese sind in Applikationsschicht




Vermeidung der Konstruktion eines globalen Schema.
Arbeit mit Mappings (Wiederverwendung, Kombination,
Hintereinanderausfu¨hrung)
Beachtung/Ausnutzung der Semantik von Objekten und Mappings
BioFuse
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 43 / 54
n Basissystem: iFuse. ( Rahm, E., et al.: iFuice - Information Fusion utilizing
Instance Correspondences and Peer Mappings. Proc. 8th WebDB. Baltimore,
June 2005.)
Literatur:
Kirsten, T und Rahm, E: BioFuice: Mapping-based data integration in
bioinformatics. Proc. 3rd Intl. Workshop DILS. July 2006.
n iFuse: Bottom up Integration. Komplexe Operatoren.
n P2P-artige Struktur
¿ Mappings zwischen autonomen Datenquellen (peers)
¿ Mapping: Menge von Instanzkorrespondenzen
¿ Einfache Anbindung neuer Quellen ( Anfrageumsetzung)
n Mediator-Komponente in iFuse verwaltet Mappings und Operatoren,
Einrichtung mit Expertenwissen ← hohe Qualita¨t, Aufwand. Realisiert ein
applikationsspezif. semantisches Domainmodell.
BioFuse (2)
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 44 / 54
n Generisches Objektmodell = ( OID,{ (Attribut, Wert) }).
n Mengenorientierte Signaturen der Operatoren
Input: Mengen von Objekten /Mappings + Parameter / Anfragebedingungen
Output: Menge der Objekte, fu¨r die die Anfragebedingungen wahr sind.
n Ausgewa¨hlte Operatoren:
u Einzelquellen: queryInstances, searchInstances, ...
u Navigation: traverse, map, compose, ...
u Navigation + Aggregation: aggregate, aggregateTraverse, ...
u Generisch: diff, union, intersect, ...
n Skriptsprache zur Kombination der Operatoren zu Workflows.
BioFuse (2) - Skriptbeispiel
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 45 / 54
BioFuse (3) - Aggregation
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 46 / 54
BioFuse (4) - Aggregation 2
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 47 / 54
BioFuse (5) - Systemu¨bersicht
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 48 / 54
Integration durch Schemaevolution
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 49 / 54
Was leistet Schemaevolution?
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 50 / 54
Schemaevolution (A, B):
n DB mit Schema A wird auf DB mit Schema B portiert, dabei sind
Transformationen
TS(A, B) fu¨r die Umwandlung des Schema und
TD(A, B) fu¨r die Transformation der Daten anzugeben.
n Die Evolution ist informationserhaltend, wenn in Schema B alle
(Meta-)Informationen enthalten sind, die in A existieren.
Die E. ist informationserweiternd, wenn sie informationserhaltend ist und
in B Informationen sind, die nicht in A ausgedru¨ckt werden ko¨nnen.
n Ferner wird die inverse Datentransformation TD(B, A) angegeben, die alle
Daten aus B (auch die nach der Schemaevolution eingestellten) insoweit in das
Schema A transformiert als dass dort semantisch entsprechende Kategorien
vorhanden sind. Somit erhalten
”
Legacy-Anwendungen“, die auf A basieren,
Zugriff auf (zeitlich) neue Daten:
Sei Q eine Anfrage: QB = TS(A, B)(QA). QB wird an B gestellt und erzeugt
Resultate RB. Die Anwendung erha¨lt RA = TD(B, A)(RB).
Integration durch Schemaevolution
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 51 / 54
Idee bisher nicht realisiert.
n (Behauptung) Zu zwei Schemata A, B kann stets ein Schema X gefunden
werden, dass (A, X) und (B, X) informationserweiternde Schemaevolutionen
sind. (Beweisidee: X wird aus A erzeugt durch Hinzunehmen aller
Informationen aus B, die nicht in A sind - Rest bei Schemamatching.)
n Integrationsalgorithmus (mit Ergebnis R:
u Wa¨hle zu integrierende DB, ordne diese in Liste;
R = erstes Listenelement;
u Wiederhole (bis Liste ausgescho¨pft ist)
n Konstruiere mit na¨chsten (bisher unverarbeiteten ) Listenelement und
R ein Schema X (und alle dazu notwendigen Transformationen), so
dass eine Evolution nach obiger Behauptung entsteht.
n Nimm als neues R das so konstruierte X.
u R ist das Ergebnisschema (mit allen beno¨tigten) Transformationen
Integration durch Schemaevolution
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 52 / 54
n Verfahren kann sowohl zur physischen als auch zur virtuellen Integration
verwendet werden
n Zu erwartende Probleme:
u Finden der geeigneten Auswahl (Inhalte, Qualita¨t der Daten)
Dies gibt Anlass zu weiteren Fragen:
Kann das finden geeigneter Partnerquellen mit Mitteln der P2P-Netze
organisiert werden ?
Empfehlung von Quellen, Bewertungen der Empfehlungen
Bisheriger Stand: Wissenschaftler muß Quelle kennen und selbst
einscha¨tzen, wie geeignet sie ist.
u Finden der Reihenfolge - Ergebnisabha¨ngigkeit.
u Wie muss X gewa¨hlt werden, damit echte Integration entsteht?
u Finden der Transformationen hat als wesentliche Komponente
Schemamatching.
u Probleme bei Konkanation von (vielen) Transformationen.
U¨bersicht: Realisierungen
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 53 / 54
Zusammenfassung
D.Sosna: Bio-DB, WS07/08 Kapitel 2 – 54 / 54
n Physische DI - DW-Ansa¨tze
+ fu¨r eng begrenzte Gebiete erfolgreich
+ DW-Operatoren - skalieren schlecht, Transformationen nicht automatisch
generiert.
- Problem der Datenaktualisierung
n Virtuelle DI - WEB-Links + einfach, leicht erweiterbar, ausgerichtet auf
explorative Analyse - keine Anfragen
n Hybride DI
Speicherung von Mappings zw. Quellen
n P2P-artig (BioFuse)
leicht skalierbar (aber Expertenwissen eingesetzt) durch Wiedernutzung, kann
stets auf aktuellen Werten arbeiten.
Semantik erhalten durch Modelle fu¨r Objekte und fu¨r Mappings.
Komplexe Operatoren (Anfragen, Mappingkonstruktion).
n Kernfrage jeder DI: Finden gleicher / fast gleicher Objekte
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 1 / 38
Vorlesung:
Bio-Datenbanken
Kapitel 3: Gleichheit / A¨hnlichkeit
Dr. Dieter Sosna
8. November 2007
Kapitel 3: Gleichheit / A¨hnlichkeit




Welt - Modell - RID
Geom. Aehnlichkeit
Allgemeines
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 3 / 38
Zwischenstand
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 4 / 38
n Bisher Integration auf Instanzbasis: Gegenen eine Instanz in Quelle A, welche
Eintra¨ge aus Quelle B geho¨ren semantisch dazu?
Lo¨sung durch Vergleich charakterischer Werte (in der Art der
Schlu¨sselkandidaten).
Noch zu diskutieren: Behandlung kleiner Abweichungen.
n Ziele dieses Kapitels:
Diskussion des Gleichheitsbegriffs
Abschwa¨chung zur A¨hnlichkeit
A¨hnlichkeit, die auf Gleichheit beruht.
Gleichheit
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 5 / 38
Gleichheitsbegriff
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 6 / 38
n Spez. A¨quivalenzbegriff, muss fu¨r jede Kategorie neu definiert werden
n Eigenschaften:
Definition: Seien x, y, z Elemente einer Kategorie K.
Eine Relation u¨ber K×K ist ein A¨quivalenzbegriff in K, wenn sie die folgenden
Eigenschaften hat:
x = x Reflexivita¨t (R)
x = y ↔ y = x Symmetrie (S)
x = y und y = z ↔ x = z Transitivita¨t (T)
*
Gleichheit - Beispiele
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 7 / 38
Beispiele: Mengen
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 8 / 38
n Mengen:
Zwei Mengen A,B sind gleich g.d.w. sie die gleichen Elemente haben.
(d.h. Identita¨t)
Beispiel: {1, 2, a} = {1, 1 + 1, a}, aber {1} 6= {{1}}.
Semantische Heterogenita¨t - versch. Abstraktionsgrad
n Nachweis der Gleichheit zweier Mengen:
A = B ⇔ ( fu¨r alle x ∈ A gilt x ∈ B) ∧ ( fu¨r alle x ∈ B gilt x ∈ A) oder
m.a.W. A = B ⇔ A ⊆ B ∧ B ⊆ A.
Nachweis der Gleichheit zweier Mengen A,B wird gefu¨hr durch Verifizierung
der beiden Teilmengenbeziehungen:
(R∪ S)⇔ R∩ S.
Beispiele: Natu¨rliche Zahlen
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 9 / 38
n Natu¨rliche Zahlen:
Zwei natu¨rliche Zahlen sind gleich g.d.w. sie durch gleichviele
Nachfolgerbildungen aus der ersten natu¨rlichen Zahl 1 hervorgehen
Beispiel:
Es gelten 1′ =p.d. 2 und 1 + 1 =p.d. 1′.
Unterschiedliche Kodierung
n Die Eigenschaft gleichviele Nachfolgerbildungen kann zu wahr oder falsch
bewertet werden, ohne dass das Rechnen definiert ist!
Beispiele: Bru¨che
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 10 / 38
n Gemeine Bru¨che:




↔ ad = bc,
d.h. Zuru¨ckfu¨hrung auf ganze Zahlen.
n Reelle Zahlen (grob: Klassen a¨quivalenter Cauchy-Folgen):
Zwei Cauchy-Folgen {ai}, {bi}, i = 1, 2, ...∞ sind a¨quivalent g.d.w. die
Mischfolge {ai, bi}, i = 1, 2, ...∞ auch Cauchfolge ist.
n Die Darstellung der reellen Zahlen durch Dezimalbru¨che beliebiger Stellenzahl
ist eindeutig mit Ausnahmen in Verbindung mit 0 und 9.
Beispiel: 1, 0 = 0, 9¯,
denn es gilt:














Relle Zahlen - Probleme
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 11 / 38
Probleme: (ANSI/IEEE Std 754-1985)
Beispiel : Fließkommazahl - 32-bit.
hat in der Mantisse nur endlich viele Stellen.
Diskrete Zahlendarstellung im Rechner
→ Konvertierungsfehler
Fehlerfortpflanzung bei Verarbeitung
→ Fehler bei vorverarbeiteten Daten.
Realisierung des Tests auf Gleichheit
von Fließkommazahlen: gleiche Bitfolge.
Literatur u. Bildquelle: Wikipedia, IEEE 754
Vektoren
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 12 / 38
n Definition: Sei M eine Menge, n ∈ N .
Dann heißt das n-Tupel ~a = {ai‖ai ∈M, 〉 =∞,∈, ..., \} Vektor der
Dimension n u¨ber M. (Beachte U¨berschied zur math. Definition.)
Gleichheit: ~a,~b zwei Vektoren u¨ber M mit Dim. n.
~a = ~b⇔ ai = bi, i = 1, 2, ..., n
n Unterschird zu Mengen: Reihenfolge, Homogenita¨t
n Anwendungen in der Informatik:
Felder (array);
Listen, Zeichenketten gleicher La¨nge (wenn die La¨nge unterschiedlich: nicht
vergleichbar, gilt als ungleich).
n Allgemeine Tupel: Komponentenweise andere Grundmengen.
n Mengen, Vektoren, Tupel Grunddatenstrukturen in der Informatik.
Gleichheit - Zeichenketten
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 13 / 38
n Vergleiche beruhen (meist) auf bin. Codierung des Textes im gewa¨hlten
Zeichensatz, ASCII kleinster gemeinsamer Inhalt in vielen europ. Sprachen
(trad. Codierung). Problem: nationale Sonderzeichen unterschiedl. codiert.
n Spracherkennung ( charakt. Ha¨ufigkeiten von Zeichen, Bi- und Trigrammen
(spa¨ter mehr).)
→ Codierungserkennung (Sonderzeichen der Sprache in vermuteter Codierung
darstellen)
→ U¨berfu¨hrung in gemeinsame Codierung - UNICODE
Sprachliche Besonderheiten - Umlaute, Betonung, Trema, ..., Ligaturen, ...
n Umlaute: Codierungsproblem, Sortierproblem (s.u.)
n Betonung: im UNICODE-Zeichensatz Unterscheidung: GR iota: i, , ð,
im Telefonbuch: Gleichbehandlung.
n Trema: auch im DE relevant - (Haiti - Hai¨ti, Asteroid, ...)
n Ligaturen (in Dt. ß ← s+z ), Hindi
DBVS: Verhalten kann festgelegt werden.
Zeichenketten - lexikographische Sortierung
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 14 / 38
n Zeichenketten - lexikographischer Vergleich
Algorithmus: selbst nachtragen
n Unterschiedliche Einsortierung der Umlaute:
- ignorieren: a¨ wie a (DE: Lexika) - DIN 5007-1
- in DE: a¨ wie ae, DIN 5007-2: Kuciak - Kudies - Ku¨chler (Telefonbuch)
- in OE: a¨ nach az (o¨sterr. Telefonbuch)
n Beispiel






Quelle: Wikipedia.Stichwort: Alphabetische Sortierung.
Welt - Modell - RID
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 15 / 38
Einschub: Modellierung





Reale Dinge ⇒⇔ ideale Objekte ⇒⇔ Daten
Interaktionen ⇒⇔ Berechnungen ⇒⇔ Algorithmen
theoret. Isom. Isom.
prakt. ? ?
Modellbildung abstrahiert von (im Moment scheinbar) unwesentlichen
Eigenschaften.
Interesse der Informatik: Wissenschaft ⇔ RID.
Arbeit im Modell bzw. RID - Interpretation in Welt bzw im Modell und dann in
Welt. Bei der Interpretation der Ergebnisse braucht der Informatiker den
Fachwissenschaftler.
Komplexe Objekte
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 17 / 38
n I.A. individuelle Definition des Gleichheitsbegriffs,
n Meist auf Grundvergleiche zuru¨ckfu¨hrbar
In RID ergibt sich Gleicheitsdefinition aus Datenstruktur in Verbindung mit
semantikbedingtem Gleichheitsbegriff fu¨r Elementarbestandteile (i.A.
konjunktiv verknu¨pft)
n Student(NachName, MatrikelNr, Universita¨t, Imma-Jahr, Vorname,
Geb.Datum, ...)
n Gleichheitsdefinition semantisch verwandt mit Festlegung eines
Prima¨rschlu¨ssels.
Geom. Aehnlichkeit
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 18 / 38
A¨hnlichkeit
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 19 / 38
Motivation: Gleichheit oft zu restriktiv.
n Zahlen: Messfehler, Fehlerfortpflanzung in num. Algorithmen, instabile
Algorithmen, Fehler durch Abschreiben, Ablesen, ...
n Suche in Bildern
n Einige Fehler erkennbar oder korrigierbar (fehlererkennende , -korrigierende
Kodierung)- Redundanz,
Vergleich mit theoretischen Werten.
Definition A¨hnlichkeit verschieden mo¨glich:
Semantische Stufe: i.a. bessere Ergebnisse
Syntaktische Stufe: formal, funktioniert auch ohne semantisches Wissen, i.a.
schwa¨chere Ergebisse.
Anwendungsszenarien
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n Gesichtserkennung: markante Punkte und Verha¨ltnisse der Entfernungen
zwischen diesen, ggf. unter Beachtung von Projektionen.
n Bilder: Farbhistogramme, ...
n Kla¨nge: Spectrum (Fourier-Analyse), ggf. zeitlicher Verlauf.
n Zeichenketten:(flexible Hilfsstruktur der Informatik)
Soundex - Vergleich
n-Gramm-Analyse
edit-distance (Levenstein - Distance)
A¨hnlichkeit - Definition
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 21 / 38
n Urspru¨nglich: Geometrischer Begriff fu¨r ebene Dreiecke.
Definition 1: Zwei ebene Dreiecke sind a¨hnlich g.d.w. einander entsprechende
Stu¨cke proportional sind. *
Definition 2: Zwei ebene Dreiecke sind a¨hnlich g.d.w. sie in zwei Winkeln
u¨bereinstimmen.*
Verallgemeinerung: ebene, durch Polygonzu¨ge berandete Objekte
(Triangulierung).
n Was bedeutet U¨bereinstimmung in zwei Winkeln α, β ?
Vereinbarung: α, β befinden sich an den Ecken A,B, wenn das Dreieck in der
Reihenfolge ABCA umlaufen wird, befinde es sich links vom Rand.
[ α, β ] ist eine Liste: Reihenfolge relevant:
A¨hnlichkeit abstrahiert von Skalierung, Drehung, Verschiebung { α, β } ist
eine Menge: Reihenfolge nicht relevant:
A¨hnlichkeit abstrahiert von Skalierung, Drehung, Verschiebung und Spiegelung.
Bemerkungen
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n Definition 2 zeigt, dass die A¨hnlichkeit eine A¨quivalenzrelation ist. Denn:
A¨hnlichkeit ↔ Gleichheit der einander entsprechenden Winkel.
Die Gleichheit induziert die A¨hnlichkeit. Der zugrunde liegende
Gleichheitsbegriff ist eine A¨quivalenzrelation
n Allgemeine Beschreibung:
Gegeben zwei Mengen A,B von Objekten.
Auf B gibt es eine Gleichheitsbeziehung =
ϕ : A → B eine Abbildung von A in B.
dann wird durch ϕ eine A¨hnlichkeitsbeziehung ∼ in A iduziert:
x ∼ y ↔ ϕ(x) = ϕ(y), x, y ∈ A.
Beispiel: Soundex-Algorithmus
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n Entstehung
Robert C. Russel - 2.April 1918 - Patent Nr. 1 261 167
n Algorithmus
u Code ⇐ 1.Buchstabe + 3 Ziffern
u Streiche ab dem 2.Buchstaben alle
a, e, i, o, u, h, w, y
und fu¨ge 3 Ziffern nach Tabelle hinzu.
u Tabelle:
1 ⇐ b,f,p,v labial
2 ⇐ c, g, j, k, heterogen: frikativ; plosiv,
q, s, x, z velar
3 ⇐ d, t plosiv, dental/alveolare
4 ⇐ l lateral
5 ⇐ m, n nasal
6 ⇐ r Vibranten
Beachte folgende
Regeln:
1. 2 aufeinanderfolgende Buchstaben mit demselben Kode
→ nur 1x
Soundex-Algorithmus (2)
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n Beispiele:
Name Code Bemerkung
Miller M460 Auffu¨llen (Regel 1), Doppel-l (Regel 2)
Peterson P362 3 verschiedene Konsonanten
Peters P362
Moskovitz M232
Moskowitz M213 Fehlkodierung nichtenglischer Namen
y, x ?
n Definition: Phonetische A¨hnlichkeit nach dem Soundex-Verfahren: Zwei
Zeichenkette u¨ber dem ASCII-Zeichensatz sind phonetisch nach den
Soundex-Verfahren a¨hnlich, wenn sie die gleiche Soundex-Kodierung besitzen. *
Idee hinter Soundex
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n Begriffe Phone, Phoneme einer Sprache
n Phonemfeststellung: zwei Worte einer Sprache, die sich nur in einem Phon
unterscheiden.
Beispiel: ehren - lehren ← das Phon (l) ist ein Phonem.
n Phoneme ko¨nnen in Klassen eingeteilt werden nach der Art und dem Ort ihrer
Entstehung beim Sprechen.
n Phoneme werden in Schriftsprache durch Grapheme dargestellt - M:N -
Abbildung.
n Aussprache eines Graphems kann kontextabha¨ngig sein.
Internationales Phonet. Alphabet ( z.B. 28 a-Varianten)
n Phoneme (und zugeordnete Grapheme variieren mit Sprache ), d.h.
phonetische Suche muss sprachspezifisch sein.
Entwicklungsschritte
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n Analyse des Phonembestandes
n Klasseneinteilung der Phoneme, sinnvolle Vereinfachung des Klassensystems.
Jede Reduzierung der Klassenzahl macht die Suche unscha¨rfer, aber
fehlertoleranter.
n Voraussetzung: Sprache wird durch Folgen von Graphemen beschrieben.
Beschreibung der Zuordnung von Graphemen und Graphemfolgen zu
Phonemen und Phonemfolgen. Zwei Zeichenketten sind phonetisch a¨hnlich,
wenn sie auf die gleichen Ketten von Phonemklassen abgebildet werden.
M:N Abbildung
Konstruktion eines Automaten, der die Umwandlung vornimmt.
Besonderheiten des Neugriechischen
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n Konsonantverdopplungen nicht ho¨rbar bei b, l, m, n, p, σ, t, da alle Vokale
kurz, aber gg 7→ ng.
Weitere Kombinationen: au, eu, ou 7→ Phonemfolgen av, af ,ev, ef bzw. u.
y, x 7→ Phonemfolge ps, ks
n Mehrere Schreibungen ein Phonem:
Phonem i: i, h, u, ei, oi, ui; Phonem e: e, ai; Phonem o: o, w




n Unsicherheit bei mp, nt und gk,
n Fu¨r die Grapheme d und j gibt es im (Hoch-) Deutschen keine ada¨quaten
Phoneme.
n Lautverschiebung: z.B. kt 7→ qt, sj 7→ st.
Lo¨ungsvorschlag
D.Sosna: Bio-DB, WS07/08 Kapitel 3 – 28 / 38
n Zwei-/drei-stufiges Verfahren, kann nach jeder Stufe gestoppt werden.
1. Beseitigung der unho¨rbaren Varianten,
griechische Umkodierung, Betonung bleibt erhalten:
ca. 30 Regeln.
2. Nachbilden der Phonetik (Lautfolgen, Zeichenfolgen),
Reduktion (stimmhaft 7→ stimmlos), i-Varianten:
ca. 60 weitere Regeln,
Transcription auf Folgen von Phonemen aus ca. 15 Phonemklassen.
Klassen durch Zeichen des lateinischen Alphabets beschrieben.
3. (Soundex auf dem Ergebnis von (2) fu¨r Spezialfa¨lle).
n Kein Weglassen der Vokale, keine La¨ngenbegrenzung
n Kontextsensitive Regeln in jeder Stufe, Datenstrom.
Muster: (Zeichen, na¨chst. Zeichen) 7→ (Aktion, Fortsetzungspunkt)
n Dreistufiger Ansatz auf andere Sprachen verallgemeinerungsfa¨hig.
Dritte Stufe dem Thema Wo¨rterbuch nicht angemessen.
Beispiele aus den Regeln der 1. Sufe
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Z nZ Bedingung, Bemerkung Phonem Code Schritt
a i e e +
a  e è +
a u nicht bearbeiten af, av au +
a Ô nicht bearbeiten af, av aÔ +
b b v b +
e i i i +
h i i
o i i i +
o  i  +
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n - Buchstabenkombinationen auflo¨sen: au, eu, mp, nt
- Kombinationen gg, gk, kk bearbeiten
- i-Allophone
- Stimmhafte Konsonanten → stimmlose, z.B. z (z) → s




oinopoieo inopj’io → inopio
Phoneme fu¨r Konsonanten




stimmlos stimmhaft stimmlos stimmhaft
Labiale p b f v m (Nasal)
Dentale t d j d n (Nasal)
Alveolare ts dz s z r (Tremulant)
Velare k g (i/a)ch g (j) l (Lateral)
Phoneme fu¨r Konsonanten - Klassen




stimmlos stimmhaft stimmlos stimmhaft
Labiale p b f v m (Nasal)
p p f f
Dentale t d j d n (Nasal)
t t t?s s
Alveolare ts dz [2] s z r (Tremulant)
ts ts s s
Velare k g (i/a)ch g(j) [1] l (Lateral)
k k c,h j→i
[1] giortzw - jort’azo → jortaso iortaso
[2] tzatzki - dzadz’iki → tsatsiki
Konsonanten - Probleme
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n Stimmhaftes b (mp) und d (nt)
lmpa - l’amba → lampa
mpamp - bab’as → papas
Konsonanten - Probleme
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n Stimmhaftes b (mp) und d (nt)
lmpa - l’amba → lampa warum nicht lapa
mpamp - bab’as → papas warum nicht pampas
n Unbetontes Phonem i nach Konsonanten oder vor Vokal
Verschiedene Mo¨glichkeiten: i, j, j-a¨hnlich, (schwach) (i)ch, Ausfall
7→ Ursache vieler Regeln
n Wort - phonetische Beschreibung M:N
mpamp - bab’as → papas und pampas
pap - pap’as → papas
gia - ja → ia
geia - ja → ia
Konsonanten - griechische Schreibung




stimmlos stimmhaft stimmlos stimmhaft
Labiale p p mp b f f b v m m
p p (a,e,i)u f (a,e,i)u f m(p) m(p)
Dentale t t nt d j d n n, nt nt
t t t?s s g(g,k) nk
Alveolare tσ ts tz dz [2] σ, s z z r r
ts ts s s
Velare k k g(a,o,ou) g q(i,a) (i/a)ch g(e,i)(j) l l
k k c,h j→i
16 Phonemklassen: p, t, k, f, s, (i)c(h), (ac)h, m, n, r, l; a, e, i, o, u
Realisierung
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n Fließkomma-Zahlen: s.o.
n Die prakt. Messung einer Gro¨ße ist fehlerbehaftet.
Kann jetzt noch von Gleicheit gesprochen werden.
n Solche Probleme auch bei A¨hnlichkeit:
Bei trigonometrischen Vermessungen werden die Innenwinkel von Dreiecken
ermittelt. Bis zu welchen Meßfehlern sollen die Dreiecke noch als a¨hnlich
gelten?
Zusammenfassung
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n Gleichheit / A¨hnlichkeit sind Begriffe im Sinne eines A¨quivalenzbegriffs.
n Test auf Gleichheit bei Integergro¨ßen, Zeichenketten
n Unter dem Einfluß der Mo¨glichkeit von geringen Abweichungen von wahren
Werten (Meßfehler, ...) ist der praktische Nutzen eingeschra¨nkt (Schwa¨chere
Kriterien no¨tig).
n Anwendungsbeispiel des math. A¨hnlichkeitbegriffs: Phonetische A¨hnlichkeit.
n Phonetische Suche muß sprachspezifisch erfolgen.
D.Sosna: Bio-DB, WS07/08 Kapitel 4 – 1 / 29
Vorlesung:
Bio-Datenbanken
Kapitel 4: A¨hnlichkeit nach Abstand
Dr. Dieter Sosna
10. Dezember 2007
Kapitel 4: A¨hnlichkeit (Abstand)
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n Wichtiger Aspekt bei Datenintegration:
Finden von Daten, die sich verschiedenen Quellen befinden und sich auf das
gleiche Objekt der Welt oder des theoretischen Modells beziehen.
Deshalb Grundfunktionen:
Test auf Gleichheit bzw. A¨hnlichkeit.
n Der mathematische A¨hnlichkeitsbegriff (A¨quivalenzbegriff) ist nur in wenigen
Beispielen vertreten.
n Meßfehler u.a¨. bedingen einen schwa¨cheren Begriff.
Einfache Objekte
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Definition: Komplexes Objekt g.d.w. in Konstruktionsvorschrift der Klasse wird
eine der folgenden Aggregationen List, Array, Set, Bag, Tupel benutzt.
n Zuna¨chst A¨hnlichkeit einfacher (nicht komplexer) Objekte.
durch Abstandberechnungen
n A¨hnlichkeit von Mengen, Arrays (Vektoren), Zeichenketten.
Individuelle, semantisch bedingte A¨hnlichkeitsdefinition
deshalb mehrere Lo¨sungen mo¨glich. Realisierungen durch Strukturvergleiche,
Inhaltsvergleiche, Mischformen.
Mathematischer Abstandsbegriff
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Motivation der Abschwa¨chung
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n Grund Ausgleich von Meßungenauigkeiten
n ziemlich a¨hnlich (∼z): Gegeben eine Zahl ε > 0. Zwei Dreiecke D1, D2 heißen
ziemlich a¨hnlich g.d.w. sich jeder Winkel von seiner Entsprechung im anderen
Dreieck ho¨chstens ε unterscheidet:
max(|α1 − α2|, β1 − β2|, |γ1 − γ2|) ≤ ε
n Beispiel: Gegeben ε = 0, 1 ,
3 Dreiecke D1, D2, D3 mit jeweis passendem 3. Winkel.
∆ 1 2 3
α 0,5 0,6 0,7
β 1 1 1
Dann gilt D1 ∼
z D2 und D2 ∼
z D3
aber nicht D1 ∼
z D3 Verlust der Transitivita¨t
n A¨hnlichkeit in zwei homonymen Bedeutungen:
(geometr.) A¨hnlichkeit vs. Clusterbildung
D1, D2, D3 im Cluster (um Zentrum D2 und mit ε < 0, 1).
Mathematischer Abstandsbegriff
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n Funktionalanalysis - Metrische Ra¨ume
Seien D eine Vektorraum, ρ eine Abbildung, ρ: D ×D 7→ R+ ∪ {0} mit:
i : ρ(x, y) ≥ 0 fu¨r x, y ∈ D, ρ = 0↔ x = y.
ii: ρ(x, y) = ρ(y, x), x, y ∈ D (Symmetrie)
iii: ρ(x, y) ≤ ρ(x, z) + ρ(z, y), x, y, z ∈ D (Dreiecksungleichung),
ρ(., .) heißt eine Metrik auf D
n ohne die Bedingung ρ = 0↔ x = y: Pseudometrik
n Informatik: D sei (nur) eine Menge.
n Zu einer Menge kann es mehrere, verschiedene Abstandsdefinitionen geben (→
verschiedene Ra¨ume)
n Sei B ein normierter Raum mit der Norm ‖.‖, dann ist ρ(x, y) = ‖x− y‖ eine
Metrik.
n Nicht aus Norm erzeugt: Diskrete Metrik: ρ = 0↔ x = y, ρ = 1 sonst.
Beispiele normierter Ra¨ume
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n D Menge der u¨ber einem abgeschlossenen Intervall I stetigen Funktionen f :
‖f‖ = maxx∈I(|f(x)|).
n L1, Lp: D Menge der messbaren Funktionen u¨ber einem abgeschlossenen
Intervall I mit∫
I |f |
pdx <∞, 1 ≤ p <∞, fest, ‖f‖ =
∫
I |f |
pdx, 1 ≤ p <∞.
n L∞: D Menge der messbaren Funktionen u¨ber einem abgeschlossenen Intervall
I mit
ess supx∈I(|f(x)|) <∞, ‖f‖ = ess supx∈I(|f(x)|).
Beispiele - diskreter Fall
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Folgen:
n l1, lp: D Menge der Folgen a˜ = {ai}∞i=1 mit∑∞
i=1(|ai|




n l∞: D Menge der Folgen a˜ = {ai}∞i=1 mit
maxi(|ai|) <∞, ‖a‖ = maxi(|ai|).
Endlich viele Folgenglieder: a˜ = {ai}
m
i=1




p), 1 ≤ p <∞, fest.
p = 1 fu¨hrt auf die Manhattan-Metrik,
p = 2 auf die Euklidische.
n D Menge der Folgen a˜ = {ai}mi=1 mit
‖a‖ = maxi(|ai|).
Freiwillige U¨bungsaufgabe: Skizzieren Sie fu¨r m = 2 das Aussehen des
Einheitskreises in Abha¨ngigkeit von p.
Endlich viele Folgenglieder
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n a˜ = {ai}mi=1 kann als Vektor der Dimension m gelten.
n die Manhattan-Norm, die euklidische Norm und die Maximum-Norm sind
a¨quivalent, d.h.
es gibt Konstanten c1, c2 ∈ R , mit denen eine Norm die andere nach oben und
nach unten abscha¨tzt:
c1‖.‖1 ≤ ‖.‖2 ≤ c2‖.‖1
(Beweis: Ausrechnen.)
M.a.W.: man kann ha¨ufig zu einer vorteilhafteren Norm gehen,
(beispielsweise ist die Manhattannorm vielfach einfacher zu berechnen als die
euklidische Norm).
U¨A:
Die Konstanten ha¨ngen von m ab!
Berechnen Sie die Konstanten fu¨r m = 2 und fu¨r m = 3.
Distanzfunktionen mit Gewichten
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Sei A eine positiv semidefinite m-reihige Matrix.






Anwendung: Modellierung eines Farbkreisesgleicher Helligkeit (Empfindlichkeit
des Auges ist farbabha¨ngig).
n Sonderfall:
A hat Diagonalgestalt: Euklidische Distanz mit Gewichtung der
Achsenrichtungen.
u Beispiel: A = (ai,j)m,m1=1,j=1, mit ai,j = 0 fu¨rj 6= j, ai,i = 1/i
(Unterschiede werden umso schwa¨cher bewertet, je ho¨her der Index)
u Wa¨hlt man fu¨r A die Einheitsmatrix, erha¨lt man die euklidische Distanz.(
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Triviales Beispiel fu¨r Abstandsfunktion:
Betrag: seien a, b zwei reelle Zahlen, euklidischer Abstand:
ρ(a, b) = ‖a− b‖ = ((a− b)2)1/2 = |a− b|
( Metrik durch Norm erzeugt, beachten Sie (a2)1/2 = |a|, a ∈ R.
Nachweis der Eigenschaften einer Metrik : freiwillige U¨A.
Beispiele fu¨r Abstandsmaße
D.Sosna: Bio-DB, WS07/08 Kapitel 4 – 13 / 29
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Hausdorffdistanz
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n Warnung vor der scheinbaren Triviallo¨sung.
n Abstand zweier kompakter Mengen A,B eines metrischen Raumes R, Metrik
d(., .) kompakte M. im metr.Raum: Grenzwert jeder konverg. Folge geho¨rt zur
Menge.
u gerichteter Abstand:
d1H(A,B) = max(supa∈A infb∈B d(a, b)
u Hausdorff-Distanz:
dH(A,B) = max(supa∈A infb∈B d(a, b), supb∈B infa∈A d(a, b))
u Verbal:
Zwei Mengen haben eine HD von ho¨chstens r voneinander, g.d.w. jeder
Punkt einer Menge ist innerhalb eines Abstandes r von einem Punkt der
anderen.
S.auch unten: A¨hnlichkeit nach Inhalt.
Beachten Sie: Gleichheit von Mengen ist durch gleichen Inhalt definiert:
A = B g.d.w. A ⊆ B ∧ B ⊆ A.
Zeichenketten
D.Sosna: Bio-DB, WS07/08 Kapitel 4 – 16 / 29
Zeichenketten
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n Zeichenkette:= Liste von Elementen (Buchstaben) aus einer Grundmenge
(Alphabet).
Ggf. auch als Array ansprechbar oder als spezielle Vektoren
n Abstanddefinitionen:
Typ 1: spezielle fu¨r Zeichenketten und
Typ 2: allgemeine fu¨r Vektoren.
Typ 3: aus den Zeichenketten neue Objekte ableiten, fu¨r diese neue
Abstanddefinitionen geben und diese als Abstand der Zeichenketten definieren.
Hamming-Distanz
D.Sosna: Bio-DB, WS07/08 Kapitel 4 – 18 / 29
Richard W. Hamming. Error Detecting and Error Correcting Codes,
Bell System Technical Journal 26(2):147-160, 1950.
n Gegeben:
Alphabet A, 2 Zeichenketten a = {ai}
n
i=1, b = {bi}
n





dH ist eine Metrik auf der Menge der Zeichenketten der La¨nge n.
n Beispiel:
A = {0, 1} , Zeichenkette: Bina¨rzahlen der La¨nge n
dH(a, b) = Anzahl der 1-Zeichen in a xor b.
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n Mo¨gliche Anwendung : Fehlerkorrektur
Voraussetzung: es gibt eine Menge der korrekten Zeichenketten K
Falls Zeichenkette a /∈ K suche in K nach Zeichenkette mit dem kleistem
Abstand zu a und ersetze damit a.
n Probleme:
Eindeutigkeit der Lo¨sung des Minimalproblems evt. nicht gegeben,
die gefundene Lo¨sung muß nicht korrekt sein, insbesondere bei mehrfachen
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n Auch: edit-distance




insert(x, c, l): fu¨gt in Zeichenkette x das Zeichen c an der Position l ein.
Gewicht gi.
delete((x, l): lo¨scht in Zeichenkette x das Zeichen an der Position l. Gewicht
gd.
replace(xl, c, l): ersetzt in Zeichenkette x das Zeichen an der Position l durch
c. Gewicht gr.
Gesucht: eine Folge von Grundoperationen minimalen Gesamtgewichts d ( =
Summe der Gewichte), die x in y u¨berfu¨hrt.
Das Gesamtgewicht einer Minimalfolge ist die Levenstein-Distanz von x
und y.
Levenstein-Distanz (Verallgemeinerungen)
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n Gu¨ltigkeit einer Dreiecksungleichung fu¨r Gewichte fu¨r Operationen an einer
Position - jede Position nur einmal bearbeitet.
n Die Gewichte ko¨nnen abha¨ngen vom Zeichen (sowohl dem zu ersetzenden und
dem ersetzenden) (unsymmertr. Metriken, symmetrisierbar)
n Verallgemeinerung auf Baumstrukturen
Levenstein-Distanz (Berechnung)
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n Idee: Berechnung der Distanz aller mo¨glichen Pra¨fix-Paare der zwei
Zeichenketten x, Y .
n x = ua, y = vb.
g(ua, vb) = min


gd(x, .) + g(u, vb) − Loeschen von a
gi(., b, .) + g((ua, v) − Einfuegen von b
gr(a, b, .) + g(u, v) − Ersetzen a durch b
Levenstein-Distanz fu¨r Baumstrukturen
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n Definition: Ein Baum besteht aus einem Knoten und einer daran angeha¨ngten,
geordneten Folge disjunkter Ba¨ume. Eine solche Folge heißt Wald.
n Grundoperationen: (jeweils mit Kosten zu versehen)
Ersetzen eines Knotens (a¨ndert Baumstruktur nicht)
Einfu¨gen eines Knotens (verschiebt den neuen Wald)
Lo¨schen eines Knotens (verschiebt den Wald).
n Gegeben zwei Wa¨lder F ,G. Sei X die Menge aller Folgen von
Grundoperationen, deren Hintereinanderausfu¨hrung F in G u¨berfu¨hrt. Die
Editier-Distanz d(F ,G) ist das kleinste Gesamtgewicht eines Elenents aus X
n Algorithmen: Tai - 1979: O(n6), Zhang-Shasha - 1989:O(n4), Klein - 1998:
O(n3 log n).
Forschungsgegenstand. (2004, 2005, ...)
Vektoren
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A¨hnlichkeit von Vektoren
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n vgl.: Math. Abstandsbegriff - normierte Ra¨ume sind Vektorra¨ume.
n Hilbertra¨ume R: Skalarprodukt (., .) (vertra¨glich mit Norm)
n d(x, y) = 1− |(x,y)|‖x‖×‖y‖ fu¨r x, y ∈ R.
Anschaulich im R2: d(x, y) = 1− | cos(x, y)|
d.h. Abstand gering - fast gleiche Richtung.
Verallgemeinerung: ohne Betrag
n A¨hnlichkeit nach Tanimoto
d(x, y) = 1− (x,y)
‖x‖2+‖y‖2−(x,y)
fu¨r x, y ∈ R.
Vergleiche von Moleku¨lstrukturen in Bio-DB und Chemie-DB: Fingerprint -
Bitkette
Fu¨hrt zu anderem A¨hnlichkeitsbegriff - U¨bergang zu inhaltsbezogener
A¨hnlichkeit.
Abstand von Bildern
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A¨hnlichkeit von Bildern
D.Sosna: Bio-DB, WS07/08 Kapitel 4 – 27 / 29
n Formale Daten: Gro¨ße, Kodierung, Exif-Daten (Photo)
Farbwerte an ausgewa¨hlten Koordinaten (Gen-array).
n Inhaltsbezogene Verschlagwortung (teuer)
n Ermittlung typischer Werte hinsichtlich Farben (Sonnenuntergang, ...),
Farbverteilungen, ...
n Niedere Koeffizieten der Fourier-Transformierten
(JPEG, MP§ bei Ton)
A¨hnlichkeit von Bildern (2)
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Charles E. Jacobs: Fast Multiresolution Image Querying. Proc. SIGGRAPH 1995.
n aus Inhalt charakteristische Daten errechnet:
Farbmodell YIQ, Wavelettransformation (Haar Wavelets)
n Idee d.Metrik: gewichtete L1-Norm von bearbeiteten WL-Koeffizienten der
Bilder Q,T fu¨r jeden Kanal des Farbmodells:
‖Q,T‖ = w0,0|Q(0, 0)− T (0, 0)|+
∑
i,j wi,j |Q˜(i, j)− T˜ (i, j)|
n Praktische Metrik noch vereinfacht (Symmetrieverlust)- ist dann im math Sinn
keine Metrik.
n u.a. Vergleiche zwischen Kinderzeichnungen und Photographien mo¨glich.
A¨hnlichkeit von Bildern (2)
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n Wichtiger Aspekt bei Datenintegration:
Test auf Gleichheit bzw. A¨hnlichkeit.
n Der mathematische A¨hnlichkeitsbegriff (A¨quivalenzbegriff) ist nur in wenigen
Beispielen vertreten.
n A¨hnlichkeit bei geringem Abstand
Komplexe Objekte
D.Sosna: Bio-DB, WS07/08 Kapitel 5 – 4 / 37
Definition: Komplexes Objekt g.d.w. in Konstruktionsvorschrift der Klasse wird
eine der folgenden Aggregationen List, Array, Set, Bag, Tupel benutzt.
n A¨hnlichkeit durch Abstandberechnungen
n A¨hnlichkeit von Mengen, Arrays (Vektoren), Zeichenketten.
Individuelle, semantisch bedingte A¨hnlichkeitsdefinition
deshalb mehrere Lo¨sungen mo¨glich. Realisierungen durch Strukturvergleiche,
Inhaltsvergleiche, Mischformen.
Inhaltsbasierte A¨hnlichkeit
D.Sosna: Bio-DB, WS07/08 Kapitel 5 – 5 / 37
Inhaltsbasierte A¨hnlichkeit
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n Idee: Zwei (Objekt-) Klassen sind gleich g.d.h. sich die Instanzen der einen
Klasse eineindeutig auf die Instanzen der anderen Klasse abbilden lassen.
n Theoretisch evt. abza¨hlbar viele Instanzen - praktisch nur endl. viele, selten
vollsta¨ndig, d.h. eineindeutige Abbildung nur an einzelnen Zustanden
verifizierbar - keine absolute Sicherheit.
n Probleme (bei Automatisierung):
Massendatenverarbeitung
Fehlende Metainformationen (z.B. u¨ber Struktur, Semantik)
Beispiel: Literatur({Autor}, T itel, V erlag)
Literatur(V erlag, {{Autor}, T itel})
Literatur(Autor, {Titel, V erlag})
Mehrere Varianten der interen Struktur von Autor und Verlag.
Beispiel: Autor( < Text > )
Autor(Name (m. Zusa¨tzen), {V ornamen}
Autor(Name,Zusatz, {(V orname|Initiale)})
Zusa¨tze: von, de, ...; aber franz.: DeFries.
Einfache Objekte
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Definition: Komplexes Objekt g.d.w. in Konstruktionsvorschrift der Klasse wird
eine der folgenden Aggregationen List, Array, Set, Bag, Tupel benutzt.
n A¨hnlichkeit komplexer Objekte ⇒ Schemaintegration.
Zuna¨chst A¨hnlichkeit einfacher (nicht komplexer) Objekte.
n Grundannahme: Zu einer Klasse gibt es eine Menge von Instanzen.
Zustand einer Instanz = Wertebelegung.
a) Aus der Menge der Werte einer Instanz einer Klasse werden Parameter
berechnet und mit theoretischen Werten verglichen → Zugeho¨rigkeit.
b) Aus zwei Mengen von Werten von Instanzen werden Parameter berechnet
und miteinander verglichen → Zusammengeho¨rigkeit.
n Grundproblem: Der aktuelle Zustand einer Instanzmenge ist i.a. nur ein
mo¨glicher Zustand. Deshalb haben alle Aussagen, die nicht auf allen mo¨glichen
Zusta¨nden basieren, das nicht zu vernachla¨ssigende Risiko, falsch zu sein.
Reduzierung: verschiedene U¨berpru¨fungen.
Statistische Verfahren
D.Sosna: Bio-DB, WS07/08 Kapitel 5 – 8 / 37
Statistische Tests - Beispiele
D.Sosna: Bio-DB, WS07/08 Kapitel 5 – 9 / 37
n Parametertests
n Parameterfreie oder nichtparametrische Tests:
χ2-Test: Test, ob Stichprobe einer (zuvor angenommenen) W-Verteilung F
folgt.
Kolmogorow-Smirnow-Test: Test auf U¨bereinstimmung zweier
Wahrscheinlichkeitsverteilungen oder
Test, ob Stichprobe einer (zuvor angenommenen) W-Verteilung folgt.
nichtparametrischer Test, sehr stabil, fu¨r stetige, diskrete, rangskalierte
Merkmale
sehr flexibel nutzbar ⇒ evt. nicht sehr scharf.
Regressionsanalyse
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n Zwischen Attributen einer Instanz bestehe funktionaler Zusammenhang. Fu¨r
die Daten jeder Menge von Instanzen werden Parameter bestimmt. Stimmen
die Parameter fu¨r verschiedene Datenmengen u¨berein, ist das ein Hinweis auf
gleiche bzw. gleichartige Objekte.
n Aus endlich vielen Werten kann die Funktion nicht absolut sicher bestimmt
werden.
⇒ bei ungu¨nstiger Datenlage falsch positive Ergebnisse.
Beispiel: Gegeben eine Menge von Paaren (x,y), 45 < x < 55 von Meßwerten,
fu¨r die theoretisch gilt y=1/x. Durch Regressionsanalyse lasst sich eine
Anpassung an y=-ax+b, a,b reell oder auch an y= a/log(x)+b, a,b reell
bestimmen (jeweils mit geringen Fehlerquadrat).
Clusteranalyse
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n Datenmenge wird Clusteranalyse unterworfen. Fu¨r je des Cluster werden
charakteristische Werte (z.B. Clusterzentren) bestimmt. Zwei Datenmengen
sind a¨hnlich, wenn sie die gleichen (a¨hnliche) Cluster bilden, d.h. wenn sie
a¨hnliche charakteristische Werte - z.B. die Vektoren der Clusterzentren- der
haben.
n weitere Abstandsmaße: s.u.
Clusterverfahren
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Gruppierung von Objekten
Abbruchkriterien: z.B. Zahl der Cluster, Mindestabst. der Cluster, ...
n anha¨ufend:
1. Anfangs jedes Ojekt eineigenes Cluster.
2. Schrittweise Zusammenfassung a¨hnlicher Objekte bzw. Cluster zu einem
neuen Cluster.
3. Abbruchkriterum erfu¨llt → fertig, sonst weiter bei (2).
n teilend:
1. Anfangs alle Ojekte in einem Cluster.
2. Teilung der Cluster /eines Cl., so dass Abstand der Teile mo¨glichst groß.
3. Abbruchkriterum erfu¨llt → fertig, sonst weiter bei (2).
n Wahl des Abbruchkriteriums und des Schrittes (2)→ verschiedene Verfahren.
Clusterverfahren (Auswahl)
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Partitionierend:
n k-means-Algorithmus (theoret. Schwa¨chen, billig und gut)
n EM-Algorithmus
n Spektral Clusterung (Bildverarbeitung, WEB-Suche)
n Parallele Mehrfachclusterung
n ...
Graphentheoret. Methoden: ... Fuzzy-Clusterung
Clusterverfahren (k-mean)
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k Zahl der Cluster - vorgegeben.
1. (Initialisierung) Auswahl von k initialen Clusterzentren
2. Jedes Objekt wird dem ihm na¨chsten Zentrum zugeordnet.
Neuberechnung der Clusterzentren.
3. Ist jetzt ein Objekt falsch eingeordnet → (2).
Spektral Clusterung - Skizze
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Literatur:Tutorial given at ICML 2004: Spectral Clustering.
URL: http://crd.lbl.gov/ cding/Spectral/
n Initialzustand: Alle Objekte in einem Cluster.
A¨hnlichkeit der Objekte i, j: {wi,j} Adjazenzmatrix der A¨.
Schnitt S teilt Objekte in zwei Cluster A,B..
Schnittgewicht GS = gewichtete Kantensumme d. durchtrennten Kanten.
Gesucht: Schnitt mit minimalem Gewicht: fu¨hrt auf Eigenwertproblem fu¨r pos.
semidef. Operator. Zweitkleinster Eigenwert ist die Lo¨sung unserer Aufgabe,
dazu Eigenvektor q2.
Mengentrennung: A = {i : q2(i) < 0}, B = {i : q2(i) > 0},
n Da Lo¨sung unabha¨ngig von add. Konstante im Gewicht: Sortiere Objekte nach
q2(i) und trenne in der Mitte.
n Wiederhole mit A bzw. B, wenn Abbruchkriterium nicht erfu¨llt oder teile
weiter mit ho¨heren EW.
Auswertung statist. Untersuchungen
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Ergebnis der stat. Untersuchungen sind neue Objekte
Urspru¨ngliche Objekte einander a¨hnlich ⇔ entsprechende neue Objekte einander
a¨hnlich.
n Regression: Koeffizienten der Regressionsgraden.
Wann sind zwei Geraden a¨hnlich? ... zwei Vektoren?
n Clusteranalyse: Menge von Mengen, die um Zentroide liegen.
Viele Ansa¨tze:
A¨hnlichkeit von Mengen,
A¨hnlichkeit der Vektoren der Zentroide
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Abstandsmessungen im Inhalt
D.Sosna: Bio-DB, WS07/08 Kapitel 5 – 18 / 37
Gegeben zwei Mengen A = {a},B = {b} in einem metrischen Raum mit der
Metrik d(a, b) .
Abstand der Mengen dM (A,B) =
1. mina∈A,b∈B(a, b) Minimaler Abstand zweier Elemente.










Durchschn. Abst. aller Paare aus Vereinigungsm.
5. d(a¯, b¯) Abst. der Mittelwerte d. Cluster (Centroid-Abst.)
6. d(a¯,b¯)
1/card(A)+1/card(B)
Zunahme der Varianz beim Vereinigen von
A und B (Ward’sche Methode).
Achtung: evt. Verlust der Dreiecksungleichung.
A¨hnlichkeit von Mengen nach dem Inhalt (1)
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Gegeben zwei Mengen A = {ai},B = {bj}.
A¨hnlichkeitsmaße:
n Base: sBase(A,B) =
{
1 : A ∩ B 6= ∅
0 : sonst








Es gilt: sMax(A,B) ≤ sDice(A,B) ≤ sMin(A,B) ≤ sBase(A,B)
Definition: Zwei Mengen heißen a¨hnlich nach dem Maß µ ∈ {Base,Dice,Min, ...}
mit dem Schwellwert s0 g.d.w sµ > s0.
Kommentare
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n Dice vernachla¨ssigt gemeinsames Nichtenthaltensein → Faktor 2.
n Auch andere A¨hnlichkeitsmaße fu¨r Bitvektoren u¨bertragbar.
n In a¨hnlicher Weise auch Qualita¨t einer Teilmengenbeziehungen u¨ber den Inhalt
definierbar:




s = 1 ... alle Elemente von A auch in B.
s = 0 ... Elemente von A mehrheitlich nicht in B.
A¨hnlichkeit von Mengen nach dem Inhalt (2)
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Nachweis durch Clusterverfahren
Gegeben zwei Mengen A = {ai},B = {bj}
n Beide Mengen werden demselben Clusterverfahren unterworfen.
n Zwei Mengen sind hinsichtlich der Clusterbildung a¨hnlich, wenn es eine
”
wechselseitige Zuordung“der Cluster gibt, bei der
die einander zugeordneten Cluster nach einem geeigneten Maß a¨hnlich sind.
zum Beispiel:
die gewichtete Summe der Absta¨nde der Clustercentroide eine vorgegebene
Gro¨ße nicht u¨berschreited und
die die relativen Ha¨ufigkeiten in den einander zugeordneten Clustern a¨hnlich
sind.
n A¨hnlichkeit der Mengen damit abgebildet auf die A¨hnlichkeit des Vektors / der
Menge der Cluster.
Vergleiche in Ontologien
D.Sosna: Bio-DB, WS07/08 Kapitel 5 – 22 / 37
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n In praxi mit anderen Verfahren kombinieren: Editierdistanz, ...
U¨bergang zu Schemaintegration (s. folgendes Kapitel).
Inhaltsvergleiche anderer Strukturen
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A¨hnlichkeit von BIT-Vektoren
D.Sosna: Bio-DB, WS07/08 Kapitel 5 – 24 / 37
n Chemie, Biochemie: es existiert eine Liste von n Bestandteilen.
Molekul=(t1, t2, ..., tn). Tj gibt an, ob das j-te Element der Liste im Moleku¨l
vorkommt (1) oder nicht (0)
n Jaccard-Koeffizient / Tanimoto-Index:
s, t zwei Bit-Vektoren der La¨nge n.
Tanimoto-Index:







A¨hnlichkeit = 1 - T .
n Gemeinsames Fehlen wird ignoriert.
A¨hnlichkeit von BIT-Vektoren II
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n s, t, n wie eben,
a Anzahl U¨bereinstimmungen und gleich 1,
b Anzahl Nichtu¨berieinst. und aj = 1,
c Anzahl Nichtu¨berieinst. und bj = 1,
d Anzahl U¨bereinstimmungen und gleich 0.
n Auswahl:
Kovarianze a/n− ((a+ b)/n× (a+ c)/n)
Jaccard a/(a+ b+ c) Neg. U¨berinst. ignor.
Dice 2a/(2a+ b+ c) Neg. U¨. ign., pos. U¨. dopp.
Russel-Rao a/(a+ b+ c+ d)
Sokal-Sneath a/(a+ 2(b+ c)
Normal (a+ d)/(a+ b+ c+ d)
...
Zeichenketten
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N-Gramme
D.Sosna: Bio-DB, WS07/08 Kapitel 5 – 27 / 37
Gegeben: Zeichenketten a, b, ... u¨ber einem Alphabet A
n Ein N-Gramm x ist eine Zeichenkette u¨ber A, die aus N Zeichen besteht. a
entha¨lt x, g.d.w. x Teilzeichenkette von a ist.
In praxi: Bi- und Trigramme.
n Idee: Gleiche Zeichenketten = gleiche N-Gramme.
Zwei Zeichenketten sind a¨hnlich, wenn sie viele gemeinsame N-Gramme haben:
s = 2c/(n+m) c Zahl der gemeinsamen Trigramme t (mit Wiederholung)
m,n La¨ngen der Zeichenketten
n Alternativ: Virtuell zwei Leerzeichen am Anfang und Ende: bessere Bewertung
dieser Stellen.
s = 2c/((n+ 2) + (m+ 2)) c Zahl der gemeinsamen Trigramme
m,n La¨ngen der Zeichenketten
n Metrik vom Typ 3: Mengen von N-Grammen ⇒ A¨hnlichkeit von Zeichenketten.
Allg. Betrachtung: spa¨ter.
N-Gramme (2)
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n Kritisch:
Festlegung der A¨hnlichkeitsschwelle problemabha¨ngig.
In Berechnung gehen die La¨ngen n,m ein.
n Anwendungen:
Wichtiges Hilfsmittel zur Zeichenketteanalyse
u A¨hnlichkeit (s.o)
u Anzahl der Bi- und Trigramme u¨ber einem Alphabet bekannt:
card(A)2,card(A)3.
Ha¨ufigkeitsverteilungen fu¨r Sprache oder Fachsprachen charakteristisch.
⇒ Erkennung der Sprache eines Textes
⇒ Zuordnung eines Textes zu Fachgebiet (zusammen mit Wortanalyse)
⇒ Bestandteil der Kryptoanalyse.
N-Gramme (3)
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Reinhard Rapp: Die Berechnung von Assoziationen: ein korpuslinguistischer
Ansatz. Hildesheim; Zu¨rich; New York: Olms, 1996. ISBN: 3-487-10252-8 (Diss.)
n Trigramma¨hnlichkeit intuitiv gut.
n Einfache Buchstabendreher → unterbewertete A¨hnlichkeit
n Bei gleicher (Trigramm-) A¨hnlichkeit sollen mehrerer Worte zu einem Muster
sollen ha¨ufigere Worte besser bewertet werden.





c : Anz. gemeins. Trigr.
n,m: La¨ngen der Zeichenk.
h : Korpusha¨ufigkeit des betrachteten Wortes.
Bewertung: N-Gramme stehen an der Grenze zwischen formalen Merkmalen und
inhaltsbezogenen Vergleichen
N-Gramme (4)
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Andere A¨hnlichkeitsmaße fu¨r Trigramme
Gegeben: Zeichenketten a, b u¨ber einem Alphabet A






n Beziehung zum Jaccard-Maß: Ohne Beachtung der Anzahl: Auftretenen von t
ist 1, Nichtauftreten 0.
n Baldwin; Tanaka (2000):
Ersetzt man
∑
t(max(ca(t), cb(t))) durch das arithm. Mittel der La¨ngen von
a, b, geht a in S u¨ber (s.o.).
TFIDF-Maß
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n n-Gramme: meist n klein, n-Gramme nicht robust gegen Wortumstellung
(Dieter Sosna vs. Sosna, Dieter)
n Zerlegung der Sa¨tze in Token (Worte) , dann z.B. Jaccard-Maß fu¨r Token
n Maß: Term-Frequenz/inverse-Dokument-Frequenz TFIDF:
u Token t in String S erha¨lt Gewicht w(t, S):
w(t, S) := log(t× f(t, S) + 1)× log(N/f(t,D) + 1)
f(t, S) Ha¨ufigkeit von t in S,
f(t,D) Ha¨ufigkeit von t in allen S: D = ∪S.
N Gesamtzahl aller Token.
u Skalarprodukt der beiden Gewichtsvektoren:
T die Vektor aller Token
simTFIDF (S1, S2) =
∑
t∈T (w(t, S1)× w(t, S2))/‖w(S1‖‖w(S2‖
Alternativen
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n Siehe auch einfu¨hrendes Beispiel: A¨hnliche Dreiecke
Winkel in Menge: Spiegelung erha¨lt A¨hnlichkeit,
Winkel in Liste: Spiegelung erha¨lt A¨hnlichkeit nicht.
n Es ist grundsa¨tzlich mo¨glich, ein- und dasselbe Objekt unter unterschiedlichen
Gesichtspunkten zu sehen, entsprechend vera¨ndern sich die Eigenschaften:
z.B Zeichenketten (auf Wortbasis)
als Bitvektor (Alphabet, Auftreten J/N oder Anzahl)
Zeichenkette - n-Gramme - Bitvektor oder Menge.
n Zeichenkette (Dokumentbasis): kookurente Worte (Bitvektortechnik), ...
U¨bergang zu Textmining.
Sprachen
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n In Bio-DB ha¨ufig Freitextfelder - (derzeit) Englisch die internationale
Kommunikationssprache der Wissenschaft.




U¨bersetzungsprobleme (die falschen Freunde)
n Mittel der Sprachverarbeitung zwar komplexer, ha¨ufig bessere Resultate als
simple A¨hnlichkeitsmaße ( = komplexe A¨hnlichkeitsmaße), setzt jedoch
sprachliche Konstrukte (Sa¨tze, Artikel) voraus.
n mehrsprachige Ontologien, Taxonomien wu¨nschenswert.
Sprachprobleme
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Zuordnung von Zeichenketten u¨ber Sprachgrenzen (natu¨rl. Sprachen, Fachsprachen) - M:N.
Metawissen (Gebiet) - Ontologie d. Begriffe (Gleichheit = gl. Position in d. O.)
n (h) anaq¸rhsh: Abfahrt(Bahn, Schiff), Abflug (Flugzeug); 1:N
n Kontext wechseld: M:N
grio : (9 U¨bers.) blind (Haß, Wut), rauh (Berge, Wetter),streng (Blick)
strbo : blind (nicht sehend), Syn. tuflì
strbo : blind (vo¨llig ungebildet)
lajrao : blind (Passagier )
n Kontext Verwandschaft
(o) gamprì : Bra¨utigam
(o) gamprì : Schwager (Mann der Schwester)
(o) kounido : Schwager ( Bruder d. Ehefrau / d. Ehemanns)
Kontext erweist sich als zu grob!
n Kontext in Fachsprachen:
Worte Kontext
Quark : Speise; Elementarteilchentheorie
charmant, Quark : Elementarteilchentheorie
Farbe, Quark : Speise; Elementarteilchentheorie
String : Informatik, Kosmologie
Kontextbestimmung durch Kookurenzen.
Sprachprobleme (2)
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n Hohe formale A¨hnlichkeit: Wein, Bein
n Kurze Pra¨fixe oder Suffixe ko¨nen Semantik a¨ndern.
Formale A¨hnlichkeitsmaße sind hoch:
periodisch aperiodisch
organisch anorganisch
n Negierende Vorsilbe a-, an- (a.d.Gr.), Bsp.: Atom - tomo,
Aber: Vorsilbe an- von anw-, panw (ano-, pano-) = oben
Gegenteil: katw (kato) = unten: Anion vs. Kation, Anode vs. Kat(h)ode.
n Vorsilbe syn- (Synthese) mutiert zu sym-, syl-, sy- :
Sympathie (Symbiose, symmetrisch), Syl-labus [Zusammenfassung], Sy-zygie
[Konjunktion u. Opposition von Mond u. Sonne], Sy-stem, Sy-stole
[Zusammenziehen]
n Die falschen Freunde des U¨bersetzers:
Ho¨he formale A¨hnlichkeit - unterschiedliche Semantik.
pajìlogo (pathologos) ? Pathologe
↑ Allgemeinmediziner 6= ↑ Spez. f.Gewebevera¨nderung
Maschinelles Lernen
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Konzept, beliebige komplexe Objekte auf A¨hnlichkeit zu untersuchen.
Speziell u¨berwachtes Lernen:
Bewertungsfunktion: x ∈ X , y ∈ Y : (x, y) 7→ {w|f} , w g.d.w. x a¨hnlich y.
Lernphase: Eingabe von Paaren mit bekanntem Wahheitswert.
Noch nicht in der Praxis. Diplomarbeit ?
Zusammenfassung
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n Inhaltsbasierte A¨hnlichkeit erga¨nzt abstandsbasierte
n Ziel: aus formalen Merkmalen semantische A¨hnlichkeit erkennen.
n Semantik bestimmt meist nicht die formale Darstellung eindeutig
und Gleiches gilt umgekehrt
⇔ Verfahren nicht eindeutig, zu jedem Verfahren gibt es schlechte Beispiele.
n Zu komplexen Grundtypen Menge, Vektor / Liste sowie fu¨r Zeichenketten
verschiedene Mo¨glichkeiten des inhaltlichen Vergleichs.
⇒ Auswahl des Verfahrens.
n Vergleich von Konzepten auf Grund eines konkreten Zustands stets unsicher,
d.h. auch bei hoher formaler A¨hnlichkeit der Zusta¨nde ko¨nnen die Konzepte
unterschiedlich sein.
⇒ Anwendung mehrerer Verfahren und Kombination der Ergebnisse.













Einige Folien, Graphiken wurden von Herrn A. Thor zur Verfu¨gung gestellt.
Danke.
Allgemeines
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Zwischenstand und Ziel
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n Bisher Integration von Instanzen: Gegeben eine Instanz in Quelle A, welche
Eintra¨ge aus Quelle B geho¨ren semantisch dazu?
Lo¨sung durch Vergleich charakterischer Werte (in der Art der
Schlu¨sselkandidaten).
Gleichheit - A¨hnlichkeit.
A (bzw. B). Komplexe Datentypen: A¨hnlichkeit bei weitgehend
u¨bereinstimmendem Inhalt.
n Neuer Ansatz: In der Sprache der OO: Vergleich der Konzepte. Welche
Konzepte in Datenquelle A entsprechen semantisch welchen Konzepten in
Quelle B?
Konzepte in rel. DB durch Tabellen, in ... beschrieben.
Also: Welche Bestandteile / welche Daten aus DB 1 entspricht welchem Teil
von BD 2?
n Vorgehensweisen: top down - bottom up als erster Ansatz;
Kombinierte und andere Ansa¨tze evt. besser.
Literatur
D.Sosna: Bio-DB, WS07/08 Kapitel 6 – 5 / 54
Leser, Ulf und Naumann, Felix: Informationsintegration.
Architekturen und Methoden zur Integration verteilter und Heterogener
Datenquellen.
dpunkt.verlag, Heidelberg, 2007.ISBN (978-) 3-89864-400-6.
Begriff: Metadaten
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n Daten: durch Zusta¨nde eines physikalischen Mediums dargestellte Information.
n Metainformationen: Beschreibung der Informationen, meist oder zum Teil in
einer (externen) Metasprache.
n Bespiele an Hand des E/R-Modells:
Attribut (kleinste strukturelle Einheit des Modells): Name, Wertevorrat,
Kontext, Semantik.
Dabei:
Wertevorrat: Wertevorrat im eng. Sinn, Integrita¨tsbed. auf Attributebene.
Kontext: zu welcher gro¨ßeren Struktur (E oder R) geho¨rig.
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n Metainformationen werden beim U¨bergang zur Implementierung im DBS
unvollsta¨ndig u¨bernommen.
Es fehlen:
Erkla¨rungen der Semantik, gleiche Semantik von Attributen kann in
Ausnahmefa¨llen z.B. durch Fremdschlu¨sseleigenschaft auch im DBS erkannt
werden.
Wertevorrat (natu¨rlicher W.; nach Abb. auf vordefinierte Datentypen verloren)
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n Vorgelegt zwei Schemata A,B.
Gesucht ein Schema C und Transformationen tA, tB (Schemakonstruktion)
dA, dB (Datentransformationen) mit folgenden Eigenschaften:
u Vollsta¨ndigkeit (s. na¨chste Folie)
u Minimalita¨t
u Korrektheit
n Definition: Schemaintegration bezeichnet den Prozeß des Findens von C und
tA, tB, dA, dB .
Wir za¨hlen zur Schemaintegration auch die Anwendung der Transformationen
dA, dB, mit denen die Daten aus A,B in C u¨berfu¨hrt werden.
n Komponenten der Schemaintegration:
Schemamatching (Finden semantisch gleicher Konzepte in A und B bzw. in A
und C bzw. in B und C und der Abbildungen tA, tB.
Schemamapping (Finden der Abbildungen dA, dB.); Datentransformation.
Begriff: Vollsta¨ndigkeit, ...
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n Vollsta¨ndigkeit:
Das Anwendungsgebiet von C umfasst die Anwendungsgebiete der Schemata A
und B.
Alle Beziehungen zwischen Konzepten in A bzw. B, ko¨nnen in C verlustfrei
dargestellt werden. Alle Daten aus A bzw. B ko¨nnen in C dargestellt werden.
n Minimalita¨t:
Aus C kann kein Konzept entfernt werden ohne dass die Vollsta¨ndigkeit
verletzt wird. (Das bedeutet insbesondere, dass in A und B semantisch gleiche
Konzepte in C nur einmal auftreten.)
n Korrektheit:
Zu jedem Konzept der Schemata A und B existiert ein semantisch gleiches
Konzept in C.
Die Beziehungen zwischen Konzepten in C, eingeschra¨nkt auf die Daten, die
durch Tranformation aus A (bzw. B) entstanden sind, ist semantisch gleich der
Beziehung zwischen den Konzepten in A (bzw. B).
Bemerkungen
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n Aus Vollsta¨ndigkeit abgeleitet: Ma¨chtigkeit des Zielmodells
→ ? operationale Vollsta¨ndigkeit — XML-Schema.
n Widerspruch zwischen Automatisierung und Qualita¨tsanforderung.
Ziel: Integration großer Schemata (103 Konzepte) erfordert berechnete
Integration;
Erkennung der Semantik aus syntaktischen und strukturellen Merkmalen nur
partiell automatisierbar.
n deshalb Versta¨ndlichkeit der Ergebnisse:
Mensch muß die Ergebnisse nachvollziehen, bewerten und korrigieren ko¨nnen.
Dokumentation der Entsprechungen (welche, wie gewonnen, ...), der
Transformationen, ...
deshalb
Integrationsalgorithmen mu¨ssen lernend sein bzw. korrigierbar sein,
die Ergebnisse von Auswertungen in weitere Integrationsschritte einbeziehen.
Bemerkungen (2)
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n Integration ist gerichtet,
d.h. die Abbildungen mu¨ssen nicht (per se) invertierbar sein,
Beispiel: OUTER-JOIN-Invertierung:
A(a, b) = {(−, 1)}, F (c, d) = {(1, 2), (4, 5)}
(A OUTER − JOINb=c F )(a, b, d) = {(−, 1, 2), (−, 4, 5)}
Berechne aus A OUTER − JOINb=c F wieder A !
Konstruktion der Umkehrabbildung ist neue Aufgabe (Unterschied zu
Schemaevolution)
Integrationsschritte
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n Integrationsvorbereitung: Auswahl der Schemata, bzw. von Teilen davon,
Festlegung von Reihenfolgen, anzuwendende Verfahren.
IV wesentlich fu¨r Erfolg, da durch Arbeit des Menschen Semantik eingebracht
wird.
n Schemavergleich: Ermittlung von Korrespondenzen: semantisch gleiche
Elemente, Teilmengenbeziehungen,
Erkennung von Heterogenita¨ten zwischen den Schemata: Namenskonflikte der
Konzepte (Synonyme, Homonyme), Strukturelle Konflikte
(Schlu¨sselalternativen, Normalformenunterschiede bei rel DB, Position in
Ontologie ( Buch (Autor (Name,Vorname), Titel, ...) vs.
Autor(Name, Vorname, {Buch})).
n Schemakonstruktion: Ableitung des neuen Schema durch Vergleich der
Korrespondenzen mit den alten Schemata.
Konstruktion der Abbildungen von den Konzepten jedes alten Schema in des
neue Schema.
Konstruktion von Datenabbildungen (SQL-Befehle oder a¨quivalent).
Korrespondenzbasierte Integration
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Lit.: Conrad: Fo¨d. DBS. Springer 1997.
Regeln zur U¨bernahme in das integrierte Schema
n U¨berhahme: Kategorie ohne Korrespondenz (mit Daten)
n Korespondierende Kategorien: U¨bernahme, Daten mit OUTER-JOIN.
n Gleiche (in beiden Ausgangsschemata) direkte Beziehungen u¨bernehmen,
Daten-JOIN.
n Beziehungen ohne Korrespondenz: U¨bernahme
Problem: Kategorien meist nicht identisch, sondern u¨berlappend → Zersplitterung.
s
GIM-Modell
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Schmitt, Ingo: Schemaintegration fu¨r d. Entwurf Fo¨d.DB. Diss. 1998
GIM (Gener. Integrationsmodell) - Matrix und Schemaableitung
n Spalten: Minimale Zerlegung aller Objekte (aus Ausgangsschemata) in
disjunkte Klassen: A \ B,A ∩ B,B \ A
n Zeilen: Attribute - homogenisiert
n Felder: Wahrheitswerte: w = Attribut ist fu¨r Kategorie relevant.
Schemaableitung:
Umordnung der Matrix, so das große recheckige Bereichen mit w-Werten entstehen
(dabei sind U¨berlappungen zugelassen.
Breite Rechtecke = Oberklassen, hohe Schmale = Unterklassen
Kritik:
1)Semantische Hauptarbeit: Homogenisierung der Attribute, außerhalb des
Modells.
2)Klassenbildung formal, Semantik der Klassen ? K. modelliert evt. keine realen
Objekte.
Datentransformation
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n Zeitpunkt der DT: materialisierte Integration - sofort
virtuelle Integration - Konstruktion eines Wrappers.
n Abbildungstypen im Mapping : 1:1, 1:N,N:1, N:M
n Leicht lo¨sbar (auf Grund des Matching weitgehend automatisierbar):
Wertkorrespondenzen vom Typ 1:1, N:1, 1:N bei einfachen Attributen (rel.DB,
Simple-Type bei XML): 1:1-Transformationen (Umrechnungen, ...), funktionale
Zusammenfassungen (Konkanation, ...), Extraktion.
n Schwierig (Automatisierung noch im Forschungbereich):
M:N-Wertkorrespondenzen:
Buch - Autor (vereinfacht)
Buch({Autor(Name, Vorname)}, ISBN, Titel) vs.
Person(Name, Vorname, geschrieb-Buch({(ISBN, Titel)})
Korrespondenzen ?
n Schwierig: Korrespondenzen u¨ber mehrere Konzepte /Konzeptstufen
Schemaheterogenita¨t
Matching komplexer Strukturen
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n A¨hnlichkeit der Probleme bei
- Ontologiematching,
- Schemamatching,
- Matching komplexer Objekte
n In der Sprache der Objektorientierung:
(Komplexe) Objektklassen und Beziehungen zwischen diesen.
n Unterschiede:
Art der Objekte, Darstellung der Komplexita¨t, Art (Typ) der Beziehungen.
Ontologien
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n to on = das Seiende (philos.Begriff).
n ca. seit 1990 Informatik Beschreibung eines Anwendungsbereiches, der Begriffe
und der Beziehungen untereinander.
Eigenschaften:
(1) Begriffe und Beziehungen eindeutig und unstrittig definiert
(2) formal und genau: neues Wissen durch log. Schlu¨sse ableitbar.
n Top-Level-Ontologie: Fundamentale Beziehungen (nicht in dieser Vorlesung)
Doma¨nspezifische O. (Fachterminologie) - Metabeschreibung !.
U¨berschneidungen der Gebiete → Anpassungen no¨tig. → Ontologiematching
Nutzen der Ontologien
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n Einheitliche Begriffswelt (kontrolliertes Vokabular):
U¨bername des Vok. in Daten sichert Vergleichbarkeit von Daten,
Hilfe bei U¨berwindung von Heterogenita¨t (z.B. Synonyme
kann bei Matchprozeduren helfen, die Semantik zu erhennen: Matching gegen
Standard.
n Gene Ontologie: ca. 17000 Begriffe (Moleku¨lchemie, (molekular-) biolog.
Prozesse.
Struktur: Konzepte, is-a- und part-of- Beziehung.
Inhalte: von Experten erzeugt, Internationale Konsortium, sehr gut akzeptiert,
da Nutzen offensichtlich - Quasistandard.
Benutzung: tool-unterstu¨tzt.
n Praktisch wird Begriff der O. im stark erweiterten Sinn genutzt:
Liste von Konzepten, Taxonomien, Tessauri, Polyhierarchien, Graphen
Ontologiebasierte Informationsintegration
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Lit: Leser, Naumann, a.a.O.
n 3 Schritte:
Erstellung der globalen Ontologie
Einordnung der Datenquellen
Subsumption zur Anfragebearbeitung:
Anfragen (z.B. nach Gleichheit , ...) als Konzepte formuliert. Alle Konzepte,
die spezieller als das Anfragekonzept sind und eine Datenquelle repra¨sentieren,
enthalten dann nur semantisch korrekze Objekte.
n Prakt. Anwendung /Realisierung bei Bio-DB: ?
Schemamatching
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n Voraussetzung: Gegeben 2 Quellen mit zugeho¨rigen Metadaten und
Instanzdaten Ziel: Finden von semantisch gleichen Konzepten.
n im Bereich der Bio-DB als Besonderheit: vielfach Quellen auf Instanzniveau
verbunden /vernetzt.
n 2 Ansa¨tze:
u Metadatenbasiert (Namen, Beschreibungen, Ontologie, Struktur (z.B. auch
Fremdschlu¨sselbeziehungen))
u Instanzbasiert
Grundannahme: Zwei Konzepte sind a¨hnlich, wenn sie eine hinreichend
große Anzahl gleicher oder zumindest (sehr) a¨hnlicher Elemente haben.
Mißerfolg erwartet
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Gundproblem:





Schemamatching ist Forschungsgegenstand. Das Ziel der automatisierten
Verfahren ist noch nicht erreicht.
Fu¨r jedes Verfahren lassen sich Negativbeispiele finden
→ Kombination von Verfahren ko¨nnte Resultate verbessern. Problem: Wie
kombinieren ?
Idee der bottom-up Verfahren
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Vergleich zweier Objekte a = (a1, . . . , am) ∈ A und b = (b1, . . . , bn) ∈ B
1. Bestimmung der A¨hnlichkeitswerte
n A¨hnlichkeitsfunktionen zum Vergleich von Attributwerten
n Verschiedene Funktionen, verschiedene Attributvergleiche mo¨glich →
mehrere A¨hnlichkeitswerte
2. Anwendung der Matching-Regeln
n Regel, die an Hand der A¨hnlichkeitswerte bestimmt “Match” oder “kein
Match”
n Bsp: “Wenn A¨hnlichkeit der Familienenamen 100% und A¨hnlichkeit des
Vornamens 80%, dann sind zwei Personen gleich.”
Ansa¨tze fu¨r Object-Matching
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- Aggregation function with threshold
- User-specified Rules
- Unsupervised learning methods








- Support vector machine
- Logistic regression
Ansa¨tze fu¨r Schema-Matching
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Viele verschiedene automatische Ansa¨tze, die auch kombiniert werden ko¨nnen
Publikationen:
n Rahm, E., P.A. Bernstein: A Survey of Approaches to Automatic Schema Matching.
VLDB Journal 10 (4), 2001
n Do, H.-H., Rahm, E.: COMA - A System for Flexible Combination of Schema
Matching Approaches. VLDB, 2002
Metadatenbasiert
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Metadaten: Indikatoren /Berechnungen fu¨r Gleichheit
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n Namensvergleiche:
Gleichheit (! Homonyme, bei XML Lo¨sung durch Namensra¨ume)
Gleichheit nach Normalisierung ( Großschreibung, stemming, U¨bersetzung)
Hyperonymie ( hierarch. Beziehung is-a , Thessausus, Ontologie,Taxonomie)
A¨hnlichkeit
n Strukturvergleiche:
Cupid (1): Schemata → Ba¨ume . Konzepte a¨hnlich, wenn Eltern, Kinder,
Bru¨der a¨hnlich sind; bei Bla¨ttern: Namensa¨hnlichkeit.
Similiarity-Flooding (2) : Schematapaar → Graphen. Startwert: Matrix der
A¨hnlichkeit. Iteration: A¨hnlichkeit auf Nachbarn u¨bertagen →
Fixpunktproblem. Lsg. abh. von Anfangswerten! Unabh,. von Semantik.
(1) Madhavan, Bernstein, Rahm: Generic Schema matching with Cupid. Proc. VLDB,
2001.
(2) Melnik, Garcia-Moulina, Rahm: Similiarity Flooding: A Versatile Graph Matching
Algorithm. Proc. Int. Conf. Data Eng. (ICDE), 2002.
Instanzdatenbasiert
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Instanzbasiertes Maching
D.Sosna: Bio-DB, WS07/08 Kapitel 6 – 28 / 54
setzt sets die Existenz von Instanzen in beiden Schemata voraus.
n Horizontale Matcher: Gleiche Konzepte in den Schemata durch Finden von
Duplikaten erkannt.
Vertikale Matcher: Extraktion von vorher definierten Merkmalen aus den
Instanzen und Vergleich: z.B. statistische Merkmale ( max, min, avg, var,
covar, Clusterbildung, ...) aus den Werten der Attribute, aus Merkmalen der
Attribute (La¨nge von Zeichenketten, ...)
n Erfahrungswert ( Leser, Naumann, a.a.O) :
Sind hinreichend viele (Statistik) Instanzen vorhanden (oder bei vert. Matchern
theoret. Werte bekannt), so sind instanzbasierte Matcher (derzeit noch - D.S.)
den metadatenbasierten u¨berlegen.
MOMA (reuse)
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Mapping-Verarbeitung
D.Sosna: Bio-DB, WS07/08 Kapitel 6 – 30 / 54
Motivation
n Matching ist i.A. sehr aufwa¨ndig: Viele A¨hnlichkeitsvergleiche, manuelle
U¨berpru¨fung, ...
n Matching ist i.A. sehr schwierig: Welcher Match-Algorithmus? Welche
Parameter? ...
n Match-Ergebnis ist “wertvoll” und sollte wiederverwendet werden
Ziele
n Wiederverwendung von Match-Ergebnissen zur effizienten Berechnung neuer
Match-Ergebnisse
n Kombination von Match-Ergebnissen zur Qualita¨tsverbesserung
n Bestimmung von Match-Ergebnissen, wenn kein geeignetes A¨hnlichkeitsmaß
zur Verfu¨gung steht
Mapping-Verarbeitung: Beispiel
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n Effiziente Berechnung: (A,E) mittels (A,B) und (B,E)
n Qualita¨tsverbesserung: Kombination von (D,E) direkt mit (D,C) + (C,E)
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Definition: Datenquelle (Logische Datenquelle, LDS)
n Menge von Objektinstanzen
n Alle Objekte haben den gleichen semantischen Typ (z.B. Publikation)
n Jedes Objekt hat eine (innerhalb der Datenquelle) eindeutige Id und beliebige
zusa¨tzliche weitere Attribute
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MOMA-Ansatz: Begriffe (2)
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Definition: Same-Mapping
n {(a, b, s) |a ∈ A, b ∈ B, s ∈ [0, 1]}
n A und B sind Datenquellen, s ist A¨hnlichkeitswert der Korrespondenz (a,b)
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n Verarbeitung von Mappings und Objektinstanzen durch Operatoren
n Kombination der Operatorergebnisse durch Skriptsprache (iFuice*)
u Prozedurale Programmiersprache mit Kontrollstrukturen (IF-THEN-ELSE,
WHILE-DO)
u Ergebnisse werden in Variablen gespeichert
u Definition und Aufruf von Unterprozeduren
n MOMA = Mapping-based Object Matching
u Definition und Ausfu¨hrung von Match-Workflows
u Eingabe: Objektinstanzen und Mappings, Ausgabe: Same-Mapping
* Rahm, E. et. al.: iFuice - Information Fusion utilizing Instance Correspondences
and Mappings. WebDB, 2005
MOMA-Framework: Architektur
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Operatoren: U¨bersicht (vereinfacht)
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n Attributvergleich: match(O1, O2, f) = map
u {(a, b, s)|a ∈ O1, b ∈ O2, s = f(a, b)}
u f ist eine Match-Funktion, die fu¨r zwei Objekte den A¨hnlichkeitswert
ermittelt.
n Vereingung: union(map1, map2) = map
u {(a, b, s)|(a, b, s1) ∈ map1 ∨ (a, b, s2) ∈ map2}
n Durchschnitt: intersect(map1, map2) = map
u {(a, b, s)|(a, b, s1) ∈ map1 ∧ (a, b, s2) ∈ map2}
n Komposition: compose(map1, map2) = map
u {(a, b, s)|(a, x, s1) ∈ map1, (x, b, s2) ∈ map2}
n Weitere (Hilfs-)Operatoren
u Selektion, z.B. alle Korrespondenzen deren A¨hnlichkeitswert u¨ber einem
Schwellwert liegen
Kombination: Vereinigung / Durchschnitt
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n Ermittlung des kombinierten A¨hnlichkeitswertes s durch A¨hnlichkeitsfunktion
f(s1, s2)
n Funktionen
u Maximum (Max), Durchschnitt (Avg), Minimum (Min)
u Ranked: f(s1, s2) = s1, wenn (a, b, s1) ∈ map1, sonst s2
n Umgang mit fehlenden A¨hnlicheitswerten (relevant fu¨r Avg und Min)
































































































































































































Kombination: Vereinigung / Durchschnitt (2)
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n Evaluation fu¨r Publikationen von DBLP und ACM fu¨r drei attributbasierte
Match-Verfahren
Titel Autoren Jahr Union-Avg
(Trigram) (Trigram) (Gleichheit) (Filter:80%)
Precision 86,7% 38,0% 0,4% 97,3%
Recall 97,7% 87,9% 100,0% 93,9%
F-Measure 91,9% 53,1% 0,8% 95,5%
n Fazit
u Kombination kann Match-Qualita¨t steigern
u Vereinigung verbessert Recall (evtl. auf Kosten der Precision)
u Durchschnitt verbessert Precision (evtl. auf Kosten des Recalls)
u Wahl der A¨hnlichkeitsfunktion von Match-Problem abha¨ngig
Komposition
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n compose(map1, map2) = {(a, b, s′)|(a, x, s1) ∈ map1, (x, b, s2) ∈ map2}
n Ermittlung des kombinierten A¨hnlichkeitswertes s durch zwei
A¨hnlichkeitsfunktionen, da Korrespondenz zwischen zwei Objekten bei
Komposition durch mehrere Pfade erreicht werden kann
u Horizontal: Bestimmung des A¨hnlichkeitswerts eines Pfades
n Min, Max, Avg, Left (= s1), Right (= s2)
u Vertikal: Bestimmung des A¨hnlichkeitswerts einer Korrespondenz aus den
zugeho¨rigen Pfad-A¨hnlichkeitswerten
n Dice = 2 · s(a,b)
n(a)+n(b)
n DiceLeft = s(a,b)
n(a) , DiceRight =
s(a,b)
n(b)
n DiceMin = s(a,b)
min(n(a)+n(b))
n Dabei sei
u s(a, b) = Summe der A¨hnlichkeitswerte aller Pfade (a, b)
u n(a) = Anzahl der Korrespondenzen (a, x) ∈ map1
u n(b) = Anzahl der Korrespondenzen (x, b) ∈ map2
Komposition (2)
D.Sosna: Bio-DB, WS07/08 Kapitel 6 – 40 / 54
n Evaluation fu¨r Publikationen von DBLP, ACM und GS (F-Measure)
Mapping DBLP - GS DBLP - ACM GS - ACM
Compose via ACM GS DBLP
Direkt 81,3% 91,9% 35,3%
Compose 33,9% 63,7% 83,9%
Union 81,3% 91,6% 83,7%
    
    
Komposition (3)
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n Fazit
u Komposition von Mappings ermo¨glicht effiziente Berechnung neuer
Mappings
u Besonders gut geeignet, falls Hub-Datenquelle vorhanden ist
(Sternstruktur)
u Fehlende Objekte in “mittlerer” Quelle fu¨hren zu fehlenden
Korrespondenzen (Bsp: a4 − b4)
u Komposition kann zu falschen Korrespondenzen fu¨hren (Bsp: a2 − b3)
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Hub-Struktur                                                        Problemfälle bei Komposition
Neighborhood-Matcher: Motivation und Idee
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n Motivation: Wertevergleich fu¨r heterogene Objekte schwierig
n Beispiel fu¨r gleiche Konferenzen
u “Proceedings of the 27th International Conference on Very Large
Databases” vs. “Proc. of VLDB 2001, Italy”
n Lo¨sung 1: Match-Verfahren mittels Doma¨nenwissen
u Abku¨rzungen, z.B. VLDB = Very Large Databases
u Zuordnungen, z.B. “VLDB 2001” = “27. VLDB”
u . . .
n Problem: Woher kommt Doma¨nenwissen? Bei jeder Doma¨ne anders!
n Lo¨sung 2: Verwendung assoziierter Informationen
u Beispiel: “Zwei Konferenzen sind gleich, wenn die Menge der zugeho¨rigen
Publikationen gleich sind.”
u Mo¨gliche Abschwa¨chungen: alle → viele, gleich → a¨hnlich
Neighborhood-Matcher: Match-Workflow
D.Sosna: Bio-DB, WS07/08 Kapitel 6 – 43 / 54
n Verwendung von Assoziations-Mappings
u Syntax: Gleicher Struktur wie Same-Mappings; fester “A¨hnlichkeitswert” =
1
u Semantik: Korrespondenzen zwischen assoziierten Objekten, z.B.
Publikationen - Venue
n Match-Workflow als Kompositon von drei Mappings
u map1 und map3 sind Assoziations-Mappings; map2 ist ein Same-Mapping
n Idealfall (rechts) nicht immer erreicht, da
u Assoziations-Mappings unvollsta¨ndig, z.B. nicht alle Publikationen in jeder
Datenquelle zu jedem Venue verfu¨gbar
u Same-Mapping fehlerhaft, z.B. als Ergebnis eines automatischen
Match-Verfahrens
Neighborhood-Matcher: Beispiel (1)
D.Sosna: Bio-DB, WS07/08 Kapitel 6 – 44 / 54
• Ähnlichkeitswerte = 1 (solange nicht anders angegeben)
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$Temp = compose ($Asso1 , $Same , Right, Max)
Neighborhood-Matcher: Beispiel (2)
D.Sosna: Bio-DB, WS07/08 Kapitel 6 – 45 / 54
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$Result = compose ( $Temp , $Asso2 , PreferLeft, Relative )
Qualita¨t
D.Sosna: Bio-DB, WS07/08 Kapitel 6 – 46 / 54
Fehlerquellen
D.Sosna: Bio-DB, WS07/08 Kapitel 6 – 47 / 54
n Datenerfassung (Schreibfehler, Falschangaben (keine Wiedererkennung),
Platzfu¨ller bei Pflichtfeldern, wenn Wert fehlt, Meßfehler, ... )
n Alterung (Daten nicht aktuell und deshalb falsch)
n Tranformationsfehler, darunter auch falche Behandlung bei Integration !
Folgen: Wert der Daten sinkt! Fehler fu¨hren zu Folgefehlern.
⇒ Fehlerbereinigung (Normalisierung, fehlende Werte korrekt Darstellen, ...
Diskussion: Fehler vs. Ausreißer → bisher keine LO¨sung ohne den Experten
Qualita¨tskriterien - Auswahl
D.Sosna: Bio-DB, WS07/08 Kapitel 6 – 48 / 54
Was ist Qualita¨t ? Meist nur fitness for use.
n Techn. Parameter (Verfu¨gbarkeit, Zugriffszeit, Antwortzeit, Datenaktualita¨t;
Homogene Darstellung)
n Semantische P.: Metainformationen, Quellenangabe, Mehrwert durch
Integration, Vollsta¨ndigkeit, Fehlerfreiheit)
Aber auch:
Objektivita¨t der Ziele, neutrale bzw. objektive Quellenwahl
Reputation: bisher Quellen durch Experten bewertet, Wertung an Objekte
(Attribute, Konzepte gebunden, Nutzerbefragungen.
n Bei Bio-DB haben sich einige (mit manuellem Einsatz) gepflegte Datenquellen
etabliert. → Qualita¨t durch Expertenwissen.
n Offene Fragen:
Kann aus Qualita¨t der Quellen und A¨hnlichkeitsmaß auf Qualita¨t des
Ergebnisschema geschlossen werden?
Qualita¨tsbewertung: Precision und Recall
D.Sosna: Bio-DB, WS07/08 Kapitel 6 – 49 / 54
n Annahme: Es gibt ein (z.B. manuell erstelltes) perfektes Match-Ergebnis
(Mapping) mapPerf
n Verwendung der Qualita¨tsmaße aus dem Information Retrieval zur Bewertung
von mapMatch
u Precision = |mapMatch ∩mapPerf |/|mapPerf |
u Recall = |mapMatch ∩mapPerf |/|mapMatch|
u F −Measure = 2·Precision·Recall
Precision+Recall
n Vorteile
u Effektive Vergleichbareit verschiedener Match-Verfahren
u Mo¨glichkeit zur Optimierung von Match-Verfahren (z.B. Schwellwert bei
Filterung)
n Nachteile
u Vorhandensein des perfekten Mappings erforderlich
Qualita¨tsbewertung: Match Ratio und Match Coverage
D.Sosna: Bio-DB, WS07/08 Kapitel 6 – 50 / 54
n Perfektes Mapping nicht immer vorhanden
u viele Datenquellen (P2P-Umfeld) + große Datenquellen → viele, große,
manuell zu erstellende/verifizierende perfekte Mappings → großer Aufwand
u perfektes Mapping nicht immer eindeutig
n Abscha¨tzung von Precision und Recall durch Match Ratio und Match Coverage
Qualita¨tsbewertung: Match Ratio und Match Coverage
(2)
D.Sosna: Bio-DB, WS07/08 Kapitel 6 – 51 / 54






u Durchschnittliche Anzahl der Korrespondenzen (= Match-Partner) pro
Konzept in Oi, dass einen mindestens einen Match-Partner hat
n Match Coverage (“Recall”) =
|CO1 |+|CO2 |
|CBase−O1 |+|CBase−O2 |
u Anteil der Konzepte mit mind. einem Match-Partner im Vergleich zum
Matching mit Baseline-A¨hnlichkeit
n Dabei bedeuten
u |CorrO1−O2 | = Anzahl der Korrespondenzen des Mappings
u |COi | = Anzahl der “gematchten” Konzepte (d.h. mind. ein
Match-Partner) in Oi
u |CBase−Oi | = Anzahl der “gematchten” Konzepte in Oi mit
Baseline-A¨hnlichkeit (d.h. Korrespondenz zwischen zwei Konzepten g.d.w.
mind. eine gleiche Instanz zugeordnet)
u
Qualita¨tsbewertung: Match Ratio und Match Coverage
(Beispiel)
D.Sosna: Bio-DB, WS07/08 Kapitel 6 – 52 / 54
n Matching zwischen Produktkatalogen von Softunity und Amazon
u Min-A¨hnlichkeit sehr gut: a¨hnliche Match Coverage wie Baseline, geringere
Match Ratio
u Dice-A¨hnlichkeit sehr restriktiv: Match Ratio ≈ 1, geringe Match Coverage
Baseline                                     Min (100%)         Dice (50%)
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Qualita¨t in P2P-Systemenn
D.Sosna: Bio-DB, WS07/08 Kapitel 6 – 53 / 54
n P2P-Systeme: Bewertung der Daten, des Servers, des Bewerters.
Isolation von schlechten Peers, von schlechten Inhalten,
Verfahren z.T. widerstandsfa¨hig gegen Manipulation.
Details: Vorlesung D. Sosna: P2P-Systeme und Datenbanken.
n Adaptionen:
keine Angriffe, aber: verschiedene Lehrmeinungen, verschiedene Ontologien.
Reputation durch Auswertung des Nutzungsverhaltens z.B. bei linkbasierten
Systemen (indirekte Nutzung der Expertenkompenz)
... bisher nicht realisiert !
Zusammenfassung
D.Sosna: Bio-DB, WS07/08 Kapitel 6 – 54 / 54
n Schemaintegration: Ziel der Automatisierung nicht erreicht;
Teilautomatisierung
n Ansa¨tze: Metadatenbasiertes bzw instanzdatenbasiertes Mapping.
Kombination verschiedener Ansa¨tze erforderlich,
Wiederverwendung von als gut erkannten Ergebnissen.
n Qualita¨t: Begriffsbildungen vielfa¨ltig, z.T. weich, schwierige Einscha¨tzung,
subjektive Bewertung.
