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1. General Introduction 
 
Economics of education is concerned with two major issues: the growing educational 
demands of society demanding richer, smarter and personalized learning environments 
and, on the other hand, the concern over the cost, economic and budgetary limitations 
prevailing worldwide. Therefore the needs for novel learning instruments are to be 
interpreted in the context of maximized learning quality through strategic use of 
resources (e.g. instructor, material, time, etc.). Feedback is positioned central in 
research on learning quality and outcomes. The term feedback can be defined as an 
interactive process in which the output or effect of an action is returned (fed back) to 
modify the next action towards reaching a goal. In a learning context feedback is defined 
as “information communicated to the learner (usually as a response to some action on 
the learner’s part) that is intended to modify learner’s thinking or behavior with a 
purpose to improve learning process and outcomes” (Shute, 2008). Learning is defined 
as an active (meta)cognitive process of training towards achieving learning goals, such 
as acquiring knowledge, skills and attitudes. A learning process is also defined as a 
change in behavior as a result of experience, that is achieved through exercising (Belkin 
& Gray, 1977; CIPD, 2005). During a learning process feedback can be provided in a 
variety of types (e.g., verification of response accuracy, explanation of the correct 
answer, hints, worked examples, etc.), in a variety of forms (verbal/written text, 
graphics, audio, video, animation, simulation, etc.), at various times (e.g., immediately 
following an answer, at the end of a module, etc.) (Shute, 2008), by different people 
(e.g. teacher, peer, self,…) (Nicol & Macfarlane‐Dick, 2006). The role of feedback in 
linking learners’ past and future work, and helping them to create a progressive 
developmental trajectory, means that timeliness should be central to any discussion of 
feedback (Eyers, Jordan, Hendry, 2016). Research has shown that the sooner students 
receive feedback the more effective it is for their learning (Irons, A. 2008). Usually 
feedback is not available during a learning task completion process but is given after a 
certain learning task has been completed, thus having the form of outcome feedback. 
Outcome feedback is a minimal form of external guidance, stating if an achieved 
solution/answer is correct or not and why. In feedback research the effectiveness of 
more informative types of feedback that can guide a learning process is highlighted.  
Different theories have attempted to explain the process of how people learn. Even 
though psychologists and educators are not in complete agreement, most do agree that 
learning may be explained by a combination of two basic approaches: cognitive theories, 
i.e. constructivism, that view the learning process as a step by step knowledge 
construction process, and behavioral theories, i.e. behaviorism, in which learning is 
defined as a change of the behavior of a learner by reinforcing some aspect of his/her 
behavior. In the context of feedback research these approaches translate into two major 
forms: (1) explanations that are targeting at improving cognitive dimensions of 
knowledge (e.g. understanding), and (2) guidance that intend influencing a learner’s 
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behavior, e.g. engaging in a specific type of activity that is believed to be related to a 
successful learning path. As learning is multifaceted these approaches are often 
combined. For instance, in theories on (self-)regulation of learning that are closely 
intertwined with research on feedback and improved learning outcomes, learners are 
no longer viewed as repositories for information but rather they are proactive and active 
processors of information acting as constructors of their own knowledge by reinforcing 
themselves for goal-directed behavior. Self-regulated learning is defined as the ability of 
a learner to monitor and evaluate own progress with respect to self-improvement needs 
in the process of knowledge construction (Zimmerman, 2008).  
State-of-the-art technologies have made it possible to provide a learner with immediate 
computer-assisted feedback in the context of different learning tasks, by delivering a 
feedback targeting cognitive aspects of learning, (e.g. reflecting on a result, explaining 
a concept, i.e. improving understanding). Fast advancement of technology has recently 
generated increased interest for previously non-feasible approaches for providing 
feedback based on learning behavior observations by exploiting different traces of 
learning processes stored in information systems (IS). Such learner behavior data makes 
it possible to observe different aspects of learning processes in which feedback needs of 
learners (e.g. difficulties, engagement issues, etc.) based on individual learning 
trajectories can be traced. By identifying problems earlier in a learning process it is 
possible to deliver individualized feedback helping learners to take control of their own 
learning, i.e. to become self‐regulated learners, and teachers to understand individual 
feedback needs and/or adapt their teaching strategies. 
1.1. Research aims 
This research aims at exploring novel ways for identifying/addressing potential feedback 
needs during a learning process that can assist in regulating (individual) learning 
processes earlier during learning processes as well as allow rethinking/adapting 
instructional strategies. The term process-oriented in the context of feedback refers to 
immediate needs a learner can either be aware (learner knows whenever s/he needs a 
feedback) or unaware (learner does not know that s/he needs a correction) of. We 
realize our approach in the context of one particular learning case, namely, requirements 
analysis and design of Information Systems through conceptual modeling. Throughout 
this research we follow the principles of assessment theory in which general principles 
of feedback construction (Sadler, 1989) (i.e. conditions making it possible for learners to 
benefit from it) are identified as the capability to:  
1. clarify what good performance is; 
2. facilitate self-assessment (allowing to assess how current performance relates to 
good performance); 
3. provide opportunities to close the identified gap between current and good 
performance (allowing to reflect on how to act).  
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We first review the general feedback needs of novices based on the challenges of 
learning/teaching found in the literature. Subsequently, we aim proposing computer-
assisted feedback perspectives with respect to: (1) cognitive aspects of learning 
processes (concept understanding) that can address the identified challenges (“what” 
aspect that allows comparing current vs. good performance, i.e. what is achieved vs, 
what is expected), and (2) behavioral aspects of learning by grounding the idea of 
feedback on learning process analytics, more specifically by identifying learning behavior 
paths that can be indicative for better/worse learning outcomes (“how” aspect in terms 
of “how a good performance is achieved”).  
Subsequently the research aims (RAs) and corresponding research questions (RQs) can 
be formulated as follows: 
RA1: Exploring process-oriented (immediate) feedback mechanisms for 
addressing the learning/teaching challenges from the perspective of cognitive 
aspects of learning. 
RQ1: Can a combination of simulation and automated feedback be useful 
in providing cognitive feedback during a learning process? 
RA2: Exploring process-oriented (immediate) feedback perspectives based on 
behavioral characteristics of novices’ learning processes that, in addition to being 
directed to a learner, can also help a teacher to observe learning processes and 
based on identified inefficient processes to also rethink/adapt instructional 
materials/processes. 
RQ2: Can process mining techniques be useful in observing behavioral 
aspects of learning processes? 
 
1.2. Reviewing feedback needs through the prism of 
learning/teaching challenges  
While experienced requirements engineers and business analysts manage to mentally 
picture the prospective system in their mind when transforming requirements into 
formal conceptual models, such ability to truly understand the consequences of 
modeling choices can only be achieved through extensive experience. However, the tacit 
knowledge experts have developed over time is difficult to transfer to junior analysts. 
While teaching such knowledge and skills to junior analysts is already a challenging task 
considering that system analysis is by nature an  inexact field of science1, transferring 
the academic knowledge and skills to real world businesses is yet another concern as 
the classroom and real world situations are not identical. In their early career the error-
                                                     
1 We refer here to the absence of guidelines and procedures that can guide on how an analysis process is to be conducted 
mentally 
14 
 
prone problem-solving patterns of juniors lead to incomplete, inaccurate, ambiguous, 
and/or incorrect specifications (Schenk et al., 1998; Wang & Brooks, 2007). When 
detected later in the engineering process such requirements and modeling errors can 
be expensive and time-consuming to resolve. This significant gap between the 
knowledge and skills of novices and experts triggers the question of how analysis and 
modeling skills can be trained to facilitate the fast progression of novice analysts into 
advanced levels of expertise. Amongst the factors affecting modeling process quality and 
learning outcomes of novices are:  
- Lack of comprehension methodologies: Understandability (a model’s ability to be 
easily understood) has been extensively evaluated in the literature both for static 
and dynamic aspects of modeling pointing out to comprehension difficulties both 
by practitioners and juniors due to the lack of comprehension methodologies 
(Erickson & Siau, 2007); 
- The cognitive aspects of modeling: Studies on comparing model quality checking 
approaches of novices and experts indicate the poorly adapted cognitive 
schemata of novice modelers to identify relevant triggers for verifying the quality 
of models (Schenk et al., 1998); 
- The complexity of modeling tools: being too “noisy” with various concepts, which 
can result in misusing concepts and creation of unintended models (Wilmont et 
al., 2013; Erickson & Siau, 2007) thus making them less effective in supporting a 
teaching process (Siau & Loo, 2006);  
- Lack of understanding of domain requirements: Students have a hard time for 
achieving a thorough understanding of a set of given requirements. Absence of 
intensive trial and error rehearsals in the classroom (Schenk et al., 1998) and the 
lack of possibilities to interview stakeholders in a requirements gathering 
process are considered the major source of limitation in novices modeling 
experience; 
- The lack of validation procedures and tool support: In addition, the lack of 
established validation procedures (Shanks et al., 2003) makes the conceptual 
modeling for novices very difficult to learn.  
- Additionally, several researchers correlated novices learning achievements in 
modeling with the lack of technical insights considering the absence of technical 
components (such as computer-assisted learning) from education as a major 
contributing factor to the lack of preparedness of their skills (Barjis et al., 2012). 
Furthermore, there are aspects that cannot be obtained through reading and 
lecturing alone, e.g. the dynamic representation of a system. 
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1.3. Cognitive feedback perspectives based on simulation  
As a two way flow feedback is inherent to all interactions (whether human-human or 
computer-human)2. The role of feedback in stimulating cognitive engagement is closely 
coupled with the concept of self-regulation, also referred to as internal feedback. 
Internal feedback can be triggered by externally observable outcomes and can be 
achieved at different levels (i.e. cognitive, motivational and behavioral). Cognitive 
feedback gives information to learners about their success or failure concerning the task 
at hand3 provided through prompts, cues, questions, etc. that helps learners reflect on 
the quality of the problem solving processes and solutions so that they construct more 
effective cognitive schemas to improve future performance4. Cognitive feedback targets 
at improved understanding of intermediate solutions by a learner allowing engaging 
self-regulatory learning mechanisms to improve a problem solving process and its 
outcomes (van Merriënboer & Kirschner, 2012). Initiating a self-regulatory process 
requires engaging a learner in a learning task that can produce observable outcomes 
(Zimmerman, 2008) that allow for self-assessment, i.e. comparing achieved 
performance with good performance, and self-improvement, i.e. providing cues on 
closing the identified gap (Sadler, 1989). 
Simulation is known to be an excellent technique allowing understanding complex 
structures and behaviors and has been successfully used in a variety of learning domains, 
such as science education (Rutten, van Joolingen, & van der Veen, 2012), mining 
engineering (Akkoyun, 2014), aerospace engineering (Okutsu, 2013), biological 
engineering (Datta, 2013), etc. Simulation is defined as an interactive technique allowing 
to replace and amplify real experiences with guided ones, often “immersive” in nature, 
that evoke or replicate substantial aspects of the real world in a fully interactive fashion 
(Gaba, 2004). Among key education benefits of simulation is the ability to provide 
feedback and deliberate practice (Lateef, 2010). The interventions of simulation in a 
learning process can be described as an ability to produce externally observable 
outcomes that can trigger internal feedback (Stefanidis, 2010) engaging self-regulatory 
learning mechanisms of learning (evaluating performance in terms of problem 
understanding, identifying needs for improvement and adapting further activities). The 
externally observable outcomes in the form of simulation serve as a cognitive feedback 
in terms of improving understanding of a problem by reflecting on intermediate 
solutions of learners during a learning process and as such are also learning process 
oriented. 
Simulation is also known to allow skill acquisition that accompany knowledge. Some 
skills follow from conceptual knowledge whereas others involve intricate activities to 
develop, i.e. experience (Gaba, 2004). Thanks to realistic scenarios and equipment, 
                                                     
2  Cfr. http://www.businessdictionary.com/definition/feedback.html 
3  Cfr. http://infed.org/mobi/the-cognitive-orientation-to-learning/ 
4  Cfr. https://loft.io/guide/learning/cognitive-feedback 
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simulation allows for expertise training through deliberate, repetitive and evidence-
based practice (e.g. retraining till one can master the procedure or skill) (Lateef, 2010) 
that is also coupled with cognitive feedback.  
1.3.1. Simulation of conceptual models  
In the context of conceptual modeling learning achievements can be measured by the 
capability of producing physical models with high semantic quality, i.e. the level to 
which the statements in a model reflect the real world in a valid and complete way 
(Lindland et al., 1994). In order to check a model for validity, a person needs to read and 
understand the model and compare his/her understanding of the model with his/her 
understanding of the given domain description.  On the knowledge side, this requires an 
appropriate level of modeling knowledge, modeling language knowledge (e.g. 
understanding the modeling concepts, graphical notation) and domain knowledge 
among others (Nelson et al., 2012).  
Prior studies on model understanding on conceptual level focused mainly on process 
models (control logic flow, deadlocks, etc.) (Recker et al., 2014) and perceptual 
properties of graphical notation by novices (Mendling et al., 2007; Moody, 2009; Petre, 
1995; Recker et al., 2010). In the context of information systems previous research 
focused specifically on information workflow based on techniques such as symbolic 
animation or execution of models (Lalioti & Loucopoulos, 1993; Olivé & Sancho, 1996) 
as an instrument to assist analysts in validating large and complex models (Silva et al., 
2010). However, to our knowledge, no research can be found in the context of courses 
that use simulation of object-oriented conceptual models (i.e. combining structural and 
behavioral aspects), nor empirically proven learning benefits have been reported for a 
certain simulation tool. The reason is that the existing standards for simulation 
technologies also introduce a number of shortcomings. The major disadvantages 
include: 
- Simulation is too complex and time consuming to achieve by novice modelers 
whose technical expertise is limited. 
- It is sometimes difficult to interpret the simulation results. 
 
1.3.2. MDE-based in-house simulation (CodeGen) 
Among different types of simulation (symbolic or graphical animation, execution, 
prototyping), the method of prototyping is capable of achieving the most concrete form 
of a prospective system.  Semantic prototyping method and tool was introduced by 
(Lindland & Krogstie, 1993) with the goal to improve conceptual model 
comprehensibility however aiming at facilitating communication with stakeholders 
rather than a support for learning. Among the variety of forms of prototypes in this 
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research we refer to the definition of a prototype5 as “fully functional to prove a 
concept” (Hess, 2012). This goal is achieved through the creation of an experimental full-
scale working exemplar of a model that illustrates the typical qualities of the prospective 
system based on the design of its model. Prototyping is also thought of as a type of 
design language (Yang, 2005). The learning context of prototyping as a design language 
includes testing of a function of a prototype with the purpose to identify potential issues 
concerned with problem understanding with respect to its design (Hess, 2012). We will 
therefore use the terms “simulated model” and “prototype” interchangeably. 
1.3.3. Research method and implementation 
We followed the principles of Design Science in Information Systems research which 
proposes two main guidelines 1. building and 2. (re)evaluating novel artefacts to help 
understanding and solving knowledge problems (Hevner, March, Park, & Ram, 2004). In 
this work we refer to simulation of a conceptual model as a process of generating 
prototype applications using a conceptual model as input.  
The Model-driven architecture (MDA) is the collection of current OMG6 standards for 
model-driven engineering (MDE), enabling, among others, code generation. MDA allows 
designing platform independent models as the main representation of a system-to-be 
that have a sufficient level of completeness to generate other models or code from 
them; MDE focuses on transformation(s) (mappings) from platform independent to 
platform specific models or code, a process that may pass through a number of 
mappings before a software artefact can be generated. However, existing MDA/MDE 
solutions require extensive training due to the large set of skills required for using 
accepted standard MDA/MDE technologies, such as Unified Modeling Language (UML)7. 
As stated in (Borland, 2004): “The technical complexity of UML has been held 
responsible for modeling adoption issues. Few expert modelers can rapidly evolve an 
application from requirements to code. Many of today’s modelers are casual in their 
approach; MDA, however, requires increased rigor and training in UML modeling”. 
Among the other fundamental deficiencies of UML is that it is unclear how to combine 
interactive, structural and behavioral aspects together in a single model (Gustas, 2010). 
The same holds true for  the OMG's MOF8 and XMI9 standards which are used to store, 
transport and exchange models between tools, that are also associated with issues like 
semantic mismatches, version incompatibilities (XMI/UML/MOF), human-readability, 
etc. (e.g. Alanen & Porres, 2005; Desfray, 2000; Huang, Gohel, & Hsu, 2007; Lundell, 
Lings, Persson, & Mattsson, 2006). The new standards providing key technology for 
expressing application domains in a platform independent manner that are in addition 
                                                     
5 The word prototype comes from the Latin words proto, meaning original, and typus, meaning form or model. Cfr. 
http://searchmanufacturingerp.techtarget.com/definition/prototype 
6  Object Management Group: http://www.omg.org/ 
7  Unified Modeling Language: http://www.omg.org/spec/UML/ 
8  MOF is an OMG standard for exporting models from one application into another:  http://www.omg.org/mof/ 
9  XMI is also known MOF 2 XMI mapping: http://www.omg.org/spec/XMI/ 
18 
 
executable include executable UML (xUML)10, foundational UML (fUML)11 and Action 
language for fUML (Alf)12. These however do not bring the MDE any closer to the novice 
modelers or simplify it such as making model validation by means of rapid prototyping 
easily feasible for technical and business domain experts. Still a very detailed 
diagramming with fUML is required and a solid knowledge of both fUML and Alf is 
required to make further transformation of UML to code. Thus, the practical utility of 
MDE is still limited by the fact that: 
- UML lacks a methodology to achieve a right design within a short time to be 
further processed with an MDA/MDE approach; 
- MDE model-to-model and model-to-code transformations are hard to write, 
trace/debug, maintain and reuse. 
 
In this research we rely on the MERODE methodology (Snoeck, 2014) to achieve an in-
house prototyping solution (i.e. implementation was carried out by the author in the 
context of this research rather than being “outsourced” or relied on third party code 
generation tools) the benefits of which include: 
- Starting from a high-level PIM (close to a Computational Independent Model 
(CIM))13 allows removing or hiding details irrelevant for a conceptual modeling 
view. 
- It relies on a domain specific language that uses a restricted part of UML 
adapted to conceptual modeling goals. 
- It provides a framework for combining structural and behavioral views into a 
single model. 
- It allows achieving executable PIM14 that have a sufficient level of abstraction, 
while being sufficiently complete to enable applying transformation(s) from 
platform independent to platform specific models or code. 
In the learning context of prototyping-based teaching, this research builds on, and 
tackles the issues of the experiences from the first iteration of conceptual model 
prototyping. The first version of the prototyping environment was achieved by means 
                                                     
10  xUML is a profile of UML 2.0 that defines the execution semantics for a subset of the UML by means of fUML and 
Alf 
11  fUML is an executable UML standard that specifies precise semantics for an executable subset of UML: 
http://www.omg.org/spec/FUML/ 
12  Alf is an executable UML standard that specifies a textual action language with fUML semantics: 
http://www.omg.org/spec/ALF/ 
13  Computation Independent Model (CIM) is a view of a system from the computation independent viewpoint. PIM is 
a view of a system from the platform independent viewpoint and is independent on technology detail. The role of 
PIM is to be sustainable and to make the link between the CIM and the application code. While MERODE allows 
modeling a system from a computation independent viewpoint, it also targets the executability of models which is 
achieved by means of automated consistency checking rules: e.g. when entering specifications in one view, 
specifications that can be derived for other views are automatically derived (such as “create”, “end” methods for 
each object) 
14  While MERODE allows modeling a system from a computation independent viewpoint, it also targets the 
executability of models by automatic completion of a model based on “consistency by construction”, e.g. when 
entering specifications in one view, specifications that can be derived for other views are automatically derived 
(such as “create”, “end” methods for each object) 
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of the AndroMDA15 open source code generation tool combining its existing XMI-based 
cartridges and a MERODE-specific cartridge (specifying a functionality of generated 
prototypes) (Snoeck, 2010; Snoeck, Haesen, Buelens, De Backer, & Monsieur, 2007). The 
tool already demonstrated certain positive effects in a learning context (with student 
evaluations of the usefulness of the tool from two academic years resulting on average 
3.46 and 3.7 in the range of 5-point Likert scale). However, despite its merits, a number 
of usability issues remained which negatively impacted the intended utility in the 
learning context. Those issues included having certain limitations of the number of 
modeling constructs that can be handled (e.g. support for multiple data types and 
multiple associations between objects, support for inheritance), intuitiveness issues  for 
the user interfaces to support easy navigation and  testing (e.g. it was not clear how the 
prototype links to a model), being time-consuming in terms of requiring multiple steps 
to achieve and launch a generated prototype. As a result, the evaluation survey revealed 
that the majority of students seemed to be reluctant in using the tool in their learning 
process resulting mostly in the “didn't use” answers while assessing the tool. 
In the context of this research an in-house prototyping method is introduced based on 
a template-based transformation going straight from model to code (i.e. a model-to-
text transformation) allowing to generate a prototype with a single click (Sedrakyan, 
Snoeck, 2013). Such instant prototype production serves as a quick simulation technique 
that raises the usability as it lowers the required skill-set for its use and allows verifying 
the conformance of conceptual designs and the description of the domain in a fast and 
easy way. Such an approach yields additional benefits such as better support for 
process-oriented assistance allowing developing modeling competences by engaging a 
learner in a “trial and error learning process” (Prather, 1971), test the incrementally 
modified (growing) prototypes and letting him16 check the semantic conformance of a 
model with the domain description. In addition, user interfaces were adapted to support 
maximally intuitive user experience. 
The implementation of this feedback-enabled simulation (FES) is presented in section 
2.1: 
Sedrakyan, G., Snoeck, M. (2013). A PIM-to-Code requirements engineering framework. 
Modelsward 2013 - 1st International Conference on Model-driven Engineering and Software 
Development - Proceedings. Modelsward 2013, International Conference on Model-driven 
Engineering and Software Development. Barcelona (Spain), 19-21 February 2013 (pp. 163-
169) SciTePress. 
1.3.4. Enriching simulation with external cognitive feedback: 
feedback-enabled simulation (FES) 
It is known that simulation accompanied with feedback can result in better learning 
outcomes (Stefanidis, 2010). More commonly, human instructors provide feedback for 
simulations usually with a post-simulation debriefing (Stefanidis, 2010). However, 
                                                     
15  Open source code generation framework that follows the Model Driven Architecture paradigm: 
http://andromda.sourceforge.net/ 
16  “him” is meant in an abstract meaning and is not gender-related 
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feedback automation methods that can guide a learning process with simulation are to 
our knowledge absent.  
In this research we present a feedback automation method that allows achieving 
feedback-enabled simulation. We make use of negative corrective feedback (Ellis, 
2009a, 2009b) based on two type of formats: (1) textual explanations of the causes for 
the errors (execution failures as a result of constraint violations) that explain the 
involved modeling constructs and their implications with respect to execution outcomes 
(Sedrakyan, Snoeck, 2016) and (2) improved transparency between a prototype and its 
model by means of graphical visualization that links the execution results to their 
causes in the model (Snoeck, 2010; Sedrakyan, Snoeck, 2016). The inclusion of 
textual/visual feedback into simulation is achieved by the generation of feedback as a 
response to execution failures in a prototype application targeting a facilitation of 
interpretation of testing (simulation) results. Throughout this research such automated 
feedback in the context of simulation is also referred to as augmented feedback and, 
because of the use of MDE approach to support model verification, it is also referred to 
as model driven feedback throughout this thesis. 
 
The implementation of feedback automation in the context of simulation is presented 
in section 2.2: 
Sedrakyan, G., Snoeck, M. (2016). Design and evaluation of feedback automation architecture: 
Enriching model execution with feedback to support testing of semantic conformance between 
models and requirements. Modelsward 2016 - 4th International Conference on Model-driven 
Engineering and Software Development. Rome (Italy), 19-21 February 2016. 
1.3.5. Evaluation of the learning effectiveness 
An experimental study method was used to evaluate FES with respect to learning 
effectiveness and usability. Six studies were conducted in the course of three academic 
years with participation of 201 master-level final year students from two Management 
Information Systems programs at KU Leuven. A classical pre/post-test control group 
experimental design was used in combination with a two-group and factorial designs 
(Trochim, 2000). During the experiments students had to validate a proposed model 
against given requirements by answering a set of questions (requirements reformulated 
as questions). The effectiveness of the proposed simulation method was measured by 
means of comparing students’ test results between experimental cycles (without and 
with a use of simulation). A confirmatory analysis has been conducted to assess the 
validity of hypothesized effects.  
Effects were assessed with respect to novices’ comprehension of: 
1. structural aspects of a system represented as a class diagram (section 2.3.1) : 
Sedrakyan, G., Snoeck, M., Poelmans, S. (2014). Assessing the effectiveness of feedback 
enabled simulation in teaching conceptual modeling. Computers and Education, 78, 
367-382. 
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2. behavioral aspects of a system represented as multiple interacting statecharts, 
as well as understanding the interplay aspects between structural and behavioral 
views of a model (section 2.3.2) : 
Sedrakyan, G., Snoeck, M., Poelmans, S. (accepted) Assessing the influence of feedback-
enabled simulation on comprehension of semantics of parallel UML statecharts by 
novices. Information and Software Technology. 
3. hidden dependencies represented through inheritance hierarchies (section 
2.3.3) : 
Sedrakyan, G., Snoeck, M. (2015). Effects of simulation on novices' understanding of the 
concept of inheritance in conceptual modeling. In Jeusfeld, M. (Ed.), Karlapalem, K. (Ed.), 
Advances in Conceptual Modeling: Vol. 9382. International Conference on Conceptual 
Modeling (ER 2015). Stockholm (Sweden), 19-22 October 2015 (pp. 327-336) Springer. 
Despite a tool's benefits, user acceptance however can be another important factor 
affecting its success. In the studies we chose to control important variables dealing with 
user acceptance (Davis, 1989). We also used the concept of “preference” as another 
success dimension defined as “the positive and preferred choice for the continued use 
of simulation tool” (Hsu & Lu, 2007) and “satisfaction” that has been defined as the 
feelings and attitudes that stem from aggregating all the efforts and benefits that an end 
user receives from using an system (Ives, Olson, & Baroudi, 1983; Wixom & Todd, 2005). 
Context information about personal characteristics such as gender, previous knowledge, 
and the level of computer self-efficacy, was collected by means of a post-study survey. 
Exploratory correlation analyses have been performed to study the correlation of the 
test results (relative advantage in score when using simulation) with user acceptance 
and personal characteristics.  
The findings from our analyses showed significant positive effects of the proposed FES 
on learning outcomes of novices regardless of personal characteristics and attitudes. In 
addition, the students found the tool useful and preferred its continuous use during 
their learning process.  
1.4. Behavioral feedback perspectives based on learning 
process analytics 
While in the first part of the research we investigate cognitive feedback opportunities, 
in the second part of the research we aim to investigate the perspectives for behavioral 
feedback based on learning process observation, i.e. feedforward opportunities to 
reinforce a successful learning behavior.  
Observing learning processes is however a challenging task considering the fact that 
learning is (meta)cognitive in nature. In previous empirical studies cognitive processes 
have been analyzed by means of either pure statistical techniques or in combination 
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with multi-modal emotion tracking techniques such as verbal reporting, eye movement 
tracking, etc. (Mason, Pluchino, & Tornatora, 2015). 
In order to observe learning processes several questions need to be answered: 
1. What is to be considered a learning process ? 
2. What type of data is needed to observe a learning process ? 
In the context of this research we refer to the definition of a cognitive activity as “an 
operation that affects mental content, e.g. thinking, the cognitive operation of 
remembering, problem solving”; and to a learning process as “a composite cognitive 
activity that is concerned with acquisition of problem-solving abilities by which 
knowledge is acquired”17. In order to observe learning processes in the context of this 
research we make use of the traces produced during the problem-solving process of 
novices. We use the term “cognitive learning process” to refer to the set of modeling 
and simulation activities a learner performed within a modeling environment during 
his/her problem-solving process which are used as a proxy for the cognitive learning 
process.  
During the semester students were assigned to a group project in which they were 
assigned the task of constructing a semantically correct conceptual model that reflects 
the structural and dynamic view of the given domain described in an approximately 5 
page specification document based on real-world requirements. Modeling behavior 
data have been collected through the logging functionality of the MERODE modeling 
environment18 throughout a semester of study while students were working on their 
group's project. This activities include students interaction within a modeling 
environment conforming the actor-event-target-timestamp (xAPI19) format. For 
experimental data collection purposes the CodeGen simulation environment 
(Sedrakyan, Snoeck, 2013, 2014) developed in the first part of the research was 
integrated within the MERODE modeling environment allowing to, besides tracking only 
the modeling activities, log also simulation activities and thus observe the validation 
(also referred to as self-regulation) activities within the task completion process. 
1.4.1. Research method: Process analytics view on learning 
Two empirical studies have been conducted throughout two academic years with the 
participation of 165 students randomly assigned to 36 groups. Event logs of students’ 
group works (28.455 events in total) have been analyzed using process mining 
                                                     
17  Cfr. http://medical-dictionary.thefreedictionary.com/cognitive+learning 
18  The modeling environment used throughout this research is a proprietary tool that has been developed in accordance 
with MERODE methodology. During this research the tool is called JMermaid (previously Mermaid), and currently 
being renamed into SAiLE@CoMo (i.e. JMermaid that contains the integrated version of CodeGen and will have 
feedback features that will be built based on the findings of this research) and for this reason we refer to it as 
MERODE modeling environment. 
19  xAPI is an e-learning software specification that allows learning content and learning systems to speak to each other 
in a manner that records and tracks all types of learning experiences 
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techniques aiming at visualization and investigation of sequential aspects of modeling 
and validation activities, i.e. if and how a sequence in which learners performed certain 
activities can be indicative for their learning outcomes. Modeling processes have been 
examined at multiple granularity levels by abstracting observable activities into different 
process levels, e.g. structural (S) and behavioral (B) activities (either fully abstracted or 
appended with diagram types (e.g. class diagram, statechart) and activity types (e.g. 
create/edit), followed by a session-level indication (e.g. early/medium/late). To observe 
testing and validation behavior we additionally make use of a SIMULATE event through 
the integrated CodeGen feedback-enabled simulation environment (i.e. each time a 
model is simulated a “SIMULATE” event is logged). The analysis was carried out using 
Excel, Disco20, and ProM (van der Aalst et al., 2009). From a process mining perspective, 
we could make use of two prominent techniques: (1) process discovery using Disco and 
(2) Dotted chart analysis in ProM (van der Aalst et al., 2009). A contrast analysis was 
performed to identify differences between best and worst scoring groups. Performance 
of students was measured by the final score attributed based on the semantic quality of 
model solutions, i.e. the level to which students model solution reflected the given 
domain, i.e. requirements of a system in their task description, in a valid and complete 
way. Additionally, a time trend analysis was performed by making a distinction between 
“early” and “late” sessions of modeling processes. Process maps have been analyzed by 
means of visual inspection and were further elaborated with quantitative and qualitative 
fine-grained analysis. 
1.4.2. Outcomes: Learning behavior patterns     
Based on the findings we further synthesized learning behavior patterns indicative for 
worse/better learning outcomes with respect to: 
1. modeling approaches of novices (section 3.1) : 
Sedrakyan, G., Snoeck, M., De Weerdt, J. (2014). Process mining analysis of conceptual 
modeling behavior of novices. Computers in Human Behavior, 41, 486-503. 
2. validation and self-regulation (i.e. simulation) behavior of novices within 
modeling processes (section 3.2) : 
Sedrakyan, G., De Weerdt, J., Snoeck, M. (2016). Process-mining enabled feedback: “tell 
me what I did wrong” vs. “tell me how to do it right”. Computers in Human Behavior, 
57(C), 352-376. doi: 10.1016/j.chb.2014.09.054 
The findings serve as an inspiration for recommendations for improving teacher 
guidance with respect to learning processes for modeling and validation, as well as 
establishing a starting platform for personalized feedback automation in this domain. 
Sample teacher guidance and machine feedback based on these findings are derived 
(section 4.3). The patterns presented in within this research however are not exhaustive. 
                                                     
20  Disco is a commercial tool developed by Fluxicon: http://fluxicon.com/disco/ 
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Further validation and more analysis are needed to advance the research towards a 
broader scope for feedback automation. 
1.5. Linking cognitive and behavioral aspects 
The patterns identified in this work provide insights on problem solving behavior of 
novices in terms of how they model and validate their solutions, and how those 
approaches are associated with the quality of their modeling process output and 
learning outcomes. These insights are suggested as guidelines to be used to improve 
teaching practices and to provide (automated) process-oriented guidance for modeling 
courses that adopt a multi-view modeling methodology. Sample teacher guidance and 
machine feedback perspectives are proposed in section 4.3. The findings also suggest 
that it is not only the way novices model that determines the quality of the modeling 
process outcome but also the way they validate their outcomes (i.e. use model 
simulation) during a modeling process that can in fact affect the quality of their model, 
and thus the learning process and outcomes.  This in addition suggests that feedback 
mechanisms presented in the first part of the research, i.e. simulation feedback allowing 
to interpret simulation results with respect to potential problems in a model (what is 
wrong ?), can be expanded and fine-tuned with suggestions on behavioral aspects (how 
to validate a model ?), e.g. based on inefficient validation behavior detection such as 
partial testing suggesting correction in testing approaches (e.g. when during a process, 
what, why and how to test) that can result in a better test coverage and thus better 
understanding of a model’s design. While the results of this research show the feasibility 
of such perspectives, still more research would be required on more generic behavior 
patterns and the casual relationship between behavior and performance to advance this 
research towards such feedback automation mechanisms.   
 
1.6. Clarifications of the main terms and their contexts 
The term process oriented feedback in this research refers to early feedback 
opportunities that can be achieved during a learning process before a formal assessment 
of its outcome and a feedback by a teacher, i.e. teacher intervention, can be available. 
Such a feedback is targeted at engagement of (self-) regulatory processes, i.e. 
opportunities for (self-)monitoring of own performance, (self-)assessment and (self-) 
improvement. 
While general definitions of (cognitive) learning processes have been defined in previous 
sections, throughout the different parts of this research this definition needs to be 
interpreted in the context of different learning tasks. In the first part of the research the 
term “(cognitive) learning process” refers to the problem-solving process of a novice in 
which s/he validates a model’s design against given description of a domain and which 
involves self-regulated learning, e.g. testing, verifying, checking a model. The term 
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“process oriented feedback” refers to a combination of simulation and feedback cycles 
during a problem-solving process that allow identifying potential defects in a model, as 
well as understanding their causes (textual and graphical feedback included in 
simulation) thus allowing improving understanding of modeling and modeling language 
concepts. This improved knowledge is then used to modify a next learning action (e.g. 
answering a test question, correcting a model, reflecting on requirements, etc.). Because 
this type of feedback is targeted at understanding dimension, and also engages self-
regulatory cognitive processes, we therefore refer to it as a cognitive process-oriented 
feedback. The effectiveness is measured by comparing test results of students without 
and with the use of feedback-enabled simulation during completion of their 
experimental learning task (e.g. answering TRUE/FALSE questions about semantic 
conformance of a model with respect to requirements statements). 
In the second part of the research the term “(cognitive) learning process” refers to the 
problem-solving process of novices throughout a semester period of time in which 
novices are engaged in analyzing requirements statements (group projects with 5 pages 
specifications) and transforming them into semantically correct conceptual models. 
Because it would not be possible to actually track a learning process in human mind, we 
make use of different traces of problem-solving behavior that are recorded within a 
MERODE modeling environment and incorporated CodeGen feedback-enabled 
simulation environment. These traces include students’ modeling and validation 
(simulation) activities used to observe problem-solving behavior as a proxy for learning 
processes. The outcomes of group projects were assessed by a human instructor and, 
according to the scores attributed based on the semantic quality of submitted models, 
best and worst performing clusters were identified. By observing frequent behavior 
occurrences within best/worst performing clusters behavior patterns indicative for 
best/worst learning outcomes were derived. These patterns can be used to improve 
teacher guidance (e.g. where there can be points for further attention/improvement in 
instructional guidance based on the identified issues in learning processes). The patterns 
can also serve an inspiration for advancing research towards feedback automation 
perspectives. In the context of the second part of the research the term “process 
oriented feedback” refers to the perspectives of feedback that can be achieved based 
on behavior observation using process analytics. While process analytics targets 
cognitive learning processes, such feedback is to be interpreted as behavioral process-
oriented feedback, i.e. identifying a potential inefficient behavior and/or 
feedforwarding for an effective learning behavior. Throughout this research we also 
refer to modeling and validation patterns as learning patterns. The reason for this is 
that the patterns identified in this work provide insights on problem solving behavior of 
novices in terms of how they model and validate their solutions and how those 
approaches are associated with the quality of their modeling process output and 
learning outcomes. It should be however noted that the patterns are limited to the 
scope of object-oriented domain modeling and are to be interpreted in a learning 
context. Identification of patterns in this work does not target at suggesting good or bad 
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practices for object-oriented domain modeling either. For example, we do not claim that 
a linear way of modeling (see pattern 1 in the section for conclusions) would not be a 
good modeling approach but rather that can be indicative for poor learning approach. It 
is possible to achieve a good quality of a model by working sequentially without 
necessarily further revisiting and improving a model. Based on the findings of our 
empirical studies we can however state that it is less likely for a novice with a limited 
experience in modeling to achieve a better learning outcome when following a linear 
modeling approach. 
  
1.7. Outline of the thesis 
This thesis includes a collection of selected articles. In this section we highlight the 
outline, main contributions and reference papers for each chapter. 
Chapter 2 : Process-oriented feedback perspectives based on feedback-enabled 
simulation (FES) 
This chapter presents an MDE-based code generation approach that can be achieved 
using the MERODE domain specific modeling language and a template-based model-to-
code transformation. The output of the transformation includes a fully functional 
software application (a model’s prototype) that is produced with a single click. The 
generated prototype serves as a simulation method that allows checking the semantic 
conformance of a model with the requirements of a domain to be engineered. The goal 
of the simulation method is to facilitate learning/teaching processes for requirements 
analysis and conceptual modeling allowing to obtain knowledge and skills in a self-
regulated way of learning. The learning context of simulation is enhanced by the 
inclusion of automated textual and graphical feedback making the simulation results 
easy to interpret. The effectiveness of the method is assessed by means of experimental 
studies. 
Section 2 presents the methodology, design and implementation of the simulation 
tool, and has been published as: 
Sedrakyan, G., Snoeck, M. (2013). A PIM-to-Code requirements engineering framework. 
Modelsward 2013 - 1st International Conference on Model-driven Engineering and Software 
Development - Proceedings. Modelsward 2013, International Conference on Model-driven 
Engineering and Software Development. Barcelona (Spain), 19-21 February 2013 (pp. 163-
169) SciTePress. 
Section 2.2 presents the approach for the inclusion of automated textual and 
graphical feedback in MDE-based simulation and has been published as: 
Sedrakyan, G., Snoeck, M. (2016). Design and evaluation of feedback automation 
architecture: Enriching model execution with feedback to support testing of semantic 
conformance between models and requirements. Modelsward 2016 - 4th International 
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Conference on Model-driven Engineering and Software Development. Rome (Italy), 19-21 
February 2016. 
Section 2.3 presents the evaluation results of the proposed simulation method that 
are achieved by means of several empirical experimental studies. 
Section 2.3.1 presents the results of the evaluation of the method with respect to 
its effectiveness in comprehension of structural aspects of a prospective system 
through simulation and has been published as: 
Sedrakyan, G., Snoeck, M., Poelmans, S. (2014). Assessing the effectiveness of feedback 
enabled simulation in teaching conceptual modeling. Computers and Education, 78, 
367-382. 
Section 2.3.2 presents the results of the evaluation of the method with respect to 
its effectiveness in comprehension of behavioral aspects of a prospective system 
(including interplay aspects with structural aspects) through simulation, and has 
been accepted with a minor revision for publication as: 
Sedrakyan, G., Snoeck, M., Poelmans, S. (accepted) Assessing the influence of feedback-
enabled simulation on comprehension of semantics of parallel UML statecharts by 
novices. Information and Software Technology. 
Section 2.3.3 presents the results of the evaluation of the method with respect to 
its effectiveness in comprehension of hidden dependencies in a model 
represented through inheritance hierarchies, and has been published as: 
Sedrakyan, G., Snoeck, M. (2015). Effects of simulation on novices' understanding of the 
concept of inheritance in conceptual modeling. In Jeusfeld, M. (Ed.), Karlapalem, K. (Ed.), 
Advances in Conceptual Modeling: Vol. 9382. International Conference on Conceptual 
Modeling (ER 2015). Stockholm (Sweden), 19-22 October 2015 (pp. 327-336) Springer. 
Chapter 3 : Process-oriented feedback perspectives based on learning process 
analytics 
This chapter presents the learning process analytics method we used for observing the 
conceptual modeling behavior of novices. The findings of these empirical studies include 
learning behavior patterns that are indicative for learning outcomes. The findings can 
be used as guidelines to improve teaching guidance for conceptual modeling. The 
findings also provide a basis for developing real-time machine feedback that can guide 
learning processes for conceptual modeling. 
Section 3.1 presents learning behavior patterns indicative for learning outcomes 
in the context of novices modeling behavior, and has been published as: 
Sedrakyan, G., Snoeck, M., De Weerdt, J. (2014). Process mining analysis of conceptual 
modeling behavior of novices. Computers in Human Behavior, 41, 486-503. 
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Section 3.2 presents learning behavior patterns indicative for learning outcomes 
with respect to novices validation behavior in the context of modeling, and has 
been published as : 
Sedrakyan, G., De Weerdt, J., Snoeck, M. (2016). Process-mining enabled feedback: “tell 
me what I did wrong” vs. “tell me how to do it right”. Computers in Human Behavior, 
57(C), 352-376. doi: 10.1016/j.chb.2014.09.054 
Chapter 4 : Conclusions: discussion and future research 
This chapter provides an overview of the findings and  reviews the needs for future 
research.  
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2. Process-oriented feedback perspectives based on feedback-
enabled simulation (FES) 
 
This chapter includes five published papers. The first paper titled “A PIM-to-Code 
requirements engineering framework” presents a code generation method and 
instrument CodeGen that can serve as a simulation technique for conceptual modeling.  
The second paper titled “Design and evaluation of feedback automation architecture: 
Enriching model execution with feedback to support testing of semantic conformance 
between models and requirements” presents a feedback-enabled simulation extends 
the research presented in the first paper with an inclusion of automated feedback in 
CodeGen that facilitates the interpretation of simulation results. The third paper titled 
“Assessing the effectiveness of feedback enabled simulation in teaching conceptual 
modeling” presents three empirical studies that evaluate the effectiveness of the 
feedback-enabled simulation as a cognitive process-oriented feedback with respect to 
improving understanding on structural aspects of a system represented as a class 
diagram. The fourth paper titled “Assessing the influence of feedback-enabled 
simulation on comprehension of semantics of parallel UML statecharts by novices” 
presents two empirical studies that evaluate the effectiveness of the feedback-enabled 
simulation as a cognitive process-oriented feedback with respect to improving 
understanding on behavioral aspects of a system represented as multiple interacting 
statecharts. The fifth paper titled “Effects of simulation on novices' understanding of the 
concept of inheritance in conceptual modeling” presents the results of a pilot empirical 
study that evaluate the effectiveness of the feedback-enabled simulation as a cognitive 
process-oriented feedback with respect to improving understanding on hidden 
dependencies in model represented by means of inheritance hierarchies.  
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2.1. Simulation of conceptual models: MDE-based code 
generation (CodeGen) 
 
This section has been published as: 
Sedrakyan, G., Snoeck, M. (2013). A PIM-to-Code requirements engineering framework. 
Modelsward 2013 - 1st International Conference on Model-driven Engineering and 
Software Development - Proceedings. Modelsward 2013, International Conference on 
Model-driven Engineering and Software Development. Barcelona (Spain), 19-21 
February 2013 (pp. 163-169) SciTePress. 
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A PIM-to-Code Requirements Engineering Framework  
Abstract: The complexity of model-driven engineering leads to a limited adoption of 
MDE in practice. In this paper we argue that MDE offers "low hanging fruit" if creating 
executable UML models is targeted rather than developing full-fledged information 
systems. This paper describes an environment for designing and validating conceptual 
models using the model-driven architecture (MDA). The deliverable of the proposed 
modeling environment is an executable platform independent model (EPIM) that is 
further tested and validated through an MDA-based simulation feature. The proposed 
environment addresses a set of challenges associated with 1. shortcomings of the UML 
for being technically too complex for conceptual modeling goals as well as for being not 
precise enough for rapid prototyping; 2. difficulties of MDE adoption due to the large 
set of required skills to adopt the key MDA standards such as the UML, MOF and XMI. 
The paper aims to introduce the current work and identify the needs for future research.  
Keywords: UML, conceptual modeling, executable model, modeling tool, model driven 
architecture, model simulation, prototyping, model testing, model validation, model-
driven engineering.  
I. Introduction 
Model-driven architecture (MDA) and engineering (MDE) are new initiatives which have 
produced a large amount of research and published material. Somewhat paradoxically 
MDE is too little used in practice, mainly because existing MDE solutions require 
extensive training due to the a large set of skills required for using accepted standard 
MDA technologies and because MDE solutions often constrain themselves to specific 
architectures, platforms and 3-rd party technologies, making the reuse of 
transformations difficult. In this paper we argue that MDE offers "low hanging fruit" if 
creating executable UML models is targeted rather than developing full-fledged 
information systems. This paper describes an environment for designing and 
prototyping conceptual models using the model-driven architecture (MDA). Such 
approach benefits to the business analyst's model understanding and to the 
communication with and validation of models by business domain experts. 
II. Problem Domain 
MDE focuses on 1. designing platform independent models as the main representation 
of a system-to-be, having a sufficient level of completeness to generate other models or 
code from them; 2. transformation(s) (mappings) from platform independent to 
platform specific models or code, a process that may pass through a number of 
mappings before a software artefact can be generated. The OMGoffers the MDA as a 
set of standards to realise this MDE approach. The key standards include (a.o.) the UML, 
Meta-Object Facility (MOF), XML Metadata Interchange (XMI) and Object Constraint 
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Language (OCL)21. As stated in (Borland, 2004): “The technical complexity of UML has 
been held responsible for modeling adoption issues. Few expert modelers can rapidly 
evolve an application from requirements to code. Many of today’s modelers are casual 
in their approach; MDA, however, requires increased rigor and training in UML 
modeling”. (Erickson, Siau, 2007) present the complexity metric of the UML which scores 
from 2 to 11 times more complex than those of other methods due to the diversity of 
supported constructs and diagrams in terms of exceeding cognitive load for effective 
information processing by a human modeler. Among the other fundamental deficiencies 
of UML is that it is unclear how to combine interactive, structural and behavioral aspects 
together in a single model (Gustas, 2010). Furthermore, (Buckl et al., 2010) points out 
the “noisiness” of modeling languages with various concepts, that can result in misusing 
concepts and creation of unintended models, i.e. models that use the language concepts 
in a way not intended for the modeling domain.  The same holds true for  the OMG's 
MOF and XMI standards which are used to store, transport and exchange models 
between tools. XMI is extensively used by translationist approaches that start with PIMs 
and progressively add refinements to produce PSMs. The main purpose of XMI is to 
enable the interchange of meta data between tools in heterogeneous environments. 
Despite these benefits XMI is also associated with issues like semantic mismatches, 
version incompatibilities (XMI/UML/MOF) (Alanen & Porres, 2005; Desfray, 2000; 
Huang, Gohel, & Hsu, 2007; Lundell, Lings, Persson, & Mattsson, 2006), human-
readability, etc. Finally, transformations are mostly written using platform specific 
technologies and often have extensive dependencies on 3rd party technologies such as 
application and database servers, making their (re)use unnecessarily complex.  
In theory, the MDA/MDE approach aims to simplify the development process in order 
to address the problems of rapidly changing business requirements and technologies by 
making the development process less dependent on specific programming languages 
and platforms. To achieve this goal MDE aims at a higher level of abstraction and 
genericity by grounding the development process onto models and allowing model-to-
model transformations to bridge across platforms and languages. Such model-based 
abstraction on the other hand, creates its own share of complexity in practice with 
existing solutions continuously growing into a large all-in-one-capable pot. For instance, 
UML aims at genericity by supporting modeling various views of a system but on the 
other hand fails to provide good means of separating aspects per development phase 
(e.g. conceptual modeling versus program design). UML also fails to provide good 
support for recombining different views into one global and consistent model. 
Furthermore, although current approaches for model-to-model transformations 
attempt to achieve high traceability among models, this goal has not been adequately 
realized yet. Debugging and runtime performance modifications are still tied to the code 
level and cannot easily be traced to the model-to-code or (even more difficult) to the 
preceding model-to-model transformations. Despite the promise of easing the 
development process by getting rid of platform dependence, in current practice, MDE 
doesn’t simplify the development process in terms of traceability and maintainability.  
                                                     
21  Formal specification language extension to UML allowing to define rules for UML models: 
http://www.omg.org/spec/OCL/ 
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Thus, while MDE seems very promising, its practical utility is still limited by the fact that: 
 UML is too complex to achieve a right design within a short time to be further 
processed with an MDE approach 
 MDE model-to-model and model-to-code transformations are hard to write, debug, 
maintain and reuse 
Despite these hurdles, we believe that MDE can be feasible and offer a "quick win" if 
prototyping is targeted rather than the development of full-fledged information systems 
and if mappings to PSMs are skipped and PIMs are directly transformed to code. 
Restriction to prototyping makes sense because it allows creating executable PIMs 
(EPIM). The current standard of MDD is the executable UML (xUML) which provides a 
key technology for expressing application domains in a platform independent manner. 
The xUML is a profile of UML 2.0 that defines the execution semantics for a subset of 
the UML. The Foundational UML (fUML) and the Action Language for fUML (Alf) are the 
new executable UML standards: fUML specifies precise semantics for an executable 
subset of UML, and Alf specifies a textual action language with fUML semantics. These 
however do not bring the MDE any closer to the novice modelers or simplify it such as 
making model validation by means of rapid prototyping easily feasible for technical and 
business domain experts. Still a very detailed diagramming with fUML is required and a 
solid knowledge of both fUML and Alf is required to make further transformation of UML 
to code. We will use the MERODE methodology and a proposed prototyping tool which 
will allow us to filter away unnecessary detail,  use the consistency by construction 
provided by its modelling tool to minimize required input skills (thus tailoring the 
approach to novice users), as well as make it possible to receive automated feedback in 
the prototypes. In this paper the term executable PIM refers to a sufficient level of 
abstraction and completeness of the PIM enabling applying transformation(s) from 
platform independent to platform specific models or code. The straight-to-code 
approach enables rapid simulation of a model which 1) improves a modeler 
understanding of the PIM; 2) improves the communication with business experts leading 
to decreased requirements engineering cycles, benefiting the time-to-market of the 
final IS. Additionally the straight-to-code approach simplifies the development of model-
to-code transformations, their debugging and maintenance and facilitates their reuse. 
Putting MDE at work in this way requires simplification techniques to meet these goals. 
The proposed simplification within the research presented here include: 
 the use of a restricted part of UML as proposed by the MERODE methodology 
 the use of a template-based transformation approach going straight from model to 
code (i.e. a model-to-text transformation). 
Starting from a high-level PIM (close to a Computational Independent Model (CIM)) 
allows removing or hiding details irrelevant for a conceptual modeling view. This makes 
the approach easier to understand and a one-click prototype production lowers the 
required skill-set for its useful application. Next, because of an absence of debugging 
techniques across models and platforms, the straight-to-code transformation is easier 
to create, reuse and maintain than a set of intermediate model-to-model increments.  
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To operationalize this, a requirements engineering environment was developed that 
includes a proprietary modeling tool JMermaid and its companion simulation tool. 
Advantages of a proprietary environment over the industry tools include: 1) a simplified 
modeling tool adapted to conceptual modeling goals,  2) models that are readily 
transformable to code, making them truly executable, 4) a fully functional prototype 
generated by a “single click”.  In the specific case of JMermaid, the generated prototype 
is augmented with a feedback feature that links parts of the applications to the 
corresponding part of the model (Sedrakyan, Snoeck, 2012).  Such an approach yields 
additional benefits such as better support of the process of developing modeling 
competences and the ability to involve end-users early on in the development of the 
system-to-be by letting them test the incrementally growing prototypes.  
III. Conceptual Modeling with JMermaid tool 
To address the indicated UML issues MERODE adapts the use of UML to 1) alleviate the 
problem of “noisiness” of UML, and 2) ensure the quality and "transformability" of the 
model. In MERODE the object-oriented conceptual model typically consists of 3 system 
views that together define a platform independent model. The business domain model 
consists of a class diagram, an interaction model and a number of state charts. JMermaid 
is an adapted modeling tool for modeling conceptual models based on the MERODE 
concepts. The 3 system views in the tool are represented with a tabbed view which 
suggests an intuitive, incremental and iterative modeling process. Figure 1 depicts the 
artefacts and modeling cycle with MERODE within the proposed adapted environment. 
The class diagram is a restricted form of UML class diagram: the types of associations 
are limited to binary associations, with a cardinality of 1 to many or 1 to 1.  Many to 
many associations need to be converted to an intermediate class. The interaction model 
consists of an Object-Event Table (OET), created according to the principles of MERODE 
(Snoeck, Dedene, 1998). 
 
Figure 1:  Modeling cycle and artefacts with MERODE. 
It represents a kind of CRUD-matrix, a technique borrowed from Information 
Engineering (Martin, 1982). In MERODE, "business events" represent atomic actions 
from the real world in which one or more domain objects can participate. Each business 
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event is assigned an owner class indicated by an "O/" preceding the kind of involvement 
(Create, Modify, End). The other participants are considered as "Associated" participants 
and have the C, M or E preceded by "A/". The finite state machines allow the object type 
to impose sequence constraints on the business events it is involved in. Multiple Finite 
State Machines (FSMs) allow to model independent aspects as parallel machines. 
 
Figure 2: Modeling views within JMermaid: class diagram, Object-Event Table (OET) and a Finite State Machine 
(FSM). 
To ensure the completeness of a model to be processed by a code generator the tool 
uses consistency checking and validation techniques. To simplify its usage, the tool 
allows managing consistency between the three views in an automated way: it follows 
a "consistency-by-construction" approach (Snoeck et al., 2003; Haesen, Snoeck, 2004) 
meaning that each time when entering specifications in one view, specifications that can 
be derived for other views are automatically generated by the tool. As an example, one 
of the design guidelines states that when defining a class, one should provide at least 
one method to create instances of that class and one method to terminate instances. So 
when a business object is entered in the class diagram, the necessary completions are 
automatically performed in the OET and FSM views. This modeling approach ensures a 
perfect integration between the structural, interactive, and behavioral aspects, 
achieving models that are truly executable to be further validated through the 
prototyping feature.  
IV. MDA-based execution 
Transformation to code can be achieved through a single click: the output is a java 
project containing both a compiled application in executable JAR format and the source-
code. The minimal input that can be accepted by the prototyping tool is actually a model 
that contains at least one business object in the class diagram view along with the 
minimal set of default elements and state machine states and transitions that are 
automatically generated by JMermaid. A set of default attributes for business objects, if 
not specified by a user, are automatically generated too. 
The code generator for MERODE was built using the Java language and Velocity 
Templates Engine (http://velocity.apache.org). The generator takes as an input the XML 
file (output of the JMermaid modeling tool). The XML parser module then “collects” the 
properties (rules) defined by a model, the code generator module further distributes the 
Class diagram
FSM
OET
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properties into template contexts. It is the template engine’s responsibility then to 
merge each context with a specified template to generate a set of files, e.g. a database 
script, data access objects, hibernate mappings, event handlers and user interfaces or 
configuration files. Finally, the compiler module transforms the bunch of files into a 
compiled executable application. Velocity template contexts act as mapping contracts 
between the EPIM and the prototype code.  
 
Figure 3: MERODE prototype generator’s structure. 
The compiler module uses the IBM’s eclipse compiler for java (ECJ) making it possible to 
incrementally compile any modification made to the code afterwards which can be 
made in a simple text editor. A lightweight Hypersonic database is included in the 
application package (http://hsqldb.org) with a user interface that can be invoked from 
inside a prototype application. 
 
 
Figure 4:  The main GUI of the prototype application. 
A user interacts with the generated application through the graphical user interface 
(GUI) which  offers basic functionality like triggering the creating and ending of objects, 
and triggering other business events. The GUI layer is built on top of the event handling 
layer. The event handling layer consists of a collection of so called event handlers. The 
task of the latter layer is to handle all events correctly by managing the appropriate 
interactions with the objects in the persistence layer. The working of an event handler 
can be described in four steps: 1) upon an event execution call the event handler ‘asks’ 
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every participating object (the participants to a business event that have been specified 
in the Object-Event Table) whether all preconditions set by the object are met. For 
example, associations between classes will lead to preconditions to maintain referential 
integrity; 2) Similarly to the previous step the event handler retrieves from every 
participating object its current state (or reference to the corresponding state object) and 
checks whether that state allows further processing of the event; 3) If all results of the 
tasks in step 1 and 2 are positive, the event handler invokes the methods in the 
participating objects, i.e. corresponding event triggered in response to processing the 
originally called event in the specific object; 4) next, if all results of previous steps are 
positive, the event handler executes the method in all participating objects retrieved in 
step 2 to implement the state modifications (according to the triggered event). 
 
While executing a business event in a prototype application users can follow in an event 
execution log frame what is happening in the upper right corner of the generated 
application. When an event is refused (because of failed precondition checks) the user 
is informed of the refusal with a message that explains the reason of rejection by 
indicating what constraint of a model is violated (e.g. creation/end dependency or 
integrity constraint, FSM imposed constraint, etc.). 
 
Figure 5:  Automated feedback on event execution being refused by object state. 
Figure 5 shows for example how the triggering of a business event is refused by the 
application because the business rules stated in the form of a Finite State Chart impose 
a precondition that is not met by the current state of the business objects. Such model 
execution with automated feedback enables a much better understanding of models 
than can be obtained by just reading a model. 
V. Conclusions 
While the use of existing MDE approaches require extensive training, the current 
research demonstrates how a (template-based) MDE approach can be put at work to 
the benefit of conceptual modeling, requiring a minimal input and minimal skill-set of 
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business analysts. The proposed environment also claims that the resulting simulation 
facilities for EPIMs, improves the business analyst's understanding of a model, yielding 
better modeling decisions and easing the users’ involvement in the validation cycle. In 
its current form, the environment is used in a teaching environment and already 
revealing it's capability of increasing the students understanding of models (Sedrakyan, 
Snoeck, 2012).   
Among the possible evolutions of the work could be to address current limitations of the 
code generator, such as the extension with an ability to generate code from models that 
use inheritance and support for general constraints formulated in OCL. The 
enhancement with OCL support would allow to swiftly validate a set of business rules 
implemented by means of a conceptual model. Another possibility for extension is the 
development of a user-friendly interface to allow modification of the structure of the 
generated application to better tailor it to a user's familiar environment. Yet another 
enhancement would be to modify the generator in a way that each entity can be 
generated as a self-contained component that can “inject” itself into a generated 
application as well as be easily removed from it. 
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Enriching model execution with feedback to support testing of semantic 
conformance between models and requirements 
Design and evaluation of feedback automation architecture 
Abstract: Model Driven Development (MDD) has traditionally been used to support 
model transformations and code generation. While plenty of techniques and tools are 
available to support modeling and transformations, tool support for checking the model 
quality in terms of semantic conformance with respect to the domain requirements is 
largely absent. In this work we present a model verification and validation approach 
based on model-driven feedback generation in a model-to-code transformation. The 
transformation is achieved using a single click. The generated output of the 
transformation is a compiled code which is also achieved by a single click. This also 
serves as a rapid prototyping instrument that allows simulating a model (the terms 
prototyping and simulation are thus used interchangeably in the paper). The proposed 
feedback incorporation method in the generated prototype allows linking event 
execution in the generated code to its causes in the model used as input for the 
generation. The goal of the feedback is twofold: (1) to assist a modeler in validating 
semantic conformance of a model with respect to a domain to be engineered; (2) to 
support the learning perspective of less experienced modelers (such as students or 
junior analysts in their early career) by allowing them to detect modeling errors that 
result from the misinterpreted use of modeling language constructs. Within this work 
we focus on conceptual and platform independent models (PIM) that make use of two 
prominent UML diagrams – a class diagram (for modeling the structure of a system) and 
multiple interacting statecharts (for modeling a system’s dynamic behavior). The tool 
has been used in the context of teaching a requirements analysis and modeling course 
at KU Leuven. The proposed feedback generation technique has been constantly 
validated by means of “usability” evaluations, and demonstrates a high level of self-
reported utility of the feedback. Additionally, the findings of our experimental studies 
also show a significant positive impact of feedback-enabled rapid prototyping method 
on semantic validation capabilities of novices. Despite our focus on specific diagramming 
techniques, the principles of the approach presented in this work can be used to support 
educational feedback automation for a broader spectrum of diagram types in the 
context of MDD and simulation. 
Keywords: model driven development, simulation feedback, conceptual modeling, rapid 
prototyping, model testing / validation, feedback automation  
I. Introduction 
The software development process involves the translation of information from one 
form to another (e.g. from customer needs to requirements, to architecture, to design 
and to code). Because this process is human-based, mistakes are likely to occur during 
the translation steps (Walia & Carver, 2009). The vision of Model Driven Development 
(MDD) of software introduces automation in the software development process, which 
results in reduced human intervention. MDD is a development methodology that uses 
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models, meta-models, and automated model transformations to achieve automated 
code generation (Stahl, Voelter, & Czarnecki, 2006). Despite the variety of tools for 
modeling and code generation, tool support for verifying and validating the  semantic 
conformance of models (i.e. the quality of transformation input) with requirements is 
largely lacking. Conformance mismatch can result from errors in different steps of a 
process: modeling, model-to-model transformation, or model-to-code transformation. 
In this work, we target at errors resulting from a semantic mismatch that occur during 
the modeling process which are caused by reasons such as misunderstanding of 
requirements, misinterpreting modeling constructs, lack of domain experience of a 
human modeler, etc. In related research this type of validity issues are referred to as 
semantic validity. The semantic validity of a model is an important aspect of model 
quality, which refers to the level to which the statements in a model reflect the real 
world domain in a valid and complete way (Lindland, Sindre, & Solvberg, 1994). 
Validation of a model quality involves many different dimensions related to physical 
artefacts and knowledge artefacts (Nelson et al., 2012). Because semantic quality cannot 
be directly assessed but needs to be assessed by a human, it has to go through the 
knowledge layer, which therefore results in a complex cognitive process involving other 
quality types. On the knowledge side, assessing semantic quality requires an appropriate 
level of domain knowledge, model knowledge, language knowledge and representation 
knowledge (Nelson et al., 2012), hence requiring view quality (understanding the 
domain), pedagogical quality (understanding the modeling concepts), linguistic quality 
(understanding the graphical notation) and pragmatic quality (understanding a model) 
(Nelson et al., 2012). In particular, pragmatic quality captures the extent to which the 
stakeholder completely and accurately understands the statements in the 
representation that are relevant to them. 
In this work we propose a novel MDD approach that embeds a feedback generation 
mechanism into a model-to-code transformation to achieve a feedback-enabled 
transformation output. By enabling a fully functional output the method also serves as 
a rapid prototyping and simulation instrument. This allows assessing the generated 
prototype (simulation results) with respect to the desired outcome. In case of a semantic 
mismatch the desired outcome can be achieved through a trial and error correction 
process by means of modification, regeneration and verification loops. The goal of the 
incorporated feedback in the simulation loop is to facilitate the process of verification 
of semantic validity of the model provided as a transformation input. The feedback is 
generated as an explanation to error messages when testing and validating a model. The 
errors include event execution failures that result from constraint violations, which are 
regarded as invalid actions from the domain perspective. We make use of two type of 
feedback formats: (1) explanation of the causes for the errors (constraint violations) 
represented in textual format and (2) graphical visualization that links the execution 
results to their causes in a model. We further present a template-based model driven 
development technique for realization of such feedback.  
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For a modeling language we opted for UML as it is the current standard widely used in 
the research and industry. The diagramming tool we used is JMermaid, a tool built based 
on MERODE methodology (Snoeck, 2014). The tool uses a combination of two prominent 
UML diagramming techniques: a class diagram and statecharts (also called finite state 
machines). The output of the modeling tool is an executable platform independent 
domain model (PIM) that is readily transformable to code using a one click MDD-based 
code generation approach (Sedrakyan & Snoeck, 2013b) which makes it particularly 
suitable for the goals of this work. Our choice of the diagramming techniques is 
motivated by the fact that class diagram and statecharts are both in the kernel of 
“essential” UML (i.e. diagrams that are highly used) with the highest usability ranks by 
practitioners and educators from software industry and academic field  (Erickson & Siau, 
2007). Furthermore these are also among the top used diagrams present in the context 
of educational material such as books, tools, courses and tutorials (with percentages of 
100% (class diagram) and over 96% (statecharts)  (Reggio, Leotta, Ricca, & Clerissi, 2013). 
Because of their high cognitive and structural complexity (Cruz-Lemus, Genero, & 
Piattini, 2008; Cruz-Lemus, Maes, Genero, Poels, & Piattini, 2010) both techniques are 
also among the most complex diagramming techniques: UML class diagram ranks the 
highest in complexity among the structural diagrams (Siau & Cao, 2001) followed by 
statecharts among the dynamic diagrams (Carbone & Santucci, 2002; Cruz-Lemus, 
Genero, Manso, Morasca, & Piattini, 2009; Cruz-Lemus, Genero, Morasca, & Piattini, 
2007; Genero, Miranda, & Piattini, 2003).  
While our previous papers focused on presenting the results of assessing the 
effectiveness of the feedback-enabled prototype (output of the PIM-to-code 
transformation simulation tool) with respect to its capability of affecting semantic 
validation process of models (Sedrakyan & Snoeck, 2012, 2013a, 2014a, 2014b, 2015; 
Sedrakyan, Snoeck, & Poelmans, 2014), in this work we present the principles for setting 
up the automated feedback during the model-to-code transformation process. The 
research question addressed in this paper is:  “What is required to set up an automated 
simulation feedback that facilitates the testing of the semantic validity of a model and 
how can such feedback be (technically) realized ?” 
This paper describes the architectural design of the feedback automation method. The 
resulting artefact was evaluated by means of yearly evaluations of self-reported 
“usability”. Besides this self-reported utility, the utility of the automated feedback 
approach also has been evaluated through experimental studies. Aggregated results of 
6 empirical/experimental studies in the context of two master-level courses from two 
different study programs at KU Leuven (Sedrakyan, Snoeck, & Poelmans, 2014) are 
briefly presented. 
The results presented in this paper contribute to the research on 1. model-driven 
development with respect to its applicability to feedback generation, 2. simulation 
theory with respect to addressing the difficulties in interpretation of simulation results 
(Banks, 1999). Furthermore, not many studies can be found in the domain of feedback 
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automation. In the context of education the results contribute to the research on 3. 
automation methods for (learning process-oriented) feedback which is in turn 
intertwined with self-regulative learning. Despite our focus on specific diagramming 
techniques, the approach presented in this work can be applied/enhanced to support 
feedback automation for a broader spectrum of diagram types. The technique can also 
be used to support a teaching/learning context for courses that use modeling. This may 
include courses such as system architecture and design, databases, software 
engineering, prototyping and testing of requirements, model driven development, etc.  
II. Methodology 
The feedback is realized using MDD  technique. The approach was built following the 
principles of Design Science in Information Systems research which proposes two main 
guidelines 1. building and 2. (re)evaluating novel artefacts to help understanding and 
solving knowledge problems (Hevner et al., 2004). We first present the required 
components and the architectural design for building feedback. We then propose a 
template-based model driven development technique for realization of the proposed 
feedback.   
To test and evaluate the proposed design with respect to its subjective perceptions of 
usability by users (perceived easiness of use, perceived utility, preference and 
satisfaction) yearly evaluations were performed. Ease of use and usefulness are 
widespread and validated acceptance beliefs from the Technology Acceptance Model 
(Davis, 1989; Davis et al., 1989; Venkatesh et al., 2003), referring to the required effort 
to interact with a technology and its efficiency and effectiveness respectively. We used 
the concept of preference as another success dimension, as proposed by (Hsu & Lu, 
2007) and (Bourgonjon, Valcke, Soetaert, & Schellens, 2010). Preference is defined as 
“the positive and preferred choice for the continued use of simulation tool in the 
classroom”. User satisfaction is another key success measure that has been defined as 
the feelings and attitudes that stem from aggregating all the efforts and benefits that an 
end user receives from using an system (Ives, Olson, & Baroudi, 1983; Wixom & Todd, 
2005). Thereto a questionnaire was used including three questions per measurable 
dimension, each of which measured with a six-position Likert-type scale. The impact of 
pro-social behavior (Mitchell & Jolley, 2012) was isolated by ensuring the anonymity of 
participants, i.e. not disclosing any identifiable information in the questionnaire. 
Reliability and validity of the acceptance measures were assessed by factor analysis 
using SPSS. 
III. What is required to set up a model-driven feedback? 
In this chapter we present the architectural design of the automated feedback approach. 
Thereto we identify the model elements used to set up a model-driven feedback. 
According to (Nelson et al., 2012), in the conceptual modeling quality framework each 
framework element can be considered as a set of statements. Model quality is assessed 
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by comparing two such sets, goals being completeness and validity. For semantic quality, 
completeness is achieved if the physical representation (the model) contains all the 
statements of the domain, and validity is achieved if what is true or false according to 
the model is respectively also true or false according to the domain rules. 
Model simulation can be used to assess model completeness by simply verifying the 
presence of desired functionality in the prototype. Assessing the validity of the model 
requires verifying the truthfulness of a statement in the prototype. In other words, if 
something should be allowed according to domain rules, then this should be allowed 
according to the model as well, and if something is forbidden according to domain rules, 
then a corresponding constraint should be included in the model. To verify validity, a 
modeler needs to define test scenarios and define an oracle (desired outcome) for each 
scenario according to the domain rules. The results of the execution of the test scenario 
are compared to the oracle to determine the semantic correspondence between model 
and domain. While novice modelers seem at ease with using a fast prototyping approach 
for the verification of model completeness, we witnessed that novice modelers have 
difficulties in understanding why a test scenario fails and relating the cause of the failure 
to model constructs. 
 
Figure 6:  Model-elements used for a  feedback. 
Test scenario failure finds its origins in constraint violation. For example, if a course can 
be attributed to at most one teacher, then assigning a second teacher to a course will 
result in a constraint violation and a failed test scenario. Therefore, the first step in our 
architectural design includes the identification of the constraints that are supported by 
a diagram type. Next, the typology of errors with respect to the constraint types are 
specified. We also need to identify the diagram properties that take part in those 
constraints.  
The error type can be described as a constraint violation scenario. The error type 
contains a reference to the violated constraint type and also encapsulates the properties 
that participate in the context of the event execution and those that cause the error 
(execution failure). Figure 6 below depicts the generic meta-model on how error types 
are related to the corresponding model elements. As mentioned earlier in this paper we 
realize our approach in the context of one specific type of models, namely, conceptual 
models, that combine structural and behavioral aspects of a system. The modeling 
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approach uses a combination of a class diagram (to realize the structural aspects) and 
multiple interacting statecharts (to support a system’s dynamics). 
Table 1: Examples of model elements used to construct feedback for class diagram and statecharts.22 
 
Diagram  Constraint type Error type  Explanation & model properties  
 
Class 
diagram 
Cardinality of minimum 1 Create-event 
execution failure 
an object of type A is attempted to 
be created without choosing an 
object of type B it is associated with  
 
Cardinality of maximum 1 Create-event 
execution failure 
an object of type A is attempted to 
be created for which an object of 
type B associated with a cardinality 
of max 1 is chosen which already 
has been assigned another instance 
of an object of type A  
 
Referential integrity for 
creation dependency 
 
 
Create-event 
execution failure 
an object is attempted to be created 
before the objects it refers to were 
created 
Referential integrity for 
restricted delete 
 
End-event execution 
failure 
an object is attempted to be ended 
before its “living” referring objects 
(objects that did not reach the final 
state of their lifecycle) are ended 
 
Statechart Sequence constraint Event execution 
failure 
an event is attempted to be 
executed for an object whose state 
does not enable a transition for that 
event  
 
In the class diagram, constraints are captured as cardinality constraints (mandatory one, 
maximum one) and referential integrity constraints (creation dependency and restricted 
delete). In the case of a statechart, constraints are captured as sequence constraints. 
For each of these constraints, a corresponding error type and explanations used for 
feedback can be constructed as shown in  Test scenario failure finds its origins in 
constraint violation. For example, if a course can be attributed to at most one teacher, 
then assigning a second teacher to a course will result in a constraint violation and a 
                                                     
22 The list of the examples are not exhaustive and can be expanded to address new diagram types, constraint types, error 
types 
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failed test scenario. Therefore, the first step in our architectural design includes the 
identification of the constraints that are supported by a diagram type. Next, the typology 
of errors with respect to the constraint types are specified. We also need to identify the 
diagram properties that take part in those constraints.  
The error type can be described as a constraint violation scenario. The error type 
contains a reference to the violated constraint type and also encapsulates the properties 
that participate in the context of the event execution and those that cause the error 
(execution failure). Figure 6 below depicts the generic meta-model on how error types 
are related to the corresponding model elements. As mentioned earlier in this paper we 
realize our approach in the context of one specific type of models, namely, conceptual 
models, that combine structural and behavioral aspects of a system. The modeling 
approach uses a combination of a class diagram (to realize the structural aspects) and 
multiple interacting statecharts (to support a system’s dynamics). 
Table 1. Explanations include model properties (underlined in column “Explanation & 
model properties”).  
IV. How the approach can be realized: inclusion and generation of 
feedback  
The feedback generation mechanism is handled by inclusion of a feedback generation 
package in the output of the model-to-code transformation and is illustrated by the 
conceptual model shown in Figure 7. This package is responsible for 1. capturing the 
execution errors (failures) and mapping them with corresponding causes; 2. identifying 
the causing model properties as well as those being involved/affected; 3. matching the 
causes with relevant feedback template for a textual feedback; 4. generating feedback 
dialogs with the textual explanation and 5. further extending the textual explanation 
with its graphical visualization. In the model-to-code transformation the event execution 
process is supported by the event handler which is responsible for the transaction logic 
specified by a model. The role of the event handler is to check the success and failure 
scenarios according to pre-conditions specified in a diagram type.  
Constraint support is realized by means of the pre-condition checks. If the pre-condition 
checks are successful the transactions are further executed. Error messages are 
generated in case of failed precondition checks. The model-to-code transformation is 
presented in our previous work (Sedrakyan & Snoeck, 2013b) and, as it is not the core 
subject of this paper, the transformation process therefore will not be covered in detail. 
We will however refer to some aspects of the model-to-code transformations that are 
relevant for feedback generation. This includes the notion of a parser and Data Access 
Objects (DAO) in the generated transformation. DAOs provide a simplified access to 
model properties stored in a database layer of the transformed code (e.g. key-value 
maps containing a collection of object properties such as a name, collections of 
attributes, events, dependencies, states, etc.) which are also used for feedback 
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purposes. These properties are  constructed during the transformation process using a 
parser and Apache Velocity Templates (http://velocity.apache.org/) and are accessible 
in the final code. In the generated application the execution failures are implemented 
as exceptions. The exception handler contains the cause of the exception such as a 
reference to the corresponding constraint type along with the model properties 
involved in the constraint violation in a lightweight data-interchange format (comma 
separated string). The exception handler identifies the exception type and in case a 
model related execution failure is detected (there can be code related exceptions too) 
further links to the corresponding error processor responsible for model related errors. 
The error processor further derives the necessary properties error message data stream, 
converts them into appropriate formats and forwards to the feedback processor. The 
feedback processor uses a feedback template to provide a textual explanation on the 
corresponding parts of the diagram along with the properties of a diagram causing the 
execution failure as well as those being involved/affected. Sample textual feedback 
templates are presented in Figure 8 and Figure 9. Using the model parser the 
coordinates of model properties from the GUI model of a diagram are passed to a 2D 
graphics object. The parser is used to access any other model properties that are 
required to provide a hint for a possible correction scenario (e.g. if an event execution 
fails due to an object state, the state(s) in which the execution is allowed are used to 
construct a hint). 
 
Figure 7:  Feedback generation model. 
 
 
The 2D graphics object is used to access the coordinate, color and font management 
system of the buffered image (an image with an accessible buffer of image data) of a 
diagram. This allows to highlight the parts of the diagram that contains the constraint 
that causes the error as well as to visualize the suggested hints for the correction of the 
error. The color scheme is consistent with the textual feedback which makes it easier to 
trace between the textual explanation and its graphical visualization. Sample generated  
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Figure 8:  Sample textual feedback template for a sequence constraint violation. 
 
 
Figure 9: Sample textual feedback template for a cardinality constraint violation. 
 
textual and corresponding graphical feedback is presented in Figure 10. The architecture 
of the proposed realization model also allows the feedback generation package to be 
easily plugged in/out in the final output. The exception handler can serve as a 
(dis)connection gate. 
 
Figure 10:  Sample generated textual and graphical feedback for a UML class diagram and a finite state 
machine (FSM). 
 
 
Figure 11: Positioning of the feedback in the modeling and validation process. 
Test -> early detection 
of defects
Revisit / refineReflect on
Feedback on test 
results
failure
failure
success
failure
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V. Locating the feedback in the semantic validation process  
In terms of positioning the proposed feedback technique with respect to the modeling 
and semantic validation process, the following sequence is implied (see Figure 11): the 
user starts with analyzing a textual description of requirements. S/he will then transform 
the requirements into a conceptual model containing both the static and dynamic 
representations of a system. At any step during the modeling process the user can 
simulate the model by means of prototype generation. The prototype is then used to 
test a model in terms of its semantic conformance with the requirements. The model is 
revisited/refined if semantic errors are detected. The feedback is intended to facilitate 
the interpretation of the causes of the detected errors. Such repetitive trial/error loops 
will also allow to reflect on the requirements in terms of detection of ambiguous, 
missing or contradictory requirements. 
VI. Assessing the feedback design 
User acceptance of the feedback-enabled model-to-code transformation tool was 
repeatedly evaluated in the course of several years of usage. The students found the 
tool useful and preferred its use (mean scores above 4.5 in six-position Likert-type scale). 
User satisfaction, preference, perceived usefulness and perceived ease of use were 
evaluated resulting respectively on average of  4.77, 4.78, 4.78 and 4.68 (with Cronbach 
Alpha above 0.84 and factor loadings per item above 0.86). The highest score in the 
anonymous evaluations was attributed by students to the incorporated feedback in the 
prototype (5.58 on average). Additionally, the effectiveness of the incorporated 
feedback in the context of code generation (simulation) and its use in the process of 
semantic validation of models was experimentally evaluated. The findings of six 
empirical experimental studies (N = 201) showed a significant positive impact of the 
inclusion of the feedback on the semantic validation process of novices resulting in the 
average magnitude of effect of 2.33 out of 8 for validating the structural consistency 
(class diagram) and 4 out of 8 for validating the behavioral consistency (statecharts) and 
the consistency  of behavioral aspects with the structural view of a system (contradicting 
constraints). The reader is referred to (Sedrakyan & Snoeck, 2012, 2013a, 2014a, 2014b, 
2015; Sedrakyan, Snoeck, & Poelmans, 2014) for more details on these experimental 
evaluations. 
VII. Conclusion 
In this work we presented a feedback automation technique that allows enriching a 
model-execution environment with automated feedback with the purpose to assist 
novice modelers in the task of validating the semantic quality of a model. The feedback 
automation technique uses a model-driven development approach combined with 
template-based generation to incorporate a textual and visual feedback in the 
transformation output. The feedback approach scored very high on perceived utility by 
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novice modelers. This self-reported utility was complemented by investigating the 
effectiveness of such feedback with empirical/experimental studies. The feedback was 
observed to stimulate self-regulated learning resulting in significantly improved learning 
outcomes. The utility and effectiveness of the proposed approach suggest that the same 
approach can be considered for application of the proposed automated feedback 
method outside the domain of conceptual modeling to provide feedback for a broader 
spectrum of diagramming techniques in a broader learning context such as databases, 
programming, model driven development and other courses. To advance the research 
further certain limitations should be also considered. The main limitation includes the 
fact that the approach requires a modeling environment that provides executable 
outputs (such as MERODE), i.e. models that can be readily transformed to code. 
The work presented in this paper can be expanded along several directions, such as: 
1. expanding the framework towards a generic feedback framework with a support 
for a broader spectrum of diagrams. 
2. exploring advanced feedback mechanisms, such as personalization, using 
adaptive systems and learning reinforcement algorithms. This perspective is 
additionally supported by the logging functionality of the tool allowing to 
observe modeling and learning processes (Sedrakyan, Snoeck, & De Weerdt, 
2014). 
3. exploring interactive feedback mechanisms to guide a model correction process 
by also highlighting the effects of changes made in the model during the 
correction process. 
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2.3. Evaluation of the learning effectiveness 
 
This section includes three papers that present the evaluation results for the proposed 
feedback-enabled simulation with respect to its learning effectiveness. The first paper 
(2.3.1) presents the results of evaluation of FES with respect to its effectiveness for 
understanding structural aspects of a system represented as UML class diagram. The 
second paper (2.3.2) presents the results of evaluations of FES with respect to 
understanding behavioral aspects of a system represented as multiple interacting 
statecharts, as well as understanding the interplay aspects between structural and 
behavioral views of a model. The third paper (2.3.3) presents the results from the pilot 
experimental study targeting at measuring the effectiveness of the proposed FES 
method with respect to understanding of object-oriented concepts such as inheritance.  
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2.3.1. Effectiveness of FES with respect to structural aspects 
 
This section has been published as: 
Sedrakyan, G., Snoeck, M., Poelmans, S. (2014). Assessing the effectiveness of feedback 
enabled simulation in teaching conceptual modeling. Computers and Education, 78, 367-
382. 
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Assessing the effectiveness of feedback enabled simulation in teaching 
conceptual modeling 
 
Abstract: It is commonly accepted that simulation contributes to a better learning 
quality while also promoting successful transfer of the skills to real-world environments. 
However, the practical use of simulation is hampered by the difficulty of interpreting 
simulation results. This paper demonstrates the learning benefits in conceptual 
modeling of business requirements when using feedback-enabled simulation. The 
effects of feedback-enabled simulation on learning outcomes of novice learners were 
observed by means of experimental empirical studies. Three studies were conducted in 
the context of two master-level courses from two different study programs spanning 
two academic years. The findings show a significant improvement in students’ 
conceptual model understanding and validation capabilities when using feedback-
enabled simulation. 
Keywords: teaching conceptual modeling, modeling knowledge, model validation / 
validity, simulation / prototyping, augmented feedback, requirements testing  
I. Introduction 
The modern world depends so much on information systems (IS) that a small failure can 
cause significant and sometimes disastrous consequences. In the context of ICT-driven 
economies the quality of the requirements engineering process has become very critical. 
Designing high quality information systems however is a complex and challenging task 
that requires rigorous analytical skills and experience to externalize business 
requirements into high-quality formal representations –models. With the growing 
importance of compliance between business strategy and ICT realizations, conceptual 
modeling gains more relevance. This is because first, conceptual models can significantly 
reduce the complexity of a problem domain by the use of highly abstract 
representations thus making it easier to integrate business domain and ICT expertise in 
the system design process, and secondly because conceptual models contain the critical 
information that is needed for designing and applying effective organizational strategies 
and a necessary foundation for constructing an organization’s information systems 
(Embley & Thalheim, 2012; TOGAF, 2014; Wand et al., 1995).  
Important key factors affecting the quality of a conceptual model are knowledge of 
modeling concepts, of the modeling language and of the domain to be modeled (Nelson 
et al., 2012). Teaching such knowledge and skills to novice modelers is a challenging task 
considering that system analysis is by nature an inexact skill. Good modelers rely mainly 
on their personal experience, and the tacit knowledge (Bradley et al., 2006; Schenk et 
al., 1998) they have developed over time is difficult to transfer to junior modelers. 
Transferring the academic knowledge and skills to real world businesses is yet another 
concern as the classroom and real world situations are not identical (Damassa & Sitko, 
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2010). As stated by (Schenk et al., 1998), in their early careers novice modelers produce 
incomplete, inaccurate, ambiguous, and/or incorrect information requirements. Errors 
occurring early in the systems analysis process are much more expensive and time-
consuming to resolve when only detected later in the engineering process than those 
that may occur at any other time in systems engineering (Schenk et al., 1998).  
While on the one hand conceptual modeling is crucial for the quality of information 
systems, on the other hand several reasons make conceptual modeling skills very 
difficult to teach:  
 The cognitive aspects of modeling: Studies on comparing model quality checking 
approaches of novices and experts indicate the poorly adapted cognitive 
schemata of novice modelers to identify relevant triggers for verifying the quality 
of models (such as discovering omitted requirements) (Schenk et al., 1998). 
Previous research on observing the differences in modeling process indicates the 
linear problem-solving pattern of novices focusing on one task at a time vis-a-vis 
experts’ frequent switches between modeling activities and simultaneous cross-
validation cycles (80% of their design activity)(Wang & Brooks, 2007). 
 The complexity of modeling tools: The complexity of industry modeling tools 
introduce another challenge making them less effective in supporting a teaching 
process (Siau & Loo, 2006). Furthermore, (Wilmont et al., 2013) point out that 
most of the modeling languages (including the UML) are too “noisy” with various 
concepts, which can result in misusing concepts and creation of unintended 
models (Erickson & Siau, 2007). 
 Lack of domain specific knowledge: Absence of intensive trial and error 
rehearsals in the classroom is considered the major source of limitation in 
novices modeling experience (Schenk et al., 1998). 
 The lack of validation procedures and tool support: In addition, the lack of 
established validation procedures (Shanks et al., 2003) makes the conceptual 
modeling for novices very difficult to learn. Additionally, several researchers 
correlated novices learning achievements in modeling with the lack of technical 
insights considering the absence of technical components (such as computer-
assisted learning) from education as a major contributing factor to the lack of 
preparedness of their skills (Barjis et al., 2012). 
As a result, the effectiveness of novice modelers becomes an important aspect for IS 
education. To address this challenges, IS education needs to introduce innovative 
teaching practices and integrated learning environments to facilitate the progression of 
novice modelers to advanced levels of expertise.   
It is commonly accepted that simulation contributes to better understanding of 
modeling decisions offering a new standard of learning quality (Barjis et al., 2012) 
allowing the learner to “learn by experiencing” (A. Kluge, 2007). Simulated 
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environments are also known to promote successful transfer of the skills learned in 
classroom to real-world environments  by allowing to simulate real-life situations where 
learners improve their technical and problem-solving skills (European Commission, 
2013; A. Kluge, 2007).  However, to our knowledge no research publications have been 
written describing courses that use conceptual model simulation in the context of 
requirements engineering, nor empirically proven learning benefits have been reported 
for a certain simulation tool. The reason is that the existing standards for simulation 
technologies also introduce a number of shortcomings. The major disadvantages include 
being too complex and time consuming to achieve by novice modelers whose technical 
expertise is limited. Another important disadvantage is connected with the difficulty of 
interpreting the simulation results. 
This paper investigates the effectiveness of a feedback-enabled simulation environment 
which assists novice learners to validate a conceptual model in a fast and easy way while 
also allowing to gain solid insights behind modeling decisions through experimenting 
with a concrete form of an information system. The learning effectiveness is enhanced 
by automated feedback incorporated in a prototype that visually links the test results to 
their causes in the model's design. The goal of the method is twofold: 1) providing 
assistance in validating semantic aspects while also gaining deeply understood 
knowledge from hands-on experience 2) allowing to detect design errors that result 
from misinterpreted use of modeling language constructs. The work proposes an 
extension to the techniques previously presented by (Haesen & Snoeck, 2004; 
Sedrakyan & Snoeck, 2012, 2013a, 2013b; Snoeck, Haesen, Buelens, De Backer, & 
Monsieur, 2007; Snoeck, Michiels, & Dedene, 2003). The methodology uses the UML as 
modeling language, but underneath it relies on the concepts of MERODE23, an Enterprise 
Information Systems engineering methodology developed at the university of Leuven, 
which follows the Model-Driven Architecture and Engineering approach. The goal of this 
work is to observe the effects of feedback-enabled simulation cycles on understanding 
of UML model statements by novice modelers and identify the needs for future 
research.  Subsequently our research question will be formulated as: “Does a feedback-
enabled simulation improve modeling knowledge of a novice modeler in terms of his/her 
capability of assessing a model’s semantic quality”? 
In order to answer the research question, we opt for an empirical study approach 
according to pre/post-test control group experimental design (Trochim, 2000) with 
subsequent replications. The findings show a significant improvement in students’ 
conceptual model understanding and validation capabilities when using feedback-
enabled simulation. 
The remainder of the paper is structured as follows. The second section describes the 
educational context and assumptions used within this paper. Section III gives an 
overview of related work and the research contribution. Section IV gives a brief overview 
                                                     
23  MERODE is an Object Oriented Enterprise Modeling method. Its name is the abbreviation of Model driven, 
Existence dependency Relation, Object oriented DEvelopment. Cfr. http://merode.econ.kuleuven.be 
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of the simulation environment subsequently highlighting the learning benefits of the 
proposed validation cycle. Section V describes the research method for measuring the 
effects of the proposed simulation technique on the learning outcomes of novice 
modelers. Section VI describes the data analysis and subsequently reports on the results. 
Section VII discusses the contributions and limitations of the work. Finally, section VIII 
concludes the work proposing some future research directions. 
II. Educational context and assumptions 
The proposed simulation method has been developed by the Management Informatics 
research group at the faculty of Business and Economics, University of Leuven. The tool 
has been subsequently tested and validated within the course “Architecture and 
Modeling of Management Information Systems”24 over a 5-years period of teaching, 
with participation and constant feedback from 500 students overall. The course targets 
at master level students with heterogeneous backgrounds from the Management 
Information Systems program. The goal of the course is to familiarize the students with 
modern methods and techniques of Object-Oriented Analysis and Design for Enterprise 
Information Systems, to let them understand the relation between an information 
system and the organizational aspects of an enterprise, and to let them acquire 
sufficient skills of developing an enterprise model as basis of an enterprise information 
system. Focus of this work is the observation of simulation cycle effects on learning 
outcomes of novice modelers, more specifically with respect to model understanding.  
For further referencing some basic concepts used throughout this paper will be briefly 
discussed. 
A model is a simplified representation (abstraction) of a system from a particular 
perspective (Seila, 1995).  A conceptual model (also known as domain model) is a 
complete and holistic view of a system based on conceptual but precise qualitative 
assumptions about its concepts “entities” and their interrelationships (Embley & 
Thalheim, 2012). Conceptual model of an information system is defined as an “abstract 
model” of an enterprise and conceptual modeling in information systems development 
as the creation of an enterprise model for the purpose of designing the information 
system (Wand et al., 1995). Analysis transforms a perceived real-world system into a 
conceptual model of that system and design transforms the conceptual model of the 
subject world, into a model of the information system (Wand et al., 1995).  A model is 
often represented visually as a diagram, by the use of a modeling language. In this paper 
the modeling language used is UML (Unified Modeling Language) motivated by the fact 
that UML is the widely accepted standard used for modeling systems throughout 
software engineering processes. UML class diagram is the main structural diagramming 
approach widely used to visually represent an information system’s components and 
relationships (Szlenk, 2006) that are used both in high level conceptual modeling as well 
                                                     
24  The course’s page can be found on http://onderwijsaanbod.kuleuven.be/syllabi/e/D0I71AE.htm 
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as in more detailed for a lower level programming code (Berardi, Calvanese, & De 
Giacomo, 2005; Marshall, 2000; Szlenk, 2006).  
Model validity is an important aspect of model quality. To assess the effects of 
simulation on model quality a definition of quality parameters is also required. We will 
refer to the quality dimensions of the CMQF (Conceptual Modeling Quality Framework) 
(Nelson et al., 2012) which presents a unified view of conceptual model quality. Within 
this framework, teaching conceptual modeling involves different types of modeling 
quality. The final objective is to achieve the capability of producing physical models with 
high external quality. External model validity - also called semantic quality- refers to the 
level to which the statements in a model reflect the real world in a valid and complete 
way (feasible completeness, feasible validity) (Lindland et al., 1994). In order to check a 
model for validity, a person needs to read and understand the model (which entails 
pragmatic quality aspects), and compare his/her understanding of the model with 
his/her understanding of the real world.  On the knowledge side, this requires an 
appropriate level of model knowledge, language knowledge and representation 
knowledge, hence requiring pedagogical quality (understanding the modeling 
concepts), linguistic quality (understanding the graphical notation) and pragmatic 
quality (understanding a model) (Nelson et al., 2012). In particular, pragmatic quality 
captures the extent to which the stakeholder completely and accurately understands 
the statements in the representation that are relevant to them. 
There is still not a universal definition of simulation. Nevertheless, most of the existing 
definitions follow the same general concept that simulation is an imitation of a system 
(Banks, 1999; Ingalls, 2008) with a purpose to support modeling decisions based on the 
dynamic representation of a system (how the prospective system would behave in a real 
world). In this paper we will refer to simulation of a conceptual model as a process of 
generating prototype applications using a conceptual model as an input. Among 
different types of simulation (symbolic or graphical animation, execution, prototyping), 
the method of prototyping is capable of achieving the most concrete form of a 
prospective system. In our works we refer to simulation of a conceptual model as a 
process of generating prototype applications using a conceptual model as an input. We 
will therefore use the terms “simulated model” and “prototype” interchangeably. 
Among the variety of forms of prototypes within this study we refer to the definition of 
a prototype as “fully functional to prove a concept” (Hess, 2012). Prototyping is also 
thought of as a type of design language (Yang, 2005), the learning context of which 
includes testing of a function of a prototype with a purpose to identify potential issues 
concerned with problem understanding with respect to its design (Hess, 2012). 
III. Related work  
Simulation has been used in a variety of contexts. In the context of information systems 
previous researches focused specifically on information workflow based on techniques 
such as symbolic animation or execution of models (Lalioti & Loucopoulos, 1993; Olivé 
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& Sancho, 1996) as an instrument to assist analysts in validating large and complex 
models (Silva et al., 2010). Prior studies on model understanding on conceptual level 
focused mainly on process models (control logic flow, deadlocks, etc.) (Recker et al., 
2014) and perceptual properties of graphical notation by novices (Mendling et al., 2007; 
Moody, 2009; Petre, 1995; Recker et al., 2010). Semantic prototyping was introduced by 
(Lindland & Krogstie, 1993) with a goal to improve conceptual model comprehensibility 
aiming at communication with stakeholders. Simulation tools have been developed and 
tested in various educational areas such as science education (Rutten et al., 2012), 
mining engineering (Akkoyun, 2014), aerospace engineering (Okutsu, 2013), biological 
engineering (Datta, 2013), etc.; subsequently leading to improved learning outcomes. 
However, as we already stated, to our knowledge no research publications have been 
written describing courses that use conceptual model simulation in the context of 
software requirements engineering, nor empirically proven learning benefits have been 
reported for a certain simulation tool. 
Studies on learning quality improvements indicate a self-regulative approach as major 
source of impact on learning outcomes (self-observation of one’s performance with the 
goal to reflect on own progress by appropriately adjusting actions to maximize 
performance) (Nicol & Macfarlane‐Dick, 2006; Zimmerman, 2008). Studies on self-
regulative learning approaches in turn are closely intertwined with feedback research, 
i.e. for all self-regulative activities, external feedback is considered as an inherent 
catalyst (Barber et al., 2011; Butler & Winne, 1995). As proposed by the constructivist 
approach (Hadjerrouit, 2005) the method of dialogue is the most optimal way to address 
learning difficulties by delivering personalized feedback. Usually feedback is not 
available during modeling activities but is given after a task has been completed. In the 
feedback literature this is referred to as outcome feedback, the simplest form of 
feedback, indicating whether or not results are correct, thus providing minimal external 
guidance (Butler & Winne, 1995). (Butler & Winne, 1995; Narciss, 2008; Shute, 2008) 
highlight the effectiveness of more informative types of feedback paired with content-
related information that guide the process of cognitive activities. This suggests that 
combining simulation cycles with cognitive feedback can result in improved learning 
outcomes. Our approach thus differs by introducing a cognitive feedback incorporated 
in a simulation cycle as a response to a failure of a triggered event to facilitate the 
analysis of simulation results targeting at validity of structural aspects (such as 
associations, cardinalities, chains of associations). In addition this approach benefits 
from an environment maximally adapted to a novice modeler whose technical expertise 
is limited (Sedrakyan & Snoeck, 2013). 
Despite a tool's benefits, user acceptance however can be another important factor 
affecting its success25. Prior studies on simulation are based on implications of intended 
utility (McHaney & Cronan, 2000), which includes semantic compliance (is it the right 
                                                     
25 While in our experiments the use of the tool was required, we chose to control acceptance constructs to measure the 
tool support for intended utility in the context of voluntary use  
67 
 
simulation model?) to support its intended use acceptably, as well as relevant complete 
functionality to support a task completion. Previous studies have identified important 
variables dealing with user acceptance for computer-assisted learning environments 
such as the Technology Acceptance Model (Davis, 1989; Davis et al., 1989; Poelmans & 
Wessa, 2013), which suggests (amongst others) perceived usefulness as an important 
factor contributing to user acceptance. In this study we aim to assess the effects of 
feedback-enabled simulation on the model understanding capabilities of novices in 
correlation with user acceptance as well as personal characteristics of users to ensure 
the reliability and validity of the results. 
IV. Description of the simulation environment 
The simulation feature used in this study is the improved version of the tool used in the 
course of several years of teaching. In our previous papers we already discussed a set of 
shortcomings and subsequent improvements (Sedrakyan & Snoeck, 2012, 2013a) for 
conceptual model simulation. We will therefore dismiss the details related to the 
simulation environment as well as its implementation26. To facilitate further reading of 
this paper we will however present a brief overview of the simulation benefits offered 
by the simulation tool used in this paper in the context of model validation followed by 
an example scenario. 
It was observed that both UML and MDA require a set of simplifications to be useful in 
educational context (Sedrakyan & Snoeck, 2012, 2013a, 2013b). We therefore use 
MERODE for the following advantages: 
- using a limited subset of UML relevant for conceptual modeling that allows 
removing or hiding details irrelevant for a conceptual modeling view  
- providing integrated environment for modeling and simulation 
- models designed are readily transformable for execution 
- transformation to final prototype is easy and fast using one-click approach  
- simulated models (prototypes) are augmented with cognitive feedback linking to 
a designed model thus making it easy to analyze simulation results 
The proprietary modeling tool27 of MERODE is well adapted for educational purposes 
which uses a limited subset of UML diagrams to design a system: the constructs 
irrelevant for conceptual modeling are filtered away. To minimize required input skills 
the tool allows managing consistency between the views in an automated way (Snoeck 
et al., 2007; Snoeck et al., 2003) meaning that each time when entering specifications in 
one view, specifications that can be derived for other views are automatically generated 
by the tool. For example, when an object is created the required creation and ending 
events are automatically generated. A model can be simulated at any step of the 
                                                     
26 A short demo of simulation using a simple model can be viewed at http://merode.econ.kuleuven.ac.be/demo.aspx 
27  http://merode.econ.kuleuven.ac.be/mermaid.aspx 
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modeling process. The minimal required input is at least one business object along with 
creating and ending events which are automatically prompted for. A minimal attribute 
set is provided by the simulation tool by default. This approach ensures maximal 
assistance for self-regulative learning: it allows starting to use simulation having a 
minimal level of knowledge and progressing through hands-on experience.  
IV.1. Simulation cycle 
The tool uses a one-click approach to transform a conceptual model (an output of the 
modeling tool) into a fully functional prototype application: the modeler receives a 
compiled Java application with a built-in persistent data store and an easy-to-use 
interface allowing to create, modify and end object instances. Objects can be associated 
with one another according to the relationship rules specified in a model (association 
cardinalities).  Understanding the interface (input and output models) of the generated 
prototype is quite intuitive. The graphical interface of a prototype application includes 
a main window and a set of input/output popup windows. Business entities are 
presented across tabbed views in the main window each containing corresponding 
properties of object instances (such as attributes and associated objects) presented in a 
tabular format.  Each view of a tab panel also contains buttons corresponding to the 
business events. MERODE prototypes offer basic functionality like triggering the creating 
and ending of objects, and triggering other business events. Object properties such as 
attributes are collected by means of an input window. This same window also requires 
specifying associated objects by proposing a list of available object instances to choose 
from. The entire interaction process is guided by user-friendly messages in case of an 
invalid input or a failure of an event execution (e.g. creating, ending or modifying object 
instances) thus ensuring maximum transparency between a prototype and its design 
model. A sample erroneous model and validation scenario is described below. An 
example of a modeling task would be to validate a given model solution for a 
requirement “To buy wholesale products customers need to place an order. However 
ordering is not required for buying a retail product.” While with a static model the 
novice’s validation cycle would be limited to assumptions within the scope of his/her 
knowledge of modeling and modeling language, the generated prototype application 
would suggest an easier and faster way of validation by enforcing model constraints in 
a “live” scenario. When testing a prototype of a model a student will be confronted with 
the following scenario: trying to register a sale for a retail product (according to a 
designed model this will be by means of triggering a creating event of an invoice) a 
popup window will request an input for a specified in a model attributes as well as a 
choice for instances of the associated mandatory objects “customer”, “retailProduct” 
and “order”. While discovering the availability of the order object among the requested 
associations, a students’ analytical problem-solving ability is stimulated to pursue a 
correct design solution in order to fix the error (s)he detected in the model. In the 
example above, a student intended to make the object “invoice” optional by assigning a 
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cardinality of 0..* (see Figure 12) to enable the flexibility of either participating or not in 
either retail or whole sale.  
 
Figure 12: a sample erroneous model for validation. 
 
Figure 13: validation through a simulated model with a sample feedback for mandatory 1 constraint violation. 
After detecting the wrong use of this construct a student would try to remove the 
invoice's dependency on the order, for example by switching the cardinalities of 
association between “invoice” and “order” objects. In the next simulation cycle however 
s/he would detect that while the model works fine for selling a retail product, the selling 
of a wholesale product still involves an instance of a retail product since the invoice 
object has a mandatory relationship with the object “retailProduct”. As a next possible 
solution a student might consider supplying an optional intermediate object “retailSale” 
in such a way that registering “retailSale” would require instances of both 
2
1
4
3 creation window pops up requiring an input for 
specified attributes and associated objects 
“Customer”, “RetailProduct” and “Order” 
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“retailProduct” and “invoice” but not vice versa (see Figure 14) thus ensuring the 
flexibility of a model solution to allow invoicing for retail and wholesale products and 
ordering for only wholesale products as required by the business requirement. By doing 
so a student is involved in a self-regulative learning process through trial and error 
rehearsals while testing what-if scenarios. The generated feedback facilitates the 
process of achieving the intended behavior by explaining the reasons each time the 
execution of intended behavior is refused. As a result a student builds a deeply 
understood knowledge that is developed from own practice (modeling knowledge and 
knowledge of domain to be modeled as well as knowledge on modeling language). 
 
Figure 14: possible correct solution. 
IV.2.  Augmented feedback 
Another aid to facilitate the model validation is the use of feedbacks in a simulation 
cycle. A simulated model described in this paper is augmented by cognitive feedbacks 
that explain the reasons of execution failures followed by graphical visualizations that 
link to the model used for simulation, e.g. when an event is refused (because of failed 
precondition checks) the user is informed of the refusal with a message that explains 
the reason of rejection by indicating what constraint of a model is violated (Sedrakyan 
& Snoeck, 2012, 2013a). In the example above a student’s attempt to omit a required 
input for order instance will result in a failure message followed by a visual explanation 
(see Figure 13) thus revealing a misinterpreted use of an association and/or its 
cardinalities that resulted in a mandatory constraint. The set of implemented 
visualizations for structural aspects include feedbacks on failures that can result from: 
(1) Mandatory one cardinality violation: an object is attempted to be created before the 
object it needs to refer to is created or chosen to be associated with the newly created 
object; (2) Cardinality violation: a create-event execution fails due to a cardinality 
constraint of maximum 1; (3) Referential Integrity: ending-event execution fails due to 
existing referring objects. An example of automated feedback report for mandatory one 
cardinality violation is shown in Figure 13. 
V. Methods  
In this work we follow the principles of Design Science in Information Systems research 
which targets at building and evaluating innovative artifacts to help understanding and 
solving knowledge problems (Hevner et al., 2004). An empirical experimental study 
71 
 
approach was used to assess the effectiveness of feedback-enabled simulation (the 
design artifact) using a randomized pre/post-test control group experimental design. 
Three experiments have been conducted: the original in academic year 2012-2013 
(Sedrakyan & Snoeck, 2013a) and its replications in 2013-2014. During the experiments 
students had to validate a proposed erroneous model solution against given 
requirements by answering a set of questions (requirements reformulated as 
questions). The effectiveness of the proposed simulation method was measured by 
means of comparison of the test results of students between experimental cycles 
(without and with a use of a simulation). Context information about the students was 
collected: students had to complete a questionnaire about their personal characteristics 
such as gender, previous knowledge of data modeling, the level of computer self-
efficacy level in terms of their ability to learn and use a computer software and general 
ICT experience in terms of previous programming experience (Compeau & Higgins, 1995; 
Davis, 1989; Davis et al., 1989; Keller, 2009; Poelmans & Wessa, 2013; Venkatesh et al., 
2003). A six-position Likert-type scale was used to score subjective judgment and 
satisfaction of students about the method (such as easiness of use, perceived utility, 
satisfaction) (Davis, 1989; Davis et al., 1989; Poelmans & Wessa, 2013). A classical 
pre/post-test control group experimental design was used. A combination of two-group 
and factorial designs (Trochim, 2000) was used for the replication experiments. Single-
factor confirmatory analysis has been conducted to assess the validity of hypothesized 
effects. Exploratory correlation analysis have been performed to study the correlation 
of the results with user acceptance and personal characteristics. To isolate the impact 
of pro-social behavior (Mitchell & Jolley, 2012) the anonymity of participants was 
ensured by not disclosing any identifiable information both in the tests and evaluation 
questionnaires in the initial experiment. Following the advice of (Lelkes, Krosnick, Marx, 
Judd, & Park, 2012) though, students were asked to identify themselves in the replicated 
experiment. 
V.1.  Testable dimensions  
Assessing the semantic quality of a model requires a combination of model 
understanding and a comparing model statements with requirements.  Model-reading 
knowledge can be assessed at different levels of understanding:   
Level 1: reading a single association: Understanding the lower and upper bounds of a 
multiplicity, for example, understanding an implication of optionality or 
minimum/maximum cardinality of an association. 
 
Level 2: reading a chain of associations: Understanding combinations of lower bounds 
and combinations of upper bounds, for example, understanding that chaining 
mandatory associations results in a mandatory (chained) association. 
 
Level 3: combining multiple single associations in parallel: for example, understanding 
that when from a given class A two other classes B and C can be reached by means of 
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mandatory associations, each object of class A will be associated with an object of class 
B and one of class C.   
 
Level 4: combining multiple chains of associations in parallel, for example, 
understanding that when starting from a class A a class B can be reached by two different 
chains of associations, two different objects of class B could be associated with each 
object A. 
 
In this study we target at binary associations, their cardinalities and understanding of 
their semantics.To ensure that participants have at least basic model reading capacities, 
a pre-experimental test was performed. The pre-experimental test targeted at levels 1 
and 2 testing the understanding of basic concepts.  Thus the experiment cases targeted 
at model understanding at levels 3 and 4.  
V.2.  Experimental design and variables 
Based on the goals an experimental model was designed to guide the study. The internal 
validity was ensured using a pre/post-test control group experimental design. The 
effects of unknown factors that could potentially affect the posttest results were 
minimized through randomized assignment.  To establish baseline measurement for 
unknown variables control groups were used. Distribution normality tests within the 
entire population as well as each usable sample were performed to ensure the statistical 
equivalence of groups. A replication method was used to ensure the validity and 
reliability of the results. Experimental variables and hypothesis used in this study are 
presented below. 
V.2.1. Dependent variables 
In this experiment the dependent variable is model validation capability, measured 
through the score on a set of true/false questions. To test the model understanding and 
model validation capabilities, students were given a short requirements statement and 
an erroneous model solution. They were asked to assess whether or not the model 
reflected a particular requirement statement correctly by responding to a set of 
true/false questions (requirements rephrased into test questions), e.g. “in this model 
solution invoicing is required to buy a retail product ( TRUE/FALSE? )”. They were also 
asked to motivate their answers. For each correct answer 1 point was attributed, and 0 
for each wrong answer. In total 8 questions had to be answered (min. score = 0; max. 
score = 8) including 4 questions per testable level. A single case was used for both 
pre/post-test cycles in the initial experiment which we will further refer to as 
“Warehouse case”. A slightly altered equivalent case was used for the replication 
experiments to minimize maturation effects between experimental cycles. E.g. the 
context of “selling goods” in the first case was altered into “selling flowers” in the second 
case, the word “warehouse” was paraphrased into “greenhouse”, “small quantity 
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product” into “retail product”, “large quantity product” into “wholesale product”, etc. 
For the same reason we reversed some of the questions to vary between the cases 
(questions formulated to accept positive answers were rephrased to accept negative 
answers and vice versa, e. g. “ordering is required to buy a small quantity product” 
rephrased into “ordering is not necessary to buy a retail product”). The sets of questions 
were also rearranged in each case. We will further refer to the second case as 
“Greenhouse case” (see Appendix A: Experiment cases). Students had to complete the 
task within a one hour timeframe.  
V.2.2. Independent variable and treatment 
The independent variable used in this study is a feedback-enabled simulation. The goal 
of the experiment was to manipulate the independent variable (treatment) to generate 
a usable data set in order to measure the dependent variable. Notice that within this 
study we did not target the assessment of feedback separately from the simulation tool 
as the goal of the incorporated feedback was to enhance the applicability and thus 
perceived utility of the simulation method by facilitating the process of interpretation 
of simulation results. This was achieved by means of cognitive textual and graphical 
feedback when and why the execution of a triggered business event is refused 
(Sedrakyan & Snoeck, 2012, 2013a), thus making the links between a prototype and its 
design explicit. The results of our previous assessments of simulation without feedback 
showed that the majority of students were reluctant in using the tool (an average of 3.46 
of perceived usefulness on a five-point Likert scale). The improved tool extended with 
feedback however resulted in better perceptions (4.58 on 5) (Sedrakyan & Snoeck, 2012, 
2013a). 
V.3.  Initial experiment 
An initial experiment was conducted in 2012 with a participation of 49 students 
(Sedrakyan & Snoeck, 2013a). The experiment was conducted in two parts with a 
classical pre/post-test experimental setup. In the first part students had to answer the 
set of questions with “Warehouse case” without the use of the model’s prototype, by 
means of manual inspection of a given model solution.  
 
Figure 15: The experimental setup for initial experiment. 
The goal of this part was to establish a baseline model validation capability level to 
measure the simulation effects in the second cycle. Then, in the second part of the 
experiment, the same questions had to be answered again with the use of the generated 
prototype. The answers had to be recorded on an answer sheet. We will further refer to 
cycles without simulation (a paper exercise by means of manual inspection of a given 
model to answer the test’s questions, see Appendix A: Experiment cases) as 
Warehouse
without PT
Greenhouse
with PT
H1
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“withoutPT”, and cycles with the use of simulation (students were required to use 
laptops to run a simulated model of a given model solution to answer the test’s 
questions) as “withPT”. 
V.4.  Replicated experiments 
To ensure the statistical reliability of our initial experiment we conducted a factorial two-
group experiment with two cycles with participation of 66 students in the 2013-2014 
academic year (44 in Leuven campus and 22 in Brussels campus). In this factorial design, 
the inter circle learning effect and  group composition influence are neutralized by the 
cycle rotation in two groups (Grubišić, Stankov, Rosić, & Žitko, 2009; Trochim, 2000). 
Between the cycles within each group the cases were altered. Students were randomly 
assigned to two sub-groups which we will further refer to as group A and group B.  
 
Figure 16: The experimental design for replications. 
Group A started the experiment with “warehouse case” without the use of a prototype 
followed by the “greenhouse case” with the use of a prototype. Group B started with 
the “warehouse” case with the use of a prototype followed by the “greenhouse” case 
without the use of a prototype. The experimental design is presented in Figure 16. By 
reversing the cycles in two groups, a potential case maturation effect could be 
eliminated. The green arrows represent the hypotheses about the effect of feedback-
enabled simulation on model validation capabilities.  
V.5.  Extraneous variables (confounding variables) 
Most relevant extraneous factors based on previous researches have been chosen to be 
controlled in this study. Among them personal characteristics such as gender, previous 
knowledge and skills, computer self-efficacy in terms of general ICT experience and 
average usage of computer per day/week. Insufficient user acceptance can be another 
factor affecting learner performance (Venkatesh et al., 2003). To measure the user 
acceptance we considered dominant models and constructs from the technology 
acceptance literature (Davis, 1989; Davis et al., 1989; Poelmans & Wessa, 2013; Wixom 
& Todd, 2005) and adapted them to fit our particular context. Following dimensions 
within this variable have been considered: ease of use and perceived usefulness based 
on (Davis, 1989), preference and satisfaction (Bourgonjon et al., 2010; Wixom & Todd, 
Group A Group B 
Warehouse
without PT
Greenhouse
without PT
Warehouse
with PT
Greenhouse
with PT
H1
H1
H1
H1
H2
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2005). Ease of use and usefulness are widespread and validated acceptance beliefs from 
the TAM, referring to the required effort to interact with an IS and its efficiency and 
effectiveness respectively.  We used the concept of preference as another success 
dimension, as proposed by (Hsu & Lu, 2007) and (Bourgonjon et al., 2010). Preference is 
defined as “the positive and preferred choice for the continued use of simulation tool in 
the classroom”. User satisfaction is another key success measure that has been defined 
as the feelings and attitudes that stem from aggregating all the efforts and benefits that 
an end user receives from using an information system (Ives et al., 1983; Wixom & Todd, 
2005). A questionnaire was used to collect data on this (see Appendix B: Evaluation). Per 
each dimension 3 questions were asked.  Reliability and validity of the acceptance 
measures were assessed by factor analysis using SPSS. 
V.6.  Hypotheses 
The following observations with corresponding hypotheses were targeted: 
- If the treatment positively influenced the dependent variable? (green arrows on 
Figure 16) 
- If a maturation effect from the use of a prototype in the first experimental cycle 
could be observed (purple arrow on Figure 16) 
- If any external factors such as particular personal characteristics caused 
temporary distortion? (regression and Anova analysis with demographical data 
collected by post-study questionnaire) 
- If the perceptions of the tool influence the positive effects on the posttest scores 
(variables such as perceived utility, perceived ease of use, satisfaction and 
preference) 
Subsequently we hypothesized these questions into the following testable assertions: 
- Hypothesis 1 (H1): Feedback-enabled simulation significantly improves model 
validation capabilities of a novice business analyst.  
- We also target at testing potentially distorting effects such as maturation 
from the case, group and cohort effects. 
 
- Hypothesis 2 (H2): The use of the prototype has a persisting learning effect on 
student’s test scores when is no longer used. 
- Hypothesis 3 (H3): The test scores are not influenced by any particular personal 
characteristics of users (previous knowledge and gender). 
- Hypothesis 4 (H4): The proposed simulation method is suitable for novice 
business analysts (user acceptance). 
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VI. Data analysis 
VI.1.  Subjects and sample representativeness 
Students who participated in the experiments were final year master students from two 
Management Information Systems programs at KU Leuven from two different courses 
taught by two different instructors: “Architecture and Modeling of Management 
Information Systems” taught at Leuven campus (initial experiment and replication) and 
“Design of a Business Information System” taught at Brussels campus (second 
replication).  
Overall 104 students fully participated in the initial and replicated experiments. The first 
cohort consists of 39 students of the academic year 2012-2013; the second cohort 
entails 65 students of the academic year 2013-2014 (44 from Leuven campus and 21 
from Brussels campus). Analysis of the pre-experimental test for basic modeling skills 
and the context information from the post-study questionnaire resulted in the 
demographics presented in Table 2. 
Table 2: Summary of demographics. 
Gender  
      Male 72% 
      Female 29% 
Age distributions  
     Min age 21 year 
     Max age 42 year 
     <= 25 76% 
     >25 <= 35 15% 
     > 35 9% 
Previous knowledge of data modeling 
     No knowledge 35% 
     Little knowledge 29% 
     Moderate knowledge 28% 
     Extensive knowledge 8% 
Pre-experimental testing for basic knowledge: min score = 0, max score = 9  
     Average (>= 5) 90% 
     Failure (<5) 10% 
 
The normality of distributions of pre-experimental test scores as well as the 
experimental test scores were confirmed both for the testable samples (both with and 
without the use of prototype) as well as the entire population (2012-2013 and 2013- 
2014). Cross validation with the entire population confirmed the statistical equivalence 
for each usable subsample (see further analysis). 
VI.2. Test Scores  
Data has been analyzed by means of statistical comparison of mean scores among the 
experimental cycles (mean scores withoutPT denoted by X̅ without , mean scores withPT 
denoted by X̅ with). The effectiveness was assessed based on the relative advantage 
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(positive correction), denoted by X̅ difference. Blank answers as well as those without 
motivation have been truncated to eliminate false negative and false positive 
corrections. Paired t-tests comparing the mean scores of experimental cycles within 
each sample as well as the entire population were performed. The results are shown in 
Table 3 and provide evidence that the prototyping method was effective in producing 
positive correction, thus supporting H1. Furthermore, the replication results confirm the 
reliability of the conclusion.  
Table 3: Paired t-tests comparing mean scores (withoutPT - withPT). 
Experimental sample 𝐗 without 𝐗 with 𝐗 difference p-value 
Initial experiment (2012) 3.1 5.43 2.33 0.000 
Replicated experiments (2013) 3.63 5.23 1.6 0.000 
Entire population (2012-2013) 3.44 5.31 1.87 0.000 
 
VI.2.1. Between and within group analysis of replication experiment 
To examine case maturation effects between two cycles, paired t-tests within groups in 
the replicated experiment comparing the test scores withPT and withoutPT resulted in 
the statistics presented in Table 4. In both groups a positive and significant effect is 
observed by comparing the test scores (with and without the use of simulation) thus 
providing support for H1. Even though the treatment was reversed in group B (use of 
the simulation in the first cycle of the experiment) a positive effect is still observable 
within group B ( X̅ difference = 0.93). The mean score in group B withoutPT ( X̅without = 4.4) 
was significantly higher than in group A (X̅without = 3) which provides evidence for a 
potential maturation effect from the use of the simulation in the first cycle of the 
experiment thus supporting H2. When analyzing the motivations of the answers to the 
test questions provided by group B students for the withoutPT cycle, we observed 
certain patterns that closely mimicked those of execution scenarios and feedback they 
would typically achieve with the help of a simulated model. For instance, in group A and 
in the original experiment we observed that with a manual inspection of a model a 
student would refer to a modeling construct that is obvious in his/her opinion, or try to 
execute testing scenarios using his/her own words to justify his/her answer (e.g. the 
relationship between “invoice” and “order” is optional). In group B, the execution 
scenarios in the withoutPT cycle were different because of given motivations that 
correspond to the typical feedback message they would receive when using a prototype 
(e.g. “invoice” is existence dependent of “order”, to be able to create an “invoice” one 
needs an instance of “order” object). Furthermore we observed positive corrections in 
the second cycle of the experiment with respect to the test answers provided to 
equivalent test questions in the first cycle of the experiment. This indicates that 
experimenting with a feedback-enabled simulation in the first cycle of the experiment 
enabled the transfer of validation skills into a mental habit. 
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Table 4: Within group analysis. 
Experimental sample 𝐗 without 𝐗 with 𝐗 difference p-value 
Group A 3 5.15 2.15 0.000 
Group B 4.4 5.33 0.93 0.002 
 
Notice that a group effect is detected in relative advantage: in group A the relative 
advantage (X̅ difference = 2.15) is significantly higher than in group B (X̅ difference = 0.93). 
However, in both groups, H1 is still confirmed at confidence level p < 0.05. 
Table 5: independent t-tests for unequal variance between rotated cycles of groups. 
Experiment cycle Group A Group B 𝐗 difference p-value 
X̅ with 5.15 5.32 0.17 0.7 
X̅ without 3 4.32 1.32 0.01 
X̅ with-without 2.15 1 1.15 0.002 
 
To test for differences between group A and group B in the replicated experiment, F-
tests for variances and corresponding independent t-tests have been performed. We 
first compared the test scores of group A (withPT) with the scores of group B (withPT). 
The results did not disclose any evidence for statistically significant difference in relative 
advantage (X̅ difference = 0.17, p > 0.05).  
The t-test comparing the scores of group B (withoutPT) with the scores of group A 
(withoutPT) resulted in a significant difference:  X̅ difference = 1.32. We attribute this 
difference to a maturation effect within group B from the use of the prototype in the 
first cycle. This seems to indicate that the prototype effect persists when the prototype 
is no longer used, thus providing support for H2. 
Table 6: independent t-tests between cohorts. 
Experiment 
cycle 
Initial experiment 
(2012) 
Replicated experiments 
(2013) 
𝐗 
difference 
p-
value 
X̅ with 5.23 5.43 0.20 0.2 
X̅ without 3.12 3.63 0.51 0.54 
X̅ with-without 2.31 1.6 0.71 0.04 
 
The occurrence of cohort effects (2 years) has also been tested by means of independent 
t-tests  (see Table 6). No significant differences in the mean scores with and without the 
use of the prototype were disclosed between the two cohorts (2012 and 2013). There 
was a difference though in the differential results for relative advantage X̅ difference = 0.71, 
with p = 0.04. The relative advantage in the initial experiment are higher than in the 
latest replications, which can be explained by the strict design used in the replicated 
experiment and as a consequence a maturation effect from the use of simulation in 
group B. For both cohorts however H1 is still confirmed.  
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Thus we can state that the presence of limited group and cohort effects does not 
undermine the positive effect of the use of the feedback-enabled simulation. 
VI.2.2. User Acceptance 
In Table 7 we present the statistical descriptives of the acceptance measures and 
computer self-efficacy. Each scale item was modeled as a reflective indicator of its 
theorized latent construct. We assessed the validity and reliability of our multi-item 
empirical indicators via confirmatory factor analysis and Cronbach Alpha, as suggested 
by (Segars & Grover, 1993).   
Table 7: Statistical descriptives of the acceptance measures and computer self-efficacy.28 
  N Mean Std. Deviation Min Max 
Cronbach 
Alpha 
Factor Loadings /item 
Computer 
Self-efficacy 
51 4.34 0.93 1.67 6.00 0.74 0.78; 0.77; 0.73; 0.74 
Satisfaction 57 3.88 1.15 1.00 6.00 0.84 0.90; 0.86; 0.86 
Preference 57 4.08 1.16 1.00 6.00 0.89 0.89; 0.96; 0.86 
Usefulness 57 4.03 1.23 1.33 6.00 0.92 0.93; 0.95; 0.90 
Ease of Use 58 3.63 1.24 1.00 6.00 0.9 0.90; 0.95; 0.87 
 
The measures are reliable with both Cronbach Alpha’s and factor loadings of at least 
0.73. With measures on 6-point Likert scales, average scores above 3.5 can be 
considered positive beliefs. In general, the tool was accepted by students with mean 
scores above 3.6. In particular, students found it useful and prefer its use (mean scores 
above 4). The lowest score, attributed to ease of use, still reflects a positive perception.  
Using regression analyses, no impact of acceptance variables on the relative advantage 
(withPT – withoutPT) was identified. The results thus confirm the validity of H4. 
VI.3.  Personal Characteristics: Previous Knowledge and Gender   
As experts or more knowledgeable students might be able to interpret the presented 
models well without assistance from the prototype, thus rendering the simulation less 
useful, we measured previous knowledge and performed a pre-experimental test score 
on modeling.  Previous knowledge was measured as a latent variable using 3 items and 
with a dummy variable, distinguishing knowledgeable students from students with no 
or less experience: 0 = low (first 50%, score < 2 on the scale above) ;  1 = less low (second 
50%, > 2 ); using the 50% percentile as a cut-off point. The pre-experimental test score 
consisted of 9 items, with scores between 0 and 9. The descriptive statistics of these 
variables is given in Table 8. In general, the students are not experienced in modeling 
(with a previous knowledge of 2.03 on average). Due to the fact that students had 
                                                     
28 The number of observations are limited to the replication experiment 
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received classes in modeling in their current program, the pre-experimental test score 
of 5.23 (on 9), is in line with expectations. 
Table 8: previous knowledge and pre-experimental test scores.29 
  N Minimum Maximum Mean Std. Deviation 
Previous knowledge (continuous) 51 1.00 5.00 2.03 0.96 
Previous knowledge as a dummy 51 
0: Group with lesser Knowledge: N=31: Mean score = 1.41 
1: Group with higher Knowledge: N=20: Mean score = 3.00 
Pre-experimental score 67 2 9 5.34 1.66 
 
Regression analyses with previous knowledge (as a continuous variable) and the pre-
experimental scores as determinants of the test scores, did not reveal a significant 
impact on the relative advantage (withPT – withoutPT). Only the test score withPT was 
significantly influenced but to a limited extent influenced by the pre-experimental scores 
(with an R2 of 20%, Beta coefficient of 0.60). Consequently, we conclude that H4 is to a 
large extent supported. Table 9, showing the non-parametric and conservative Kendall’s 
tau coefficients, illustrates this pattern. No significant correlations with the relative 
advantage withPT-withoutPT could be detected. There is only a significant correlation 
between the pre-experimental test score and the test scores withPT and withoutPT. This 
means that, not surprisingly, student with better pre-experimental test score, 
performed better with higher test scores, both withPT and withoutPT, but the 
effectiveness of the prototype, the relative advantage, was not affected.  
The sample consists of 18 female and 44 male students (17.3 % and 42.3% respectively), 
with 42 missing values. Using Anova, no significant differences in the test scores (with 
and without the prototype), the global differential test score, as well as with the 
acceptance measures could be detected.  
Table 9: correlations results with previous knowledge. 
 Previous 
Knowledge 
Pre-experimental  
test scores 
Previous knowledge 1  
Pre-experimental scores N.s. 1 
Test Scores with PT N.s. 0.33** 
Test Scores without PT N.s. 0.23* 
Differential Test Scores (With-Without PT) N.s. N.s. 
N.s = Non-significant; *: p < 0.05; **: p < 0.001 
 
Overall the results provided evidence that personal characteristics of the test 
participants didn’t influence the simulation effect thus supporting the validity of H4. 
                                                     
29 The number of observations are limited to the replication experiment 
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VII. Contributions and limitations 
VII.1. Contributions 
In the domain of conceptual modeling, not many empirical studies with an experimental 
design can be found that investigate dimensions of knowledge of conceptual modeling, 
such as model understanding, language knowledge, modeling knowledge, etc.  The 
largest number of experimental studies are to be found in the domain of business 
process modeling, yet those studies did not investigate the effects of simulation. This 
study addresses this gap of lack of empirical and experimental studies in this domain by 
introducing experimental results that used a strict design with two experimental groups 
and two cohorts.  
From a theoretical perspective this work presents two major contributions: (1) the 
results contribute to improving our knowledge on the cognitive aspects of conceptual 
modeling, and (2) the results provide empirical support for the use of augmented 
feedback in simulation theory. 
In terms of cognitive aspects of conceptual modeling, the study provides experimentally 
supported results that clearly indicate the advantage of the use of feedback-enabled 
simulation method over traditional methods of learning conceptual modeling (H1, H2). 
The results also show that the learning effect from the instrument persists when it is no 
longer used thus improving cognitive aspects of conceptual modeling for novice 
modelers (H2). The study indicates that personal characteristics of students were not 
significantly correlated with the learning effects, i.e. different clusters based on gender, 
varying levels of previous knowledge of data modeling and computer self-efficacy were 
observed to equally benefit from the use of the feedback-enabled simulation cycle (H4). 
This suggests that the method can also be integrated in other contexts of data modeling 
such as databases systems, software engineering, etc. Overall, the results indicate that 
a systematic use of the feedback-enabled simulation tool can facilitate the progression 
of novice modelers to advanced levels of expertise at academic level by improving 
cognitive mechanisms of modeling and validation process. The method also contributes 
into innovative learning practices (European Commission, 2013) by allowing a learner to 
learn by experiencing and thus building a deeply understood knowledge that is 
developed from own practice. 
VII.2. Limitations 
VII.2.1. Internal validity 
In the experimental design we didn’t consider continuous variables such as timing and 
also omitted the frequency of the use of a prototype by limiting the experiment to a one 
cycle test. This could potentially result in decreased learning effect from the simulation. 
Alternatively, longer learning periods could be considered such as observation over a 
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semester period between a group of students using the simulation method vis-à-vis a 
group taught by traditional learning method. However, such set-up would induce an 
ethical problem of unequal learning opportunities for the different groups of students. 
Although we tried to maximally isolate the maturation effects in the replicated 
experiments, we nevertheless observed a reversed problem. Despite the maturation 
effect observed from the simulation cycle within group B in the replicated experiment, 
we could not attribute this indisputably to a maturation effect, since the effect could not 
be precisely measured. A few other factors could have their share, such as the altered 
case or yet the reversed questions (the negative or positive reformulation of questions 
to avoid distortion effects). We observed this to be the major shortcoming of the 
experimental design described in this paper. It is also impossible from our experiments 
to distinguish the proportional impact of feedbacks on the one hand and from the 
prototype on the other hand. Although we were not able to single out the effects of 
simulation and of the feedback separately, the annual evaluation of the usage of the 
simulation environment indicates a high perceived utility of the inclusion of textual 
explanations and graphical visualizations of execution failures in the prototype as 
feedback (is not part of the dataset used in this study). In the academic year 2011-2012 
(Sedrakyan & Snoeck, 2012) the failure explanations and graphical visualizations were 
implemented as an optional plugin students could extend their prototypes with. 
Although the plugin scored slightly higher by students (3.87) on perceived usefulness 
than the prototyping tool which did not contain feedback features (3.46), the majority 
of students seemed to be reluctant in using the feature mostly resulting in the “didn’t 
use” answer while evaluating the feature. We attribute this to their low technical skills 
to cope with the chain of simulation process requiring to first generate a prototype, and 
next extending it with a plugin. Evaluation by students for the improved tool extended 
with feedbacks in 2013 resulted in average of 4.58 on perceived usefulness (for the 
prototyping tool) and 4.52 (for the incorporated feedbacks) on a five-point Likert scale. 
A separate assessment of feedback however could be a useful extension to this work in 
order to identify the aspects to achieve an optimized and possibly a personalized 
feedback. 
VII.2.2. External validity 
The involvement of three different groups of students from two different courses taught 
by different teachers, at different campuses and spread across two different academic 
years contributes to the external validity of the results obtained within this study. 
Nevertheless, the validity of the results is limited to the courses described in this work. 
The relatively small sample sizes could be a limitation as well. Higher statistical 
confidence therefore can be established using experimental samples from other 
universities, as well as more experienced modelers from industry. Since the method 
targets at educational context, assessing educators attitude could be potentially 
considered as another omission (Hu, Clark, & Ma, 2003). 
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VIII. Conclusions and future work 
This study presented an easy and intuitive approach to validate/analyze static systems’ 
designs by novice analysts with the aid of simulated model (generated prototype 
application) and augmented feedback. The learning effectiveness was assessed by 
means of empirical studies observing the impact of the feedback-enabled simulation 
cycle on the understanding capabilities of conceptual models by students. The results 
were analyzed by comparing the test results of students using the simulated model in 
the process of validating the proposed model solutions to the results of those who 
didn't. The results confirmed that the method leverages the understanding of model 
statements by novice learners resulting in significantly improved learning outcomes. 
This improved knowledge enables students to better understand a model, contributing 
in this way to what is called pragmatic quality in (Nelson et al., 2012).  At the same time 
this also enables a student to better assess the semantic quality of a model, in terms of 
his/her ability to judge the validity of a model with respect to its correctness of 
representation of the domain at hand.  
Despite the positive results the relatively lower indicator on ease of use suggests further 
improvement. We observed this lower ease of use was due to the limited testing 
capabilities of students which also resulted in insufficient frequency of what-if scenario 
trials in their testing patterns. We therefore believe that stimulating testing skills of a 
novice modeler in parallel with modeling knowledge acquisition can result in even better 
learning outcomes. To close this gap, tool support to enable automated generation of 
test scenarios can be investigated. A set of experiments and subsequent extensions are 
also planned to check the effects for feedback-enabled simulation cycle on 
understanding the dynamic aspects of a model using UML statecharts, the combination 
of dynamic and structural aspects of a conceptual model as well as models using 
inheritance.  We also plan to replicate the experiment at industrial seminars to 
investigate the effect of feedback enabled simulation on the model validation 
capabilities of (more experienced) practitioners. 
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Appendix A: Experiment cases 
 
Case A: Warehouse        
"A warehouse sells textile products and accessories for making clothes (like buttons, 
zippers, sewing needles, thread, scissors, etc.).  The warehouse is a wholesaler of fabrics 
and accessories.  As a result, most of their clients are other textile product warehouses 
or clothes manufacturers.  The warehouse does however also sell to private customers.  
Some of its products can be bought in small quantities; others are only sold in large 
quantities.  The latter products need to be ordered at least two days in advance.  
Ordering is not required for buying products that are sold in small quantities.”  
A student proposes the following solution:  
 
 
Which of the following statements is supported by the model ?  Use the answer sheet 
do record your answer + a short motivation.  
0) (Example) There are no anonymous orders: an order cannot be created without 
specifying a customer.  
1) Ordering is not required for Private Customers buying products that are sold in 
small quantities.  
2) Large Quantity Products will be invoiced to Business Customers only.  
3) Product A can be registered only once and then sold both in large and small 
quantity.  
4) When a Large Quantity Product is ordered one needs to create an invoice first. 
5) When an order is invoiced, all the invoice lines on that invoice are for the order 
for which the invoice is created.  
6) A Private Customer can buy a Large Quantity Product without ordering it 
beforehand.  
7) If business customer A orders some products, then it is possible that business 
customer B pays the invoice for these products.  
8) Paying an invoice (= state change of that invoice) involves exactly one customer.  
 
88 
 
Case B: Flower greenhouse     
“A flower greenhouse produces and sells premium quality flowers. The greenhouse sells 
most of its flowers in large quantities to wholesale stores, e.g. tree flowers, flowers in 
pot, etc.  These flowers can be sold via online orders.  Online orders should be placed at 
least a 4 business days in advance.  Invoices are sent by the end of the month. The 
greenhouse also gets advantage from retail sale by selling some of its short-lasting 
flowers to walk-in customers e.g. cut flowers, bouquets. For walk-in buyers ordering is 
not required: the sales to these customers are immediately invoiced.”  
A student proposes the following solution:  
 
Which of the following statements is supported by the model ?  Use the answer sheet 
do record your answer + a short motivation. 
0) (Example) In order to register an online order, the wholesale customer needs to 
be registered first.  
1) A same flower needs to be registered twice to be sold to all types of customers.  
2) WholeSale Flowers can only be invoiced to Wholesale Customers.  
3) A WholeSale Flower cannot be ordered without having to create an invoice. 
4) The WholeSale Items that are put together on one invoice could be from 
different orders than the order that is invoiced.  
5) When wholesale customer A orders some products, it is the same wholesale 
customer A that pays the invoice for these products. 
6) Ordering is not required for selling Retail Flowers to Walk-in Customers.  
7) Ordering is not required for selling WholeSale Flowers to Walk-in Customers. 
8) Paying an invoice (= modification of the state of the invoice) may involve more 
than one customer. 
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Appendix B: Evaluation 
1 = totally disagree;  2 = disagree; 3 = disagree somewhat;  4 = agree somewhat;  
5 =  agree; 6 = totally agree 
I find the prototype easy to use. O 1    O 2      O 3      O 4      O 5     O 6 
It was easy to learn and understand the 
prototype. 
O 1    O 2      O 3      O 4      O 5     O 6 
I can without effort get the prototype to do 
what I want it to do. 
O 1    O 2      O 3      O 4      O 5     O 6 
Using the prototype improves my 
understanding of a data model/class 
diagram. 
O 1    O 2      O 3      O 4      O 5     O 6 
Using the prototype makes me understand 
data models/class diagrams much faster. 
O 1    O 2      O 3      O 4      O 5     O 6 
Using the prototype enables me to remove 
my uncertainty about the presented data 
models/class diagrams. 
O 1    O 2      O 3      O 4      O 5     O 6 
If I had the choice, or opportunity I would 
use prototyping to learn data modeling. 
O 1    O 2      O 3      O 4      O 5     O 6 
If I had to vote, I would vote in favor of using 
prototyping  in the classroom.  
O 1    O 2      O 3      O 4      O 5     O 6 
I am enthusiastic about using the 
prototyping in this kind of courses. 
O 1    O 2      O 3      O 4      O 5     O 6 
Overall, I am very satisfied with using the 
prototype. 
O 1    O 2      O 3      O 4      O 5     O 6 
My experience with the prototype meets my 
general expectations. 
O 1    O 2      O 3      O 4      O 5     O 6 
Using the prototype was a positive 
experience. 
O 1    O 2      O 3      O 4      O 5     O 6 
 
Previous knowledge ( in terms of having data modeling and/or programming course(s) 
before ) 
1 = no knowledge/experience at all;  2 = little knowledge ( a few hours course ); 3 = 
moderate knowledge (intermediate level course);  4 = extensive knowledge ( advanced 
course(s) ) 
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Previous knowledge on data modeling in 
previous degree 
O 1          O 2            O 3            O 4       
Previous knowledge on programming in 
previous degree 
O 1          O 2            O 3            O 4       
Previous knowledge on testing a software 
in previous degree 
O 1          O 2            O 3            O 4       
 
 
Years of programming experience (if applicable)  ------------------------------------- 
 
I could use a new software application well . . .   
1 = not at all confident;  2 = probably not; 3 = rather not;  4 = rather yes; 5 = likely yes; 
6 = Totally Confident: Yes 
... even if I had never used an application 
like it before. 
O 1    O 2      O 3      O 4      O 5     O 6 
... if I had just the built-in-help facility or 
manual for assistance. 
O 1    O 2      O 3      O 4      O 5     O 6 
... if I had first seen someone else using it 
before trying it myself. 
O 1    O 2      O 3      O 4      O 5     O 6 
... using only the internet for assistance. O 1    O 2      O 3      O 4      O 5     O 6 
 
 
On Average, I use computers (laptop, desktop, tablet)  per day: 
 
less than one hour 
one to two hours 
three to five hours 
six to eight hours 
eight or more hours 
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2.3.2. Effectiveness of FES with respect to behavioral and interplay 
aspects with structural view 
 
This section has been accepted for publication as: 
Sedrakyan, G., Poelmans, S., Snoeck, M. (accepted) Assessing the influence of feedback-
enabled simulation on comprehension of semantics of parallel UML statecharts by 
novices. Information and Software Technology. 
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Assessing the influence of feedback‐enabled simulation on 
comprehension of semantics of parallel UML statecharts by novices 
 
Abstract 
Context: UML diagrams are the de facto standard for analysing, communicating and 
designing software systems, as well as automated code generation. However there is a 
certain degree of difficulty in understanding a system represented by means of UML 
diagrams. 
Object: Our previous research demonstrates a significant improvement in 
understanding the structural aspects of a system represented as a UML class diagram 
when using feedback-enabled simulation of a model. This paper extends our previous 
work with an empirical validation study for the effectiveness of the feedback-enabled 
simulation (FES) method, on the comprehension of system dynamics represented as 
multiple interacting UML statecharts. Because models often combine structural and 
behavioral views that are highly intertwined, we additionally evaluate the effectiveness 
of the proposed method with respect to comprehension of the between-view 
consistency. 
Method: The FES environment was built following the principles of Design Science 
Research in Information Systems. This study targets the empirical validation of the 
effectiveness of the proposed technique using an experimental study method. Two 
experiments were conducted with the participation of 65 final-year master students in 
the context of different modeling courses from different study programs at KU Leuven 
using a two-group factorial experimental design. The effectiveness of the FES method 
was measured by comparing students’ performance between the cycles with and 
without the use of the method, using the understandability (comprehension test results) 
as the dependent variable and the use of FES as the independent variable. Effects from 
unknown variables were neutralized by means of randomized group compositions. The 
effectiveness of FES was additionally assessed with respect to personal characteristics 
(age, gender, self-efficacy) and user acceptance (perceived ease of use, perceived utility, 
preference, satisfaction). 
Results: The findings reveal a significant positive impact of the use of the simulation 
technique on students’ comprehension of system dynamics represented as multiple 
interacting statecharts. 
Conclusions: The findings provide empirical support for the advantage of the use of FES 
over manual inspection of interacting statecharts. The findings also suggest that the 
method is suitable for training/learning system's analysis and modeling skills when UML 
statecharts are involved.   
Keywords: conceptual modeling; statechart; model pragmatics; prototyping / 
simulation; automated feedback; testability of requirements 
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I. Introduction 
The success of systems engineering depends heavily on models as the earliest 
engineering artefacts. Furthermore it is widely recognized that measuring the quality of 
earliest artefacts is key to developing high-quality systems (Genero et al., 2009). 
Conceptual models currently gain in relevance in the context of the growing importance 
of compliance between business strategy and ICT realization. Conceptual models are 
also known for their capability to significantly reduce the complexity of a problem 
domain by the use of highly abstract representations, thus serving as a communication 
instrument between business domain and ICT experts in the system design process 
(Nelson et al., 2012). Furthermore, “conceptual structures remain the same, from 
system analysis down through implementation thus making conceptual models the 
foundation of consistency between the requirements and the final software” (Capretz, 
2003). UML became the de facto modeling standard that is widely used for early analysis 
of the problem domain, documenting the architecture or specifying the detailed design 
of a system (Lange, 2006). Adoption of UML models has become even more prominent 
since the introduction of the Model Driven Architecture (MDA) framework and the 
Model Driven Engineering (MDE) approach to software development (Bézivin, 2006). 
MDA and MDE recognize that models are the foundation of software system 
development by focusing on automated code generation from models and hence 
shifting the focus of software quality assurance from system implementation (software 
testing) towards system modeling (model verification and validation). However despite 
the dominance of UML there is a certain degree of difficulty in understanding a system 
represented by means of UML diagrams (Bavota et al., 2011; Otero & Dolado, 2004; Siau 
& Cao, 2001; Siau, Erickson, & Lee, 2005).  
Understandability, i.e. a model’s ability to be easily understood, has been extensively 
evaluated in the literature both for static and dynamic UML diagrams. Previous studies 
pointed out to several contributing factors to comprehension difficulties both by 
practitioners and juniors. Among them (1) the level of structural complexity of UML 
exceeding the limits of human working memory (cognitive load) in terms of the ability 
for effective information processing (Cruz-Lemus et al., 2008; Cruz-Lemus et al., 2010; 
Erickson & Siau, 2007; Wilmont et al., 2013); and (2) lack of comprehension 
methodologies (Erickson & Siau, 2007) and, in particular, UML's impreciseness about the 
combination of interactive, structural and behavioral aspects together in a single model 
(Gustas, 2010). Furthermore, UML being a general purpose language, it is very "noisy" 
as it contains a large variety of concepts.  Given that only a subset of concepts are 
relevant given a particular modeling goal, UML's noisiness often results in models that 
misuse language concepts (Buckl, Matthes, & Schweda, 2010).  
In a teaching context, model comprehension difficulties are additionally associated with 
the insufficient level of experience of novices and as a result their limited cognitive 
resources to identify relevant triggers for model verification (Bradley et al., 2006; 
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Damassa & Sitko, 2010; Schenk et al., 1998). According to complexity analysis by (Siau & 
Cao, 2001) UML class diagram ranks the highest in complexity among the structural 
diagrams followed by statecharts among the dynamic diagrams (Carbone & Santucci, 
2002; Cruz-Lemus et al., 2009; Cruz-Lemus et al., 2007; Genero et al., 2003) because of 
their high cognitive and structural complexity (Cruz-Lemus et al., 2008; Cruz-Lemus et 
al., 2010). In a Delphi study by (Erickson & Siau, 2007) identifying the kernel of 
“essential” UML (i.e. diagrams that are highly used) class diagram and statecharts are 
found to have the highest usability ranks by practitioners and educators from software 
industry and academic field. Furthermore these are also among the top used diagrams 
present in the context of educational material such as books, tools, courses and tutorials 
(with percentages of 100% (class diagram) and over 96% (statecharts)  (Reggio et al., 
2013) while also being diagrams that support conceptual modeling (Embley & Thalheim, 
2012). 
Our previous research demonstrated a significant influence of feedback-enabled 
prototyping (also referred to as feedback-enabled simulation) on the comprehension of 
UML class diagrams. The prototyping method serves as a simulation instrument which 
allows assessing a model with respect to the desired software system to be achieved in 
accordance with the requirements. In case of a semantic mismatch the model can be 
improved through a trial and error correction process by means of modification, 
regeneration and verification loops. This paper extends our previous work by targeting 
the empirical evaluation of the influence of the feedback-enabled simulation method 
(FES) on the understanding the semantics of system’s behavior represented by means 
of parallel UML statecharts (i.e. multiple interacting statecharts). The choice for 
statecharts is motivated by the fact that UML statechart diagrams have become a core 
technique for describing the dynamic aspects of a software system (Denger & 
Ciolkowski, 2003). UML statechart diagrams are also considered to be one of the most 
important UML diagrams also recommended for use by practitioners as a starting point 
for training newcomers to UML (Cruz-Lemus, Genero, Manso, & Piattini, 2005).  While 
quite some effort has been devoted to defining UML Action Semantics30, which later 
gave rise to the definition of fUML31, the behavioral semantics of UML are still quite 
complex, defined at a very technical level and therefore not suited for assisting junior 
modelers in understanding the semantics of interacting statecharts. Conceptual models 
combine different views of a system – structure and behavior. Although being different 
aspects of a system, the structural and behavioral views are highly intertwined. When 
combining structural and behavioral aspects, i.e. different views of a system in a single 
model, one should also consider the interrelationship aspects. To our knowledge there 
are no studies investigating the effects of this dimension and the resulting additional 
complexity with respect to understandability of a model. In this study we additionally 
examine the effects of the proposed approach on comprehension of the interplay of 
                                                     
30  http://www.omg.org/cgi-bin/doc?ptc/02-01-09 
31  http://www.omg.org/spec/FUML/1.1/PDF/ 
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explicitly modeled behavior with implicitly modeled behavior implied by the structural 
aspects represented in the class diagram. 
Simulation has been known for its benefits for constructing knowledge and skills 
specifically for complex problem solving tasks requiring experience and has been 
successfully applied in different domains. Yet, to the best of our knowledge no empirical 
studies can be found in the context of simulation based learning of statecharts for 
conceptual modeling. One of the reasons is the major obstacle related to the non-
existence of integrated modeling and simulation tools, available to teachers, meaning 
that in-house development is required in educational institutions. A second significant 
obstacle relates to the complexity of achieving simulation from models using current 
standards and the risk that simulation (generating the prototype) may be too time 
consuming for novices with a limited technical expertise.  Yet another challenge is 
associated with the difficulties of interpreting the outcomes of a simulation (Banks, 
1999). With respect to our previous work two contributions are presented: (1) support 
for simulation-based learning of statecharts in the context of requirements engineering 
and modeling courses, (2) enhancing the learning effectiveness with a cognitive visual 
feedback to assist a process of verification/validation for semantic compliance between 
requirements and a model. The feedback links the execution results to their causes in a 
model, thus making the simulation results easy to interpret.  
The methodology uses the UML as modeling language, but relies on the concepts of 
MERODE, an Enterprise Information Systems engineering methodology developed at 
the university of Leuven. MERODE uses a limited subset of UML in which details 
irrelevant for conceptual modeling are hidden (Snoeck, 2014), and provides an 
integrated environment (JMermaid32) for modeling and one-click feedback-enabled 
simulation tool (Sedrakyan & Snoeck, 2014b) which lowers the required skill-set for 
model simulation. The work proposes an extension to the techniques previously 
presented by (Sedrakyan & Snoeck, 2014b; Sedrakyan, Snoeck, & Poelmans, 2014; 
Snoeck, 2014).  
The research question is formulated as follows: “Does feedback-enabled simulation 
technique improve a novice modeler's understanding of system dynamics represented by 
means of a model that consists of multiple interacting statecharts in terms of his/her 
capability of assessing the model’s semantic quality”?  An experimental study approach 
was chosen to evaluate the effectiveness of the proposed FES method with respect to 
understandability. Novices’ understanding of a system’s behavior was empirically 
measured by comparing results of tests without vs. with the use of FES using a two-
group factorial experimental design (Trochim, 2000). The findings showed a significant 
improvement in the novice's capability of understanding system dynamics represented 
as multiple interacting statecharts when using FES. Scientifically, the results contribute 
                                                     
32  http://merode.econ.kuleuven.be/mermaid.aspx 
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to improved knowledge on the cognitive aspects of learning processes in the domain of 
conceptual modeling and UML statecharts. 
The paper is structured as follows. Section II describes the learning context, definitions 
used throughout the paper and the FES method. Section III describes the methodology 
for evaluating the proposed FES method. Section VI describes the data analysis and 
results. Section V discusses the contributions and limitations the work. And finally, 
section VI concludes the work suggesting possible directions for further research. 
II. Learning context 
The FES was developed at KU Leuven within the context of an education innovation 
project targeting simulation and feedback automation. The tool was used to teach and 
was tested/validated within the master level course “Architecture and Modeling of 
Management Information Systems”33 during a period of 6 years involving 600 master 
level students overall. The course is part of the Management Information Systems 
program and targets master level students with heterogeneous backgrounds. The goal 
of the course is to familiarize the students with modern methods and techniques of 
Object-Oriented Analysis and Design for Enterprise Information Systems, to understand 
the relation between an information system and the organizational aspects of an 
enterprise, and to acquire sufficient skills for developing an enterprise model as basis of 
an enterprise information system. During the course students are involved in hands-on 
sessions, homeworks, project works for which they are required to translate business 
requirements (5-15 pages) into conceptual enterprise models as basis for building 
information systems. The models should include a holistic representation of a system 
description both in terms of structure (represented as a class diagram) and behavior 
(represented as multiple interacting statecharts). The learning environment relies on the 
use of the modeling tool JMermaid which includes a one-click feedback-enabled 
simulation tool (Sedrakyan & Snoeck, 2013b, 2014b). During the task completion 
process students can make use of the integrated FES tool within JMermaid to test and 
validate their models.  
Some basic concepts that are used throughout the paper are briefly discussed in the 
following subsections. 
II.1. The use of statecharts for conceptual modeling 
In this work we refer to conceptual models as object-oriented domain models defined as 
a conceptual and holistic view of a system, defining its concepts “entities”, their 
relationships, behavior and interactions (Embley & Thalheim, 2012). In line with the 
principles of object orientation, a conceptual model consists of three complementary 
views: the object view, the dynamic view and the interaction view (Pastor, Gómez, 
Insfrán, & Pelechano, 2001; Snoeck, 2014). The research presented in this paper focuses 
                                                     
33  The description of the course can be found  under: http://onderwijsaanbod.kuleuven.be/syllabi/e/D0I71AE.htm 
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on the use of statecharts for the high-level specification of object behavior; i.e., the use 
of statecharts for conceptual modeling. When using statecharts to define the behavior 
of individual domain objects, this amounts to the design of separate cogwheels. In the 
end however, the behavior of the global system is like a clockwork that results from the 
interactions between the different gears, and therefore understanding the behavior of 
multiple interacting statecharts is essential for understanding the behavioral aspects of 
a conceptual model.  
According to the object-oriented paradigm, objects will interact with each other by 
means of message passing, that is, having one object's methods call another object's 
features. These interactions are documented by means of collaborations diagrams, the 
semantics of which are defined separately from the semantics of statecharts. The UML 
action semantics for concurrency are however only defined for concurrent regions 
within a single state machine. As a result, understanding the semantics of multiple 
interacting finites statecharts based solely on UML semantics is far from evident. Even 
worse, as the semantics of interacting statecharts contain several semantic variation 
points, different users may even have different understandings of the semantics. In 
practice, different formalisations have been proposed for UML behavioral semantics 
based on (amongst others) CSP (Dan & Danning, 2010), Petri-Nets (Bernardi, Donatelli, 
& Merseguer, 2002; Merseguer, Campos, Bernardi, & Donatelli, 2002), Statemate 
(Eshuis & Wieringa, 2000) or LTS (Liu et al., 2013).  
The conceptual model proposed by MERODE resolves the complexity of defining the 
semantics of multiple interacting statecharts by relying for the purpose of conceptual 
modeling on multi-party interaction rather than interaction by means of message 
passing.   
Multiparty interaction means that when an event occurs (is produced) it can be 
consumed by many parties. The formal definition of this model of interaction relies on 
CSP (Dedene & Snoeck, 1995; Snoeck & Dedene, 1998). Concretely, when an event is 
triggered, all transitions enabled for this event will fire, even when belonging to different 
finite statecharts. Assume for example the domain of a library. When a copy is returned 
to the library, the user interface will trigger an event 'return'. This event may appear in 
the statechart of the object type LOAN to trigger the ending of the loan and in the 
statechart of the object type BOOK, triggering a transition from the state 'unavailable' to 
the state 'available'. When the event is triggered, all involved objects will respond and 
each of them will execute the action associated to the transition. MERODE furthermore 
specifies that reactions to events should be conceived as transactions, meaning that 
either all involved objects accept the event and execute the associated transition, or 
none of them does. This means that if one of the involved objects is not in an accepting 
state, the event will not be consumed by any of the objects.  In the given example, 
assume that an event 'borrow' appears in the statecharts of the LOAN class and the BOOK 
class. If borrowing the book is not allowed according to the state of the involved book, 
then also in the loan class the event will not be processed. In MERODE, the object-event 
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table indicates for each event which classes are involved. In order to check for the 
admissibility of an event, first the set of relevant statecharts can be identified using the 
object-event table. Upon which each of the statecharts can be checked for acceptance 
(or not) of the event, given the state of the participating objects.  
In the remainder of this text  we use the terms parallel statecharts and multiple 
interacting statecharts interchangeably. 
II.2. Measuring understandability 
In this work understanding of a model is evaluated as the ability to assess the quality of 
a model.  For the definition of model quality, we refer to the quality dimensions of the 
Conceptual Modeling Quality Framework (Nelson et al., 2012). Within this framework 
semantic quality (also referred to as external quality) refers to “the level to which the 
statements in a model reflect the real world in a valid and complete way (feasible 
completeness, feasible validity)” (Lindland et al., 1994). Assessing semantic quality 
requires reading and understanding the model, and comparing one's understanding of 
the model with one's understanding of the real world.  
II.3. Feedback-enabled simulation of statecharts in the context of conceptual 
models 
While there is no universal definition of the term simulation, most of the definitions 
follow the same conventional concept that “simulation is an imitation of a system” 
(Banks, 1999; Ingalls, 2008) to support decisions with respect to modeling a system. In 
this work we refer to simulation as the process of generating a prototype from a 
conceptual model.  The definition of a prototype is defined as “fully functional to prove 
a concept” (Hess, 2012) and as a “type of design language” (Yang, 2005). Within a 
learning context that includes “testing of a function of a prototype with a purpose to 
identify potential issues concerned with problem understanding with respect to its 
design” (Hess, 2012).  
As mentioned above, within this work, we use the JMermaid environment with 
integrated FES tool as means to achieve simulation. For the detail of the FES 
environment as well as its implementation the reader is referred to our previous work 
(Sedrakyan & Snoeck, 2012, 2013a, 2013b, 2014b; Sedrakyan, Snoeck, & Poelmans, 
2014). The modeling environment allows managing consistency between the views in 
an automated way (Snoeck et al., 2007; Snoeck et al., 2003), i.e. each time when entering 
specifications in one view, specifications that can be derived for other views are 
automatically generated. For example, when an object is created the required creation 
and ending events are automatically generated. This also allows generating default 
statecharts containing initial, intermediate and ending states accordingly with 
transitions using a create-event to transit an object from its initial (non-existing) state to 
an intermediate “existence” state, and an end-event leading to its final state, i.e. ending 
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a lifecycle of an object. These default statecharts represent the behavior implicitly 
resulting from the class diagram. For each class, the modeler can replace the default 
statechart by a further specified statechart. 
II.4. Understanding of (multiple interacting) statecharts by means of FES  
In this section we demonstrate how FES is applied for testing/validating a model. An 
example of an erroneous model about renting an orchid is shown in Figure 17. The 
specification states that if an orchid loses its flowers while on location, this needs to be 
registered and the orchid becomes unavailable for placement on a customer's location. 
Once the orchid flourishes again, the orchid can be placed at a customer's location again. 
In the solution the behavior of the system is modeled as an interaction between 
lifecycles (statecharts) of the business objects ORCHID and PLACEMENT.  
 
Figure 17: In the solution the behavior of the system is modeled as an interaction between the lifecycles 
(statecharts) of business objects ORCHID and PLACEMENT. 
 
Testing the prototype reveals a design error. When registering the loss of flowers by 
triggering the lose_flowers event for an orchid that is on location, this orchid will indeed 
become unavailable. After registering its flourishing, the orchid becomes 
"available_with_flowers" (Figure 18), yet it turns out to be impossible to create a new 
placement, as the previous placement was not ended: the event cr_placement is 
allowed in this state in the statechart of ORCHID, but cardinality constraints in the class 
diagram require a maximum one placement per orchid (Figure 18). Trying to end the 
previous placement is not possible either, since according to the statechart of the orchid,  
Structural view (class diagram)
Statechart of ORCHIDStatechart of  PLACEMENT
Behavioral view (interacting statecharts)
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Figure 18: Event execution refusal due to a cardinality constraint in the class diagram. 
 
 
Figure 19: Event execution refusal due to a sequence constraint (conflicting sequence) between the modeled 
interacting statecharts for PLACEMENT and ORCHID business objects. 
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the event bring_back is only possible in the state "on_location" and the event 
bring_back_without flowers is even missing entirely (Figure 19). The example 
demonstrates how the complex interplay of cardinality constraints emanating from the 
class diagram and sequence constraints distributed over several statecharts require 
advanced mental simulation capabilities to validate a model. The inclusion of feedback 
in FES (Sedrakyan & Snoeck, 2016) facilitates the interpretation of the causes of the 
execution failures by means of textual explanations and further extension with graphical 
visualizations linking the execution results to the parts of the model that causes the 
failures (Sedrakyan & Snoeck, 2012, 2013a, 2014b; Sedrakyan, Snoeck, & Poelmans, 
2014). 
III. Research method 
This work extends previous work on the experimental evaluation of FES with relation to 
the understanding of structural aspects. The environment was designed and developed 
following the principles of Design Science research which among others proposes 2 main 
guidelines “1.building and 2.(re)evaluating novel artefacts to help understanding and 
solving knowledge problems” (Hevner et al., 2004). The effectiveness of FES (the design 
artefact) was empirically evaluated by means of two experimental studies: in academic 
year 2014-2015 the pilot experiment was conducted in the autumn semester on the 
Leuven campus and a replication experiment was conducted in the spring semester on 
the Brussels campus. To be able to compare the impact of FES on understanding 
behavioral aspects with the impact on understanding structural aspects (Sedrakyan, 
Snoeck, & Poelmans, 2014), the experimental design was kept similar. The experimental 
design is based on the combination of a two group classical pre- and post-test control 
group design with a factorial design (Trochim, 2000). During the experiments students 
were given a model consisting of a class diagram and multiple interacting statecharts. 
They were asked to assess whether or not a set of requirements statements were 
correctly captured by the model (see the appendix). The effectiveness of the FES method 
was assessed by comparing the performance of students on tests without vs with the 
use of a FES. Furthermore, a cycle rotation comparison was performed (see further 
explanations in section III.2 on the experimental design, and section IV on the analysis 
of data). We also chose to collect context information with a post-study survey on 
personal characteristics of students (age, gender, self-efficacy, etc.) (Compeau & 
Higgins, 1995; Davis et al., 1989; Keller, 2009; Poelmans & Wessa, 2013; Venkatesh et 
al., 2003). Acceptance (e.g. subjective judgment, satisfaction preference, perceived 
usefulness, perceived easiness of use) (Davis et al., 1989; Poelmans & Wessa, 2013) was 
chosen to be measured using a Likert-scale technique. Analysis was conducted by means 
of testing of hypotheses using analysis of variance (Anova, Kruskall-Walis and Wilcoxon), 
and Kendall’s tau coefficients and Cronbach Alpha statistical estimates to measure the 
correlation of personal characteristics and acceptance variables with the test 
performance of students.  
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III.1. Measurable levels of knowledge with respect to understandability  
Assessing a model's semantic quality requires reading and comparing model statements 
with the requirement statements.  The knowledge of model reading can be evaluated 
by checking to whether a student makes a correct assessment of the semantic quality of 
a model with relation to a set of requirements statements. The level of model reading 
capability can be assessed at different levels:    
Level 1: understanding the consistency of a single statechart in isolation, for example, 
understanding that each state should be accessible from an initial state (forward 
accessibility), from each state a final state should be reachable (backward accessibility) 
and that for each event, there should be exactly one transition leading to another state 
(determinism). 
 
Level 2: reading transition in the context of a single statechart, for example 
understanding that reaching a certain state requires an execution of a combination of 
transitions (sequence of transitions) from another state, and that from one state a 
certain state can be reached by executing of different transitions (alternative 
transitions). 
 
Level 3: understanding the execution of multiple interacting statecharts based on 
interaction rules, for example understanding that in the context of event execution all 
participating object lifecycles are affected, i.e. the execution of the event will check the 
preconditions of each object for that event (required state) and if successful will transit 
each object to the next state, and that if a precondition of any of participating object is 
not satisfied each object will return to its prior-execution state.. 
 
Level 4: understanding the consistency of a behavioral model with the class diagram. 
This requires understanding the interplay of explicitly modeled behavior in the 
(interacting) statecharts with the behavioral constraints implicitly implied by the 
structural aspects represented in the class diagram. For example, understanding that 
while a statechart enables an unlimited number of execution of a creation event for 
some object (e.g. the statechart from order allows creating multiple invoices), a 
multiplicity constraint in a class diagram may disallow this scenario (an order may have 
maximum one invoice). Or, understanding that referential integrity rules for a 1-to-many 
association in a class diagram will assume first a sequence of transitions for ending the 
lifecycles of all “dependent” objects (on the "many" side of the association), followed by 
the ending-event in the lifecycle of the referring object (on the "one" side of the 
association). 
 
The actual experiment was preceded by a pre-experimental test targeting at the 
measuring the knowledge of the participants corresponding to levels 1 and 2 (i.e. 
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understanding of basic concepts on statecharts). The experiment itself targeted at 
measuring model understanding at levels 3 and 4.  
III.2. Experimental design  
Design: Two experimental studies were conducted in the academic year 2014-2015 with 
the participation of a total of 65 students on the Leuven campus and the Brussels 
campus. The experiments followed a factorial two group experimental design. According 
to this design, experiments were conducted with two groups and two cycles within each 
group.  
 
Figure 20: The experimental design used in the pilot and replication experiments. 
This allows to measure the between-circle learning effects (e.g. performing better in the 
second experimental cycle because of getting used to a case in the first experimental 
cycle), as well as the effects from group composition (e.g. prevailing number of better 
or worse performing students) by analysing the cycle rotation effects for the two groups 
(Grubišić et al., 2009; Trochim, 2000). The experiments were conducted using two 
cohorts (pilot and replication study). Within each cohort the participants were randomly 
assigned to two subgroups (Group-1 and Group-2). For each experimental cycle in each 
group we made use of two different but equivalent experimental cases (test cases with 
a model and questions) that were altered within each group during the cycles to 
eliminate the case repetition effects between the cycles. In Group-1 the experiment was 
started with the use of Case-1 in the first cycle without the use of a FES and was 
continued with Case-2 in the second cycle with the use of a FES. In Group-2 the 
experiment was started with Case-1 in the first cycle with the use of a FES continued by 
Case-2 in the second cycle without the use of a FES. The design of the experimental setup 
is shown in Figure 20. The reversed cycles in the two groups allowed studying case 
learning effects.  
Pilot study: The original experiment was conducted in the autumn semester of the 
academic year 2014-2015 with participation of final year master students (N = 36) from 
the Leuven campus of KU Leuven. The study was conducted in the context of the course 
“Architecture and Modeling of Management Information Systems” taught at Leuven 
campus with master level students having heterogeneous backgrounds (with non-
technical or technical bachelor/master degrees, while also containing working students 
Group-1 Group-2
CASE-1 
without FES
CASE-2 
without FES
CASE-1 
with FES
CASE-2 
with FES
H1
H1
H1
H1
H2
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from ICT industry) from the Master of Information Management program. The 
experiment was conducted in mid-semester after a series of lectures and exercise 
sessions on data and behavior modeling.  
Replication study: The replicated experiment was conducted in the spring semester of 
the academic year 2014-2015 with participation of final year master students (N = 29) 
subscribed to the course “Design of a Business Information System”, at the Brussels 
campus of KU Leuven. The students had familiarity with data modeling (one semester of 
study) and were given a lecture and exercise session on behavior modeling right before 
the experiment. 
Variables: In our experimental setup the model understanding capability was 
considered to be the dependent variable. This variable was measured by the test 
performance, i.e. test score. The scoring was done based on students answers based on 
their understanding of a model by testing their ability to assess if the model reflected a 
particular execution scenario, e.g. “in this model solution, starting from state X, the state 
Y in the lifecycle of the object Z can be reached through the execution of a sequence of 
events a, b, c, d, e, … ( TRUE/FALSE? )”. The students were also required to motivate 
their responses, i.e. describe the reasons for the outcome (is it successful? why? If not, 
at which step and why will the execution fail?). 1 point was attributed for each correct 
response, no point was given for incorrect responses. The test included 5 questions per 
measurable knowledge level, resulting in a total of 10 questions with a total score 
between 0 and 10. To minimize distortion effects resulting from answers based on 
domain knowledge rather than based on the diagrams (e.g. if a case relates to a banking 
system a student may revert to his/her knowledge of real world situations while 
completing a task) a (meaningless) alphabetical representation has been used, e.g. 
object X, Y, Z, W… and events A, B, C, D …. An equivalent but slightly modified case was 
used for each cycle within each group both in the pilot study as well as the replication 
(different letters, altered graphical arrangement). To avoid straightforward recognition 
of similarity of the cases by the students, we also shuffled the questions between the 
cases as well as switched between positive/negative formulation of a question (e. g. “the 
sequence is required to reach to state 3 from state 1” rephrased into “the sequence 
cannot successfully transfer the object from state 1 to state 3”) (see Appendix: Experiment 
cases). There were no strict timing requirements for each cycle; however, a maximum two 
hours was allowed for completion of the entire task (case 1 and 2). The FES was 
considered to be the independent variable. By manipulating the independent variable, 
i.e. applying the treatment, the effects on the dependent variable, i.e. model 
understanding, was measured.  
In this study we also chose to measure several other (extraneous variables) with respect 
to the intended utility of the FES. Because “acceptance of a tool is another factor that 
can affect a learner performance” (Venkatesh et al., 2003) we chose several constructs 
from established technology acceptance models to be controlled in our experiments 
(Davis et al., 1989; Poelmans & Wessa, 2013; Wixom & Todd, 2005) such as perceived 
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ease of use and perceived usefulness based on (Davis et al., 1989), preference and 
satisfaction (Bourgonjon et al., 2010; Ives et al., 1983; Wixom & Todd, 2005). Three 
questions were specified for each of these variables in a post-study survey. Because the 
effectiveness of a tool can vary for different users, we also considered controlling 
personal characteristics (such as gender, age, self-efficacy,…). 
III.3. Validity of the experimental design 
The internal validity was ensured by minimizing the potential effects from unknown 
variables by means of randomized assignment and the use of control groups to measure 
the baseline for unknown variables. Normality of pre and post test performance data 
was tested, globally and per cohort. External validity was ensured by including different 
cohorts from different campuses of KU Leuven, i.e. different groups of students from 
two different courses in different semesters, also taught by different teachers.  
III.4. Hypothesized statements 
The measureable dimensions for the effectiveness of the FES method were specified 
which were formulated into the following hypotheses (also shown on Figure 16): 
H1:   FES improves the understanding of the behavioral aspects of a model.  
H2:   FES has a learning effect when is no longer used (comparing test results of without 
simulation cycles in group 1 and group 2, without vs. with results within group 1 as well 
as additional qualitative analysis of for  (negative/positive) corrections in the second 
experimental cycle in group 1). 
H3:  FES method is suitable to support its intended utility in a learning context 
(acceptability in terms of satisfaction, preference, perceptions of usefulness of end 
users). 
H4:  FES effects are not affected by personal characteristics. 
IV. Data analysis 
In the following subsections we present the results of the data analysis, namely: 
participants demographics, test performance, within and between group analysis as well 
as correlations of the performance with participants’ personal characteristics and 
acceptance measures. 
IV.1. Participants 
The demographics of participants are summarized in Table 10. The participants were 
final year master students with heterogeneous backgrounds from two different master 
courses from the Leuven and Brussels campuses at KU Leuven, taught by different 
instructors  in 2014-2015.  
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Table 10: Summary of demographics. 
 Leuven cohort Brussels cohort 
Gender  
      Male 68 % 55 % 
      Female 32 % 45 % 
Age  
     Minimum 22 y 22 y 
     Maximum 42 y 36 y 
     <= 25 80 % 79 % 
     >25 <= 35 11 % 20 % 
     > 35 9 % 1 % 
Prev. knowledge   
     Extensive  11 % 6 % 
     Moderate  38% 38 % 
     Little  34% 28 % 
     No  17 % 28 % 
 
The first cohort that participated in the pilot study was composed of 36 students of the 
autumn semester from the Leuven campus; the second cohort of the replication study 
was composed of 29 students of the spring semester from the Brussels campus. In total 
65 participants were engaged in the pilot and replication experiments. 
IV.2. Performance test results 
The first step of the analysis compares the mean scores between the experimental cycles 
of the entire group and of each cohort separately. Scores range on a scale from 0 to 10. 
Mean scores without the use of FES are denoted by X̅ , mean scores with the use of FES 
are denoted by X̅ FES. We measured the effectiveness of FES as the relative differential 
advantage, denoted by X̅ RelDiff. Because of the non-normality of the scores’ distributions 
and the limited size of the subgroups, non-parametric statistical tests were applied to 
compare the mean scores of experimental cycles within each cohort as well as the entire 
population. The Kruskal-Wallis test was used to compare means between groups; and 
the Wilcoxon signed-rank test was used to test paired scores. These methods are the 
equivalents of the independent t-test and the paired t-test respectively. We also filtered 
away the small number cases with empty responses and those without motivation in 
order to eliminate the effect of false negative and false positive answers. The first step 
resulted in the analysis shown in Table 11.   
 
Table 11: Analysis comparing mean scores (without vs with the use of FES). 
Cohort ?̅? 𝐗 FES 𝐗 RelDiff P-value 
Entire (Leuven & Brussels) 4.59 8.36 3.77 0.000 
Pilot experiment (Leuven campus) 4.08 8.14 4.06 0.000 
Replication experiment (Brussels campus) 5.25 8.64 3.39 0.000 
 
A cohort effect in relative advantage was discovered showing that in the pilot 
experiment the relative differential advantage (X̅ RelDiff = 4.06) was higher than in the 
replicated experiment (X̅ RelDiff = 3.39). The results however provide evidence for the 
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positive effect from the use of the FES method in both experiments at a significant 
confidence level of p = 0.000 thus supporting our first hypothesis (H1). 
IV.3. Within/between group analysis 
In the second step of the analysis we performed a Wilcoxon signed-rank tests within 
groups comparing the test scores with and without the use of FES between the two 
cycles for that group (shown in Table 12). We could observe significant positive effect in 
both groups of each cohort by comparing the test scores between experimental cycles 
within each group, thus confirming our first hypothesis (H1).  
Table 12: Within group analysis (Group-1 started without the FES). 
Cohort Group 𝐗  𝐗 FES 𝐗 
RelDiff 
P-value 
Pilot study (Leuven participants) Group-1 2.61 8.72 6.11 0.000 
Group-2 5.55 7.55 2 0.004 
Replication (Brussels participants) Group-1 5 8.87 3.87 0.001 
Group-2 5.75 8.41 2.66 0.005 
 
We could detect group effects in relative advantages in test scores: the results in group-
1, starting without the FES in both cohorts, (X̅ RelDiff = 6.11 in the pilot experiment and X̅ 
RelDiff =  3.87 in the replication experiment) are significantly higher than in Group-2 (X̅ 
RelDiff = 2 in the pilot experiment and X̅ RelDiff =  2.26 in the replication). This difference is 
mainly due to a higher score in the non-FES cycles for groups-2. (X = 5.55 and 5.75 in the 
pilot and replication).  Having reversed the treatment in Group-2, by using the FES in the 
first cycle, the difference in X̅ RelDiff between group 1 and 2 can be attributed to a 
maturation/learning effect, thus confirming H2). However, despite the maturation 
effect, we could still detect a positive effect within Group-2 both in our pilot experiment 
(X̅ RelDiff = 2) and replication (X̅ RelDiff =  2.66) providing evidence for H1.  
In the next step of the analysis we compared the performance that the two groups 
achieved in the similar cycles of the experiment. Before the analysis we performed F-
tests to check the differences between Group-1 and Group-2 for variances. Because of 
the non-normality of distributions the nonparametric Kruskal-Wallis analyses were 
applied to compare the scores. The results shown in Table 13 revealed a significant 
difference in terms of the differential relative advantage when comparing the scores of 
the cycle (with the use of FES) of Group-1 with the scores of cycle (with the use of FES) 
of Group-2. Furthermore, in the pilot experiment the difference in performance of 
Group-1 (X̅ difference = 1.17, p = 0.003) was found to be significantly higher, which can 
again be an indication of a learning (maturation) effect from the use of the case in the 
previous cycle of the experiment. The difference is however non-significant in the 
replication experiment (X̅ difference = 0.29, p = 0.182). The Kruskal-Wallis test for 
performance comparison for Group-2 comparing test results without the use of FES with 
the results of the same cycle (without FES) of Group-1 revealed a significant difference 
of  X̅ difference = 2.94 for the pilot experiment. This suggests a maturation effect from using 
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FES in the previous cycle within Group-2. In the replicated experiment the difference in 
mean scores was found to be non-significant (X̅ difference = 0.54; p = 0.531). This 
discrepancy in significance between the Leuven and Brussels cohort can be explained by 
the fact that the students who participated in the replication experiment (campus 
Brussels) had the advantage of an intensive training which included a demonstration of 
validation benefits with the use of simulation and a small exercise session right before 
the experiment. They might therefore have benefited from practiced knowledge that 
was still active in their working memory as opposed to the participants of the initial 
experiment, who only followed a lecture on basics of behavior modeling and had to find 
the simulation benefits themselves by exercising during the experiment.  
The maturation effects that we detected in the results of Table 12 and Table 13, is 
supported by an additional qualitative analysis of students’ answers. For instance, 
analysing students’ responses and explanations in Group-2 provided in the experimental 
cycle without the use of FES, both in the pilot and replication experiments, revealed 
wording similarities with the FES feedback which was different from the way students 
formulated their explanations in the first cycle of experiments in Group-1 when no FES 
was provided yet. In the first cycles (without the use of FES) in Group-1 both for the pilot 
and replication experiments when trying to mentally execute the scenarios of test 
questions, students formulated the explanation of their responses in their own words 
(e.g. “the lifecycle of the object allows this sequence” or “it is impossible to execute 
event X at this step”). In Group-2 of both cohorts, we observed that the explanations in 
the second cycles (without FES assistance) of the experiment following the first cycles 
(with FES assistance) differed by containing typical wordings from the FES feedback (e.g. 
“this sequence will be refused because event X is not enabled as a transition in state Y 
in the statechart of Z object”). 
Table 13: Between group analysis. 
Cohort Experiment Cycle Group-1 Group-2 𝐗 RelDiff P-value 
Pilot study  
(Leuven 
participants) 
X̅  2.61 5.55 2.94 0.003 
X̅ FES  8.72 7.55 1.17 0.003 
X̅ difference 6.11 2 4.11 0.000 
Replication  
(Brussels 
participants) 
X̅  5 5.54 0.54 0.531 
X̅ FES 8.67 8.38 0.29 0.182 
X̅ difference 3.87 2.84 1.03 0.414 
Entire  
 
X̅  3.69 8.70 5.01 0.008 
X̅ FES 5.55 7.90 2.35 0.000 
X̅ difference 5.00 2.35 2.65 0.000 
 
Furthermore we observed positive corrections in the second cycle of the experiment 
with respect to the test answers provided to equivalent test questions in the first cycle 
of the experiment. This shows that the use of FES in the previous cycle of the experiment 
enabled skill transferability meaning that the use of FES had a persisting effect when no 
longer being used. We can thus state that the results provided support for our second 
hypothesis (H2). The next step of the analysis targeted at testing for cohort effects 
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between the experimental cycles. Kruskal-Wallis tests showed no significant differences 
in relative differential advantages between the cohorts (insignificant p-values shown in 
Table 14). From within/between group analysis results we can conclude that even 
though limited group effects were observed, overall these effects do not diminish the 
significant and positive effect of the FES. 
Table 14: Between cohort analysis. 
Experiment cycle Pilot experiment  
(Leuven) 
Replication experiment  
(Brussels) 
𝐗 RelDiff P-value 
X̅  4.08 5.25 1.17 0.095 
X̅ FES 8.14 8.64 0.50 0.222 
X̅ difference 4.05 3.29 0.76 0.300 
 
IV.4. Correlation of performance and personal characteristics 
The next step of the analysis targeted at correlating the test performance with the 
gender of participants (23 female, 40 male students 35.4 % and 63.1% respectively, with 
1 missing value) by means of Anova and Kruskall-Wallis. No significant differences could 
be detected in the test performance both with and without the use of FES, the 
differential scores with-without, and the acceptance measures, ease of use and 
satisfaction. For preference and usefulness, a slight but significant gender difference was 
detected. The male and female mean scores on preference are 4.44 and 5.11 
respectively; the male and female means for usefulness equal 4.48 and 5.5. Thus, female 
students seem to favour the prototype slightly more than their male colleagues.  
We can conclude that despite the limited influence of personal characteristics, overall 
these effects do not diminish the significant and positive effect of the FES, thus providing 
support for H3.   
IV.5. Correlation of performance and acceptance variables 
The next step of the analysis targeted the construction of statistical descriptives for the 
acceptance measures as well as computer self-efficacy (the results are shown in Table 
15). Confirmatory factor analysis was performed with each scale item modeled as a 
reflective indicator of its theorized latent construct. The reliability and validity of the 
results were assessed using a Cronbach Alpha statistical estimate (Segars & Grover, 
1993). Reliability with Cronbach Alphas of at least 0.77, and factor loadings of 0.7 (Hair, 
Black, Babin, Anderson, & Tatham, 2006) was found. Average scores above 4.68 on a 6-
point Likert-scale reflect positive perceptions. In particular, the FES method was 
accepted with a mean score above 4.68, perceived usefulness and preference for use 
with a mean score of 4.78. The highest score was attributed to the feedback (mean score 
above 5.58), reflecting a very positive belief. Using regression analysis, no impact of 
acceptance variables on the differential relative advantage (with vs without the use of 
FES) was identified. The results thus confirm the validity of our fourth hypothesis (H4). 
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Table 15: Indicators for acceptance and computer self-efficacy. 
  N Mean Std. Deviation Min Max Cronbach Alpha Factor Loadings /item 
Perceived 
usefulness 
63 4.78 1.23 1.00 6.00 0.79 0.86 ; 0.91 ; 0.73 
Perceived 
ease of use 
63 4.68 0.98 3.00 6.00 0.77 0.83 ; 0.85 ; 0.80 
Self-
efficacy 
60 4.45 1.11 1.00 6.00 0.78 0.80; 0.70; 0.76; 0.72 
Preference 63 4.78 1.20 1.00 6.00 0.89 0.94; 0.90 ; 0.88 
Satisfaction 62 4.77 0.92 2.00 6.00 0.89 0.92; 0.89 ; 0.91 
Feedback* 63 5.58 0.89 1.00 6.00 / / 
* measured with 1 item 
 
V. Discussion 
V.1. Contributions 
The results of the work contribute to the research on cognitive aspects of modeling with 
respect to the dimension of the understandability of behavioral models. The work 
extends previous research specifically for the understandability of the execution 
semantics of a set of parallel interacting statecharts in the context of conceptual 
modeling. The work provides empirically supported results showing that in a learning 
context the FES method has a significant advantage over manual inspection and mental 
execution of multiple interacting statecharts. We also witness a retention effect, i.e. the 
capabilities obtained with the use of FES method persist even when the method is no 
longer applied. The method thus has a positive influence on cognitive mechanisms 
behind understanding the dynamics of a system modeled by means of multiple 
interacting statecharts. The strict experimental design allowed to reveal a limited effects 
of group composition and personal characteristics such as previous knowledge and 
gender. However, the findings show that these effects do not diminish the significant 
and positive effect from the use of the FES method on understanding (interactive) 
statecharts compared to manual inspection. The FES method presented in this study 
also contributes to novel computer assisted learning practices (European Commission, 
2013) allowing the construction of profound knowledge based on experience rather 
than reading/lecturing and manual exercising alone as traditionally applied in courses 
for conceptual modeling.   
V.2. Limitations 
The study is limited to the use of interacting statecharts in the context of one particular 
technique, namely conceptual modeling, as well as to the courses described in the study. 
Another potential limitation of the study is that the observation of the effectiveness of 
the FES method is limited to a learning context. Expanding the empirical evaluation 
beyond conceptual modeling and with the involvement of more experienced 
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practitioners would contribute to higher reliability and generalizability of the results. We 
also observed a limited number of false positive and false negative responses in the 
answers of participants, in particular for the questions that contained a negative 
wording, i.e. the motivation of a student's answer in fact indicated the opposite of the 
provided answer. For example, a student answers “FALSE” to a statement “sequence is 
not successful” while his/her motivation “because the execution will fail at step X” 
indicates that (s)he actually meant "TRUE" as an answer. We had to manually correct 
such answers, i.e. “TRUE” was reversed to “FALSE” and vice versa. Another possible 
limitation of the study can be considered the fact that the case questions were 
formulated as test scenarios (specific execution sequences). This may have led to a 
higher learning effect compared with an experiment in which students would have had 
to figure out testing scenarios (possible combinations of events) themselves.  
VI. Conclusions  
The work presents an easy and intuitive approach by means of FES for improving the 
student's understanding of the semantics of (multiple interacting) statecharts. The work 
extends our previous research which observed a significant positive effect from the use 
of FES method with respect to understanding the structural aspects of a system 
represented by means of UML class diagram (Sedrakyan, Snoeck, & Poelmans, 2014). 
Compared to these previous results, in this study we observed a much higher relative 
advantage of the use of the FES method with respect to understanding the behavioral 
aspects of a system represented by means of multiple interactive statecharts. We 
attribute this relative higher advantage to the set-up of the current study where 
students were provided with concrete test scenarios (also for the without FES test) 
compared to the set-up of our previous studies, which followed a requirement 
statement based testing approach, and in which students had to identify the testing 
scenarios themselves. Our findings show that the FES method is effective in training 
novices in the context of requirements analysis and conceptual modeling courses. 
Among the possible extensions of the work an empirical evaluation of the FES method 
with more experienced practitioners are planned. Since the environment contains a 
logging functionality allowing the observation of the user's interactions within the 
environment (Sedrakyan, De Weerdt, & Snoeck, 2016; Sedrakyan, Snoeck, & De Weerdt, 
2014) observing testing behavior could provide more insights on cognitive mechanisms 
behind the understanding of conceptual models and UML diagrams. Such insight could 
be used to suggest improved tool assistance, e.g. test automation (Sedrakyan & Snoeck, 
2014a). The empirical evaluation of the effectiveness of the FES method with respect to 
understanding UML diagrams with more advanced concepts such as inheritance 
(Sedrakyan & Snoeck, 2015) could be yet another direction for future research. 
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Appendix: Experiment cases 
*ADVICE: To make it easier to answer the questions trace the scenarios by creating new 
object instances for each scenario appended with scenario identifier, e.g. when creating 
objects of type P for question 1, name them p1-q1, p2-q1,etc.  
ASSUMPTIONS:  
1. When a scenario is given, we assume that the events are processed without any 
other events in between. For example, if a scenario says cr_a, cr_y, v, then no 
other events are processed in between cr_a and cr_y and between cr_y and v. 
2. To avoid confusions, for each scenario we assume that new object instances are 
created. For each scenario object instances created for that specific scenario are 
used. For example, if a scenario1 says: cr_a, cr_y, v 
a) Create object of type A named a-scenarioIdentifier, e.g. a-q1  
b) Create object of type Y named y-scenarioIdentifier AND as a 
master object choose a-scenarioIdentifier (do not use an A object 
used in other executed scenario), e.g. y-q1 related to a-q1 
c) next the execution of event v (O/M of Y object) should use the 
object  y-q1 
 
Case 1: PAXY        
Indicate if the following execution scenarios are supported (TRUE/FALSE) given the class 
diagram, statecharts and interaction model below.  Please provide a short explanation 
for the reason of your choice.  
 
 
 
 
 
QUESTIONS (execution scenarios): 
1) Having created one object of type P (p1-q1) and one object of type A (a1-q1), 
registering X and Y objects can be done in any order: both the sequence of events 
cr_x (x1-q2).cr_y (y1-q1) and cr_y (y2-q1). cr_x (x2-q1) are POSSIBLE.  
2) An object of type A (a-q2) related to the object of type P (p-q2) CANNOT have an 
arbitrary number of objects of type X. For instance for the object a-q2 one CANNOT 
create objects x1-q2, x2-q2, x3-q2 each of type X through a sequence of cr_x events.  
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3) Having created one object of type P (p-q3), one object of type A (a-q3) and one object 
of type Y (y-q3), an object of type Y (y-q3) can move then from state 1 to state 
“ended” by means of a sequence of events v, w, end_y.  
4) Having created one object of type P (p-q4), one object of type A (a-q4), the object of 
type P (p-q4) can move from state 1 to state “ended” by means of a sequence of cr_y 
(y-q4), end_y (y-q4), end_p (p-q4)  
5) An object of type A (a-q5) related to the object of type P(p-q5)  can move from state 
1 to state “ended” by means of a sequence of cr_x  (x-q5), cr_y (y-q5), end_y (y-q5), 
end_x (x-q5), end_a (a-q5) 
6) An object of type P (p-q6) can move from state 1 to state “ended” by means of a 
sequence of cr_a (a-q6), cr_y (y-q6), v (y-q6), end_y (y-q6), end_a (a-q6), end_p (p-
q6)   
7) An object of type P (p-q7) can move from state 1 to state “ended” by means of a 
sequence of cr_a (a-q7), cr_x (x-q7), end_x (x-q7), end_a (a-q7), end_p (p-q7)  
8) An object of type P (p-q8) can move from state 1 to state “ended” by means of a 
sequence of cr_a(a1-q8), cr_x (x-q8), cr_a (a2-q8), end_x (x-q8), end_a(a1-q8), end_a 
(a2-q8), end_p(p-q8)  
9) An object of type P (p-q9) can move from the initial state to state “ended” by means 
of a sequence of cr_p (p-q9), cr_a (a-q9), cr_x (x-q9), end_a (a-q9), end_x (x-q9), 
end_p (p-q9) 
10) Each A-object that has an X-object, needs at least one Y-object to successfully 
complete its lifecycle.  
 
 
Case 2: ABCD  
Indicate if the following execution scenarios are supported (TRUE/FALSE) given the class 
diagram, statecharts and interaction model below.  Please provide a short explanation 
for the reason of your choice.  
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QUESTIONS (execution scenarios): 
  
1) Having created one object of type A (a1-q1) and one object of type B (b1-q1), it is 
possible to register C and D objects in any order : both the sequence of events cr_c 
(c1-q2).cr_d (d1-q1) AND cr_d(d2-q1). cr_c (c2-q1) are possible  
2) Having created one object of type A (a-q2), one object of type B (b-q2) and one 
object of type D (d-q2), an object of type D (d-q2) can move then from state 1 to 
state “ended” by means of a sequence of events y, k, end_d.  
3) An object of type B (b-q3) related to the object of type A (a-q3) can have an arbitrary 
number of objects of type C. For instance for the object b-q3 one can create objects 
c1-q3, c2-q3, c3-q3 each of type C through a sequence of cr_c events. 
4) Having created one object of type A (a-q4), one object of type B (b-q4) it is 
IMPOSSIBLE for object A (a-q4) to move from state 1 to state “ended” by means of 
a sequence of cr_d (d-q4), end_d (d-q4), end_a (a-q4)  
5) An object of type B (b-q5) related to the object of type A(a-q5)  CANNOT move from 
state 1 to state “ended” by means of a sequence of cr_c  (c-q5), cr_d (d-q5), end_d 
(d-q5), end_c (c-q5), end_b (b-q5)  
6) An object of type A (a-q6) can move from state 1 to state “ended” by means of a 
sequence of cr_b (b-q6), cr_c (c-q6), end_c (c-q6), end_b (b-q6), end_a (a-q6)  
7) An object of type A (a-q7) can move from state 1 to state “ended” by means of a 
sequence of cr_b (b-q7), cr_d (d-q7), k (d-q7), end_d (d-q7), end_b (b-q7), end_a (a-
q7)  
8) An object of type A (a-q8) can move from state 1 to state “ended” by means of a 
sequence of cr_b (b-q8), cr_c (c-q8), cr_b (b2-q8), end_c (c-q8), end_b (b-q8), end_b 
(b2-q8), end_a (a-q8)  
9) An object of type A (a-q9) cannot move from the initial state to state “ended” by 
means of a sequence of cr_a (a-q9), cr_b (b-q9), cr_c (c-q9), end_b (b-q9), end_c (c-
q9), end_a (a-q9)  
10) Each B-object that has a D-object, needs at least one other D object or C-object to 
successfully complete its lifecycle.  
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2.3.3. Effectiveness of FES with respect to hidden dependencies 
using inheritance hierarchies 
 
This section has been published as: 
Sedrakyan, G., Snoeck, M. (2015). Effects of simulation on novices' understanding of the 
concept of inheritance in conceptual modeling. In Jeusfeld, M. (Ed.), Karlapalem, K. (Ed.), 
Advances in Conceptual Modeling: Vol. 9382. International Conference on Conceptual 
Modeling (ER 2015). Stockholm (Sweden), 19-22 October 2015 (pp. 327-336) Springer. 
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Effects of simulation on novices’ understanding of the concept of 
inheritance in conceptual modeling 
 
Abstract: In this paper we present our experience in the experimental development and 
use of simulation instrument for learning object-oriented conceptual modeling in a 
master level course on analysis and design of information systems. The focus of our 
research is on the teaching of one particular topic in object-oriented conceptual 
modeling - inheritance. The results from the pilot experimental study (with a student 
sample N = 32), demonstrate a positive effect of simulation-based learning method on 
the understanding by novice business analysts of the concept of inheritance when 
applied in a conceptual model.   
Keywords: teaching conceptual modeling, object-oriented analysis, inheritance, simulation-based learning, 
automated feedback 
I. Introduction 
Modern software engineering builds largely on object-oriented (OO) paradigm (Booch, 
2006; Vazquez, Pace, & Campo, 2014) that aims to incorporate the advantages of 
modularity and reusability. In the OO approach requirements are organized around 
cooperating objects that belong to hierarchically constructed classes which encapsulate 
both structure and behavior (Booch, 1986; Northrop, 1994). The possibility of software 
reuse during the development lifecycle being not just a matter of reusing the code of a 
subroutine, but also encompassing the reuse of any commonality expressed in class 
hierarchies (Capretz, 2003), was among the important reasons promoting the rapid 
growth of this paradigm during the last decades. Consequently object-oriented analysis 
(OOA) and design (OOD) have emerged to support the use of object-oriented paradigm 
throughout the entire software engineering lifecycle (Booch, 2006). This has been 
supported by the introduction of a unified notation and OO modeling (OOM) language 
(the Unified Modeling Language (UML)) being currently heavily used in OOA and OOD 
activities. 
One major advantage introduced by the object oriented paradigm is the conceptual 
continuity across all phases of the software development lifecycle, i.e. the conceptual 
structure of the software system remains the same, from system analysis down through 
implementation (Capretz, 2003). Therefore when the object-oriented paradigm is used, 
the design phase is linked more closely to the system analysis and the implementation 
phases because designers have to deal with similar abstract concepts (such as classes 
and objects) throughout software development phases (Capretz, 2003). Conceptual 
structures are represented through a conceptual model – the first artifact produced in 
OO analysis. Clearly, the quality of the conceptual model is the foundation of consistency 
between the requirements and the final software. At the same time continuous efforts 
are made in the area of OO conceptual modeling, in order to provide reliable and 
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productive software production environments (Pastor, Insfrán, Pelechano, & Ramírez, 
1997).  
Teaching requirements formalization through conceptual modeling however has been 
proven to be challenging (Erickson & Siau, 2007; Siau & Loo, 2006). Amongst the factors 
affecting learning outcomes of novice requirements engineers and business analysts are 
1. the complexity of industry tools being “noisy” with various constructs which can result 
in misusing concepts and creation of unintended models, 2. the lack of domain 
experience as a result of absence of trial and error rehearsals, 3. the lack of validation 
techniques and tool support for testing/validating models. Additionally, several 
researchers correlated novices learning achievements in system’s analysis with 4. the 
lack of technical insights considering the absence of technical components (such as 
computer-assisted learning) from education as a major contributing factor to the lack of 
preparedness of their skills (Barjis et al., 2012).  
Computer-based simulation has been proven to be an excellent technique assisting 
juniors in understanding complex systems by allowing them to “learn by experiencing” 
(Damassa & Sitko, 2010; European Commission, 2013; Annette Kluge, 2007). Simulated 
environments are also known to promote successful transfer of the skills learned in 
classroom to real-world environments by allowing to simulate real-life situations where 
learners improve their technical and problem-solving skills. In the domain of conceptual 
modeling the use of simulation-based teaching is hampered by at least two 
shortcomings introduced by the existing standards for simulation technologies. The 
major disadvantages include being too complex and time consuming to be achieved by 
novice modelers whose technical expertise is limited (Sedrakyan & Snoeck, 2013a). 
Another important disadvantage is connected with the difficulty of interpreting the 
simulation results. Our previous work presents significant positive effects on learning 
achievements of novices for conceptual modeling when using a simulation that is 1. 
adapted to limited technical expertise of novices using easy and  fast (“single-click”) 
approach to achieve simulation 2. adapted to conceptual modeling goals in which 
constructs irrelevant for conceptual modeling goals are filtered away, and 3. is enhanced 
with feedback that links simulation results to their causes in a model design (Sedrakyan 
& Snoeck, 2012, 2014; Sedrakyan, Snoeck, & Poelmans, 2014).  
The work presented in this paper builds on our previous research on simulation-based 
teaching/learning of conceptual models by extending it with OO concepts. While the OO 
development approach is defined by one of its founders as a “hierarchy of reusable 
classes united via inheritance relationships” (Booch, 1986, 2006), this perspective is 
largely neglected in literature on simulation-based teaching of OO system analysis and 
modeling. More specifically, in this work we target at a simulation technique that allows 
novices to master the concept of reusability that can be exploited by means of class 
inheritance – a key OO concept, the semantics of which is among the most challenging 
to be mastered by novices (Hadar & Leron, 2008; Liberman, Beeri, & Ben-David Kolikant, 
2011), while inheritance being also often avoided (Sedrakyan, Snoeck, & De Weerdt, 
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2014) and/or a misapplied modeling construct (Deligiannis, Shepperd, Webster, & 
Roumeliotis, 2002; Rumbaugh, 1993). The effectiveness of proposed method is 
evaluated with respect to comprehension by novices of the concept of inheritance when 
applied in a conceptual model. The results of the experimental study show a positive 
impact of the proposed technique on learning outcomes of novices. 
The remainder of the paper is structured as follows. The second section describes the 
educational context and assumptions used within this paper. Section III gives a brief 
overview of the simulation environment subsequently highlighting the learning benefits 
of the proposed method. Section IV describes the experimental study targeting to 
measure the effects of the proposed simulation technique on the learning outcomes of 
novice modelers, followed by the data analysis and subsequently reports on the results. 
Finally, section V concludes the work proposing some future research directions. 
II. Educational context 
The proposed simulation method has been developed and validated within the course 
“Architecture and Modeling of Management Information Systems”34 over a 5-years 
period of teaching, with participation and constant feedback from 500 students overall. 
The course targets at master level students with heterogeneous backgrounds from the 
Management Information Systems program. The goal of the course is to familiarize the 
students with modern methods and techniques of Object-Oriented Analysis and Design 
for Enterprise Information Systems, to let them understand the relation between an 
information system and the organizational aspects of an enterprise, and to let them 
acquire sufficient skills of developing an enterprise model as basis of an enterprise 
information system. During the course students have to formalize business 
requirements into conceptual domain models using an adapted for conceptual modeling 
and simulation environment JMermaid35. The methodology uses the UML as modeling 
language, but underneath it relies on the concepts of MERODE36, an Enterprise 
Information Systems engineering methodology developed at the university of Leuven, 
which follows the Model-Driven Architecture and Engineering approach. In MERODE a 
conceptual model integrates both structural and behavioral views of a system to be 
engineered using a restricted class diagrams with regular binary associations, multiple 
interacting state charts and an interaction model. Throughout a modeling process self-
regulated activities, such as testing and validation of models, are promoted through 
model simulation using MERODE's semantic prototyper (Sedrakyan, Snoeck, & 
Poelmans, 2014) which allows simulating model solutions using a “one-click” approach. 
In this paper we will refer to simulation of a conceptual model as a process of generating 
                                                     
34  The course page can be found on http://onderwijsaanbod.kuleuven.be/syllabi/e/D0I71AE.htm 
35  http://merode.econ.kuleuven.ac.be/mermaid.aspx 
36  MERODE is an Object Oriented Enterprise Modeling method. Its name is the abbreviation of Model driven, 
Existence dependency Relation, Object oriented DEvelopment. Cfr. http://merode.econ.kuleuven.be 
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prototype applications using a conceptual model as an input. We will therefore use the 
terms “simulated model” and “prototype” interchangeably. The simulation effects on 
the learning outcomes of novice modelers are measured with respect to understanding 
of model semantics as defined in the Conceptual Model Quality Framework (Nelson et 
al., 2012). 
III. Extending simulation model with the concept of inheritance 
MERODE's model simulation environment has been extended to support the key 
concepts of object-oriented approach. 1. classes are created in hierarchies, and 
inheritance allows the structural features (attributes) and behavioral features (methods) 
to be passed down the hierarchy 2; this is realized through the concepts of concrete 
classes (classes which can be instantiated) and abstract classes (classes that have no 
instances but are used for creating other classes via inheritance).  
 
Figure 21: Interface showing a tab for an abstract superclass. 
Understanding the interface (input and output models) of the generated prototype is 
quite intuitive. The graphical interface of a prototype application includes a main 
window and a set of input/output popup windows. Business entities are presented 
across tabbed views in the main window each containing corresponding properties of 
object instances (such as attributes and associated objects) presented in a tabular 
format.  Each view of a tab panel also contains buttons corresponding to the business 
events that can be triggered for a particular class. MERODE prototypes offer basic 
functionality like triggering the creating and ending of objects, and triggering other 
business events that returns the output to a user in a passed/failed format. The tabs 
representing abstract classes are in disabled mode except for viewing buttons. An 
attempt to trigger any business event for this class is followed by an explanation 
message about the concept of ‘abstract class’. The list of instances has an indication of 
the subclass name for each subclass instance. Figure 21 shows the main interface of the 
prototype: the tab for abstract class “Medicine” with disabled functionality includes 
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instances “Aspirine” that belongs to the subtype “FreeMedicine” and “Antibiotic” that 
belongs to the subtype “RestrictedMedicine”.  
 
Figure 22: Interface showing a tab for a subclass with inherited and specialized methods. 
 
Figure 23: Sample erroneous model. 
In the creation window where object instance properties need to be supplied the list of 
inherited attributes is automatically added (e.g. FreeMedicine and RestrictedMedicine 
both inherit the attributes “name”, “description” defined at the level of the supertype 
class “Medicine”) allowing for each subtype to add own attributes. Inherited (from a 
supertype) and specialized (further extended by a subtype) methods are defined by a 
modeler in JMermaid environment. Inherited methods are those methods that have 
been inherited from a supertype without changing their signature, whereas specialized 
methods are new methods that "extend" the subclass with additional features.  Tabs for 
subtype classes show buttons both for the inherited and specialized methods (see Figure 
22).   
The entire interaction process is guided by user-friendly messages in case of an invalid 
input or a failure of an event execution (e.g. creating, ending or modifying object 
instances) thus ensuring maximum transparency between a prototype and its design 
model. A sample erroneous model and validation scenario is described in Figure 23. 
Notice that in the diagrams abstract classes have been graphically represented by a black 
filled triangle rather than by the textual keyword {abstract} as in UML. 
inherited method
specialized method
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Figure 24: Validation through a simulated model with a sample feedback on mandatory one rule violation for an 
association linked to the supertype class. 
An example of a modeling task would be to validate a given model solution for the 
requirement “To buy a restricted medicine a customer needs to have a prescription. 
However a prescription is not required for buying a free medicine. Registering a buyer’s 
identity is not required for selling a free medicine. Both free and restricted sale can have 
a shared behavior, e.g. undergo a promotion,… . Likewise free and restricted medicine 
can both be out of stock, removed from sale, have a delivery request, expire,…”. 
When testing a model's prototype a student will be confronted with the following 
scenario: trying to register a free sale for “Aspirine” (according to a designed model this 
will be by means of triggering a creating event of a ‘FreeSale’) a popup window will 
request an input for the attributes specified in the model as well as to choose  instances 
of the associated mandatory objects “Medicine” and “Person”. As a result, a first 
problem that the prototype will allow to discover is that the selling of a free medicine 
requires a person to be associated with it as a result of the mandatory relationship 
between its superclass “Sale” and the class “Person” (cardinality of [1..1]). This is clearly 
in contradiction with the requirement that registering a buyer's identity is not required 
for selling a free medicine.  A second problem that the student will discover, is that -as 
a consequence of the Liskov principle of substitutability- while choosing the medicine to 
associate with the newly created instance of the “FreeSale” object also instances of the 
subtype “RestrictedMedicine” will be available as potential substitutes for the supertype 
1
2
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“Medicine”, thus enabling an unrestricted sale for a restricted medicine. Through such 
testing, a student's analytical problem-solving ability is stimulated to pursue a correct 
design solution in order to fix the detected error in the model. While iteratively 
improving a model solution and testing with a simulated model a student is involved in 
a self-regulative learning process through what-if scenarios and trial and error 
rehearsals that allows him to not only achieve better but also allowing to gain knowledge 
that emerges from own practice. The generated feedback facilitates the process of 
achieving the intended behavior by explaining the reasons each time the execution of 
intended behavior is refused as illustrated in Figure 24.  
IV. Evaluation method 
Our research goal was to assess the effectiveness of such feedback-enabled simulation 
in improving the novices understanding of the semantics of inheritance in a conceptual 
model. We opted for an experimental study with a pre/post-test control group 
experimental design. 
Procedure: The experiment was conducted in two parts. In the first part students had to 
answer the set of TRUE/FALSE questions without the use of the model’s prototype, so 
only by means of manual inspection of a given model solution. The goal of this part was 
to establish a baseline model validation capability level to measure the simulation 
effects in the second cycle. Then, in the second part of the experiment, analogous 
questions about a similar model had to be answered again, this time with the use of the 
generated prototype. The answers had to be recorded on an answer sheet. We will 
further refer to cycles without simulation (a paper exercise by means of manual 
inspection of a given model to answer the test’s questions) as “withoutPT”, and cycles 
with the use of simulation (students were required to use laptops to run a simulated 
model of a given model solution to answer the test’s questions) as “withPT”. The 
effectiveness of the proposed simulation method was measured by means of 
comparison of the test results of students between experimental cycles (without and 
with a use of a simulation).  
Observable dimensions: Assessing the semantic correctness of a model requires a 
combination of model understanding and comparing model statements with 
requirements. Model-reading knowledge specifically for inheritance can be assessed at 
different levels of understanding. In this pilot study we target at understanding of the 
semantics of a single level inheritance, hidden dependencies through chain of 
associations and parallel paths via subclass and superclass:  
Level 1: Understanding the difference between the concepts of abstract and concrete 
classes. 
Level 2: Understanding the basic concept of inheritance: that attributes and methods 
are inherited by the subtype from the supertype. This includes understanding the 
direction of the inheritance relationship. 
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Level 3: Understanding a single inheritance hierarchy (inheritance of associations): 
through inheritance and the Liskov principle of substitution, objects of the subclass can 
participate in associations defined at the level of the superclass (e.g. in Figure 24, a 
subclass “FreeSale” inherits the association to “Person” from supertype “Sale”). 
Level 4: Understanding complex models with more than one inheritance hierarchies 
connected with a single (chain of) association. 
Level 5: Understanding complex models with more than one inheritance hierarchies 
connected with multiple parallel (chains of) associations (e.g. in Figure 24, the hierarchy 
of “Sale” and the hierarchy of “Medicine” are directly connected via the association 
between “Sale” and “Medicine” classes, but also through “Person” and “Prescription”). 
Two questions per each dimensions have been targeted in the tests (see sample exercise 
in the Appendix). 
Table 16. Summary of sample demographics. 
Gender  
Male 59 % 
Female 41 % 
Age distributions  
Min age 22 y. 
Max age 42 y. 
Mean age 24.6 y. 
Previous knowledge of data modeling 
No knowledge 19 % 
Little knowledge 28 % 
Moderate knowledge 38 % 
Extensive knowledge 15 % 
Participants: Students who participated in the experiments were final year master 
students from Management Information Systems programs at KU Leuven. Overall 32 
students participated in the experiment. Analysis of the pre-experimental test for basic 
data modeling skills and the context information from the post-study questionnaire 
resulted in the demographics presented in Table 16. The normality of distributions of 
pre-experimental knowledge as well as the experimental test scores were confirmed.  
Data Analysis and findings:  Data has been analyzed by means of statistical comparison 
of mean scores among the experimental cycles. The effectiveness was assessed based 
on the relative average advantage (positive correction). The results of the paired T-Test 
comparing mean scores of withoutPT and withPT experimental cycles (X̅ withoutPT = 6.04,  
X̅ withPT = 8.37, X̅ difference = 2.33, p-value = 0.000) provide evidence that the prototyping 
method was effective in producing positive correction with regard to students’ 
understanding of the concept of inheritance applied in a conceptual model. At individual 
test level the corrections in scores varied from 0 up to 9 (out of total 12). Despite a tool’s 
usefulness, insufficient user acceptance can however be another factor affecting learner 
performance (Venkatesh et al., 2003) such ease of use (EU) referring to the required 
effort to interact with a system and perceived usefulness (PU). The ratings collected in 
a post-study questionnaire used to assess students perceptions on a 6-point Likert scale 
reflect positive perceptions (Mean EOU = 4.7/6, Mean PU = 5.15/6) on the simulation 
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environment. Students also reported a high perceived utility on the inclusion of 
feedback to execution failures in the prototype (5.75/6).  
V. Conclusion and future work 
The work reported on experimental extension of a feedback-enabled simulation of 
conceptual models with the concept of OO inheritance.  The results of our pilot study 
described in this work show a positive effect of the proposed learning method on 
novices understanding of the concept of inheritance when applied in a conceptual 
model.  While the simulation environment presented in this work uses regular binary 
associations in a class diagram, expanding the simulation environment with other 
concepts such as associative classes, composition/aggregation as well as broader 
coverage for inheritance with more advanced concepts such as multi-level inheritance 
are in the domain of future research. Among possible further directions of this research 
a replication experiment in the context of other university study programs with an 
improved experimental design (e.g. factorial 4 group experiment) is considered. In 
addition extending feedback framework specifically for inheritance can be another 
direction for this research. Yet further research must be conducted towards 
methodologies allowing better consistency between different abstraction levels used in 
a conceptual model and more detailed design models used for lower level specifications 
and code implementation.  
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Appendix 
 
Exercise on inheritance: Identify the correct answer according to the given models  
Given the model solution above what would be the correct answer(s)? 
Circle the correct answers. Note that there can be more than one correct answer. 
 1. Both Small quantity and 
Large quantity products can 
be ordered. 
2. Only products registered as 
“Product” can be ordered. 
Small quantity and large 
quantity products have no 
association with “Order”, 
therefore cannot be 
ordered. 
3. Maximum two types of 
products can be registered in 
the system: Both Small 
quantity and Large quantity 
products. 
4. There can be three types of 
product registered in the 
system: 
“SmallQuantityProduct”, 
“LargeQuantityProduct” as 
well as “Product”. 
 
 
 
1. Only Large quantity products 
can be ordered. 
2. There can be three types of 
products registered in the 
system: 
“SmallQuantityProduct”, 
“LargeQuantityProduct” as 
well as “Product”. 
3. You can place an order for 
any type of product. 
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 1. Only two types of 
customers can be 
registered in the system: 
Business customers and 
Walk-in customers. 
2. Large quantity and small 
quantity products can be 
ordered only by business 
customers. 
3. All products can be 
ordered by business 
customers, walk-in 
customers as well as by 
customers registered as 
“Customer”. 
4. Large quantity and small 
quantity products can be 
ordered only by the 
customers registered as 
“Customer” object. 
 
  
1. Small quantity products 
can be ordered by walk-
in customers only.  
2.  Products can be ordered 
by business customers 
only. 
3.  Small quantity products 
cannot be ordered. 
4.  Only large quantity 
products can be ordered. 
 
  
1. Small quantity products 
can be ordered by walk-
in customers only. 
2. Products can be ordered 
by business customers 
only. 
3. Only large quantity 
products can be ordered. 
4. Small quantity products 
cannot be ordered. 
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1. Small quantity products 
can be ordered by walk-
in customers only. 
2. Products can be ordered 
by business customers 
only. 
3. Only large quantity 
products can be ordered. 
4. Small quantity products 
cannot be ordered. 
 
  
1. To buy a restricted 
medicine one should 
have a prescription. 
2. Restricted medicine can 
be sold without 
prescription. 
3. Buying a free medicine is 
not restricted. 
4. There are more than two 
types of sale: any other 
type of sale can be 
registered in the system 
under the object “Sale”.  
 
  
1. To buy a restricted 
medicine one should 
have a prescription. 
2. Restricted medicine can 
be sold without 
prescription. 
3. Buying a free medicine is 
not restricted. 
4. There are more than two 
types of sale: any other 
type of sale can be 
registered in the system 
by registering under the 
object “Sale”.  
 
 
 
 
 
 
  
 
 
 
 
 
 
 
PART II 
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3. Process-oriented feedback perspectives based on learning 
process analytics 
This chapter includes two published papers. The first paper titled “Process mining 
analysis of conceptual modeling behavior of novices” presents the results from the pilot 
empirical study in which novices’ modeling process (behavior) was observed throughout 
a semester period of time. Novices behavior data has been collected by means of logging 
modeling activities within MERODE modeling environment. Data has been analyzed 
using process mining techniques. Based on the results modeling behavior patterns 
indicative for worse/better learning outcomes were derived.  
The second paper titled “Process-mining enabled feedback: ‘tell me what I did wrong’ 
vs. ‘tell me how to do it right’” extends the research presented in the first paper with a 
replication study in which, in addition to observing modeling behavior, an additional 
observation on validation (simulation) behavior of novices is performed. Validation 
activities include the simulation logs of the simulation tool CodeGen integrated within 
MERODE modeling environment.  
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3.1. Does a modeling behavior matter for learning 
outcomes ?  
 
This section has been published as: 
Sedrakyan, G., Snoeck, M., De Weerdt, J. (2014). Process mining analysis of conceptual 
modeling behavior of novices. Computers in Human Behavior, 41, 486-503. 
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Process Mining Analysis of Conceptual Modeling Behavior of Novices ‐ 
empirical study using JMermaid modeling and experimental logging 
environment 
 
Abstract: Previous studies on learning challenges in the field of modeling focus on 
cognitive perspectives, such as model understanding, modeling language knowledge 
and perceptual properties of graphical notation by novice business analysts as major 
sources affecting model quality. In the educational context outcome feedback is usually 
applied to improve learning achievements. However, not many research publications 
have been written observing the characteristics of a modeling process itself that can be 
associated with better/worse learning outcomes, nor have any empirically validated 
results been reported on the observations of modeling activities in the educational 
context. This paper attempts to cover this gap for conceptual modeling. We analyze 
modeling behavior (conceptual modeling event data of 20 cases, 10.000 events in total) 
using experimental logging functionality of the JMermaid modeling tool and process 
mining techniques. The outcomes of the work include modeling patterns that are 
indicative for worse/better learning performance. The results contribute to (1) 
improving teaching guidance for conceptual modeling targeted at process-oriented 
feedback, (2) providing recommendations on the type of data that can be useful in 
observing a modeling behavior from the perspective of learning outcomes. In addition, 
the study provides first insights for learning analytics research in the domain of 
conceptual modeling.  
Keywords: teaching/learning conceptual modeling, process-oriented feedback, 
conceptual modeling pattern, information systems education, process mining, learning 
data analytics 
I. Introduction 
Empirical studies show that more than half the errors that occur during systems 
development are requirements errors (Endres, 2003; Lauesen, 2001). Requirements 
errors are also the most common cause of failure of development projects (Moody, 
2005; Schenk, Vitalari, & Davis, 1998). The success of the analysis of requirements 
depends heavily on models. Formalization of requirements through models enables 
quality control at a level that is impossible to reach with requirements articulated in 
natural language (Sikora, Bastian, & Pohl, 2011). With the growing importance of 
compliance between business strategy and ICT realizations as well as the emergence 
and evolution of Model Driven Engineering (MDE), conceptual modeling gains more 
relevance. Teaching conceptual modeling skills is however a challenging task. In their 
early careers novice modelers produce incomplete, inaccurate, ambiguous, and/or 
incorrect models (Schenk, et al., 1998). Errors occurring early in the systems analysis 
process are much more expensive and time-consuming to resolve when only detected 
later in the engineering process than those that may occur at any other time in systems 
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engineering (Schenk, et al., 1998). Studies on learning quality improvements indicate a 
self-regulative approach as major source of impact on learning outcomes which in turn 
is closely intertwined with feedback research (Nicol & Macfarlane‐Dick, 2006; 
Zimmerman, 2008), i.e. for all self-regulative activities, external feedback is considered 
as an inherent catalyst (Barber, Bagsby, Grawitch, & Buerck, 2011; Butler & Winne, 
1995). As proposed by the constructivist approach (Hadjerrouit, 2005) the method of 
dialogue is the most optimal way to address learning difficulties by delivering 
personalized feedback. Usually feedback is not available during modeling activities but 
is given after a task has been completed. In feedback literature this is referred to as 
outcome feedback, the simplest form of feedback, indicating whether or not results are 
correct, thus providing minimal external guidance (Butler & Winne, 1995). Several 
researchers highlighted the effectiveness of more informative types of feedback paired 
with content-related information that guide the process of cognitive activities (Butler & 
Winne, 1995; Narciss, 2008; Shute, 2008). Studying the process of conceptual modeling 
of novice analysts might provide insights on what type of feedback would be effective 
in guiding a modeling process by determining the characteristics of a process of 
conceptual modeling that have a positive impact on conceptual model quality. Within 
this study we will therefore focus on revealing the aspects of the modeling process that 
might affect the quality of a model, and subsequently will formulate our research 
questions as: “1) Is it possible to identify patterns of a modeling process that can be 
associated with better/worse learning outcomes ? 2) What type of  data is relevant to 
support the identification of such patterns ?”.  
 
In order to answer the research questions, we opted for an empirical/experimental 
approach. Data on modeling activities of novice modelers (86 students in total) have 
been collected by means of experimental logging functionality of the JMermaid37 
modeling environment. Students’ group works over one semester period of time were 
observed. For data analysis we opted for process mining techniques motivated by the 
fact that process mining techniques process mining has built a reputation of being 
capable of analyzing rich data trails and activity streams in various contexts (De Weerdt, 
Schupp, Vanderloock, & Baesens, 2013). In addition, process mining diagrams make it 
easier to visually extract useful information and quantify relevant properties on process-
oriented modeling approaches. We further elaborate the findings with quantitative and 
qualitative analysis.  
 
While findings showed that certain behavioral patterns can indeed be associated with 
better/worse outcomes in terms of reaching a satisfactory model quality, further 
examinations are needed to identify more generic patterns. The results of the study can 
be used to provide recommendations on process-oriented feedback. This study presents 
first insights to support research on learning analytics (e.g. type of data needed) as well 
as artificial intelligence (e.g. automation of feedback) in the domain of conceptual 
modeling.  In addition, this study can be inspirational for the application of process-
oriented learning analytics outside of the topic of conceptual modeling, as learning 
                                                     
37  http://merode.econ.kuleuven.ac.be/mermaid.aspx 
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event data is becoming more readily available through digital learning systems and other 
educational information systems. 
 
The remainder of the paper is structured as follows. The second section describes the 
educational context and assumptions used within this paper. Section III gives an 
overview of related work and the research contribution. Section IV describes the 
research method followed by section V that describes the data analysis and 
subsequently reports on the results. Section VI discusses the contributions and 
limitations of the work. Finally, section VII concludes the work proposing some future 
research directions. 
II. Educational context and assumptions 
To facilitate further reading of this paper, information on the educational context as well 
as some basic concepts used throughout the paper will be briefly discussed.  
A conceptual model (also known as domain model) is a complete and holistic view of a 
system based on conceptual but precise qualitative assumptions about its concepts 
“entities” and their interrelationships (Embley & Thalheim, 2012). A conceptual model 
of an information system is defined as an “abstract model” of an enterprise and 
conceptual modeling in information systems development as the creation of an 
enterprise model for the purpose of designing the information system (Wand, Monarchi, 
Parsons, & Woo, 1995). A model is often represented visually as a diagram, by the use 
of a modeling language. In this paper the modeling language used is UML (Unified 
Modeling Language) motivated by the fact that UML is the widely accepted standard 
used for modeling systems throughout software engineering processes. A UML class 
diagram is the main structural diagramming approach widely used to visually represent 
an information system’s components and relationships (Szlenk, 2006) that are used both 
in high level conceptual modeling as well as in more detail for lower level design and 
documentation of programming code (Berardi, Calvanese, & De Giacomo, 2005; 
Marshall, 2000; Szlenk, 2006). There are several UML diagramming approaches to 
capture the dynamic view of a system. Within this study we make use of UML 
statecharts.  
The JMermaid tool used in this work is a conceptual modeling environment that has 
been developed by the Management Informatics research group at the faculty of 
Business and Economics, University of Leuven. It uses the UML as modeling language, 
but underneath it relies on the concepts of MERODE38, an Enterprise Information 
Systems engineering methodology developed at KU Leuven (Snoeck, 2014). MERODE 
uses a limited subset of UML relevant for conceptual modeling that allows removing or 
hiding details irrelevant for a conceptual modeling view. The framework is based on 
three kinds of model views: restricted class diagrams called existence dependency graph 
(EDG), finite state machine (FMS) and an interaction model to combine the structural 
and behavioral view in a single model, called object event table (OET). To ensure inter 
and intra model consistency, the tool makes use of built-in intelligence such as 
                                                     
38  MERODE is an Object Oriented Enterprise Modeling method. Its name is the abbreviation of Model driven, 
Existence dependency Relation, Object oriented DEvelopment. Cfr. http://merode.econ.kuleuven.be 
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automatic checks, as well as a "consistency by construction" (Snoeck, Michiels, & 
Dedene, 2003) approach that completes missing model elements automatically. This 
makes the approach easy to use in an educational context. The tool has been 
subsequently expanded with an experimental logging functionality to collect data on 
modeling activities.  
In order to measure the effects of the modeling process on learning outcomes we need 
to distinguish between worse/better models. In this work we will refer to the quality 
dimensions of the Conceptual Modeling Quality Framework (CMQF) (Nelson, Poels, 
Genero, & Piattini, 2012) which is rooted in the seminal framework of Lindland and 
Sindre (Lindland, Sindre, & Solvberg, 1994) and presents a unified view of conceptual 
model quality. Within this framework, teaching conceptual modeling involves different 
types of modeling quality. The final objective is to achieve the capability of producing 
physical models with high external quality. External model validity - also called semantic 
quality- refers to the level to which the statements in a model reflect the real world in a 
valid and complete way (feasible completeness, feasible validity) (Lindland, et al., 1994). 
Within this work we will thus focus on the modeling activities that can potentially affect 
the semantic quality of a conceptual model.  
Since it would not be possible to actually track a human mind in our experiment, the 
concept of modeling effort was used throughout the paper to refer to the prevailing 
number of specific modeling activities as approximation of modeler’s effort.  
III. Related work 
Prior studies on improving model quality have been focusing on the cognitive 
perspective of the modeling process, model understanding, modeling language 
knowledge as well as perceptual properties of graphical notation by novices (Mendling, 
Reijers, & Cardoso, 2007; Moody, 2009; Petre, 1995; Recker, Safrudin, & Rosemann, 
2010) as major sources affecting the quality of a modeling process output. However, to 
our knowledge not many research publications have been written observing the 
characteristics of a modeling process itself that can potentially affect the modeling 
process outcome, nor have any empirically validated results been reported on the 
effects of modeling activities in the context of learning outcomes. Process mining 
techniques have been applied in a variety of contexts. In the context of modeling 
approaches previous research was limited to observations on business process modeling 
(Claes, et al., 2013; Hoppenbrouwers, 2005; Pinggera, et al., 2012), i.e. the process-
oriented dimension within conceptual modeling. This study targets at observing a 
process of a conceptual modeling that combines both data and behavioral dimensions. 
In particular, we focus on the formalization phase of business requirements in which a 
novice modeler is faced with a task of constructing a semantically correct conceptual 
model that reflects the structural and dynamic view of a given domain description. Our 
approach differs by 1. using logging functionality of a modeling and simulation tools to 
collect modeling activities by means of recording of a user’s interaction within a 
modeling environment, 2. observation of modeling activities that combine modeling of 
structural and dynamic views in a single model, 3. observation of a period of one 
semester of students’ behavior by means of their group projects, rather than limiting to 
one experimental cycle.  
141 
 
Process Mining (van der Aalst, et al., 2009) is a field of research situated at the 
intersection of the fields of data mining and business process management. Over the 
last decade, Process Mining has attracted a vast amount of researchers who developed 
tools, techniques, and methodologies to analyze business processes, thereby not relying 
on, but rather going well beyond, the application of traditional statistical or data mining 
techniques, by scrutinizing the underlying execution data captured by information 
systems. The application of process mining to learner's behavioral data can become 
valuable assets for different education stakeholders when applied to learning processes 
and thus delivering tangible insights and decision making input for improving learning, 
interactions, and outcomes. In addition, process mining diagrams make it visually easier 
to extract and quantify relevant from the process perspective data (Claes, et al., 2013).  
As already stated, studies on learning quality improvements are closely related with 
feedback research (Barber, et al., 2011; Butler & Winne, 1995). While feedback is usually 
given after a modeling task has been completed, referred to as outcome feedback, 
indicating whether or not results are correct (Butler & Winne, 1995), in the feedback 
research the effectiveness of more informative types of feedback that guide the process 
of cognitive activities is highlighted (Butler & Winne, 1995; Narciss, 2008; Shute, 2008). 
In this research we aim to improve teaching practices in the area of conceptual modeling 
by investigating the perspectives of process-oriented (rather than outcome-oriented) 
feedback. In particular, within this work we focus on the observation of modeling 
patterns (repetition / sequence / alternation / frequency / absence / duration) that can 
be associated with better learning outcomes (capability of a student to reach a 
satisfactory model quality). Since our approach relies on process-related data captured 
during modeling, this study is also to be situated in the context of learning analytics (R. 
S. Baker, 2010; R.S. Baker & Yacef, 2009; Romero & Ventura, 2010; Siemens & Baker, 
2012; Siemens & Long, 2011), a new research area recognizing the importance of 
analysis of learner activities for the purpose of understanding and optimizing learning 
process and outcomes. As this domain is currently in full expansion with increased 
uptake of analytics tools within higher education institutions (Ali, Hatala, Gašević, & 
Jovanović, 2012; Fritz, 2011; Santos, 2012), we believe that analysis of behavioral learner 
data with process mining can add value in addition to the currently available learning 
analytics tools and techniques. Ultimately, the results can be further expanded to 
provide process-oriented guidelines with a focus on tool support for automated 
feedback which is in the domain of artificial intelligence in education39. 
IV. Methodology 
This work targets a knowledge problem, in particular, our lack of knowledge about how 
the process of modeling, i.e. modeling activities, can be associated with better/worse 
learning outcomes. In order to answer our research question we opted for an empirical 
study approach. Modeling activities of students over one semester period of time have 
been observed. 
                                                     
39  http://www.nmc.org/pdf/2010-Horizon-Report.pdf 
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IV.1. Data collection and sample clustering 
During the semester students were assigned a group project, with an approximately 5 
page specification document based on real-world requirements (see Appendix 1), on 
which they were supposed to work during the whole semester. They had to analyze and 
transform the requirement statements into a conceptual model. The project had two 
deadlines: a deadline for submitting an intermediate solution to receive peer feedback, 
and the final submission deadline by the end of the semester. Students were randomly 
assigned into groups with 2-4 students in each. This resulted in 20 observable cases for 
observing common characteristics of a modeling process. Based on the final score (min. 
score = 0; max. score = 20) we further classified the cases into best performing and worst 
performing groups. This resulted in 5 cases in these clusters which we will further refer 
to as best performing and worst performing groups.  
IV.2.  Capturing events of the modeling process 
In order to observe the modeling process (how the novices created their models) 
interactions with the modeling tool have been logged. As modeling manifests in the 
creation of modeling elements, in our logs we capture a modeling process as a sequence 
of create, edit, delete, undo, redo, copy events. These events are further abstracted into 
CREATE and EDIT (grouping events edit, delete, undo, redo, copy) representations. 
Events will be defined at different levels of abstraction by making use of one or more 
attributes (columns in Table 17). This will enable the analysis of different aspects of the 
modeling process in addition to easier to understand visualizations. For example, at a 
high abstraction level, we can specify events according to the conceptual modeling view, 
i.e. whether they can be attributed to modeling structural (S) or behavioral (B) 
characteristics. For a more specific view, event names can be supplemented with other 
information fields, for instance with the modeling diagram type where the class 
diagram40 (S//EDG) represents the creation of business objects and their properties, the 
object event table (B//OET) represents business events and rules for interactions, and 
finite state machines (B//FSM) represent lifecycles of objects with sequence constraints 
as basis for dynamicity of a system. At the most detailed level, we can also make use of 
the original activity name (potentially in combination with other information), for a fine-
grained analysis of modeling activities and patterns. Groups are identified by group id 
and the grade they obtained for the final solution (column ‘score’ in Table 17). 
Finally, so as to be able to distinguish between modeling phases, we further identified 
sessions based on the event’s timestamp to make distinction between EARLY and LATE 
sessions. This allows identifying data at two different levels: based on (1) group id and 
(2) session level, by combining group id and session id. An extract of the data set is  
presented in Table 17. 
 
 
                                                     
40  In MERODE we refer to class diagram as existence dependency graph (EDG) due to the fact that relationships are 
translated into existence dependencies 
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Table 17: Sample format of logs, each row representing one event. The complete data set contains 
10.000 events from 20 groups). 
TIMESTAMP 
 
GROUP 
ID 
SESSION 
ID SESSION 
TYPE  
SCORE 
 
ORIGINAL 
ACTIVITY 
 
ABSTRACTED 
ACTIVITY MODELING 
VIEW 
DIAGRAMMING 
TYPE 
19/11/2013 
1:54:00 
1 Session1 EARLY 6 CREATE 
OBJECT  
CREATE S EDG 
19/11/2013 
1:54:16 
1 Session1 EARLY 6 CREATE 
OBJECT 
CREATE S EDG 
19/11/2013 
1:55:55 
1 Session1 EARLY 6 CREATE 
DEPENDENCY 
CREATE S EDG 
19/11/2013 
2:08:03 
1 Session1 EARLY 6 CREATE 
ATTRIBUTE 
CREATE S EDG 
19/11/2013 
2:08:36 
1 Session1 EARLY 6 CREATE 
EVENT 
CREATE B OET 
19/11/2013 
4:37:28 
1 Session1 EARLY 6 CREATE 
EVENT 
CREATE B OET 
19/11/2013 
4:40:05 
1 Session1 EARLY 6 DELETE EVENT EDIT B OET 
19/11/2013 
4:40:18 
1 Session1 EARLY 6 UNDO DELETE 
EVENT 
EDIT B OET 
19/11/2013 
5:09:53 
1 Session1 EARLY 6 REDO DELETE 
EVENT 
EDIT B OET 
19/11/2013 
5:10:58 
1 Session1 EARLY 6 EDIT 
ATTRIBUTE 
EDIT S EDG 
10/12/2013 
11:04:18 
1 Session2 LATE 6 CREATE 
METHOD 
CREATE B OET 
10/12/2013 
11:04:23 
1 Session2 LATE 6 CREATE STATE CREATE B FSM 
10/12/2013 
11:05:05 
1 Session2 LATE 6 CREATE STATE CREATE B FSM 
10/12/2013 
11:05:23 
1 Session2 LATE 6 CREATE 
TRANSITION 
CREATE B FSM 
12/12/2013 
11:02:34 
1 Session3 LATE 6 DELETE 
DEPENDENCY 
EDIT S EDG 
12/12/2013 
11:02:41 
1 Session3 LATE 6 CREATE 
DEPENDENCY 
CREATE S EDG 
12/12/2013 
11:02:44 
1 Session3 LATE 6 CREATE 
ATTRIBUTE 
CREATE S EDG 
12/12/2013 
11:02:47 
1 Session3 LATE 6 DELETE STATE EDIT B FSM 
12/12/2013 
11:03:00 
1 Session3 LATE 6 EDIT 
TRANSITION 
EDIT B FSM 
 
IV.3. Three-dimensional analysis 
Event logs of students’ group works have been analyzed using process mining 
techniques. Event data of 20 cases (10.000 events in total) have been subjected to a 
three-dimensional analysis (see further).  
1) Hierarchical: an investigation of top-level models discovered from the data 
where cases are regarded as sequences of structural (S) and behavioral (B) 
activities (either fully abstracted or appended with CREATE/EDIT), followed by a 
session-level, fine-grained analysis of both structural and behavioral activities in 
isolation.  
2) Modeling performance: a contrast analysis was performed to identify 
differences between best and worst scoring groups. 
3) Time trend analysis: by making a distinction between “early” and “late” 
sessions. 
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This analysis was carried out using Excel, Disco, and ProM. From a process mining 
perspective, we could make use of two prominent techniques: (1) process model 
discovery using Disco41 and (2) Dotted chart analysis in ProM (van der Aalst, et al., 2009). 
We further elaborate the findings with quantitative and qualitative analysis.  
V. Data Analysis 
V.1.  Subjects and sample representativeness 
The study was conducted in the context of the course “Architecture and Modeling of 
Management Information Systems”42 with participation of 86 students randomly 
assigned to 20 groups. The course targets at master level students with heterogeneous 
backgrounds from the Management Information Systems program at the KU Leuven. 
The goal of the course is to familiarize the students with modern methods and 
techniques of Object-Oriented Analysis and Design for Enterprise Information Systems 
and to let them acquire sufficient skills of developing an enterprise model as basis of an 
enterprise information system. Analysis of the personal characteristics of the students 
resulted in the demographics presented in Table 18.  
Table 18: Summary of demographics. 
 Gender  
      Male 74 % 
      Female 26 % 
Age distributions  
     Min age 21 year 
     Max age 42 year 
     AVG age 25,6 year 
     <= 25 62 % 
     25 < 35 28 % 
     >= 35 10 % 
Previous knowledge of data modeling 
     No knowledge 30 % 
     Little knowledge 33 % 
     Moderate knowledge 29 % 
     Extensive knowledge 8 % 
Scores of group works (on 20 scale) 
     Min score 5 
     Max score 19 
Total participants 86 
 
V.2.  A bird’s eye view on the modeling process 
The first step in our analysis approach consists of the creation of a top-level model. We 
filtered the dataset based on group number as ID, timestamp, activities (Create New 
                                                     
41   Disco is a commercial tool developed by Fluxicon: http://fluxicon.com/disco/ 
42  The course’s page can be found on http://onderwijsaanbod.kuleuven.be/syllabi/e/D0I71AE.htm 
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Model, modeling activities targeting the structural view (S), modeling activities targeting 
the behavioral view (B)). Although the high level of abstraction prevents the extraction 
of ample insights, the fully abstracted view on the modeling process of novice business 
analysts does reveal a number of interesting patterns from a quantitative perspective: 
in a majority of cases, modeling of structural aspects was found to precede the activities 
for modeling the behavioral aspects of the system (Figure 25, Figure 26, Figure 27). We 
could partially attribute this to the sequence of topic distribution within the course: 
students first learned techniques for analysis and modeling of the structural aspects of 
the system followed by modeling dynamic aspects of a system in later sessions of the 
course. Activities for modeling the behavioral aspects exceed the number of activities 
for modeling the structural aspects (approximately 60% of all activities) (Figure 25). This 
pattern holds true in both best performing and worst performing clusters (Figure 26, 
Figure 27). The presence of cycles between modeling activities for structural and 
behavioral views in all three graphs indicates the non-linear (i.e. iterative) modeling 
process pattern over the entire period of observation. Between group analysis reveals 
almost twice as many occurrences of modeling activities (both for modeling structural 
and behavioral aspect) in the best scoring cluster as compared to the worst scoring 
cluster. 
 
 
 
 
 
Figure 25: Top level model - All 20 
cases. 
Figure 26: Top level model - Best 5 
cases. 
Figure 27: Top level model - 
Worst 5 cases. 
In summary, the top level process diagrams suggest the following conclusions: 1. The 
modeling of business requirements has an iterative character over time; 2. The modeling 
of the structural view is a leading activity when transforming business requirements into 
formal models; 3. In general, the number of activities for modeling of behavioral aspects 
prevails over the number of activities for modeling the structural view of a system, the 
proportion in both best and worst scoring groups is the same (60 % of design activities); 
4. The analysis of the graphs shows a higher (almost double) frequency of modeling 
activities for the same time period in the best scoring group. This suggests that the more 
students were engaged in modeling activities the better the modeling process output 
became. 
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V.3.  Session level analysis 
Next, zoomed into the modeling process by considering the activities that happen in the 
context of a single session, i.e. what happens between opening and closing a projects 
file. We therefore added event types based on a CREATE/EDIT typification which 
resulted in the process diagrams shown in Figure 28, Figure 29, Figure 30. 
 
Figure 28: Top level model - All 20 cases (create & edit activities). 
 
The diagrams show that the linear approach of modeling is prevailing within each 
session both in best and worst performing clusters, i.e. students preferred to 
concentrate on one task at a time working on either structural or behavioral aspects of 
a system within one open/close-delimited session. No modeling activities were found in 
31 out of 307 sessions. This might indicate that students used this sessions to just view 
their model solutions presumably for verification and validation purposes. We will 
further refer to sessions that do not contain modeling activities as “view” sessions.  
 
 
 
 
Figure 29: Top level model – Best 5 cases (create & edit 
activities). 
Figure 30: Top level model – Worst 5 cases (create 
& edit activities). 
The most prevailing difference between both groups is the “effort” put into the 
behavioral view: almost double the amount of structural events. In contrast to the worst 
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performing groups the best performing groups seem to have more “view” sessions (10 
out of 87 versus only 3 out of 50), presumably for validation and verification purposes. 
V.4.  Global process analysis based on diagram types 
Next, we further subdivided the structural and behavioral views by adding event types 
based on the S/EDG, B/OET, B/FSM typification which resulted in the process diagrams 
shown in Figure 31 and Figure 32. As found from within-session analysis, students 
worked on structural and behavioral views in sequence. To neutralize the effect from 
topic distributions in the teaching process that might presumably affect a modeling 
approach, we filtered away the open/close events to observe the patterns over the 
entire process of the semester. In contrast to within-session diagrams such between-
session analysis allowed to reveal some distinctions between best and worst performing 
groups. The process diagrams that capture the modeling behavior of the of the entire 
semester (with open/close events filtered away) show that (1) the linear modeling 
pattern still holds true within the worst performing groups for the entire semester, i.e. 
they are inclined towards modeling “one task at a time”, with structural modeling 
actions taking place before behavioral modeling with little revisiting activities from 
behavioral modeling to structural modeling (see Figure 31) thus revealing a more linear 
character of modeling approach in the worst performing groups (2) in contrast, the 
process diagram for the best performing group shows alternations between modeling 
activities, i.e. students worked on modeling structural and behavioral views in parallel 
or revisited and adapted different views of the system afterwards (see Figure 32). This 
seems to suggest that they were more verification and cross-validation oriented, thus 
conveying a more iterative modeling approach. 
 
 
 
Figure 31: Worst 5 cases (class diagram, business 
events & sequence constraints).  
Figure 32: Best 5 cases (class diagram, business events & 
sequence constraints).  
V.5.  Time trend analysis of early vs. late sessions  
Next, we performed a session level analysis but additionally subdivided the modeling 
period into early and late sessions which resulted in the process diagrams shown in  
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Figure 33: Early sessions modeling Activities (create & edit) 
– Best 5 cases. 
Figure 34: Early sessions modeling Activities 
(create & edit)  – Worst 5 cases.  
 
 
Figure 35: Late sessions modeling Activities (create & edit) 
– Best 5 cases. 
Figure 36: Late sessions modeling Activities (create 
& edit)  – Worst 5 cases. 
Figure 33, Figure 34, Figure 35, Figure 36. Within worst performing groups designing and 
editing activities still shows more isolation between structural and behavioral modeling 
(Figure 34), whereas in the best performing groups editing of either structural or 
behavioral aspects conforms to the aforementioned tendency of switching modeling 
activities between the structural and behavioral views (Figure 33). The diagrams also 
show that the best performing groups were more active in earlier sessions (largest part 
of their create activities) while the number of modeling activities showed a tendency to 
decrease in later sessions (Figure 35). It seems the students first targeted at capturing 
relevant information from textual requirements into their model (prevailing number of 
create events) and continued to adapt the model in later sessions (prevailing number of 
edit activities). In contrast to the worst performing groups the best performing groups 
seem to have more “view” sessions in later sessions. In contrast to the best performing 
groups worst performing groups remained active in later sessions, with a larger number 
of create events for the behavioral part compared to their early sessions (Figure 36). In 
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particular, the diagrams suggest that they seemed to have more difficulties with 
modeling behavioral aspects. In contrast, the best performing groups seem to use the 
later sessions to revise either the structural or behavioral views, but to not need to 
iterate between the two dimensions any more.  
 
V.6. Time trend analysis of early vs. late sessions with element type 
information 
To better understand the differences between early and late sessions, we “zoomed” into 
the sessions by detailing create-events in each view with the type of element being 
created, i.e. object, attribute, dependency, inheritance, dependency, event, state chart, 
state, transition, or constraint. This resulted in the process diagrams presented in Figure 
38, Figure 39, Figure 40, Figure 41(see Appendix 2). The diagrams show that the best 
performing groups seem to capture more information through the use of objects: 149 
occurrence vs. 92 in worst performing groups. The best performing groups also differ in 
terms of lesser usage of attributes: 40 vs 69 in worst groups. This corresponds to the 
phenomenon that students in the worst performing group often had too many 
attributes that duplicate information that was already present in the model under the 
form of associations or states. E.g. they would add an attribute “student number” in a 
class REGISTRATION, while this class had a 1-1 link to the class STUDENT.  The best performing 
groups seem to stand out by using more advanced modeling concepts. For example, 
inheritance was used 13 times in these groups versus only 2 times in worst performing 
groups. Students in the worst performing group seem to be reluctant to use such more 
advanced concept because they don’t master it well while having been told that it is 
difficult to use well. Best performing groups seem to detail more on behavior in early 
sessions: creation of a business event and methods (62 and 71 vs 24 and 38 in worst 
performing groups), creation of state machines (34 vs 11 in worst performing groups), 
creation of states (121 vs 17 in worst performing groups), creation of transitions (187 vs 
31 in worst performing groups). 
In the late stages of modeling, activities in the best performing groups seem to decrease 
both for structural and behavioral aspects while the quantitative analysis in worst 
performing groups shows a continuously active modeling process. This seems to indicate 
that later phases in best performing groups had already reached a satisfying solution 
and presumably had a more verification/validation-oriented character, as can be 
deduced from their more extensive use of constraints as well as the availability of pure 
“view” sessions (they only “looked” at the model, presumably during their 
verification/validation activities). The proportions in better and worst performing 
groups seem to indicate that best performing groups didn’t make substantial changes to 
the structural view but rather detailed it with more use of attributes. This explains the 
absence of switching between structural and behavioral modeling noticed in the 
previous paragraph: detailing a model with attributes will not require revising the 
behavioral model for consistency. Modeling of behavioral aspects prevailed over the 
structural view in best performing groups but in terms of quantity these activities were 
still significantly less frequent than in worst performing groups: creation of a business 
event and methods (14 and 21 vs 35 and 50 in worst performing groups), creation of 
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state machines (3 vs 11 in worst performing groups), creation of states (4 vs 18 in worst 
performing groups), creation of transitions (25 vs 66 in worst performing groups). This 
seems to indicate that best performing groups understand how the existence 
dependency graph already captures a lot of behavioral aspects of the domain, hence 
requiring only little additional FSMs. The verification/validation tendency in the latest 
phases of modeling in best performing groups was confirmed by the use of constraints 
embedded in structural view (5:0). 
V.7.  Distributions of modeling effort over time 
We next applied a dotted chart diagram to observe the differences in terms of 
frequencies and gaps between session activities over the semester (Figure 37).  
Table 19: Context information. 
 Assignment available (AA) 08/11/2013 
Deadline for intermediate solution (D1) 22/11/2013 
Exercise session on testing peer solution (T) 22/11/2013 
Peer feedback deadline (PD) 02/12/2013 
Last class (LC) 16/12/2013 
Deadline for solution (D2) 20/12/2013 
 
The context information  necessary to read the figure is presented in Table 19. The 
dots show the modeling sessions in two colors: green (prevailing number of structural 
aspects) and blue (prevailing number of behavioral aspects). 
 
 
Figure 37: Distribution of modeling effort over time. 
The red dots represent the “create new model” event (the first event in every case) 
which in some cases are shown because there were no modeling activities in the first 
session, but not visible in other cases because of overlap. The worst performing groups 
are indicated by red arrows, and the best performing groups by green arrows. Context 
information is shown by vertical arrows labeled by abbreviations from Table 19. 
The number of modeling sessions in the worst performing groups were limited to 2-3 
with significant gaps between the sessions. In contrast, best performing groups were 
distinguished by more frequent modeling sessions. The context information (see Table 
19) shows that both best and worst performing groups were sensitive to deadlines 
AA D1 PD& T LC D2
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(submission for peer review and final submission) in terms of being more intensively 
engaged in modeling activities right before the deadlines. In the best performing group 
however more intensive activities were also found in between the deadlines. In addition 
after the peer review best scoring groups seem to react to the given feedback and adapt 
their models to address the comments, while the worst performing groups didn’t “react” 
to peer comments. This also confirms that worst performing groups were mostly 
ignorant about model validity. 
 
V.8.  Other observations  
While examining the model solutions in a qualitative manner, we found that best scoring 
groups were oriented towards more extended class diagrams to capture information 
with a more extensive use of classes. In contrast, worst performing groups have smaller 
class diagrams (with less classes) but have a more extended use of attributes and states 
to capture the required information. In addition worst performing groups seem to be 
unaware of the trade-off that needs to be made between information needs over time 
versus short term solutions. As an example a best performing group would keep a class 
ROOM to capture “availability of a room” over time. This allows e.g. keeping historical 
data on room reservations and checking the availability of a room before it can be 
reserved. On the other hand, worst performing groups would limit themselves to an 
attribute room in a class EXAM, which doesn’t allow tracking historical information or 
room availability through time. Worst scoring groups were found to make heavy use of 
attributes when capturing information (169 attributes for 69 objects, vs. 171 attributes 
per 90 objects). Worst performing groups in addition were distinguished by the use of 
redundant use of constraints, attributes or states, e.g. they supply attributes 
“isModifiable” and “isNotModifiable” in the same class, while either one would be 
enough. Worst performing groups also seem to have difficulties in distinguishing 
between the need to capture information via an attribute vs. a state of an object. They 
often would provide an attribute (e.g. attribute “isCanceled”) instead of detailing the 
behavior by means of defining a state (e.g. state “canceled” and a business event 
“cancel” to allow a transition to that state). Often even both an attribute and state were 
defined. Very often they seem to add modeling constructs in order to solve experience 
problems in their solution, rather than conceptually thinking about ‘what is required’. 
One could compare this to a plumber adding lots of pipes and joints to an existing 
system, rather than rethinking the entire design of the plumbing. This kind or plumbing 
approach reveals itself in adding lots of states and transitions that do not reflect the real 
business domain, hence resulting in a wrong use of the concept of ‘business event’. This 
approach is also confirmed by students’ approaches focusing first on secondary 
properties in early sessions of modeling (e.g. extensive use of attributes).  
VI. Discussion: contributions, findings and limitations 
In the domain of conceptual modeling, not many empirical studies can be found that 
investigate if and how the process of modeling can be associated with learning 
outcomes. Previous studies focused on cognitive perspective of modeling process, 
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model understanding, modeling language knowledge as well as perceptual properties of 
graphical notation by novices as major sources affecting the quality of a modeling 
process output. Yet those studies did not investigate the effects of modeling process on 
the modeling outcome. The largest number of experimental studies are to be found in 
the domain of business process modeling. Experimental studies in this domain however 
were limited to one cycle experiment using paper exercises. This study addresses this 
gap of lack of empirical studies by using a tool support to log learner’s activity over 
longer period of time.  
From a theoretical perspective this work presents three major contributions: (1) the 
results contribute to improving our knowledge on the process-related aspects of 
conceptual modeling that can be associated with the quality of a modeling process 
outcome, namely a model quality; (2) the results provide empirical support for the use 
of process oriented feedback in the domain of conceptual modeling; (3) The paper also 
suggests a novel approach for analyzing behavioral learner data through the application 
of process mining techniques which opens up new perspectives for learning analytics 
and artificial intelligence research in the domain of conceptual modeling.  
The results of the work show that certain patterns in the modeling process of novices 
can indeed be indicative for the quality of a conceptual model. The most frequent 
scenarios were synthesized into process patterns presented below. Based on the 
findings we provide recommendations for (1) teaching guidance to improve process-
oriented feedback, (2) logging needs to support further research on learning analytics in 
the field of conceptual modeling.  
VI.1. General findings: patterns 
a. Conceptual modeling processes were found to be iterative over time with 
alternations between modeling the structural and behavioral view of the 
system.  
b. More modeling effort (number of modeling activities) presumably leads 
to better modeling process outcomes. 
c. Modeling the behavioral aspects of a system seemed to require more 
effort than modeling the structural view: it requires almost double the 
amount of effort put into structural view. 
d. Within sessions analysis showed that adapting the behavioral view of the 
system required more effort than adapting a structural view of a system 
(60% of modeling activities with prevailing edit activities).  
e. Novices’ iterations were limited within sessions (focusing on either 
structural or behavioral modeling activities in one session). However, 
over time the modeling behavior of worst performing groups was 
characterized by a linear approach (one modeling task at a time), while 
the modeling behavior of best performing groups was characterized by 
an iterative pattern (frequent switches between different modeling 
views). 
f. Session-based analysis showed that best performing groups first targeted 
at capturing the most relevant information from textual requirements 
into their model (prevailing number of create events) and continued to 
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adapt the model in later sessions (prevailing number of edit activities). 
Worst performing groups in contrast seemed to focus more on secondary 
properties in early sessions of modeling (extensive use of attributes) and 
continued to actively expand the model in later sessions (higher number 
of create events). 
g. Modeling the behavior of a system in best performing groups had a more 
isolated and independent character (i.e. focusing on what the system 
needs to do with a prevailing number of create events in earlier sessions), 
while the worst performing groups seemed to have more difficulties with 
modeling behavioral aspects. The additional qualitative analysis revealed 
the more reactive approach of worst performing groups (focusing on 
correcting model errors) by adding events to support transitions to/from 
states which are not explicitly required by business requirements 
statements.  
h. In general modeling activities in best performing groups were 
characterized by a tendency to decrease over time. In contrast, modeling 
activities in worst performing groups showed a tendency to increase. 
i. Analysis of effort distribution over time showed that worst performing 
groups were less active in terms of frequency of modeling sessions with 
significant gaps between the sessions. In contrast, best performing 
groups were distinguished by more frequent modeling sessions.  
i. The context information showed that both best and worst 
performing groups were sensitive to deadlines (submission for 
peer review and final submission) in terms of being more 
intensively engaged in modeling activities right before the 
deadlines. In the best performing group however more intensive 
activities were also found in between the deadlines.  
ii. Best scoring groups were found to be more reactive to peer 
feedback and were eager to adapt their models in accordance to 
feedback, while the worst performing groups were found to be 
ignorant about peer feedbacks. 
 
VI.2.  Recommendations from the teaching perspective: sample process-
oriented feedback 
From the teaching perspective with regard to a modeling process the findings suggest 
that students can be advised to first concentrate on identifying the relevant information 
to be captured in a business model, i.e. business concepts (such as business objects and 
business events) into flat lists, without relating them as is done through class 
diagramming and state charts. In that way students can concentrate on understanding 
the requirements first and avoid completing their lack of domain knowledge by wrong 
interpretation or imaginary representation of a domain. To fill the gaps in domain 
knowledge caused by insufficient thorough reading of the requirements document, 
students tend to revert to their knowledge of similar domains from the real world. For 
example, when a task is related to a customer service in a bank, a student associates it 
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with a representation of a domain based on own experience and “completes” the 
requirements with “imaginary requirements” which were not required by the original 
requirements text. By capturing business concepts in ‘flat lists’ it is less likely that the 
initial analysis process interferes with the lack of modeling knowledge and lack of 
modeling language knowledge. Presumably, the misinterpreted use of a modeling 
construct which is discovered later on causes the “reactive” modeling pattern. Frequent 
verification and validation activities should be stimulated (e.g. by means of peer 
feedback, exercises on testing a model, etc.). If longer periods are considered, the use 
of deadlines seems to have a positive effect in terms of stimulating students’ 
engagement in modeling activities.  
VI.3.  Recommendations for recording learner data logs 
The findings suggest that logging at the tool interaction level will provide more 
information, rather than at the modeling level. Of course modeling activities are central, 
but they are inherently part of tool interaction, while this is not the case the other way 
around. Addressing the logging functionality limitations, such as absence on records on 
distractions from modeling activities, verification and validation activities (e.g. 
simulation of a model), thinking and viewing activities will allow more thorough 
examination of conceptual modeling process. Viewing a model for verification purposes 
may not necessarily lead to modifications in a model and is therefore absent in the 
current logs. However, logging viewing activities can be used to investigate whether a 
student cross-validated the modeling views by simply inspecting different views visually. 
Other interesting activities from the logging perspective include the observation of 
feedback (e.g. model checks, execution/simulation of a model following a feedback) in 
order to better observe the knowledge generation process affected by  automated 
feedback during the modeling process. This type of information can, for example, be 
used to investigate how a modeler reacted to a feedback (e.g. “it was the intended 
behavior I wanted to check” or “a model needs to be modified to address a detected 
problem”).   
VI.4.  Limitations 
To facilitate further research and in particular for future experiments in this domain, 
certain limitations of this study should be mentioned. This study is limited to student 
sample from one particular course from one university. For more patterns it would be 
interesting to compare the results with those obtained by using student samples from 
other universities and using diagraming techniques other than UML class diagrams and 
statecharts. Individual rather than group works can be studied to observe the effects 
from personal characteristics that might be relevant (e.g. for personalization of 
feedback) such as gender, previous knowledge of data modeling, the level of computer 
self-efficacy level in terms of their ability to learn and use a computer software and 
general ICT experience in terms of previous programming experience (Compeau & 
Higgins, 1995; Davis, 1989; Davis, Bagozzi, & Warshaw, 1989; Keller, 2009; Poelmans & 
Wessa, 2013; Venkatesh, Morris, Davis, & Davis, 2003). Finally, comparison between 
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novices and experts rather than best/worst solutions could provide more insights on 
modeling patterns. 
To achieve even better insights traceability with requirements would be needed. This 
would however imply the use of natural language processing (machine learning) 
techniques to trace the semantic quality of a model based on the textual description. 
The use of such techniques in the context of conceptual modeling is not yet mature 
enough to be applied in such kind of experiments. As an example among the challenges 
of machine learning algorithms are the identification of co-reference (Pradhan, et al., 
2011), modality and negation (Chapman, Bridewell, Hanbury, Cooper, & Buchanan, 
2011; Wiebe, Wilson, Bruce, Bell, & Martin, 2004), not speaking about the ambiguity 
and inaccuracy that exist in natural language. As an example, in the requirement 
statement “Papers need to be reviewed by at least three reviewers; however they must 
be registered in a system before being assigned to a reviewer”, it would be challenging 
to identify to whom/what the word “they” refers to (papers or reviewers) using machine 
learning techniques. 
VII. Conclusions and future work 
Feedback is central to the research on improving learning achievements. While feedback 
for modeling activities is usually available to novices when a modeling task is complete, 
this research aimed at revealing perspectives of process-related feedback in the domain 
of conceptual modeling by examining if certain characteristics of a modeling process can 
affect the output of a modeling process- the quality of a model. Modeling activities of 
novices were empirically examined to find if certain modeling process patterns could be 
indicative for better/worse learning outcomes based on a differentiation of the semantic 
quality of a model. In this study we used a novel approach for analyzing modeling 
activities of novices by means of application of process mining techniques. While 
findings showed that certain behavioral patterns indeed can be associated with 
better/worse learning outcomes, further examinations are still needed to identify more 
generic patterns. The study proved to serve a promising starting platform for process-
oriented research and feedback in the field of conceptual model quality. The results also 
provide first insights for research on learning analytics and artificial intelligence in the 
domain of conceptual modeling. Ultimately the study can support research on 
interactive learning environments to stimulate learner motivation and engagement (Jou, 
Chuang, & Wu, 2010) in the domain of conceptual modeling as well as artificial 
intelligence (e.g. feedback automation). 
As a further extension experiments with a modeling environment with expanded logging 
functionality can be used. In particular, we plan to observe the effects of feedback 
incorporated in the modeling environment such as the use of built-in intelligent features 
students can apply during the process of modeling, e.g. to check intra/inter model 
consistency and to make use of the combined logs with the logs of feedback-enabled 
simulation of models (Sedrakyan, Snoeck, & Poelmans, 2014). The latter feature allows 
student to execute their models in order to validate the semantic quality of a model and 
provides automated feedback that visually links the test results to their causes in the 
model's design. This allows detecting design errors that result from misinterpreted use 
of modeling language constructs. By logging the interactions with this feature we can 
156 
 
also observe the effects of process-oriented feedback and knowledge generation 
process throughout modeling activities in order to optimize and personalize feedback. 
Another possible direction could be proceeding into other relevant learning analytics 
research targets in the domain of modeling, such as investigating  (1) actions that can 
indicate engagement, motivation and satisfaction, (2) features of the modeling 
environment that may lead to better outcomes,  (3) if/when students are ready to move 
to the next topic, (4) if a student is at risk of not completing the course successfully 
and/or should receive help, (5) what grade a student is likely to receive without 
intervention, etc. Comparisons with expert modelers’ modeling process patterns could 
provide even better insights. 
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Appendix 1 
 
KU Leuven exam supervision system 
 
To optimize its exam supervision system the Faculty of Business and Economics decided 
to build a web interface which should allow automating certain tasks of the exam 
supervision assignment and monitoring process. After implementing a first pilot version 
of the system at the level of the faculty, the system was demonstrated to the 
administrative directors of the other faculties of KU Leuven. It was decided that the pilot 
version should be expanded to a university-wide system that can be used yearly. The 
system should satisfy the following particular requirements:  
The system is implemented in a university-wide manner: this means the system is not 
replicated for each faculty separately, but collects all data into a single system. 
Nevertheless, people and students within a faculty should view only the data that is 
relevant for that faculty as if the system had been made for them only.  Likewise, the 
system will collect data year after year, but within an academic year, for operational 
views, one should only view the data of that academic year.  
 
Permissions for KU Leuven employees (professors, administrative staff and 
research/teaching assistants) are managed according to the departments people belong 
to. If a person belongs to two different departments (e.g. because combining part time 
assignments), this person will have access to the data of the different faculties these 
departments belong to.  
In order to filter data per faculty and academic year, the system relies on the way course 
ownership and teaching assignments are managed.  The program book consists of a list 
of educational programs. Each educational program is "owned" by a "Permanent 
Educational Commission" (or PEC for short), that manages the program.  Each PEC 
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belongs to exactly one faculty. As courses can be shared across programs, for each 
course, it is decided which PEC owns the course.  This ownership can be modified across 
years. In a similar way, professors are assigned to courses on a yearly basis. (Note that 
for this case, the study programs a course is part of is out of scope for this system: only 
the owning PEC is required information). 
 
There are three exam periods in each academic year taking place in January, June and 
August. For each season the exams’ schedule should be available via the web interface 
at least a week prior to an exam period for supervisors to view their supervision 
assignments: exams to be supervised, location (room), date, start and end time, 
professor(s) names teaching the course(s). Supervisors can have one of two roles: lead 
supervisor or ordinary supervisor, the meaning of which is that only “lead” supervisors 
are responsible to contact the professor(s) of an exam moment (one or more exams 
taking place in a single room) to receive exam copies and any specific instructions to 
distribute among other supervisors of that exam (e.g. closed-book exam or an open-
book, written or submitted online, etc.). For each exam moment, one of the supervisors 
is nominated lead supervisor. These supervisions are assigned by the people from the 
student office who can additionally modify the schedule by adding/removing/modifying 
exam moments, supervisors, their roles, etc. The student office should be able to make 
this administration through an “admin view” accessible only to them.  The student office 
is only responsible for managing the exams and supervisions of courses that are owned 
by a PEC of their own faculty.  The information about exams for courses of other faculties 
can be consulted, but not managed. 
 
Below is a screenshot of admin view features: 
 
 
When the schedule is ready supervisors are informed about their supervision 
assignments by automatically generated e-mails: 
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Supervisors can however make switch requests  (e.g. if they are not available for the 
specified date). This can be done through the “schedule view” accessible to supervisors. 
Below is a screenshot of the supervisors’ user interface: 
 
 
 
Professors can request a view of the exams’ list for the courses taught by them to see 
the supervisors list for those exams. Professors can teach several courses (at different 
faculties) and therefore can be associated with several courses in the system.  A course, 
in turn, can be taught by several professors.  A course taught by more than one professor 
is still managed as a single course, though: it has only one course description and one 
exam. In order to ensure a smooth administration, professors need to manage the 
information in their course syllabi carefully. However, not all information can be 
changed at any time: there are several degrees of modifiability. Between January 15th 
and March 15th of the preceding academic year, professors can update any information.  
Importantly, the evaluation type (oral or written) and the number of students they wish 
to interrogate during 1 exam (in case of oral exam) need to be specified.  Depending on 
this information, one or more exams will be scheduled for the course.  If the exam is in 
a written form supervision will be organized. Professors should also specify the type of 
an exam (e.g. closed book, open book) for the exams with similar requirements to be 
grouped in exam moments by the administrators of the system. Likewise they can 
specify the type of questions (Multiple Choice, open) and duration of the exam. The 
latter type of information can be modified at any time until the start of the registration 
via ISP system (around September 15th). Furthermore professors or the student office 
can cancel a scheduled exam at any time before the opening of registration via the ISP-
system. After that date, they can only cancel an exam if no student has booked this exam 
in his/her IER (see further down). In general, after a course has been opened for 
registration, information related to that course can only be ended (information is never 
really deleted) after the academic year has been closed. 
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Each course will have at least one final exam per season.  Each such exam can be 
distributed among several exam moments running simultaneously, e.g. the same exam 
taking place in different rooms (e.g. 300 students will participate in exam X which due 
to the room availability or capacity limitations will take place in room A, room B and 
room C each with a capacity of 100 students).  Exams for small groups of students are 
typically grouped into one room to ensure the efficient use of room and supervisor 
capacity. Therefore, one exam moment can comprise several exams (e.g.  exam moment 
A comprises exams X, Y, Z).  
 
 
 
Each exam moment should be assigned one or more supervisors depending on the 
number of participating students.  It is therefore necessary to know per exam moment, 
not only which courses' exams were grouped, but also which students are booked for 
that exam in that room. This means that the information is linked to the "individual exam 
roster" (IER) of each student.  Students have an "Individual Study Program" (ISP) for each 
program they are subscribed to. This ISP contains a course booking for each course the 
student intends to follow and to take exam of.  Each of this bookings is associated with 
one scheduled exam for that course, hereby constituting the IER of the student. (Note: 
the processes on ISP and IER composition and approval are out of scope for this case.) 
Supervisors can supervise several exam moments per exam period. The number of 
supervisions per exam period on average is 3 per “research assistant” supervisor and 5-
6 per “teaching assistant” supervisor.  However they can switch exams between exam 
periods too, e.g. a supervisor can unconditionally accept a supervision of another 
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supervisor which will increment his/her supervisions’ number. Normally this results in 
being assigned one supervision less in the next exam supervision period, and the 
supervisor whose supervision has been unconditionally accepted without a switch 
agreement can be assigned one supervision more the next period. To have a balanced 
assignment of supervisions, the student office can consult the statistics view to monitor 
the total number per supervisor. Total numbers are calculated as a sum of the 
supervisions per supervisor (evening and weekend supervisions are counted as double). 
 
Each view can be exported to excel: 
 
 
The switch process: a supervisor can set a switch request flag, meaning that s/he is 
willing to find a replacement for that supervision or switch with someone else’s 
supervision. S/he can also leave some message in a “comments” field for others to see 
his/her availability, e.g. “any other day would be OK for me to switch”. 
 
 
 
To exchange with someone else’s exam they can search for switch requests indicated 
by other users.  Once finding appropriate exam moment with a “switch request” flag 
they can write individual mails to the users with an indication of switch request (red 
flag in the appropriate cell of the schedule view) to arrange an exchange agreement. 
Once having made a mutual agreement to exchange turns through mail 
correspondence, they can simply accept each other’s   turn (exam moment 
supervision). 
Trying to accept a supervision for which there is an overlapping supervision by the same 
user should be prevented by the system. The system should also prevent from accepting 
supervisions the date of which is already passed.  
 
 
 
To communicate with each other the rows should be clickable popping up a mail window 
with a prefilled message template and recipient for the requests to be (modified and) 
sent. 
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For ease of use the schedule’s columns should be all sortable and filtering should be 
enabled to search by date, time, supervisor’s name, exam name, room number, etc.  
 
 
 
The supervision schedule shows the recent updated view on supervisions taking into 
consideration all the switch request acceptances. If there are multiple switches in the 
system for a certain exam supervision only the latest successful acceptance is considered 
by the information services responsible for the schedule view. However this will not 
affect the original assignments in the system which will be kept in the system for further 
reporting purposes (e.g. how many canceled exams, how many switch requests, switch 
request and acceptance dates…). 
So, if Tom requests a switch and Gayane accepts it, and then later on Gayane requests 
again a switch for the same supervision, and Filip accepts it, then only Filip will show up 
in the view, but the original supervision by Tom and the switch requests and acceptances 
by Tom, Gayane and Filip all will be kept in the system. 
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Appendix 2 
 
 
Figure 38: Early sessions modeling Activities - Best 5 cases - Without abstraction. 
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Figure 39: Early sessions modeling Activities - Worst 5 cases - Without abstraction. 
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Figure 40: Late sessions modeling Activities - Best 5 cases - Without abstraction. 
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Figure 41: Late sessions modeling Activities – Worst 5 cases - Without abstraction. 
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3.2. Does a validation behavior matter for learning 
outcomes ?  
 
This section has been published as: 
Sedrakyan, G., De Weerdt, J., Snoeck, M. (2016). Process-mining enabled feedback: “tell 
me what I did wrong” vs. “tell me how to do it right”. Computers in Human Behavior, 57, 
352-376. 
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Process‐mining enabled feedback: “tell me what I did wrong” vs. “tell 
me how to do it right” 
Abstract: Fast advancement of technology has led to an increased interest for using 
information technology to provide feedback based on learning behavior observations. 
This work outlines a novel approach for analyzing behavioral learner data through the 
application of process mining techniques specifically targeting a complex problem 
solving process. We realize this in the context of one particular learning case, namely, 
domain modeling. This work extends our previous research on process-mining analysis 
of domain modeling behavior of novices by elaborating with new insights from a 
replication study enhanced with an extra observation on how novices verify/validate 
models. The findings include a set of typical modeling and validation patterns that can 
be used to improve teaching guidance for domain modeling courses. From a scientific 
viewpoint, the results contribute to improving our knowledge on the cognitive aspects 
of problem-solving behavior of novices in the area of domain modeling, specifically 
regarding process-oriented feedback as opposed to traditional outcome feedback (is a 
solution correct? Why (not)?) usually applied in this type of courses. Ultimately, the 
outcomes of the work can be inspirational outside of the area of domain modeling as 
learning event data is becoming readily available through virtual learning environments 
and other information systems. 
Keywords: teaching/learning modeling, domain modeling, conceptual modeling, 
process-oriented feedback, modeling patterns, information systems education, process 
mining, learning analytics. 
 
I. Introduction 
In the modern ICT-driven world the quality of information systems is critical but even 
more importantly, the value of information systems is largely dependent on their 
alignment with business strategy and operations. Therefore, in enterprise information 
systems engineering, enterprise modeling is an important step next to (or even prior to) 
developing an application and technological architecture (TOGAF, 2015).  
Typically, an enterprise model addresses different dimensions of the enterprise such as 
the “what”, “how”, “who”, “when”, “where” and “why” (Bernaert, Poels, Snoeck, & De 
Backer, 2014; Zachman, 1987).  These aspects are captured through different kinds of 
models such as goal models (capturing the “why”), organizational charts (capturing the 
“who”), conceptual data models capturing business objects and their relations (“what”), 
and business processes models (capturing the “how”, related to “who” and “what”). 
Each of these models captures a particular "view" of the enterprise covering one or more 
aspects and abstracting away other aspects. While working with different views is a 
powerful mechanism to master complexity, obviously, those views are not totally 
independent, but need to present an integrated view of an enterprise and should 
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therefore be consistent with each other. Enterprise modeling is therefore a complex 
problem solving process, and teaching it requires a careful scaffolding of learning tasks, 
addressing the modeling of individual aspects first, but ultimately addressing the 
capability of developing an integrated model consisting of several mutually consistent 
views. 
While different aspects of the enterprise can be described through natural language, it 
is common practice to capture the different views through the creation of formal 
(graphical) models because models enable quality control at a level impossible to reach 
with requirements formulated in natural language (Sikora, Bastian, & Pohl, 2011). 
Models are represented as diagrams, using specific modeling languages, such as BPMN 
for business process diagrams, and UML for class diagrams. A particular feature of UML 
is that this language is based on the principles of object orientation, hence allowing 
capturing part of the "how" aspects related to behavior of business objects. When using 
UML for describing business objects, their relationships and their behavior, one 
therefore speaks about "domain modeling". As an example, a sales company can be 
described through a collection of business processes drawn in BPMN, capturing the 
workflows associated to registering new orders, issuing invoices, shipping goods to 
customers, handling complaints and so on. An object-oriented domain model will be 
described through several sub-views. The UML class diagram (the structural view) will 
capture business objects (such as customer, order, invoice, product), and their 
associations (e.g. each order belongs to exactly one customer; a customer can have zero 
to many outstanding orders). UML statecharts capture the potential states a business 
objects can be in (a customer may be blacklisted or not; an order may be invoiced, paid, 
shipped, ...; a product may be available, out-of-stock, ...) and which actions are allowed 
in particular states or not (e.g. adding products to an already paid order is not allowed), 
and how actions may cause transition to a next state (e.g. "pay" causes the transition to 
the state "paid"). Finally, an interaction model will capture the required coordination 
across business objects. For example, adding a product to an order requires checking 
the state of an order (is the order still modifiable ?), the state of the product (is the 
product available ?) and potentially even the state of the customer (is the customer not 
blacklisted ?). If adding the product is permitted, then both the order, and the stock level 
of the product need to be updated. The statecharts and interaction model together form 
the behavioral view. 
Teaching modeling skills to novice business analysts is a challenging task considering that 
system analysis is by nature an inexact skill and the tacit knowledge the experts gain 
over time is difficult to transfer to novices. As stated by (Schenk et al., 1998), “in their 
early careers junior system analysts produce incomplete, inaccurate, ambiguous, and/or 
incorrect information requirements”. Translating these requirements into correct 
models consisting of different partial views that need to be consistent with each other, 
adds yet another layer of difficulty. 
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The adoption of UML as a modeling language has become very prominent since the 
introduction of the Model Driven Architecture (MDA) framework and the Model Driven 
Engineering (MDE) approach to software development (Bézivin, 2006). MDA and MDE 
recognize that models are the foundation of software system development by focusing 
on automated code generation from models and hence shifting the focus of software 
quality assurance from system implementation (software testing) towards system 
modeling (model verification and validation).  
 
 
 
 
 
Figure 42: Model views for the domain model of the sales company: a class diagram (EDG, upper left), an object-
event table (OET, bottom left) and lifecycles for the three main business objects (FSMs, right). 
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Despite the dominance of UML there is a certain degree of difficulty in understanding a 
system represented by means of UML diagrams (Bavota et al., 2011; Otero & Dolado, 
2004; Siau & Cao, 2001; Siau et al., 2005). Previous research has indicated several 
reasons: among which (1) the level of structural complexity of UML exceeding the limits 
of human working memory (cognitive load) in terms of the ability for effective 
information processing (Cruz-Lemus et al., 2008; Cruz-Lemus et al., 2010; Erickson & 
Siau, 2007; Wilmont et al., 2013); and (2) lack of comprehension methodologies 
(Erickson & Siau, 2007) and, in particular, its impreciseness about the combination of 
interactive, structural and behavioral aspects together in a single model (Gustas, 2010). 
Furthermore, (3) it is not easy to find relevant subsets suitable for a modeling goal. The 
(4) “noisiness” of UML with variety of concepts can result in models that use the misused 
language concepts in a way not intended for the modeling domain (Buckl et al., 2010). 
Finally, (5) there is a lack of validation guidance and tool support for model testing 
(Shanks et al., 2003).  
In a teaching context, model comprehension difficulties are additionally associated with 
the insufficient level of experience, i.e. domain knowledge, of novices and as a result 
their limited cognitive resources to identify relevant triggers for model verification 
(Bradley et al., 2006; Damassa & Sitko, 2010; Schenk et al., 1998). According to 
complexity analysis by (Siau & Cao, 2001) UML class diagram ranks the highest in 
complexity among the structural diagrams followed by statecharts among the dynamic 
diagrams (Carbone & Santucci, 2002; Cruz-Lemus et al., 2009; Cruz-Lemus et al., 2007; 
Genero et al., 2003) because of their high cognitive and structural complexity (Cruz-
Lemus et al., 2008; Cruz-Lemus et al., 2010).  
The work presented in this paper relies on the teaching of enterprise modeling, 
according to the method MERODE, an Enterprise Information Systems engineering 
methodology that has been developed by the Management Informatics research group 
at the faculty of Business and Economics, KU Leuven (Snoeck, 2014). In MERODE an 
enterprise model consists of a collection of business process models (making use of 
BPMN as modeling language) and an object oriented domain model (making use of the 
UML). To alleviate some of the above-mentioned problems related to UML, MERODE 
uses simplified versions of the UML class diagram and statecharts. In a Delphi43 study by 
(Erickson & Siau, 2007) identifying the kernel of “essential” UML (i.e. diagrams that are 
highly used) class diagram and statecharts are found to have the highest usability ranks 
by practitioners and educators from software industry and academic field with the 
relative importance rate of 100 %. Furthermore these are also among the top used 
diagrams present in the context of educational material such as books, tools, courses 
and tutorials (with percentages of 100% (class diagram) and over 96% (statecharts) 
(Reggio et al., 2013) also being in the subset of diagrams that provide a support for 
conceptual modeling goals (Embley & Thalheim, 2012). Furthermore, to maintain the 
high abstraction level required for enterprise modeling, the interaction model has been 
                                                     
43  Attempt to reach a reliable consensus by incorporating opposing views from experts in specialized areas 
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replaced by a CRUD-table, a technique borrowed from Information Engineering (Martin, 
1990). As a result, a MERODE domain model uses three simplified sub-views: an 
existence dependency graph (EDG) describing business objects and their associations 
through a simplified UML class diagram, 2. finite state machines (FSMs), a simplified 
form of UML statecharts, to capture the individual behavior of business objects, and 3. 
a CRUD-table to capture business object interactions. For the given example, the 
different models would look like in Figure 42. The method is supported by a tool 
JMermaid44. While this tool offers some built-in features for basic consistency checks 
(Snoeck et al., 2003), the modeler needs to actively cross-validate the different views to 
ensure an integrated perspective on the system-to-be.  
While MERODE contributes to modeling quality through simplification and intelligent 
tool support, this doesn't guarantee the quality of the outcome of the modeling process: 
for a same modeling task, large variations in quality of the obtained models can still be 
observed. Recently new research domain emerged that investigates the process of 
process modeling aiming at understanding of how humans model and if and how 
modeling styles can affect the quality of the modeling process outcome. Those studies 
are however limited to the process of business process modeling. So far, no research 
was found that observes a modeling process involving conceptual data modeling, object 
oriented domain modeling, or modeling tasks comprising multiple diagrams that 
represent different views of a single system.  
Self-regulation is an important concept in learning theory which is based on the 
cognitive ability to monitor one's own learning process and reflect on what and how one 
learns by pausing to evaluate the progress and using the outcome of that evaluation to 
direct one's learning behavior (self-improvement) (Nathan & Sawyer, 2014; 
Zimmerman, 1990). The concept of self-regulative learning is closely intertwined with 
research on self-oriented feedback and is found to be strongly correlated with learning 
outcomes of novices. Yet most learners need help doing effective monitoring and self-
regulation and they require feedback to verify their self-evaluation (Nathan & Sawyer, 
2014). Usually feedback is not available during modeling activities but is given after a 
task has been completed, in the form of outcome feedback – a minimal form of external 
guidance (is a solution correct? Why (not)?) (Asterhan, Schwarz, & Cohen-Eliyahu, 2014). 
Fast advancement of technology has generated increased interest for previously non-
feasible approaches for exploiting information technology to provide feedback for 
enhancing student engagement and learning outcomes by looking into how learning 
processes (learning behavior) is captured in information systems. Process mining (van 
der Aalst et al., 2009) is a field of research situated at the intersection of the fields of 
data mining and business process management which has already built a reputation of 
being capable of analyzing rich data trails and activity streams in various contexts (De 
Weerdt et al., 2013). Over the last decade, process mining has attracted a vast amount 
of researchers who developed tools, techniques, and methodologies to analyze business 
                                                     
44 http://merode.econ.kuleuven.ac.be/mermaid.aspx 
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processes, thereby not relying on, but rather going well beyond, the application of 
traditional statistical or data mining techniques, by scrutinizing the underlying execution 
data captured by information systems. This work investigates the perspectives of 
process-oriented feedback that can be set up by adopting a process-mining analysis view 
on learning processes. We realize this approach in the context of domain modeling, 
more specifically targeting learning process related feedback needs based on the 
question of “how novices learn modeling in the context of object-oriented domain 
modeling and how different learning styles can be associated with their learning 
outcomes?”. 
 
Our previous work uses process mining techniques to identify modeling patterns of 
novices that can be associated with worse/better learning outcomes (Sedrakyan, 
Snoeck, & De Weerdt, 2014). This work extends our previous work with a (1) replication 
study that is enhanced with (2) an extra observation for self-regulative activities such as 
testing and validation of models by novices within a modeling process. We further 
elaborate the modeling process patterns of novices as a basis for process-oriented 
feedback. We used a controlled learning environment (JMermaid) to collect data on the 
learners’ modeling activities over one semester period of time. Two empirical studies 
were conducted spanning two academic years. Domain modeling event data of 36 cases 
(event logs of students’ group works), 28.455 events in total have been subject to a 
three-dimension analysis using process mining techniques: 1. data analysis at different 
abstraction levels (activities grouped for different model views, fine-grained analysis 
zooming into each view in isolation), 2. contrast analysis to identify differences based 
on modeling performance (best vs. worst scoring groups), 3. time trend analysis by 
making distinction between “early” and “late” sessions. From a process mining 
perspective, we could make use of two prominent techniques: (1) process map discovery 
using Disco45 and (2) dotted chart analysis in ProM (van der Aalst et al., 2009). The results 
largely confirm the findings of our previous study showing that certain modeling 
patterns can indeed be associated with better/worse learning outcomes in terms of 
reaching a satisfactory model quality (Sedrakyan, Snoeck, & De Weerdt, 2014). These 
patterns can be exploited to enhance teaching guidance for conceptual modeling 
courses with process-oriented feedback.  
 
The remainder of the paper is structured as follows. Section II gives an overview of 
related work and the research contribution. Section III describes the experimental setup 
and research method followed by the data collection and analysis in section IV and 
subsequently reports on and discusses the results in section V. Section VI presents the 
findings as a set of modeling and validation process patterns to be used as guidelines to 
improve teaching guidance. Finally, section VII concludes the work by discussing the 
contributions and limitations of the work and proposes some future research directions.  
                                                     
45 Disco is a commercial tool developed by Fluxicon: http://fluxicon.com/disco/ 
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II. Related work 
Studies on learning quality improvements are closely related with feedback research 
(Barber et al., 2011; Butler & Winne, 1995). While feedback is usually given after a 
modeling task has been completed, referred to as outcome feedback, indicating whether 
or not results are correct (Butler & Winne, 1995), in feedback research the effectiveness 
of more informative types of feedback that guide the process of cognitive activities is 
highlighted (Butler & Winne, 1995; Narciss, 2008; Shute, 2008). To better understand 
such feedback needs cognitive problem-solving processes can be observed. Previous 
research differs from the research presented here in terms of methods used for 
observation and/or in terms of the kind of model that is targeted by the problem solving 
task.  
In previous empirical studies cognitive processes have been analyzed by means of either 
pure statistical techniques or in combination with multi-modal emotion tracking 
techniques such as verbal reporting, eye movement tracking, etc. (Mason et al., 2015). 
A few publications can be found on the application of process mining techniques in an 
educational context (Mukala et al., 2015). Some studies focus on observing collaborative 
learning activities using change logs of shared documents by different students 
(Southavilay et al., 2010). (Trčka & Pechenizkiy, 2009; Trčka et al., 2010) apply process 
mining to curricula choices of students to provide recommendations based on learner 
historical behavioral data and program/course relationships information such as 
prerequisites and follow up dependencies in curriculum (Should I take now courses A, B, 
C or C, D ? Am I on track according to my performance path analysis with regard to 
recommended paths for a specific program ? What are the recommended choices in the 
curriculum for me ?, etc.). Another example of application of process mining to 
educational data includes the work of (Pechenizkiy et al., 2009) observing the effects of 
sequence of answers (specified vs. random sequence) in multiple choice question tests 
with respect to assessment outcomes. With respect to these studies we focus on 
observing a complex problem solving process, namely the domain modeling as part of 
enterprise modeling and the cognitive learning process such as self-regulation within 
the task completion process. A bit closer to our study is the work of (Bannert et al., 
2014), who use process mining techniques to measure learner motivation by observing 
self-regulated activities (such as testing and monitoring) with respect to learning 
outcomes. One difference from (Bannert et al., 2014) is that rather than limiting 
observations to the effects of such regulative activities on learning outcomes in this 
study we target the broader context of a process, i.e. can a specific sequence of activities 
matter?. We investigate the process-oriented feedback mechanisms that can be derived 
by exploiting modeling patterns indicative for learning outcomes. This work extends our 
previous work on identifications of modeling process patterns of novices (Sedrakyan, 
Snoeck, & De Weerdt, 2014) with a replication study that in addition includes an extra 
observation for self-regulative activities of novices in a modeling process such as testing 
of models. In particular, we expand our observations to include validation behavior of 
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novices when using simulation of a model to test and verify a semantic conformance of 
their model with the requirements. These new insights allow to exploit modeling 
process patterns of novices to provide recommendations on process-oriented teaching 
guidance.  
In terms of type of model, prior studies on observing the process of modeling at 
conceptual level focused mainly on business process models (Claes et al., 2013; Claes et 
al., 2012; Pinggera et al., 2013; Pinggera et al., 2014; Recker et al., 2010). (Recker et al., 
2010) examine how novice analysts design business process models when only having 
basic design tools such as paper and pencils available, and little to no understanding of 
formalized modeling approaches. The authors aim at revealing formats (such as text 
labels and graphical forms) that are well-suited to describe business processes in terms 
of articulating important design elements (business rules, states, events, activities, 
temporal and geospatial information) in a process model by statistically correlating the 
properties with the quality dimensions of the design.  
(Pinggera et al., 2013) propose a qualitative model for analyzing business process 
modeling processes which includes modeler-specific (e.g. expertise, domain knowledge, 
working memory capacity and the modeler's personality) and task-specific factors (task's 
inherent complexity or the presentation of the task to the modeler that determine the 
cognitive load) by also dividing a modeling process into the phases of comprehension 
(thinking), modeling (materializing a solution) and reconciliation (reorganizing a model, 
e.g. renaming, changing a layout). The authors also propose methods on how these 
factors can be quantitatively measured (e.g. identifying approximated measurables such 
as number of iterations of activities over time, breaks in terms of time when the modeler 
does not work on a model, etc.). Using data mining techniques (such as clustering) the 
authors further investigate how these factors can affect modeling styles by also 
correlating them with model quality dimensions. The authors identify different clusters 
based on effective use of cognitive resources, increased cognitive load, perceived 
difficulty, etc. and behavioral patterns such as planning time it takes to start modeling 
(e.g. some start modeling right away while others invest some time in understanding 
before they start modeling), or efficiency of use of modeling constructs (e.g. while some 
create model elements in efficient manner, others require several attempts). Based on 
cluster analysis the authors identify patterns of modeling such as (1) an “efficient 
modeling style” characterized by a limited time needed to think about the modeling 
task, and a fast rate of adding elements to the model; (2) a “layout-driven modeling 
style” which involves much time in creating a comprehensible layout while being less 
efficient in creating the model; and (3) an “intermediate modeling style” that is neither 
particularly efficient nor invests particularly into model layout. (Pinggera et al., 2014) 
aim at further understanding of the reasons behind these patterns by extending the 
research with observations of thinking processes captured by “thinking aloud” method 
(asking modelers to verbalize their thoughts during modeling) and of modeler's mental 
effort captured as eye movement data for visual information perception. The patterns 
are further detailed with modeler-specific and task-specific factors, e.g. authors find that 
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goal-oriented modeling approaches yield better model quality vs. unstructured way of 
modeling. (Claes et al., 2012) introduces a way for visualizing a modeling process called 
PPMChart which is based on an improved version of one particular process mining 
technique called dotted chart. The technique makes use of a chart diagram to visualize 
a modeling process as a sequence of process properties represented as dots that allows 
observations of process characteristics such as modeling speed, modeling pauses, 
amount of modeling elements, amount of modeling operations, etc. Using PPMChart 
(Claes et al., 2013) investigated whether (1) a modeler’s structured modeling style, (2) 
the frequency of moving existing objects over the modeling canvas, and (3) the overall 
modeling speed is in any way connected to the ease with which the resulting process 
model can be understood. The authors find that aspects of a modeler’s style can be 
operationalized and quantified, providing means to distinguish between more and less 
effective approaches to create a process model. In particular they conclude that 
structured and goal-oriented modeling approaches are more attractive than diverting 
one’s attention across different parts of a model at the same time. 
 
With respect to previous research on the process of modeling our research differs in 
several ways. First, we observe the process of object-oriented domain modeling which -
compared to business process modeling- adds an additional layer of complexity to the 
modeling task as it requires developing multiple integrated views. Next, besides tracking 
only the modeling activities, the learning environment supports the logging of 
simulation activities enabling tracking the validation and thus self-regulated activities. 
Rather than using statistical, data mining or dotted chart diagraming from process 
mining we apply process discovery maps aiming at visualization and investigation of 
sequential aspects of modeling and validation activities, i.e. if a sequence in which 
learners implemented certain activities can be indicative for learning outcomes. We also 
observe a modeling process over a longer period of time (a full semester) compared to 
observation limited to one session. Finally, we examine modeling processes at multiple 
granularity levels by abstracting observable activities into different process levels such 
as modeling activities for structural and behavioral aspects, within each diagram, based 
on the usage of modeling construct/element as well as by looking within session 
processes and making distinction between early and late sessions of modeling 
processes. 
III. Methodology 
This work aims at investigating learning behavior patterns that can be associated with 
learning outcomes of novices in the domain of object-oriented domain modeling. We 
realize this goal in the context of the course “Architecture and Modeling of Management 
Information Systems”46. The course targets at final year master level students with 
heterogeneous backgrounds from the Management Information Systems program at KU 
                                                     
46  The course’s page can be found on http://onderwijsaanbod.kuleuven.be/syllabi/e/D0I71AE.htm 
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Leuven. The goal of the course is to familiarize the students with modern methods and 
techniques of Object-Oriented Analysis and Design for Enterprise Information Systems 
and to let them acquire sufficient skills of developing an enterprise model as basis of an 
enterprise information system.  
In order to achieve our goal we opted for an empirical study. During the semester 
students are assigned a group project (approximately 5 page specification document 
based on real-world requirements (Sedrakyan, Snoeck, & De Weerdt, 2014) in which 
they are faced with a task of constructing a semantically correct conceptual model that 
reflects the structural and dynamic view of a given domain description. The project has 
two deadlines: a deadline for submitting an intermediate solution to receive peer 
feedback, and the final submission deadline by the end of the semester. During the task 
completion process they make use of the JMermaid modeling environment. The models 
designed in JMermaid are also executable (transformable into software code). The 
integrated MDE-based simulation tool (Sedrakyan & Snoeck, 2013b, 2014b) allows 
generating fully functional prototype applications out of MERODE models. This allows 
to test a model by testing its corresponding prototype application. The simulation tool 
is adapted to limited technical expertise of novices allowing producing a prototype with 
just a single click. In this way, the use of the tool allows limiting the extraneous cognitive 
load from complicated tools and notations (Crapo, Waisel, Wallace, & Willemain, 2000). 
The generated prototype application simulates the structure and behavior of a designed 
model providing a novice with the advantage of prototyping-based testing of models as 
well as experience-based learning. The generated applications are additionally 
augmented with a feedback that links the prototype-based testing results to their causes 
in a model solution, e.g. if an execution of a business event fails a user receives a textual 
and graphical explanation prompting the parts of a model that cause the error. Empirical 
studies show that this simulation feedback can significantly improve the learning 
outcomes (Sedrakyan & Snoeck, 2012, 2013a, 2014a, 2015; Sedrakyan, Snoeck, & 
Poelmans, 2014). Finally, the modeling tool has been expanded with an experimental 
logging functionality allowing to record data on modeling and prototyping (also referred 
to as simulation) activities. The described advantages of the MERODE make the 
JMermaid environment particularly suitable for the goals of this study. 
We conducted two studies with participation of 165 students (86 in the original and 79 
in the replication study) randomly assigned to 36 groups. Modeling behavior (activities) 
data have been collected through logging functionality of the modeling environment 
throughout a semester of study while students were working on their group's project. 
We used process mining techniques to observe novices modeling process and 
synthesized modeling patterns of novices that are indicative for learning outcomes. 
Identification of patterns allows demonstrating the applicability of process mining 
techniques in observing cognitive learning processes, while also providing insights for 
process-oriented guidance in teaching conceptual modeling courses. 
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For the collection and interpretation of data, different concepts relating to the modeling 
process needed to be operationalized. To assess the quality of the result of a modeling 
process, we assess the outcome based on its semantic quality. Semantic quality refers 
to the level to which the statements in a model reflect the real world in a valid and 
complete way (feasible completeness, feasible validity) (Lindland et al., 1994; Nelson et 
al., 2012). This semantic quality was evaluated by the teacher. 
Since it would not be possible to actually track a human mind in our study, the concept 
of modeling effort was operationalized as the number of modeling activities as 
approximation of modeler’s effort. Likewise, since it would not be possible to track the 
actual process of model validation in our studies, we made use of the simulation 
activities motivated by the fact that 1. simulation serves as an instrument for model 
validation and 2. the simulation feature used for this study was empirically proven to 
have a significant positive effect on novices’ capabilities for validating the semantic 
conformance between a model and requirements statements (Sedrakyan & Snoeck, 
2012, 2013a, 2015; Sedrakyan, Snoeck, & Poelmans, 2014). The concept of validation 
effort is therefore operationalized as the number of simulation activities throughout the 
modeling process. To identify effort related to cross-validation between the different 
subviews of the model, activities relating to the UML class diagram have been labeled 
as pertaining to the structural model view, whereas activities relating to the statecharts 
and interaction diagram have been labeled as pertaining to the behavioral model view. 
Finally, we refer to modeling patterns as a sequence of modeling activities that can potentially 
affect a modeling process outcome with respect to its semantic quality in the context of learning.  
IV. Data collection 
IV.1. Sampling  
Students were randomly assigned into groups of 2-4 students. In 2013-2014 academic 
year, this resulted in 22 groups, out of which 20 handed in a solution. In the academic 
year of 2014-205, there were 20 groups, out of which 19 handed in a solution. “Outlier” 
groups, such as students working alone that were retaking the course or that didn't 
participate to the lectures for reasons of illness (marked with an asterisk sign in Table 
20) were left out. This resulted in 36 cases for our analysis: 19 cases for the original study 
in the academic year 2013-2014 and 17 cases for the replication study in 2014-2015. The 
outcomes of group works were scored with respect to the semantic quality of the 
submitted model solution. Based on the final score (min. score = 0; max. score = 20) we 
further classified the cases into best performing and worst performing groups, leaving 
out one group with a performance just on the border of the selection criteria for the 
cluster (marked with a ° in Table 20). This resulted in two clusters in each study 
consisting of 5 cases which we will further refer to as best performing (scores above 15 
in explanation column of Table 20) and worst performing groups (scores below 11.5 in 
explanation column of Table 20). In the replication study we additionally made use of 
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intermediate solutions (scores between 12 and 15 in explanation column of Table 20) 
and make use of this cluster for gaining more insights on how worst performing students 
may be guided to achieve the minimum threshold to pass the course. We further refer 
to these clusters of the replication study as satisfactory performing groups (5 blue 
cases).  
Table 20: Group performance and cluster composition.47 
 
IV.2. Event logs 
In order to observe the modeling process (how the novices created their models) 
interactions with the modeling tool have been logged. As modeling manifests itself in 
the creation of modeling elements, in our logs we capture the modeling process as a 
sequence of create, edit, delete, undo, redo, and copy events. These events are further 
abstracted into the categories CREATE and EDIT (grouping events edit, delete, undo, 
redo, copy). In the replication study the logging functionality was expanded to 
additionally capture model testing and validation activities. This was achieved by 
integrating a simulation feature into the modeling environment (Sedrakyan & Snoeck, 
                                                     
47 Considering rounded scores, group 3 could have been considered as a ‘satisfactory’ group, but since 
this cluster already counted 5 groups, we decided to leave it out.  
Group
Final 
Score Group
Final 
Score Explanation
3 19 7 19 B
19 18 5 17.2 B
2 16 2 16.6 B
8 16 11 16.6 B
15 15 8 15.8 B
18 14 9 14.3 S
20 14 1 13.8 S
4 13 15 13.4 S
11 13 19 12.6 S
12 13 10 12.4 S
10 13
13 13
16 13
9 12
3 11.6
6 11.4 °
14 11 4 11.4 W
6 10 18 8 W
5 8 14 7.6 W
7 8 12 6.8 W
1 6 13 5.2 W
21 5 20 8.2 *
13 / 17 5 *
17 / 21 /
/ groups that didn't hand in a task
* outlier groups - students working alone that were retaking the course or that didn't 
participate to the lectures for reasons of illness
° group just on the boundary of the selection criterium, left out to keep 5 groups per cluster
Score < 11.5
Score >= 15
Score  > =12 in the replicated 
experiment
Outliers: problematic students, working 
alone or not handing in task
2013-2014 2014-2015 Classification
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2013b, 2014b) that allows verifying the semantic conformance between a model and 
requirements. The inclusion of the simulation feature allowed to additionally log the 
simulation cycles (each time a model simulation was performed by a user) in the model 
creation process, logged as SIMULATE event. Table 21 shows a sample of the data used 
(called event log) with each row representing one event.  
Table 21: Extract from event logs (the complete data set contains 28.455 events from 36 cases from 2 
academic years). 
Timestamp 
Group 
ID 
Session 
ID 
Session 
Type 
Score Event Element 
Model 
View 
Diagram 
Type 
10/11/14 10:54:00 AM 1 Session 1 Early 8 create object S EDG 
10/11/14 10:54:16 AM 1 Session 1 Early 8 create attribute S EDG 
10/11/14  10:55:55 AM 1 Session 1 Early 8 create association S EDG 
15/11/14  11:05:05 AM 1 Session 2 Early 8 create event B OET 
15/11/14 11:05:23 AM 1 Session 2 Early 8 create state B FSM 
15/11/14 11:06:01 AM 1 Session 2 Early 8 create transition B FSM 
17/11/14 01:02:34 PM 1 Session 3 Early 8 edit object S EDG 
17/11/14  01:02:41 PM 1 Session 3 Early 8 edit attribute S EDG 
12/12/14  01:08:43 PM 1 Session 4 Late 8 simulate  - - - 
 
Events can be defined at different levels of abstraction by making use of a combination 
of one or more attributes  (see columns “Element” in Table 21). This enables analysis of 
different aspects of the modeling process at different levels of abstraction which makes 
it easier to devise intuitive visualizations using process mining techniques. For example, 
at a high abstraction level, we can specify events according to the model view (column 
“Model View” in Table 21), i.e. whether the element type can be attributed to modeling 
structural (S) or behavioral (B) characteristics. The classification as structural (S) or 
behavioral (B) (column “Model view” in Table 21) was achieved by grouping element 
types according to the diagram type they belong to and subsequently the model view 
that the diagrams represent. According to the MERODE methodology the structural 
representation of a model includes the class diagram (EDG) and the dynamic 
representation of a model includes the statechart (FSM) diagrams and the interaction 
model (OET). Consequently, the elements representing the EDG (e.g. objects, attributes, 
associations) are classified under structural view (S), and the behavioral view (B) 
combines the elements representing OET (business events indicated as “event” under 
the column “Element”), and the elements for FSM view (states and transitions). For a 
more specific view, event names can be supplemented with other information fields, for 
instance with the modeling diagram type (column “Type” in Table 21) where the class 
diagram48 (S//EDG) represents the creation of business objects and their properties, the 
object event table (B//OET) represents business events and rules for interactions, and 
finite state machines (B//FSM) represent lifecycles of objects with sequence constraints 
                                                     
48  In MERODE we refer to class diagram as existence dependency graph (EDG) due to the fact that relationships are 
translated into existence dependencies 
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as basis for the behavior of a system. At the most detailed level, we make use of the 
activity name (column “event” in Table 21) and the targeted modeling construct (column 
“element” in Table 21) potentially in combination with other information, for a fine-
grained quantitative and qualitative analysis of modeling activities and patterns. 
Groups are identified by group id (column ‘Group ID’ in Table 21) and the score they 
obtained for the final solution (column “Score” in Table 21). Finally, so as to be able to 
distinguish between modeling phases, we further identified sessions based on the 
events’ timestamps to make a distinction between EARLY and LATE sessions. This allows 
identifying data at two different levels: based on (1) group id and (2) session level, by 
combining group id and session id (column “Session ID” in Table 21).  
IV.3. Three-dimensional analysis 
Event logs of students’ group works have been analyzed using process mining 
techniques. Event data of 36 cases (28.455 events in total) have been subjected to a 
three-dimensional analysis (see further).  
4) Hierarchical: an investigation of top-level models discovered from the data where 
cases are regarded as sequences of structural (S) and behavioral (B) activities (either 
fully abstracted or appended with EDG/OET/FSM diagram views and CREATE/EDIT 
activity types, followed by a session-level, fine-grained analysis of both structural and 
behavioral activities in isolation. For the replication study we additionally made use 
of SIMULATE event to observe testing and validation behavior. 
5) Modeling performance: a contrast analysis was performed to identify differences 
between best and worst scoring groups. For more insights in the replication study we 
also specifically investigated the difference between insufficient (worst) performance 
and “just” sufficient (satisfactory) performance, as this allows identifying the guidance 
required to help students achieving the minimum required knowledge to obtain a 
credit for the course. 
6) Time trend analysis: by making a distinction between “early” and “late” sessions. 
 
This analysis was carried out using Excel, Disco, and ProM. From a process mining 
perspective, we could make use of two prominent techniques: (1) process discovery 
using Disco49 and (2) Dotted chart analysis in ProM (van der Aalst et al., 2009). We 
further elaborate previous findings with quantitative and qualitative fine-grained 
analysis.  
                                                     
49  Disco is a commercial tool developed by Fluxicon: http://fluxicon.com/disco/ 
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V. Data analysis and results 
V.1. Sample representativeness 
Analysis of the personal characteristics of the students resulted in the demographics 
presented in Table 22. Previous knowledge of participants was measured by means of 
pre-experimental tests before they started working on their group project. Different 
dimensions of knowledge with respect to data and behavior modeling was defined. The 
dimensions were further categorized into modeling knowledge levels (low, 
intermediate, advanced). The pre-experimental test contained two-three questions per 
dimension. Based on the test performance the baseline knowledge 
(no/little/moderate/extensive) was established. Students scoring below the basic level 
were classified as having no knowledge. 
Table 22: Summary of demographics.  
Original study Replication 
study 
Entire 
population Gender  
      Male 74 % 72 % 73 % 
      Female 26 % 28 % 27 % 
Age distributions    
     Min age 21 year 22 year 21 year 
     Max age 42 year 49 year 49 year 
     AVG age 25,6 year 25,8 year 25,7 year 
     <= 25 62 % 68 % 65 % 
     25 < 35 28 % 24 % 26 % 
     >= 35 10 % 8 % 9 % 
Previous knowledge of modeling 
     No knowledge 30 % 46 % 38 % 
     Little knowledge 33 % 22 % 27,5 % 
     Moderate knowledge 29 % 26 % 27,5 % 
     Extensive knowledge 8 % 6 % 7 % 
Scores of group works (on 20 scale) 
     Min score 5 5 5 
     Max score 19 19 19 
V.2. A bird’s eye view on the modeling process  
Multiple filtering rules were applied to construct modeling process maps at different 
abstraction levels. The first step in our analysis approach targets the creation of a top-
level map by filtering the dataset based on group number as case identifier along with 
timestamp and corresponding activities (Create New Model, modeling activities within 
the structural view (S), modeling activities within the behavioral view (B)). In contrast to 
statistical tools, process mining techniques make it easier to observe processes at 
different levels of granularity. One of such techniques is the path filtering in Disco. It 
allows to make abstraction by removing/hiding less frequent paths for a specified 
percentage range making the process maps visually easier to interpret. Moreover, the 
abstraction allows to identify a number of process differences between worst, best and 
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satisfactory clusters since process graphs can be used that only reveal the most 
substantial information. Note that due to the use of this path filtering technique 
differences between the numbers of activities shown on incoming arrows and event 
boxes on the process maps may be observed, however should not be considered as 
wrong. It only indicates that low-frequent behavior was excluded. Although the high 
level of abstraction prevented the extraction of ample insights in the original study as 
the process maps of the best and worst performing groups looked identical showing only 
iterations between structural (S) and behavioral (B) views, the fully abstracted view on 
the modeling process did reveal interesting patterns from a quantitative perspective. 
The number of activities for modeling the behavioral aspects in both groups exceeded 
the number of activities for modeling the structural aspects (approximately 60% of all 
activities). The second observation from the graphs revealed a higher (almost double) 
frequency of modeling activities for the same time period in the best scoring groups. 
This suggests that the more the groups are engaged in modeling activities the better the 
modeling process output becomes. The reader is referred to (Sedrakyan, Snoeck, & De 
Weerdt, 2014) for more details on our previous study. From a quantitative perspective 
this tendency is also confirmed in the replication study. 
  
 
 
Figure 43: Top-level process map representing the 
modeling process of the 5 worst performing groups 
(replication study 2014).     
Figure 44: Top-level process map representing the 
modeling process of the 5 satisfactory performing 
groups (replication study 2014).     
The resulting process maps for worst, satisfactory and best performing groups for the 
replication study (2014) are presented in Figure 43, Figure 44, and Figure 45. From a 
process perspective, the original study does not allow the revelation of any significant 
differences between groups with better and worse learning outcomes. Both process 
maps in the original study for worse and best performing groups show switches between 
structural and behavioral views. The inclusion of the “simulate” event in the replication 
study however reveals an interesting observation. In the worst and satisfactory 
performing groups the simulation cycles mostly result in further activities for the 
structural view, as can be observed from the arrows going back and forth between 
simulation activities and activities for the structural view in Figure 43, Figure 44. In 
contrast, in the best performing groups the simulation cycles mostly result in further 
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activities for both behavioral and structural views (Figure 45). It seems that the activities 
following the simulation target at adaptation of models to address discovered problems 
in their solutions. The process map for the best performing groups seems to suggest that 
students in the best performing groups put a lot more effort into the validation of 
behavioral aspects of their models by means of simulation (Figure 45). The process map 
of the best performing group also suggests that they initiate simulation mostly when 
they work with behavioral aspects presumably targeting at testing the behavior, but 
later they also came across problems that can be addressed by structural changes. 
Worse and satisfactory performing groups in contrast seem to limit themselves to 
testing the structural aspects of their models. As Figure 43 and Figure 44 show that the 
activities preceding and following simulation cycles are mostly to/from the structural 
view, we can deduce that their simulation effort is targeting mostly at the validation of 
structural consistency such as associations and cardinalities. 
Such approach limits testing activities to only the default behavior generated by the tool, 
i.e. create/end events (e.g. create an instance of object A, end an instance of the object 
A, …) without further testing of a more 
complex behavior (e.g. sequences in which 
object instances can interact throughout their 
lifecycle, for instance constraining that an 
invoice should be paid once an order is 
delivered,…). From the quantitative 
perspective, the number of simulation 
activities in the best performing groups for the 
same time period is observed to be 
significantly larger than those of the worse 
performing groups for the same time period. 
This suggests that the more students are 
engaged in testing and validation activities the 
better the modeling process output becomes. 
We can also conclude that best performing 
groups are able to improve the quality of their 
solutions because by testing the behavior it is 
more likely that they discover global problems 
that result from the interplay of structural and 
behavioral aspects while this is not the case 
the other way around. Such behavior-oriented testing seems to result in a broader 
validation coverage. In contrast, by limiting testing to structural aspects, students in 
worse performing groups are in most cases ignorant about interplay issues and can in 
the best case only discover wrong or missing associations between objects. 
 
Figure 45:  Top-level process map representing 
the modeling process of the 5 best performing 
groups (replication study 2014).     
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V.2.1. Within session analysis  
Next, we zoomed into the modeling process by investigating processes at the session 
level instead of the case level. In contrast to the top level process maps that target a 
modeling behavior over the entire semester, i.e. activities between “Create new model” 
and “Submit”, this allows to observe how students behave within “open” and “close” 
events of the project’s file. In this way, we make it feasible to analyze the modeling 
process at a more fine-grained level and we can look at evolution over time by 
contrasting modeling activities in earlier vs. later sessions. A first way of digging deeper 
into the log data is achieved by detailing the event types or activity names with 
information about their CREATE/EDIT categorization. The session level analysis did not 
reveal significant differences between clusters from the process perspective which 
confirms the results of our previous study. However we could discover different 
approaches by additionally making use of the activity filtering technique in Disco and 
filtering away some events in the dataset (e.g. events in which students did insignificant 
changes such as modifying an attribute name, redo/undo, sorting, etc.) This resulted in 
the process maps shown in Figure 46, Figure 47 and Figure 48 for the replication study 
(due to the use of activity filtering some differences for the activity numbers between 
top-level and session level process maps for the same clusters may be observed). 
 
Figure 46: Session-level process map representing create, edit & simulate modeling activities of the 5 worst 
performing groups (replication study 2014). 
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The process maps of the original study showed that a linear approach of modeling was 
prevailing within each session both in best and worst performing clusters, i.e. students 
preferred to concentrate on one task at a time working on either structural or behavioral 
aspects of a system within one open/close delimited session. This tendency of a linear 
way of working is partially rediscovered in the replication study. The process map of 
worst performing groups (Figure 46) shows that within one open/close session they 
work sequentially first for modeling structural aspects and afterwards for behavioral 
views (SB) and/or they iterate between “create” and “edit” activities within one 
model view.  We could partially attribute this to the sequence of topics taught in the 
course (modeling structural aspects, followed by modeling behavioral aspects), i.e. 
whatever the students learned in class they tried that out without much variation of 
applying knowledge from different topics or revisiting their models when more 
advanced concepts have been introduced. This could also indicate their lack of skills to 
identify right triggers for verification of their models for interplay issues between 
structural and behavioral views, i.e. understanding that changes in one view of a model 
will have propagation effects in other view(s) of a model (e.g. if an association between 
A and B states that each B-object is mandatorily related to exactly one A-object, this 
implies a sequence of first creating an A-object, for which then a B-object can be 
created).  
 
Figure 47: Session-level process map representing create, edit & simulate modeling activities of the 5 satisfactory 
performing groups (replication study 2014). 
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Figure 48: Session-level process map representing create, edit & simulate modeling activities of the 5 best 
performing groups (replication study 2014). 
In the sessions in which simulation was used, simulation cycles are starting activities 
presumably targeting a general testing of the model. Simulation cycles are further 
followed by “create” activities for the structural view (SIMULATE  S) most likely 
targeting to add discovered missing elements. For satisfactory and best performing 
groups (Figure 47 and Figure 48 respectively) the tendency of working on one task within 
a session is dominant for “create” activity types both for structural and behavioral views. 
However for “edit” activities the session level process map shows a “loop” between 
views, with intermediary use of simulation: the resulting process map for these groups 
shows modifications both for structural as well as behavioral views within open/close 
sessions that presumably result from validation (simulation) activities in the same 
session. 
In contrast to worse performing groups this sequence of activities suggests that best 
performing groups have an intention to validate recent changes in a model. Moreover, 
when validating their solutions better performing groups seem to target at either testing 
the interplay aspects between views or revealing interplay issues while testing their 
solutions. This tendency of testing an interplay between views is in addition revealed 
from the sequence in which preceding/following activities of simulation cycles 
happened in better groups.   The pattern B  SIMULATE  S suggests that they could 
discover structural issues while testing. As in the case with top-level models in section 
V.2 the findings of within-session analysis suggest as well that validation activities are 
significant in revealing differences in the modeling process between better and worse 
performing groups. The prevailing difference between better and worse performing 
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groups as can be observed from the session level process maps is the sequence of 
activities within sessions in which simulation is applied. In comparison with the top level 
process maps however, this pattern, namely frequent switching between different views 
with a simulation activities positioned in between these activities, manifests with a 
lower frequency at session level. 
In summary, we can conclude that the sequence patterns of activities in sessions where 
simulation occurs suggest that worse and better performing groups differ in terms of 
their intention of using validation techniques. The sequence of activities in worse 
performing groups (OPEN  SIMULATE) suggests that they mostly use simulation 
intending at a general test and as a consequence discover missing elements as can be 
concluded from “create” activities following simulation cycles. Ultimately, both the 
session level and top-level process maps of the replication study also suggest that the 
frequency and the way modeling activities are performed is not the sole indicator for 
learning outcomes (as suggested by the results of the original study). As can be observed 
by comparing the process maps of the groups with worst and satisfactory performance, 
they put almost similar modeling effort in their modeling task. Moreover, even less 
validation effort can be observed in the groups with satisfactory performance as 
compared to the groups with the worst performance. Based on the top level and session 
level maps we can however conclude that it’s not only the frequency of engagement in 
modeling activities but rather the validation process pattern (how validation of models 
is performed) in terms of intended target (general test vs. targeted test of a specific 
behavior) that can potentially lead to differences in learning outcomes. This result 
confirms the added value of process mining compared to purely descriptive statistics.  
V.2.2. Global process analysis  
Next, we further subdivided the structural and behavioral views by adding event types 
based on the S/EDG, B/OET, B/FSM typification. The resulted process maps of the 
original study are presented in Figure 49 and Figure 50 and for the replication study in 
Figure 51, Figure 52 and Figure 53. The process maps of the original study that capture 
the modeling behavior of the entire semester (with open/close events filtered away) 
show a sequential modeling pattern within the worst performing groups for the entire 
semester (Figure 49). In contrast, the process map for the best performing cluster 
showed alternations between modeling activities, i.e. students worked on model views 
in parallel or revisited and adapted different views of the system afterwards (see Figure 
50). In the original study these differences led us to the conclusion that best performing 
groups were more verification and cross-validation oriented, thus conveying a more 
iterative modeling approach. However, from our original study we were not able to 
identify what could cause such “extra” iterative activities observed in the process map 
of the best performing groups. 
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Figure 49: Top-level process representing 
modeling activities for class diagram (EDG), 
business events (OET) & event sequence 
constraints (FSM) – Worst 5 groups (original 
study 2013). 
Figure 50: Top-level process map representing modeling 
activities for class diagram (EDG), business events (OET) & 
event sequence constraints (FSM) – Best 5 groups (original 
study 2013). 
 
The additional observable events added in the replication study (more specifically the 
simulation cycles) however allow to zoom into these loops. In the replication study we 
are not able to rediscover the pure sequential pattern as was discovered from the 
process map of the worse groups of the original study. However, a sequential approach 
of working was found to be dominant in terms of sequencing between the views 
(EDG FSM  OET). The first notable difference with the process map of the better 
performing groups is the concentration of simulation activities around class diagram 
(structure) vs. simulation cycles being centred in between the activities for class diagram 
(structure) and statecharts (behavior) in best performing groups. The second difference 
between the worse and better performing groups that can be observed from the process 
maps is the difference of the sequence of activities. The activity sequence of EDG  OET 
in best performing groups suggests that better performing groups are more focused on 
capturing high level behavior from requirements documents into their models, i.e. 
identifying business events per business object as we can conclude from the nature and 
definition of OET (Object event table (OET) is specific to MERODE methodology that 
allows to populate a CRUD table as a list of business events by also specifying their type, 
such as “create” event, “end” event or “modify” event). In contrast, the dominance of 
the FSM  OET sequence in the process map of the worse performing groups suggests 
that they are more focused on fine-grained behavior and are more reactive in their 
modeling approach, i.e. focusing on individual statecharts and supplying business events 
mostly to support statechart modeling. 
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Figure 51: Top-level process map representing 
modeling activities for class diagram (EDG), business 
events (OET) & event sequence constraints (FSM) – 
Worst 5 groups (replication study 2014). 
Figure 52: Top-level process map representing 
modeling activities for class diagram (EDG), business 
events (OET) & event sequence constraints (FSM) – 
Satisfactory 5 groups (replication study 2014). 
 
This tendency of supplying events to 
support statechart modeling in addition 
can be revealed from the fact that the 
sequence EDG  OET (i.e. intention to 
supply business events per business 
object) is absent too in worse performing 
groups. While we can only make an 
assumption for this tendency in their 
modeling approach, we were able to find 
an evidence later with qualitative 
analysis. Interestingly, the process 
diagram of the satisfactory groups (Figure 
52) shows some kind of “mix” of modeling 
approaches of worse (EDG  FSM loop) 
and best performing groups (EDG  OET 
loop, FSM  SIMULATE  EDG 
validation pattern). In contrast with 
worse performing groups, the process 
diagram also shows a closed iterative 
loop between all three model views. In 
summary, such dominant process 
patterns confirm our findings from top-
    
 
Figure 53: Top-level process map  representing 
modeling activities for class diagram (EDG), business 
events (OET) & event sequence constraints (FSM) – Best 
5 groups (replication study 2014). 
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level and session-level model analysis presented in previous sections, that it is not purely 
the modeling approach but, rather in addition the way novices validate their models 
(both in terms of frequency, the target view of their validation activities and the 
sequence in which validation activities happen) that can potentially make a difference 
in a quality of a modeling process outcome and learning achievements. 
V.3. Time-trend analysis: early vs. late sessions 
Next, we performed a session level analysis but additionally subdivided the modeling 
period into early and late sessions. This was achieved by using an identifier for the first 
and second half of the period between the start date when the task was made available 
to students and its submission deadline. The procedure resulted in 25 early and 53 late 
sessions (number on the start arrows on the process maps) in the worst performing 
groups (Figure 54, Figure 55), 16 early and 41 late sessions in the satisfactory performing 
groups (Figure 56, Figure 57) and 38 early and 61 late sessions in the best performing 
groups (Figure 58, Figure 59).  The resulting process maps are shown below.  
Unlike the top level process maps (frequent switches between structural (S) and 
behavioral (B) views), a sequential working pattern was observed for session-level 
process maps within both early and late sessions for all clusters: iterations are found 
within one view (e.g. structural or behavioral) but not so much between the views 
(ingoing or ongoing arrows but not loops (Figure 54, Figure 55). In general this confirms 
the earlier results found in the original experiment. What is found to be different 
between the clusters in the replication experiment is the position of simulation 
activities. Simulation activities in worst performing groups within both early and late 
sessions are preceded by “open” activity and followed by activities either for structural 
views (early sessions) or for behavioral view (later sessions). The process maps of 
satisfactory and best performing groups (Figure 56, Figure 57, Figure 58, Figure 59) seem 
to suggest that the difference with worse performing groups is that within one 
open/close session their validation effort is targeted at both model views. Moreover, 
the positioning of simulation between views (BSIMULATES and SSIMULATEB) 
seem to suggest that their validation activities are centered around interplay issues 
between model views, which is indicative for a more cross-validation oriented approach. 
In comparison with the satisfactory performing cluster the best performing cluster 
shows a stronger support for the pattern. As discussed earlier in section V.2.1, such 
sequence of activities also suggests that best performing groups might have targeted at 
testing recent changes rather than a general test. However in contrast to top level 
analysis this pattern (simulation in between views or targeting both views) does not 
show a significant dominance at session level. Best performing groups, in addition, seem 
to be more validation oriented both in their early and late sessions (Figure 58, Figure 59) 
as can be concluded from the distribution of simulation activities across the early and 
late sessions (almost equal validation effort of 31 vs. 47 cycles) as opposed to worst (12 
vs. 39 cycles) and satisfactory performing groups (6 vs. 30 cycles) whose validation effort 
seem to be mostly concentrated in their late sessions. 
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Figure 54: Session-level process map representing create, edit & simulate modeling activities of 
early sessions – Worst 5 groups (replication study 2014). 
 
Figure 55: Session-level process map representing create, edit & simulate modeling 
activities of late sessions – Worst 5 groups (replication study 2014). 
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Figure 56: Session-level process map representing create, edit & simulate modeling 
activities of early sessions – Satisfactory 5 groups (replication study 2014). 
 
Figure 57: Session-level process map representing create, edit & simulate modeling activities of late 
sessions – Satisfactory 5 groups (replication study 2014). 
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Figure 58: Session-level process map representing create, edit & simulate modeling activities 
of early sessions – Best 5 groups (replication study 2014). 
In terms of the distribution of modeling effort the process maps show that the most 
prevailing difference is the distribution of modeling effort put into the structural view. 
The process maps show that the best performing groups (Figure 58,  Figure 59) are more 
active in their earlier sessions (S\\CREATE = 608, B\\CREATE = 536, with a moderately 
higher number of “create” activities found for structural view) while the number of 
modeling activities showed a moderate tendency to decrease in later sessions (the 
largest number of “create” activities found for behavioral view B\\CREATE = 516, while 
there is a significant decrease for structural view S\\CREATE = 203). The only exception 
is their validation effort showing a moderate increasing effect in their late sessions. It 
seems the students first targeted at capturing relevant data needs from textual 
requirements into their model and continued to model/adapt their model in later 
sessions as can be concluded from the intensive use of validation activities in their late 
sessions. In contrast to the best performing groups, worse and satisfactory performing 
groups remained active in later sessions while also showing some increased effort 
(increased number of create and edit activities as compared to their early sessions). This 
confirms the earlier result of the original study where we also noticed a decrease of 
modeling activities for the best groups and an increased effort for the worse performing 
groups. 
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Figure 59: Session-level process map representing create, edit & simulate modeling activities of late sessions – 
Best 5 groups (replication study 2014). 
V.4. Distribution of modeling effort over time 
We next applied a dotted chart diagram to observe the differences in terms of 
frequencies and gaps between session activities over the semester. The context 
information necessary to read the figure is presented in Table 23. The dots show the 
modeling sessions in two colors: green (prevailing number of structural aspects) and 
blue (prevailing number of behavioral aspects).  
Table 23: Context information. 
Original study 2013 Replication study 2014 
 Assignment available (AA) 08/11/2013 24/10/2014 
Deadline for intermediate solution (D1) 22/11/2013 20/11/2014 
Exercise session on testing peer solution (T) 22/11/2013 21/11/2014 
Peer feedback deadline (PD) 02/12/2013 01/12/2014 
Last class (LC) 16/12/2013 15/12/2014 
Deadline for solution (D2) 20/12/2013 19/12/2014 
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The red dots represent the “create new model” event (the first event in every case) 
which in some cases are not shown because of overlap (Figure 60). Figure 61 shows the 
chart for the replication study (“create new model” marked with grey, simulation 
activities with red color). Figure 62 shows the distributions of simulation/validation 
activities over time (simulations marked with red, start and submit activities marked 
with grey). The worst performing groups are indicated by the label “W”, and the best 
performing groups by “B”. For the replication study the additional satisfactory 
performing groups are indicated as “S”. 
  
Figure 60: Distribution of modeling effort over time: 
original study 2013. 
Figure 61: Distribution of modeling effort over time: 
replication study 2014. 
Context information is shown by 
vertical arrows labeled with the 
abbreviations from Table 23. The 
number of modeling sessions in the 
worst performing groups is 
significantly less than that of best 
performing groups. In addition 
significant time gaps can be observed 
between the sessions for worse 
performing groups. In contrast, best 
performing groups are distinguished 
by more frequent modeling sessions.  
The context information (see Table 
23) shows that both best and worst performing groups are sensitive to deadlines 
(submission for peer review and final submission) in terms of being more intensively 
engaged in modeling activities right before the deadlines. In the best performing group 
however more engagement is also found in between the deadlines. 
In addition, after the peer review, best scoring groups seem to react to the given 
feedback and to adapt their models to address the comments, while the worst 
performing groups didn’t “react” to peer comments. While activities in both groups 
were observed to increase right before the deadlines, the distributions of activities over 
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Figure 62: Distribution of validation activities over time 
(replication study 2014). 
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the entire semester shows that best performing groups model and simulate 
systematically as opposed to worse groups whose modeling and simulation activities are 
less frequent and in the majority of cases concentrations of activities are observed right 
before the deadlines.  
Likewise, the distributions of pure simulation activities (see Figure 62) throughout the 
semester in the replication study suggest that better performing groups are more 
systematic in their validation activities as opposed to little validation cycles in worse 
performing groups. A reason behind the lesser use of simulation could presumably be a 
lack of capabilities to identify right triggers for model verification and developing 
scenarios for testing as suggested by research results on simulation-based testing 
(Sedrakyan & Snoeck, 2014a).  
Table 24: Modeling process time statistics in Disco. 
Process time 
indicators 
 
Original study (2013) Replication study (2014) 
Worse 
cases 
Satisfactory 
cases 
Best cases Worse 
cases 
Satisfactory 
cases 
Best 
cases 
Mean case 
duration (d) 
18.6 d 25.9 d 26.5 d 27.3 d 21.5 d 40.9 d 
Start of modeling 
activities 
13.11.13 
14:21:38 
16.11.13 
14:47:00 
08.11.13 
14:36:12 
09.11.14 
18:25:17 
15.11.14 
15:13:07 
28.10.14 
15:22:42 
End of modeling 
activities 
20.12.13 
12:14:21 
20.12.13 
12:16:57 
20.12.13 
07:36:41 
19.12.14 
11:33:46 
19.12.14 
10:18:27 
19.12.14 
14:02:15 
Mean modeling 
time  
7.9 h 15.5 h 22.2 h 10.7 h 27.6 h 13.2 h 
Mean simulation 
duration (d) 
NL NL NL 11.9 d 15.6 d 30 d 
Start of 
simulation 
activities 
NL NL NL 16.11.14 
13:16:58 
17.11.14 
14:01:08 
03.11.14 
09:32:44 
End of simulation 
activities 
NL NL NL 18:12:14 
18:34:20 
19.12.14 
03:47:20 
18.12.14 
19:18:04 
Mean simulation 
time  
NL NL NL  31.1 h 46.8 h 49.3 h 
d=day; h=hour;  
NL = Not logged : Simulation environment was not part of modeling environment in the original study.  
 
Process time indicators in Disco seemed to suggest a positive correlation of modeling 
time variables with score (Table 24). While on average best performing groups show 
better time indicators, their total modeling time suggested by Disco is significantly less 
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than modeling time of satisfactory groups (“Mean modeling time” in Table 24). 
According to the process time statistics best performing groups are however 
distinguished by earlier engagement in the modeling part of their solutions (1-2 weeks 
in the original study, and 2-3 weeks in the replication study) than worst and satisfactory 
performing groups (“Start of modeling activities” in Table 24). Best performing groups 
are also distinguished by much earlier engagement in validation techniques both for 
semantic quality aspects (“Start of simulation activities” in Table 24). Overall, best 
groups also spent more time on validation activities (“Mean simulation time”) and are 
more systematic in using validation techniques (“Mean simulation duration”). “Mean 
case duration” in Table 24 shows that modeling sessions of best performing groups are 
spread across a larger coverage of days (26.5 and 40.9 days in original and replication 
studies respectively) as opposed to worse performing groups (18.6 and 27.3 days in 
original and replication studies respectively).  
  
Figure 63: Relative modeling process effort 
per event type: early vs. late sessions:  
Worst 5 cases (original study 2013). 
Figure 64: Relative modeling process effort per 
event type: early vs. late sessions:  Best 5 cases 
(original study 2013). 
   
Figure 65: Relative modeling 
process effort per event type: early 
vs. late sessions:  Worst 5 cases 
(replication study 2014). 
Figure 66: Relative modeling 
process effort per event type: early 
vs. late sessions:  Satisfactory 5 
cases (replication study 2014). 
Figure 67: Relative modeling 
process effort per event type: 
early vs. late sessions:  Best 5 
cases (replication study 2014). 
This suggests that the modeling process of best performing groups could have benefited 
from frequent engagement and exploiting their more recent knowledge of modeling and 
validation concepts learned in class that is still active in their working memory. 
Interestingly, as in case of process maps, the process statistics of satisfactory groups in 
the replication study seem to suggest a “mix of approaches” from the best and worst 
performing groups: their mean case duration is less than of the worse performing groups 
(21.5 vs. 27.3 days), however this is compensated by more actual time spent on 
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modeling (27.6 hours vs. 10.7 hours) and more use of validation techniques (mean 
simulation duration of 15.6 days vs. 11.9 days and mean simulation time of 46.8 hours 
vs. 31.1 hours). Further experiments and analysis of process variables would be required 
to examine time/score correlations at a more granular level (e.g. active modeling time 
vs. viewing,… time indicators per event/type/element...), however such statistical 
analysis is outside the scope of this work. Process statistics demonstrate how process 
mining techniques can be informative about learning processes by 
suggesting/identifying perspectives that can be of further interest to identify feedback 
needs and develop feedback strategies (e.g. how far have students advanced in 
mastering and/or applying a certain concept, i.e. if they have reached the recommended 
amount/time of use for mastering?, is there a need for a teacher interference or 
adapting a teaching process?, etc. ). 
Distribution of relative modeling effort spent for “create” and “edit” activities as 
percentage of total modeling effort (Figure 63 - Figure 67) shows that in the late stages 
of modeling, activities in the best performing groups show a tendency to decrease 
(decrease in create-activities of approximately 14% in the original and 13% in the 
replication study as compared with their early sessions) while the frequency of activities 
in worst and satisfactory performing groups show a continuously active modeling 
process (increase in create-activities of approximately 25% in the original and 6 % in the 
replication study as compared with their early sessions). This tendency of continuous 
modeling can be also observed for satisfactory groups (increase of 27% and 2% in the 
original and replication studies respectively). Prevailing number of “create” events in 
early sessions suggests that best performing groups first targeted at capturing relevant 
information from textual requirements into their model and continued to adapt the 
model in later sessions (proportional difference of create/edit activities). This seems to 
indicate that later phases in best performing groups had already reached a satisfying 
solution and presumably had a more verification/validation-oriented character. In 
contrast to the best performing groups worst performing groups remained active in later 
sessions, with a larger number of create events compared to their early sessions. 
V.5. Fine-grained analysis: Detailing with element type information 
To better understand the differences between best and worst performing groups early 
and late sessions, we “zoomed” into the  modeling processes by detailing create-events 
in each view with the type of element being created, i.e. object, attribute, association, 
event, state chart, state, transition, or constraint. An overview of the relative modeling 
effort spent per each element as a percentage of total effort spent on the modeling task 
is depicted in Figure 68 - Figure 72. The charts of both the original and replication study 
suggest that best performing groups put the largest part of their effort in simultaneously 
modeling transitions and associations in their early (blue) sessions. While these 
modeling constructs represent different model views both are responsible for interplay 
aspects of a system. Associations define collaboration channels between objects and 
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transitions define how objects react to interactions. This modeling pattern is different 
from the pattern of effort in the worse performing groups whose effort seem to be 
targeted at different constructs but never concentrate simultaneously on elements 
representing interplay aspects in both views. It seems that in their early (blue) sessions 
best performing groups try to “glue” model views together and refine the “agreement” 
(consistency) between their model views.  
While these tendencies captured by process mining techniques could be observed at a 
more granular level to obtain insights on the causes (e.g. how increase/decrease effects 
can be correlated with other process variables), statistical analysis is however not the 
main target of this research. The goal is rather to demonstrate how process mining 
techniques can be useful in suggesting points of interest for further focus and/or 
identifying feedback needs by making it visually easier to extract relevant information 
from learning process data. 
  
Figure 68: Modeling process effort per 
element: early (blue) vs. late (red) sessions:  
Worst 5 cases (original study 2013). 
Figure 69: Modeling process effort per 
element: early (blue) vs. late (red) sessions:  
Best 5 cases (original study 2013). 
   
Figure 70: Modeling process effort 
per element: early (blue) vs. late 
(red)sessions:  Worst 5 cases 
(replication study 2014). 
Figure 71: Modeling process effort 
per element: early (blue) vs. late 
(red)sessions:  Satisfactory 5 cases 
(replication study 2014). 
Figure 72: Modeling process effort 
per element: early (blue) vs. late 
(red) sessions:  Best 5 cases 
(replication study 2014). 
VI. Synthesized modeling process patterns 
The results of this research suggest that the way novices model can be indicative for 
learning outcomes. Furthermore, the findings also suggest that it is not only the way 
novices model that determines the quality of modeling process outcome but that in 
addition the way how they validate their outcomes can in fact affect the quality of their 
model, and thus the learning process and outcomes. Based on the findings of the two 
empirical studies, we further synthesized modeling patterns indicative for worse/better 
learning outcomes.  
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Pattern 1 (Modeling approach: Sequential vs. iterative): Over time the modeling 
behavior of worst performing groups is characterized by a tendency to work in a 
sequential way (one modeling task/view at a time), while the modeling behavior of best 
performing groups is characterized by an iterative approach manifested in more 
frequent switches between different model views  
Pattern 2 (Validation approach: partial and/or disconnected vs. cross-validation 
oriented): Self-regulative activities such as model testing and validation are found to be 
the central cause of the iterative working pattern. The validation approach in best 
performing groups is observed to have broader coverage targeting both structural and 
behavioral views with almost equal effort as well as being positioned between different 
model views. Validation activities in worst performing groups are observed to be limited 
in scope (targeting either structural or behavioral aspects of a model). In contrast to 
worst performing groups, best performing groups are also distinguished by earlier 
engagement in validation activities in their modeling process.  
Pattern 3 (Validation intention: general testing vs. verifying recent changes): Testing 
activities of best groups are observed to be positioned around the interplay effects 
between views. The findings suggest that this pattern corresponds to the intention to 
validate recent changes. Best performing groups put more effort in testing behavioral 
aspects which results in a broader test coverage for their models, while worst 
performing groups put more effort in testing structural aspects using minimal behavioral 
aspects required for that purpose (e.g. create an instance of an object, end an 
instance…) with no further testing of complex behaviors which could potentially uncover 
hidden interplay aspects. This suggests that the validation pattern of worst performing 
groups rather targets a general (unstructured) test.  
Pattern 4 (Engagement styles: Early and systematic vs. deadline-oriented engagement): 
In contrast to worst performing groups best performing groups are distinguished by 
earlier and systematic engagement in modeling activities in their project and by also 
putting more modeling effort (in terms of both the number of modeling activities, 
modeling sessions and time spent). Both best and worst performing groups are sensitive 
to deadlines (submission for peer review and final submission) in terms of being more 
intensively engaged in modeling activities right before the deadlines. In the best 
performing groups however, more intensive activities are also found in between the 
deadlines both for modeling as well as validation activities.  
Pattern 5 (Effort distribution over time: Decreased vs. continuous or increased): In 
general, while best performing groups put more effort in their modeling process, the 
frequency of their modeling activities is characterized by a tendency to decrease over 
time. In contrast, worst performing groups are characterized by putting less effort into 
the modeling process, however the number of their modeling activities is characterized 
by a tendency of continuous or increased effort presumably indicating difficulties in 
achieving a correct solution.  
Pattern 6 (Effort distribution within modeling tasks: Goal-oriented vs. unstructured 
modeling): Session-based analysis showed that best performing groups are 
distinguished by attempting a broader coverage of the requirements into their models 
in the earlier stages of the modeling process (prevailing number of create events in 
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earlier sessions) and continued to adapt the model in later sessions (prevailing number 
of edit activities in later sessions) which reveals a more goal-oriented approach. Worst 
performing groups in contrast seem to start with smaller models while actively 
expanding the model in later sessions (increasing number of create events). Moreover, 
in their earlier sessions best performing groups put the largest part of their effort into 
simultaneous modeling of constructs that are responsible for interplay aspects of a 
system trying to refine the “agreement” (consistency) between their model views, while 
worst performing group demonstrate a more disconnected approach (use of different 
constructs but not simultaneously making use of constructs representing interplay 
aspects in both model views). Additionally, the qualitative analysis revealed that worst 
performing groups had a more reactive approach by thinking more “what is required to 
adapt a discovered issue” e.g. adapting a model by adding elements rather than 
supplying elements in accordance with conceptual analysis by thinking about “what is 
required by requirement statements to achieve a correct solution” which confirms that 
they did not have a structured modeling approach. 
To summarize, the patterns identified in this work provide insights on problem solving 
behavior of novices in terms of how they model and validate their solutions and how 
those approaches are associated with the quality of their modeling process output and 
learning outcomes. These insights are suggested as guidelines to be used to improve 
teaching practices and providing process-oriented guidance for modeling courses that 
adopt a multi-view modeling methodologies. It should be however noted that the 
patterns are limited to the scope of object-oriented domain modeling and are to be 
interpreted in a learning context. Identification of patterns in this work does not target 
at suggesting good or bad practices for object-oriented domain modeling either. For 
example, we do not claim that a linear way of modeling (pattern 1) would not be a good 
modeling approach but rather that can be indicative for poor learning approach. It is 
possible to achieve a good quality of a model by working sequentially without 
necessarily further revisiting and improving a model. Based on the findings of our 
empirical studies we can however state that it is less likely for a novice with a limited 
experience in modeling to achieve a better learning outcome when following a linear 
modeling approach. 
With respect to previous findings in the domain of business process modeling our 
findings are in line with the conclusion on structured and goal-orientated approaches 
being associated with better model quality in general (Claes et al., 2013; Pinggera et al., 
2013). Although the results of our work seem to contradict the earlier findings  in terms 
of emphasizing “successive phases of thorough and localized modeling (i.e., within 
blocks) being more attractive than diverting one’s attention across different parts of a 
model at the same time” (Claes et al., 2012) our findings nevertheless provide more 
insights on multi-view modeling approaches where consistency between views can be 
of importance. With respect to switching between different modeling views our findings 
suggest that validation activities should be considered as the link where the switches are 
associated with better model quality and thus learning outcomes.  
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VII. Conclusion  
While in the educational context mostly outcome feedback is available to novices, i.e. 
when a task is completed (is a solution correct? Why (not) ?), this research aimed at 
revealing perspectives of process-related feedback to guide a learning process (how to 
solve it the right way(s)?). This study was carried out in the context of one particular 
learning case, namely, object-oriented domain modeling. Modeling activities of novices 
were empirically examined using process mining techniques. The findings of two 
empirical studies include modeling behavior patterns of novices showing that certain 
behavioral patterns can indeed be associated with learning outcomes. From a 
theoretical perspective this work presents three major contributions: (1) the work 
outlines a novel approach for analyzing cognitive learning processes for complex 
problem solving behavior through the application of process mining techniques and 
process discovery maps in particular (2) the results contribute to improving our 
knowledge on cognitive processes in learning object-oriented domain modeling; (3) the 
results provide empirical support for the use and advancement of process-oriented 
feedback mechanisms.  
While findings showed that certain behavioral patterns can indeed be associated with 
better/worse outcomes in terms of reaching a satisfactory model quality, further 
examinations are needed to evolve towards more exhaustive and generic patterns.  
With respect to previous research several contributions are present: (1) we extend the 
scope of modeling process observations previously limited to business process modeling 
process observations by new observations for object-oriented domain modeling that 
combine processes for modeling different aspects of enterprise modeling such as the 
"what' (represented as objects and relationships) and the "how" (represented as 
individual object behavior and interactions among objects). On the methodological side 
(2) our research contributes to the state-of-the-art by extending previous research 
results that rely on statistical and data mining techniques as well as the extended version 
of dotted chart technique from the arsenal of process mining by emphasizing the 
sequence of activities and the application of process discovery map technique to 
observe sequence characteristics. Our research results also include (3) learner behavior 
patterns that are indicative for learning outcomes thus providing support for process-
oriented guidance for teaching modeling. 
It should however be noted that we do not suggest using patterns of more successful 
students as recommendations for guiding future learners. Grounding instructional 
advice on such a basis alone would not only be limited in scope in terms of being 
bounded to a specific environment and context, but would also raise ethical concerns 
(Bannert et al., 2014). Nonetheless the findings of this research show that process 
mining techniques can be highly valuable for monitoring and analyzing (cognitive) 
learning processes by also serving as a practical instrument for identifying and 
suggesting feedback needs thus providing insights for process-based teacher feedback 
mechanisms.  
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To facilitate further research and in particular for future empirical studies in this domain, 
certain limitations of this study should be mentioned. This study is limited to one 
particular modeling methodology and tool with empirical studies involving student 
samples from one course from one university program. For more generic patterns it 
would be interesting to compare the results with those obtained by using student 
samples from other courses and universities in the context of other modeling methods 
and techniques. Also, the analyzed learning behavior is limited to the modeling process 
of novices learning and applying modeling knowledge in solving a task throughout a 
semester period of time.   
The research can be expanded along several dimensions in different research domains:   
1. Linking modeling processes to the learning processes and phases for knowledge 
acquisition would provide better insights on the learning context. 
2. Since simulation activities (as self-regulative approach to test and verify own 
solutions) were found to be significant in differentiating patterns for worse/better 
outcomes, experimentation with expanded observations for fine-grained analysis of 
testing/validation activities would allow to gain even better insights in novices’ 
learning process. Based on the results, tool support to enable automated generation 
of scenarios assisting in testing a model can be further investigated to promote 
better validation coverage. 
3. Since the empirical studies presented in this work were conducted at a group level, 
investigating collaboration and co-regulative patterns within groups (how students 
interact and/or co-regulate each other learning processes) would be an interesting 
perspective for further work (Arvaja, Salovaara, Häkkinen, & Järvelä, 2007; Hadwin, 
Järvelä, & Miller, 2011; Molenaar & Järvelä, 2014).  
4. Exploring perspectives on personalization of feedback by means of studies at 
individual rather than group level can be another perspective using additional 
experimental variables. Dimension to consider are gender, previous knowledge, the 
level of computer self-efficacy level in terms of their ability to learn and use software 
(Compeau & Higgins, 1995; Davis, 1989; Davis et al., 1989; Keller, 2009; Poelmans & 
Wessa, 2013; Venkatesh et al., 2003).  
5. Investigation of advanced feedback features by means of comparisons of novices’ 
vs. experts patterns and possibilities of learning reinforcement algorithms could be 
considered as yet another possible extension of this work.  
6. While the process mining and analysis part of this research was mainly done 
manually, algorithms for extending process mining tools for automatic process 
pattern discovery adapted specifically for educational and cognitive learning process 
observations would also be an interesting expansion of this research.  
7. Finally, the findings also suggest that historical learners’ patterns, in combination 
with new learner data, can also be exploited to provide automated process-oriented 
guidance in a multi-user learning environment. While this type of machine feedback 
will not be mature to fully replace a teacher, such process-oriented feedback can 
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significantly alleviate teacher effort leaving the instructor more time for in-depth 
discussions with students. 
Ultimately, the outcomes of the work can be inspirational outside of the domain of 
object oriented cocneptual modeling as learning event data is becoming readily 
available through digital learning systems and other educational information systems by 
also opening up new perspectives for learning analytics and artificial intelligence 
research in the domain of education. 
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4. Conclusions: discussion and future research  
 
This thesis investigates novel approaches for identifying and addressing potential issues 
earlier during a learning process, i.e. potential process-oriented feedback needs as 
opposed to outcome feedback opportunities usually applied after a learning task has 
been completed.  
The thesis consists of two main parts presented in chapter 2 and chapter 3. The first part 
(chapter 2) proposes a simulation approach that addresses the learning/teaching 
process challenges in the domain of conceptual modeling from the perspective of 
process-oriented cognitive feedback, followed by three empirical studies that 
demonstrate the usefulness of the method in a learning context.  
The second part (chapter 3) of the research presents two empirical studies which 
illustrate the usefulness of learning process analytics, and process mining techniques in 
particular, in observing and analyzing learning processes with respect to behavioral 
aspects of learning processes. The findings include behavior patterns indicative for 
worse/better learning outcomes. The patterns can be used as guidelines to improve 
teaching practices in the domain of conceptual modeling. The patterns can also be used 
to provide real-time process-oriented feedback that will consider behavioral aspects of 
learning.  
Based on the findings implications for practice and future work are suggested.  
Section 4.1 provides an overview of the findings and reflects on the research aims and 
questions. 
Section 4.2 discusses practical implications of feedback-enabled simulation in the 
context of IS education 
Section 4.3 discusses implications of learning process analytics with respect to 
simulation-based learning as well as learning processes in general followed by: 
- a sample teacher guidance proposed in section 4.3.1 
- recommendations for (personalized) real-time machine feedback mechanisms 
proposed in section 4.3.2  
Section 4.4 provides an overview of the contributions of the thesis. Section 4.5 highlights 
the limitations of the research. Section 4.6 provides an overview of the work in progress 
followed by future research directions proposed in section 4.7. 
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4.1. Synthesis of the findings as responses to research aims 
In the first part of the research challenges in the domain of learning/teaching 
requirements modeling were identified. To facilitate reading, the brief summary is 
presented below: 
- Challenge 1: absence of experience-based learning  
- Challenge 2: lack of comprehension methodologies for modeling languages  
- Challenge 3: poorly adapted cognitive schemata of novices to identify relevant 
triggers for verifying a quality of models  
- Challenge 4: complexity of modeling tools being too “noisy” with various 
concepts resulting in misuse of constructs and unintended models 
- Challenge 5: lack of understanding of domain requirements 
- Challenge 6: lack of validation procedures and tool support 
- Challenge 7: lack of technical insights due to the absence of computer-assisted 
learning tools 
- Challenge 8: difficulties in understanding dynamic aspects of a model 
In chapter 2 we reviewed the benefits of simulation in the context of cognitive feedback. 
Subsequently, an in-house code generator tool CodeGen allowing simulating conceptual 
models was introduced. The method is based on the combination of: 
- the domain specific language as proposed by the MERODE methodology (cfr. 
challenge 4), 
- a template-based model-to-code transformation, 
- the event handling approach within a generated application (prototype) as 
proposed by MERODE methodology, 
- automated textual and graphical feedback50 within the prototype aiming at 
facilitation of  interpretation of simulation results. 
The use of CodeGen during a learning process allows benefiting from the advantages of 
simulation-based learning by providing a learner with the opportunity to practice 
knowledge in order to obtain skills in the domain of conceptual modeling (cfr. challenges 
1 and 7). As opposed to paper exercises which limit the scope of model understanding 
to a static view of a model, the dynamic testing with simulation fosters a more thorough 
understanding (cfr. challenge 8). In addition, the proposed method serves as a validation 
tool allowing verifying the conformance of a model with the requirements (cfr. challenge 
3, 6, 7). Using the insights from the testing a learner can either refine a model or reflect 
on the requirements by looking for instance for conflicting or missing requirements, 
                                                     
50 Graphical feedback here refers to the visualization of links between event execution results and their causes in a 
model as proposed by: 
Snoeck, M. (2010) Computer Aided Model-driven Software Engineering: Uitbreiding van een computerondersteunde 
leeromgeving ter bevordering van kennisintegratie bij een heterogene groep studenten, KU Leuven, Education 
Innovation project OWP/2010/02  
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allowing to improve the understanding of the domain to be engineered (cfr. challenge 
5). The textual and visual feedback that is generated as a response to the errors during 
a testing process, allows linking the error with the causes in a model by also explaining 
the implications of the modeling constructs involved in the causes of the error (cfr. 
challenge 2). 
Findings of the experimental studies showed that the simulation method has an 
advantage over manual inspection of models. The method leverages the understanding 
of model statements by novice learners with respect to (i) structural aspects of a system 
represented as a class diagram (first set of experiments), (ii) behavioral aspects of a 
system represented as multiple interacting statecharts as well as interplay aspects with 
the structural view of a system (second set of experiments) and (iii) hidden 
dependencies through inheritance hierarchies (results from a pilot study). In addition, 
the findings show that students prefer its (continuous) use during their learning process 
(cfr. RA1, RQ1).  
While in chapter 2 we observe the effects of the simulation tool on learning outcomes 
of learners, in chapter 3 we observe learning behavior characteristics that can be 
associated with learning process outcomes (e.g. how/when/why simulation is used). The 
findings of chapter 3 include learning behavior patterns which suggest that learning 
achievements can be associated with behavioral aspects such as:  
- Pattern 1 (modeling approach): best performance being associated with a more 
iterative way of modeling manifested in more frequent switches between 
different model views (such as structural and behavioral) as opposed to worst 
performance characterized by sequential way of working (targeting one 
task/view at a time). 
- Pattern 2 (validation approach): best performance being characterized by earlier 
engagement n validation (simulation) activities with a broader coverage of 
testing targeting both structural and behavioral views of a model as opposed to 
worst performance characterized by limited coverage of model testing. 
- Pattern 3 (validation target): best performance being characterized by the 
intention to test recent changes, and the validation effort being positioned 
around the interplay effects between views as opposed to worst performance 
characterized by a general (unstructured) test and disconnected way of testing 
targeting either structural or behavioral views. 
- Pattern 4 (engagement styles): best performance being associated with an 
earlier and systematic engagement in modeling activities as opposed to worst 
performance characterized by deadline-oriented engagement.  
- Pattern 5 (effort distribution across time): best performance being characterized 
by more effort put in the modeling process with a tendency to decrease over time 
as opposed to worst performance associated with less effort in earlier stages of 
project with a tendency of continuous or increased effort presumably indicating 
difficulties in achieving a right solution. 
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- Pattern 6 (effort distribution within modeling tasks): best performance being 
associated with a broader coverage of transforming requirements into a model 
in the early stages of the modeling process and continuing to adapt the model in 
later sessions, as opposed to worst performance associated with partial 
capturing of concepts and actively expanding the model in later sessions, by also 
supplying irrelevant concepts not required by requirements. 
The findings of our empirical studies are suggested as guidelines to be used to improve 
teaching guidance for multi-view conceptual modeling. The results of the research 
demonstrate the applicability of process mining techniques in monitoring and analyzing 
(cognitive) learning processes. The findings demonstrate that, as opposed to pure 
statistical and data mining techniques, the process mining approach allows visual 
inspection of sequential aspects of learning allowing to detect (in)effective processes 
and procedural type of issues. This makes it possible to trace potential issues related 
with behavioral aspects of learning. The results of our research also demonstrate the 
usefulness of process mining techniques in capturing learning behavior changes over 
time.  
In summary, the findings of chapter 3 suggest that by making learning processes visually 
easy to interpret and inspect as opposed to pure statistical methods, process mining 
techniques can serve as a highly practical instrument for observing learning processes 
thus allowing identifying and suggesting potential feedback needs related to behavioral 
aspects of learning (RQ2). The findings also suggest that process analytics based 
feedback is feasible and can complement cognitive content related feedback (What is 
wrong and why ?) with a more suggestive feedback targeting behavioral aspects (How 
to act ?) (cfr. RA2). However, the experiences of our research suggest that inspecting 
learning processes by means of process mining techniques using a manual approach can 
be time consuming. Therefore investigating automated approaches for pattern 
discovery is recommended. 
4.1.1. Summary of the findings 
In summary, two conclusions are obtained: 
1. MDE-based simulation of conceptual models can effectively support its role as 
a process-oriented  feedback if it is instant, easy to use and is easy to interpret 
(i.e. enhanced with a feedback that facilitates the interpretation of simulation 
results). 
2. Feedback perspectives based on learning process analytics are feasible. Process 
analytics (and process mining techniques in particular) make it possible to 
observe (cognitive) learning processes (e.g. problem solving) and detect 
(in)efficient behavior during learning processes thus allowing to identify and 
address potential feedback needs earlier in a learning process (e.g. during a 
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problem solving process) as opposed to learning process outcome feedback 
(after a problem has been solved and its outcome is presented for assessment). 
Feedback-enabled simulation in the context of this research helps to improve 
knowledge of modeling concepts and modeling language by improving model 
understanding through reflecting on intermediate results (what is wrong ?) during a 
learning process. Learning process analytics will allow achieving feedback that can 
reflect on the procedural aspects of learning (how to do it the right way ?) thus 
complementing a cognitive feedback. While process-oriented feedback based on the 
findings of this research (i.e. learning patterns) would not be mature yet, however this 
research can serve as a platform to guide future research in the domain of learning 
process analytics and learning process analytics based feedback. 
 
4.2. Integrating the feedback-enabled simulation into IS 
education 
While the findings of the experiments showed a significant improvement in students’ 
model-based validation capabilities when using feedback-enabled simulation, we still 
observed certain difficulties. We generalized the major problems from students 
motivations to the wrong answers during the test which resulted in the following error 
patterns: (1) Omitted simulation cycle; (2) Partial testing with the use of prototype 
characterized by incomplete testing scenarios. In their motivations for the answer when 
a simulation cycle was omitted, students referred to a modeling construct that according 
to them was already obvious with manual inspection and sufficient to provide an answer 
without testing (e.g. “relationship between the objects is optional”), failing to consider 
another constraint that involved in the scenario (e.g. a cardinality constraint that 
resulted in a mandatory relationship was not considered). The following frequent 
patterns were found in the motivations where a partial test was performed: 
Pattern 1: Confirmative rather than explorative  
Sample requirement : “Each request can be processed by exactly one reviewer”.  
Testing approach  : The testing scenario is limited to the confirmative scenario. While 
the requirement is tested for the positive case “can be viewed by a reviewer”, testing 
the constraint “by not more than one” was omitted. 
 
Pattern 2: Insufficient examination of path dependencies to identify related instances 
through transitive paths of dependencies  
Sample requirement  : “Ordering is not required for selling Retail Products to Walk-
in Customers”.  
Testing approach  :  The testing scenario is limited to the first level of dependency, 
e.g. the student’s motivation refers to the need of creating an invoice line which only 
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requires an instance of invoice, thus rejecting the dependency to order (see in Figure 
75). Testing the next level dependency between invoice and order was omitted (i.e. 
the creation of invoice was not executed to discover the dependency).  
 
 
Figure 73: Transitive path of dependencies. 
 
Pattern 3: Insufficient examination of path dependencies to identify related instances 
through parallel paths of dependencies  
Sample requirement  : “If a business customer A (wholesale customer) orders some 
products, then it is possible that business customer B (wholesale customer) pays the 
invoice for these products. 
Testing approach  : Testing scenario is limited to one of the parallel paths, e.g. when 
a direct relationship between invoice and a customer was examined, the examination 
of a hidden relationship through the order object linked both to invoice and customer 
objects was omitted (see in Figure 75). 
 
 
Figure 74: Parallel paths of dependencies. 
 
Two conclusions were obtained from the experiments: 1. the results demonstrate that 
the testing by means of a working prototype improves model understanding compared 
to a paper exercise. 2. Validation cycles supported with test scenarios provided by the 
teacher (requirements reformulated as questions in the experimental cases) resulted in 
better model understanding indicators than unassisted testing cycles.  
 
Figure 75: Sample erroneous model. 
The observations of testing patterns of students thus suggest that combining the 
method of feedback-enabled simulation with the teaching of high level testing 
knowledge and skills will result in even better learning outcomes. Furthermore, while 
testing is refined into a more exact discipline using well-established standards, processes 
and document artefacts to integrate software and requirements, as opposed to the 
knowledge of requirements analysis which is inexact by nature, teaching requirements 
engineering using a test-based approach may contribute to improved requirements 
A B
A
B
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engineering skills. This requires teaching knowledge of how to write/reformulate 
requirements as tests with the use of testing artifacts such as Test Case (purpose, 
assumptions, pre-conditions, steps, expected outcome, actual outcome, post-
conditions) and Test Scenario (process flows, i.e. sequence of executing test cases). 
Next, the concept of coverage testing can be used to ensure the completeness of a test 
set (each requirement should be exercised at least once).  A systematic approach to test 
plan development would stipulate defining a complete test scenario. Furthermore, 
teaching regression testing knowledge can benefit to improved skills for integrating 
changes in requirements/models (identifying the test scenarios to be repeated because 
of a change).  
4.3. FEEDFORWARD: process oriented feedback 
perspectives based on learning process analytics 
The results of the experiments both from the first and second part of this research 
suggest that students’ self-regulative activities (such as testing and validation of models 
by means of simulation) are positively associated with learning process outcomes. While 
in the first part of the research the use of validation in terms of the use of simulation 
was found to positively affect novices’ learning outcomes, the results of the second part 
of the research reveal behavioral patterns that associate the way the validation is 
performed during a learning process (i.e. when/why/how simulation-based testing is 
performed) with learning outcomes. In addition, process characteristics of novices’ 
modeling processes in general were analyzed. 
Based on the results of the experimental studies, deriving implications for process-
oriented guidance mechanisms is rather a straightforward task. In the next sections a 
sample process-oriented teacher guidance as well as machine feedback mechanisms are 
presented (cfr. RA2, RQ2). 
4.3.1. Sample process-based teacher feedback mechanisms based 
upon process mining analyses  
The results of the second part of the research show that learning process analytics based 
instruments can help teachers in rethinking their instructional strategies. The findings 
suggest that a teaching process can benefit from being adapted based on identification 
of (in)effective or (un)successful processes during teaching/learning processes. These 
processes can be examined both at individual level as well as in the context of frequent 
occurrences among learners, i.e. patterns. In this section we demonstrate the 
perspectives of how such patterns can benefit to general process-oriented instructions 
in the context of multi-view conceptual modeling courses.  
From a teaching perspective the findings suggest that students can be advised to first 
concentrate on identifying the relevant business concepts to be captured in a business 
model (such as business objects, business events) into flat lists, without relating them as 
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is done through class diagramming (e.g. associations) and state charts (e.g. transitions) 
(cfr. pattern 5, 6). In addition, students can be advised to derive concepts in the 
sequence of “objects and corresponding events” (cfr. pattern 6). In that way students 
can concentrate on understanding the requirements first and avoid completing their 
lack of requirements understanding with assumptions resulting in irrelevant concepts in 
their models (cfr. pattern 6). Furthermore, teachers should consider stimulating 
engagement. The findings suggest that if longer periods are considered, the use of 
deadlines seems to have a positive effect in terms of stimulating students’ engagement 
in modeling activities (cfr. pattern 1, 2, 4). The findings also suggest that exercises on 
simulation-based testing can be another effective technique for stimulating 
engagement (cfr. pattern 1, 2, 4). Based on our findings, earlier and more frequent 
exercising with testing behavioral aspects is recommended, since these activities seem 
to suggest a broader validation coverage for model solutions that can result in better 
understanding of interplay aspects of different views in a model and thus better 
consistency and semantic quality of model solutions. (cfr. pattern 1, 2, 3, 4). Exercises 
that exploit the interplay issues between structural and behavioral views of a model 
seem to suggest the best outcomes. The findings also suggest that such approach will 
allow students to exercise an iterative way of modeling. 
While the examples above are based on specific case of conceptual modeling, the case 
demonstrates that in general process mining can be used to suggest process-based 
teacher feedback needs based upon patterns discovered through process mining 
analyses of learning processes (cfr.RA2, RQ2).  
4.3.2. Process-based machine feedback mechanisms based upon 
learning process analytics  
The findings within this work suggest that automation of process-oriented feedback 
based on learning process analytics seems promising. By combining historical patterns 
with ongoing capturing of learning events it would be possible to detect (in)efficient 
learning processes in an automated way. Based on such assessment it is possible to 
provide immediate feedback to:  
1. a teacher helping him to better understand ongoing learning processes and 
potential feedback needs of students, 
2. a learner helping him to become aware of own learning behavior and correction 
needs. 
Based on the analysis of the patterns obtained within this work the possibility of 
automating such process-oriented feedback in the domain of conceptual modeling 
seems feasible, at least to some extent. The insights from our learning patterns, together 
with new event data from multiple students, will allow tracking progress of the student 
learning processes  and proposing automated mechanisms to position students with 
respect to their peers. This can be achieved both at a high-level with quantitative 
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progress variables, such as tracking the time spent on modeling activities in general and 
their frequency (e.g. measuring modeling effort), the number of sessions (e.g. allowing 
to measure engagement aspects), as well as at a more detailed level analysis based on 
e.g. the use of modeling constructs. In contrast to pure benchmarking, a process mining 
approach to analyzing learner behavior data can provide opportunities for more 
advanced process-oriented guidance by allowing early flagging of potentially “wrong” 
behavior. An example of such process-oriented feedback could be tracking the specific 
sequences of events, distribution of modeling effort between sessions, e.g. an increasing 
number of modeling effort (create events) in late compared to early sessions could 
indicate difficulties in finding a right solution. Likewise, a feedback can be provided 
based on the sequence in which students perform simulation, e.g. concentration in the 
beginning of a session suggests that a general test is performed while the sequence of 
activities in which simulation is positioned in between modeling activities suggests that 
a targeted test of a recent change is performed. Similarly, the coverage of testing can be 
traced (e.g. simulation activities positioned within activities for either structural or 
behavioral views can be suggestive for limited coverage vs. the use of simulation in 
between the activities targeting different views). Concentration of creation of secondary 
properties during early sessions can be for instance an indicator of poor modeling 
approaches. Frequency of switches between views can be an indicator of 
sequential/iterative modeling approaches, etc.  
While this type of machine feedback will not be mature to fully replace a teacher, such 
process-oriented feedback can significantly alleviate teacher effort leaving him more 
time for in-depth discussions with students. In some cases, detecting inefficient 
behavior based on the findings (e.g. increased effort that might be indicative for 
difficulties) assumes involving observations of later phases of learning. While this type 
of feedback can be achieved later in a learning process it can still be useful in terms of 
allowing engaging regulatory mechanisms of learning before an outcome is presented 
for assessment thus providing an additional opportunity for “modifying” a learning 
outcome. The patterns can be also used to enhance the cognitive feedback within 
simulation presented in the first part of the research with behavioral aspects thus 
allowing to feedforward a learner by complementing a simulation feedback (“What is 
wrong in a model?”) with behavioral suggestions (“How to further test a model for 
better outcomes ?”). Of course, more experiments and analyses would be required to 
advance this research towards achieving feedback automation mechanisms however 
the findings of this research can serve as a starting platform for future research in this 
direction.  
While we established insights into the feasibility of process-oriented guidance using 
amongst others process mining approach (cfr.RA2, RQ2), for better insights we would 
need to examine more activities which are not captured in our dataset, e.g. reasoning, 
perceiving, understanding, solving, reflecting, checking, etc.  
222 
 
4.4. Contributions 
The results of the research contribute to several domains. In the first place, the research 
is situated in the domain of conceptual modeling. From a theoretical perspective the 
results of the first part of the research contribute to improving knowledge on the 
cognitive aspects of conceptual modeling providing empirical support for the use of 
simulation in learning/teaching processes for conceptual modeling with respect to 
supporting model understandability and thus also model validity. Furthermore, the 
results contribute to the research on model-driven development with respect to its 
applicability to research on simulation and feedback automation.  
A contribution is also made in the domain of requirement engineering with respect to 
the testability of requirements and the lack of procedures and tooling for 
validation/verification.  
The research is also to be situated in the domain of simulation with respect to (1) 
empirical support for the use of augmented feedback in simulation, and (2) with respect 
to addressing the difficulties in interpretation of simulation results.  
Since our approach relies on process related data captured during a learning process, 
this study is also to be situated in the context of learning analytics. From a theoretical 
perspective the results contribute to improving knowledge on the behavioral aspects of 
learning object-oriented conceptual modeling. On the methodological side the research 
contributes to the state-of-the-art by extending previous research that rely on statistical 
and data mining techniques with process mining techniques by emphasizing the 
sequential and procedural aspects of (cognitive)learning as well as allowing to capture a 
change of behavior over time, thus establishing a basis for learning process analytics. 
The results can be used to provide guidelines to improve teaching practices contributing 
to the domain of instructional theories with respect to process analytics based 
guidance. The work also outlines a novel approach for observing and analyzing cognitive 
learning processes for complex problem solving behavior through the application of 
process mining techniques thus contributing to learning theories. The research provides 
first insights on learning analytics based feedback contributing this way to the theories 
of feedback with respect to behavioral guidance, i.e. feedforwarding. The results can 
be used to provide process-oriented recommendations with a focus on tool support for 
automated feedback which is in the domain of artificial intelligence in education and 
innovative learning practices. 
4.5. Limitations 
The specific context of the research limited to one specific methodology and 
environment, one specific modeling technique (conceptual modeling) and particular 
diagrams, as well as the demographics of empirical experimental studies limited to 
novices within one specific university is a common limitation that applies to both parts 
of the thesis.  
With respect to the first part of the research two limitations can be highlighted. One 
limitation is related to the setup of the experiments that does not allow identifying the 
extent of the impact of the simulation tool separately from the effects of the automated 
223 
 
feedback included in the simulation instrument. Another issue that applies to simulation 
in the context of this research is the limitation in terms of addressing the 
“completeness” dimension of a model’s semantic quality. Since the completeness of a 
model can be demonstrated through testing scenarios, and the simulation only serves 
as instrument to execute the scenarios, transforming requirements into test scenarios 
is yet an additional skill that is required to benefit from the instrument. 
Among the potential limitations of the second part of the research are the missing 
perspectives on:  
- individual learning processes since only group level information could be derived 
from the logs of the project file;  
- learning activities outside the learning environment, which would be however 
very challenging to obtain. 
4.6. Work-in-progress  
Currently four projects are in progress by the author to expand the research on learning 
process oriented feedback perspectives:  
1. ProtoGen – by generalizing the code generation into a generic context of 
feedback-enabled prototype generation that is also enhanced with: 
- web application generation (almost complete), 
- design and generation of information systems services within prototypes 
(in progress),  
- generation of rich soft/web based user interfaces (in progress), 
- support for test automation by means of generation of a test package 
within prototypes,  
- regressive feedback mechanisms allowing to react on feedback by also 
visualizing change effects in a model (in progress). 
2. Text-to-Model – by providing automated assistance for better traceability with 
requirements during the process of model construction using text mining 
approach and automated feedback (in progress). 
3. Text-to-Test – by providing automated assistance for test scenario creation 
based on text mining and automated feedback, (in progress with two 
international partners). 
4. PROFEELEARN (Process-oriented assessment and feedback mechanisms based 
on learning process data analytics) – by designing and developing learning 
process analytics enabled feedback models to extend my research into a generic 
learning context for (personalized) feedback automation mechanisms such as 
different learners, different learning goals both for solo and collaborative 
learning (ref. FWO mobility grant V4.533.15N, grant by KU Leuven Research 
Council, two manuscripts in preparation) in the context of a postdoctoral 
research proposal (ref. FWO proposal 12S7317N). 
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Collaboration proposals (especially technical/analytical) are more than welcome. 
4.7. Future work directions 
The simulation and simulation feedback automation method proposed in this research 
can be extended to support a broader context of models, diagrams (cfr. ProtoGen, 
section 4.6). Since the validation activities of novices were found to be key to 
distinguishing worse/better learning approaches, automated assistance can be 
investigated to provide tool support for (coverage) test scenario generation (cfr. Text-
to-test, section 4.6) that will allow checking the “completeness” of a model with respect 
to the requirements. Investigating mechanisms for automated assistance during a 
model construction process, e.g. traceability with requirements (cfr. Text-to-model, 
section 4.6) will provide better support during the domain knowledge construction 
process.  
While findings showed that certain behavioral patterns can indeed be associated with 
better/worse outcomes in terms of reaching a satisfactory model quality, further 
examinations are needed to evolve towards more exhaustive and generic patterns. 
Analysis of the testing logs from the simulation environment will provide more insights 
on (in)efficient testing processes which can be used to expand the simulation feedback 
(“What/why is not correct?”) with feedforwarding possibilities during a modeling 
process (e.g. “When/what/how to test?”). Since learning processes are not limited to 
the scope of learning environments, correlating online with offline data (e.g. reasoning, 
perceiving, understanding, solving, reflecting, checking, …) can be another area of future 
research (cfr. PROFEELEARN, section 4.6). Exploring perspectives of feedback 
personalization by means of studies at individual rather than group level, as well as 
investigating collaboration patterns during learning processes, can be another 
perspective for further research (cfr. PROFEELEARN, section 4.6). Replication studies 
involving experts and practitioners from industry could be an interesting expansion. 
While the process mining and analysis part of this research was mainly done manually, 
algorithms for automatic process pattern discovery would also be an interesting 
expansion of this research (cfr. PROFEELEARN, section 4.6).  
Mechanisms for translating learning process analytics results into human-interpretable 
format is yet another challenge and can thus be another important area for expansion 
of this research (cfr. PROFEELEARN, section 4.6). 
Ultimately, the results of this research can be inspirational outside the domain of 
conceptual modeling. 
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