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a b s t r a c t
In this paper we define a type of matrix Padé approximant inspired by the identification
stage of multivariate time series models considering scalar component models. Of course,
the formalization of certain properties in thematrix Padé approximation framework can be
applied to time seriesmodels and in other fields. Specifically, wewant to studymatrix Padé
approximants as follows: to find rational representations (or rational approximations) of
a matrix formal power series, with both matrix polynomials, numerator and denominator,
satisfying three conditions: (a) minimum row degrees for the numerator and denominator,
(b) an invertible denominator at the origin, and (c) canonical representation (without
free parameters).
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The goal of this paper is to define and study a type of matrix Padé approximant (MPA), inspired by the original way
in which Tiao and Tsay [1] resolved the identification of time series VARMA models, through what they define as scalar
component models (SCM). Aware of the relationship between these models and the rational approximation of functions,
we propose a specific objective within this last context: to find rational approximations with matrix polynomials of a matrix
power series, under certain conditions of minimality on the degrees of the rows of these polynomials, with the constant term in
the denominator being invertible and the proposed representation having no free parameters (i.e. being canonical).
This goal involving VARMA models is equivalent to that of finding the identifiable and parsimonious representation(s)
of the model. This need arises for two fundamental reasons: because the statistical procedures for estimating models lose
properties when the number of parameters to be estimated increases, and because it is not possible to estimate a model
with free parameters. Moreover, achieving this objective leads to improved model predictions.
Some of the inspiration for this paper was drawn from certain statements and open questions in [2,3], which are an
extension and, in a way, an improvement on [1,4]; [1] may be regarded as the development of an ingenious idea for
identifying and estimating VARMA models. By translating part of [1] into the language of rational matrix functions, thus
liberating it from all statistical content, we have obtained results that are of intrinsic value to thematrix Padé approximation.
The models mentioned could, of course, inspire definitions of other types in the Padé field, different from our own.
Although the MPAwas created to approximate functions, in which context numerical stability is fundamental, in [5] and
in the present paper, we do not use it for that exact purpose. We use algebraic relationships deduced from the definition of
the approximant as an aid to identify an original type of minimum degrees and to propose an associated canonical form. In
this paper our goal does not include the posterior stage for computing the Padé approximant.
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There are several possible ways for determining all solutions of the homogeneous interpolation problem of taking a left
matrix fraction description approximating a given formal power series. A framework was developed for computing not
only Padé and Padé-type approximants in scalar, vector and matrix form but also their generalizations to Padé–Hermite,
simultaneous Padé, rational matrix and vector interpolation and so on (see, for instance, [6–12]).
In fact, the possibilities for research on matrix Padé approximation are numerous. In our opinion, [13] is a work of
ingenious generalization that provides an original basis for starting to define the problemofmatrix Padé approximation in all
of its scope. Of course, in the most general case studied therein, it is much more difficult to obtain ‘‘good’’ characterizations,
properties, existence conditions, etc. Then Xu and Bultheel in [13] define MPA of two particular types.
Certain specific aspects of the matrix case, such as the non-commutativity of the matrix product, the normalization
possibilities and the possibilities for defining the concept ofminimality of the polynomial degrees, allow for clear differences
to be established between the scalar and matrix cases, as reflected in their definition. Thus, a vast number of definitions for
the MPA can arise depending on the criteria adopted. In applications it may be necessary, from among the possible rational
representations of the starting series, to minimize the number of parameters to be identified; or that the determinant of the
denominator be a minimum degree polynomial; or that the overall degrees of the matrix polynomials be minimal in some
sense, and that there be no redundant or free parameters. For this latter case the so-called canonical, unique, or identifiable
representations, depending on the reference, have been proposed. There is a feedback loop that connects various ways to
address this topic. Some proposals start from the field of matrix Padé approximation, others from linear systems theory and
the problem of partial minimal realization, others from the identification of models for multivariate time series (see, among
others, [14] for linear systems theory and time series, [15] for matrix Padé approximation and linear systems theory, [16]
for matrix Padé approximation and time series).
In [14,15], among others, we can find approaches that are closely related to those used herein (specifically, the well-
known linear dependence of Hankel block rows) and which arise in the context of the partial minimal realization in linear
systems theory. Since our source of inspiration and the goals that we aim to achieve are different, the work we present
herein is original in terms of the response given to specific questions that, to the best of our knowledge, have been neither
posed nor answered in the Padé literature to date.
This paper is divided into sections as follows. Section 2 outlines the preliminary basic concepts, with Sections 3–5
comprising the bulk of the paper. Section 3 includes the definitions required to study what we consider as a MPA with
minimal row degrees. Section 4 addresses the question of what sets of row degrees are minimal for the approximants of
interest. In Section 5 we propose a method for the construction of a canonical form for the MPA with minimal row degrees.
Finally, we present the conclusions, some open questions and the basic references.
2. Preliminary basic considerations
In order to define a particular type of MPA in the next section, we now proceed to summarize the starting framework
necessary to carry out our objectives. We will rely on the matrix Padé approximation notation that is most commonly used
in the literature.
Definition 2.1 (Left and Right MPA). Starting with F(z) = ∞i=0 ciz i, ci ∈ Ckxm, z ∈ C, assuming that there exist P(z)
and Q (z), of degrees p and q respectively, and of suitable dimensions such that P(z)F(z) − Q (z) = O(zp+q+1), then
(P(z),Q (z)) is said to be a left MPA of degrees (p, q), whichwe shall denote as L[q/p]F . If P(z) is invertible, then equivalently if
F(z)− P−1(z)Q (z) = O(zp+q+1), it is said that P−1(z)Q (z) is a left Padé MPA of degrees (p, q).
Analogously, given P(z) and Q (z) of degrees p and q, respectively, and of suitable dimensions such that
F(z)P(z)− Q (z) = O(zp+q+1), then (P(z),Q (z)) is a right MPA of degrees (p, q), which we shall denote as R[q/p]F . If P(z) is
invertible, then equivalently if F(z)− Q (z)P−1(z) = O(zp+q+1), it is said that Q (z)P−1(z) is a right MPA of degrees (p, q).
We shall also use {L[q/p]F } to denote the set of all possible approximants L[q/p]F and {R[q/p]F } for the set of all possible
approximants R[q/p]F .
The polynomial P(z) = P0+ P1z+· · ·+ Ppzp is called the denominator and Q (z) = Q0+Q1z+· · ·+Qqzq the numerator
of the corresponding approximant.
As a consequence of the definition, L[q/p]F exists if and only if the homogeneous system
(Pp Pp−1 · · · P0)M(p, q, p+ q) = 0 (1)
has a solution, with M(i, j, h) =

cj−i+1 cj−i+2 · · · ch−i
cj−i+2 cj−i+3 · · · ch−i+1
.
.
.
.
.
.
.
.
.
cj cj+1 · · · ch−1
cj+1 cj+2 · · · ch
 for i, j ∈ N, i ≥ 0, j ≥ 0 and h ≥ i + j. By convention,
M(0, i, i) = 0 and cn = 0 if n < 0. In particular, L[q/p]F with P0 invertible exists if and only if (1) has a solution with P0
invertible, which is equivalent to
rankM(p− 1, q− 1, p+ q− 1) = rankM(p, q, p+ q).
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Analogously, R[q/p]F with P0 invertible exists if and only if
rankM(p− 1, q− 1, p+ q− 1) = rankM(p− 1, q− 1, p+ q).
It is trivial that any approximant of degrees (p, q), P−1(z)Q (z), with P0 ≠ I (the identity matrix), has associated other,
(P0P(z))−1(P0Q (z)), with degrees (p, q) but an independent term in the denominator I .
For the scalar case, Table C [17] provides a fundamental tool by characterizing a rational function and the degrees of
the polynomials that represent it in its unique irreducible or minimal form. In the matrix case, the concepts of rationality,
minimality and uniqueness take on a greater complexity and independence. For example, the Hankel determinants shown
in Table C lose importance because, among other features, they only make sense when the matrices are square. But not only
because of this; even if the matrices are square, Table C does not present a structure that allows for a characterization of
rationality (see [17]).
As for the uniqueness of the representation, in thematrix case theremay exist causes formultiplicity that are not present
in the scalar case, such as: (i) in some cases, a rational matrix function can be represented in irreducible form by different
pairs of polynomials with different pairs of minimal degrees (in some sense); (ii) the canceling of common factors does not
always reduce the degrees of the polynomials; (iii) within the same set of approximants with minimal degrees, there may
exist an element identical to F(z) and another that is not; etc. Therefore, in the matrix case it is necessary to distinguish
among three different uniqueness types. It is along these lines that we present the following definitions, focused only on
the left approximant, though analogous definitions could be presented for the right one.
Definition 2.2 (Uniqueness Types [16]).
(a) The approximant L[q/p]F is unique if and only if {L[q/p]F } has a single element.
(b) The representation of L[q/p]F is unique if and only if system (1) has a single solution with P0 = I .
(c) The left representation of F(z) for (p, q) is unique if and only if there exists a single pair of polynomials P(z) and Q (z) of
degrees p and q respectively for which F(z) ≡ P−1(z)Q (z) and P0 = I hold.
In reality, the differences between these definitions are ‘‘subtle’’, though the only similarity between them is that the
uniqueness of the representation of L[q/p]F implies the uniqueness of the approximant L[q/p]F which, if L[q/p]F ≡ F(z),
would also imply the uniqueness of the left representation of F(z) for degrees (p, q).
Xu and Bultheel [13] shows that:
∃L[q/p]F : L[q/p]F is unique ⇔ ∃R[q/p]F . In this case L[q/p]F ≡ R[q/p]F ≡ [q/p]F .
As for the minimality aspect, various types have been defined in the literature involving the degrees of the polynomials
that appear in a rational function. Though these definitions arise in different settings, they are related. First, taking as
our starting point the need to have a type of global minimality for the degrees of the two matrix polynomials in the
representation of a rational matrix function, the concept of minimal overall degrees is defined in the following form:
Definition 2.3 (Minimal Overall Degrees [16]). The degrees p and q of the matrix polynomials P(z) and Q (z), where
F(z) = P−1(z)Q (z) and P0 = I , are considered to beminimal overall (to the left) if and only if for any two other polynomials
D(z) and N(z) of degrees d and n respectively, which satisfy D(0) = I and F(z) = D−1(z)N(z), it holds that n < q implies
d > p and d < p implies n > q.
That is, the rational function that results from the polynomials P(z) and Q (z) cannot be represented by another pair
of polynomials whose degrees are, respectively, less than those of P(z) and Q (z). If the degree of the numerator can be
reduced, then that of the denominator will increase, and vice versa. Moreover, a pair of overall degrees is minimal for a
rational function if there exists at least one pair of matrix polynomials with the said minimal overall degrees that represent
it. The minimal overall degrees (to the right) may be similarly defined.
We note that in the scalar case, there exist neither the diverse possibilities for pairs of minimal degrees nor the various
ways to define other types of minimality, in particular in terms of overall degrees. In the matrix case, the definition given
for minimal overall degrees is unaffected if P0 = I or P0 is invertible in general. In contrast, the minimal row degrees of the
rational representation by rows that will be defined in the next section do depend on the choice of P0.
Example 2.1. In the function F(z) =

1 0
0 1
0 0

+

1 0
1 0
1 0

z +

1 0
0 0
1 0

z2, (0, 2) is one of the possible pairs of minimal overall
degrees (see [16]). If we consider in this representation of F(z) that the denominator P(z) = I , the numerator Q (z) = F(z)
and we look at the individual rows of the numerator, the first and third are of degree 2 while the second is of degree 1.
Moreover, with P(0) = I , it is not possible to reduce the degrees of the rows of Q (z). However, if we relax the denominator
normalization criterion and require only that the denominator be invertible, we find several approximants of overall degrees
(0, 2), whose polynomials have some degrees in their respective rows that are smaller. In particular,
F(z) =
−1 0 1
0 1 0
1 0 0
−1 −1 0
0 1
1 0

+
0 0
1 0
1 0

z +
0 0
0 0
1 0

z2

where we see that the first row of the numerator is of degree 0, the second of degree 1 and the third of degree 2.
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Having highlighted the difficulties involved in finding the proper uniqueness and minimality of a MPA, we next present
the core of our work. In what follows we will only deal with the left MPA, though similar results could be obtained for
the right MPA. Additionally, we will consider the case in which P0 is invertible, where P0 = I would appear as a possible
particular case.
3. A particular type of MPA inspired by SCM
Definition 3.1 (Row Representation). A(z), a matrix function of dimension k× m, has at least one row representation (a, b)
if there exist P(z) = P0 + P1z + · · · + Ppzp and Q (z) = Q0 + Q1z + · · · + Qqzq, matrix polynomials of dimensions k× k and
k × m, respectively, P0 being invertible, with A(z) = P−1(z)Q (z), and there exists i ∈ {1, 2, . . . , k} such that the degree of
the ith row of P(z) is a and the degree of the ith row of Q (z) is b.
Moreover, we say that:
• (a, b) is a pair of row degrees,
• the set C with the k pairs of row degrees associated with (P(z),Q (z)) is a set of row degrees for A(z) and
• we use µC (a, b) to denote the number of times that (a, b) is repeated in C .
In general, a row representation is not associated with a specific row. If we denote P∗(z) as the polynomial that results
from exchanging the ith and jth rows in P(z),Q ∗(z) as that resulting from exchanging the ith and jth rows in Q (z), and E as
the elementary matrix that results from exchanging the ith and jth rows in the identity matrix, we have that
P∗
−1
(z)Q ∗(z) = (EP(z))−1(EQ (z)) = P−1(z)E−1EQ (z) = P−1(z)Q (z) = A(z).
Example 3.1. If A(z) = P−1(z)Q (z), where
P(z) =

1 1
1 0

+

0 0
0 1

z and Q (z) =

0
1

+

1
0

z +

0
1

z2,
we say that A(z) has a row representation (0, 1) —because the first row of P(z) has degree 0 and the first row of Q (z) has
degree 1— and a row representation (1, 2) —because the second row of P(z) has degree 1 and the second row of Q (z) has
degree 2. Therefore {(0, 1), (1, 2)} is a set of row degrees. Nevertheless, since A(z) can also be represented in the form
A(z) = D−1(z)N(z), where D(z) =

1 1
1 0

+

0 0
−1 0

zand N(z) =

0
1

+

1
0

z, we see that it has the row representation
(0, 1) from before and a different row representation that is of degree (1, 0). Therefore {(0, 1), (1, 0)} is another set of row
degrees.
Consequently, we say that the vector (v0, v1, . . . , va; u0, u1, . . . , ub), of dimension k(a+ 1)+m(b+ 1), is one (possible)
row representation (a, b) for A(z) if the said vector is specifically one row, assume the ith, of (P0, P1, . . . , Pa;Q0,Q1, . . . ,Qb)
and the ith row of Pa+1, . . . , Pp,Qb+1, . . . , and Qq is zero.
Definition 3.2 (Base Vectors and Linearly Independent Row Representations). The k-vector v0 is called the base vector of
(v0, v1, . . . , va; u0, u1, . . . , ub), a row representation (a, b). Moreover, two row representations are said to be linearly
independent (l.i.) if their two associated base vectors are l.i.
Example 3.2. For the function in Example 3.1, one possible row representation (0, 1) is (1 1; 0, 1), that is, v0 = (1 1) is
the base vector, u0 = 0, u1 = 1. Another possible row representation (1, 2) is (1 0, 0 1; 1, 0, 1), that is, v0 = (1 0),
v1 = (0 1), u0 = 1, u1 = 0, u2 = 1. Another possible row representation (1, 0) is (1 0, −1 0; 1), that is, v0 = (1 0),
v1 = (−1 0), u0 = 1. Note that the row representations (0, 1) and (1, 0) are l.i. but the row representations (1, 2)
and (1, 0) are not l.i.
Therefore, k l.i. row representations (vi0, v
i
1, . . . , v
i
pi; ui0, ui1, . . . , uiqi) for i = 1, 2, . . . , k result in polynomials P(z) and
Q (z) with P0 invertible and A(z) = P−1(z)Q (z). We can assume, without loss of generality, P(z) = P0 + P1z + · · · + Ppzp
such that the ith row of Pj (for j = 0, 1, 2, . . . , pi) is vij and zero if j > pi; and Q (z) = Q0 + Q1z + · · · + Qqzq such that the
ith row of Qj (for j = 0, 1, 2, . . . , qi) is uij and zero if j > qi.
Example 3.3. Let A(z) be a 2× 3 matrix function that has a row representation (1, 2) and a row representation (0, 1), both
l.i. Then one possible pair of overall degrees for A(z) is (1, 2) and A(z) has a rational representation P−1(z)Q (z), where
P(z) =

x x
x x

+

x x
0 0

z and Q (z) =

x x x
x x x

+

x x x
x x x

z +

x x x
0 0 0

z2
where x represents coefficients to be determined.
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In keeping with the goal of this paper, we are interested in finding sets of minimal row degrees, as defined below:
Definition 3.3 (Set of Minimal Row Degrees). The set C = {(p1, q1), (p2, q2), . . . , (pk, qk)} is a set of minimal row degrees for
A(z) if and only if:
(a) C is a set of row degrees,
(b) there exist k l.i. row representations for A(z)with degrees (p1, q1), (p2, q2), . . . and (pk, qk), and
(c) there is no other set {(a1, b1), (a2, b2), . . . , (ak, bk)} of k pairs of degrees corresponding to k l.i. row representations for
A(z) such that
k
i=0(pi + qi) >
k
i=0(ai + bi).
Moreover, we say that
k
i=0(pi + qi) is the degree of set C (denoted deg C) and that a pair of row degrees is minimal if it
belongs to a set of minimal row degrees.
If the set of row degrees {(p1, q1), (p2, q2), . . . , (pk, qk)} is minimal, any other set resulting from changing the order of
pairs involved remains the same.When studying possible sets of minimal row degrees, two sets of row degrees are assumed
to be different if at least one of their pairs differ.
Definition 3.4 (Canonical MPA with Minimal Row Degrees). Given the matrix power series F(z), (P(z)Q (z)) is said to be a
canonical MPA (p, q) with minimal row degrees {(p1, q1), . . . , (pk, qk)} if and only if:
(a) P(z)F(z)− Q (z) = O(zp+q+1), where max{pi} ≤ p and max{qi} ≤ q,
(b) P0 is invertible,
(c) each pair of degrees (pi, qi), i = 1, 2, . . . , k, is associated with a different row of (P(z),Q (z)),
(d) {(p1, q1), . . . , (pk, qk)} is a set of minimal row degrees for A(z) = P−1(z)Q (z) and
(e) the rational representation (P(z),Q (z)) of A(z) is canonical, that is, no free coefficients remain in P(z) or in Q (z).
In terms of item (e), as we know, the approximant L[q/p]F exists if and only if rank M(p − 1, q − 1, p + q − 1) =
rankM(p, q, p + q), and is unique if R[q/p]F exists, or, equivalently, if rank M(p − 1, q − 1, p + q − 1) =
rankM(p− 1, q− 1, p+ q). However, even if it is unique, the system for finding the coefficients of the denominator (that
is, (Pp, . . . , P0)M(p, q, p + q) = 0, in which the jth row of Pi is zero if i > pj, for j = 1, 2, . . . , k) may not have a unique
solution with P0 invertible andminimal row degrees {(p1, q1), . . . , (pk, qk)}. In Section 5 of this paper we give our proposed
canonical representation, which first requires the analysis that we present in Section 4.
Depending on the normalization (or canonical representation) specified, if the approximant R[q/p]F does not exist, we
can expect to have different approximants L[q/p]F .
Some aspects that differentiate the approximant in Definition 3.4, with other very similar approximants studied in the
literature, are:
(i) In [16], the concept of minimal row degrees is briefly introduced for specific approximants, letting P0 = I . In this paper,
we assume P0 to be freely invertible versus P0 = I –or fixed by way of another specific normalization– since, as we
have shown in Example 2.1, this leaves open the possibility of obtaining smaller values for the minimal row degrees.
Nevertheless, in general, smaller minimal row degrees do not necessarily imply fewer parameters to be estimated, since
this also depends on the canonical form chosen, on the specific example, etc. In order to achieve our objective, the
invertible constant term in the denominator must be constructed at the end of the process, without a predefined form.
(ii) The two types ofMPAdefined in [13] include for eachwhat are called solvability equalities, which are equalities that relate
the individual degrees and orders that appear in the definitions such that the number of (scalar) unknown coefficients
is equal to the number of (scalar) equations. In the definition of this work, however, there is no explicit solvability
equality. Though this is perfectly justified in the scalar and vector cases, for the matrix case we believe that this idea
need not always be at the forefront, for twomain reasons: (i) because the concepts of minimum degrees and irreducible
polynomials lose the properties of uniqueness that they possess in those cases; and (ii) because regarding the constant
term in the denominator as invertible does not always lead to a single irreducible representation. Moreover, even if
minimum degrees are in some sense present, an approximation order that aims to have the same number of equations
as there are unknowns (solvability equalities) does not guarantee the unique solution desired. What truly guarantees
uniqueness is to have a specific canonical form. We believe that if, as is done in this paper, we start from a global
approximation order, aim to minimize the degrees of the polynomial rows and use a canonical form (associated with
the type of minimality considered, thus ensuring no redundant parameters), then the condition that the number of
parameters in the equations to be solved be equal to the number of unknowns is no longer required to attain a unique
solution.
We opted for Definition 3.4 because we believe that this is the Padé problem that corresponds to the SCM problem,
constituting a new approach to the matrix Padé approximation.
With the following examplewe highlight that the originality of the approximants defined in this paper lies in the concept
of minimality.
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Example 3.4. Given the function F(z), whose first coefficients are
c0 =

1 0
0 1

, c1 =

0 0
1 1

, c2 =

1 1
2 2

,
it is easy to check that {(0, 1), (1, 0)} is the set of minimal row degrees for the approximant L[1/1]F , i.e.,
P(z) =

x x
x x

+

0 0
x x

z and Q (z) =

x x
x x

+

x x
0 0

z
where x represents coefficients to be determined. The possible P(0) associated with this set of minimal row degrees are−2v v
u −u

, v ≠ 0, u ≠ 0. We could compare with the types of MPA more related to the approximant in this paper
(see [13]): for type I MPA, for instance, P(0) must be the identity matrix; for type II MPA and for the MmPA Problem, for
instance, the row and column degrees of the denominator are the same. Note that in this example P(0) ≠ I and the row
degrees of P(z) are 0 and 1 and the column degrees of P(z) are 1 and 1.
On the basis of Definition 3.3, in Section 4 we will study which sets of minimal row degrees are associated with a given
approximant.
4. Sets of minimal row degrees for approximants of order p+ q+ 1
In what follows, we shall use the following notation. Let h = p+ q ≥ 1, 0 ≤ a ≤ p and 0 ≤ b ≤ q:
N(a, b, h): maximum number of l.i. row representations (a, b) of the approximant L[q/p]F .
I(a, b, h) = {f ∈ N / the (ka+ f )th row ofM(a, b, h) is linearly dependent (l.d.) on the preceding rows in the matrix and
f ∉ I(r, s, h) such that r ≤ a, s ≤ b, (r, s) ≠ (a, b)}.
n(a, b, h): cardinal of I(a, b, h).
Example 4.1. Let F(z) =∞i=0 ciz i with c1 =
1 2 3 4 52 4 6 8 103 5 1 2 3
4 8 12 16 20
1 1 1 1 1
and c2 =
 6 7 8 9 012 14 16 18 05 1 2 7 2
24 28 32 36 0
12 14 16 18 0
.
Then, k = 5,M(0, 0, 2) = (c1c2), n(0, 0, 2) = 2 with I(0, 0, 2) = {2, 4} (because the second and fourth rows are l.d. on the
previous ones in M(0, 0, 2)), M(0, 1, 2) = (c2), n(0, 1, 2) = 1 with I(0, 1, 2) = {5} (because row 5 is l.d. on the previous
ones and 5 ∉ I(0, 0, 2); also, rows 2 and 4 are l.d. on the previous ones, but {2, 4} ⊆ I(0, 0, 2)).
So as to set up Theorem 4.3, the main result of this section, we need to distinguish between sets of row degrees of two
types, which will be the only possible candidates for the sets of minimal row degrees and which we shall refer to as type 1
and type 2.
Definition 4.1 (Type 1 Set). If L[q/p]F exists, then a set C , with exactly k pairs of row degrees corresponding to the said
approximant, is said to be of type 1 if the pairs can be ordered such that C = {(p1,q1), (p2, q2), . . . , (pk, qk)} and for each
i ∈ {1, 2, . . . , k}, i ∈ I(pi, qi, p+ q). Or, equivalently, C is of type 1 ifki=1 I(pi, qi, p+ q) = {1, 2, . . . , k}.
Example 4.2. Assume F(z) =∞i=0 ciz i such that c0 = 0 00 0 , c1 = c2 = c3 = c4 =  1 1−1 −1. Considering, for example,
p = q = 2, yields n(0, 0, 4) = 1, where I(0, 0, 4) = {2}, n(0, 1, 4) = 0, n(1, 0, 4) = 0, n(1, 1, 4) = 1 with I(1, 1, 4) = {1}.
Therefore, the set of row degrees C = {(0, 0), (1, 1)} for the approximant L[2/2]F is of type 1.
Definition 4.2 (Type 2 Set). . If L[q/p]F exists, then a set C = {(p1, q1), (p2, q2), . . . , (pk, qk)}, with exactly k pairs of row
degrees corresponding to the said approximant, is said to be of type 2 if:
• n(pi, qi, p+ q) ≠ 0 ∀i ∈ {1, 2, . . . , k},
• µC (pi, qi) ≤ n(pi, qi, p+ q) and
• ki=1 I(pi, qi, p+ q) ≠ {1, 2, . . . , k}.
Example 4.3. Given the function F(z) of Example 3.4, if we consider the approximant L[1/1]F , we have that n(0, 0, 2) = 0,
n(0, 1, 2) = 1, where I(0, 1, 2) = {2}, n(1, 0, 2) = 1, where I(1, 0, 2) = {2}, and, therefore, C = {(0, 1), (1, 0)} is a type 2
set.
The main result of this paper is the following theorem.
Theorem 4.3. For an approximant L[q/p]F :
(a) If C is a set of minimal row degrees, then C is of type 1 or type 2.
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(b) If set C is of type 1, and there is not a set B (of type 1 or type 2) such that deg B < deg C, then C is a set of minimal row
degrees.
(c) If no type 1 sets exist and there is a single type 2 set, B, then B is minimal.
The results that follow in this section comprise the proof of Theorem 4.3, which is presented as useful intermediate
results for ease of learning. The structure of the formal proof is given at the end.
Lemma 4.4. If L[q/p]F exists it has at least one row representation (a, b) if and only if the homogeneous system with k(a + 1)
unknowns
(va va−1 · · · v0)M(a, b, p+ q) = 0 (2)
has a solution with v0 ≠ 0.
Proof. It follows from the definitions given for the approximant L[q/p]F and for the row representation (a, b). 
Lemma 4.5. In a homogeneous system with n unknowns and m equations,
(x1 x2 · · · xn)G = 0.
(a) If the ith row of matrix G is l.d. on the previous rows, there exists at least one solution with xi = 1, xi+1 = 0, . . . , xn = 0.
(b) If each row from the ith, (i+ 1)th, . . . , nth in G is l.i. of all its previous ones, then any solution will have
xi = xi+1 = · · · = xn = 0.
Proof. Both statements are trivial, (a) because

x1 · · · xi−1 1 0 · · · 0 g11 · · · g1m· · · · · · · · ·
gn1 · · · gnm

= 0 expresses such a
combination, where x1 · · · xi−1 represent its coefficients; and (b) by backward induction starting from the nth row. 
Lemma 4.6.
• N(0, j, h) = k− rankM(0, j, h), for j > 0.
• N(i, 0, h) = k− rankM(i, 0, h)+ rank

c−i+1 c−i+2 · · · ch−i
c−i+2 c−i+3 ch−i+1
.
.
.
.
.
.
c0 c1 · · · ch−1
 for i > 0.
• N(i, j, h) = k− rankM(i, j, h)+ rankM(i− 1, j− 1, h− 1), for i, j > 0.
• n(a, b, h) = N(a, b, h)− cardinal i≤a and j≤b
(i,j)≠(a,b)
I(i, j, h) if a ≥ 0 and b ≥ 0.
Proof. Trivial. 
As a consequence:
Lemma 4.7. The approximant L[q/p]F exists if and only if i≤p,j≤q I(i, j, p+ q) = {1, 2, . . . , k}.
Note 4.1. The (ka+ f )th row ofM(a, b, h) is associated with the f th coordinate of v0 in (2).
Note 4.2. N(a, b, h) = s, for 1 ≤ s ≤ k, if and only if for the last k rows in matrix M(a, b, h), exactly s of them are
l.d. on the immediately preceding rows and these last k rows are associated in (2) with the k-vector v0. Assume that the
rows are associated with the coordinates of v0, with indices f1, f2, . . . and fs, ordered from smallest to largest (for example
f1 = 2, f2 = 4, f3 = 7 indicates that rows ka+ 2, ka+ 4 and ka+ 7 ofM(a, b, h) are l.d. on the immediately preceding rows
in the said matrix). By Lemma 4.5(a), we can select s l.i. solutions of (2), constructing the nth solution, for n = 1, 2, . . . , s,
with the fnth coordinate of v0 equal to 1 and the following coordinates equal to zero (that is, the (fn+1)th, the (fn+2)th, . . .
and the kth coordinates of v0 are zero).
Wewill use the value n(a, b, p+q) to decidewhether (a, b) is a possible pair ofminimal row degrees. This idea is partially
encompassed in the following:
Proposition 4.8.
(a) n(0, j, h) = 0 for j ≥ 0 if and only if (0, j) is not a pair of minimal row degrees for any of the approximants of order h+ 1.
(b) If n(a, b, h) = 0, for a > 0, then (a, b) is not a pair of minimal row degrees for any of the approximants of order h+ 1.
(c) For any approximant L[q/p]F , considering h = p + q, a ≤ p and b ≤ q, the value n(a, b, h) is greater than or equal to the
difference between the total number of l.i. row representations (a, b) and the total number of l.i. row representations (i, j),
with i ≤ a, j ≤ b and (i, j) ≠ (a, b).
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Proof. We assume that L[q/p]F exists and we study the existence of k possible l.i. row representations with minimal row
degrees. The pair (a, b) is not studied until after all pairs of degrees (i, j) with i ≤ a, j ≤ b and (i, j) ≠ (a, b) have been
studied. We can decide whether the ‘‘new’’ l.i. row representations obtained are candidates or not for representations with
minimal row degrees by reasoning as follows:
We start by proving (a).
With degrees (0, 0). If L[q/p]F exists, it has a row representation (0, 0) if and only if
v0M(0, 0, p+ q) = 0 (3)
has a solution v0 ≠ 0 (this is Lemma 4.4 applied to (a, b) = (0, 0)). Moreover, by Lemma 4.6, the approximant can have as
many l.i. row representations (0, 0) as there are free parameters in (3); equivalently, k − rank M(0, 0, p + q). This value is
therefore n(0, 0, p+ q).
Put another way, if there exist n(0, 0, p + q) row representations (0, 0), then the matrix M(0, 0, p + q) has n(0, 0, p + q)
rows that are l.d. on the previous ones. I(0, 0, p+ q) is the set with the n(0, 0, p+ q) indices of these rows. In this particular
case, we can state that (0, 0) is a pair of minimal row degrees if and only if n(0, 0, p+ q) ≠ 0.
With degrees (0, 1). If L[q/p]F exists, it has a row representation (0, 1) if and only if
v0M(0, 1, p+ q) = 0 (4)
has a solution v0 ≠ 0 (this is Lemma 4.4 applied to (a, b) = (0, 1)). Moreover, by Lemma 4.6, it can have as many l.i. row
representations (0, 1) as there are free parameters in system (4), or, equivalently, k− rankM(0, 0, p+q); n(0, 1, p+q)will
be the number of row representations (0, 1) that are l.i. of the row representations (0, 0). Additionally, I(0, 1, p + q) is the
set with the n(0, 1, p+ q) indices of the rows of matrixM(0, 1, p+ q) that are l.d. on those immediately preceding each of
them and that do not coincide with any in I(0, 0, p+ q). Note that in order for the row representations (0, 1) that we obtain
from the solutions to (4) to be l.i. of those found previously of degrees (0, 0), (4) has to have ‘‘new’’ free parameters in the
area of v0; if not, n(0, 1, p+ q) = 0.
With degrees (0, j). In general, in specific cases of (0, j) with j ≥ 0, we can state that (0, j) is a pair of minimal degrees for
some approximant of order p+ q+ 1 if and only if n(0, j, p+ q) ≠ 0 because the approximant L[p+ q/0]F exists.
We continue by proving section (b).
With degrees (1, 0). If L[q/p]F exists, it has a row representation (1, 0) if and only if
(v1 v0)M(1, 0, p+ q) = 0 (5)
has a solution with v0 ≠ 0 (this is Lemma 4.4 applied to (a, b) = (1, 0)). Moreover, by Lemma 4.6, it can have as many l.i.
row representations (1, 0) as there are free parameters in system (5), or, equivalently, 2k−rankM(1, 0, p+q); n(1, 0, p+q)
will be the number of row representations (1, 0) that are l.i. of the row representations (0, 0). Additionally, I(1, 0, p+q) is the
set with the n(1, 0, p+ q) indices of the rows of matrix (c1, c2, . . . , cp+q) that are l.d. on those immediately preceding them
in matrixM(1, 0, p + q) and that do not coincide with any in I(0, 0, p + q). Note that in order for the row representations
(1, 0) that we can obtain from the solutions to system (5) to be l.i. of those found previously of degrees (0, 0), (5) has to have
‘‘new’’ free parameters in the area of v0; if not, n(1, 0, p+ q) = 0.
With degrees (i, 0). In general, in the specific cases (i, 0) with i ≥ 0, we can state that (i, 0) is a candidate for being a pair of
minimal row degrees for some approximant of order p+ q+ 1 if and only if n(i, 0, p+ q) ≠ 0.
We proceed with the proof of (c).
With degrees (a, b). Following the same reasoning, if L[q/p]F exists and a ≤ p and b ≤ q, n(a, b, p + q) will be greater
than or equal to the total number of l.i. row representations (a, b) minus the total number of l.i row representations (i, j)
with i ≤ a, j ≤ b and (i, j) ≠ (a, b). Keep in mind that (cb+1, cb+2, . . . , cp+q) are the last k rows of M(a, b, p + q), and
that I(a, b, p + q) is the set with the n(a, b, p + q) indices of the rows in (cb+1, cb+2, . . . , cp+q) that are l.d. on the rows
preceding each of them in matrix M(a, b, p + q) and that do not coincide with any of the indices in I(i, j, p + q) with
i ≤ a, j ≤ b and (i, j) ≠ (a, b); by Lemma 4.6, in order for the row representations (a, b) that we can obtain to be l.i. of those
found previously of degrees (i, j), with i ≤ a, j ≤ b and (i, j) ≠ (a, b), in
(va va−1 · · · v0)M(a, b, p+ q) = 0,
new ‘‘free’’ parameters have to appear in the area of v0, that is, n(a, b, h) ≠ 0 (and obviously I(a, b, p + q) ≠ ∅). Since we
do not consider the value n(a, b, h) until after calculating n(i, j, h) for i ≤ a, j ≤ b and (i, j) ≠ (a, b), we can rule out (a, b)
as a candidate pair of minimal row degrees if n(a, b, p+ q) ≠ 0. 
Note 4.3. We cannot state, in general, that if n(a, b, h) ≠ 0 then (a, b) is a pair of minimal row degrees for an approximant
of order h+ 1.
Example 4.4. If we consider F(z) from Example 3.4 and the approximant L[1/1]F , n(1, 1, 2) = 1 but, however, (1, 1) is not
a pair of minimal row degrees. We prove this: n(0, 0, 2) = 0 (and therefore (0, 0) is not a pair of minimal row degrees);
since (v0; u0, u1) = (2 − 1; 2 − 1,−1 − 1) is a row representation (0, 1) and (v1, v0; u0) = (1 1, 1 − 1; 1 − 1) is a row
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representation (1, 0), both of them l.i., associated with the set of row degrees C = {(0, 1), (1, 0)}, then (1, 1) cannot belong
to a set of row degrees, S, with deg S ≤ deg C = 2.
Lemma 4.9. If (a, b) ∈ C, where C is a set of minimal row degrees associated with an approximant of order h + 1, then
µC (a, b) ≤ n(a, b, h).
Proof. By reductio ad absurdum, if µC (a, b) > n(a, b, h), then either:
(a) n(a, b, h) = N(a, b, h) and we could not find a denominator with an invertible constant term with more than N(a, b, h)
row representations (a, b); or
(b) n(a, b, h) < N(a, b, h) and, if we are unable to find a polynomial of the denominator with an invertible constant term
associatedwith set C , there exists at least one pair ofminimal rowdegrees, (c, d), where c ≤ a and d ≤ b, (c, d) ≠ (a, b),
that can replace (a, b) and there would remain one set B such that deg B < deg C , and thus C would not be the
minimum. 
As noted earlier, the previous results are aimed at proving Theorem 4.3.
Proof of Theorem 4.3. Lemma 4.4 is important in that, when considering the existence of row representations (i, j), we
focus almost all of our attention on studying the linear dependence of the last k rows inmatrixM(i, j, h).With Proposition 4.8
we can choose candidate pairs of minimal row degrees, these being the pairs (a, b)/n(a, b, h) ≠ 0, and we can be sure that
if n(a, b, h) = 0 then (a, b) is not a pair of minimal row degrees. As a result of Proposition 4.8 and Lemma 4.9, we are able
to delimit sets (type 1 and type 2) and be sure that they will be the only candidate sets of minimal row degrees. The key
difference between type 1 and type 2 sets is that:
• If the set is of type 1, we can have k row representations associated with an invertible constant term in the denominator
by following the same guidelines as in Note 4.2, where we present one way of exactly constructing N(i, j, h) l.i. row
representations (i, j). In the same way, we can associate a different index gi ∈ {1, 2, . . . , k}with each of the (pi, qi) pairs
of row degrees of a type 1 set such that gi ∈ I(pi, qi, p + q), and construct a row representation (pi, qi) with its base
vector
gi gi+1 · · · k
↓ ↓ ↓
v0 = (x · · · x 1 0 · · · 0).
• If the set is of type 2, we have to ensure somehow that we can find k l.i. row representations associated with the said set.
The theorem stems from the fact that once the possible candidate sets are localized, what determines whether they are
minimal is the degree of the set and, additionally, only for type 2, if an associated invertible P0 can be found. 
Note 4.4. If a set C is of type 1 or type 2 and there exists a set B of type 2 that satisfies deg B < deg C , a doubt arises as to
whether B could be a set of minimal degrees. In this case we will say that B is a conditional minimal set. In this paper we can
answer for each example the question of whether a conditional minimal set is minimal. We do not answer it systematically.
Thus, having chosen the specific overall degrees and the minimal row degrees, we delve in the next section into what
remains of our objective. Since in general the representation of a Padé approximant associated with a free but invertible P0
will not be unique, we are interested in identifying the free coefficients and choosing their values such that the resulting
representation is canonical.
5. Canonical rational representation
5.1. Deduction of the free parameters
In the first part of this section, our aim is to deduce all of the free parameters of a row representation (a, b) of an
approximant L[q/p]F . This will be done on the basis of the information provided by all of the sets I(i, j, p + q) such that
i ≤ a and j ≤ b, though in some cases we will need additional information. This will be discussed as appropriate.
To simplify the notation of this section, we will denote n(i, j) = n(i, j, p+ q),M(i, j) = M(i, j, p+ q), I(i, j) = I(i, j, p+ q)
and T (i, j) = rankM(i, j, p+ q).
Lemma 5.1. Let a ≥ i ≥ 0, b ≥ j ≥ 0 and I(i, j) = {f1, . . . , fn(i,j)}; then:
• If a− i ≤ b− j, in M(a, b),
the rows ki+ f1, . . . , ki+ fn(i,j), . . . , ka+ f1, . . . , ka+ fn(i,j) are l.d. on the previous ones. (6)
• If a− i ≥ b− j, in M(a, b),
the rows k(a− b+ j)+ f1, . . . , k(a− b+ j)+ fn(i,j), . . . , ka+ f1, . . . , ka+ fn(i,j) are l.d. on the previous ones. (7)
Therefore, the parameters associated with them in system (2) can be considered to be free.
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Proof. The proof is by recursion starting with position (0, 0).
In position (0, 0). I(0, 0) = {f1, . . . , fn(0,0)}. Due to the way in which certain blocks in M(0, 0) are in M(a, b), for a ≥ 0 and
b ≥ 0, we can state that:
• If b ≥ a in M(a, b) the rows f1, . . . , fn(0,0), k + f1, . . . , k + fn(0,0), . . . , ka + f1, . . . , ka + fn(0,0) are l.d. on the preceding
ones.
• If a ≥ b in M(a, b) the rows k(a − b) + f1, . . . , k(a − b) + fn(0,0), . . . , ka + f1, . . . , ka + fn(0,0) are l.d. on the preceding
ones.
Indeed, a submatrix of M(0, 0) is a block row in M(a, b) starting from the corresponding block row in position
max(1, a− b+ 1).
In position (0, 1). Reasoning analogously, I(0, 1) = {f1, . . . , fn(0,1)} (the indices of each set I(i, j) are denoted with a
subscripted f – equally for every position for the sake of convenience – though, in reality, depending on the position, they
can denote different indices). For a ≥ 0 and b ≥ 1, we can state that:
• If b−1 ≥ a inM(a, b) the rows f1, . . . , fn(0,1), k+ f1, . . . , k+ fn(0,1), . . . , ka+ f1, . . . , ka+ fn(0,1) are l.d. on the preceding
ones.
• If a ≥ b− 1 inM(a, b) the rows k(a− b+ 1)+ f1, . . . , k(a− b+ 1)+ fn(0,1), . . . , ka+ f1, . . . , ka+ fn(0,1) are l.d. on the
preceding ones.
. . .
In position (0, j). I(0, j) = {f1, . . . , fn(0,j)}. Due to the way in which certain blocks ofM(0, j) are contained in matrixM(a, b),
for a ≥ 0 and b ≥ j, we can state that:
• If b− j ≥ a inM(a, b) the rows f1, . . . , fn(0,j), k+ f1, . . . , k+ fn(0,j), . . . , ka+ f1, . . . , ka+ fn(0,j) are l.d. on the preceding
ones.
• If a ≥ b− j the rows inM(a, b)with indices k(a− b+ j)+ f1, . . . , k(a− b+ j)+ fn(0,j), . . . , ka+ f1, . . . , ka+ fn(0,j) are
l.d. on the preceding ones.
We now continue by studying positions with j = 0, i > 0. Analogously:
In position (1, 0). I(1, 0) = {f1, . . . , fn(1,0)}. For a ≥ 1 and b ≥ 0, it follows that:
• If b ≥ a− 1 inM(a, b) the rows k+ f1, . . . , k+ fn(1,0), . . . , ka+ f1, . . . , ka+ fn(1,0) are l.d. on the preceding ones.• If a− 1 ≥ b inM(a, b) the rows k(a− b)+ f1, . . . , k(a− b)+ fn(1,0), . . . , ka+ f1, . . . , ka+ fn(1,0) are l.d. on the preceding
ones.
. . .
In position (i, 0). I(i, 0) = {f1, . . . , fn(i,0)}. For a ≥ i and b ≥ 0, we obtain:
• If b ≥ a− i inM(a, b) the rows ki+ f1, . . . , ki+ fn(i,0), . . . , ka+ f1, . . . , ka+ fn(i,0) are l.d. on the preceding ones.• If a− i ≥ b inM(a, b) the rows (a− b)k+ f1, . . . , (a− b)k+ fn(i,0), . . . , ak+ f1, . . . , ak+ fn(i,0) are l.d. on the preceding
ones.
In position (1, 1). I(1, 1) = {f1, . . . , fn(1,1)}. For a ≥ 1 and b ≥ 1, we can state that:
• If b ≥ a inM(a, b) the rows k+ f1, . . . , k+ fn(1,1), . . . , ka+ f1, . . . , ka+ fn(1,1) are l.d. on the preceding ones.• If a ≥ b in M(a, b) the rows k(a − b + 1) + f1, . . . , k(a − b + 1) + fn(1,1), . . . , ka + f1, . . . , ka + fn(1,1) are l.d. on the
preceding ones.
. . .
In position (i, j). I(i, j) = {f1, . . . , fn(i,j)}. In line with the above reasoning, we deduce the statement of Lemma 5.1. 
Proposition 5.2.
(a) Let a, b ≥ 0; then T (a, b) ≤ (a+1)k−mab+1w=1 w a−w+1u=0 n(u, b− w + 1)+b−wv=0 n(a− w + 1, v)where−10 = 0
and mab = min(a, b).
(b) In addition to the l.d rows that exist in M(a, b) identified in Lemma 5.1 from all of the sets I(r, s)with r ≤ a and s ≤ b, there
exist
dab = (a+ 1)k−
mab+1
w=1
w

a−w+1
u=0
n(u, b− w + 1)+
b−w
v=0
n(a− w + 1, v)

− T (a, b) (8)
new l.d. rows situated in the first ka rows of M(a, b).
Proof. The proof is by recursion based on Lemma 5.1.
• If a = 0, ∀b ≥ 0, T (0, b) = k− n(0, 0)− n(0, 1)− · · · − n(0, b) and, therefore,
d0b = k− n(0, 0)− n(0, 1)− · · · − n(0, b)− T (0, b).
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• If a = 1 and b = 0, since M(1, 0) =

c0 c1 · · · cp+q−1
c1 c2 · · · cp+q

has 2k rows and, moreover, by Lemma 5.1 there are
n(0, 0)+ n(1, 0) l.d. rows, then T (1, 0) ≤ 2k− n(0, 0)− n(1, 0).
• Successively, if a ≥ 1 and b = 0, T (a, 0) ≤ (a+ 1)k− n(0, 0)− n(1, 0)− · · · − n(a, 0).
• If a = b = 1, T (1, 1) ≤ 2k− 2n(0, 0)− n(1, 0)− n(0, 1)− n(1, 1).
And finally, ∀a, b ≥ 0, T (a, b) ≤ (a+1)k−mab+1w=1 w a−w+1u=0 n(u, b− w + 1)+b−wv=0 n(a− w + 1, v)where (a+1)k
is the number of rows inM(a, b) and the summation is used to identify the number of free parameters which, in accordance
with Lemma5.1, are deduced in position (a, b) using the information in I(i, j)/i ≤ a and j ≤ b. The contents of the summation
follow the pattern below, where the sum of the cardinals appears the number of times indicated:
If a ≥ b b+ 1 times b times 1 time
n(0, 0) n(0, 1) ... ... n(0, b)
. . .
. . .
. . .
n(a− b, 0) n(a− b, 1)
n(a− b+ 1, 0) n(a− b+ 1, 1)
. .
. .
. . n(a− 1, b)
n(a, 0) ... ... n(a, b− 1) n(a, b)
If b > a a+ 1 times a times 1 time
n(0, 0) ... n(0, b− a) n(0, b− a+ 1) ... n(0, b)
n(1, 0) ... n(1, b− a) n(1, b− a+ 1) ...
. . .
. . .
. . .
n(a, 0) ... ... n(a, b− 1) n(a, b)

Denoting the set of indices of these new l.d. rows inM(i, j) by Rij, whose cardinal is dij, we can make use of the following
properties to reduce the amount of computational work.
Property 5.1. d0j = 0 for j ≥ 0.
Property 5.2. If f ∈ Rij then k(a− i)+ f ∈ Raj for a > i > 0.
5.2. Rational canonical representation associated with a set of minimal row degrees
Assume that C = {(p1, q1), (p2, q2), . . . , (pk, qk)} is a set of minimal row degrees of L[q/p]F and let h = p+ q. Each pair
of degrees in this set has an associated index in {1, 2, . . . , k} (different for each pair if C is of type 1, but which could be equal
to the another pair if C is of type 2). Next we describe the construction of a rational canonical representation by means of
the construction of each canonical row representation for each pair of degrees separately, independently of the remaining
pairs in C .
We denote by (va va−1 · · · v0) the k(a+ 1)-vector of the row representation (a, b) of L[q/p]F . The construction for
a generic (a, b) ∈ C can be described in four steps. We set values for all of the variables which, based on I(i, j, p + q) and
n(i, j, p+ q) for i ≤ a and j ≤ b, are free in (2) as follows:
Step 1: Denote byw the index of I(a, b, p+ q) that is associated with (a, b) in order to be in C .
Step 2: Annotate all of the indices of l.d. rows deduced from each I(i, j, p+ q), ∀i ≤ a, j ≤ b, as per (6) or (7). Zero all of the
coordinates of (va va−1 · · · v0)with the said indices, except for coordinate ka+w, with which we associate a
value of 1.
Step 3: Calculate dab using (8) and if it is not zero, consider Rab. Assume the coordinates of (va va−1 · · · v0)with indices
in Rab to be zero.
Step 4: Assign 0 to all of the coordinates of v0 with an index greater thanw (though they may have been zeroed in Step 2).
Proposition 5.3.
(a) The (a, b) canonical row representation found by following the four steps above is unique.
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(b) Given a type 1 set of minimal row degrees, the rational representation by rows associated with the k canonical row
representations constructed by following the four steps above is unique and the resulting denominator has an invertible
constant term.
Proof.
(a) Since the row of coefficients of P(z) associated with the pair of row degrees (a, b) is a solution to (2), this consequence
is deduced directly from the way in which the minimal row degrees and the free parameters for (2) are obtained. The
four steps above assign zeros to variables in (2) corresponding to l.d. rows in the associated matrix, M(a, b, p + q).
Moreover, the 1 and 0s are strategically assigned to variables in the area of v0 such that P0 is invertible—once the k l.i.
row representations associated with the given set of minimal row degrees are grouped. We note that even though the
zeros in Steps 2 and 3 are free parameters in (2), those in Step 4 need not all be free parameters; rather, some are a
consequence of Lemma 4.5(b).
(b) In fact, for a type 1 set, if we construct the row representations, placing the row associated with w = 1 first and that
associated withw = k last, the resulting P0 is lower triangular with 1s along the diagonal and, therefore, invertible. 
Lastly we include an example that illustrates the convenience of the canonical representation shown, in the sense that it
can lower the number of coefficients to calculate in the approximant.
Example 5.1. F(z) =

0 1
1 −1

+
−2 −3
4 6

z +
−7 −8
14 16

z2 + · · ·.
Case 1: we consider L[0/2]F and look for representations of the said approximant of the form P−1(z)Q (z)with P0 =

1 0
0 1

;
the degrees of row representations yield aminimumof (2, 0) for both rows. To determine thepolynomials in thedenominator
and numerator, wewould have to calculate the parameters identifiedwith an x in P(z) =

1 0
0 1

+

x x
x x

z+

x x
x x

z2and
Q (z) =

x x
x x

, which exist and are identified uniquely.
Case 2: Considering the approximant aswe have in this paper, leaving P0 free but invertible, we obtain that the set ofminimal
row degrees is {(2, 0), (0, 0)}. Note that I(0, 0, 2) = {2} and I(2, 0, 2) = {1}. In keeping with our canonical form:
– Considering (a, b) = (2, 0). Step 1: w = 1. Step 2: Considering (i, j) = (0, 0) from (6) and (7), v0 = (1 0). Step 3:
d20 = 0. Step 4: no new information because the second coordinate of v0 has been zeroed in Step 2.
– Considering (a, b) = (0, 0). Step 1:w = 2. Step 2: v0 = (x 1). Step 3: d00 = 0. Step 4: no new information because there
is no index greater thanw.
Therefore, we propose representing the denominator as P(z) =

1 0
x 1

+

x x
0 0

z +

x x
0 0

z2 and the numerator as
Q (z) =

x x
x x

, where the parameters marked with an x are uniquely identified.
Note that in Case 1 we would have to calculate the values of twelve parameters, versus nine in Case 2.
There are functions, or associated approximants, in which the two representations coincide –assuming P0 free but
invertible or P0 = I– for example, when the k pairs of row degrees are equal and P0 is left free, though invertible. In this
case, the canonical representation that we propose leads to P0 = I .
6. Conclusions
The originality of this paper lies in the concept of minimality defined and in the normalization associated with this
minimality. To achieve the goal of this paper, the basic concept that we had to define was that of row representation, to
which end we focused on a single row in the denominator polynomial and the same row in the numerator. Doing this
allowed us to then combine k rows, giving rise to the polynomials of the MPA with minimal row degrees and an invertible
constant term in the denominator.
Studying an invertible P0 associated with the concept of minimality is important from both theoretical and practical
aspects. From the theoretical standpoint, it is needed in those theoretical and applied contexts that require a MPA with an
invertible constant term in the denominator. The practical importance is that we hope to achieve that the representation
proposed assuming an invertible P0, not necessarily the identity, has a ‘‘higher probability’’ of having fewer parameters to
identify than the representation associated with P0 = I . This higher expected probability (of fewer parameters to estimate),
then, is one of the practical arguments for the usefulness of considering P0 invertible instead of the identity matrix. This is
of great interest, and even necessary, in the context of the time series analysis.
The basis for our reasoning was to study the linear dependence of the last k rows of certain Hankel matrices. Of interest
is the information on the number of l.d. rows that are in that block of the matrix and the positions of the rows that are
identified.
It would be desirable to automatically tabulate all of the possible sets of minimal row degrees for those users who are
not familiar with the more mathematical aspects of the results and proofs. This will be a topic of a future paper. Moreover,
the two open aims that we would like to address are: to consider the results of this paper in the context of the theory of
eigenvalues and eigenvectors in order to produce new results and applications; and to translate the results to the field of
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time series, which was the inspiration for the work proposed herein. Since the work that we are doing in the context of
matrix Padé approximation relies on the tools of matrix algebra, its results are applicable not only to the field of origin,
multivariate time series, but also to other fields related to rational matrix functions.
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