Abstract-Recent years, transfer learning has attracted much attention in the community of machine learning. In this paper, we mainly focus on the tasks of parameter transfer under the framework of extreme learning machine (ELM). Unlike the existing parameter transfer approaches, which incorporate the source model information into the target by regularizing the difference between the source and target domain parameters, an intuitively appealing projective-model is proposed to bridge the source and target model parameters. Specifically, we formulate the parameter transfer in the ELM networks by the means of parameter projection, and train the model by optimizing the projection matrix and classifier parameters jointly. Further more, the 2,1 -norm structured sparsity penalty is imposed on the source domain parameters, which encourages the joint feature selection and parameter transfer. To evaluate the effectiveness of the proposed method, comprehensive experiments on several commonly used domain adaptation datasets are presented. The results show that the proposed method significantly outperforms the non-transfer ELM networks and other classical transfer learning methods.
I. Introduction
In traditional machine learning and pattern classification methods, there is a strong assumption that all the data are drawn from the same distribution. However, this assumption may not always hold in many real world scenarios. For example, in cases where the training samples are difficult or expensive to obtain, or when the distribution of the samples changes over time, we have to borrow knowledge from another different but highly related domain. Therefore, how to transfer knowledge from another different but related domain has become more and more important. During the past two decades, transfer learning has emerged as a new framework to solve this problem, and has received more and more attention in the machine learning and data mining community. As has been discussed in [1] , feature matching based methods are the most widely used transfer learning approaches, which aim to learn a shared feature representation to minimize the distribution discrepancy between the source and target domain [2] - [12] . Among them, to learn a cross-domain transformations that maps the target features into the source [6] - [11] is of great importance. Apart from this, the parameter transfer approach is another highly concerned line of works. It assumes that the transferred knowledge has been encoded into the hyperparameters of the classification model [13] - [16] . Therefore, the source model and target model should share some parameters or prior distribution of the model parameters. Based on this assumption, parameter transfer approaches could adapt the learned source hyperplane to the target domain with a small number of target samples. As illustrated in Figure 1 , we show the comparison of the transform-based methods and parameter transfer methods. The transform-based methods map the features to adapt to the learned hyperplane, while the parameter transfer approaches adjust the learned hyperplane to adapt to the shifted features. Despite that a large number of transform-based methods and parameter transfer methods have been proposed to address the knowledge transfer problem, few works have tried to combine these two methods together. In this paper, we attempt to comply with parameter transfer based on the projective-model, especially under the framework of the extreme learning machine.
As a special feed-forward neural networks, the Extreme learning machine (ELM) first proposed by Huang [17] , which determines its input weights randomly, has become a very popular classifier due to its fast learning speed, satisfactory performance and little human intervention [18] . Therefore, since its first appearance, various extensions have been proposed to make the original ELM model more efficient and suitable for specific applications. Chen et al. optimized the input weights of ELM by generalized hebbian learning and intrinsic plasticity learning [20] . Based on the manifold regularization framework, Huang et al. extended ELM to semisupervised and unsupervised learning in [19] . To handle the imbalanced data problem, Zong et al. extended the traditional ELM to the weighted ELM (WELM) in [21] . Considering the computational cost and spatial requirements, the online version of ELM has also been proposed and studied [22] . Besides, several multi-layer ELM frameworks [23] , [24] have also been put forward recently to learn deep representation of the original data.
In this paper, we mainly focus on the parameter transfer approach based on the ELM algorithm. We would like to learn a high-quality ELM classifier using a small number of labeled target domain samples and a large number of source domain samples. To achieve this goal, we assume that the source domain classification hyperplane and the target domain classification hyperplane could be bridged by a projection matrix, i.e. the target domain parameters can be represented as a projection matrix multiplying with the source domain parameters. In this way, the parameter transfer ELM model can be learned by jointly optimizing the ELM model parameters and the projection matrix. Further more, the 2,1 -norm of the source domain parameters is incorporated into the objective function, which leads to selecting useful features in the source domain during model training. For ease of notation, the proposed parameter transfer ELM is referred to as PTELM.
The contributions of this paper are four-fold: Firstly, we are among the first to exploit projective-based model for parameter transfer, especially under the framework of the ELM. Secondly, unlike most of existing works which learn the transformations by minimizing the distribution discrepancy or maximizing some kind of similarity metric between the source and target feature space, the proposed PTELM jointly learns the projection matrix and the model parameter by minimizing the classification error directly. Thirdly, the 2,1 -norm is imposed on the source domain hyperplane. In this respect, the learned source model tends to select informative features for knowledge transfer. Lastly, we demonstrate that the proposed parameter transfer ELM can also be regarded as a special transform-based domain adaptation method.
II. Related Works
Recently, some researchers have focused their attention on the domain adaptation ELM. Zhang et al. proposed a domain adaptation ELM to address the sensor drift problem in the Enose system [25] . In [5] , a unified subspace transfer framework based on ELM was proposed, which learns a subspace that jointly minimizes the mean distribution discrepancy (MMD) and maximum margin criterion (MMC). Uzair et al. [26] proposed a blind domain adaptation ELM with extreme learning machine auto-encoder (ELM-AE), which does not need target domain samples for training. In [4] , Zhang et al. proposed a ELM-based domain adaptation (EDA) for visual knowledge transfer and extended the EDA to multi-view learning. In EDA, the manifold regularization was incorporated into the objective function, and the author minimizes the 2,1 -norm of the hyperplane and prediction error simultaneously. Besides, a parameter transfer approach based transfer learning ELM (TLELM) has also been proposed in [16] , which regularizes the difference between the source and target parameters. In addition, Salaken et al. [27] summarized all the available literatures in the filed of ELM based transfer learning methods.
Among the parameter transfer approaches, the majority of related works incorporated the source model information into the target by regularizing the difference of the parameters between the source and the target domain [13] - [16] . The representative method is the adaptive SVM (A-SVM) [13] , which learns from the source domain parameters by directly regularizing the distance between the learned model and the target model. After that, Aytar et al. [14] proposed two new parameter transfer SVM, which extends and relaxes the A-SVM. Li et al. [16] proposed transfer learning ELM by introducing the same regularizer as A-SVM in the ELM.
III. Preliminaries

A. A Brief Review of ELM
Considering a supervised learning problem where the training set with N samples and the corresponding targets are given as {X,
Here x i ∈ R n is the n-dimensional input data and y i ∈ R m is its associated one-hot labels. The ELM networks learns a decision rule with the following two stages. In the first stage, it randomly generates the input weights w and bias b, and maps the original data from the input space into the Ldimensional feature space h(x i ) ∈ R L , where L is the number of hidden nodes, h(x i ) = g(w x i + b), and g(·) is the activation function. In this respect, the only free parameter of the ELM is the output weights β ∈ R L×m . In the second stage, the ELM solves the output weights by minimizing the square loss summation of prediction errors and the norm of the output weights simultaneously, leads to
where ξ i is the prediction error with respect to the i-th training sample, the first term of the objective function is the regularization term to prevent the network from overfitting. By substituting the constrain into the objective function, the problem (1) can be simplified to such an unconstrain optimization problem:
where
The optimal solution of β can then be analytically determined by setting the derivatives of L(β) with respect to β to zero, i.e.
Then, the output weights β can be effectively solved by
where I is the identity matrix and λ is the regularization coefficient. With the closed-form solution, the ELM model is remarkably efficient and tends to reach a global optimum.
B. Notations and Definitions
We summarize the frequently used notations and definitions as below.
Notations: For a matrix A ∈ R m×n , let the i-th row of A denoted by a i . The Frobenius norm of the matrix A is defined as
The 2,1 -norm of a matrix, introduced in [28] firstly as rotation invariant 1 -norm which ensures the row sparsity of a matrix, was widely used for feature selection and structured sparsity regularizer [2] , [4] , [29] , [30] . It is defined as
A domain D is composed of a feature space X and a marginal distribution P(X). D s = {X s , P(X s )} and D t = {X t , P(X t )} represent the source and target domain respectively, which are sampled from different but related distributions. Generally, X s X t and P(X s ) P(X t ). Definition 2. Transfer Learning. For the given source domain
Generally, m n. Data in the target domain are insufficient to learn a high-quality classification model. Transfer learning aims to learn a satisfied classifier with the incorporation of the source domain information. Definition 3. Parameter Transfer. Define Θ s and Θ t are the model parameters learned from the two domains.
where the first item is the loss function and the second item is the parameter regularization. f s (x) = T (x; Θ s ) is the classification model learned from the source domain D s , and f t (x) = T (x; Θ t ) is the classification model learned from the target domain D t . Based on the assumption that Θ s and Θ t should share some parameters or prior distribution, parameter transfer learning aims to transfer knowledge from the Θ s to improve the target domain classification model.
The last item R(Θ s , Θ t ) tries to incorporate the information of the Θ s into the Θ t . Most parameter transfer approaches seek to leverage the target model by the discrepancy between Θ s and Θ t , i.e.
This penalty directly regularizing the distance between Θ t and Θ s is too strict sometimes. When γ 2 is large enough, it leads to Θ t = Θ s . In order to relax this constraint, in this paper, we propose the projective-model based parameter transfer approach to bridge the source and target domain parameters. Definition 4. Projective-Model based Parameter Transfer. Define a projection matrix M, the projective-model based parameter transfer assumes that the source domain parameters and target domain parameters could be bridged by Θ t = MΘ s .
IV. Proposed Method
In this section, we present the proposed projective-model based parameter transfer ELM and its learning algorithm.
A. Problem Formulation
Suppose we have a source domain with m labeled samples
, and a target domain with n labeled samples
Generally, in domain adaptation algorithm, n is a very small number and m n. Denoting β s and β t as the source and target ELM model parameters need to be optimized. As discussed above, we tend to bridge the source domain parameters and the target parameters by a projection matrix M, i.e. β t = Mβ s . Our goal is to learn the ELM classification hyperplane and the projection matrix jointly. In this respect, the objective function can be formulated as
where h s (x i s ), y i s and ξ i s denote the outputs of the hidden layer, the one-hot label vector and the prediction error with respect to the i-th samples from the source domain. Similarly, h t (x j t ), y j t and ξ j t denote the output of the hidden layer, the one-hot label vector and the prediction error with respect to the j-th samples from the target domain. As can be seen, there are four terms altogether in the objective function, which are intuitive to understand. The first two terms tend to simultaneously minimize the training error in the source and target domain, and the last two terms are used for preventing the source and target ELM model from overfitting. λ 1 , λ 2 , λ 3 are tradeoff parameters used to balance the contributions of the four terms to the objective function. The merits that distinguish our proposal from other related works are two-fold: On the one hand, different from the traditional parameter transfer approach [16] , we bridge the source domain and the target domain parameters by a projection matrix. On the other hand, the 2,1 -norm instead of the Frobenius norm is imposed on the source domain hyperplane as a regularizer. With this penalty, the row sparsity β s will be obtained. Benefiting from this property, our model tends to select the informative features in the source domain for knowledge transfer.
By substituting the constrains into the objective function, the optimization function (9) can be easily reformulated as an equivalent unconstrained optimization problem.
Where H t ∈ R n×L and H s ∈ R m×L denote the hidden layer outputs of the target and the source ELM model, β t ∈ R L×c and β s ∈ R L×c denote the output weights of the target and source ELM model. Y t ∈ R n×c and Y s ∈ R m×c denote the label matrix of the target and source domain samples. Here, L denotes the number of hidden nodes in the ELM model, and c is the number of classes of the source and target domains.
B. Learning Algorithm
As can be seen in problem (11), our goal is to jointly learn the output weights of the source ELM model β s and the projection matrix M. Then, the target ELM model parameters can be easily obtained by β t = Mβ s . However, with two free parameters to be solved, this optimization problem can not be directly solved like the problem (2). Therefore, we adopt the coordinate descent method to alternatively optimize the two free parameters.
(1) Fix M and optimize on β s : In the first step, we fix the projection matrix as M (0) = I, then, the sub-problem β * s = arg min β s L(β s , M) can be solved by setting the derivative of objective function w.r.t β s to zero. Then we have
Note that β s 2,1 is a non-smooth function at zero, therefore, we compute its sub-gradient instead.
∂ β s 2,1 ∂β s = 2Dβ s , where D is a diagonal sub-gradient matrix with the i-th element as
Here, β i s denotes the i-th row of β s , set as a very small constant to prevent the dividend to be zero. With the fixed matrix D, β s could be solved according to Eq. (12), as
Note that the sub-gradient matrix D is dependent on the unsolved parameters β s . Thus, we employ an alternate optimization strategy to solve β s according to Eq. (13) and Eq. (14) . In each iteration, only one parameter is updated with the other one fixed. The algorithm is summarized in algorithm 1. It is worth noting that the iterative procedure will be terminated once the number of iterations reaches T max or the β s tends to convergence. The convergence of this algorithm can be easily proved similar to [30] . (2) Fix β s and optimize on M: With the fixed β s , the sub-problem M * = arg min M L(β s , M) can be easily solved by taking the derivative of Eq. (11) with respect to M to zero. We get
which leads to
The overall learning algorithm is summarized in Algorithm 2. With the randomly initialized input parameters, the hidden layer outputs of the source and target ELM model , which are represented as H s and H t , could be calculated beforehand. In each iteration, we update β s with current M, then, update M with the current calculated β s . Owning to the closed-form solutions in each iteration, the learning algorithm will converge after several iterations.
Algorithm 2: Learning Algorithm of the PTELM Method
Input: [31] , which maps the source domain data into the target by applying X s = AX s . Instead, our proposed PTELM aims to transform the source domain hyperplane into the target by β t = Mβ s . In fact, the proposed PTELM can also be regarded as the transform-based method. As can be seen in Eq. (11), we implicitly define H t = H t M, and the λ 3 is set to be zero. Such that the objective function can be reformulated as
Similar to the cross-domain transformation approaches, the above rewritten objective function aims to jointly learn a transformation matrix that transforms the target feature into the source, and the classification hyperplane. The differences between our proposal and the other transform-based methods are three-fold. On the one hand, our proposed PTELM transforms the target into the source by column transformation, while the majority of transform-based methods align the source and target by applying row transformation on the source data.
On the other hand, the PTELM learns the transformation directly based on the prediction error, while other related works take the distribution discrepancy or similarity metric as guidelines. Lastly, the PTELM learns the transformation and a ELM classifier simultaneously, while many of transform-based methods simply learn the transformation, and then utilize other classifiers (e.g. KNN) for classification.
V. Experiments
In this section, we evaluate our proposed PTELM method on several challenging real-world datasets. The source code of the PTELM is released online 1 .
A. Datasets and Setup
Two types of domain adaptation problems are considered: object recognition and text categorization. A summary of the properties of each domain considered in our experiments is provided in Table I .
Caltech-Office dataset. This dataset [8] consists of Office [7] and Caltech-256 [32] datasets. It contains images from four different domains: Amazon (product images download form amazon.com), Webcam (low-resolution images taken by a webcam), Dslr (high-resolution images taken by a digital SLR camera) and Caltech. 10 common categories are extracted from all four domains with each category consisting of 8 to 151 samples, and 2533 images in total. Several factors (such as image resolution, lighting condition, noise, background and viewpoint) cause the shift of each domain. Figure 2 highlights the differences among these domains with example images from categories of keyboards and headphones. We consider the SURF-BoW image features (SURF in short) provided by [8] , which encode the images with 800-bin histograms with the codebook trained from a subset of Amazon images using SURF descriptors [33] . These histograms are then normalized to be zero means and unit variance in each dimension.
Multilingual Reuters Collection dataset. This dataset 2 [34] , [35] , which is collected by sampling from the Reuters RCV1 and RCV2 collections, contains feature characteristics of 111,740 documents originally written in five different languages and their translations (i.e., English, French, German, Italian, and Spanish), over a common set of 6 categories (i.e., C15, CCAT, E21, ECAT, GCAT, and M11). Documents belonging to more than one of the 6 categories are assigned the label of their smallest category. Therefore, there are 12-30K documents per language, and 11-34K documents per category. All documents are represented as a bag of words and then the TF-IDF features are extracted.
Baselines We compare the results with the following baselines and competing methods that are well adapted for domain shift scenarios:
• SVM s : Support vector machine trained on source.
• SVM t : Support vector machine trained on target.
• ELM s : Extreme learning machine trained on source.
• ELM t : Extreme learning machine trained on target.
• GFK: Geodesic Flow Kernel [8] .
• MMDT: Max-Margin Domain Transforms [6] , [9] .
• CDLS: Cross-Domain Landmark Selection [31] . 
B. Cross-Domain Object Recognition
For our first experiment, we use the Caltech-Office domain adaptation benchmark dataset to evaluate our method on the real world computer vision adaptation tasks.
1) Experiment Setup: Following the setup of [7] - [9] , the number of selected labeled source samples per class for amazon, webcam, dslr and caltech is 20, 8, 8, and 8, respectively. Instead, when they serve as target domain, 3 labeled target samples are used. We use the same 20 random train/test splits download from the website 3 provided by the authors [9] for fair comparison and report averaged results across them. For our method, we fix λ 1 = 1, λ 2 = 30 and λ 3 = 10. The number of hidden nodes of the ELM networks is set as 500 in all experiments. For other baseline methods, we use the recommended parameters.
2) Results: We report the mean and standard deviation of classification accuracies for all methods on the Office-Caltech dataset in Table II . Each result in the same column is based on the same 20 random trials. As can be seen, our proposed method outperforms all other methods in 7 out of the 12 individual domain shifts and achieves the highest average accuracy 52.7% over the all 12 domain shift experiments. It is worth noticing that our PTELM typically outperforms the other competing methods when amazon serve as source or target domain. We believe the reason is that the domain discrepancy between amazon→webcam and amazon→dslr are much more significant than other domain shifts, as the larger performance discrepancy between the ELM s and ELM t in these domain shifts. Therefore, it is obvious that our approach is more effective to deal with large domain shifts.
We also visualize the effectiveness of the proposed PTELM via the confusion matrix. Figure 3 plots the confusion matrices of ELM s , PTELM and ELM t on amazon→webcam domain shift experiment. By inspecting the confusion matrix of ELM s , which trained with 20 labeled source samples per class, we find that the source only model is heavily confused about several classes. It also reveals the large domain shift between amazon and webcam and gives explanation for the performance discrepancy between ELM s and ELM t . On the other hand, the confusion matrix of ELM t , which trained with 3 labeled target samples per class, is also somewhat confused. In contrast, as can be seen in Figure 3(b) , the offdiagonal elements in confusion matrix are close to zero, which 3 https://people.eecs.berkeley.edu/ ∼ jhoffman/domainadapt/ demonstrates that our PTELM method can effectively utilize source and target damain samples together to train a highquality classifier.
C. Cross-Domain Text Categorization
For the second experiment, we utilize the Multilingual Reuters Collection dataset to evaluate our method in the context of text categorization.
1) Experiment Setup: In this dataset, documents written in different languages can be viewed as different domains. We take Spanish as target domain, and other four languages (English, French, German and Italian) as individual source domain. Therefore, there are four combinations in total. For each category, we randomly sample 100 labeled training documents from source domain and m labeled training documents from target domain, where m = 5, 10, 15 and 20, respectively. And the remaining documents in the target domain are used as the test set 4 . Note that the dimensions of the original TF-IDF features are up to 11,547, in order to fairly compare our method with other competing methods, we perform principal components analysis 5 for dimension reduction and the dimensions after PCA are 40.
In this experiment, we also fix λ 1 = 1, λ 2 = 30 and λ 3 = 10. The number of hidden nodes is set as L = 600 instead.
2) Results: We report means and standard deviations of all methods on the Multilingual Reuters Collection dataset when m = 10 and 20 in Table III . It is obvious that our proposed PTELM method beats other competing methods under both settings. It is interesting to note that the GKF algorithm works worse than the ELM t and SVM t . A possible explanation is that the GFK is put forward for unsupervised domain adaptation, therefore, does not utilize the given target label for training. We also plot means and standard deviations of all methods over different number of labeled target samples (5, 10, 15 and 20 respectively) in Figure 4 except SVM s and ELM s , as these two methods perform much worse than the other methods. From the figure, it can be seen that the performance of all the methods is improved with the increase of the number of labeled target samples and our method performs best in most cases. It is worth noting that MMDT performs a little better than our method and much better than other methods when m = 5, which demonstrates that MMDT is more suitable when few labeled target samples are available. Besides, another key insight from the figure is that our method is more stable than the competing methods with lower standard deviations.
D. Parameter Sensitivity
In this section, we investigate the sensitivity of four parameters involved in our method, which are three tradeoff parameters λ 1 , λ 2 , λ 3 and the number of hidden nodes L, respectively. Due to space limitation, we only choose amazon→webcam from the Office-Caltech dataset and IT→SP from the Multilingual Reuters Collection dataset to evaluate accuracy. Each time, only one parameter is allowed to change with the other parameters fixed. The results are shown in Figure 5 and we give a brief analysis here. For λ 1 , it is the trade-off parameter to balance the contribution of the source and target domain. When λ 1 is smaller than 1, the model learns more from the source domain. On the contrary, when λ 1 is larger than 1, the target domain counts more. Therefore, a reasonable value of λ 1 is close to 1, as can be seen in Figure 5 (a). λ 2 and λ 3 are two penalty terms to prevent the model from overfitting the source and target domain data. As can be seen in Figure 5 (b) and (c), the reasonable choices could be λ 2 ∈ [20, 40] and λ 3 ∈ [10, 30] . For the number of hidden nodes L, it is highly related to feature dimensions and a reasonable value is about 500 in our experiments.
VI. Conclusion and Future Work
In this paper, we presented a novel approach for parameter transfer under the ELM framework, which explicitly bridges the source domain parameters and the target domain parameters by a projection matrix. In order to select informative source domain features for knowledge transfer, the 21 -norm was applied to the source parameters. Additionally, an effective alternate optimization method was introduced to jointly learn the projection matrix and the model parameters. Experiments on several challenging datasets showed that the proposed PTELM significantly outperforms the non-transfer ELM and SVM by a large margin, besides, achieves better performance than the other representative methods.
In the future, we plan to extend our proposal in the following two aspects. (1) Extending the PTELM to multiple source domain adaptation method. (2) Reformulating the model by transforming the source and target parameters into a shared parameter space by two different projection matrices.
