In this work, we find Dulac functions for Kolmogorov systems which can be applied to biological models in population. With a well choose of the Dulac function h we obtain stability and a phase diagram without periodic orbits. We prove that there are not periodic orbits at the interior of the first quadrant on the plane. We also obtain a generalized Kolmogorov system and apply this to the Holling-Tanner model and we use time series to understand its behaviour.
Introduction
The Holling-Tanner model with predator self-limitation has been studied by Hsu and Huang [1] and Saez and Gonzalez-Olivares [2] . In [2] it is showed the existence of a separatrix dividing the phase plane. In [5] it was characterized non-existence of periodic orbits for the 2-dimensional Kolmogorov systems. A Dulac function for the Kolmogorov system was found [4] . In [6] it were studied quadratic systems using certain Dulac functions and a geometric method. In [7] it was found a general dynamical system on the plane without periodic orbits. In [8] it were studied the quadratic systems by means of the use of particular form of the Dulac functions. In [9] it was found a Dulac function for a quadratic system. In [10] was based on finding solutions for the combined sinh-cosh-Gordon equation using Hamiltonnian systems at a specific region on the plane in which these do not have periodic orbits. In [11] it was constructed a solution of the nonlinear Benjamin-Bona-Mahony equation using Fourier transform and Neumann series. In [12] it was obtained the general result of a Duffing differential equation, which it has periodic orbits, but when it was applied the Poincare transformation; the new system obtained gives a dynamical system on the plane without periodic orbits. In [14] it was studied the existence of Dulac functions for planar differential systems with perturbations.
In this paper we look for Dulac functions for Kolmogorov systems and we prove that there are not periodic orbits for generalized Kolmogorov systems with certain conditions and we apply this theory to a Holling Tanner model.
Preliminary Notions
Now, we show Poincaré-Bendixson theorem [3] Theorem 1. Let f 1 (x, y), f 2 (x, y) and h(x, y) be functions C 1 in a simply connected domain Ω ⊂ R 2 such that
does not change sign in Ω and vanishes at most on the set of measure zero. Then the system
does not have periodic orbits in Ω.
By the Poincaré-Bendixson theorem we can take the following quasi-differential equation [14] 
where h is a Dulac function.
Main results
(See [15] ) Considering the Kolmogorov (Holling Tanner) model
where r, K, m, A, s, n are positive constants. The term rx(1 − x/K) means the logistic growth of prey with carrying capacity K and growth rate r in the absence of predators, with x representing the population of prey. The term
represents species interaction with m maximum rate of predation, A is a constant proportional to the time required for the predator to search and find a prey. The population of prey suffers from the interaction. The term sy(1 − n y x ) means the predator growth rate when n is the number of prey x needed to maintain one predator in equilibrium when y is less than or equal to x/n and the predator grows logistically with intrinsic growth rate s and carrying capacity proportional to the size of the prey.
We have [4] 
Here we construct a Dulac function for a Kolmogorov model
< 0 the Kolmogorov system (4) has a Dulac function defined by
and does not have periodic orbits in the interior of the first quadrant.
Proof. Then if we use c =
where xg 1 = g, x > 0.
where w = g(x)y 2 then from (2)
And f 1
+ y(xg 1 ) x + 2h 0 + 2h 1 y)g(x)y 2 . In consequence,
for the Holling-Tanner model. Hence we obtain a Dulac function. The existence of the limit cycle depends on the choose of parameters as in the case r = 7 = K, m = 6, A = 1 = s, n = 0.5. So in the case r = 7 = K, m = 6, A = 1 = s, n = 2.5 we obtain nonexistence of limit cycle. In the following example the parameters was chosen for the reason of non existence of limit cycles on the phase diagram on the plane. Taking all the constants r, K, m, A, s, n = 1. Then
The terms of Kolmogorov are g 0 (x) = 1 − x,
And c = −(3x 2 +2x+1) 1+x
< 0 with x > 0.
The x-nullclines of the system (7) are given by: x = 0 and y = 1 − x 2 . The y-nullclines of the system (7) are given by: y = 0 and y = x 2 + x. The Jacobian matrix of system (7) 
By solving the equationsẋ =ẏ = 0 we find two critical points: A = (0.61, 0.61), B = (1, 0). The Jacobian matrix in A = (0.61, 0.61) is given by:
The eigenvalues of J A are given by: λ = −0.73 ± 0.55i. Therefore, the critical point A = (0.61, 0.61) is stable focus or spiral sink. The Jacobian matrix in B = (1, 0) is given by:
The eigenvalues and eigenvectors of J B are given by: λ 1 = −1; (0, 1) and λ 2 = 1; (−0.24, 0.97).Therefore this critical point B = (1, 0) is a saddle point.
This dynamical system does not have periodic orbits in first quadrant of the plane. It is observed using numerical simulations and time series of dynamical behavior of the system (3) that there is coexistence of two species.
Conclusions
Many situations in population models can be included in the Kolmogorov model different from Holling-Tanner model for example Leslie-Gower predatorprey model, Leslie-Gower model with type II functional response and predator self-limitation, etc. For future work, it is interesting and possible to extend the results to other orders of the grade of the polynomial in y in the Kolmogorov system, imposing conditions in the proof of the existence of the Dulac functions.
