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In the light of the recently proposed scenario of asymmetry-induced synchronization (AISync), in which
dynamical uniformity and consensus in a distributed system would demand certain asymmetries in the underly-
ing network, we investigate here the influence of some regularities in the interlayer connection patterns on the
synchronization properties of multilayer random networks. More specifically, by considering a Stuart-Landau
model of complex oscillators with random frequencies, we report for multilayer networks a dynamical behav-
ior that could be also classified as a manifestation of AISync. We show, namely, that the presence of certain
symmetries in the interlayer connection pattern tends to diminish the synchronization capability of the whole
network or, in other words, asymmetries in the interlayer connections would enhance synchronization in such
structured networks. Our results might help the understanding not only of the AISync mechanism itself, but
also its possible role in the determination of the interlayer connection pattern of multilayer and other structured
networks with optimal synchronization properties.
I. INTRODUCTION
Recently, Nishikawa and Motter [1] put forward a rather
intriguing dynamical phenomenon present in networks of
coupled oscillators: the asymmetry-induced symmetry, or
asymmetry-induced synchronization (AISync), a scenario
where the occurrence of dynamical uniformity and consensus
does require certain asymmetries in the underlying network of
connections among the oscillators. In many senses, this new
phenomenon could be considered as the converse of the well
known symmetry breaking process, in which some solutions
or the dynamical behavior of a given system do not inherit
all the symmetries of the respective governing equations[1].
A general scheme for building networks exhibiting this novel
dynamical behavior was just introduced in [2], where the au-
thors also argue that the asymmetry-induced synchronization
should be a rather prevailing behavior in multilayer networks
of coupled oscillators. For a recent exposition on AISync, see
[3] Besides its unequivocal interest from a more fundamental
point of view, the AISync has also a wide range of possible
applications, particularly in synchronization problems [4, 5],
where the new phenomenon was indeed initially discovered.
The AISync challenges frontally the idea that synchronization
states should be promoted by symmetric configurations. Nev-
ertheless, there are indeed plenty of relevant examples of syn-
chronization driven by symmetries in networks of oscillator,
see, for instance, [6–9].
Here, we report some new results which may also be clas-
sified as a manifestation of AISync. Differently from [1],
where the analysis was performed for small scale regular
networks, we consider spontaneous synchronization in large
scale random networks. More specifically, in the same line
of [2], we consider complex oscillators on multilayer random
networks[10, 11] and, by exploring some recent ideas and al-
gorithms on optimal synchronization[12], we show that the
presence of certain regularities in the interlayer connection
pattern tends to diminish the synchronization capability of the
∗ asaa@ime.unicamp.br
coupled oscillators system or, in other words, asymmetries in
the connection between layers would enhance synchroniza-
tion in these kind of structured networks. In this paper, we
call structured random network a random multilayer network
where inlayer and interlayer connections can have different
statistical properties, which could mimic real situations where
the layers and the connection among them evolve and are se-
lected differently.
Following the same principles of [1] and [2] , we consider
both phase and amplitude effects by studying the so-called
Stuart-Landau (SL) model with complex oscillators on an N-
nodes random network
z˙k =
(
α2 + iωk − |zk |2
)
zk + λ
N∑
j=1
ak j(z j − zk), (1)
where zk is the (complex) state of the oscillator located at the
k node, with ωk standing for its natural frequency, which we
also assume to be a random variable. The entries ak j corre-
spond here to the usual adjacency matrix for undirected and
unweighted networks, and λ defines the (real and uniform)
coupling strength among the complex oscillators. The real pa-
rameter α determines the stability properties of the limit cycle
|zk |2 = α2, which is clearly present for λ = 0. For larger values
of α2 (compared with λ), one recovers the paradigmatic Ku-
ramoto model [13–15]. For further properties and references
on the SL model, see [16–18], for instance. In our simula-
tions, we will use the real version of the Eq. (1). Introducing
zk = ρkeiθk , we have
ρ˙k + iρkθ˙k =
(
α2 − iωk − ρ2k
)
ρk + λ
N∑
j=1
ak j
(
ρ jei(θ j−θk) − ρk
)
.
(2)
Collecting the real and imaginary parts, one has
ρ˙k =
(
α2 − ρ2k
)
ρk − λ
N∑
j=1
`k jρ j cos
(
θ j − θk
)
, (3)
ρkθ˙k = −ωkρk + λ
N∑
j=1
ak jρ j sin
(
θ j − θk
)
, (4)
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2FIG. 1. Typical structured networks considered in this paper. Left:
a trilayer random network with identical layers and a diagonal in-
terlayer connection pattern, i.e, connections between the layers are
fulfilled only by equivalent nodes in each layers. The diagonal pat-
tern corresponds, probably, to the most regular network topology one
might consider in this context. Right: a trilayer random network with
the same layers of the previous case, with also the same number of
interlayer connections, but with a non-diagonal pattern. The network
with diagonal interlayer connections may exhibit some discrete sym-
metries which are always absent for the non-diagonal case, see Sec-
tion III for the precise definition and meaning of such symmetries.
We have shown that the regular topology (Left) has always impaired
synchronization capabilities if compared with the asymmetric case
(Right).
where `k j stands for the usual network Laplacian matrix com-
ponents.
It is worth to mention that the self-interacting term in (1)
corresponds to the generic behavior near a Hopf bifurcation
involving limit cycles, and thus such model is also widely
known as Andronov-Hopf oscillators in the literature, see
[19], for instance. Since we are mainly interested in synchro-
nization properties, a convenient description for the global
state of the SL model will be given by the order parameter
r defined as
r(t) =
∣∣∣∣∣∣∣∣ 1N
N∑
j=1
eiθ j
∣∣∣∣∣∣∣∣ . (5)
Clearly, the behavior of the order parameter r, which depends
only on the oscillator phases, is analogous to the Kuramoto
case: r ≈ N−1/2 for incoherent motion, whereas r ≈ 1 for a
fully synchronized state.
We will consider in this paper the case of multilayer random
networks with identical layers, see Fig. 1 for some typical ex-
amples. The interlayer connection pattern in these networks
can exhibit or not some discrete symmetries corresponding to
entire layer permutations. The precise definition and meaning
of such symmetries will be discussed in Section III. The most
regular connection patterns one may consider in this context
are probably those ones with diagonal interlayer connections,
see Fig. 1, in the sense that the connection among layers is
fulfilled only by equivalent nodes in each layer. We will show
that multilayer networks with such regular interlayer connec-
tion pattern tend to have impaired synchronization capabilities
if compared with similar networks without these regularities
in the interlayer connections. Typically, starting with a regu-
lar multilayer network, its synchronization properties can be
considerably enhanced by applying our optimization rewiring
algorithm introduced in [12] for the interlayer connections if
one abandons the diagonal pattern. This is, indeed, our main
result: the breaking of the interlayer connection symmetries
will lead to the enhancement of the network synchronization
capabilities, in the same spirit of Motter-Nishikawa AISync
[1]. We also corroborate one of the main conclusions of [2],
namely that AISync should be a rather generic property of
structured networks, i.e., unstructured networks do not exhibit
in general such an anti-correlation between symmetries and
synchronization.
In the next section, we will revisit the rewiring algorithm
introduced in [12], based on the Gottwald dimensional reduc-
tion approach proposed in [20], for the optimization of syn-
chronization in the Kuramoto model. Basically, we will show
that the same ideas behind the Gottwald dimensional reduc-
tion and the optimization algorithm can be conveniently em-
ployed also for the SL model. We also derive some new mean-
field approximation formulas which have proved to be useful
in estimating the efficiency of our algorithm. In Section III, we
will consider the synchronization capabilities of large scale
multilayer random networks with different interlayer connec-
tion patterns, and our main result will be established, with the
predictions of the mean-field analysis being confirmed by ex-
haustive numerical simulations. The last section is devoted to
some concluding remarks. We discuss, in particular, the dif-
ferences between structured and non-structured networks and
why the very idea of asymmetry-induced synchronization is
much more relevant to the former.
II. DIMENSION REDUCTION FOR COMPLEX
OSCILLATORS
In [12], we introduced a rewiring algorithm for the opti-
mization of synchronization in the Kuramoto model by ex-
ploring the dimensional reduction approach recently proposed
by Gottwald [20], which, on the other hand, is based in the in-
troduction of a collective coordinate for the Kuramoto oscil-
lators in the same spirit of the Ott-Antonsen ansatz [21, 22].
The extension of this optimization scheme for the SL model
will be instrumental in the present analysis. The Gottwald
collective ansatz [20] can be adapted for the present case as
zk(t) = ρk(t)ei(ωkβ(t)+Ωt+ϕ0), (6)
which will be able to capture all the essential properties of the
synchronized states for the SL model. The offset parameter
ϕ0 can be conveniently set to zero without loss of generality,
since the SL model is an autonomous system and ϕ0 can be
easily absorbed by a simple shift in t. From the equations of
motion (3) and (4), one has the following dynamical equations
for the real variables ρk and β
ρ˙k = Fk(ρ j, β) =
(
α2 − ρ2k
)
ρk−λ
N∑
j=1
`k jρ j cos β(ω j−ωk), (7)
3and
ρkωkβ˙ = (ωk −Ω)ρk + λ
N∑
j=1
ak jρ j sin β(ω j − ωk). (8)
Ir order to cast Eq. (8) in a more convenient form, we multiply
both sides by ρkωk
ρ2kω
2
k β˙ = ρ
2
kω
2
k −Ωρ2kωk +λ
N∑
j=1
ak jωkρkρ j sin β(ω j −ωk). (9)
Now, summing over 1 ≤ k ≤ N, dividing by N and rearranging
the terms, one gets
β˙ = G(ρ j, β) = 1 −Ω
〈
ρ2kωk
〉〈
ρ2kω
2
k
〉 (10)
+
λ
N
〈
ρ2kω
2
k
〉 N∑
k=1
N∑
j=1
ak jωkρkρ j sin β(ω j − ωk),
where the brackets denote simple averages as, for instance, in
〈
ρ2kω
2
k
〉
=
1
N
N∑
k=1
ρ2kω
2
k . (11)
In contrast with the case of the Kuramoto model considered in
[12], one cannot assure, in principle, that the rigid rotation Ω
vanishes for a synchronized state in networks with a frequency
distribution g(ω) with null average, for instance. In fact, for a
fixed point
(
ρ¯ j, β¯
)
of (7) and (10), we will have
Ω =
〈
ρ¯2kωk
〉〈
ρ¯2k
〉 . (12)
Notice that for uniform ρ¯k (the Kuramoto limit), Ω does in-
deed vanish if 〈ωk〉 = 0 and, moreover, in this case equation
(10) will coincide with the Gottwald dimensionally reduced
equation introduced in [20] for the Kuramoto model. Here-
after, unless explicitly stated otherwise, we will assume we
are dealing with symmetric distributions g(ω) with null aver-
age.
From our ansatz (6), it is clear that the fixed points
(
ρ¯ j, β¯
)
of
(7) and (10) correspond to synchronized states. Furthermore,
for small values of β¯, they will typically be optimally syn-
chronized states, in the sense that they will exhibit an order
parameter r given by (5) close to 1. For large scale networks,
one can estimate r for a given fixed point, with good accuracy,
by using a mean-field approach. Directly from (5) and (6), we
have
r(β) = 〈cos βωk〉 =
∫
dω g(ω) cos βω (13)
for a symmetric distributions g(ω) of frequencies with null av-
erage. The most commonly used distributions in the literature
are the normal and the homogeneous, which will correspond,
respectively, to the following mean-field expressions for r
rn = exp
(
−1
2
β2σ2ω
)
(14)
and
ru =
sin
√
3βσω√
3βσω
. (15)
For both case, we have
r ≈ 1 − 1
2
β2σ2ω (16)
for small β. Notice that synchronized states with r ≈ 1 require
also a small frequency standard deviation σω =
√〈
ω2k
〉
.
We are quite sure about the existence of the fixed points(
ρ¯ j, β¯
)
of (7) and (10) for coupling constants λ larger than
some threshold value λc. In fact, we will show that we can
even estimate λc with good accuracy from the Gottwald di-
mensionally reduced approach. The fixed points
(
ρ¯ j, β¯
)
corre-
spond, of course, to the zeros Fk(ρ¯ j, β¯) = 0 and G(ρ¯ j, β¯) = 0.
Since we are dealing with a system of non-linear equations,
we can have effectively several fixed points, some of them
might be even dynamically stable. However, for our purposes,
we will focus on the fixed point near ρk = α and β = 0, which
turns out to be always dynamically stable. Let us consider a
linear approximation for the system (7) and (10) around this
point. By introducing ρk = α + δk, we have
δ˙k = −2α2δk − λ
N∑
j=1
`k jδ j, (17)
β˙ = 1 − λLβ − 2Ω 〈ωkδk〉
α
〈
ω2k
〉 , (18)
with
L = ω
T Lω
ωTω
, (19)
where L = [`k j] is the usual Laplacian matrix for the network
and ω is the N-dimensional vector formed by the oscillator
natural frequencies, ω = [ωk]. Since the Laplacian matrix is
a non-negative diagonalizable matrix, λL + 2α2I is invertible
for α , 0 and λ > 0, and hence the linearized fixed points are
ρ¯k ≈ α and
β¯ ≈ 1
λL , (20)
which, as we will see below, are indeed good approximations
for
(
ρ¯ j, β¯
)
for large values of λL. It is convenient for our pur-
poses here to go one step further by expanding the equations
(7) up to second order, leading to the following second order
approximation in β for the fixed point ρ¯k
ρ¯k ≈ α − λβ¯
2
2α
N∑
i=1
N∑
j=1
mkiai j(ω j − ωi)2, (21)
where
[mki] =
(
λ
α2
L + 2I
)−1
. (22)
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FIG. 2. Typical asymptotic behavior of a synchronized state in the
SL system (1), where zk = ρkeiθk . The depicted cases correspond to
an Erdo¨s-Re´nyi random network with 400 nodes, with average de-
gree 〈dk〉 = 8.26, α = 2, λ = 1, and ωk draw from the interval (−1, 1)
with uniform distribution. Top: the 400 points (ωk, θk(t)) for t large
enough to reach a stationary regime (namely in this case, t = 5),
starting from random initial conditions. The straight line has inclina-
tion given by the prediction (20), β¯ = 0.12, showing that the ansatz
(6), which implies θk = β¯ωk + Ωt in the stationary regime, is indeed a
good approximation. The rigid rotation in this case is Ω = 0.02. Bot-
tom: the red crosses are the points (ωk, ρk(t)) in the stationary regime,
while the blue circles correspond to the prediction (21), confirming a
good overall accuracy for our ansatz (6).
Also, from (21), we have the following approximation for the
synchronized state rigid rotation Ω given by (12)
Ω ≈ 〈ωk〉 − λβ¯
2
Nα2
N∑
k=1
N∑
i=1
N∑
j=1
mk jai jωi(ω j − ωi)2. (23)
Notice that for large α we get from (21), as expected, the Ku-
ramoto limit of uniform amplitudes, ρ¯k = α, for which Ω van-
ishes for 〈ωk〉 = 0. We have performed exhaustive numeri-
cal simulations and could verify the approximations (20) and
(21) with good accuracy, see Fig. 2 for some typical results.
Also, it is worth noting that ρk = 0, which of course corre-
sponds to zk = 0 in the original SL equations (1), irrespective
of the value of β, correspond to fixed points in our system.
Such (continuous) family of fixed points are rather spurious
for our purposes since they not correspond effectively to syn-
chronized states. However, since
∂Fk
∂ρ j
= α2δk j − λ`k j cos β(ω j − ωk) (24)
at ρk = 0, we see that such points can in principle be attrac-
tive for sufficiently large values of λ and certain ranges of β.
This is a point to keep in mind, excessively large values of λ
can push the system into this attraction basin, jeopardizing the
possibility of attaining eventually a synchronized state using
the ansatz (6).
Let us now focus on the estimation of the synchronization
threshold λc from the mean-field approach. For sake of sim-
plicity, let us consider the Kuramoto limit ρk = α. Notice that
one can express
D(β) = 1
Nσ2ω
N∑
k=1
N∑
j=1
ak jωk sin β(ω j − ωk) (25)
in the mean-field approximation as
D(β) = 〈dk〉
σ2ω
∫
dωg(ω)ω
∫
dω′g(ω′) sin β(ω′ − ω)
=
〈dk〉
2σ2ω
d
dβ
r2(β), (26)
where 〈dk〉 stands for the average degree of the network and
r(β), the mean-field approximation for the order parameter
(5), is given by Eq. (13). Since equation (10) in the Kuramoto
limit corresponds to
β˙ = 1 + λD(β), (27)
the value of λc necessary to assure the existence of a zero for
the right-handed side of (27) can be inferred from the mini-
mum of D(β). One can easily determine the function D for
normal and uniform distributions, for instance. From the ex-
pressions (14), (15), and (26), one has
Dn = − 〈dk〉 βe−β2σ2ω (28)
and
Du = − 〈dk〉
βσ2ω
 sin2 √3βσω3β2σ2ω − sin 2
√
3βσω
2
√
3βσω
 , (29)
which respective aspects are depicted in Fig. 3 for some typi-
cal large random networks. For both cases, we have a simple
expression for the synchronization threshold,
λc = γ
σω
〈dk〉 . (30)
where γ =
√
2e for the normal distribution case. For uniform
distributions, one can evaluate γ by noticing that the global
minimum of
f (x) =
d
dx
(
sin x
x
)2
. (31)
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FIG. 3. The aspect for the function D(β) given by (26) for a nor-
mal (top) and uniform (bottom) frequency distributions g(ω) with
null average. Top: A Barabasi-Albert network with 1000 nodes, av-
erage degree 〈dk〉 = 5.98, and a normal frequency distribution with
σω = 3/2. Bottom: An Erdo¨s-Re´nyi network with 1000 nodes, aver-
age degree 〈dk〉 = 7.39, and a uniform frequency distribution in the
interval (−2, 2). For both cases, the lines are the mean-field predic-
tions, Eq. (28) and Eq. (29), and the blue circles correspond to the
respective numerical values calculated from (25). Notice that D′(0)
is given by −L, defined by (19).
can be easily determined numerically, and we will have finally
γ ≈ 2.14. Notice that √2e ≈ 2.33 and, hence, the synchro-
nization thresholds are rather close for both distributions. The
key point, however, is the dependence of λc on σω and 〈dk〉.
A. The optimization algorithm
We are now ready to define precisely what we understand
by the network synchronization capability and how to for-
mulate an optimization scheme in order to enhance it. Of
course, we want to facilitate the appearance of fully synchro-
nized regimes for the network, and this can be achieved, for
instance, demanding a smaller threshold value of λc, which
clearly would correspond to a network where a synchroniza-
tion could occur more easily. Furthermore, we could also de-
mand a better stability of the fixed points
(
ρ¯ j, β¯
)
, which, on
the other hand, would correspond to a more robust synchro-
nized state. The stability of the fixed point is determined by
the eigenvalues of the Jacobian matrix J = ∂(Fk ,G)
∂(ρ j,β)
. We are
mainly concerned with the fixed point near ρk = α and β = 0
and, hence, we will approximate the Jacobian matrix at the
fixed point
(
ρ¯ j, β¯
)
by the Jacobian matrix at (α, 0),
J =
 −(λL + 2α2I) 0− 2Ω
α〈ω2〉ω
T −λL
 . (32)
Since (32) is a block matrix, its eigenvalues can be easily de-
termined. Notice that any block matrix of the type (32) can be
decomposed as  A 0
B C
 =  A 0
B I
  I 0
0 C
 , (33)
where the consistent orders of the sub-hmatrices are implic-
itly assumed. The eigenvalues $ of the Jacobian matrix
J corresponds to the roots of the characteristic polynomial
det (J −$I) = 0, which can be decomposed according to (33)
as
det (J −$I) = (λL +$) det
(
(λL + 2α2I) +$I
)
= 0. (34)
It is clear that the eigenvalues of the Jacobian matrix J are
−λL and those ones of the N ×N matrix −(λL + 2α2I). More-
over, since all of them are negative, the fixed point will indeed
be always dynamically stable, irrespective of the value of the
rigid rotation Ω. By demanding a larger value of L given by
(19), one simultaneously achieves both optimization condi-
tions: a smaller effective threshold value λc and a more robust
synchronized state. The maximization of L is exactly the op-
timization goal of the algorithm introduced in [12], which we
have just established to be also valid in the present case of the
SL model.
Now, we can envisage a simple hill-climb rewiring opti-
mization algorithm consisting, roughly, in eliminating a ran-
dom edge of the network and substituting it with a new ran-
domly chosen one. If the resulting network is still connected
and has a larger value of L, the modification is accepted and
the procedure is repeated. This algorithm typically produces
networks with far better synchronization capabilities, and its
usage requires quite modest computational resources, even for
large networks, since (19) is a simple quadratic function. For
our purposes here, we will use L as a quantifier for the net-
work synchronization capability, the larger value ofL, the bet-
ter synchronization properties of the network. This conclusion
is totally compatible with the numerical works done before
for the Kuramoto model [23–25] and also for the so-called
Kuramoto model with inertia [26], which is particularly rele-
vant to the study of power lines[27, 28]. We have confirmed
here, by exhaustive numerical simulations, the validity of this
conclusion also for the SL case.
We can improve considerably the performance of our algo-
rithm by exploring some heuristics. For instance, any Lapla-
6cian matrix can be decomposed as the sum of elementary ma-
trices for the edges
L =
∑
e(i, j)
L(i, j), (35)
where the sum is to be performed over all the edges e(i, j)
in the network, and L(i, j) is the elementary Laplacian matrix
corresponding to the sole edge connecting the nodes i and j.
From the decomposition (35), we have that (19) can be written
as
L =
∑
e(i, j)
ωT L(i, j)ω
ωTω
=
∑
e(i, j)
(ωi − ω j)2
ωTω
(36)
=
N∑
k=1
dkω2k
ωTω
− 2
∑
e(i, j)
ωiω j
ωTω
,
from where one can immediately recognize if a certain
rewiring step in our algorithm will be successful or not. Be-
sides of keeping the connectedness of the network, the value
of |ωi − ω j| for the new link must be larger than the original
one. For a random network with random frequencies, one can
also estimate L from a mean field approximation. For sym-
metric frequencies distribution g(ω) with null average, the last
term in (36) vanishes, leading to L ≈ 〈dk〉, which we have in-
deed corroborated in our numerical simulations. Also from a
mean field approximation, we can estimate Lmax, the largest
possible value for L obtained by applying our algorithm to
a random network. It will correspond to the connected net-
work where the weakest edges (smallest values of |ωi − ω j|)
where substituted with the strongest ones (largest values of
|ωi − ω j|). In this case, the last term in (36) does not vanish
anymore since the edges are no more randomly scattered in
the adjacency matrix, see Fig. 4. Let us suppose we have a
random network with average degree 〈dk〉, where its N nodes
have been sorted and numbered accordingly to the respective
values of the random variable ωk. The number of edges will
be Ne = N〈dk〉/2 and we can estimate Lmax for a normal dis-
tribution of frequencies g(ω) as (see Fig. 4)
L(n)max ≈ 2N
σ2ω
∫ ∞
−∞
du g(u)
∫ ∞
ω∗√
2
dv g(v)v2, (37)
where ω∗ is such that∫ ∞
−∞
du g(u)
∫ ∞
ω∗√
2
dv g(v) =
〈dk〉
2(N − 1) , (38)
which leads to
1
N
L(n)max ≈ 〈dk〉N − 1 +
2κe−κ2√
pi
, (39)
with
erfc(κ) =
〈dk〉
N − 1 . (40)
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FIG. 4. Top: nonzero entries of the adjacency matrix for a random
Erdo¨s-Re´nyi network with 50 nodes and 153 edges (〈dk〉 = 6.12).
The nodes are sorted and numbered according to the corresponding
values of ωk, which is assumed to be a random variable. The edges
are randomly scattered in the matrix, implying the vanishing of the
last term in the Eq. (36). Bottom: the corresponding optimal rewiring
for the same network. The edges are now concentrated in the corners
of the matrix, and we can estimate (36) by restricting the sum to the
area occupied by the edges in the matrix.
In an analogous way, one can obtain for the case of a uniform
frequency distribution g(ω)
1
N
L(u)max = 〈dk〉N − 1
3 〈dk〉N − 1 − 8
√
〈dk〉
N − 1 + 6
 . (41)
By construction, our algorithm preserves the total number of
edges and, consequently, also the average degree 〈dk〉. For a
network with N notes, the maximum possible value for 〈dk〉 is
N−1, which corresponds to the all-to-all connection topology.
In this case, there is no room for optimization andLmax ≈ 〈dk〉
for large N. Fig. 5 depicts the maximum gain in the network
synchronization capability, defined as
∆L = Lmax − 〈dk〉, (42)
obtained by employing our algorithm on a large random net-
work with average degree 〈dk〉. The algorithm is typically
710 4 10 3 10 2 10 1 100
dk
N 1
10 3
10 2
10 1
100
101
d k
FIG. 5. The maximum gain (42) in the network synchronization ca-
pability achieved by using the optimization algorithm. The (blue)
dashed and the (red) solid lines correspond, respectively, to the nor-
mal and uniform distribution cases. The algorithm is typically much
more efficient for sparse networks. For instance, for the networks of
Fig. 3, one has 〈dk〉N−1 ≈ 0.006 ∼ 0.008, and L could be enlarged by a
factor of 5 and 8, respectively, by using the algorithm for the uniform
and normal distribution cases
much more efficient for sparse networks, i.e., for networks
with 〈dk〉N−1  1.
III. INTERLAYER SYMMETRIES AND
SYNCHRONIZATION
Let us now consider the synchronization capability of mul-
tilayer networks as those ones depicted in Fig. 1 in the light
of the results of last Section. We are mainly interested here
in multilayer networks built from identical layers, which are
supposed to have N nodes each and Laplacian matrix L(0). The
Laplacian matrix of a generic k-layer networks built from such
identical layers will be given by the following kN × kN sym-
metric matrix
L =

L(0) + D1 −C12 · · · −C1k
−C21 L(0) + D2 · · · −C2k
...
...
. . .
...
−Ck1 · · · · · · L(0) + Dk
 , (43)
where Ci j is an integer matrix with entries 0 or 1, correspond-
ing to the edges connecting the layer i to the layer j. Let us call
it the interlayer connection matrix. Since we are considering
only undirected networks, we have by construction Ci j = CTji.
The matrix Di is a diagonal matrix which entries stand for the
sum of the corresponding lines of the interlayer connection
matrices Ci j, with 1 ≤ j ≤ k, i , j. It is clear that the diago-
nal connection pattern discussed in Fig. 1 does correspond to
the case where all the interlayer connection matrices Ci j are
diagonal.
Roughly, a symmetry of a network, also called a graph
automorphism in the mathematical literature, is a permuta-
tion of some of its nodes which preserves the network con-
nection structure. This is equivalent to state that a permuta-
tion matrix P will correspond to a network symmetry if and
only if [L, P] = 0, where L is the network Laplacian matrix.
The full set of symmetries of a network defines the so-called
automorphism group, which determination for generic cases
is typically a computationally complex problem. Neverthe-
less, some very efficient algorithms for finding graph auto-
morphisms in concrete situations are available as, for instance,
the nauty package[29]. For our purposes here, we will con-
sider symmetries of the SL model (1), i.e, the automorphisms
of the underlying network which also preserves the oscilla-
tor frequencies. In other words, finding the symmetries of a
SL system is equivalent to the so-called colored graph iso-
morphisms problem, see [29] for further references. Thus, a
permutation P of nodes will be a symmetry of (1) if, besides
commuting with the network Laplacian matrix, it also obeys
ω = Pω, where ω for a multilayer network with k identical
layers is the kN-dimensional vector formed by k copies the
oscillator natural frequencies of each layer. In this case, the
node permutations corresponding to the matrix P will effec-
tively lead to dynamically equivalent SL systems. (We have
also the possibility ω = −Pω, we will return to this point in
the last section.) Since we assume the natural frequencies ωk
to be random variables, symmetries are typically very rare in
our context. However, for some cases it is quite easy, or even
natural, to have some permutation symmetries. These are pre-
cisely the case of multilayer networks of oscillators with iden-
tical layers, which are the focus of the present work. Such a
kind of structured network has been intensively investigated
recently, and there are a myriad of possible applications in
many areas, see [10, 11] for recent comprehensive reviews.
The existence of entire-layer permutation symmetries is the
main reason why such specific type of structured networks
are the relevant ones for our analysis.
Let us now focus on the connections between two arbitrary
layers i and j. The equivalent of the elementary Laplacian
matrix for these two layers has the following form
L(i, j) =

· · · · · · · · · · · · · · ·
· · · L(0) + Di · · · −Ci j · · ·
...
...
. . .
... · · ·
· · · −CTi j · · · L(0) + D j · · ·
· · · · · · · · · · · · · · ·

, (44)
where only the non-zeros components are showed. Let P(i, j)
be the matrix corresponding to the permutation of the entire
layers i and j. It is easy to check that
[
L(i, j), P(i, j)
]
= 0 does
require Ci j = CTi j. In other words, the elementary Laplacian
matrix of the layers i and j will be invariant under the permu-
tation of the entire layers i and j if and only if the correspond-
ing connection matrix were symmetric. Now, one can grasp
the real peculiarity of the diagonal interlayer connection: it
always leads to the permutation symmetry of the correspond-
ing elementary Laplacian matrix. A generic connection pat-
tern, of course, will correspond to a non-symmetric Ci j and, in
this case, the permutation symmetry is absent in general. En-
8tire layer permutations of the full Laplacian matrix (43) can
be seen as permutations in a directed and weighted (edge-
labeled) network with k nodes, each node corresponding to
a layer in the original network, see Fig. 6, where the networks
of Fig. 1 are now depicted as block networks, with each block
corresponding to an entire layer. The necessary conditions for
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C 21
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2
FIG. 6. Block representation of the trilayer network of Fig. 1. The
diagonal interlayer connection pattern corresponds to the case where
the connection matrices Ci j are diagonal, and hence the block net-
work is effectively undirected, since one has always C ji = CTi j = Ci j
in this case. For the non-diagonal connection pattern, we have, in
general, C ji = CTi j , Ci j and, in this case, the block network corre-
sponds effectively to a directed network. In both cases, the effective
block representation will be in general a weighted (edge-labeled) net-
work. The unweighted case corresponds to the situation where all the
connection matrices are equal.
a permutation be a symmetry in directed weighted networks
are of course much more restrictive than in the undirected un-
weighted case. For instance, the permutation P(i, j) discussed
above will be a symmetry of the elementary Laplacian matrix
L(i, j) only if the edge connecting the layers i and j were effec-
tively undirected, i.e., Ci j = CTi j = C ji. Nevertheless, this is
not enough to assure that P(i, j) be a symmetry of the entire net-
work. For instance, a permutation of the levels 1 and 2 in the
block-network of Fig 6 would be a symmetry only if, besides
of C12 = CT12 = C21, we have C31 = C32 and C13 = C23.
A. The results
We are now ready to state our main results. We have con-
sidered multilayer networks with the Laplacian matrix given
by (43). The identical layers are generated by using the Net-
workX [30] package for python, which allow us to build many
types of random networks with prescribed topology and statis-
tical properties. The connections between the layers are also
randomly chosen with different statistical properties, mimick-
ing in this way the situations where the inlayer and interlayer
connection patterns evolve and are selected differently. The
natural frequencies are draw according to the prescribed dis-
tributions, and the corresponding governing equations (3) and
(4) are then solved with the help of the SciPy [31] package for
python.
Since all the layers in our network are identical, if the inter-
layer connection matrices Ci j were diagonal, the correspond-
ing interlayer connections will not contribute to the parameter
L given by (36), which is precisely the quantity to be maxi-
mized in our optimization procedure. For these cases, one has
L = L0, where L0 is the contribution to (36) from each iso-
lated layer and, hence, the synchronization capability of the
whole network is effectively the same of each isolated layer.
In this case, one is not taking any advantage of the multilayer
structure and, in this sense, this is the worst possible configu-
ration for synchronization in these networks. However, start-
ing with a multilayer network with diagonal interlayer con-
nections, one may apply our algorithm only to the interlayer
edges between two given layers and, in consequence, one will
enhance considerably the network synchronization capability
(increasing the value of L, accordingly to the results of the
Section II), whereas keeping the layers and the number of con-
nections between them unchanged. This can be considered a
minimal change in the network topology, but with a consid-
erable impact on its synchronization capability. We will con-
sider as optimal the network obtained from a full rewiring of
the interlayer connections. Of course, one should expect a
gradual improvement of the network synchronization capabil-
ity by considering larger and larger rewiring ratio, but a more
quantitative description of this process is still lacking.
We have performed exhaustive numerical simulations
which have corroborated our main conclusions. Our analy-
sis starts with a multilayer random network with diagonal in-
terlayer connection, for which we construct a synchronization
diagram 〈r〉 × λ (see Fig. 7 for instance), where 〈r〉 corre-
sponds to the average of the order parameter (5) evaluated on
some time interval ∆t
〈r〉 = 1
∆t
∫ t0+∆t
t0
r(t) dt, (45)
along the corresponding numerically integrated solutions of
(1), starting with random initial conditions. The parameter
t0 is meant to be chosen in order to ensure the dissipation of
any transient regime, and this can be monitored, for instance,
from the standard deviation of r on the integration interval. It
is more convenient to work with the dimensionless evolution
parameter τ = α2t, which of course corresponds to set α = 1,
and λ = λα−2 and ωk = ωkα−2 in (1). It is clear that in this
case we are invoking α−2 as the intrinsic time scale for our
problem. For a fixed multilayer random network, one evalu-
ates 〈r〉 for different values of λ and depict the final diagram
as a graphics 〈r〉 × λ. We then apply our algorithm for the
interlayer connections, generating a new network, and repeat
the same steps. By comparing the diagrams 〈r〉 × λ of both
networks, one can determine firmly which one has the best
synchronization capabilities, and it always is the optimal non-
diagonal case.
According to the discussions of the last Section, one should
expect better results for sparse networks. Figs 7, 8, and 9
depict some typical cases built on Barabasi-Albert random
networks [32] corresponding, respectively, to a bilayer, a tri-
layer, and a six-layer networks. For all cases, one starts with a
400-nodes Barabasi-Albert network corresponding to the lay-
ers and, then, a multilayer network with diagonal interlayer
connection is constructed. The interlayer connections are also
random and the probability of two equivalent nodes in differ-
ent layers be connected is given by p. We adopt for the bilayer,
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FIG. 7. Synchronization diagram for a bilayer random network with
800 nodes disposed in two identical Barabasi-Albert layers, with 352
interlayer connections. (Interlayer connection probability p = 0.9,
see the text for details.) The oscillators native frequencies were
drawn from a normal distribution with σα−2 = 1. The entire net-
work has average degree 〈dk〉 = 2.88, and the minimal and maximal
degrees are, respectively, 1 and 24. The synchronization threshold
λcα
−2 = 0.81, given by (30), is depicted as a vertical line. The red
crosses corresponds to the original network with diagonal interlayer
connections, for which L = 2.11, while the blue circles corresponds
to a network with exactly the same layers, but with optimal inter-
layer connections, for which L = 11.48. The optimal network has,
by construction, the same average degree, but the minimal and max-
imal degrees are now, respectively, 1 and 71. The curve and points
at the bottom of the graphics correspond to the standard deviation
associated with the average (45), which assures that the average 〈r〉
is being indeed evaluated in the stationary regime. It is clear from
the diagram that the optimal non-diagonal interlayer connections has
enhanced considerably the synchronization capability of the original
network.
trilayer, and six-layer networks, respectively, p = 0.9, 0.5, and
0.25. For all case, α2t0 = 4.25 was enough to ensure the onset
of the stationary regime and α2∆t = 0.75 was used to evaluate
〈r〉 accordingly to (45). It is quite clear that the asymmetri-
cal connection patterns systematically give rise to multilayer
networks with far better synchronization capabilities.
IV. FINAL REMARKS
In this paper, we have considered the synchronization prob-
lem for Stuart-Landau oscillators in random multilayer net-
works with identical layers. We have shown that the breaking
of interlayer connection symmetries leads typically to an ap-
preciable enhancement of the network synchronization capa-
bilities, in the same spirit of Motter-Nishikawa phenomenon
of asymmetry-induced synchronization (AISync) [1]. The dy-
namics of multilayer networks can be conveniently formulated
in terms of effective block-networks, where a node stands
for an entire layer of the original multilayer network[10, 11].
The presence of asymmetries in the interlayer connection pat-
terns effectively transforms the problem into a directed block-
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FIG. 8. Synchronization diagram, with the same conventions of Fig.
7, for a random network with 1200 nodes disposed in three identical
Barabasi-Albert layers, with 192, 216, and 188 interlayer connec-
tions, corresponding to p = 0.5. The trilayer network has average
degree 〈dk〉 = 2.99, synchronization threshold λcα−2 = 0.78, and the
minimal and maximal degrees are, respectively, 1 and 55. The orig-
inal network with diagonal interlayer connections (red crosses) has
L = 1.47, while L = 13.11 for the optimal network (blue circles),
for which the minimal and maximal degrees are, respectively, 1 and
74.
network (see Fig. 6) which has typically far better synchro-
nization capabilities than similar networks with symmetric in-
terlayer connection pattern, which, on the other hand, are ef-
fectively described by undirected block-networks. Moreover,
the most regular connection pattern, corresponding to diago-
nal interlayer connection matrices (see Fig. 1), is always the
worst possible configuration for synchronization in these net-
works. In this sense, our results corroborate the main conclu-
sions of [2], namely that asymmetry-induced synchronization
should be a rather generic property of structured networks. In
fact, for unstructured networks with random frequency oscil-
lators, symmetries should be extremely rare since, despite of
preserving the connection topology, a node permutation must
also preserve the oscillator native frequencies in order to be a
genuine symmetry for the SL system. The problem of finding
the symmetries of a SL system is equivalent to the so-called
colored graph isomorphisms problem, which are indeed much
more restrictive than the usual graph isomorphisms [29]. In
particular, if all the oscillators have different native frequen-
cies, which is a quite common situation if the frequencies are
assumed to be random real numbers, there will be no permu-
tation symmetry for the system. In this sense, one should not
expect in general an anti-correlation between symmetries and
synchronization for unstructured random networks of oscilla-
tors mainly because one should not expect any symmetry for
them.
Our multilayer random networks with identical layers are
explicitly built in order to assure that some permutations of
entire layers could in principle be genuine symmetries for the
SL system. Since all the layers are identical, we have in this
case ω = Pω, where P is the pertinent entire-layer permuta-
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FIG. 9. Synchronization diagram, with the same conventions of Fig.
7, for a random network with 2400 nodes disposed in six identical
Barabasi-Albert layers, with 92, 104, 86, 104, 89, 106, 115, 83, 106,
108, 77, 100, 116, 85, 100 interlayer connections, corresponding to
p = 0.25. The six-layer network has average degree 〈dk〉 = 3.22,
synchronization threshold λcα−2 = 0.72, and the minimal and max-
imal degrees are, respectively, 1 and 42. The original network with
diagonal interlayer connections (red crosses) has L = 1.58, while
L = 16.05 for the optimal network (blue circles), for which the min-
imal and maximal degrees are, respectively, 1 and 58.
tion matrix and ω stands for the oscillator native frequencies
vector for the whole network or, in other words, the oscillator
native frequencies for the whole network are even under the
action of P. However, a situation where a certain permutation
P preservers the Laplacian matrix, i.e. [L, P] = 0, and the na-
tive frequencies are odd under its action, i.e. ω = −Pω, can be
also considered a symmetry for the SL system (1), since under
P we will have a system such that zk → z¯k, which of course
has the same synchronization properties. Such a system can-
not have identical layers, in fact it must have layers with the
same topology, but with reversed oscillator native frequencies.
For these systems, the diagonal connection pattern is not any-
more the worst possible case for synchronization, since the
contribution from the interlayer edges to L does not vanish
as for the even case, see (36). This kind of systems is quite
interesting and would deserve a deeper analysis.
We would like also to recall that we opt in our analysis to
keep the layers unchanged and to rewire the edges between
then in order to optimize the synchronization. This could be
considered a minimal change in the network topology, but typ-
ically with a considerable impact on its synchronization ca-
pability. This is not, however, the only optimization scheme
one can envisage for the network. One could, for instance, to
keep the edges unaltered and then to redistribute the oscilla-
tors native frequencies over the network. Let us suppose one
keeps the layers identical in order to guarantee some possi-
ble permutation symmetries for the system. This problem can
be formulated as follows: for a given Laplacian matrix L in
(19), which reordering of the vector ω would lead to a maxi-
mal L? It is clear from (19) that the maximum possible value
for L corresponds to the situation where ω is proportional to
the eigenvector of L with largest eigenvalue, say νmax, which,
incidentally, is an optimal synchronization condition that has
been already discovered numerically and by means of more
intricate methods [33–36]. Hence, an optimal reordering of ω
would be that one which minimizes Γ = |ω − νmax|. However,
this problem is much more complex computationally than the
rewiring problem we have discussed in this paper. This issue
is now also under investigation.
We finish by noticing that, despite of our results are in-
deed fully compatible with the conclusions of [36], in particu-
lar with the fact that anti-correlation between the frequencies
of neighbor nodes favors synchronization (larger values of
L), the role played by the interlayer connection symmetries,
as discussed in Section III, allows us to interpret our results
as a genuine manifestation of the dynamical phenomenon of
AISync in multilayer random networks with identical layers.
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