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ABSTRACT  
 
Most current techniques used for system identification of bridges and vehicles are static-
test-based methods. Methodologies using bridge dynamic responses or modal information are 
highly desirable and under development. This dissertation aims to develop new identification 
methodologies for bridge-vehicle systems using bridge dynamic responses and modal 
information.  
 
A new bridge model updating method using the response surface method (RSM) was 
proposed in this dissertation. The RSM was used to design experiments to find out the 
relationships between the bridge responses and parameters to be updated. Results from 
numerical simulations and a field study show that the proposed methodology can effectively 
update bridge models with reasonable explanations available. 
 
A new methodology of identifying dynamic vehicle axle loads was developed using 
only measured bridge dynamic responses. The proposed methodology has demonstrated its 
ability to successfully identify dynamic vehicle loads by both numerical simulations and field 
tests. This methodology can be used to improve the existing bridge weigh-in-motion 
techniques which usually require slow vehicle movement or good road surface conditions.  
  
A new methodology of identifying parameters of vehicles traveling on bridges was 
proposed in this dissertation. The proposed methodology uses the genetic algorithm to search 
the optimal vehicle parameter values that produce satisfactory agreements between the 
measured bridge responses and predicted bridge responses from the identified vehicle 
parameters. This methodology can also be used to improve the existing weigh-in-motion 
techniques with the ability to identify the static axle weights of vehicles.  
 
The dynamic impact factors for multi-girder concrete bridges were investigated in this 
dissertation. Relationships between the dynamic impact factor and bridge length, vehicle 
velocity, and road surface condition were investigated. Statistical properties of the impact 
factor were obtained. Simple expressions for dynamic impact factor were proposed, which 
can be used as modifications to the LRFD code regarding short bridges and bridges with poor 
road surface conditions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 1 
CHAPTER 1.  INTRODUCTION 
 
This dissertation consists of seven chapters. All chapters, except for the introduction and 
conclusion, are based on papers that have been accepted, are under review, or are to be 
submitted to peer-reviewed journals, and are constructed using the technical paper format that 
is approved by the Graduate School at LSU. The technical paper format is intended to 
facilitate and encourage technical publications. Therefore, each chapter is relatively 
independent. For this reason, some essential information may be repeated in some chapters for 
the completeness of each chapter. All chapters document the research results of the Ph.D. 
candidate under the direction of the candidate’s advisor as well as the dissertation committee 
members. This introductory chapter gives a general background of the present research and 
simply discusses what has been achieved in the present research. More detailed information 
can be found in each individual chapter.  
 
1.1 Bridge Model Updating 
 
An accurate Finite Element (FE) model of structures plays a very important role in 
many applications in the field of civil engineering, such as health monitoring, non-destructive 
damage detection, structural assessment and control, etc. In the study of bridge-vehicle 
coupled vibration, the bridge model is also one of the three major factors (the other two being 
the vehicle model and road roughness) that determine the responses of both the bridge and 
vehicle. However, a newly-created FE bridge model is usually not accurate and may or may 
not truly represent the physical characteristics of the real structure due to modeling errors, and 
simplifications and/or assumptions made in the modeling process.  
 
A number of model updating methods have been proposed in the literature. A 
comprehensive review of the FE model updating techniques and their applications to damage 
detection was reported by Doebling et al. (1998). In some works non-iterative methods were 
used, which directly updates the elements of stiffness and mass matrices in one-step (Baruch 
and Bar-Itzhack 1978; Berman and Nagy 1983). Using this method, the updated stiffness and 
mass matrices can reproduce the measured modal responses exactly. However, structural 
connectivity is usually lost in the updating process. As a result, the updated mass and stiffness 
matrices are not always physically meaningful. In other works, iterative parameter-updating 
methods were employed. These methods use the sensitivity matrix of the parameters, which 
can be obtained by conducting sensitivity studies with respect to the parameters, in the model 
updating process (Friswell and Mottershead 1995; Link 1999). These sensitivity-based 
parameter-updating methods have an advantage of modifying parameters that can directly 
affect the dynamic characteristics of the structure, and as a result, explanations for the updated 
parameters are available.  
 
No matter which method is used to update a FE model, an objective function is always a 
key element in the model updating process. An object function is usually built up using the 
residuals between the measured responses and the numerical responses from the FE model of 
the structure. Eigen-value and eigen-vector (natural frequencies and mode shapes) residuals 
were used most frequently (Brownjohn and Xia 2000; Zhang et al. 2001; Xia and Brownjohn 
2004). Residual from modal curvature/flexibility (Wahab 2001) was used because it is more 
sensitive to local damage than mode shapes. The modal assurance criterion (Teughels et al. 
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2001) related function, which evaluates the correlation of mode shapes, has recently become 
very popular in structural model updating (Brownjohn and Xia 2000; Wu and Li 2004; Jaishi 
and Ren 2005). Static responses, including deflection and strain, were also used in the 
objective function by some researchers for the reason that performing a static test is usually 
much simpler and more economical than performing a dynamic test (Hajela and Soeiro 1990; 
Sanayei et al. 1997). 
 
Most of these model updating methods in the literature have demonstrated their abilities 
to achieve agreements between the measured bridge responses and the predicted bridge 
responses from the updated model to some extent. However, accurate mode shape and modal 
curvature cannot be easily obtained from field testing, while natural frequencies alone are not 
enough to update a FE model of a bridge successfully.  
 
In the present study a model updating method using the response surface method was 
developed. This method uses the bridge responses from both modal tests and static tests. Both 
displacement and strain of the bridge can be used to modify the bridge model depending on 
the purpose of updating the model. Both numerical simulations and field tests have been 
conducted using the developed model updating method. The results show that satisfactory 
agreements can be obtained between the measured bridge responses and predicted bridge 
responses from the updated bridge model and reasonable explanations are available for the 
updated parameters. 
 
1.2 Identification of Dynamic Vehicle Loads 
 
Bridges in service are subject to a combination of various external loads, among which a 
very important load is the traffic load. The dynamic vehicle load information is very 
important for designing new bridges, assessing the condition of existing bridges, and 
maintaining old bridges. Vibration of bridges is induced mainly due to the road roughness and 
dynamic traffic loads. Under certain circumstances, the dynamic effect of bridges can be 
significant. However, most current weigh-in-motion techniques usually require a smooth road 
surface or slow vehicle movement in order to reduce the vibration of the bridge and dynamic 
effect of vehicles. As a result, they usually measure only the static axle loads. 
 
Over the years different bridge-vehicle models have been proposed to study the dynamic 
interaction between bridges and vehicles, and a number of identification methods have been 
proposed (Peters 1984; Chan and O’Conner 1990; Green and Cebon 1994; Yang and Yau 
1997; Henchi 1998; Zhu and Law 2000; Chan et al. 2000; Zhu and Law 2003; Law et al. 2004; 
Pesterev et al. 2004; Pinkaew 2006; Shi 2006; Pinkaew and Asnachinda 2007). A 
comprehensive literature review of different methods was reported by Yu and Chan (2007). 
Among all the methods of identifying dynamic vehicle loads, there are four commonly used 
methods: IMI (O’Conner and Chan 1988), TDM (Law et al. 1997), FTDM (Law et al. 1999), 
and IMII (Chan et al. 1999). 
 
In an early model developed by O’Conner and Chan (1988), the bridge was modeled as 
an assembly of lumped masses interconnected by massless elastic beam elements. This model 
has usually been referred to as the Beam-Element Model. Continuous Beam Models with 
constant cross-section and constant mass per unit length were developed later by other 
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researchers, either in the form of a simply supported beam (Law et al. 1997, Law et al. 1999, 
Law et al. 2001) or a multi-span continuous beam (Zhu and Law 2002; Chan and Ashebo 
2006).  Subject to a moving force P, the equation of motion of a simply supported Euler-
Bernoulli beam with a span length of L, constant flexural stiffness EI, constant mass per unit 
length  , and viscous proportional damping C can be expressed as follows: 
)()(
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where ),( txv  is the deflection of the beam at point x  and time t ; and )( ctx  is the Dirac 
function. Based on the modal superposition technique, the beam deflection can be expressed 
as follows: 
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where )(tqn  is the n th modal displacement. Substituting Eq. (1-2) into Eq. (1-1), the equation 
of motion for the bridge can be obtained in modal form expressed as follows: 
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where n , n , and )(tPn  are the n th modal frequency, modal damping, and modal force, 
respectively.  
 
Orthotropic plates have also been used in modeling bridge structures. For a plate simply 
supported at the two ends, the equation of motion of the plate subject to a moving load P can 
be written as follows: 
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where  pl Nltp ,,2,1),(   are the moving loads; ))(),(( tytx ll

is the position of the moving 
load )(tpl ; and )(x  and )(y  are the Dirac functions.  
 
 Interpretive Method I (IMI) 
 
In this method the bridge is modeled as an assembly of lumped masses interconnected 
by massless elastic beam elements. The IMI reconstructs the loads from the measured bridge 
response caused by inertia or D’Alembert’s forces and damping forces. The nodal responses 
for displacements and/or bending moments at any instant are given by the following two 
equations: 
            YCYYmYPYY IIA                                       (1-5) 
 
            YCMYmMPMM IIA                                   (1-6) 
where  m  is the diagonal matrix containing values of lumped mass;  C  is the damping 
matrix;  AY  and  IY  are the matrices for nodal forces used to obtain nodal displacements; and 
 AM  and  IM  are the matrices for nodal forces used to obtain nodal bending moments. The 
vector of the axle loads,  P , can be identified using any measured bridge responses, such as 
bending moments  M , displacements  Y , velocities  Y , or accelerations  Y . 
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 Time Domain Method (TMD) 
 
Solving Eq. (1-3) in time domain and the dynamic deflection ),( txv  of the beam at 
point x and time t  can be obtained as follows: 
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where 21 nnn   . )(tP  can then be solved by using the least-squares method in time 
domain. 
 
 Frequency-Time Domain Method (FTMD) 
 
Eq. (1-3) can also be solved in frequency domain using the Fourier Transform of both 
Eqs. (1-2) and (1-3). Performing Fourier Transform on the dynamic deflection gives the 
following: 
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The force )(P  can be obtained by solving Eq. (1-8), and )(tP can then be obtained by 
performing the inverse Fourier transformation on the obtained force )(P . 
 
 Interpretive Method II (IMII) 
 
The IMII is similar to the IMI. The only difference is that the Euler-Benoulli beam 
model is used for the bridge deck. The modal superposition technique is also used and the 
bridge responses (e.g. displacement, bending moment, etc.) are expressed using the modal 
coordinates. Similar to the solving process of the IMI, the moving forces can be solved by 
using the least-squares method. 
 
Obviously all these identification methods are based on simple analytical bridge and 
vehicle models. In the present study, a new load-identification methodology was developed 
based on a three-dimensional vehicle-bridge model. Results from both numerical simulations 
and a field test indicate that this methodology can be used to identify the axle loads of 
vehicles traveling through complicated bridge structures. 
 
1.3 Parameter Identification of Vehicles 
 
Another research branch generated from the research of bridge-vehicle interacted 
vibration is parameter identification of vehicles (usually referred to as a system identification 
problem), which essentially belongs to an optimization problem. Research has found that 
vehicle properties (such as stiffness and damping) have a great impact on the bridge-vehicle 
interacted vibration. In highway engineering, vehicles that cause more damage than others are 
usually referred to as ―road-unfriendly‖ vehicles. 
 
Similar to the identification of moving loads on bridges, parameter identification of 
vehicles is also an inverse problem, with the forward problem aiming to obtain the bridge 
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responses given that the vehicle properties are known. Belonging to an optimization problem, 
this problem is, however, different from the problem of identifying moving loads in the sense 
that the moving loads can be calculated directly from the equation of motion for the bridge-
vehicle coupled system while the vehicle parameters cannot be obtained in a similar way. 
 
Different methods of identifying vehicle parameters have been proposed in the literature 
(Kyongsu and Hedrick 1995; Derradji and Mort 1996; Au et al. 2004; Jiang et al. 2004; Law 
et al. 2006). Jiang et al. (2004) and Au et al. (2004) used a genetic algorithm (GA) to identify 
the parameters of vehicles traveling on a continuous bridge by minimizing the residuals 
between the measured accelerations and the reconstructed accelerations from the identified 
parameters. In their study the vehicle was modeled using either a four-parameter model with 
one DOF or a five-parameter model with two DOFs. For the bridge model, the modified beam 
functions proposed by Zheng et al. (1998) were used. Law et al. (2006) presented a parameter 
identification method based on the dynamic response sensitivity analysis. The modified beam 
functions (Zheng et al. 1998) were also used for the bridge, and a twelve-parameter vehicle 
model was used for the vehicle. The identification was realized based on the least-squares 
method with regularization from the measured strain, velocity, or acceleration.  
 
In most previous works the bridge was modeled as a simple beam (or one dimensional 
beam). As a result, the vehicle model was usually limited to a SDOF system or two-DOF 
system. All the beam-model-based methodologies would become impractical if the entire 
structure of a complicated bridge is to be modeled for applications. Moreover, the over-
simplified vehicle models may not be able to well represent the real vehicles traveling on 
bridges. In the present study, the GA was used to identify the parameters of more realistic 
vehicle models. A series of case studies are carried out in which the effects of various factors 
such as measurement station, vehicle speed, traveling route, number of vehicles, road surface 
condition, and noise level are numerically investigated. Bridge responses, including 
displacement, strain, and acceleration, were all used in the identification process. The 
developed methodology was also applied to identify the parameters of a real truck traveling 
through a field bridge using the measured bridge responses. Results show that the developed 
methodology can be used to identify the static weight of vehicles traveling though bridges 
with satisfactory accuracy. 
 
1.4 Dynamic Impact Factors for Multi-girder Concrete Bridges 
 
Due to the road roughness, when vehicles travel through a bridge, vibration will be 
excited. This magnitude of the bridge vibration is generally considered by bridge engineers 
and designers using the impact factors specified in design codes. For example, a value of 0.33 
is suggested for the dynamic impact factor by the AASHTO (2004) specifications. A function 
of the bridge length had been used for many years prior to the use of the value of 0.33 
(AASHTO 2002). In other codes, such as the Canada’s Ontario Bridge Design Code (1983) 
and Australia’s NAASRA Code (1976), the impact factor is defined as a function of the first 
flexural frequency of the bridge. A review of various impact factors for highway bridges 
implemented by various countries around the world can be found in GangaRao (1992). 
 
The vibration of bridges and therefore the dynamic impact factors can be affected by 
many factors in practice such as the dynamic properties of bridges, mechanical characteristics 
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of vehicles, the road surface condition, and so on. In the past two decades, significant efforts 
have been made to investigate the dynamic effect caused by dynamic vehicle loads using 
different analytical bridge-vehicle models (Huang et al. 1992; Wang et al. 1992; Chang and 
Lee 1994; Yang et al. 1995; Liu et al. 2002; Park et al. 2005; Cai et al. 2007; Shi et al. 2008). 
Field testing has also been carried out to verify the impact factors specified in the design 
codes (Green 1977; O’Connor and Pritchard 1985; Park et al. 2005; Shi 2006). However, it 
has been demonstrated through both analytical studies and field testing that the design codes 
may underestimate the impact factor under poor road surface conditions (Billing 1984; 
O’Connor and Pritchard 1985; Shi 2006).  
 
One of the reasons for the underestimation of the impact factor could be that design 
codes, like the AASHTO specifications, are aimed at providing guidelines for designing new 
bridges with good road surface condition. Therefore, the code-specified impact factors may 
not be a problem for bridges with good surface condition. However, for a large majority of 
old bridges whose road surface conditions have deteriorated due to factors like aging, 
corrosion, increased gross vehicle weight and so on, caution should be  taken when using the 
code-specified impact factor. As a matter of fact, the average age of bridges in the United 
States has reached 43 years according to a recent AASHTO report (AASHTO 2008). 
Therefore, for safety purposes more appropriate impact factors should be provided for these 
old bridges.  
 
The current highway bridge design in the United States follows the AASHTO LRFD 
specifications (2004). An impact factor of 0.33 is suggested for the dynamic effect of live load 
on bridges by the LRFD code based on the study by Hwang and Nowak (1991), in which the 
statistical model of the dynamic effect of vehicle loads were obtained from the numerical 
simulation of the dynamic behavior of bridges under vehicle loading. It was noticed that in 
Hwang and Nowak’s work a road roughness coefficient that belongs to an average road 
surface condition according to the ISO (1995) standard was used in the numerical simulations. 
The use of this roughness coefficient in the simulation resulted in a mean impact factor of less 
than 0.17 with a coefficient of variation of 0.80 for the single truck case.  
 
It is obvious that a roughness coefficient for average road surface condition does not 
represent the road surface condition of all bridges and may result in biased impact factors and 
may lead to underestimated impact factors for bridges with poor road surface conditions. 
Furthermore, in the calibration process of the LRFD code (Nowak 1993), the live load and the 
dynamic effect of the vehicle load were considered as a joint variable with a coefficient of 
variation of 0.18. Since the dynamic effect has a coefficient of variation as large as 0.80 
(Hwang and Nowak 1991), the use of a coefficient of variation of 0.18 for the joint parameter 
may underestimate the true variability of the dynamic effect of live load and therefore lead to 
overestimations of the reliability indices. 
 
In the present study, the dynamic impact factors of bridges were investigated by using 
different bridge models, vehicle speeds, and road surface conditions. Statistical properties, 
including the mean, standard deviation, and coefficient of variation, of the impact factors 
were obtained. Simple and reasonable expressions for calculating the impact factor were 
suggested based on the results from the study of the distribution of the impact factors. The 
suggested impact factors can be used as modification of the AASHTO LRFD code. 
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1.5 Overview of the Dissertation 
 
The main objective of this dissertation is to develop methodologies of identifying 
bridge-vehicle systems based on their coupled vibration. To be more specific, in the present 
study new methodologies are to be developed to identify the parameters of bridges and 
vehicles, dynamic vehicle loads, dynamic impact factors of bridges, etc., using the bridge 
dynamic responses including deflection, strain, and acceleration. A brief summary of the 
content in each chapter of this dissertation is provided in the following. 
 
In Chapter 2 a new bridge model updating methodology is introduced. A newly-created 
bridge FE model is usually not perfect and may or may not truly represent the real physical 
characteristics of the bridge structure. Therefore, before using such a new model for any other 
purposes, verification has to be performed and necessary modifications to the bridge model 
need to be made. The proposed bridge model updating methodology uses the response surface 
method (RSM) and genetic algorithm (GA) and is very user-friendly. Results from both the 
numerical simulation and field study show that this method works effectively and achieves 
reasonable physical explanations for the updated parameters. The updated model of the field 
bridge can also be used as a base-line model for health monitoring, damage detection, and 
analyzing the bridge-vehicle interaction in the future. 
 
In Chapter 3 a new methodology of identifying dynamic vehicle loads using measured 
bridge responses is developed. The three-dimensional bridge-vehicle coupled model used in 
this chapter can take into consideration of the road surface roughness and coupling effect 
between the bridge and vehicles, which are not considered in many other models existing in 
the literature. A series of case studies are carried out in which the effects of various factors 
such as bridge inertia force, measurement station, vehicle speed, traveling route, number of 
vehicles, road surface condition, and noise level are investigated. By taking into consideration 
the dynamic effect induced by vehicle loads, this new methodology can successfully identify 
the dynamic vehicle axle loads regardless of vehicle speed and road surface condition which 
usually set restrictions for the current bridge weigh-in-motion techniques. This study also 
serves as a theoretical base for the study in Chapter 4.  
 
In Chapter 4 a bridge field test is conducted and the methodology developed in Chapter 
3 is applied to identify the axle loads of a real truck traveling through an existing bridge in 
Louisiana. A FE model of the test bridge is firstly created and updated using the model 
updating method developed in Chapter 2. A three-dimensional vehicle model is also created 
for the test truck based on available truck information from the Louisiana DOTD. The 
identified dynamic axle loads of the truck show satisfactory agreement with what was 
expected. The field study in Chapter 4 demonstrates that the developed methodology in 
Chapter 3 can be used to identify real dynamic vehicle loads on bridges, which will provide 
more reliable live load information for site-specific bridge fatigue assessment and 
performance evaluation. 
 
Since parameters of the bridge can be identified from bridge responses in Chapter 2, it 
would be very natural to think of identifying the parameters of vehicles traveling through a 
bridge using the bridge dynamic responses. In Chapter 5 the genetic algorithm used in 
Chapter 2 is adopted to search for the optimal parameters of the vehicles that produce the best 
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agreements possible between the measured bridge responses and predicted bridge responses 
from the bridge-vehicle coupled model when vehicles travel through a bridge. Bridge 
responses including deflection, strain, and acceleration are used in the identification process, 
respectively. The identified vehicle masses can be used to predict static vehicle weights and 
therefore improve the current bridge weigh-in-motion techniques that usually require slow 
vehicle movement or good road surface conditions to achieve good accuracy. 
 
In Chapter 6 the developed bridge-vehicle coupled model is used to study the dynamic 
impact factor for multi-girder concrete bridges. Five bridges with different span lengths are 
used. Seven vehicle speeds as well as five different road surface conditions are used. The 
results from this study show that the AASHTO code underestimates the dynamic impact 
factor for short bridges and bridges with poor road surface conditions. Based on the results 
from numerical simulations, simple expressions for dynamic impact factor are proposed. 
Corresponding confidence levels with the proposed impact factors for the five bridges under 
study are provided, indicating that the proposed expressions can be used with considerable 
confidence. These impact factors can be used as a modification for the AASHTO code 
regarding short bridges and old bridges with poor road surface conditions. 
 
Conclusions of this dissertation are summarized in Chapter 7. Possible future research is 
also recommended in this chapter. 
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CHAPTER 2.  BRIDGE MODEL UPDATING USING RESPONSE SURFACE 
METHOD 
 
2.1 Introduction 
 
For many applications in the field of civil engineering, such as health monitoring, non-
destructive damage detection, structural assessment and control, etc., an accurate Finite 
Element (FE) model is very important because it can be used as a reference model to predict 
the performance of structures. The FE model of a structure is usually a highly idealized 
engineering model that may or may not truly represent all the physical aspects of the real 
structure. Discrepancies between field test results and numerical results are always inevitable 
due to two possible factors, namely modeling errors as a result of simplifications and/or 
assumptions made in the modeling process and uncertainties in material and geometric 
properties as well as boundary conditions (Lee et al. 1987; Mazurek and DeWolf 1990; 
Salawu and Williams 1995). However, the FE model can then be modified to reduce these 
differences. This modification process is usually referred to as model updating in practice. In 
other words, the purpose of model updating is to modify the FE model of a structure in order 
to obtain better agreement between the numerical and field test results for structure responses. 
Parameters commonly modified in the model updating process include Young’s modulus, 
cross-sectional area, Poisson’s ratio, stiffness, mass, density, damping ratio, etc.  
 
A number of model updating methods have been proposed in the literature. A 
comprehensive review of the FE model updating techniques and their applications to damage 
detection was reported by Doebling et al. (1998). In some works the non-iterative method was 
used, which directly updates the elements of stiffness and mass matrices in one-step (Baruch 
and Bar-Itzhack 1978; Berman and Nagy 1983). Using this method, the updated stiffness and 
mass matrices can reproduce the measured modal responses exactly. However, structural 
connectivity is usually lost in the updating process. As a result, the updated mass and stiffness 
matrices are not always physically meaningful. In other works, the iterative parameter-
updating methods were employed. These methods use the sensitivity matrix of the parameters, 
obtained by conducting sensitivity studies with respect to the parameters, in the model 
updating process (Friswell and Mottershead 1995; Link 1999). These sensitivity-based 
parameter-updating methods have an advantage of modifying parameters that can directly 
affect the dynamic characteristics of the structure, and as a result, physical explanations for 
the updated parameters are usually available.  
 
No matter which method is used to update a FE model, an objective function is always 
a key element in the model updating process. An objective function is usually built up using 
the residuals between the measured responses and the numerical responses from the FE model 
of the structure. Eigen-value and eigen-vector (natural frequencies and mode shapes) residuals 
are used most frequently (Brownjohn and Xia 2000; Zhang et al. 2001; Xia and Brownjohn 
2004). Residual from modal curvature or flexibility (Wahab 2001) has also been used because 
it is more sensitive to local damage than mode shapes. The modal assurance criterion related 
function (Teughels et al. 2001), which evaluates the correlation of mode shapes, has recently 
become very popular in structural model updating (Brownjohn and Xia 2000; Wu and Li 
2004; Jaishi and Ren 2005). Static responses including deflection and strain have also been 
used in the objective function by some researchers for the reason that performing a static test 
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is usually much simpler and more economical than performing a dynamic test (Hajela and 
Soeiro 1990; Sanayei et al. 1997). 
 
In this study a new practical and user-friendly FE model updating method is presented. 
The new method uses the response surface method (RSM) for the best experimental design of 
the parameters to be updated, based on which numerical analysis can be performed to obtain 
explicit relationships between the structure responses and parameters from the simulation 
results. The parameters are then updated using the genetic algorithm (GA) by minimizing an 
objective function built up using the residuals between the measured structure responses and 
predicted responses from the expressed relationships. Natural frequencies from modal 
analysis and strains or deflections from static tests are used as responses in the objective 
function. A numerical example of a simply-supported beam is used to demonstrate how the 
proposed method works. The proposed method is also applied to the model updating of an 
existing bridge. Results show that this method works well and achieves reasonable physical 
explanations for the updated parameters. 
 
2.2 Response Surface Method 
 
In experimental design, reducing the number of samples usually plays a critical role in 
reducing the design cost. A large number of design samples could result in a safe design, but 
the design cost would be high. While a small number of design samples could reduce the 
design cost, the design quality could not be guaranteed.  
 
The factorial experimental design method has been used most commonly. For a full 
factorial experiment, as the number of factors increases, the number of factorial points will 
increase dramatically. A fractional factorial design is an experimental design consisting of a 
carefully chosen subset (fraction) of the experimental runs of a full factorial design. However, 
for both the full factorial design and the fractional factorial design, usually only two levels of 
values are used for each factor. One limitation of the two-level factorial designs where the 
factors are quantitative is that they cannot identify curvatures in the response surface. 
Modeling curvature effects can be very important when the objective of the experiment is to 
identify the combination of levels of the quantitative factors that leads to an optimum 
response. 
 
The RSM is an approximation optimization method that seeks the best experimental 
design using the minimum number of design samples. It was introduced into the field of 
experimental design in the late 1990’s. RSM is a much more experimentally efficient way to 
determine the relationship between the experimental response and factors at multiple levels. It 
has been used in many engineering fields (Das and Zheng 2000; Wang et al. 2005; Landman 
et al. 2007). In civil engineering, the RSM has been used mainly in structural safety and 
reliability analysis (Bucher and Bourgund 1990; Das and Zheng 2000; Zheng and Das 2000; 
Cheng et al. 2005; Cheng et al. 2007). Marwala (2004) introduced this method to structural 
model updating.  
 
The basic idea of the RSM is to use the so-called response surface function (RSF) to 
approximate the actual state function, which is usually implicit and difficult to express. 
Regression is usually performed to determine the RSF by the least-squares method (LSM).  
 15 
The RSF commonly takes the form of polynomials of the variables under consideration, and is 
much easier to deal with than the actual state function. A quadratic form is often used for the 
RSF. Higher order polynomials are generally not used for conceptual as well as computational 
reasons. A typical quadratic form for a response surface with three variables can be written as: 
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where Y is the response; and 1x , 2x , and 3x are the variables. Occasionally the cross-product 
terms are ignored (Bucher and Bourgund) and the incomplete quadratic form can be written 
as: 
2
333
2
222
2
1113322110 xbxbxbxbxbxbbY                                   (2-2) 
 
 
Fig. 2-1 A two-factor CCD 
 
Central composite designs (CCDs) are the most commonly used type of RSM designs. 
By adding a single center point and four star points to a full two-factor factorial design, a two-
factor CCD can be obtained (Fig. 2-1). A star point is one in which all factors but one are set 
at their mid-levels. The distance from a star point to the center point in code units is typically 
denoted by . For designs that have k ( 3k ) factors, the CCDs generally consist of three 
components:  
 
1. fk2  corner points. Here f describes the size of the fraction of the full factorial 
used. At the base of any CCD is a two-level full factorial design or a fractional factorial 
design. This component provides information for the estimation of linear main effects and all 
two-factor interaction effects. Corner points have coded coordinates of the form of ( 1 , 1 , 
… 1 ). 
 
2. 2k star points. These factor level combinations permit the estimation of all quadratic 
main effects. In addition, when 0.1 , significance tests for higher-order curvature effects 
can be conducted. Star points have coded coordinates (  , 0, …, 0), (0,  ,…, 0), etc. 
with one coordinate being  , and all other coordinates being zeros. 
 
3. 
0n  center points. Here the case 10 n is possible, and the coded coordinates of the 
center point replicates are (0, 0, …, 0). 
 
Table 2-1 shows a three-factor CCD with four replicates at the center point, which will 
be used later in the simulation study. A list of widely used CCDs is also given in Table 2-2 for 
studies involving two to eight factors.  
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Table 2-1 A three-factor CCD 
Experimental 
Trial 
Factor Level Settings 
X1 X2 X3 
1 -1 -1 -1 
2 1 -1 -1 
3 -1 1 -1 
4 1 1 -1 
5 -1 -1 1 
6 1 -1 1 
7 -1 1 1 
8 1 1 1 
9   0 0 
10   0 0 
11 0   0 
12 0   0 
13 0 0   
14 0 0   
15 0 0 0 
16 0 0 0 
17 0 0 0 
18 0 0 0 
 
Table 2-2 CCDs for different number of factors 
 Number of Factors 
 2 3 4 5 6 7 8 
Base factorial design 22  32  42  152   162   172   282   
Star points 4 6 8 10 12 14 16 
Center point 1 1 1 1 1 1 1 
  1.4141 1.6818 2.0000 2.0000 2.3784 2.8284 3.3636 
Total number of trials 12 18 28 30 48 82 84 
 
2.3 Genetic Algorithm  
 
Genetic algorithms (GAs) (Goldberg 1989; Gen and Cheng 2000) are stochastic global 
search techniques based on the mechanics of natural selection and natural genetics. They are 
widely applied in bioinformatics, phylogenetics, computer science, engineering, economics, 
chemistry, manufacturing, mathematics, physics and other fields. GAs combine the survival 
of the fittest string structures with a structured yet randomized information exchange to form 
a search algorithm with some of the innovative flair of human search. GAs are implemented 
as a computer simulation in which a population of abstract representations, which are usually 
called chromosomes, of candidate solutions (usually called individuals, creatures, or 
phenotypes) to an optimization problem evolves toward better solutions. The evolution 
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usually starts from a population of randomly generated individuals and continues in new 
generations. In each generation, the fitness of every individual in the population is evaluated, 
multiple individuals are stochastically selected from the current population based on their 
fitness, and the population is modified (recombined and possibly randomly mutated) to form a 
new population. The new population is then used in the next iteration of the algorithm. 
Commonly, the algorithm terminates when either a maximum number of generations has been 
produced, or a satisfactory fitness level has been reached for the population. If the algorithm 
is terminated due to a maximum number of generations, a satisfactory solution may or may 
not have been reached.  
 
2.4 Simulation Study 
 
A simulated simply-supported concrete beam was taken as an example to demonstrate 
how the proposed RSM can be used in FE model updating.  
 
Fig. 2-2 The simply-supported concrete beam model under study 
 
Fig. 2-2 shows the concrete beam under study, which is divided into fifteen elements. 
The beam has a length of 6 m with a cross section of 0.2 m by 0.2 m. Originally, the Young’s 
modulus, Poisson’s ratio, and density of the concrete were taken as 30 GPa, 0.3, and 2400 
kg/m
3
, respectively.  
 
In a simulated simulation, it was assumed that the beam is damaged at the positions of 
Element 4 and Element 8. The damages at Element 4 and Element 8 were simulated by 
reducing the Young’s modulus of the two elements to 15 GPa and 20 GPa, respectively. The 
real density of the concrete is assumed to be 2200 kg/m
3
.  
 
The proposed method was applied to update this beam model, and find out the true 
values for the three parameters, i.e. the Young’s modulus for both Element 4 and Element 8, 
and the real density of the concrete beam.  
 
The CCD shown in Table 2-1 was used for this three-factor experimental design. Based 
on the assumption that damages have occurred at Element 4 and Element 8, the baseline 
values for the Young’s modulus of these two elements were both taken as 20 GPa. The 
baseline value for the density of concrete beam was taken as 2400 kg/m
3
. Assuming a unit 
change for each of the three parameters to be 50%, 50%, and 20% of the baseline values 
respectively, a detailed CCD for the three parameters is shown in the first four columns in 
Table 2-3.  
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Numerical modal test and static test were then performed on the beam based on the 
CCD. In the static test, the beam was subjected to two concentrated loads of 200 N each at the 
position shown in Fig. 2-3. The first three natural frequencies from the modal analysis and the 
strain at the mid-span of the beam from the static test were obtained as the responses.  
 
Table 2-3 Experimental design for the beam example and results 
Trial 
# 
X1 
(GPa) 
X2 
(GPa) 
X3 
(10
3
 kg/m
3
) 
Freq 1 Freq 2 Freq 3 Strain 
1 10 10 1.920 8.515 14.027 35.879 1.2264E-05 
2 30 10 1.920 8.901 14.091 39.938 1.2261E-05 
3 10 30 1.920 9.432 15.174 36.069 1.1983E-05 
4 30 30 1.920 9.971 15.201 39.997 1.1980E-05 
5 10 10 2.880 6.952 11.453 29.295 1.2264E-05 
6 30 10 2.880 7.268 11.505 32.609 1.2261E-05 
7 10 30 2.880 7.701 12.389 29.450 1.1983E-05 
8 30 30 2.880 8.141 12.412 32.658 1.1980E-05 
9 3 20 2.400 7.138 13.204 27.122 1.2093E-05 
10 37 20 2.400 8.687 13.307 36.209 1.2088E-05 
11 20 3 2.400 6.190 10.918 34.464 1.2455E-05 
12 20 37 2.400 8.896 13.710 34.706 1.1928E-05 
13 20 20 1.593 10.462 16.318 42.571 1.2089E-05 
14 20 20 3.207 7.372 11.500 30.000 1.2089E-05 
15 20 20 2.400 8.523 13.294 34.680 1.2089E-05 
16 20 20 2.400 8.523 13.294 34.680 1.2089E-05 
17 20 20 2.400 8.523 13.294 34.680 1.2089E-05 
18 20 20 2.400 8.523 13.294 34.680 1.2089E-05 
 
 
Fig. 2-3 Static test on the beam 
 
The simulated results of the responses using parameters from the CCD are shown in the 
last four columns in Table 2-3. Based on the parameters and their corresponding responses, 
regression was performed to determine the RSFs through the least-squares method. The 
obtained second-order RSFs for all the four responses are shown in the following: 
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where 1Y , 2Y , 3Y , and 4Y  denote the four responses, i.e. the first, second, and third natural 
frequency of the beam, and the strain at the mid-span of the beam from the static test, 
respectively, and have the units of Hz, Hz, Hz, and  ;  the three variables 1x , 2x , and 3x , 
represent the three parameters, i.e. the Young’s modulus of Element 4, the Young’s modulus 
of Element 8, and the density of the concrete, respectively. The units for the responses and 
parameters are the same as those in Table 2-3. 
 
An objective function was then built up using the residuals between the measured 
responses and predicted responses from the RSFs. Based on the measured results for the first 
three natural frequencies from the modal test and the strain at the mid-span of the beam from 
the static load case, which were 8.7848, 13.8760, 35.2500 Hz, and 1.2090 , respectively, the 
objective function can be written based on the least-squares method as shown below: 
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By defining the upper and lower bounds for each of the parameters in the objective 
function, which were set to be [0 GPa 0 GPa  2000 kg/m
3
] and [40 GPa 40 GPa  2800 kg/m
3
] 
in this case, the objective function objF was then optimized using the GA.  
 
The identified values for the four parameters obtained using the GA as well as the 
differences between these values and their true values are listed in Table 2-4. 
 
Table 2-4 Identified values for the three parameters using second-order RSFs 
Parameters True value Identified value Error (%) 
X1 (GPa) 15.000 16.681 11.21 
X2 (GPa) 20.000 20.661 -3.31 
X3 (10
3 
kg/m
3
) 2.200 2.220 -0.89 
 
As can be seen from the table, the errors for the Young’s modulus of Element 8 and for 
the density of the concrete are both under 5%, which is acceptable. However, the error for the 
Young’s modulus of Element 4 reaches 11%, which is slightly too large. In order to find out 
the cause of the relatively large error and further increase the accuracy of the identified 
results, third-order RSFs with cross-term ignored were built for the four responses as follows: 
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The same procedures were implemented again to identify the three variables, and the 
results are shown in Table 2-5.  
 
Table 2-5 Identified values for the three parameters using third-order RSFs  
Parameters True value Identified value Error (%) 
X1 (GPa) 15.000 15.186 1.23 
X2 (GPa) 20.000 19.706 -1.47 
X3 (103 kg/m3) 2.200 2.194 -0.26 
 
Comparing the results in Table 2-4 and Table 2-5, it is clear that the accuracy of 
identified result for the Young’s modulus of Element 8 has been greatly improved. For the 
Young’s modulus of Element 4, the accuracy of the identified result is also improved. It can 
therefore be concluded that in this case, third-order RSFs can better represent the real 
relationships between the responses and parameters, and can therefore produce better 
identification results. It is noted that in a real application, we do not know what the real 
parameter values are; however, as shown later in the field bridge example, we can always 
compare the predicted response using the updated model with the measurements. If the 
differences are not acceptable, we can improve the model by adding more terms and/or more 
parameters.  
 
In order to find out how many responses would be enough to identify the three 
parameters accurately, a series of studies were carried out. Four different objective functions 
were built using one, two, three, or all four responses respectively, as shown below: 
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The four objective functions were then optimized using the GA, and the identified 
results for the three parameters are shown in Table 2-6. 
 
As can be seen from the table, using only one or two responses in the objective function 
gives poor results, with errors reaching 80% when using one response and 30% when using 
two responses. Using three or four responses can significantly reduce the error in the 
identified results. We may conclude that the number of responses needed in the objective 
function should be at least no less than the number of parameters to be identified.  
 
Table 2-6 Identified values for the three parameters using the four objective functions 
Objective 
Function 
Parameters True value 
Identified 
value 
Error (%) 
1_objF  
X1 (GPa) 15.000 3.403 -77.32 
X2 (GPa) 20.000 3.883 -80.58 
X3 (10
3 
kg/m
3
) 2.200 1.251 -43.14 
2_objF  
X1 (GPa) 15.000 18.195 21.30 
X2 (GPa) 20.000 13.575 -32.12 
X3 (10
3 
kg/m
3
) 2.200 2.073 -5.76 
3_objF  
X1 (GPa) 15.000 15.063 0.42 
X2 (GPa) 20.000 19.387 -3.07 
X3 (10
3 
kg/m
3
) 2.200 2.190 -0.46 
4_objF  
X1 (GPa) 15.000 15.186 1.23 
X2 (GPa) 20.000 19.706 -1.47 
X3 (10
3 
kg/m
3
) 2.200 2.194 -0.26 
 
2.5 Model Updating on an Existing Bridge  
 
The proposed method was applied to the model updating of an existing bridge. The test 
bridge is a two-way bridge located over Cypress Bayou in District 61, on LA 408 East, 
Louisiana. This bridge is representative of a large majority of prestressed-concrete slab-on-
girder highway bridges in the US. It consists of two separated structures, which are identical 
and symmetric about the center line of the bridge. Each structure provides a path for traffic 
traveling in one direction. Since they are separated, only one structure was investigated in this 
study. 
 
 
Fig. 2-4 Profile of the test bridge 
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The bridge structure selected in this study has three straight simple spans, each 
measuring 16.764 m (55 ft) in length with zero skew angles (Fig. 2-4). Seven AASHTO Type 
II pre-stressed concrete girders spaced 2.13m (7 ft) from center to center are used for the 
bridge. All girders are anchored to the supports at both ends. Each span has one intermediate 
diaphragm (ID) located at the mid-span and two more located at both ends of the span, all of 
which are separated from the bridge deck.  
 
The third span of the bridge was instrumented. A total of seven measurement stations 
(S1, S2, S3, S4, S5, S6, and S7 corresponding to girders G1, G2, G3, G4, G5, G6, and G7) 
were selected, each with a distance of one foot from the mid-span of the corresponding girder 
to avoid stress concentration near the diaphragm. Strain gauges, accelerometers, and cable 
extension transducers were placed at each of the seven stations.  
 
Based on the configuration of the bridge, a numerical model was created using the 
ANSYS program (Fig. 2-5). The bridge deck, girders, diaphragms, shoulder, and railing were 
all modeled using solid elements, which have three translational DOFs for each node. Since 
the prestressing force effect on vibration frequencies of concrete beams and bridges has been 
studied by some researchers (Saiidi et al. 1994; Hamed and Frosting 2006), and controversy 
still exists concerning whether prestressing tends to decrease the natural frequencies or has a 
negligible effect, in this study the prestressing force effect was taken into consideration by 
modifying the equivalent Young’s modulus of the concrete girders in the model updating 
process. The rubber bearings were modeled using equivalent beam elements with six DOFs 
(three translational and three rotational) for each node, and a rigid connection was assumed 
between the rubber bearings and the supports. A rigid connection was also assumed between 
both girders and diaphragms and between girders and bridge deck. 
 
Because of their uncertainty, five parameters were selected as variables, which are the 
Young’s modulus of the concrete for the bridge deck, the seven girders, the diaphragms, the 
density of the bridge deck, and the stiffness of the rubber bearing. In the original model, the 
density of the concrete was taken as 2323kg/m
3, the Young’s modulus for the rubber bearings 
was taken as 200 MPa (266.6 MPa is used in the LRFD specifications by AASHTO 1998), 
and the Young’s modules used for concrete were 25.12 GPa for both the bridge deck and 
diaphragms and 32.03 GPa for the seven girders, all of which were calculated from the 
equation below (AASHTO 2004) using a design strength of 44.82 MPa for the girders, and 
27.58 MPa for both the bridge deck and diaphragms: 
')043.0(
5.1
0 cc fwE                                                  (2-16) 
where wc and fc’ are the density and design strength of the concrete, respectively.  
 
Both dynamic test and static tests (Fig. 2-6) were performed on the bridge. For the two 
static tests conducted, in each test one truck travelled along one lane (Lane-1 or Lane-2) at a 
crawling speed (less than 2m/s), and strains on all the seven girders were recorded in time 
history. Modal analysis was done using the free vibration response of the bridge from the 
dynamic test when the truck was off the bridge, and the first three natural frequencies were 
obtained. 
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Fig. 2-5 Numerical model of the bridge under study 
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(a) Load case 1 
 
 
 
 
(b) Load case 2 
Fig. 2-6 Static tests performed on the bridge 
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To obtain the relationship between the responses and the selected parameters, the RSM 
was first used for the experimental design. A fractional design with five factors, each with 5 
levels, was used for the experimental design in this study. Table 2-7 shows the details of this 
fractional design, where X1, X2, X3, X4, and X5 represent the Young’s modulus of the 
bridge girder, the Young’s modulus of the bridge deck, the density of the bridge deck 
concrete, the Young’s modulus of the diaphragms, and the Young’s modulus of the bearing. 
the  value for this five-factor experimental design was taken to be 2.0. 
 
Table 2-7 Experimental design of the five parameters using RSM 
Experimental 
Trial # 
Factor Level Setting 
X1 X2 X3 X4 X5 
1 -1 -1 -1 -1 1 
2 1 -1 -1 -1 -1 
3 -1 1 -1 -1 -1 
4 1 1 -1 -1 1 
5 -1 -1 1 -1 -1 
6 1 -1 1 -1 1 
7 -1 1 1 -1 1 
8 1 1 1 -1 -1 
9 -1 -1 -1 1 -1 
10 1 -1 -1 1 1 
11 -1 1 -1 1 1 
12 1 1 -1 1 -1 
13 -1 -1 1 1 1 
14 1 -1 1 1 -1 
15 -1 1 1 1 -1 
16 1 1 1 1 1 
17 -2 0 0 0 0 
18 2 0 0 0 0 
19 0 -2 0 0 0 
20 0 2 0 0 0 
21 0 0 -2 0 0 
22 0 0 2 0 0 
23 0 0 0 -2 0 
24 0 0 0 2 0 
25 0 0 0 0 -2 
26 0 0 0 0 2 
27 0 0 0 0 0 
28 0 0 0 0 0 
29 0 0 0 0 0 
30 0 0 0 0 0 
 
The baseline values are usually chosen near the original estimates based on construction 
drawings. However, to improve accuracy they can be adjusted for more realistic values when 
more information becomes available. Therefore, the five parameters were taken as 30 GPa, 35 
GPa, 2400 kg/m
3
, 20 GPa, and 50 MPa based on a preliminary study of the parameters, with 
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the bearing modulus (50 MPa) significantly different from the original estimate (200 MPa). 
The range for each parameter can be defined by assuming the value for a unit change of each 
parameter, which was taken as 40%, 40%, 20%, 40%, and 40% of the baseline values for the 
five parameters, respectively. The selection of these values was based on personal experience. 
The reason why a 20% change of the baseline value was taken as a unit change for the density 
of the concrete is because normally the density of the concrete will not change as much as the 
strength of the concrete. The density changes also reflect the additional mass of non-structural 
members, such as an additional wearing surface for maintenance purposes. The experimental 
design with designed values for the whole set of parameters is listed in Table 2-8. 
 
Table 2-8 Experimental design values for the five parameters 
Experimental 
Trial # 
Factor values 
X1 X2 X3 X4 X5 
1 1.800E+10 2.100E+10 1.920E+03 1.200E+10 7.000E+07 
2 4.200E+10 2.100E+10 1.920E+03 1.200E+10 3.000E+07 
3 1.800E+10 4.900E+10 1.920E+03 1.200E+10 3.000E+07 
4 4.200E+10 4.900E+10 1.920E+03 1.200E+10 7.000E+07 
5 1.800E+10 2.100E+10 2.880E+03 1.200E+10 3.000E+07 
6 4.200E+10 2.100E+10 2.880E+03 1.200E+10 7.000E+07 
7 1.800E+10 4.900E+10 2.880E+03 1.200E+10 7.000E+07 
8 4.200E+10 4.900E+10 2.880E+03 1.200E+10 3.000E+07 
9 1.800E+10 2.100E+10 1.920E+03 2.800E+10 3.000E+07 
10 4.200E+10 2.100E+10 1.920E+03 2.800E+10 7.000E+07 
11 1.800E+10 4.900E+10 1.920E+03 2.800E+10 7.000E+07 
12 4.200E+10 4.900E+10 1.920E+03 2.800E+10 3.000E+07 
13 1.800E+10 2.100E+10 2.880E+03 2.800E+10 7.000E+07 
14 4.200E+10 2.100E+10 2.880E+03 2.800E+10 3.000E+07 
15 1.800E+10 4.900E+10 2.880E+03 2.800E+10 3.000E+07 
16 4.200E+10 4.900E+10 2.880E+03 2.800E+10 7.000E+07 
17 6.000E+09 3.500E+10 2.400E+03 2.000E+10 5.000E+07 
18 5.400E+10 3.500E+10 2.400E+03 2.000E+10 5.000E+07 
19 3.000E+10 7.000E+09 2.400E+03 2.000E+10 5.000E+07 
20 3.000E+10 6.300E+10 2.400E+03 2.000E+10 5.000E+07 
21 3.000E+10 3.500E+10 1.440E+03 2.000E+10 5.000E+07 
22 3.000E+10 3.500E+10 3.360E+03 2.000E+10 5.000E+07 
23 3.000E+10 3.500E+10 2.400E+03 4.000E+09 5.000E+07 
24 3.000E+10 3.500E+10 2.400E+03 3.600E+10 5.000E+07 
25 3.000E+10 3.500E+10 2.400E+03 2.000E+10 1.000E+07 
26 3.000E+10 3.500E+10 2.400E+03 2.000E+10 9.000E+07 
27 3.000E+10 3.500E+10 2.400E+03 2.000E+10 5.000E+07 
28 3.000E+10 3.500E+10 2.400E+03 2.000E+10 5.000E+07 
29 3.000E+10 3.500E+10 2.400E+03 2.000E+10 5.000E+07 
30 3.000E+10 3.500E+10 2.400E+03 2.000E+10 5.000E+07 
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According to the experimental design, numerical analysis was performed to obtain the 
bridge responses. Depending on the purpose of model updating, different bridge responses 
can be used in the model updating process. In this study, the bridge model was updated with 
the purpose of achieving good agreement between the first three natural frequencies from the 
modal tests and the maximum strains or deflections on the girders from the static tests.   
 
2.5.1 Bridge Model Updating Using Natural Frequencies and Strains 
 
Numerical results of the first three natural frequencies and maximum strains on the 
seven girders under the static test are shown in the Table 2-9, where R(1), R(2), and R(3) 
denote the first three natural frequencies (unit: Hz) of the bridge respectively, and R(4), R(5), 
R(6), R(7), R(8), R(9), and R(10) represent the maximum strains (unit:  ) at the seven 
measurement stations (from G1 to G7). 
 
Regression was performed to obtain the relationships between the responses and 
parameters. A full second-order regression function was used in the RSFs for all responses. 
For simplicity purpose, units for the parameters in the regression functions were set to be 10 
GPa, 10 GPa, 1000 kg/m
3
, 10 GPa, and 10 MPa for the five parameters respectively. Results 
of the ten RSFs are expressed in the matrix form as follows:  
XAR T                                                          (2-17) 
where R is the response vector; X is the variable vector; and A is a matrix of 
coefficients. R, X, and A are expressed as follows: 
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Table 2-9 Results for the responses from simulation 
 R(1) R(2) R(3) R(4) R(5) R(6) R(7) R(8) R(9) R(10) 
1 7.9011 10.679 16.412 -1.289E-06 1.049E-05 2.619E-05 5.114E-05 5.981E-05 3.973E-05 1.643E-05 
2 7.5745 11.367 15.359 -2.391E-07 1.027E-05 2.394E-05 4.663E-05 5.534E-05 3.686E-05 1.506E-05 
3 7.8375 11.041 16.372 -7.734E-07 5.121E-06 1.316E-05 2.753E-05 3.275E-05 2.133E-05 8.378E-06 
4 10.622 13.948 21.036 -9.631E-07 3.899E-06 1.093E-05 2.456E-05 2.988E-05 1.860E-05 5.739E-06 
5 6.0826 8.694 12.906 -8.515E-07 1.112E-05 2.666E-05 5.106E-05 5.966E-05 4.038E-05 1.767E-05 
6 7.7403 10.636 16.396 -6.593E-07 9.715E-06 2.355E-05 4.664E-05 5.535E-05 3.628E-05 1.409E-05 
7 8.1554 10.589 15.915 -9.495E-07 4.587E-06 1.256E-05 2.723E-05 3.249E-05 2.059E-05 7.412E-06 
8 7.4007 11.133 14.753 -7.975E-07 4.384E-06 1.145E-05 2.485E-05 3.017E-05 1.928E-05 6.536E-06 
9 6.9828 11.168 14.843 1.582E-06 1.254E-05 2.655E-05 4.542E-05 5.166E-05 3.809E-05 2.218E-05 
10 8.8879 13.347 18.843 1.033E-06 1.093E-05 2.356E-05 4.203E-05 4.857E-05 3.400E-05 1.699E-05 
11 9.3564 13.309 21.039 -5.141E-08 5.658E-06 1.311E-05 2.382E-05 2.724E-05 1.925E-05 1.004E-05 
12 8.513 14.206 16.844 -1.029E-07 5.191E-06 1.185E-05 2.216E-05 2.590E-05 1.794E-05 8.389E-06 
13 6.924 10.305 15.547 9.864E-07 1.201E-05 2.623E-05 4.544E-05 5.165E-05 3.743E-05 2.093E-05 
14 6.622 11.09 13.455 1.518E-06 1.141E-05 2.388E-05 4.208E-05 4.870E-05 3.458E-05 1.794E-05 
15 6.844 10.794 14.362 2.931E-07 6.115E-06 1.354E-05 2.407E-05 2.753E-05 1.995E-05 1.106E-05 
16 9.2914 13.28 19.715 -3.649E-07 4.765E-06 1.143E-05 2.188E-05 2.557E-05 1.730E-05 7.572E-06 
17 6.3893 9.2812 14.52 6.257E-07 9.755E-06 2.142E-05 3.629E-05 4.075E-05 3.062E-05 1.886E-05 
18 8.9021 13.105 18.267 -3.561E-07 6.258E-06 1.483E-05 2.883E-05 3.408E-05 2.276E-05 9.370E-06 
19 5.5982 9.1796 11.581 1.082E-05 3.246E-05 6.260E-05 1.070E-04 1.233E-04 8.774E-05 4.722E-05 
20 9.1213 12.879 19.267 -5.259E-07 3.867E-06 9.761E-06 1.987E-05 2.350E-05 1.548E-05 6.242E-06 
21 9.7878 13.979 20.815 -5.109E-07 6.671E-06 1.600E-05 3.064E-05 3.579E-05 2.423E-05 1.060E-05 
22 7.4226 10.615 15.738 -5.109E-07 6.671E-06 1.600E-05 3.064E-05 3.579E-05 2.423E-05 1.060E-05 
23 8.3391 10.415 14.906 -1.500E-06 4.260E-06 1.413E-05 3.716E-05 4.694E-05 2.749E-05 6.236E-06 
24 8.3790 12.917 17.797 4.683E-07 7.302E-06 1.601E-05 2.819E-05 3.227E-05 2.320E-05 1.250E-05 
25 5.0225 9.5021 10.663 2.784E-07 8.118E-06 1.768E-05 3.216E-05 3.755E-05 2.662E-05 1.332E-05 
26 9.2118 12.561 19.536 -7.048E-07 6.391E-06 1.578E-05 3.065E-05 3.583E-05 2.392E-05 1.005E-05 
27 8.3665 11.953 17.766 -5.109E-07 6.671E-06 1.600E-05 3.064E-05 3.579E-05 2.423E-05 1.060E-05 
28 8.3665 11.953 17.766 -5.109E-07 6.671E-06 1.600E-05 3.064E-05 3.579E-05 2.423E-05 1.060E-05 
29 8.3665 11.953 17.766 -5.109E-07 6.671E-06 1.600E-05 3.064E-05 3.579E-05 2.423E-05 1.060E-05 
30 8.3665 11.953 17.766 -5.109E-07 6.671E-06 1.600E-05 3.064E-05 3.579E-05 2.423E-05 1.060E-05 
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The first three natural frequencies obtained from the modal analysis of the field bridge 
dynamic tests were 8.19, 11.11, and 15.79 Hz, respectively. The maximum strains at the seven 
measurement stations (from G1 to G7) obtained from the static test were -4, 6.5, 12, 32, 68, 
23, and 2.5 , respectively. An objective function was built as the summation of the absolute 
residuals between the measured responses and the predicted responses from the RSFs, which 
is shown below: 



10
1
)()()(
i
obj iMiRicoefF                                            (2-18) 
where )(iR  is the predicted response from the RSFs, )(iM is the corresponding measured 
response, and )(icoef  is the weight coefficient used to denote the importance level of each 
residual term )()( iMiR   in the objective function. The weight coefficients for different 
responses are usually determined based on the purpose of model updating. Therefore, 
different combinations of weight coefficients are possible.  
 
In this study, coef  was taken as [5 5 5 1 2 2 3 0 3 1]. The reason why the frequencies 
take larger weight coefficients than the strains is that the corresponding changes of the 
frequencies are smaller than those of the strains under a unit change for each variable; the 
strain from G5 takes a weight coefficient of 0 because of the an obvious error with the 
measured data from G5; also, larger weight coefficients were taken for the girders closer to 
the lane where the truck travels because the data obtained from those girders were considered 
to be  more reliable and important than those from other girders. 
 
The objective function was then optimized using the GA, with the lower and upper 
bounds for the five parameters set to be [15 GPa; 20 GPa; 1800 kg/m
3
; 0 GPa; 0 MPa] and [50 
GPa; 60 GPa; 3000 kg/m
3
; 50 GPa; 400 MPa], respectively, based on personal judgment. The 
updated results of the five parameters and their differences from the original values are shown 
in Table 2-10.  
 
Table 2-10 Updated results for the five parameters  
Parameter X1 (GPa) X2 (GPa) X3 (GPa) X4 (kg/m
3
) X5 (MPa) 
Original 25.12 32.03 25.12 2323 200 
Updated 29.44 35.87 10.07 2693 53.5 
Difference (%) 17.18 11.99 -59.91 15.93 -73.25 
 
As can be seen from the table, there is an increase in both the Young’s modulus of the 
bridge deck and girders, which is predictable because the strength of concrete increases with 
time and their initial cast strengths are usually higher than that specified in the construction 
drawings. The large decrease of the Young’s modulus of the diaphragms could be due to the 
fact that the diaphragms are not fully connected to the girders (Cai and Shahawy 2004), which 
was observed from the field. Also, the small increase in the density of the bridge deck could 
be due to the addition of wearing surfaces, while the large decrease of the Young’s modulus 
of the rubber bearings could be due to the uncertain restraint condition of the bearing at the 
supports (Barker 2001). For example, in this case the connection between the rubber bearings 
and the supports were not rigid moment connections, with the rubber bearings able to move 
over the supports.   
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To verify the updated results for the Young’s modulus of the concrete, the strength of 
the concrete of the existing bridge was tested using a rebounding hammer. After conversion 
using Eq. (2-16), the Young’s modules of the concrete was obtained as 29.99 GPa (39.30 MPa 
in strength), at least 36.62 GPa (at least 58.61 MPa in strength), and 30.77 GPa (41.37 MPa in 
strength) for the bridge deck, girders, and diaphragms, respectively. As can be seen, these 
rebounding hammer test results for the bridge deck and girders are very close to the updated 
results, which confirms the reliability of the updated results. Again, the difference of the 
diaphragm is due to the connection details, not the material itself. 
 
The first three natural frequencies predicted using the updated parameters and their 
differences between the measured ones are shown in Table 2-11. The reconstructed maximum 
strains on seven girders were also compared with the measured ones from field tests in Fig. 2-
7. Again, the measured strain from G5 is not given in the figure because of an obvious error 
with the measurement data. 
 
Table 2-11 Reconstructed first three natural frequencies 
Natural frequencies 1
st
  2
nd
  3
rd
  
Measured 8.19 11.11 15.79 
Reconstructed 8.19 10.79 16.23 
Difference (%) 0 -2.9 2.8 
 
From Table 2-11 and Fig. 2-7 it can be seen that the reconstructed responses from using 
the updated parameters and the measured responses from field test match well with each 
other, which demonstrates that the RSM can be used to update the parameters of the bridge 
model efficiently. These updated parameters will be used in the moving force identification 
using the strain response in Chapter 4. 
 
2.5.2 Bridge Model Updating Using Natural Frequencies and Deflections 
 
Results of the maximum deflections on the seven girders under the static test are shown 
in the Table 2-12, where R(1), R(2), and R(3) denote the first three natural frequencies (unit: 
Hz) of the bridge respectively, and R(4), R(5), R(6), R(7), R(8), R(9), R(10) represent the 
maximum deflections (unit: mm) at the measurement stations on the seven girders when the 
truck travelled through the bridge along Lane-1 very slowly. 
 
Regression was performed on the results for all responses including the natural 
frequencies and deflections. A full second-order regression function was used in the RSFs for 
all the responses. For simplicity purpose, the units for the parameters in the regression 
functions were changed and set to be 10 GPa, 10 GPa, 1000 kg/m
3
, 10 GPa, and 10 MPa for 
the five parameters respectively. 
 
The regression functions used in the previous section, shown in Eq. (2-17) were also 
used in this section. The only difference is that R(4), R(5), R(6), R(7), R(8), R(9), and R(10) 
represent the maximum deflections (unit: mm) at the seven measurement stations (from G1 to 
G7). Now the coefficient matrix A can be written as shown below: 
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(a) 
 
(b) 
Fig. 2-7 Reconstructed and measured strains on the seven girders (a) Load case 1; (b) 
Load case 2 (+, measured response; *, reconstructed response) 
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Table 2-12 Results for the responses from simulation 
 R(1) R(2) R(3) R(4) R(5) R(6) R(7) R(8) R(9) R(10) 
1 7.9011 10.679 16.412 -3.623E-02 4.107E-01 1.011E+00 1.769E+00 2.052E+00 1.515E+00 7.107E-01 
2 7.5745 11.367 15.359 7.504E-03 4.319E-01 9.760E-01 1.613E+00 1.859E+00 1.458E+00 8.057E-01 
3 7.8375 11.041 16.372 -4.130E-02 3.566E-01 8.752E-01 1.527E+00 1.780E+00 1.350E+00 7.167E-01 
4 10.622 13.948 21.036 -4.244E-02 1.883E-01 5.113E-01 9.431E-01 1.112E+00 8.063E-01 3.429E-01 
5 6.0826 8.694 12.906 -2.212E-02 5.128E-01 1.200E+00 2.025E+00 2.337E+00 1.792E+00 9.603E-01 
6 7.7403 10.636 16.396 -2.371E-02 3.264E-01 7.971E-01 1.376E+00 1.591E+00 1.185E+00 5.419E-01 
7 8.1554 10.589 15.915 -5.205E-02 2.563E-01 6.841E-01 1.262E+00 1.483E+00 1.068E+00 4.706E-01 
8 7.4007 11.133 14.753 -1.591E-02 2.916E-01 6.912E-01 1.187E+00 1.388E+00 1.083E+00 6.044E-01 
9 6.9828 11.168 14.843 9.536E-02 5.741E-01 1.167E+00 1.824E+00 2.081E+00 1.708E+00 1.127E+00 
10 8.8879 13.347 18.843 3.946E-02 3.677E-01 7.849E-01 1.256E+00 1.429E+00 1.122E+00 6.335E-01 
11 9.3564 13.309 21.039 4.965E-03 2.998E-01 6.834E-01 1.144E+00 1.317E+00 1.015E+00 5.734E-01 
12 8.513 14.206 16.844 3.635E-02 3.275E-01 6.849E-01 1.092E+00 1.261E+00 1.044E+00 6.949E-01 
13 6.924 10.305 15.547 5.808E-02 4.669E-01 9.912E-01 1.593E+00 1.817E+00 1.432E+00 8.500E-01 
14 6.622 11.09 13.455 8.698E-02 4.767E-01 9.537E-01 1.475E+00 1.683E+00 1.395E+00 9.182E-01 
15 6.844 10.794 14.362 3.837E-02 4.067E-01 8.627E-01 1.383E+00 1.589E+00 1.295E+00 8.489E-01 
16 9.2914 13.28 19.715 -9.479E-03 2.198E-01 5.141E-01 8.677E-01 1.002E+00 7.681E-01 4.115E-01 
17 6.3893 9.2812 14.52 5.682E-02 5.788E-01 1.267E+00 2.090E+00 2.401E+00 1.890E+00 1.156E+00 
18 8.9021 13.105 18.267 -4.102E-03 2.687E-01 6.183E-01 1.032E+00 1.191E+00 9.254E-01 5.019E-01 
19 5.5982 9.1796 11.581 2.735E-01 9.347E-01 1.767E+00 2.658E+00 2.971E+00 2.397E+00 1.451E+00 
20 9.1213 12.879 19.267 -2.329E-02 2.363E-01 5.734E-01 9.918E-01 1.153E+00 8.767E-01 4.650E-01 
21 9.7878 13.979 20.815 -1.327E-02 3.077E-01 7.198E-01 1.215E+00 1.402E+00 1.075E+00 5.762E-01 
22 7.4226 10.615 15.738 -1.327E-02 3.077E-01 7.198E-01 1.215E+00 1.402E+00 1.075E+00 5.762E-01 
23 8.3391 10.415 14.906 -7.958E-02 2.259E-01 6.956E-01 1.389E+00 1.671E+00 1.169E+00 4.102E-01 
24 8.3790 12.917 17.797 3.541E-02 3.344E-01 7.081E-01 1.131E+00 1.294E+00 1.039E+00 6.466E-01 
25 5.0225 9.5021 10.663 2.171E-01 7.643E-01 1.404E+00 2.104E+00 2.447E+00 2.225E+00 1.807E+00 
26 9.2118 12.561 19.536 -2.175E-02 2.596E-01 6.330E-01 1.097E+00 1.271E+00 9.461E-01 4.574E-01 
27 8.3665 11.953 17.766 -1.327E-02 3.077E-01 7.198E-01 1.215E+00 1.402E+00 1.075E+00 5.762E-01 
28 8.3665 11.953 17.766 -1.327E-02 3.077E-01 7.198E-01 1.215E+00 1.402E+00 1.075E+00 5.762E-01 
29 8.3665 11.953 17.766 -1.327E-02 3.077E-01 7.198E-01 1.215E+00 1.402E+00 1.075E+00 5.762E-01 
30 8.3665 11.953 17.766 -1.327E-02 3.077E-01 7.198E-01 1.215E+00 1.402E+00 1.075E+00 5.762E-01 
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The maximum deflections at the seven measurement stations (from G1 to G7) obtained 
from the static test were 0.04815, 0.30345, 0.7402, 1.7686, 2.1476, 1.11335 and 0.2237 mm, 
respectively. An objective function was then built using Eq. (2-18). However, in this case, 
R(4), R(5), R(6), R(7), R(8), R(9), and R(10) represent the maximum deflections (unit: mm) 
at the seven measurement stations (from G1 to G7), and the coef  was taken as [1 1 1 1 2 2 9 
9 2 1]. The reason why the deflections on G4 and G5 both take a larger weight coefficient 
than other responses is that the purpose of model updating in this case was to achieve good 
agreement between the deflections on these two girders so that the updated model can also be 
used for moving force identification using the deflection responses from these two girders. 
 
The objective function can again be optimized using the GA, and the updated results of 
the five parameters and their differences from the original values are shown in Table 2-13.  
 
Table 2-13 Updated results for the five parameters  
Parameter X1 (GPa) X2 (GPa) X3 (GPa) X4 (kg/m
3
) X5 (MPa) 
Original 25.12 32.03 25.12 2323 200 
Updated 23.88 25.07 10.00 2400 41.5 
Difference (%) -4.94 -21.73 -60.19 3.31 -79.25 
 
The first three natural frequencies predicted using the updated parameters and their 
differences from the measured responses are shown in Table 2-14. The reconstructed 
deflections on all girders were compared with the field measured deflections in Fig. 2-8.  
 
Table 2-14 Reconstructed first three natural frequencies 
Natural frequencies 1
st
 2
nd
 3
rd
 
Measured 8.19 11.11 15.79 
Reconstructed 7.70 10.02 15.70 
Difference (%) -5.98 -9.81 -0.57 
 
From Table 2-14 and Fig. 2-8 it can be seen that the reconstructed responses from using 
the updated parameters and the measured responses from field test match well with each 
other, which again demonstrates that the proposed methodology can be used to update the 
parameters efficiently.  
 
From the updated parameters of the bridge using the strains and deflections, it can also 
be clearly see that significant differences can be found between the two sets of updated 
parameters obtained with different purposes. One possible reason for the differences could be 
that the measured deflections were larger than the true deflections on the seven girders since 
the deflection gages were set on sand instead of on a solid base. An overestimated deflection 
makes the updated bridge model more flexible than it really was. However, whatever bridge 
responses are used, satisfactory agreements can be obtained between the measured and 
predicted bridge responses of interest from the updated bridge model, indicating that the 
proposed model updating method can still be used to modify the bridge model with 
satisfactory accuracy. The selection of bridge responses used in the model updating process 
depends on the purpose of updating the bridge model.  
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(a) 
 
(b) 
Fig. 2-8 Reconstructed and measured deflections on the seven girders (a) Load case 1; 
(b) Load case 2 (+, measured response; *, reconstructed response) 
 
2.6 Conclusions 
 
A new, practical, user-friendly FE model updating method using the RSM and GA is 
proposed. Parameters that need to be updated are first selected, and experimental design on 
the selected parameters can be optimized using the RSM. Structural responses are also 
selected based on the purpose of model updating. Numerical simulations are then performed 
using the combinations of parameters from the experimental design, and structural responses 
can be obtained. RSFs for the structural responses can then be obtained by the regression 
method. Second-order RSFs are commonly used; however, sometimes third-order RSFs are 
needed to achieve sufficient accuracy. After that, an objective function is built up using the 
residuals between the measured responses and the predicted responses from the built RSFs 
and can then be optimized to obtain the updated parameters using the GA. 
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The proposed methodology avoids developing sensitivity matrices and is much more 
convenient than a typical method reported in the literature. By employing second or even 
higher order polynomials, the RSM can model the curvature effects between the response and 
parameters which the sensitivity-based methods are not able to reflect. By adjusting the range 
for each parameter and adding or removing some cross terms or higher-order terms, 
appropriate response surface functions with good accuracy and coverage of a large range of 
parameters can be obtained. 
 
In order to successfully identify the parameters, the number of responses used in the 
objective function should not be less than the number of parameters. The proposed method is 
applied to the model updating of a simulated beam as well as an existing bridge. Substantial 
agreement is observed between the updated and real parameters for the simulated beam. For 
the existing bridge, the measured bridge responses and their reconstructed counterparts from 
the updated bridge model also match very well, with reasonable explanations available for the 
updated parameters. However, to use the RSM for optimal experimental design efficiently, the 
number of parameters is usually limited to no more than eight. Experimental design involving 
more than eight parameters can be very complicated, and the resulting RSFs can sometimes 
be difficult to interpret. 
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CHAPTER 3.  IDENTIFICATION OF DYNAMIC VEHICULAR AXLE LOADS: 
THEORY AND SIMULATIONS  
 
3.1 Introduction 
 
Dynamic-load-induced bridge responses can be much more significant than static 
responses, causing more damage to bridges. Cebon (1987) concluded that the dynamic axle 
loads may increase the road surface damage by a factor of 2 to 4 compared to the static axle 
loads. While impact factors are used in bridge designs to generally quantify the dynamic 
effect of axle loads (AASHTO 2002, 2004), impact factors are largely affected by site-
specific information, such as the roughness of bridge deck surface and bridge dynamic 
characteristics. Site-specific information of vehicle dynamic effects is very desirable for 
performance evaluation of existing bridges and even in guiding designs of new bridges. 
However, it is difficult to directly measure the dynamic axle loads because they are moving 
and varying with time.  
 
Traditionally, the moving vehicular loads are either measured directly from an 
instrumented vehicle (Heywood 1996) or computed from the models of the bridge deck and 
vehicle (Green and Cebon 1994; Yang and Yau 1997; Henchi et al. 1998). The first method is 
very expensive and difficult to implement, and the results obtained are subject to bias since 
the measurement is limited only to the instrumented vehicles, while the second method is 
subject to modeling errors. To obtain site-specific information of vehicle weight, weigh-in-
motion systems have also been developed in the last few decades (Peters 1984), but they 
usually measure only static axle loads, requiring a smooth road surface or slow vehicle 
movement to eliminate the dynamic effects (Leming and Stalford 2002). Therefore, it would 
be beneficial if the dynamic axle forces of routine traffic vehicles could be identified from 
measured bridge responses, since such information is very valuable for bridge engineers. 
 
In recent years, many techniques of identifying moving loads on bridges have been 
proposed. A comprehensive literature review of recent research on the identification of 
moving loads was reported by Yu and Chan (2007). Bridge responses such as strain, 
displacement, acceleration, and bending moment have all been used in the identification 
process (O’Conner and Chan 1988; Law et al. 1997; Law et al. 1999; Chan et al. 1999; Law et 
al. 2001; Yu and Chan 2003; Chan and Ashebo 2006; Pinkaew 2006; Pinkaew and 
Asnachinda 2007). O’Conner and Chan (1988) proposed the Interpretive Method I (IMI), 
which is able to identify dynamic axle forces of multi-axle systems. In their numerical study 
the bridge is modeled as an assembly of lumped masses interconnected by massless elastic 
beam elements. Later, the time domain method (TDM) (Law et al. 1997) and the frequency-
time domain method (FTDM) (Law et al. 1999) were proposed, both of which are based on 
the exact analytical solution and system identification theory. Another method named 
Interpretative Method II (IMII), which is similar to the IMI, was also introduced by Chan et 
al. (1999). Comparative studies of these four methods were conducted by Chan et al. (2000). 
Regularization methods have also been introduced to solve an ill-conditioned problem, which 
has been found in most moving force identification methods (Law et al. 2001; Pinkaew 2006). 
 
In the most previous works on moving force identifications, the bridge is modeled as a 
beam, either a simply supported beam (Law et al. 1997, 1999, 2001) or a multi-span 
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continuous beam (Zhu and Law 2002; Chan and Ashebo 2006). While it is a good approach to 
demonstrate the concept, the beam-model-based methodologies would become unrealistic 
when applied to 3-D real bridges. Although the orthotropic plate model, which is better than 
the beam model when modeling more complicated bridges such as slab bridges, was also 
proposed to model the bridge deck by some researchers (Zhu and Law 2003; Law et al. 2007), 
few of the previous works have dealt with real bridge structures. Moreover, only in a few 
cases has the vehicle-bridge coupling effect been taken into consideration during the axle load 
identification process (Chan et al. 1999; Pinkaew 2006). Even in the vehicle-bridge coupled 
model used by Pinkaew (2006), the bridge is modeled as an oversimplified uniform simply-
supported beam. 
 
Obviously, the previous beam-model-based studies are more conceptual than practical, 
and most of them are limited to numerical simulations. In this study a new moving force 
identification method is presented using the superposition principle and influence surface 
concept to deal with actual bridge structures and the vehicle-bridge coupled situation. A series 
of case studies are carried out in which the effects of various factors such as bridge inertia 
force, measurement station, vehicle speed, traveling route, number of vehicles, road surface 
condition, and noise level are numerically investigated. The identified results show that the 
proposed method is able to identify the dynamic axle loads with good accuracy. This study 
also serves as a theoretical base for the study in Chapter 4 (Deng and Cai 2008) in which the 
proposed method is applied to identify the dynamic axle loads of a real truck on an existing 
bridge. It is noted that the vehicle-bridge interaction analysis, while used in the present 
numerical simulations, is not required when the measured bridge responses are actually used 
in field applications as demonstrated in Chapter 4. 
 
3.2 Vehicle-Bridge Coupled System 
 
3.2.1 Vehicle Model 
 
A review of the different vehicle models used in the literature was reported by Yu and 
Chan (2007). For the purpose of simplicity of presentation, in the present study a single-
degree-of-freedom (SDOF) system consisting of a mass, spring, and damper (Fig. 3-1) was 
used to establish the vehicle-bridge coupling equations and to demonstrate how the proposed 
method works out. The SDOF system has proved adequate to simulate the interaction between 
a single wheel (or vehicle) and the bridge deck (Chatterjee et al. 1994; Yang et al. 2000; 
Bilello et al. 2004). It should be noted that the methodology can similarly be applied to a full-
scale multi-degrees-of-freedom (MDOF) vehicle model, which is usually represented by a 
combination of rigid bodies connected by a series of springs and damping devices (Huang and 
Wang 1992; Zhang et al. 2006; Shi et al. 2008). As demonstrated in Chapter 4 (Deng and Cai 
2008), a full-scale MDOF vehicle model (Shi 2006) is used to simulate a real truck whose axle 
loads are successfully identified from measurements using the proposed methodology. For 
both the SDOF and MDOF models, the contact between the vehicle and bridge deck is 
assumed to be a point contact. 
 
The equation of motion of a SDOF vehicle can be written as below according to 
Newton’s Second Law: 
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bvGvv FFdM 

                                                            (3-1) 
where 
vM  is the mass of the vehicle; 

vd  is the acceleration of the vehicle in the vertical 
direction; 
GF  is the gravity force of the vehicle; and bvF   is the interaction force between the 
vehicle and bridge deck, which can be calculated as: 
LvLvbv CKF

                                   (3-2) 
where 
vK  and vC  are the coefficients of the vehicle spring and damper, respectively; and L  
is the deformation of the vehicle spring. 
 
 
Fig. 3-1 A single-degree-of-freedom vehicle system 
 
For the case when n vehicles are traveling on a bridge at the same time, the equations of 
motion for n vehicles can be written in a matrix form as:   
         bvGvv FFdM 

                                                    (3-3)  
where  vM is the diagonal mass matrix for n vehicles;  

vd  is the acceleration vector in the 
vertical direction for n vehicles; and  GF and  bvF  are the gravity force vector and the 
interaction force vector for n vehicles, respectively. 
 
3.2.2 Bridge Model 
 
The equation of motion for a bridge can be written as follows: 
          bbbbbbb FdKdCdM 

                                              (3-4) 
where  bM ,  bC , and  bK  are the mass, damping, and stiffness matrices of the bridge, 
respectively;  bd  is the displacement vector for all DOFs of the bridge;  

bd  and  

bd  are the 
first and second derivative of  bd  with respect to time, respectively; and  bF  is a vector 
containing all external forces acting on the bridge.  
 
With the modal superposition technique, the displacement vector of the bridge  bd  in 
Eq. (3-4) can be expressed as:  
            bb
T
mmbd    2121                  (3-5)   
    43 
where m is the total number of modes used for the bridge under consideration;  i  and i  are 
the i th mode shape of the bridge and the i th generalized modal coordinate, respectively. Each 
mode shape is normalized such that      1 ib
T
i M  and    
2
iib
T
i K  .  
 
In this study the damping matrix  bC in Eq. (3-4) is assumed to be equal to  bii M2 , 
where 
i  is the percentage of the critical damping for the i th mode of the bridge. Eq. (3-4) 
can now be rewritten as: 
            bTbbibiib FIII 


2
2                               (3-6) 
where [I] = unit matrix. 
 
3.2.3 Road Surface Condition 
 
The road surface condition is an important factor that affects the dynamic responses of 
both the bridge and vehicles. A road surface profile is usually assumed to be a zero-mean 
stationary Gaussian random process and can be generated through an inverse Fourier 
transformation based on a power spectral density (PSD) function (Dodds and Robson 1973) as: 
)2cos()(2)(
1
kk
N
k
k XnnnXr  

                   (3-7) 
where 
k  is the random phase angle uniformly distributed from 0 to 2; ()  is the PSD 
function (m
3
/cycle/m) for the road surface elevation; and 
kn  is the wave number (cycle/m). In 
the present study, the following PSD function (Huang and Wang 1992) was used: 
)())(()( 21
2
0
0 nnn
n
n
nn                                       (3-8) 
where n is the spatial frequency (cycle/m); n0 is the discontinuity frequency of 1/2 (cycle/m); 
φ(n0) is the roughness coefficient (m
3
/cycle) whose value is chosen depending on the road 
condition; and n1 and n2 are the lower and upper cut-off frequencies, respectively.  
 
The International Organization for Standardization (ISO 1995) has proposed a road 
roughness classification index from A (very good) to H (very poor) according to different 
values of φ(n0). In this study the classification of road roughness based on the ISO (1995) was 
used. 
 
3.2.4 Assembling the Vehicle-Bridge Coupled System 
 
Vehicles traveling on a bridge are connected to the bridge via contact points. The wheel-
road interaction forces acting on the bridge  vbF   and the interaction forces acting on the 
vehicles bvF   are actually action and reaction forces existing at the contact points. In terms of 
finite element modeling, these interaction forces may not apply right at any element node. 
Therefore, the interaction forces need to be transformed into equivalent nodal forces  eqbF  in 
the finite element analysis. According to the virtual work principle and the concept of shape 
function it is easy to understand that the work done by the actual force directly acting on one 
    44 
element F and by the equivalent nodal forces  eqeF  should be equal; therefore the following 
relationship holds:  
  FNF Teeqe  ][                                                       (3-9) 
where ][ eN  is a one row shape function matrix of the element in contact, and superscript T 
stands for the transpose of matrix.  
 
To be consistent with the size of the force vector in the analysis of the full bridge, Eq. (3-
9) can be expanded to a full force vector form as below: 
  FNF Tbeqb  ][                                                   (3-10) 
where  eqbF  is an expanded vector of  eqeF with the dimension equal to the total number of 
DOFs of the bridge. For the purpose of convenience, we name ][ bN  as the shape function of 
the bridge. For two interaction forces acting upon different positions of the same bridge, the 
corresponding ][ bN  for the two forces would be different though the element shape function 
][ eN  may be the same, because the non-zero terms in the two force vectors are interaction 
force location dependent. 
 
In a vehicle-bridge system, the relationship among the vertical displacement of vehicle 
body dv, bridge deflection at the contact point db_contact, deformation of vehicle spring ΔL, and 
road surface profile )(xr can be expressed by the following equation:  
)(_ xrdd contactbvL                                           (3-11) 
 
The first derivative of Eq. (3-11) can then be obtained as follows: 
)(_ xrdd contactbvL

                                                  (3-12) 
where 

vd is the velocity of the vehicle body in the vertical direction; )(
)()(
)( tV
dx
xdr
dt
dx
dx
xdr
xr 

, 
where )(tV  is the vehicle traveling velocity (either variable or constant); and contactbd _ , 
according to the definition of the shape function of the bridge in Eq. (3-10), can be expressed 
as follows:  
 bbcontactb dNd  ][_                                                    (3-13) 
 
In a situation when n vehicles are present on a bridge, by substituting Eqs. (3-11), (3-12), 
and (3-13) into Eq. (3-2) the interaction force acting on the i th vehicle is obtained as follows: 
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where  ibN  is the shape function of the bridge for the interaction force between the i th 
vehicle and the bridge. The n interaction forces acting on the n vehicles can be expressed in a 
vector form as follows:  
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where  vK  and  vC  are the diagonal stiffness and damping matrices for the n vehicles, 
respectively;  bd  and  

bd  have the same definitions as in Eq. (3-4); and  bvK  , 
 rvF  ,  cbvK  ,  bvC  , and  crvF  are defined respectively as: 
          TTnbTbTbvbv NNNKK 21 ;                                                                                                        
     Tnvrv xrxrxrKF )()()( 21  ;                                                                                                        
          
dx
NtVNtVNtVd
CK
TTn
b
n
T
b
T
b
vcbv


)()()(
2211 
;                                                           
          TTnbTbTbvbv NNNCC 21 ;                                                                                                    
   
T
n
n
vcrv tV
dx
xdr
tV
dx
xdr
tV
dx
xdr
CF 





 )(
)(
)(
)(
)(
)( 2
2
1
1
                                                              
 
As discussed earlier, the interaction forces acting on the bridge, vbF  , are the reaction 
forces of that acting on the vehicles,  bvF  . Therefore, the following relationship holds: 
   bvvb FF                                                       (3-16) 
 
Substituting Eqs. (3-14) and (3-16) into Eq. (3-10), the transformed equivalent nodal 
forces due to the N interaction forces can be obtained as follows: 
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where  vbK  ,  vbbK  ,  rbF  ,  vbC  ,  cbbK  ,  bbC  , and  crbF  are defined as follows: 
        nvTnbvTbvTbvb KNKNKNK  2211 ;                                                                       
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Substituting Eq. (3-15) into Eq. (3-3), we have the following: 
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Since  eqbF  in Eq. (3-17) is actually the equivalent force vector of the external force 
vector  bF  in Eq. (3-4), after substituting Eq. (3-17) into Eq. (3-4), the following can be 
obtained: 
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Eqs. (3-18) and (3-19) can be combined and rewritten in matrix form as below: 
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Compared to Eqs. (3-3) and (3-4), there are additional terms, 
bbC  , vbC  , bvC  , 
vbbK  , cbbK  , vbK  , bvK  , cbvK  , rbF  , crbF  , rvF  , and crvF   in Eq. (3-20), which are resulted due 
to the coupling effect between the bridge and vehicles. When a vehicle travels on the bridge, 
the position of the contact point changes with time, which means the road roughness )(xr  at 
the contact point and the shape function  bN  are both time-dependent terms, indicating that 
all the additional terms in Eq. (3-20) are time-dependent terms.  
 
Using Eq. (3-6) for the bridge equation, Eq. (3-20) can be further rewritten as follows: 
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where the vehicle-bridge coupled system contains only the modal properties of the bridge and 
the physical parameters of the vehicles.  
 
Based on the above methodology, a MATLAB program named BIRDS-BVI (laboratory 
of Bridge Innovative Research and Dynamics of Structures – Bridge Vehicle Interaction) was 
developed to assemble the motion equations of the vehicle-bridge coupled system and to solve 
the coupling equations. The modal information can be obtained using any commercialized 
finite element package, such as ANSYS. 
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Eq. (3-21), once assembled, can be solved by the Rounge-Kutta method in time domain 
in MATLAB environment. At each time step, the sub-stiffness and sub-damping matrices in 
Eq. (3-21) are first determined, among which the time-dependent terms are determined by the 
position of vehicles. The interaction forces at the contact points (in the right-hand side of Eq. 
(3-21)) are then calculated using Eq. (3-15). It should be noted that if any interaction force 
turns out to be negative, which means the corresponding vehicle leaves the road surface, it 
should be set to zero and the solution is repeated at this step.  In such a way this model can 
account for the situation when vehicles lose contact with the road surface. With all information 
available, variables of both bridge and vehicle in Eq. (3-21) can be solved in a one-step 
fashion without iteration between the bridge and vehicle displacements. 
 
The solutions to the coupling equations includes the displacement of the bridge in the 
modal coordinate as well as the physical displacement of the vehicles at each time step. Also 
can be obtained are the interaction forces, velocity and acceleration of the bridge in the modal 
coordinate, and physical velocity and acceleration of the vehicles at each time step. The 
physical displacement of each node on the bridge can then be transformed from the modal 
coordinate using Eq. (3-5). The strain at any node i  of the bridge in the longitudinal direction 
can also be approximately calculated using the expression below: 
L
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                          (3-22) 
where L  represents the distance between two adjacent nodes in the longitudinal direction 
and )(1 tdi , )(tdi , and )(1 tdi  denote the displacements of three consecutive nodes in the 
longitudinal direction respectively. The strain information will be used later for the 
identification of vehicle axle loads. 
 
3.3 Methodology of Axle Load Identification 
 
As discussed earlier, the vehicle axle loads will eventually be identified with actual 
bridge measurements. The previous section has developed the methodology of vehicle-bridge 
interaction from which the dynamic axle loads can be predicted. To show the concept prior to 
actual applications, this predicted axle load will be treated as ―true‖ value in the present 
numerical simulations and will be compared with the identified axle loads for conceptual 
verifications. The identification methodology of axle loads is presented below. 
 
Bridges in service can be reasonably approximated as linear systems; therefore, the 
superposition principle can be used. For a bridge subjected to n moving axle loads, the 
magnitude of damping force during routine service is much smaller than other forces and can 
thus be ignored for axle load identifications, though it is included in the vehicle-bridge 
simulations. The vehicle-induced response of the bridge, such as the deflection or strain, at a 
certain point on the bridge can be expressed as: 
                                           


n
i
iinertiatotal rrR
1
                                               (3-23) 
where totalR  is the total response of the bridge; inertiar  is the part caused by the inertia force of 
bridge vibrations; and ir  is the response caused by the interaction force from the i th vehicle. 
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This expression for the decomposition of the bridge response was also mentioned by Yu and 
Chan (2007). Using the concept of influence surface (influence line in a 3D format), from Eq. 
(3-23) we can easily obtain the following: 
inertiatotal
n
i
ii rRhf 
1
                                                (3-24) 
where 
if  is the interaction force from the i th vehicle and ih is the ordinate value on the 
influence surface at the position of the i th vehicle.  
 
In the case when n forces (
nfff ,,, 21  ) are to be identified, we need to have at least n 
set of measurements to solve the n simultaneous equations in a matrix form as follows:    
     
1 1n nn n
H F R
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                                                      (3-25) 
where  H  is the matrix for
ih ;  F  is the vector for if ; and  R  is the vector of interaction-
force-induced response, representing the right hand side of Eq. (3-24). 
 
Now the interaction forces between the n vehicles and bridge can be obtained by solving 
Eq. (3-25) using the least-squares method as follows: 
          1
1
1 )( 
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nnn RHHHF                                     (3-26) 
 
The solution to Eq. (3-26) may be ill-conditioned since the values of the influence 
surface at the beginning and the end of the bridge are very small. The regularization method 
developed by Tikhonov (1963) can be used and the corrected solution is obtained as follows: 
          1
1
1 )( 
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nnnn
T
nnn RHIHHF                                  (3-27) 
where   is a non-negative regularization parameter and I  is the identity matrix. 
 
3.4 Numerical Simulations 
 
To study the accuracy and efficiency of the proposed identification method, numerical 
simulations were carried out and a series of comprehensive case studies were conducted. The 
SDOF vehicle model was used in the following simulation study for the purpose of simplicity, 
and both the deflection and strain histories were used in the identification process. The 
identification error was defined as: 
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                                (3-28) 
where ( )idenF i  and ( )trueF i  are the identified interaction force and the true interaction force, 
respectively, at the i th step and J is the total number of time steps. The ( )idenF i  is identified 
using Eq. (3-27); the ( )trueF i  is obtained either with Eq. (3-15) by solving the vehicle-bridge 
coupling equations, or actually measured from the field. 
 
A simply supported concrete slab bridge was used in all case studies for demonstration 
of the procedure. The bridge has a length of 12 m, a width of 8 m, and a depth of 0.3 m. This 
bridge was modeled using solid elements (with three translational DOFs for each node) with 
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the ANSYS program (Fig. 3-2). The density, modulus of elasticity, and Poisson’s ratio of the 
concrete are 2300 kg/m
3
, 210 GPa, and 0.15, respectively. The parameters of all the vehicles 
used in this study are taken as follows: kgmv
3105 ; mNkv /100.1
6 ; and 
mNscv /100.5
2 . The speed of the vehicle was set to be 10 m/s in all cases except those 
studying the effect of different vehicle speeds. The time interval between two time steps was 
taken as 0.001 s.  
 
 
Fig. 3-2 The concrete slab bridge under study 
 
In this study a total of 9 measurement stations located at the bottom of the bridge deck 
are originally selected from the bridge (Fig. 3-2). Because of the symmetry among the 9 
measurement stations selected, only 4 of them (S1, S2, S4, and S5) were studied, whose 
positions are listed in Table 3-1. Four traveling routes, R1, R2, R3, and R4, were used in the 
present study, with lateral positions of Y1 = 1m, Y2 = 2m, Y3 = 4m, and Y4 = 6m, 
respectively, as indicated in Fig. 3-2.  
 
Table 3-1 Positions of measurement stations 
Measurement Station  X (m) Y (m) 
S1 3.2 2.0 
S2 6.0 2.0 
S4 3.2 4.0 
S5 6.0 4.0 
 
The same road surface profile (Fig. 3-3), which belongs to an average road surface 
condition based on the ISO (1995), was used in all case studies except those studying the 
effect of different road surface conditions. The significance of the effect of bridge inertia 
force on the identification results was examined first. The effects of different vehicle speeds, 
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traveling routes, number of vehicles, measurement stations, road surface conditions, and 
levels of noise were also examined. Errors of the identified results for all the case studies are 
summarized in Table 3-2 and will be discussed separately later.   
 
 
Fig. 3-3 An average-condition road surface profile used in the present study 
 
3.4.1 Effect of Bridge Inertia Force  
 
While inertia forces are always included in dynamic simulations, their effect on the 
identified interaction forces was investigated since this effect was usually ignored in the 
bridge weigh-in-motion practice (Leming and Stalford 2002). Both the deflection and the 
strain information from S5 while the vehicle travelled along R2 were used in this 
identification process. As discussed earlier, the dynamic response of the bridge, such as the 
deflection and strain, can be attributed to two causes, the interaction forces from the vehicles 
traveling on the bridge and the inertia force of the bridge itself, if the small damping force is 
neglected. Fig. 3-4 shows the decomposition of the deflection and strain into two parts, one 
caused by the bridge inertia force, and the other by the interaction force from the vehicle. As 
shown in the figure, the bridge response due to the inertia force itself is significant compared 
with that caused directly by the interaction force from the vehicle. If the inertia force is 
ignored, a 30% level of error is shown in Table 3-2 for this particular example.  
 
The portion of bridge response caused by the bridge inertia force at each time point can 
be obtained using the following steps: First, the acceleration for each element (or node) on the 
bridge model can be obtained directly after running the numerical program BIRDS-BVI; then, 
the inertia force of each element (or node) on the bridge model can be calculated as a product 
of the mass and acceleration of the element (or node). The effect of the inertia force of each 
element (or node) on the bridge response can then be obtained using influence surface 
concept; and finally, the effects of all elements (or nodes) on the bridge can be added to 
obtain the total effect of the total bridge inertia force on the response.  An influence surface (a 
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combination of all influence lines) for the bridge deflection at S5 is shown in Fig. 3-5, where 
X represents the longitudinal direction of the bridge, Y represents the lateral direction, and Z 
is the deflection at S5 under a unit load moving across the bridge deck. Fig. 3-5 was obtained 
with the ANSYS program.  
 
 
Fig. 3-4 Decomposition of (a) deflection and (b) strain (──, total deflection (strain); − − −, 
deflection (strain) due to interaction force; ∙∙∙∙∙∙, deflection (strain) due to bridge inertia force).  
 
 
Fig. 3-5 An influence surface for the deflection at S5 
 
Fig. 3-6 shows the identified results for the interaction force with and without 
considering the bridge inertia force using the deflection and strain information, respectively. It 
can be easily seen from the figure that neglecting the effect of the bridge inertia force could 
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introduce significant errors in the identified results. However, in current weigh-in-motion 
methodology the inertia effect is either simply ignored or a low traveling speed and/or smooth 
surface is specified to reduce the dynamic effect. The same figure also shows that using the 
deflection information gives better identification results than that obtained by using the strain 
information.  
 
 
Fig. 3-6 Identified force using (a) deflection, (b) strain (──, true force; ∙∙∙∙∙∙, static force; −∙−∙, 
considering bridge inertia force; − − −, without considering bridge inertia force). 
 
Although using the deflection information gives better results, some discrepancy does 
exist between the true axle loads and the identified results, mainly at the moments when the 
vehicle entered and left the bridge, especially for the identification results using the strain 
information. This phenomenon was reported by other researchers (Pinkaew 2006; Chan and 
Ashebo 2006). One possible reason for this is that the values on the influence surface, both for 
the deflection and strain, at both ends of the bridge are very small values resulting in sensitive 
results. Another possible reason could be that the strain obtained at a certain point from the 
developed program is only an approximate value, as can be seen from Eq. (3-22). However, 
we can exclude these invalid data points at bridge ends and obtain statistic axle load 
information for the structural design using the more reliable data when vehicles are more 
close to the mid-span.    
 
3.4.2 Effect of Different Measurement Stations 
 
To study the sensitivity of identified results to measurement stations, the identification 
results using the deflection and strain information from the 4 different measurement stations 
when the vehicle travelled along R2 are shown in Fig. 3-7. As can be seen from Table 3-2, 
using information from S5 produces the best results while using information from S1 
produces the worst ones. Also, information from S4 and S5, which are both located at the 
center line of the bridge, give better results than S1 and S2, both of which are not located at 
the center line of the bridge.  
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Fig. 3-7 Identified forces from different measurement stations (a) using deflection, (b) using 
strain (──, S5; −∙−∙, S4; ∙∙∙∙∙∙, S2; − − −, S1). 
 
3.4.3 Effect of Different Vehicle Speeds 
 
To examine whether vehicle traveling speeds would affect the accuracy of 
identifications, three levels of vehicle speeds were studied in this study: 5 m/s, 10 m/s, and 20 
m/s. In all three cases, the vehicle travelled along R2 with a constant speed. The deflection 
and strain information from S5 were used in the identification process. The identified results 
are shown in Fig. 3-8. As can be seen from the figure and Table 3-2, the vehicle speed has 
almost no effect on the accuracy of the identified results, indicating that the developed 
methodology can be used for routine traffic conditions. In comparison, most weigh-in-motion 
facilities do not work well for normal traveling vehicles and are only reliable for slow traffic 
(Ansari 1990; Pinkaew 2006). 
 
 
Fig. 3-8 Identified forces for different vehicle speeds (a) using deflection, (b) using strain 
(──, true force; −∙−∙, identified force; ∙∙∙∙∙∙, static force). 
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3.4.4 Effect of Different Traveling Routes 
 
Vehicles can travel on a bridge in different lanes. In this study a vehicles traveling along 
three different routes (R1= width/8, R2= width/4, and R3= width/2 as indicated in Fig. 3-2) 
was studied.  The results in Fig. 3-9 and Table 3-2 show that the accuracy of the identified 
results is not affected by the route along which the vehicle was traveling on the bridge, which, 
again, indicates the applicability of the developed methodology for actual, routine traffic 
conditions. 
 
 
Fig. 3-9 Identified forces for different traveling routes (a) using deflection, (b) using strain 
(──, true force; −∙−∙, identified force; ∙∙∙∙∙∙, static force). 
 
3.4.5 Effect of Number of Vehicles 
 
Usually, more than one vehicle travels on a bridge at the same time in real life. To verify 
the proposed method for this situation, two case studies were carried out. In the first case, the 
two vehicles travelled along the same route (R1), with one traveling in front of the other at a 
distance of 4 m. In the second case, the two vehicles travelled along two different routes (R1 
and R4), with one traveling in front of the other at a distance of 4 m in the longitudinal 
direction.  
 
To identify the interaction forces from the two vehicles, response information from two 
measurement stations is needed, as discussed earlier. In this study S4 and S5 were used, and 
the identified results are shown in Fig. 3-10 and Fig. 3-11 for the two cases, respectively. The 
results in these figures and in Table 3-2 show that the addition of the second vehicle 
introduces more errors than the case of one-vehicle only, and larger errors occur at the 
moments when the second vehicle was entering the bridge and the first vehicle was leaving 
the bridge, which was also observed by Chan and Ashebo (2006). However, as discussed 
earlier, since in practice the two ends of the time history of the identified forces are not of 
interest and can be excluded, the error of the identified results could be reduced significantly.   
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Fig. 3-10 Identified forces for two vehicles traveling one in front of the other (a) using 
deflection, (b) using strain (──, true force; −∙−∙, identified force; ∙∙∙∙∙∙, static force). 
 
 
Fig. 3-11 Identified forces for two vehicles traveling in different lane, one in front of the other 
(a) using deflection, (b) using strain (──, true force; −∙−∙, identified force; ∙∙∙∙∙∙, static force). 
 
 
3.4.6 Effect of Different Road Surface Conditions 
 
Three levels of different road surface conditions were studied, namely good, average, 
and poor, according to ISO 1995. The identified results using information from S5 are shown 
in Fig. 3-12. As can be seen from the figure and Table 3-2, though the magnitude of the true 
interaction force becomes larger as the road surface condition gets worse, the accuracy of the 
identification results is not affected. This occurs because the roughness-dependent inertia 
forces were considered in the developed identification methodology. Again, most weigh-in-
motion facilities do not work well with a rough surface condition which results in significant 
dynamic effects.   
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Fig. 3-12 Identified forces under different road surface conditions (a) using deflection, (b) 
using strain (──, true force; −∙−∙, identified force; ∙∙∙∙∙∙, static force). 
 
3.4.7 Effect of Different Noise Levels 
 
Since measurement noise always exists in real tests, the effect of measurement noise 
namely 5% and 10% was investigated in this numerical simulation. The identification results 
for the two levels of noise are shown in Fig. 3-13. From the results we can easily observe that 
as the level of noise increase from 5% to 10%, the oscillation magnitude of the identification 
results around the non-noise curve increases. As shown in Table 3-2, the errors of 
identification for these two levels of noise are in a 3% to 5% range, respectively, if deflection 
was used. Larger errors exist when strain was used for identification.      
 
 
 
Fig. 3-13 Identified force for different noise level (a) using deflection, (b) using strain (──, 
true force; −∙−∙, 5% noise; − − −, 10% noise). 
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Table 3-2 Summary of results for errors in various case studies 
 Error (%) 
Bridge Response Used Deflection Strain 
Considering Bridge 
Inertia Force 
No 29.69  32.51  
Yes 0.78  10.36  
Measurement Station 
S5 0.78  10.36  
S4 1.40  13.26  
S2 8.53  18.07  
S1 13.95  27.37  
Vehicle Speed 
5 m/s 0.90  10.55 
10 m/s 0.78  10.36  
20 m/s 0.93  10.92  
Traveling Route 
R1 0.24  10.78  
R2 0.78  10.36  
R3 0.78  10.87  
Road Surface 
Condition 
Good 0.76  10.42  
Average 0.78  10.36  
Poor 1.24  10.27  
Noise Level 
5% 2.72  10.63  
10% 5.37  12.22  
Two Vehicles 
1st Vehicle 5.15  20.62 
2nd Vehicle 3.62  17.09  
 
 
3.5 Conclusions 
 
A new method of identifying the time-varying axle loads using bridge responses is proposed. 
The proposed method employs the superposition principle and the concept of influence 
surface in the identification process. To demonstrate the concept using numerical simulations, 
a vehicle-bridge coupling system is first established and a MATLAB program is developed to 
solve the vehicle-bridge coupled equations. Bridge and vehicle responses as well as the 
interaction forces between the bridge and vehicles can be generated from this program. Based 
on the results from a comprehensive case study, the following conclusions can be drawn: 
 
(1) By neglecting the effect of the bridge inertia force, in this specific example, a 
significant error can be introduced in the axle load identification process.  
 
(2) Using deflection information can generally give better results than using strain 
information because of the possible fact that the strain at one point obtained from the 
numerical program is only an approximate value near that point, and can therefore introduce 
relatively larger error. However, if more accurate strain information can be obtained, such as 
from field measurements, the accuracy may be enhanced.  
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(3) Factors such as vehicle speed, road surface condition, and route have an insignificant 
effect on the accuracy of the identified results. The error in the identified results increases 
with the increase of measurement noise.  
 
(4) The selection of position for measurement stations has a significant impact on the 
identified results. The selection of measurement stations at the center of the bridge and near 
the mid-span usually gives the best results.  
 
(5) Relatively large errors mainly occur at the moments when vehicles enter and leave 
the bridge where the values on the influence surface are small. This may also explain why the 
average errors in the case where two vehicles are present on the bridge at the same time are 
larger than those of the one-vehicle case. However, the results identified when trucks are near 
the bridge end can be excluded, and the rest of the data can be utilized to derive axle load 
information for structural designs.   
 
(6) The accuracy of the proposed identification methodology depends on the accuracy of 
the influence surface. Therefore, in real field applications, a reliable bridge model should be 
obtained through model updating based on field measurements. 
 
(7) The proposed methodology may help improve the current bridge-weigh-in-motion 
techniques that usually require a smooth road surface and slow vehicle movement. The 
developed methodology will also be useful in identifying real vehicle dynamic loads on 
bridges, which will provide more reliable live load information for site-specific bridge fatigue 
assessment and performance evaluation.    
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CHAPTER 4.  IDENTIFICATION OF DYNAMIC VEHICULAR AXLE LOADS: 
DEMONSTRATION BY A FIELD STUDY 
 
4.1 Introduction 
 
Site-specific dynamic axle load information is very useful for bridge designers and 
researchers in designing new bridges, assessing the condition of old bridges, as well as 
maintaining existing bridges. In recent years, many techniques of identifying moving loads on 
bridges have been proposed, such as the Interpretive Method I (O’Conner and Chan 1988), 
Time Domain Method (Law et al. 1997), Frequency-Time Domain Method (Law et al. 1999), 
and Interpretative Method II (Chan et al. 1999). Laboratory studies (O’Connor and Chan 
1988; Zhu and Law 2003; Pinkaew and Asnachinda 2007) as well as field testing (Chan et al. 
2000) have also been carried out to verify the proposed identification methods. A 
comprehensive literature review of recent research on the identification of moving loads was 
reported by Yu and Chan (2007). 
 
The dynamic effect of a moving vehicle on a bridge is generally incorporated as a 
dynamic load allowance (or dynamic impact factor) in many design codes. In the past decades 
significant analytical investigations on the dynamic vehicle loads were conducted (Wang and 
Huang 1992; Chang and Lee 1994; Yang et al. 1995; Liu et al. 2002). Field testing has also 
been carried out to verify the impact factors specified in the design codes (O’Connor and 
Pritchard 1985; Park et al. 2005; Shi 2006) and many researchers showed that the calculated 
impact factors from field measurements could be higher than the values specified in design 
codes (Billing 1984; O’Connor and Pritchard 1985; Shi 2006) if the bridge road surface 
conditions are rough.  
 
To identify site-specific dynamic axle loads that reflect site-specific information such as 
road surface conditions, a new method of identifying dynamic axle loads using the 
superposition principle and influence surface concept was proposed in Chapter 3 (Deng and 
Cai 2008a). In the present study the proposed method is applied to identify the axle loads of a 
truck on an existing bridge. The tested existing bridge is modeled using a three-dimensional 
finite element (FE) model with the ANSYS program. A full-scale two-axle vehicle model is 
used to simulate the test truck. The axle-load time-histories are obtained using the 
methodology developed in Chapter 3 and are compared with the static axle loads. The results 
show that the identified dynamic loads fluctuate around their static counterparts, which 
demonstrates qualitatively the rationality of the proposed method. The dynamic impact factor 
and load amplification factor for axle loads under different vehicle speeds and road surface 
conditions are also discussed by using the identified axle loads.  
 
4.2 Bridge Testing  
 
4.2.1 Tested Bridge 
 
The tested bridge is a two-way bridge located over Cypress Bayou in District 61, on LA 
408 East, Louisiana. The bridge consists of two separated structures, which are identical and 
symmetric about the center line of the bridge. Each structure provides a path for traffic to 
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travel in each direction. Since they are separated, only one structure was investigated in this 
study. 
 
The bridge structure considered in the present study has three straight simple spans, each 
measuring 16.764 m (55 ft) in length with zero skew angles (Fig. 4-1). As shown in Fig. 4-2, 
seven AASHTO Type II prestressed concrete girders with spacing of 2.13m (7 ft) from center 
to center are used for the bridge. All girders are supported by rubber bearings at both ends. 
Each span has one intermediate diaphragm (ID) located at the mid-span as well as two more 
located at each end of the span, all of which are separated from the bridge deck.  
 
 
Fig. 4-1 Profile of the test bridge 
 
 
Fig. 4-2 Cross section of the bridge and the position of Lane-1 
 
The third span of the bridge was instrumented. A total of seven measurement stations 
(S1, S2, S3, S4, S5, S6, and S7 corresponding to girders G1, G2, G3, G4, G5, G6, and G7) 
were selected, each with a distance of 0.305m (1 ft) from the mid-span of the corresponding 
girder to avoid stress concentration near the diaphragm. Strain gauges, accelerometers, and 
cable extension transducers were placed at each of the seven stations. 
 
Based on the configuration of the bridge, a FE bridge model was created using the 
ANSYS program (Fig. 4-3). The bridge deck, girders, diaphragms, shoulder, and railing were 
all modeled using solid elements, which have three translational degrees of freedom (DOFs) 
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for each node. The rubber bearings were modeled using equivalent beam elements with six 
DOFs (three translational and three rotational) for each node. Rigid connections were 
assumed between the rubber bearings and supports and also between the girders and 
diaphragms. Full composite actions were assumed between the girders and bridge deck.  
 
 
Fig. 4-3 Numerical model of the test bridge 
 
To obtain more accurate influence surfaces for axle load identification, the bridge model 
was updated by the writers in another study using the field measurements (Deng and Cai 
2008b). Five parameters including the Young’s modulus for the bridge deck, the seven 
girders, and the diaphragms, respectively, the density of the bridge deck, and the equivalent 
Young’s modulus for the rubber bearings were treated as variables. With the best available 
information the original values were assumed to be 25.12 GPa, 32.03 GPa, 25.12 GPa, 
2323kg/m
3
, and 200 MPa, respectively. The five parameters were then updated with two 
different criteria depending on the purpose of model updating. With the purpose of achieving 
the best agreement possible between the measured natural frequencies and strains on the 
seven girders and their counterparts predicted by the FE bridge model, the following updated 
values for the five parameters were obtained: 29.44 GPa, 35.87 GPa, 10.07 GPa, 2693 kg/m
3
, 
and 53.5 MPa. The five parameters were also updated based on the natural frequencies and 
deflections of the seven girders, and the following updated results were obtained: 24.77 GPa, 
27.67 GPa, 10.0 GPa, 2705 kg/m
3
, and 33.06 MPa, respectively. The details can be found in 
Chapter 2 of this dissertation. 
 
Significant differences can be found between the two sets of updated parameters 
obtained with different purposes. As discussed by Deng and Cai (2008b), one possible reason 
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for the differences could be that the measured deflections were larger than the true deflections 
on the seven girders since the deflection gages were set on sand instead of on a solid base. An 
overestimated deflection makes the updated bridge model more flexible than it really was. 
However, as will be shown later, the vehicle axle loads can be identified based on either strain 
or deflection, as long as the corresponding updated model was used in the identification 
process.  
 
4.2.2 Test Truck 
 
The truck used in the bridge testing is a dump truck with a single front axle and a two-
axle group for the rear (Fig. 4-4). The static loads for the first, second, and third axle of this 
truck are 80.0 kN, 95.6 kN, and 95.6 kN, respectively. The distance between the front alxe 
and the center of the two rear axles is 6.25 m, and the distance between the two rear axles is 
1.2 m.  
 
 
Fig. 4-4 Dump truck used in bridge testing 
 
Chan and O’Conner (1990) conducted a detailed study on the dynamic effect caused by 
heavy vehicles, and they concluded that the two groups of axles can be replaced by one 
equivalent axle acting at the center of the two groups if the two groups of axles are close 
enough. To simplify the loading identification problem for the 3-axle truck, the two groups of 
rear axles were replaced by one equivalent axle in the present study, and the truck was 
modeled using a full-scale two-axle vehicle model shown in Fig. 4-5 with 8 DOFs (one 
translational DOF for each of the four wheels as well as the vehicle body in the vertical 
direction, and three rotational DOFs for the vehicle body). This vehicle model is a 
combination of a rigid body connected to four masses by a series of springs and damping 
devices, with the rigid body representing the vehicle body and the linear elastic springs and 
dashpots representing the tires and suspension systems (Shi 2006).  
 
4.2.3 Road Surface Profile 
 
The irregularity (roughness) of the bridge deck was measured using a laser profiler, 
which obtains the longitudinal road surface profile along each wheel track. For the purpose of 
simplicity or due to the limitation of the vehicle-bridge model, in most previous studies two-
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dimensional (2-D) road surface profiles were used (Yang et al. 1995; Au et al. 2001; Shi 
2006) in which the change of road elevation along the lateral direction was not considered. 
Considering a three-dimensional (3-D) road surface profile would result in different dynamic 
wheel loads for the two wheels on the same axle.  Since the interest of the present study 
focuses only on the axle loads, a 2-D road surface profile was used in this study, though a 3-D 
road surface profile could be considered using the developed vehicle–bridge coupled system.  
 
 
Fig. 4-5 Vehicle model for the dump truck 
 
In order to examine the effect of the road roughness on the accuracy of the identified 
axle load time history as well as on the the dynamic impact factor, two wooden bumps 
(named Bump-1 and Bump-2) with equal widths of 0.18 m were prepared. The heights for 
Bump-1 and Bump-2 were 0.025 m (1 inch) and 0.038 m (1.5 inches), respectively. The two 
wooden bumps, one at a time,  were placed at the entry end of the third span ((Fig. 4-6, each 
span is simply-supported). It should be noted that the main purpose of using wooden bumps in 
this study was to excite the dynamic effect of the vehicle loads, rather than to represent the 
real road surface condition, though they can qualitatively reflect the faulting conditions at 
bridge ends. A faulting of 0.038 m (1.5 inches) is very possible for bridge ends of many 
existing bridges (White et al. 2005).  
 
 
Fig. 4-6 Changing the road surface condition by using a wooden bump 
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Fig. 4-7 Road surface profile along Lane-1 with the presense of a 0.025 m-high wooden bump 
 
Fig. 4-7 shows the measured road surface profile of Lane-1 along the track of the right 
wheel of the test truck with the presence of Bump-1 (shown as a spike), which changes the 
original road surface profile by adding a peak at the entry end of the third span (each span is 
simply-supported). 
 
The dynamic effect caused by the measured bridge surface profile without wooden 
bump was then examined in a simulation study and compared to the measured dynamic effect. 
Fig. 4-8 shows the measured and simulated acceleration from S5 when the test truck travelled 
through the bridge at a speed of 17.88 m/s (40 mph). As can be seen from the figure, using the 
measured road surface profile in the numerical simulation produces larger accelerations than 
that measured from field testing. One possible reason for this difference could be that the 
finite element model was updated based on deflections or strains, not on accelerations. 
Therefore, it is expected that the predicted accelerations are less accurate especially when 
they are small in cases with good surface conditions. When the responses are small, they are 
more sensitive to simulation errors.  In the vehicle-bridge coupled model the contact between 
the vehicle tire and bridge was assumed to be a point contact, which may not be able to 
simulate the real surface contact between the tire and bridge deck well. The use of a two-
dimensional road surface profile instead of the real three-dimensional road surface profile in 
the simulation study could also produce larger dynamic effect than in the real situation (Liu et 
al. 2002). However, when the road roughness gets worse (by the use of a wooden bump), the 
results are less sensitive to the assumptions. Fig. 4-9 shows the comparison between the 
measured and simulated accelerations from S5 with the presence of the two wooden bumps. 
From the figure, we can see that with the presence of a wooden bump, the predicted bridge 
accelerations match the measured ones well.  
    68 
 
Fig. 4-8 Measured and simulated acceleration from S5 without wooden bump (──, simulated; 
 , measured).  
 
 
Fig. 4-9 Measured and simulated acceleration from S5 (a) with Bump-1; (b) with Bump-2 
present (──, simulated;  , measured). 
 
4.3 Axle Load Identification through Measurements of Field Bridge 
 
Two sets of dynamic test results with vehicle speeds of 13.41 m/s (30 mph) and 17.88 
m/s (40 mph), respectively, were processed in which the truck travelled through the bridge 
along Lane-1 as shown in Fig. 4-2. In each test speed the road roughness was changed by 
placing a wooden bump at the entrance of the span resulting in three different cases: Case 1, 
no wooden bump was used; Case 2, Bump-1 was used; Case 3, Bump-2 was used.  For each 
case the bridge dynamic responses from all seven girders, including the strain, deflection, and 
acceleration, were recorded in time history. Both the deflection and strain time histories were 
used in the identification process. 
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The identification of the two axle loads of the test truck is similar to the identification of 
vehicle loads when two SDOF vehicles travelled in the same lane one in front the other, as 
was studied in Chapter 3 (Deng and Cai 2008a). The influence surface for each test, 
accordingly, was obtained using two unit forces moving side by side along the wheel tracks of 
the truck to simulate the real axle loads. As has been discussed in Chapter 3, identifying two 
forces at the same time requires bridge responses from at least two measurement stations. In 
the present study the strain time histories from S4 and S6 and deflection time histories from 
S4 and S5 were used (the strain time history from S5 was not used because of an obvious 
problem with the measurement data).  
 
4.3.1 Axle-Load Identification using Deflection Time Histories 
 
The deflection time histories from S4 and S5 and the identified axle loads for the three 
cases when vehicle speed was 13.41 m/s are shown in Fig. 4-10, in which the three rows I, II, 
and III represent Case 1, Case 2, and Case 3, respectively. The actual static axle loads, 80 kN 
for the first axle and 191.2 kN for the second axle, are also marked in the figure.  
 
The figure also shows the deflection caused by the axle loads of the truck, which was 
calculated by subtracting the deflection caused by the bridge inertia force from the measured 
deflection. It should be noted that since in reality we cannot measure the bridge acceleration 
at every point, the simulated acceleration was used in this study.  
 
The deflection caused by the bridge inertia force can be obtained numerically using the 
updated model in the following steps. First, the acceleration for each node on the bridge 
model can be obtained directly after running the program BIRDS-BVI developed in Chapter 
3; then, the inertia force of each node can be calculated as the product of the mass and 
acceleration of the node, and the effect of the inertia force of each node on the bridge 
response can be obtained using influence surface concept. Finally, the effects of all nodes can 
be added to obtain the effect of the total bridge inertia force on the response.  
 
From Fig. 4-10 the following can be observed: First, in all three cases the deflection 
caused by the bridge inertia force is less significant than that caused by the vehicle axle loads, 
especially for the first two cases. Therefore, in this example ignoring the effect of the bridge 
inertia force may not cause large difference for the identified axle loads. Second, the dynamic 
effect of the axle loads increases as the road surface condition gets worse (by the use of the 
wooden bump). The identified axle loads fluctuate around the static axle loads in all three 
cases, suggesting that in general the proposed method works well under different road surface 
conditions. Third, large discrepancies mainly occur at the beginning and the end of the time 
histories, which was also reported by other researchers (Zhu and Law 2002; Pinkaew 2006) 
and discussed in Chapter 3 (Deng and Cai 2008a). 
 
The deflection time histories from S4 and S5 and the identified axle loads for the three 
cases with the vehicle speed of 17.88 m/s are shown in Fig. 4-11, with similar observations to 
that of Fig. 4-10. From a comparison of Fig. 4-10 and Fig. 4-11 we can also see that as the 
vehicle speed increases from 13.41 m/s to 17.88 m/s, the dynamic effect of the axle loads 
increases, which can be seen from the increase of the maximum dynamic deflections from S4 
and S5. Results from the two figures also suggest that the vehicle speed does not have a 
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significant effect on the accuracy of the identified results, indicating that the developed 
methodology can be used under routine traffic conditions. In comparison, most bridge-weigh-
in-motion facilities do not work well for normal traveling vehicles and are only reliable for 
slow traffic (Ansari 1990; Pinkaew 2006). 
 
4.3.2 Axle-Load Identification Using Strain Time Histories 
 
The strain time histories from S4 and S6 and the identified axle loads for the three cases 
when the vehicle speed was 13.41 m/s are shown in Fig. 4-12. This figure also shows the 
strain caused directly by the axle loads of the truck, which was calculated by subtracting the 
strain caused by the bridge inertia force from the measured total strain.  
 
From the figure we can see that: first, in all the three cases the bridge inertia force 
induced strain is less significant than that caused by the vehicle axle loads. Second, the 
identified axle loads fluctuate around the static axle loads in all three cases though the road 
surface condition was different for each case. Third, large discrepancies mainly occur at the 
beginning and end of the time histories. These observations are similar to those observed from 
Fig. 4-10. 
 
The strain time histories from S4 and S6 and the identified axle loads for the three cases 
when the vehicle speed = 17.88 m/s are shown in Fig. 4-13. Again, similar results to Fig. 4-12 
can be observed. These results suggest again that the proposed methodology works well under 
different road surface conditions and vehicle speeds, which confirms that the developed 
methodology can be used for routine traffic conditions. 
 
For the purpose of comparison, a statistic analysis was performed on the time histories 
of the identified axle loads for all six cases. The mean and standard deviation for both front 
and rear axles were obtained with the two ends of the time histories being excluded in the 
analysis. Since generally there was no access to the true dynamic vehicle axle load of field 
vehicles, the real error of identification was not available. However, the mean value of the 
partial axle load time-history should be close to the static axle load, though the two values are 
not necessarily exactly the same. The identified mean values can be used to estimate the truck 
static weight, while the deviation can be interpreted as the dynamic effects. Results from the 
statistic analysis are summarized in Table 4-1, where DIFF is defined as the percentage 
difference between the mean dynamic axle load and its actual static counterpart. This 
comparison can also qualitatively verify the developed procedure by observing whether the 
identified dynamic axle loads reasonably fluctuate around the static ones.   
 
From Table 4-1, the following can be observed. First, the identified results from using 
deflection and strain are both very good with the largest difference being under 8% for a 
single axle and about 3% for the total weight of the truck, which is acceptable in practice, 
although small discrepancies do exist between the results obtained using the measured 
deflection and strain time histories, respectively. Second, the identified mean loads are 
generally greater than the static axle loads for the first axle while less than the static axle loads 
for the second axle. Third, both the vehicle speed and road surface condition have 
insignificant effects on the identified mean values that approximately correspond to the 
truck’s static weight, indicating that the developed methodology can be used for routine 
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traffic conditions. This would be a significant advantage over most bridge weigh-in-motion 
systems which usually require smooth road surface condition and slow vehicle movement to 
minimize the dynamic effect of vehicle loads (Leming and Stalford 2002; McNulty and 
O’Brien 2003). Lastly, as the road surface condition gets worse the standard deviation of the 
results gets larger, indicating that the dynamic effect induced by the road roughness becomes 
more significant.  
 
Table 4-1 Summary of statistic analysis on the identified axle loads 
Bridge 
response 
 
Vehicle 
speed 
(m/s) 
Use of 
wooden 
bump 
The first axle The second axle Total weight 
Mean 
(kN) 
DIFF 
(%) 
ST 
Dev 
(kN) 
Mean 
(kN) 
DIFF 
 (%) 
ST 
Dev 
(kN) 
Mean 
(kN) 
DIFF 
 (%) 
Deflection 
13.41  
No 
bump 
84.14 5.18 7.38 180.60 -5.54 7.15 264.74 -2.38 
Bump-1 85.17 6.46 13.92 182.42 -4.59 11.08 267.59 -1.33 
Bump-2 85.32 6.65 21.37 189.68 -0.79 17.30 275.00 1.40 
17.88  
No 
bump 
84.39 5.49 14.23 191.73 0.28 7.95 276.12 1.81 
Bump-1 83.82 4.77 18.71 179.92 -5.90 18.12 263.74 -2.75 
Bump-2 85.12 6.40 23.15 184.68 -3.41 37.73 269.80 -0.52 
Strain 
13.41  
No 
bump 
85.83 7.29 10.14 186.07 -2.68 12.46 271.90 0.26 
Bump-1 85.02 6.27 10.11 181.98 -4.82 14.93 267.00 -1.55 
Bump-2 84.32 5.40 33.66 187.55 -1.91 31.44 271.87 0.25 
17.88  
No 
bump 
85.80 7.25 8.81 179.47 -6.13 16.04 265.27 -2.19 
Bump-1 79.22 -0.98 16.28 190.25 -0.50 36.39 269.47 -0.64 
Bump-2 81.90 2.38 31.69 180.55 -5.57 52.15 262.45 -3.23 
 
There are two possible reasons for the difference in the identified results. First, the 
numerical model of the bridge does not represent perfectly the real bridge, which will 
introduce some error into the prediction of influence surfaces. Second, the speed of the test 
truck could not be controlled perfectly. For example in this case, it is possible that the truck 
was traveling at a speed faster in the first half than in the second half instead of keeping a 
constant speed all the way. This is because in the field testing the room to stop the truck was 
limited due to a traffic light ahead and the driver tended to slow down in the second half of 
traveling. In this case by assuming a constant speed, a mismatch would occur between the 
points on the real time history of the bridge response and the corresponding points on the 
influence surface. As a result, smaller influence surface values would have been used for the 
first axle, resulting larger identified loads, while for the second axle larger influence surface 
values would have been used, resulting in smaller identified axle loads. Therefore, obtaining 
the influence surface from field testing and a good control (or knowledge) of the vehicle 
speed would probably help improve the accuracy of the identified axle loads. Regardless, the 
accuracy is acceptable for collecting truck load information for bridge design and 
performance evaluation.   
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Fig. 4-10 Deflection time histories from S4 and S5 ((a) and (b)) and identified axle loads ( (c)) 
with (I) no wooden bump, (II) Bump-1, (III) Bump-2 present when the vehicle speed = 13.41 
m/s (──, total deflection in (a) and (b) or identified axle loads in (c); − − −, deflection caused 
by axle loads;  , static axle loads). 
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Fig. 4-11 Deflection time histories from S4 and S5 ((a) and (b)) and identified axle loads ((c)) 
with (I) no wooden bump, (II) Bump-1, (III) Bump-2 present when the vehicle speed = 17.88 
m/s (──, total deflection in (a) and (b) or identified axle loads in (c); − − −, deflection caused 
by axle loads;  , static axle loads). 
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Fig. 4-12 Strain time histories from S4 and S6 ((a) and (b)) and identified axle loads ( (c)) 
with (I) no wooden bump, (II) Bump-1, (III) Bump-2 present when the vehicle speed = 13.41 
m/s (──, total strain in (a) and (b) or identified axle loads in (c); − − −, deflection caused by 
axle loads;  , static axle loads). 
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Fig. 4-13 Strain time histories from S4 and S6 ((a) and (b)) and identified axle loads ((c)) with 
(I) no wooden bump, (II) Bump-1, (III) Bump-2 present when the vehicle speed = 17.88 m/s 
(──, total strain in (a) and (b) or identified axle loads in (c); − − −, deflection caused by axle 
loads;  , static axle loads). 
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The dynamic interaction forces (i.e. the dynamic axle loads) between the vehicle tires 
and bridge can also be obtained directly by running the program BIRDS-BVI. For the purpose 
of comparison, Fig. 4-14 and Fig. 4-15 show the axle loads of the truck obtained from the 
numerical simulations when the vehicle speed was 13.41 m/s and 17.88 m/s, respectively. As 
can be seen from both figures, the dynamic effect of the axle loads increases as the road 
surface condition gets worse (by the use of the wooden bump) and the dynamic axle loads 
fluctuate around their static counterparts. Also, as can be seen from the comparison of the two 
figures, the dynamic effect increases as the vehicle speed increases from 13.41 m/s to 17.88 
m/s. All these observations are in good agreement with the identified axle loads. 
 
 
Fig. 4-14 Axle loads obtained from the simulation study with (I) no wooden bump, (II) 
Bump-1, (III) Bump-2 present when the vehicle speed = 13.41 m/s (──, dynamic axle loads; 
 , static axle loads). 
 
 
Fig. 4-15 Axle loads obtained from the simulation study with (I) no wooden bump, (II) 
Bump-1, (III) Bump-2 present when the vehicle speed = 17.88 m/s (──, dynamic axle loads; 
 , static axle loads). 
 
4.4 Dynamic Impact Factor and Load Amplification Factor 
 
AASHTO (2004) recommends that in bridge design the static effect of vehicle loads 
should be increased by an impact factor (also called dynamic allowance factor) to account for 
the dynamic effect, which can be expressed as: 
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SIMD  )1(                                                          (4-1)              
where D  is the dynamic effect of vehicle loads; S is the static effect of vehicle loads; and 
IM is the dynamic allowance factor, which can be calculated as follows: 
)(
)()(
xR
xRxR
IM
s
sd                                                       (4-2) 
where )(xRd  and )(xRs  are the maximum dynamic and static responses of the bridge at 
location x , respectively.  
 
Using Eq. (4-2) and bridge responses under static tests, the impact factors under 
different dynamic tests were calculated as shown in Table 4-2. As can be seen from the table, 
the impact factors calculated from different measurement stations are different, even under the 
same loading condition.  
 
Table 4-2 Impact factor calculated for different load cases 
Vehicle 
Speed (m/s) 
Use of 
wooden 
bump 
Deflection Strain 
S4 S5 S4 S6 
13.41 
No Bump -0.02  0.01 0.04  0.02  
Bump-1 0.05  0.09 0.03  0.05  
Bump-2 0.12  0.18 0.06  0.09  
17.88 
No Bump 0.02  0.12 -0.06  0.07  
Bump-1 0.19  0.22 0.00  0.22  
Bump-2 0.39  0.51 0.14  0.51  
 
The effect of road surface condition on the impact factor was studied by several 
researchers (Wang and Huang 1992; Park et al. 2005). Taking an average value for the impact 
factors from the two measurement stations in Table 4-2, the impact factors can be plotted 
against the road surface conditions (in terms of the use of wood bump), as shown  in Fig. 4-
16. 
 
Fig. 4-16 Average impact factor calculated using (a) deflection, (b) strain (o ──, vehicle 
speed=13.41 m/s;  ----, vehicle speed=17.88 m/s). 
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From the figure, it can be clearly seen that vehicle speed has a large impact on the 
dynamic impact factor. With the speed increasing from 13.41 m/s to 17.88 m/s, the impact 
factors are more than doubled in most cases. When the vehicle speed is equal to 17.88 m/s, 
both impact factors obtained from deflection and strain exceed the value of 0.33 specified by 
AASHTO (2004). The large effect of the vehicle speed on the impact factor was also 
observed by Au et al. (2001). In their study a sudden increase in the impact factor starts when 
the speed reaches about 20.83 m/s (75 km/h). It can also be observed from the figure that the 
road surface condition greatly influences the impact factor, and this impact becomes more 
significant with the increase in vehicle speed. However, in numerical simulations it should be 
noted that using a two-dimensional road surface profile would most likely lead to a higher 
impact factor since the pitch mode of the truck, which causes more dynamic impact, is easier 
to be excited in this case (Liu et al. 2002).  
 
If we also define a dynamic load amplification factor (LAF) as: 
s
sd
P
PP
LAF

 max                                                        (4-3) 
where 
maxdP is the maximum dynamic load and sP is the static load. From the obtained 
dynamic axle loads in the previous section, if the two ends of the time histories for the axle 
loads are ignored we can obtain the maximum dynamic axle loads. The LAFs can then be 
obtained using Eq. (4-3), and the average LAF for the two axles can be plotted against the 
road surface condition (in terms of the use of the wooden bump) as shown in Fig. 4-17. 
 
Fig. 4-17 Average load amplification factor calculated using (a) deflection, (b) strain (o ──, 
vehicle speed=13.41 m/s;  ----, vehicle speed=17.88 m/s). 
 
Comparing Figs. 4-16 and 4-17, we can observe a very interesting fact that the 
calculated load amplification factors are larger than (almost as twice large as) the calculated 
impact factors. One possible explanation could be that the maximum axle loads and the 
maximum responses do not occur at the same time. For example, in the present study, the 
maximum axle loads probably occur immediately after the wheels pass over the wooden 
bump when a wooden bump was present, as shown in Figs. 4-14 and 4-15; however, the 
bridge responses reach a maximum when the rear axle of the truck was approaching the mid-
span.  
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4.5 Conclusions 
 
A method of identifying dynamic axle loads developed in Chapter 3 is applied to 
identify the axle loads of a truck on an existing bridge in Louisiana. Both the deflection and 
strain time histories are used to identify the truck axle loads. The impact factor and load 
amplification factor of the axle loads are also examined. Based on the results from the present 
study, the following conclusions can be drawn: 
 
(1) Both the measured deflection and strain time histories can be successfully used to 
identify the dynamic axle loads.  
 
(2) The road surface condition and vehicle speed have an insignificant effect on the 
accuracy of the identified results, which demonstrates the robustness of the proposed 
methodology under routine traffic conditions.  
 
(3) The calculated load amplification factors are not equal to (almost as twice large as) 
the impact factors.  
 
(4) Both the road surface condition and vehicle speed have significant influence on the 
impact factor. For the examined cases, the impact factor increases as the vehicle speed 
increases; however, this is not always the case, as demonstrated by many other studies. The 
impact factor increases significantly as the road surface condition gets worse. It is also 
interesting to find that the effect of the road surface condition on the impact factor becomes 
more significant with the increase in vehicle speed.  
 
The demonstrative application of the proposed methodology to identify the real axle 
loads on a bridge indicates that the proposed methodology can be applied to improve the 
current bridge weigh-in-motion techniques. The developed methodology will also be useful to 
predict real vehicle axle forces on bridges, which will provide more reliable live load 
information for site-specific bridge fatigue assessment and performance evaluation.    
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CHAPTER 5.  IDENTIFICATION OF PARAMETERS OF VEHICLES MOVING 
ON A BRIDGE 
 
5.1 Introduction 
 
In the past few decades, the problem of bridge vibration under moving forces or vehicle 
loads has been studied extensively. The dynamic performance of bridges can be affected by 
many factors. Different types of vehicles, vehicle speeds, and road surface conditions could 
all contribute to different bridge dynamic performances. For given structural properties of a 
bridge and road surface condition, the mechanical properties (or dynamic characteristics) of 
vehicles traveling on the bridge would play a very important role in affecting the dynamic 
performance of the structure. Therefore, it would be very beneficial to be able to identify the 
parameters of vehicles traveling on bridges. 
 
In the literature many vehicle-bridge interaction models have been proposed for the 
purpose of identifying vehicle parameters. Bridges are usually modeled as simply-support 
beams (Law et al. 1997; Law et al. 1999; Law et al. 2001) or multi-span continuous beams 
(Zhu and Law 2002; Chan and Ashebo 2006). For the vehicle model, most researchers used a 
single-degree-of-freedom (SDOF) system or two-DOF system (Au et al. 2004; Jiang et al. 
2004; Bu et al. 2006), while others used a more complex twelve-parameter vehicle model 
(Law et al. 2006).  
 
Different methods of identifying vehicle parameters have been proposed in the literature 
(Kyongsu and Hedrick 1995; Derradji and Mort 1996; Au et al. 2004; Jiang et al. 2004; Law 
et al. 2006). Jiang et al. (2004) and Au et al. (2004) used a genetic algorithm (GA) to identify 
the parameters of vehicles traveling on a continuous bridge by minimizing the residuals 
between the measured accelerations and the reconstructed accelerations from the identified 
parameters. In their study the vehicle was modeled using either a four-parameter model with 
one DOF or five-parameter model with two DOFs. For the bridge model, the modified beam 
functions proposed by Zheng et al. (1998) were used. Law et al. (2006) presented a parameter 
identification method based on the dynamic response sensitivity analysis. The modified beam 
functions (Zheng et al. 1998) were also used for the bridge, and a twelve-parameter vehicle 
model was used for the vehicle. The identification was realized based on the least-squares 
method with regularization from measured strain, velocity, or acceleration.  
 
In most previous works the bridge was modeled as a line beam (or one dimensional 
beam). As a result, the vehicle model was usually limited to a SDOF system or two-DOF 
system. All the beam-model-based methodologies would become impractical if the entire 
bridge system is to be modeled for applications. Moreover, the over-simplified vehicle models 
may not be able to well represent the real vehicles traveling on bridges. 
 
This study presents a methodology of identifying the parameters of vehicles traveling 
through complex bridges using the GA. Both a SDOF vehicle model and full-scale vehicle 
model are used for the vehicles. A series of case studies are carried out, and the identified 
results yield satisfactory accuracy. This method is also applied to identify the parameters of a 
real truck traveling through an existing bridge, and the identified vehicle parameters are 
compared to the true parameters.  
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5.2 Vehicle-Bridge Coupled System 
 
5.2.1 Vehicle Model           
 
A review of different vehicle models used in the literature can be found in Yu and Chan 
(2007). In the present study, two different vehicle models were used. The first model is a 
SDOF system consisting of a mass, spring, and damper (Fig. 5-1(a)). The SDOF system 
proved adequate to simulate the interaction between a single wheel (or vehicle) and the bridge 
deck (Chatterjee et al. 1994; Yang et al. 2000; Bilello et al. 2004). The second model shown in 
Fig. 5-1(b) is a full-scale vehicle model, which is a combination of a rigid body connected to 
four masses by a series of springs and damping devices. The rigid body represents the vehicle 
body, the four masses represent the masses of tires and suspension systems, and the linear 
elastic springs and dashpots represent the tires and suspension systems (Shi 2006, Shi et al. 
2008). For both models, the contact between the vehicle and bridge deck was assumed to be a 
point contact. This point contact assumption has been commonly used in the literature and has 
been demonstrated to be able to well represent the real vehicle tire system with the use of a 
spring and a damper (Shi 2006). The effect of point contact assumption will be investigated in 
a future study by developing more realistic contact conditions. 
 
 
 
 
 
 
 
 
 
 
                          (a)                                                                       (b) 
Fig. 5-1 Vehicle models used in the present study: (a) A SDOF vehicle model; (b) A full-scale 
two-axle vehicle model.                                                      
 
For demonstration purposes, the SDOF vehicle model was used to establish the equation 
of motion of the vehicle as well as the vehicle-bridge coupling equations. A similar approach 
can be used for the full-scale vehicle model. The equation of motion of a SDOF vehicle can be 
written as below according to Newton’s Second Law: 
bvGvv FFdM 

                                                            (5-1) 
where vM  is the mass of the vehicle; 

vd  is the acceleration of the vehicle in the vertical 
direction; GF  is the gravity force of the vehicle; and bvF   is the interaction force between the 
vehicle and bridge deck, which can be calculated as: 
LvLvbv CKF

                                     (5-2) 
where vK  and vC  are the coefficients of the vehicle spring and damper and L  is the 
deformation of the vehicle spring. 
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For the case when N vehicles are traveling on a bridge at the same time, the equations of 
motion for the N vehicles can be written in a matrix form as:   
      NbvNGvNv FFdM 

                                                   (5-3)     
where  NvM is the diagonal mass matrix for N vehicles;  

vd  is the acceleration vector in the 
vertical direction for N vehicles; and  NGF and  NbvF  are the gravity force vector and the 
interaction force vector for N vehicles, respectively. 
 
5.2.2 Bridge Model 
 
The equation of motion for a bridge can be written as follows: 
          bbbbbbb FdKdCdM 

                                               (5-4) 
where  bM ,  bC , and  bK  are the mass, damping, and stiffness matrices of the bridge, 
respectively;  bd  is the displacement vector for all DOFs of the bridge;  

bd  and  

bd  are the 
first and second derivative of  bd  with respect to time, respectively; and  bF  is a vector 
containing all external forces acting on the bridge. 
 
With the modal superposition technique, the displacement vector of the bridge  bd  in 
Eq. (5-4) can be expressed as:  
            bb
T
nnbd    2121                    (5-5)   
where n is the total number of modes used for the bridge under consideration;  i  and i  are 
the i th mode shape of the bridge and the i th generalized modal coordinate, respectively. Each 
mode shape was normalized such that      1 ib
T
i M  and     
2
iib
T
i K  . 
Accordingly,  

bd  and  

bd  can also be expressed using the mode shapes and the generalized 
modal coordinates as follows:  
           








 bb
T
nnbd   2121             (5-6)   
            








 bb
T
nnbd   2121             (5-7) 
 
In this study the damping matrix  bC in Eq. (5-4) was assumed to be equal to  bii M2 , 
where i  is the percentage of the critical damping for the i th mode of the bridge. Eq. (5-4) 
can now be rewritten as: 
            bTbbibiib FIII 


2
2                                 (5-8) 
where [I] = unit matrix. 
  
5.2.3 Road Surface Condition 
 
The road surface condition is an important factor that affects the dynamic responses of 
both the bridge and vehicles. A road surface profile is usually assumed to be a zero-mean 
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stationary Gaussian random process and can be generated through an inverse Fourier 
transformation based on a power spectral density (PSD) function (Dodds and Robson 1973) as: 
)2cos()(2)(
1
kk
N
k
k XnnnXr  

                     (5-9) 
where 
k  is the random phase angle uniformly distributed from 0 to 2; ()  is the PSD 
function (m
3
/cycle/m) for the road surface elevation; and 
kn  is the wave number (cycle/m). In 
the present study, the following PSD function (Huang and Wang 1992) was used: 
)())(()( 21
2
0
0 nnn
n
n
nn                                          (5-10) 
where n is the spatial frequency (cycle/m); n0 is the discontinuity frequency of 1/2 (cycle/m); 
φ(n0) is the roughness coefficient (m
3
/cycle) whose value is chosen depending on the road 
condition; and n1 and n2 are the lower and upper cut-off frequencies, respectively.  
 
The International Organization for Standardization (ISO 1995) has proposed a road 
roughness classification index from A (very good) to H (very poor) according to different 
values of φ(n0). In this study the classification of road roughness based on the ISO (1995) was 
used.  
 
5.2.4 Assembling the Vehicle-Bridge Coupled System 
 
Vehicles traveling on a bridge are connected to the bridge via contact points. The 
interaction forces acting on the bridge vbF   and on the vehicles bvF   are actually action and 
reaction forces existing at the contact points. In terms of finite element modeling, these 
interaction forces may not apply right at any node. Therefore, the interaction forces need to be 
transformed into equivalent nodal forces  eqbF  in the finite element analysis. This can be done 
using the virtual work principle, which states that the work done by the equivalent nodal forces 
and the actual force should be equal, which can be expressed as:  
  FdFd contacteqTnodalb }{ _                                                  (5-11) 
where }{ _ nodalbd is the displacement vector for all the nodes of the element in contact; contactd  is 
the displacement of the element at the contact point;   eqF  is the equivalent force vector 
applied at all the nodes of the element in contact; and F is the real force acting at the contact 
point.  
 
Since contactd  can be expressed using the displacement at each node of the element as 
below: 
}]{[ _ nodalbecontact dNd                                                      (5-12) 
where ][ eN  is the shape function of the element in contact. From Eqs. (5-11) and (5-12) we 
can easily obtain the following relationship between the equivalent nodal forces and the 
interaction force acting on the element in contact: 
  FNF Teeq  ][                                                     (5-13) 
 
To be consistent with the size of the force vector in the analysis of the full bridge, Eq. (5-
13) can be expanded to a full force vector form as below: 
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  FNF Tbeqb  ][                                                   (5-14) 
where  eqbF  is a vector with the number of elements equal to the total number of DOFs of the 
bridge model. It was constructed by inserting the elements in the original force vector  eqF  in 
Eq. (5-13) into their corresponding DOFs in the full force vector eqbF  and adding zero terms 
to the remaining elements in eqbF . For convenience, we name ][ bN  as the shape function of 
the bridge. For two interaction forces acting upon different elements of the same bridge, the 
shape function of the bridge ][ bN  for the two forces would be different though the element 
shape function ][ eN  may be the same, because the corresponding DOFs of the non-zero terms 
in the two force vectors are different. 
 
In a vehicle-bridge system, the relationship among the vertical displacement of vehicle 
body dv, bridge deflection at the contact point db_contact, deformation of vehicle spring ΔL, and 
road surface profile )(xr can be expressed by the following equation:  
)(_ xrdd contactbvL                                           (5-15) 
 
The first derivative of Eq. (5-15) can then be obtained as follows: 
)(_ xrdd contactbvL

                                                  (5-16) 
where 

vd is the velocity of the vehicle body in the vertical direction; )(
)()(
)( tV
dx
xdr
dt
dx
dx
xdr
xr 

, 
where )(tV  is the vehicle traveling velocity; and contactbd _ , according to the definition of the 
shape function of the bridge in Eq. (5-14), can be expressed as follows:  
   bbnodalbecontactb dNdNd  ][][ __                                         (5-17) 
 
In a situation when N vehicles are present on a bridge, by substituting Eqs. (5-15), (5-16), 
and (5-17) into Eq. (5-2) the interaction force acting on the i th vehicle is obtained as follows: 
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where  ibN  is the shape function of the bridge for an interaction force between the i th vehicle 
and the bridge. The N interaction forces acting on the N vehicles can be expressed in a vector 
form as follows:  
   
                  crvbbvbcbvvNvrvbbvvNv
Tn
bvbvbv
N
bv
FdCdKdCFdKdK
FFFF







 21
             (5-19) 
where  NvM ,  NvK , and  NvC  are the diagonal mass, stiffness, and damping matrices for N 
vehicles, respectively;  bd  and  

bd  have the same definitions as in Eq. (5-4); and  bvK  , 
 rvF  ,  cbvK  ,  bvC  , and  crvF  are defined respectively as: 
          TTnbTbTbNvbv NNNKK 21 ;                                                                                                        
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     TnNvrv xrxrxrKF )()()( 21  ;                                                                                                        
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          TTnbTbTbNvbv NNNCC 21 ;                                                                                                    
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As discussed earlier, the interaction forces acting on the bridge, vbF  , are the reaction 
forces of that acting on the vehicles,  bvF  . Therefore, the following relationship holds: 
   bvvb FF                                                               (5-20) 
 
Substituting Eqs. (5-18) and (5-20) into Eq. (5-14), the transformed equivalent nodal 
forces due to the N interaction forces on the bridge can be obtained as follows: 
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where  vbK  ,  vbbK  ,  rbF  ,  vbC  ,  cbbK  ,  bbC  , and  crbF  are defined as follows: 
   nvTnbvTbvTbvb KNKNKNK  ][][][ 2211  ;                                                                       
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Substituting Eq. (5-19) into Eq. (5-3), we have the following for vehicles: 
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Since  eqbF  in Eq. (5-21) is actually the equivalent force vector of the external force 
vector  bF  in Eq. (5-4), after substituting Eq. (5-21) into Eq. (5-4), the following can be 
obtained for the bridge: 
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Eqs. (5-22) and (5-23) can be combined to form a vehicle-bridge coupled system and 
rewritten in matrix form as below: 
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Compared to Eqs. (5-3) and (5-4), there are additional terms, 
bbC  , vbC  , bvC  , 
vbbK  , cbbK  , vbK  , bvK  , cbvK  , rbF  , crbF  , rvF  , and crvF   in Eq. (5-24), which result due to the 
coupling effect between the bridge and vehicles. When a vehicle travels on the bridge, the 
position of the contact point changes with time, which means the road roughness )(xr  at the 
contact point and the shape function  bN  are both time-dependent terms, indicating that all 
the additional terms in Eq. (5-24) are time-dependent terms.  
 
Using Eq. (5-8), Eq. (5-24) can be further rewritten as follows: 
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where the vehicle-bridge coupled system contains only the modal properties of the bridge and 
the physical parameters of the vehicles.  
 
Eq. (5-25) can be solved by the Rounge-Kutta method in time domain. At each time step, 
the interaction force at each contact point is first calculated using Eq. (5-18). If it is negative, 
which means the corresponding vehicle leaves the road surface, then it should be set to zero 
and the corresponding time-dependent terms in Eq. (5-25) should be modified. In such a way, 
this model can account for the situation when vehicles lose contact with the road surface. The 
solution to this system contains the interaction forces, physical displacement, velocity, and 
acceleration of the vehicles as well as the displacement, velocity, and acceleration of the 
bridge in the modal coordinates at each time step. The physical displacement, velocity, and 
acceleration of each node on the bridge can then be transformed from the modal coordinates 
using Eqs. (5-5), (5-6), and (5-7). The strain (not directly solved in the MATLAB program) at 
any node i  of the bridge in the longitudinal direction can also be estimated based on the 
average of the relative displacements between the node of interest and its two adjacent nodes 
in the longitudinal direction, and was calculated using the expression below: 
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where L  represents the distance between two adjacent nodes in the longitudinal direction 
and )(1 tdi , )(tdi , and )(1 tdi  denote the displacements of three consecutive nodes in the 
longitudinal direction respectively. The strain information will be used later for the 
identification of vehicle axle loads. 
 
Based on the above methodology, a MATLAB program named BIRDS-BVI (laboratory 
of Bridge Innovative Research and Dynamics of Structures – Bridge Vehicle Interaction) was 
developed to assemble the motion equations of the vehicle-bridge coupled system and to solve 
the coupling equations. The modal information of the bridge can be solved using any finite 
element program (such as ANSYS) and then imported to the MATLAB environment before 
assembling the equations.  
 
5.3 Parameter Identification Using Genetic Algorithm 
 
The problem of identifying parameters of vehicles traveling on bridges is actually an 
inverse optimization problem. In order to obtain the optimal parameters, a good searching tool 
is needed. In the present study the Genetic Algorithm was used.  
 
Genetic algorithms (Goldberg 1989; Gen and Cheng 1997) are stochastic global search 
techniques based on the mechanics of natural genetics. They have been widely applied in 
bioinformatics, phylogenetics, computer science, engineering, economics, chemistry, 
manufacturing, mathematics, physics, and other fields. GAs are implemented to an 
optimization problem as a computer simulation in which a population of abstract 
representations (usually called chromosomes) of candidate solutions (usually called 
individuals, creatures, or phenotypes) evolves toward better solutions. The evolution usually 
starts from a population of randomly generated individuals and continues in new generations. 
In each generation the fitness of every individual in the population is evaluated, multiple 
individuals are stochastically selected from the current population based on their fitness, and 
the population is modified to form a new population. The new population is then used in the 
next iteration of the algorithm. By doing this, the best genes of each generation are reserved 
and delivered to the next generations, and eventually the best gene or optimal solution is 
found.  
 
To use the GA in the identification process, first an objective function based on the 
residual between the measured and simulated bridge response was built using the Least-
Squares method, which is shown below: 
                                        
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n
i
smobj irirF
1
2))()((                                          (5-27) 
where i and n  are the time-point number and total number of time points in the response time 
history, respectively, and mr  and sr  are the measured and simulated response time histories, 
respectively. 
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After setting proper upper and lower bounds as well as a proper set of initial values for 
the parameters to be identified in the GA program, the objective function in Eq. (5-27) can 
then be optimized. It should be noted that since the GA is a global searching technique, the 
setting of the two bounds and initial values won’t affect the accuracy of the final identified 
results for the parameters. However, a reasonable set of the two bounds and proper initial 
values can facilitate the identification process (Goldberg 1989). In the present simulation, the 
lower and upper bounds were set to be 10% and 10 times the true values of the parameters, 
respectively, and the initial values of the parameters were set to be one-third of their true 
values. In identifying the parameters of the full-scale vehicle model the objective function 
may sometimes not achieve a pre-set satisfactory level after the optimization comes to the 
end. In these cases a multi-stage optimization strategy was used by setting the initial values 
for the next stage equal to the optimized results obtained at the current stage while keeping 
everything else unchanged. 
 
The identification error was defined as the absolute percentage difference shown below: 
        Identification Error %100


true
trueiden
P
PP
                                        (5-28) 
where idenP  and trueP  are the identified parameter and the true parameter, respectively. 
 
5.4. Numerical Simulations 
 
To study the accuracy and efficiency of the proposed identification method, numerical 
simulations were carried out and a series of comprehensive case studies were conducted. The 
SDOF vehicle model was used in most simulation studies for the purpose of simplicity. The 
full-scale vehicle model, which will be used later to model a real truck used for field testing, 
was also examined. Bridge responses including displacement, acceleration, and strain were 
used in the identification process, respectively. The effects of different factors, such as the 
number of modes used for the bridge model, vehicle speeds, traveling routes, number of 
vehicles, measurement stations, road surface conditions, and levels of measurement noise, 
were all examined.  
 
A concrete slab bridge simply supported at both ends was used for all case studies. The 
bridge has a length of 12 m, a width of 8 m, and a depth of 0.3 m. This bridge was modeled 
using solid elements (with three translational DOFs for each node) with the ANSYS program 
(Fig. 5-2). The density, modulus of elasticity, and poisson’s ratio of the concrete were 2300 
kg/m
3
, 210 GPa, and 0.15, respectively. The parameters of all the vehicles used in this study 
were taken as follows: kgmv
3105 ; mNkv /100.1
6 ; and mNscv /100.5
2 . The 
speed of the vehicle was set to 10 m/s in all cases except those studying the effect of different 
vehicle speeds. The time step was taken as 0.001 s, based on a preliminary sensitivity study.  
 
In the present study a total of 9 measurement stations were originally selected from the 
bridge (Fig. 5-2). Because of the symmetry among the 9 measurement stations selected, only 
4 of them (S1, S2, S4, and S5) were studied; those positions are listed in Table 5-1. Sensors 
were installed at the bottom of the bridge deck. Four traveling routes, R1, R2, R3, and R4, 
were used in this study, with lateral positions of Y1 = 1m, Y2 = 2m, Y3 = 4m, and Y4 = 6m, 
respectively, as indicated in Fig. 5-2.  
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The same road surface profile (Fig. 5-3), which belongs to a good road surface condition 
based on the ISO (1995), was used for all of the case studies except the one in which the 
effect of different road surface conditions was studied.  
 
Table 5-1 Positions of measurement stations 
Measurement  
Station 
X (m) Y (m) 
S1 3.2 2.0 
S2 6.0 2.0 
S4 3.2 4.0 
S5 6.0 4.0 
 
 
Fig. 5-2 The concrete slab bridge under study 
 
 
Fig. 5-3 A road surface profile (classified as good condition) used in the present study 
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5.4.1 Effect of Number of Modes 
 
Since the modal superposition technique was used in constructing the bridge model in 
the present study, the number of modes used for the bridge model could have an impact on the 
dynamic response of the bridge. As a result, the identified results for the vehicle parameters 
would be affected by the number of modes used. It is known that high-frequency modes 
usually have less impact on bridge responses than low-frequency modes; therefore, it would 
be interesting to find out how many modes would be required to accurately identify the 
vehicle parameters.  
 
In this study it was assumed that in simulation 50 modes are able to produce accurate 
bridge responses, which can then be treated as true bridge responses for the purpose of 
comparison. Three cases with 5, 10, and 20 modes, respectively, were studied. In all three 
cases, the vehicle travelled along route R2 at a constant speed of 10 m/s. The identified 
vehicle parameters and errors, based on deflection, acceleration, and strain, respectively, are 
shown in Table 5-2.  
 
It can be seen from Table 5-2 that using 5 or 10 modes for the bridge model is obviously 
not enough since large errors exist for both the identified stiffness and damping under these 
two cases.  Using 20 modes gives good results for the mass and stiffness with errors less than 
2%; however, the error corresponding to the identified damping still reaches 96%. This large 
error could be attributed to the fact that the bridge responses are not sensitive to the change in 
vehicle damping, i.e., even a large change in vehicle damping will produce only a slight 
difference in the bridge response. As a result, a small difference in the bridge response, due to 
the different number of modes used, could produce a large error in the identified damping, 
which will also be seen from the results of a sensitivity study of different vehicle parameters 
later.  
 
Table 5-2 Effect of different number of modes used for the bridge model 
 Identified values Errors 
Number 
of modes 
Bridge 
Response 
Used 
M  
(kg) 
K  
(1e6 N/m) 
C  
(Ns/m) 
M (%) K (%) C (%) 
5 
Deflection 4,932.3 0.955920 2,158.20 1.354 4.408 331.640 
Acceleration 5,072 0.958752 548.32 1.440 4.125 9.664 
Strain 5,029.2 1.786960 50 0.584 78.696 90.000 
10 
Deflection 4,972.9 1.001400 50 0.542 0.140 90.000 
Acceleration 5,304 0.975136 817.62 6.080 2.486 63.524 
Strain 4,925 1.559400 50 1.500 55.940 90.000 
20 
Deflection 4,998 1.009440 671 0.040 0.944 34.200 
Acceleration 5,000 1.000020 499.98 0.000 0.002 0.004 
Strain 4,986 0.984624 982 0.280 1.538 96.400 
 
For clarity it is noted that in the following simulations, unless stated otherwise, the 
simulated responses from using 50 modes and the true vehicle parameters specified earlier 
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were treated as true values. The other results from using 50 modes and vehicle parameters 
within the lower and upper bounds discussed earlier were treated as simulated values. The 
vehicle parameters were identified through minimizing the objective function using the GA.   
 
5.4.2 Effect of Different Measurement Stations 
 
In bridge field testing, it is usually very important to choose the right position for the 
measurement station. The results from another study by the writers (Deng and Cai 2008a) 
when using influence surface method show that the position of the measurement station plays 
a crucial role in the dynamic axle load identification process. Placing the measurement station 
at the center of the bridge yielded the best results in their study. In this study four 
measurement stations (S1, S2, S3, and S4) were selected and studied; their positions are 
shown in Table 5-1. The identified vehicle parameters and their errors are shown in Table 5-3.   
 
It can be seen from the table that the position of measurement station has an 
insignificant effect on the accuracy of the identified results. However, it should be noted that 
if noise is present, for example in practice, this conclusion could change due to the fact that 
the noise-to-signal ratio is usually higher near the supports than at the mid-span. In this case, 
measurement stations at the center of the bridge may yield the best results.   
 
Table 5-3 Effect of different measurement stations 
 Identified values Errors 
Measurement 
Station 
Bridge 
Response 
Used 
M  
(kg) 
K  
(1e6 N/m) 
C  
(Ns/m) 
M (%) K (%) C (%) 
S1 
Deflection 5,000 0.999996 499.971 0 0.000 0.006 
Acceleration 5,000 0.999999 500.024 0 0.000 0.005 
Strain 5,000 1.000000 500.003 0 0.000 0.001 
S2 
Deflection 5,000 1.000003 499.955 0 0.000 0.009 
Acceleration 5,000 1.000004 499.993 0 0.000 0.001 
Strain 5,000 1.000003 499.986 0 0.000 0.003 
S4 
Deflection 5,000 1.000002 500.027 0 0.000 0.005 
Acceleration 5,000 1.000000 500.014 0 0.000 0.003 
Strain 5,000 1.000003 500.002 0 0.000 0.000 
S5 
Deflection 5,000 0.999999 500.012 0 0.000 0.002 
Acceleration 5,000 0.999996 500.000 0 0.000 0.000 
Strain 5,000 1.000004 499.957 0 0.000 0.009 
 
5.4.3 Effect of Different Vehicle Speeds  
 
To account for vehicles traveling at different speeds, three vehicle speeds were studied, 
namely, 5 m/s, 10 m/s, and 20 m/s. In all three cases, the vehicle travelled along route R2 at a 
constant speed. The bridge responses from S5 were used in the identification process. The 
identified vehicle parameters and their errors are shown in Table 5-4. In this table, the vehicle 
speed has little effect on the identified results, indicating that the developed methodology can 
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be used for routine traffic conditions. In comparison, most weigh-in-motion facilities do not 
work well for normal traveling vehicles and are only reliable for slow moving traffic. 
 
Table 5-4 Effect of different vehicle speeds 
 Identified values Errors 
Vehicle  
speed 
Bridge 
Response 
Used 
M  
(kg) 
K  
(1e6 N/m) 
C  
(Ns/m) 
M (%) K (%) C (%) 
5 m/s 
Deflection 5,000 1.000004 500.015 0 0.000 0.003 
Acceleration 5,000 1.000004 499.994 0 0.000 0.001 
Strain 5,000 0.999995 500.039 0 0.000 0.008 
10 m/s 
Deflection 5,000 1.000000 499.981 0 0.000 0.004 
Acceleration 5,000 0.999996 499.977 0 0.000 0.005 
Strain 5,000 1.000003 500.038 0 0.000 0.008 
20 m/s 
Deflection 5,000 0.999997 499.969 0 0.000 0.006 
Acceleration 5,000 1.000003 500.015 0 0.000 0.003 
Strain 5,000 1.000002 500.018 0 0.000 0.004 
 
5.4.4 Effect of Different Traveling Routes 
 
Vehicles can travel through a bridge in different lanes. In the present study the effects of 
a vehicle traveling along three different routes (R1, R2, and R3 as indicated in Fig. 5-2) were 
studied. The identified results are shown in Table 5-5. The results indicate that the identified 
results are not affected by the route along which the vehicle travelled through the bridge, 
which, again, indicates the applicability of the developed methodology for actual, routine 
traffic conditions. 
 
Table 5-5 Effect of different traveling routes 
 Identified values Errors 
Traveling 
route 
Bridge 
Response 
Used 
M  
(kg) 
K  
(1e6 N/m) 
C  
(Ns/m) 
M (%) K (%) C (%) 
R1 
Deflection 5,000 1.000001 499.996 0 0.000 0.001 
Acceleration 5,000 1.000002 499.967 0 0.000 0.007 
Strain 5,000 1.000002 500.006 0 0.000 0.001 
R2 
Deflection 5,000 0.999998 499.988 0 0.000 0.002 
Acceleration 5,000 0.999999 500.036 0 0.000 0.007 
Strain 5,000 0.999997 499.953 0 0.000 0.009 
R3 
Deflection 5,000 1.000001 500.023 0 0.000 0.005 
Acceleration 5,000 1.000000 499.951 0 0.000 0.010 
Strain 5,000 1.000004 499.992 0 0.000 0.002 
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5.4.5 Effect of Number of Vehicles 
 
Usually more than one vehicle travels on a bridge at the same time. To verify the 
proposed method for this situation, two case studies were carried out. In the first case, two 
vehicles were traveling along the same route (R1), one in front of the other, at a distance of 4 
m. In the second case, three vehicles were traveling along two different routes (R1 and R4), 
namely two vehicles travel side by side along R1 and R4, and the third one travels along R1 4 
m in front of them. The identified vehicle parameters and corresponding errors for these two 
cases are shown in Table 5-6 and Table 5-7. As can be seen from the two tables, the proposed 
method works well for the multiple-vehicle situation. 
 
Table 5-6 Identified results for the two-vehicle situation 
Bridge 
Response Used 
Deflection Acceleration Strain 
Parameter 
Identified 
value 
Error 
(%) 
Identified 
value 
Error 
(%) 
Identified 
value 
Error 
(%) 
M1 (kg) 4,999.62 0.008 5,000.40 0.008 4,999.60 0.008 
K1 (1e6 N/m) 0.999664 0.034 0.999695 0.031 1.000463 0.046 
C1 (Ns/m) 500.444 0.089 499.599 0.080 500.389 0.078 
M2 (kg) 5,000.44 0.009 5,000.08 0.002 4,999.85 0.003 
K2 (1e6 N/m) 0.999907 0.009 1.000420 0.042 0.999877 0.012 
C2 (Ns/m) 499.920 0.016 500.294 0.059 500.142 0.028 
 
Table 5-7 Identified results for the three-vehicle situation  
Bridge 
Response Used 
Deflection Acceleration Strain 
Parameter 
Identified 
value 
Error 
(%) 
Identified 
value 
Error 
(%) 
Identified 
value 
Error 
(%) 
M1 (kg) 5,000.74 0.015 4,995.03 0.099 5,001.53 0.031 
K1 (1e6 N/m) 0.997111 0.289 0.996975 0.302 1.002250 0.225 
C1 (Ns/m) 497.218 0.556 490.037 1.993 503.962 0.792 
M2 (kg) 5,003.19 0.064 5,000.42 0.008 4,998.85 0.023 
K2 (1e6 N/m) 1.000418 0.042 0.997080 0.292 1.001549 0.155 
C2 (Ns/m) 497.999 0.400 498.652 0.270 492.345 1.531 
M3 (kg) 4,996.01 0.080 4,995.10 0.098 5,001.11 0.022 
K3 (1e6 N/m) 1.001289 0.129 0.996000 0.400 0.998371 0.163 
C3 (Ns/m) 492.741 1.452 497.877 0.425 499.146 0.171 
 
5.4.6 Effect of Different Vehicle Models 
 
Different vehicle models have been used in the literature. In the present study a full-
scale two-axle vehicle model shown in Fig. 5-4, which is the model of the test truck used in 
the field testing later, was also used in the simulation study, in addition to the SDOF model 
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discussed earlier. This two-axle vehicle model was used by Shi (2006) as well as the writers 
in another study (Deng and Cai 2008b) to simulate a dump truck in a bridge field test. This 
model will also be used later in the field testing part of this study. According to the study of 
Shi (2006), the following parameters were used for this vehicle in the present study. However, 
it is noted that only the dimensions, axle loads, and total weight of the vehicle were actually 
measured and are reliable information. The other information including stiffness, damping, 
etc. was not available and was assumed. 
  
 
Fig. 5-4 A full-scale 2-axle vehicle model 
 
Mass of vehicle body:  
M = 24,808 kg; 
Moments of inertia of the vehicle body: 
xzxy II   = 172,160 kg. m
2
;  
zyI = 31,496 kg.m
2
;  
Mass combination of tire and suspension system:  
m  = 725.4 kg; 
Stiffness of the suspension systems:  
front axle: sfK = 727,812 N/m;  
rear axle: srK = 1,969,034 N/m; 
Damping of the suspension systems:  
front axle: sfC = 2,189. 6 Ns/m;  
rear axle: srC = 7,181.8 Ns/m; 
Stiffness of the tires:  
front axle: tfK = 1,972,900 N/m;  
rear axle: trK = 4,735,000 N/m; 
Damping of the tires:  
front axle: tfC = 0 Ns/m;  
rear axle: trC = 0 Ns/m; 
 
The bridge responses from S5 when the truck travelled through the bridge at a constant 
speed of 10 m/s were used in the identification process. The parameters selected to be 
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identified and their identified results obtained using the multi-stage optimization strategy are 
shown in Table 5-8. 
 
Table 5-8 Identified results for the parameters of the full-scale vehicle model 
Bridge Response used Acceleration Displacement Strain 
Parameter True value 
Identified 
value 
Error 
(%) 
Identified 
value 
Error 
(%) 
Identified 
value 
Error 
(%) 
M (kg) 24,808 24,805 0.01 24,807 0.00 24,801 0.03 
xyI , xzI (kg. m
2
) 172,160 169,691 1.43 172,198 0.02 172,276 0.07 
zyI (kg. m
2
) 31,496 31,269 0.72 31,524 0.09 31,531 0.11 
m (kg) 725.4 722.1 0.45 725.8 0.06 726.75 0.19 
sfK (N/m) 727,812 720,040 1.07 728,144 0.05 728,658 0.12 
srK (N/m) 1,969,034 1,950,932 0.92 1,968,820 0.01 1,968,864 0.01 
sfC (Ns/m) 2,189.6 2,178.7 0.50 2,190.8 0.05 2,188.7 0.04 
srC (Ns/m) 7,181.8 7,143.9 0.53 7,190 0.11 7,192 0.14 
tfK (N/m) 1,972,900 1,968,606 0.22 1,973,576 0.03 1,977,688 0.24 
trK (N/m) 4,735,000 4,725,564 0.20 4,737,908 0.06 4,740,884 0.12 
 
As can be seen from the table, the parameters of the full-scale vehicle model are 
successfully identified with good accuracy. Using acceleration yields results of lower 
accuracy compared to using displacement and strain when the same number of stages was 
used (3 stages in this case); however, if more stages had been used in the multi-stage 
identification process, the results could have been further improved.  
 
5.4.7 Effect of Different Road Surface Conditions 
 
Three levels of road surface conditions were studied, namely good, average, and poor 
according to the ISO (1995). The identified parameters of the vehicle and the corresponding 
errors created when using responses from S5 in the identification process are shown in Table 
5-9. From the table it can be seen that the road surface condition has little effect on the 
identified results. Again, most weigh-in-motion facilities do not work well with rough surface 
conditions, which result in significant dynamic effects.   
 
5.4.8 Effect of Different Noise Levels 
 
In the simulations discussed above, extremely accurate results were achieved in ideal 
situations. Since measurement noise always exists in real tests, the effect of measurement 
noise was investigated here, and the noise-polluted responses were used to identify the 
parameters. The noise-polluted response was simulated by adding to the original noise-free 
response, which is a vector, an additional noise vector whose root-mean-square value is equal 
to a certain percentage of that of the original noise-free response. All elements in the noise 
vector are uncorrelated and are of the Gaussian distribution with a zero mean. Three different 
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levels of noise, namely 1%, 5%, and 10%, were used in the present study. Identified vehicle 
parameters and their errors are shown in Table 5-10.   
 
Table 5-9 Effect of different road surface conditions 
 Identified values Errors 
Road surface 
condition 
Bridge 
Response 
M 
(kg) 
K 
(1e6 N/m) 
C 
(Ns/m) 
M (%) K (%) C (%) 
Good  
Deflection 5,000 0.999998 499.968 0 0.000 0.006 
Acceleration 5,000 1.000002 500.019 0 0.000 0.004 
Strain 5,000 0.999999 499.977 0 0.000 0.005 
Average 
Deflection 5,000 1.000002 500.022 0 0.000 0.004 
Acceleration 5,000 0.999999 500.021 0 0.000 0.004 
Strain 5,000 0.999997 500.004 0 0.000 0.001 
Poor 
Deflection 5,000 1.000004 499.973 0 0.000 0.005 
Acceleration 5,000 0.999999 499.956 0 0.000 0.009 
Strain 5,000 0.999998 499.975 0 0.000 0.005 
 
 
Table 5-10 Effect of different noise levels 
 Identified values Errors 
Noise 
level 
Bridge 
Response 
M 
(kg) 
K 
(1e6 N/m) 
C 
(Ns/m) 
M (%) K (%) C (%) 
1% 
Deflection 4,940 1.004064 804 1.200 0.406 60.800 
Acceleration 4,947 0.988693 489 1.060 1.131 2.200 
Strain 4,944 0.991520 1372 1.120 0.848 174.400 
5% 
Deflection 4,816 1.037856 815 3.680 3.786 63.000 
Acceleration 4,803 0.955925 516 3.940 4.408 3.200 
Strain 4,816 0.958752 1348 3.680 4.125 169.600 
10% 
Deflection 4,496 1.021472 1252 10.080 2.147 150.400 
Acceleration 4,739 0.955925 455 5.220 4.408 9.000 
Strain 4,560 0.893216 996 8.800 10.678 99.200 
 
From the table it can be seen that the errors for the identified mass increases as the noise 
level increases, and the error reaches a maximum of 10% with a noise level of 10% when the 
deflection was used in the identification process. Similarly, the error for the identified spring 
stiffness reaches a maximum of 11% with a 10% noise level when strain was used in the 
identification process. However, the error accompanying the identified damping is significant 
even when the noise level was only 1%. A possible explanation for this large difference could 
be the fact that all three bridge responses are not sensitive to the change in vehicle damping, 
as discussed earlier.  
 
Figs. 5-5, 5-6, and 5-7 show the results of a sensitivity study of the three parameters, M, 
K and C. In each case, one parameter was increased by 10% while the other two were kept the 
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same. From the figures we can see that very clear differences arise in the time histories of all 
three responses (deflection, acceleration, and strain) when the mass was increased by 10%. 
The differences can also be seen when the spring stiffness was increased by 10%; however, 
they are hardly detectable when the vehicle damping was increased by 10%. These results 
suggest that all three responses are not sensitive to the change in vehicle damping; and as a 
result, even a small disturbance in the responses could introduce a significant error in the 
identified result for the damping.  
 
 
Fig. 5-5 Deflection time histories under a 10% change for each of the three parameter (──, no 
change for any parameter; − − −,  mass; ∙∙∙∙∙∙, spring stiffness; −∙−∙, damping).  
 
 
 
Fig. 5-6 Acceleration time histories under a 10% change for each of the three parameter (──, 
no change for any parameter; − − −,  mass; ∙∙∙∙∙∙, spring stiffness; −∙−∙, damping). 
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Fig. 5-7 Strain time histories under a 10% change for each of the three parameter (──, no 
change for any parameter; − − −,  mass; ∙∙∙∙∙∙, spring stiffness; −∙−∙, damping). 
 
5.5 Field Testing 
 
5.5.1 Tested Bridge 
 
The tested bridge is located over Cypress Bayou in District 61, on LA 408 East, 
Louisiana. It has three straight simple spans, each measuring 16.764 m (55 ft) in length with 
zero skew angles (Fig. 5-8). As shown in Fig. 5-9, seven AASHTO Type II prestressed 
concrete girders spaced 2.13m (7 ft) from center to center are used for the bridge. All girders 
are supported by rubber bearings at both ends. Each span has one intermediate diaphragm 
(ID) located at the mid-span as well as two more located at each end of the span, all of which 
are separated from the bridge deck.  
 
Fig. 5-8 Profile of the test bridge 
 
The third span of the bridge was instrumented. A total of seven measurement stations 
(S1, S2, S3, S4, S5, S6, and S7 corresponding to girders G1, G2, G3, G4, G5, G6, and G7) 
were selected, each with a distance of 0.305m (1 ft) from the mid-span of the corresponding 
girder to avoid stress concentration near the diaphragm. Strain gauges, accelerometers, and 
cable extension transducers were placed at each of the seven stations. 
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Fig. 5-9 Cross section of the bridge and the position of Lane-1 
 
Based on the configuration of the bridge, a FE bridge model was created using the 
ANSYS program (Fig. 5-10). The bridge deck, girders, diaphragms, shoulder, and railing 
were all modeled using solid elements, which have three translational degrees-of-freedom 
(DOF) for each node. The rubber bearings were modeled using equivalent beam elements 
with six DOFs (three translational and three rotational) for each node. Rigid connections were 
assumed between the rubber bearings and supports and also between the girders and 
diaphragms. Full composite actions were assumed between the girders and bridge deck.  
 
 
Fig. 5-10 Numerical model of the test bridge 
 
The bridge model was updated by the writers in another study using the field 
measurements (Deng and Cai 2008b). Five parameters including the Young’s modulus for the 
bridge deck, seven girders, and diaphragms, respectively, the density of the bridge deck, and 
the equivalent Young’s modulus for the rubber bearings were treated as variables with 
original values  assumed to be 25.12 GPa, 32.03 GPa, 25.12 GPa, 2323kg/m
3
, and 200 MPa, 
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respectively. The five parameters were then updated with two different criteria depending on 
the purpose of model updating. With the purpose of achieving the best agreement possible 
between the measured natural frequencies and strains on the seven girders and their 
counterparts predicted by the FE bridge model, the following updated values for the five 
parameters were obtained: 29.44 GPa, 35.87 GPa, 10.07 GPa, 2693 kg/m
3
, and 53.5 MPa. The 
five parameters were also updated based on the natural frequencies and deflections of the 
seven girders, and the following updated results were obtained: 24.77 GPa, 27.67 GPa, 10.0 
GPa, 2705 kg/m
3
, and 33.06 MPa, respectively.  
 
Significant differences can be found between the two sets of updated parameters 
obtained with different purposes. One possible reason for the differences could be that the 
measured deflections were larger than the true deflections on the seven girders since the 
deflection gages were set on sand instead of on a solid base. An overestimated deflection 
makes the updated bridge model more flexible than it really was. However, as will be shown 
later, the total weight of the vehicle can be identified based on either strain or deflection, as 
long as the corresponding updated model is used in the identification process.  
 
5.5.2 Test Truck 
 
The truck used in the bridge testing is a dump truck with a single front axle and a two-
axle group for the rear (Fig. 5-11). The static loads for the first, second, and third axle of this 
truck are 80.0 kN, 95.6 kN, and 95.6 kN, respectively. The distance between the front alxe 
and the center of the two rear axles is 6.25 m, and the distance between the two rear axles is 
1.2 m.  
 
 
Fig. 5-11 Dump truck used in bridge testing 
 
Chan and O’Conner (1990) conducted a detailed study on the dynamic effect caused by 
heavy vehicles, and they concluded that the two groups of axles can be replaced by one 
equivalent axle acting at the center of the two groups if the two groups of axles are close 
enough. To simplify the loading identification problem for the 3-axle truck, the two groups of 
axles at the rear of the truck were replaced by one equivalent axle in the present study, and the 
truck was modeled using a full-scale two-axle vehicle model shown in Fig. 5-4. This vehicle 
model is a combination of a rigid body connected to four masses by a series of springs and 
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damping devices, with the rigid body representing the vehicle body and the linear elastic 
springs and dashpots representing the tires and suspension systems (Shi 2006).  
 
5.5.3 Road Surface Profile 
 
The irregularity (roughness) of the bridge deck was measured by a laser profiler, which 
obtains the longitudinal road surface profile along each wheel track. For simplicity or due to 
the limitation of the vehicle-bridge model, in most previous studies two-dimensional road 
surface profiles were used (Yang et al. 1995; Au et al. 2001; Shi 2006) in which the change in 
road elevation along the lateral direction was not considered. A two-dimensional road surface 
profile was also used in this study. Fig. 5-12 shows the measured road surface profile of Lane-
1 along the track of the right wheel of the truck. 
 
  
Fig. 5-12 Road surface profile along Lane-1  
 
Since the finite element model was updated based on deflections or strains, there is a 
significant difference between the measured and simulated acceleration when the measured 
road surface profile is used in the simulation study (Deng and Cai 2008b). Therefore, in the 
present study only the displacement and strain time histories were used in the identification 
process. Table 5-11 shows the identified parameters and errors obtained using the full-scale 
vehicle model when displacement and strain were used. 
 
As can be seen from the table, significant differences exist for all parameters except the 
mass of the vehicle body. As stated earlier, the true values except the mass in Table 5-11 are 
estimated values themselves and therefore they could differ significantly from their real values. 
These vehicle parameters are not available and difficult to measure, which actually provides a 
strong motivation for this study to identify them from field. Though we cannot judge directly 
the accuracy of the other identified parameters because we do not know their true values, the 
total mass of the truck could be used as a very important parameter to examine the accuracy of 
the identified results because the total weight of the test truck is available. The difference for 
the total mass of the truck was calculated and shown in the last row of Table 5-11. The results 
indicate that the errors in both cases are less than 4%, which is acceptable in practice. Of 
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course, as discussed earlier, the accuracy of some parameters such as damping is very sensitive 
to measurement errors, or noise. 
 
Table 5-11 Identified parameters of the full-scale vehicle model from field testing  
Response used Displacement Strain 
Parameter True value 
Identified 
value 
Difference 
(%) 
Identified 
value 
Error (%) 
M (kg) 24,808 24,555 1.02 22,635 8.76 
xyI , xzI (kg. m
2
) 172,160 472,750 174.60 931,510 441.07 
zyI (kg. m
2
) 31,496 56,283 78.70 77,856 147.19 
m (kg) 725.4 523.00 27.90 1,099 51.50 
sfK (N/m) 727,812 2,344,800 222.17 4,392,800 503.56 
srK (N/m) 1,969,034 3,103,000 57.59 8,313,100 322.19 
sfC (Ns/m) 2,189.6 11,300 416.08 11,380 419.73 
srC (Ns/m) 7,181.8 48,659 577.53 7,443.5 3.64 
tfK (N/m) 1,972,900 2,094,600 6.17 5,846,600 196.35 
trK (N/m) 4,735,000 32,862,000 594.02 12,611,000 166.34 
Total Mass (kg) 27,709.6 26,647 3.83 27,031 2.45 
 
Another way to examine the accuracy of parameter identification is to reconstruct the 
bridge response using the identified parameters. As evidenced in Fig. 5-13, which shows the 
measured and reconstructed displacement and strain time histories at S4, respectively, a good 
match between the measured and reconstructed responses by using the identified truck 
parameters was achieved. Again, bridge displacements and strains are not sensitive to vehicle 
damping and one should be cautious when using these identified damping values.   
 
5.6 Conclusions 
 
A three-dimensional vehicle-bridge system is developed taking into consideration the 
coupling effect between bridges and vehicles. The responses of bridges such as displacement, 
acceleration, and strain can be obtained by solving the vehicle-bridge coupling equations. The 
Genetic Algorithm is used to identify the parameters of the vehicles traveling on bridges. 
Bridge responses including displacement, acceleration, and strain are all used in the 
identification process. A series of comprehensive case studies, as well as field testing, are 
carried out. Based on the results obtained from the case studies and field testing, the following 
conclusions can be drawn: 
 
(1) Bridge responses including displacement, acceleration, and strain can all be used to 
successfully identify the parameters of vehicles traveling on a bridge.  
 
(2) Factors such as measurement station, vehicle speed, travelling route, number of 
vehicles, vehicle model, and road surface condition have an insignificant effect on the 
identified vehicle parameters.  
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(a) 
 
 
(b) 
Fig. 5-13 Comparison of measured and reconstructed bridge responses (a) displacement; (b) 
strain time histories at S4 (── reconstructed; ---- measured).  
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(3) The number of modes used for the bridge model has a significant impact on the 
identified results; twenty modes are suggested in order to identify the vehicle mass and spring 
stiffness accurately based on the results from the simulation study. In order to identify the 
damping coefficient accurately, more modes are needed. 
 
(4) Noise has insignificant effect on the identified mass and spring stiffness of the 
vehicle; however, it has a significant impact on the identified damping coefficient because all 
three bridge responses are not sensitive to the change in the vehicle damping coefficient.    
 
(5) In order to successfully identify the vehicle parameters during field testing, an 
accurate vehicle-bridge model is needed, which is usually not possible in the real case. 
However, if the total weight is the only concern, good accuracy can be achieved when 
displacement or strain is used in the identification process.  
 
Since it is able to successfully identify the total weight of real vehicles, the proposed 
methodology can be applied to monitor routine traffic, which would be a significant advantage 
over the current weigh-in-motion techniques that usually require a smooth road surface and 
slow vehicle movement.  
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CHAPTER 6.  DEVELOPMENT OF DYNAMIC IMPACT FACTOR FOR 
PERFORMANCE EVALUATION OF EXISTING MULTI-GIRDER CONCRETE 
BRIDGES 
 
6.1 Introduction 
 
The dynamic effect of moving vehicles on a bridge is generally treated as a dynamic 
load allowance (or dynamic impact factor) in many design codes. For example, a value of 
0.33 is suggested for the dynamic impact factor by the AASHTO (2004) specifications. A 
function of the bridge length had been used for many years prior to the use of that value 
(AASHTO 2002). In other codes, like Canada’s Ontario Bridge Design Code (1983) and 
Australia’s NAASRA Code (1976), the impact factor is defined as a function of the first 
flexural frequency of the bridge. A review of various impact factors for highway bridges 
implemented by various countries around the world can be found in GangaRao (1992). 
 
In the past two decades, significant efforts have been made to investigate the dynamic 
effect caused by dynamic vehicle loads using different analytical bridge-vehicle models 
(Huang et al. 1992; Wang et al. 1992; Chang and Lee 1994; Yang et al. 1995; Liu et al. 2002; 
Park et al. 2005; Cai et al. 2007; Shi et al. 2008). Field testing has also been carried out to 
verify the impact factors specified in the design codes (Green 1977; O’Connor and Pritchard 
1985; Park et al. 2005; Shi 2006). However, it has been demonstrated through both analytical 
studies and field testing that the design codes may underestimate the impact factor under poor 
road surface conditions (Billing 1984; O’Connor and Pritchard 1985; Shi 2006).  
 
One of the reasons for the underestimation of the impact factor could be that design 
codes, like the AASHTO specifications, are aimed at providing guidelines for designing new 
bridges with good road surface conditions. Therefore, the code-specified impact factors may 
not be a problem for bridges with good surface condition. However, for a large majority of 
old bridges whose road surface conditions have deteriorated due to factors like aging, 
corrosion, increased gross vehicle weight and so on, caution should be  taken when using the 
code-specified impact factor. As a matter of fact, the average age of bridges in the United 
States has reached 43 years according to a recent AASHTO report (AASHTO 2008). 
Therefore, for safety purposes more appropriate impact factors should be provided for these 
old bridges. Chang and Lee (1994) proposed a function of impact factor for simple-span 
girder bridges with respect to bridge span length, vehicle traveling speed, and maximum 
magnitude of surface roughness; however, their study was based on simple bridge and vehicle 
models, and more theoretical support was also needed for the proposed impact factor 
functions.  
 
In this study a 3-D vehicle-bridge coupled model is used to analyze the impact factor 
for multi-girder bridges. The relationship between three parameters, which include the bridge 
span length, road surface condition, and vehicle speed, and the impact factor is examined by 
numerical simulations. Chi-square tests are then performed to examine the distribution of the 
impact factors under the same road surface condition. Based on the results from this study, 
reasonable expressions for calculating the impact factor are suggested. Corresponding 
confidence levels with the proposed impact factors for the five bridges under study are 
provided along with the determined distributions of the impact factors. The proposed 
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expressions can be used as a modification of the AASHTO specifications when dealing with 
short bridges and old bridges with poor road surface condition for which the AASHTO 
specifications may underestimate the impact factor.   
 
6.2 Analytical Bridges 
 
The bridges used in this study are good representatives of the majority concrete slab-on-
girder bridges in the United States. Five typical prestressed concrete girder bridges with a 
span length ranging from 9.14 m (30 ft) to 39.62 m (130 ft) were designed according to the 
AASHTO standard specifications (AASHTO 2002). All five bridges consist of five identical 
girders with girder spacing of 2.13 m (7 ft) that are simply supported and have a roadway 
width of 9.75 m (32 ft) and a bridge deck thickness of 0.20 m (8 in). A typical cross section of 
the bridges is shown in Fig. 6-1. Besides the end diaphragms, which are used for all five 
bridges, intermediate diaphragms are also used to connect the five girders depending on their 
span lengths as shown in Table 6-1.  
 
 
Fig. 6-1 Typical cross section of bridges 
 
 
                                  Table 6-1 Detailed properties of the five bridges 
Bridge 
Number 
Span 
Length 
(m) 
Fundamental 
Natural 
Frequency 
(Hz) 
Girder 
Number of 
Intermediate 
Diaphragm 
AASHTO 
Type 
Cross-
sectional 
Area (m
2
) 
Inertia 
moment 
of cross 
section 
(10
-2
 m
4
) 
1 9.14 15.508 II 0.238 2.122 0 
2 16.76 6.581 II 0.238 2.122 1 
3 24.38 4.598 III 0.361 5.219 1 
4 32.00 3.203 IV 0.509 10.853 2 
5 39.62 2.664 V 0.753 32.859 2 
 
In the present study, the concrete bridges were modeled with the ANSYS program using 
the solid elements (with three translational DOFs at each node). Fig. 6-2 shows the finite 
element model of Bridge 2. A summary of the detailed properties and calculated fundamental 
frequencies of the five bridges are shown in Table 6-1. 
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Fig. 6-2 A finite element model for Bridge 2 
 
6.3 Analytical Vehicle Model 
 
An AASHTO HS20-44 truck, which is a major design vehicle in the AASHTO bridge 
design specifications, was used for the vehicle loading for the five bridges. The analytical 
model for this truck is illustrated in Fig. 6-3, and the properties of the truck including the 
geometry, mass distribution, damping, and stiffness of the tires and suspension systems are 
shown in Table 6-2 (Wang and Liu 2000; Shi 2006).  
  
 
Fig. 6-3 Analytical model of the HS20-44 truck 
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Table 6-2 Major parameters of the vehicle under study (HS20) 
Mass of truck body 1 2612 (kg) 
Pitching moment of inertia of truck body1 2022 (kg.m
2
) 
Rolling moment of inertia of tuck body 1 8544 (kg.m
2)
 
Mass of truck body 2 26113 (kg) 
Pitching moment of inertia of truck body2 33153 (kg.m
2
) 
Rolling moment of inertia of tuck body 2 181216 (kg.m
2
) 
Mass of the first axle suspension 490 (kg) 
Upper spring stiffness of the first axle 242604 (N/m) 
Upper damper coefficient of the first axle 2190 (N.s/m) 
Lower spring stiffness of the first axle 875082 (N/m) 
Lower damper coefficient of the first axle 2000 (N.s/m) 
Mass of the second axle suspension 808 (kg) 
Upper spring stiffness of the second axle 1903172 (N/m) 
Upper damper coefficient of the second axle 7882 (N.s/m) 
Lower spring stiffness of the second axle 3503307 (N/m) 
Lower damper coefficient of the second axle 2000 (N.s/m) 
Mass of the third axle suspension 653 (kg) 
Upper spring stiffness of the third axle 1969034 (N/m) 
Upper damper coefficient of the third axle 7182 (N.s/m) 
Lower spring stiffness of the third axle 3507429 (N/m) 
Lower damper coefficient of the third axle 2000 (N.s/m) 
L1 1.698 (m) 
L2 2.569 (m) 
L3 1.984 (m) 
L4 2.283 (m) 
L5 2.215 (m) 
L6 2.338 (m) 
b 1.1 (m) 
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6.4 Vehicle-Bridge Coupled System 
 
6.4.1 Equation of Motion of the Vehicle 
 
The equation of motion for a vehicle can be expressed as follows: 
                                   vGvvvvvv FFdKdCdM                                       (6-1) 
where  vM ,  vC , and  vK  = the mass, damping, and stiffness matrices of the vehicle, 
respectively;  vd  = the displacement vector of the vehicle;  GF  = gravity force vector of the 
vehicle; and  vF  = vector of the wheel-road contact forces acting on the vehicle. 
 
6.4.2 Equation of Motion of the Bridge 
 
The equation of motion for a bridge can be written as follows: 
          bbbbbbb FdKdCdM                                                  (6-2) 
where  bM ,  bC , and  bK  = the mass, damping, and stiffness matrices of the bridge, 
respectively;  bd  = the displacement vector of the bridge; and  bF  = vector of the wheel-
road contact forces acting on the bridge.  
 
6.4.3 Road Surface Condition 
 
Road surface condition is a very important factor that affects the dynamic responses of 
both the bridge and vehicles. Deterioration of bridge road surfaces can occur at both the 
bridge deck and joints due to factors like aging, varying environmental conditions, corrosion, 
increased gross vehicle weight, etc. Fig. 6-4 shows two examples of degraded bridge road 
surface.  
 
 
                                 (a)                                                                    (b) 
Fig. 6-4 Deterioration of bridge road surface at (a) bridge deck (Raina 1996) and (b) bridge 
joint (White et al. 2005).  
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A road surface profile is usually assumed to be a zero-mean stationary Gaussian random 
process and can be generated through an inverse Fourier transformation based on a power 
spectral density (PSD) function (Dodds and Robson 1973) such as: 
                           )2cos()(2)(
1
kk
N
k
k XnnnXr  

                                   (6-3) 
where 
k  is the random phase angle uniformly distributed from 0 to 2; ()  is the PSD 
function (m3/cycle/m) for the road surface elevation; and 
kn  is the wave number (cycle/m). In 
the present study, the following PSD function (Huang and Wang 1992) was used: 
)())(()( 21
2
0
0 nnn
n
n
nn                                          (6-4) 
where n is the spatial frequency (cycle/m); n0 is the discontinuity frequency of 1/2 (cycle/m); 
φ(n0) is the roughness coefficient (m
3
/cycle) whose value is chosen depending on the road 
condition; and n1 and n2 are the lower and upper cut-off frequencies, respectively.  
 
The International Organization for Standardization (ISO 1995) has proposed a road 
roughness classification index from A (very good) to H (very poor) according to different 
values of φ(n0). In this study the classification of road roughness based on the ISO (1995) was 
used.  
 
6.4.4 Assembling the Vehicle-Bridge Coupled System 
 
Using the displacement relationship and the interaction force relationship at the contact 
points, the vehicle-bridge coupled system can be established by combining the equations of 
motion of both the bridge and vehicle, as shown below: 
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where 
bbC  , vbC  , bvC  , bbK  , vbK  , bvK  , rbF  , and rbF   are due to the wheel-road contact 
forces. When the vehicle moves across the bridge, the positions of the contact points as well as 
the values of the contact forces change, indicating that all the terms listed above are time-
dependent terms and will change as the vehicle moves across the bridge. 
 
To simplify the bridge model and therefore save computation effort, the modal 
superposition technique can be used; the displacement vector of the bridge  bd  in Eq. (6-5) 
can be expressed as:  
            bb
T
mmbd    2121                    (6-6)   
where m is the total number of modes used for the bridge;  i  and i  are the i th mode shape 
of the bridge and the i th generalized modal coordinate, respectively. Each mode shape is 
normalized such that      1 ib
T
i M  and    
2
iib
T
i K  .  
 
Assuming  bC in Eq. (6-2) to be equal to  bii M2 , where i  is the percentage of the 
critical damping for the i th mode of the bridge, Eq. (6-5) can then be simplified into the 
following: 
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The vehicle-bridge coupled system in Eq. (6-7) contains only the modal properties of the 
bridge and the physical parameters of the vehicles. As a result, the complexity of solving the 
vehicle-bridge coupling equations is greatly reduced. A Matlab program was developed to 
assemble the vehicle-bridge coupled system in Eq. (6-7) and solve it using the fourth-order 
Runge-Kutta method in the time domain.  
 
6.5 Numerical Studies 
 
In the literature, a number of parameters have been studied for their effects on the 
dynamic impact factor which includes the vehicle loading position, vehicle weight, vehicle 
traveling speed, number of loading lanes, girder spacing, road surface condition, road surface 
roughness correlation, etc. (Huang et al. 1993; Chang and Lee 1994; Yang et al. 1995; Liu et 
al. 2002). In the present study, only three main parameters commonly considered to have 
significant effect on the impact factor were investigated, namely, the bridge span length, 
traveling speed of vehicle, and road surface condition.  
 
The span lengths of the five bridges used in the present study are listed in Table 6-1. 
Seven vehicle speeds ranging from 30 km/h to 120 km/h with intervals of 15 km/h were 
considered, and five different road surface conditions according to the ISO (1995) were 
studied, namely, very good, good, average, poor, and very poor. Two loading cases were 
considered in the present study, and they were examined separately. Fig. 6-5 shows the 
vehicle positions for the two loading cases considered where the vehicles travel along the 
centerlines of the lanes. It should be noted that for Load Case II the road surface profiles 
along Lane 1 and Lane 2 were assumed to be exactly the same. In other words, the variation 
of road surface in the lateral direction was not considered.  
 
To investigate the relationship between the three parameters and the impact factor for 
each specific case with a given bridge span length, vehicle speed, and road surface condition 
the vehicle-bridge interaction analysis was set to run 20 times with 20 sets of randomly 
generated road surface profiles under the given road surface condition, and the average value 
of the 20 impact factors was obtained. The number of 20 was considered to be enough based 
on the statistic verification result that the variation of the estimated mean of the impact factors 
was controlled below 10 percent when 20 impact factors were used. The number of 20 was 
also used by other researchers (Liu et al. 2002).   
 
In this study, the impact factor is defined as follows: 
      
)(
)()(
xR
xRxR
IM
s
sd                                                          (6-8) 
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where )(xRd  and )(xRs  are the maximum dynamic and static responses of the bridge at 
location x , respectively. The deflection at the mid-span of the girder carrying the greatest 
amount of load was selected as the bridge response for calculating the impact factor in the 
present study.  
 
 
Fig. 6-5. Vehicle loading position 
 
 
In the following parts of this section, the numerical studies will be presented as follows: 
two load cases will be examined separately; the average impact factor for each specific case 
with a given bridge span length, vehicle speed, and road surface condition will be obtained; 
Chi-square tests will then be performed to determine the distribution of impact factors under 
each road surface condition. Again, the determination of the distribution of impact factors will 
provide necessary mathematical support for the expressions proposed for calculating the 
impact factors in the next section.  
 
6.5.1 Load Case I 
 
The maximum static deflections at the mid-spans of all five girders of each bridge 
under Load Case I are shown in Fig. 6-6. It can be easily observed from the figure that for 
Load Case I the largest deflection occurs at the mid-span of Girder 4 for both Bridges 1 and 2 
while at Girder 5 for the other bridges. Therefore, the deflections from Girder 4 of Bridges 1 
and 2 and Girder 5 of the other three bridges were used for calculating the impact factor for 
Load Case I. It should be noted that the reason why the deflection of Bridge 5 is smaller than 
that of Bridge 4 at every girder is that the girders of Bridge 5 have much larger inertia 
moment than those of Bridge 4. 
 
The average impact factors obtained from numerical simulations under Load Case I for 
each road surface condition (RSC) are plotted against the vehicle speed in Fig. 6-7 where 
plots for bridges with different span lengths are separated. 
 
    117 
Maximum Static Deflection
0
1
2
3
4
5
6
1 2 3 4 5
Girder Number
D
e
fl
e
c
ti
o
n
 (
m
m
)
L=9.14 m
L=16.76 m
L=24.38 m
L=32.00 m
L=39.62 m
 
Fig. 6-6 Maximum static deflections at the mid-spans of the bridges under Load Case I 
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Fig. 6-7 Variation of impact factors with change in vehicle speed and road surface condition 
for different bridges under Load Case I.  
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Fig. 6-7 (cont’d)    
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With the average impact factor varying from greater than 1.0 when the road surface 
condition is very poor to less than 0.15 when the road surface roughness is very good, it is 
evident from Fig. 6-7 that for all five bridges the road surface condition has a significant 
impact on the impact factor. However, an increase of vehicle speed does not necessarily 
guarantee an increase of the impact factor, as reported by many other researchers (Liu et al. 
2002; Brady et al. 2006). The effect of bridge span length on the impact factor is also unclear 
though most of the time Bridge 1 (the shortest bridge) seems to produce the largest impact 
factors among all five bridges.  
 
Since Fig. 6-7 clearly shows that the AASHTO specifications underestimate the impact 
factor when the bridge surface condition is poor, an in-depth investigation on the distribution 
of the impact factors within each road surface condition would provide helpful information 
regarding the probability that the AASHTO specification may underestimate the impact 
factor. For this purpose, the impact factors generated previously were collected for each road 
surface condition, resulting in a total of 700 impact factors for each road surface condition (7 
speeds x 5 bridges x 20 replicates). A Chi-square test was then performed on these 700 impact 
factors to determine their distributions.  
 
A Chi-square Test is a statistic test that can be used to test whether a set of data follows 
a certain type of distribution by comparing the Chi-square test value against a threshold value 
which can be determined by the number of intervals used in the histogram and the preset 
significance level. The Chi-square test value can be calculated as follows: 
                                      
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2 )(                                                    (6-9) 
where n = total number of intervals of histogram; 
iO = exact number of data in the i th 
interval; and iE = theoretical number of data in each interval of the assumed distribution type.  
 
In the present study, the number of intervals of the histogram was set to be 10, and a 
significance level of 0.99 was used. As a result, the threshold value for the Chi-square test 
was set to be 18.48, which can be easily obtained from the CDF table of the Chi-Square 
Distribution from any statistics textbook. The collected impact factors for each road surface 
condition were tested against the Normal, Log-Normal, and Extreme-I type distributions, all 
of which are frequently used in the engineering field. Test results are shown in Table 6-3.  
 
Table 6-3 Chi-square test results on the distribution of impact factors for Load Case I 
Distribution Type 
Road Surface Roughness 
Very Poor Poor Average Good Very Good 
Normal 37.60 27.74 46.06 21.04 27.37 
Log-Normal 32.19 21.91 42.28 72.71 94.71 
Extreme-I 5.02 6.27 9.02 23.39 17.35 
 
From Table 6-3 we can clearly see the Chi-square test values for both Normal and Log-
Normal distributions are all above the threshold value of 18.48 for each road surface condition 
indicating the collected impact factors do not fit these two distributions well. However, the 
Chi-square test values for the Extreme-I type distribution are all below 18.48 for all road 
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surface conditions except the good road surface condition. This clearly indicates that the 
Extreme-I type distribution is the best distribution type that fits the data among the three 
distribution types.  
 
To gain a better view of how the impact factors are distributed and how they are fitted 
to the Extreme-I type distribution, histograms showing the comparison between the 
theoretical Extreme-I type distribution and the real distribution of impact factors for different 
road surface conditions are plotted in Fig. 6-8. From the figures it is clear that the impact 
factor data match the theoretical Extreme-I distribution very well, confirming the observations 
from Table 6-3. 
 
 
 
 
 
 
Fig. 6-8 Histogram comparison between the real distribution of impact factors and 
theoretical Extreme-I type distribution for Load Case I 
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Fig. 6-8 (cont’d)  
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6.5.2 Load Case II 
 
The maximum static deflections at the mid-spans of all five girders of each bridge 
under Load Case II are shown in Fig. 6-9. It can be seen from the figure that the maximum 
static deflections occur at Girder 3 for all five bridges. Therefore, the deflections from Girder 
3 were used for calculating the impact factors for all five bridges under Load Case II. 
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Fig. 6-9 Maximum static deflection at the mid-span of the bridges under Load Case II 
 
Similar to Load Case I, the average impact factors obtained from numerical simulations 
under Load Case II are also plotted against the vehicle speed in Fig. 6-10.  
 
Fig. 6-10 shows very similar results to those observed from Fig. 6-7: the average impact 
factors increase as the road surface condition gets worse if the other two parameters remain 
unchanged; an increase in vehicle speed does not necessarily guarantee an increase of impact 
factor; the bridge with the shortest span length still produces the largest average impact 
factors. Chi-Square tests were also performed on the impact factors obtained for Load Case II 
and the results are shown in Table 6-4. 
 
Table 6-4 Chi-square test results on the distribution of impact factors for Load Case II 
Distribution Type 
Road Surface Roughness 
Very Poor Poor Average Good Very Good 
Normal 36.57 80.99 61.31 40.75 26.27 
Log-Normal 15.75 15.47 41.60 54.96 88.09 
Extreme-I 12.50 13.78 16.44 2.02 29.90 
 
From Table 6-4 it is clear that the Chi-square test values for both Normal and Log-
Normal distributions are still above the preset threshold value of 18.48 most of the time. 
However, the Chi-square test values for the Extreme-I type distribution are all below 18.48 
for all five cases except the case of very good road surface condition. These observations, 
which are similar to those observed from Table 6-3, confirm that the Extreme-I type 
distribution is the best distribution type that fits the impact factor data among the three 
distribution types, and it could be used as the true distribution of the impact factors with 
certain confidence.  
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Fig. 6-10 Variation of impact factors with change in vehicle speed and road surface condition 
for different bridges under Load Case II 
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Fig. 6-10 (cont’d)  
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Histograms were used to show the comparison between the true distribution of the 
impact factors obtained under Load Case II and the theoretical Extreme-I type distribution in 
Fig. 6-11. Again, good matches can be observed from the histograms.  
 
 
 
 
 
Fig. 6-11 Histogram comparison between the real distribution of impact factors and 
theoretical Extreme-I type distribution for Load Case II 
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Fig. 6-11 (cont’d)  
 
6.6 Suggested Impact Factors 
 
The AASHTO LRFD specifications (AASHTO 2004) use a dynamic impact factor of 
0.33 for the design truck and tandem while a function of span length, as shown in Eq. (6-10) 
below, had also been used for many years in the AASHTO standard specifications (AASHTO 
2002). 
                                                    
10.38
24.15


L
IM                                                      (6-10) 
where IM  = dynamic impact factor; and L  = bridge span length in meters. 
 
To examine the individual effect of the three parameters on the impact factor more 
clearly and also compare the two different load cases, the averaged impact factors from both 
load cases are plotted against the three parameters separately in Fig. 6-12. The statistical 
properties of the impact factors, including the mean, standard deviation, and coefficient of 
variation, for each road surface condition and both load cases are shown in Table 6-5. 
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Fig. 6-12 Variation of the average impact factor against each parameter individually 
 
Fig. 6-12 confirms the conclusions observed in Figs. 6-7 and 6-10 regarding the effects 
of span length, vehicle speed, and road roughness. Moreover, from Fig. 6-12 it can be easily 
determined that while the road surface condition is of the level  ―Good,‖ ―Very Good,‖ or 
―Average‖ condition the average impact factors are below the AASHTO specified value. 
However, this conclusion does not hold when the road surface condition gets ―worse‖ than 
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―Average‖. In fact, the impact factor could be far larger than the code-specified values if the 
road surface condition is very poor, a case commonly reported by many researchers (Billing 
1984; O’Connor and Pritchard 1985; Shi 2006). This is easily understandable since the 
AASHTO specifications are aimed at guiding the design of new bridges with good road 
surface roughness. However, when it comes to the performance evaluation and maintenance 
of old bridges, the AASHTO specifications for the impact factor do not necessarily provide 
useful information for bridge engineers. 
 
Table 6-5 Statistical properties of the dynamic impact factors 
Road Surface 
Condition 
Load Case I Load Case II 
Mean STD COV Mean STD COV 
Very Poor 0.94 0.49 0.52 0.97 0.53 0.55 
Poor 0.41 0.21 0.53 0.41 0.26 0.61 
Average 0.22 0.13 0.60 0.23 0.15 0.64 
Good 0.12 0.07 0.57 0.12 0.07 0.63 
Very Good 0.08 0.05 0.64 0.07 0.04 0.59 
 
Since it was demonstrated in the previous section that the impact factor is highly 
dependent on the road surface condition, it would be very natural to propose the impact factor 
as a function of road surface condition. In the present study, the following expressions for 
calculating the dynamic impact factors are suggested based on a regression analysis of the 
numerical results and a consideration of present practice: 
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                            (6-11) 
where RSI  = the road surface index, which takes the value of 0.7, 1, 1.5, 3, or 6 
corresponding to very good, good, average, poor, or very poor road surface condition; and L  
= bridge span length.  
 
Compared with the single impact factor value of 0.33 provided by the AASHTO 
specifications, the proposed expressions in Eq. (6-11) are more reasonable in the sense that 
short bridges and different road surface conditions are considered with extra care based on the 
results from the numerical simulations. When the span length is larger than 16.76 m and the 
surface condition is good, the equation predicts the same impact factor as the AASHTO 
specifications (AASHTO 2004). This treatment can be justified with the observations from 
Fig. 6-12(a) where shows a significant decrease of the average impact factor as the bridge 
span length increases from 9.14 m to 16.76 m. However, as the bridge span length further 
increases, the average impact factor does not change significantly. Huang et al. (1995) also 
observed that high impact factors could occur in bridges with lengths less than approximately 
15.24 m, and the AASHTO specifications may underestimate the impact factor under this 
circumstance. The addition of a road surface index into the impact factor expression makes it 
not only suitable for new bridges with good surface conditions but also particularly useful for 
old bridges with different road surface conditions which could vary from very good to very 
poor. 
 
The reason that the vehicle speed is not considered in this expression is that ideally 
vehicles can travel at speeds within a wide range; second, as can be seen from Fig. 6-7, the 
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average dynamic impact factors vary significantly as the vehicle speed increases from 30 
km/h to 120 km/h; as a result, it would be difficult to describe the dynamic factor with respect 
to the vehicle speed. Therefore, as it is done in the codes, vehicle velocity is not treated as a 
variable. 
 
Based on the proposed expressions for the dynamic impact factor, the impact factor 
values for the five bridges under study are calculated in Table 6-6. Using the Chi-square tests 
it can be easily demonstrated that under the same road surface condition the impact factors for 
Bridge 1 and for Bridges 2-5 as a whole still follow the Extreme-I type distribution, 
respectively. Once the distribution is known, the probabilities that the generated impact 
factors would be less than the proposed impact factors can also be calculated as shown in 
Table 6-6. It should be noted that the probability values in Table 6-6 are the averaged for the 
two loading cases. 
 
Table 6-6 Proposed impact factors for the five bridges and corresponding confidence levels 
Bridge 
No. 
Road Surface Condition 
Very Poor Poor Average Good Very Good 
1 2.44* | 95.4%** 1.22 | 97.3% 0.61 | 94.1% 0.41 | 99.0% 0.28 | 99.9% 
2-5 1.98 | 99.0% 0.99 | 99.5% 0.50 | 98.5% 0.33 | 99.5% 0.23 | 99.4% 
Note: * Proposed impact factor; ** corresponding confidence level  
 
As can be seen from Table 6-6, the confidence levels of all proposed impact factors for 
the five bridges are above 94%, with half of them even above 99%, indicating that these 
impact factor values can be used with considerable confidence in practice. The confidence 
levels with the proposed impact factors are also in good agreement with the criterion for 
determining design loads which is usually set to be between the 95 percentile point to the 99 
percentile point (Tsypin 1995; Lu and Lee 1996).  
 
To check the credibility of the proposed dynamic impact factors, two other bridges 
(named Bridges 6 and 7) with different girder spacing and bridge width from the previous five 
bridges were created. These two girder bridges both have the same span length as Bridge 2 
(16.76 m) with their configurations slightly modified from Bridge 2. Bridge 6 was modified 
from Bridge 2 by increasing the girder spacing from 2.13 m to 2.90 m, while Bridge 7 was 
modified by adding two more girders to Bridge 2. These modifications result in the two 
bridges having a width of 14.33 m (47 ft) each. Again, for each bridge the previously used 
five different road surface conditions and seven speeds were investigated; and for each case 
with the same road surface condition and vehicle speed, the program was set to run 20 times 
with randomly generated road surface profiles resulting in 140 impact factors under each road 
surface condition for each bridge. The numbers of obtained impact factors that exceed the 
proposed impact factors under different road surface conditions for the two bridges are shown 
in Table 6-7. These results show that the proposed impact factors are acceptable for these two 
bridges with small chances to be exceeded confirming that the proposed impact factors can be 
used with confidence for girder bridges with different girder spacing and bridge width. 
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Table 6-7 Number of impact factors that exceed the proposed impact factors for the two new 
bridges 
Bridge 
No. 
Road Surface Condition 
Very Poor Poor Average Good Very Good 
6 1/140 0/140 0/140 0/140 0/140 
7 0/140 0/140 1/140 0/140 0/140 
 
6.7 Conclusions 
 
A 3-D vehicle-bridge coupled model was established, and numerical simulations were 
performed to study the impact factor for multi-girder concrete bridges. The effects of three 
parameters including the bridge span length, vehicle speed, and road surface condition were 
investigated. Simple and reasonable expressions for calculating the impact factor were 
suggested based on the results from the study of the distribution of the impact factors. 
Corresponding confidence levels with the proposed impact factors for the five bridges under 
study were provided, indicating that the proposed expressions can be used with considerable 
confidence. The proposed impact factors were also checked using two other girder bridges, 
and results confirmed that the proposed impact factors are also appropriate for bridges with 
different girder spacing and bridge width. 
 
The proposed expressions for the impact factor in this study can be used as a 
modification of the AASHTO specifications when dealing with short bridges and old bridges 
with poor road surface condition for which the AASHTO specification may underestimate the 
impact factor. Road surface condition has proven to be a significant factor for bridge dynamic 
loads by numerous studies in the literature; however, in the current AASHTO codes, the same 
impact factor is used for all road surface conditions. While this treatment is reasonable for 
new bridge design, evaluation of existing bridges with a possible deteriorated surface 
condition requires a separate treatment for different road surface conditions.  
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CHAPTER 7.  CONCLUSIONS AND RECOMMENDATIONS 
 
In this dissertation, a three-dimensional (3-D) bridge-vehicle coupled model was 
established.  A new model updating method was developed to modify the finite element 
bridge models using measured bridge responses, including the natural frequencies, deflection, 
and strain on the girders, from field testing. The parameters of vehicles traveling on bridges 
were also predicted from measured bridge responses. A new methodology of identifying 
dynamic vehicular axle loads was proposed. Numerical simulation and field study were 
performed, and the results show that both bridge deflection and strain time histories can be 
used to identify the vehicle axle loads on bridges.  Dynamic impact factor for multi-girder 
concrete bridges was also investigated and statistical properties of the dynamic impact factor 
were obtained; simple expressions for impact factor were suggested with respect to the length 
and road surface condition of bridges.  
 
7.1 Identification of Parameters of the Bridge-Vehicle Model from Measured Bridge 
Responses 
 
Finite element methods have been widely used in many applications in the field of civil 
engineering, such as health monitoring, non-destructive damage detection, structural 
assessment and control, etc. The finite element model of a structure is usually a highly 
idealized engineering model that may or may not truly represent the physical characteristics of 
the real structure. As a result, differences between the field test results and numerical results 
obtained from the FE model are inevitable. Therefore, before using such a model in 
engineering practice, the model needs to be modified to match the real structure well.   
 
A new practical and user-friendly finite element model updating method was presented. 
The new method uses the response surface method for the best experimental design of the 
parameters to be updated. Based on the experimental design, numerical analysis was 
performed and expressed relationships between the responses of the structure and the 
parameters to be identified were obtained by performing regression analysis. The parameters 
were then updated with the genetic algorithm by minimizing an objective function built up 
with the residuals between the measured structure responses and predicted responses from the 
expressed relationships.  
 
The proposed method was applied to updating the finite element model of a simulated 
beam as well as an existing bridge in Louisiana. Responses from both static and dynamic 
tests, including static deflection, strain, and natural frequencies, were used in the model 
updating process. Satisfactory agreement was achieved between the updated parameters and 
true parameters of the simulated beam. Reasonable explanations were also available for the 
updated results of parameters of the existing bridge.  
 
The Genetic Algorithm was also used to identify the parameters of vehicles traveling 
through a bridge. The time histories of bridge responses, including deflection, strain, and 
acceleration, were used in the identification process, respectively. Results from numerical 
simulations show that all these three responses can be used to successfully identify the 
parameters of vehicles traveling through the bridge. The methodology was also applied to a 
field study and the total weight of the test truck was identified from the measured bridge 
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deflection and strain, respectively, with satisfactory accuracy. Since this methodology can be 
used to successfully identify the total weight of real vehicles, it can be applied to monitor 
routine traffic, which would be a significant advantage over the current bridge weigh-in-
motion techniques that usually require a smooth road surface and slow vehicle movement. 
 
7.2 Identification of Dynamic Vehicular Loads from Measured Bridge Responses  
 
Dynamic-load-induced bridge responses can be much more significant than static 
responses, causing more damage to bridges. Site-specific information of vehicle dynamic 
effect is very desirable for performance evaluation of existing bridges and even in guiding 
design of new bridges. However, it is difficult to directly measure the dynamic axle loads of 
vehicles because they move and vary with time. Also, previous methods proposed for 
identifying dynamic vehicle loads from measured bridge responses are only suitable for very 
simple bridge and vehicle models. 
 
A new moving force identification method was presented in this dissertation using the 
superposition principle and influence surface concept to deal with complicated real bridge 
structures and vehicle-bridge coupled situation. A series of case studies using numerical 
simulation were carried out in which effects of various factors, including bridge inertia force, 
measurement station, vehicle speed, traveling route, number of vehicles, road surface 
condition, and noise level, were investigated. The identified results show that the proposed 
method has the ability to identify dynamic vehicle axle loads with satisfactory accuracy.  
 
The proposed methodology was also applied to a field study to identify the dynamic axle 
loads of a real truck. Both the deflection and strain time histories were used to identify the 
truck axle loads. The results show that both the measured deflection and strain time histories 
can be used to successfully identify the dynamic axle loads of the truck.  
 
The demonstrative application of the proposed methodology to identify the real axle 
loads on a bridge indicates that the proposed methodology can be applied to improve the 
current bridge weigh-in-motion techniques. The developed methodology will also be useful to 
predict real vehicle axle forces on bridges, which can provide more reliable live load 
information for site-specific bridge fatigue assessment and performance evaluation.    
 
7.3 Study of Impact Factors for Multi-Girder Concrete Bridges  
 
The dynamic effect of moving vehicles on a bridge is generally treated as a dynamic 
load allowance (or dynamic impact factor) in many design codes. A value of 0.33 is suggested 
for the dynamic impact factor by the AASHTO (2004) specifications. It has been 
demonstrated through both analytical studies and field testing that the design codes may 
underestimate the impact factor in situations where the road surface conditions are poor.  
 
One of the reasons for the underestimation of the impact factor could be that design 
codes, like the AASHTO specifications, are aimed at providing guidelines for designing new 
bridges with good road surface conditions. In this dissertation a 3-D vehicle-bridge coupled 
model was used to analyze the impact factor for multi-girder bridges. Three parameters, 
including the bridge span length, road surface condition, and vehicle speed, were examined 
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and their relationships with the impact factor were studied. Statistical tests were performed on 
the impact factors obtained from numerical simulations and it was found that the impact 
factors under the same road surface condition follow the Extreme-I type distributions. 
Different impact factors were proposed based on a probability study in which a probability 
between 95% and 99% was set to be the probability with which the real impact factor will fall 
below the proposed impact factors. Reasonable expressions for calculating the impact factor 
were then suggested based on a regression analysis on the proposed impact factors and the 
current engineering practice. Corresponding confidence levels with the proposed impact 
factors for the selected group of bridges under study were provided along with the determined 
distributions of the impact factors.  
 
The proposed impact factors in this dissertation can be used as a modification of the 
AASHTO specifications, especially when dealing with short bridges and old bridges with 
poor road surface conditions, for which the AASHTO specification may underestimate the 
impact factor. Road surface condition has proven a significant factor for bridge dynamic loads 
by numerous studies in the literature; however, in the current AASHTO LRFD codes, the 
same impact factor is used for all road surface conditions. While this treatment is reasonable 
for new bridge design, evaluation of existing bridges with a possible deteriorated surface 
condition requires a separate treatment for different road surface conditions.  
 
7.4 Recommendations for Future Research 
 
In studying bridge-vehicle coupled vibration, many assumptions have been made when 
establishing the bridge-vehicle model. For the purpose of simplicity, many researchers used 
the simplified beam model for bridges. Even for the more complicated 3-D bridge vehicle 
model used in this dissertation, the analytical model of the truck used was based on the HS-20 
truck from the AASHTO code; however, in reality there is no such vehicle and many 
assumptions have been made by researchers when creating the analytical model of the HS-20 
truck. Future work can be conducted to test and verify the assumptions made in existing 
bridge-vehicle models and establish a more accurate and reliable bridge-vehicle model that 
can be used for future studies in this area.  
 
In subway system, the maintenance of railway tracks is very important because any 
irregularities on the tracks could directly lead to train accidents. However, traditional methods 
to identify track irregularities are too costly and labor-intensive. Therefore, an economical 
intelligent monitoring system that can use the dynamic response of the train to identify the 
track irregularity is desirable. In this dissertation, it has been demonstrated that the parameters 
of both the bridge and vehicles can be successfully identified from the measured bridge 
responses from field testing. Therefore, it would be very interesting to see if the 
methodologies developed in this dissertation can be applied to identify the track irregularities 
using the dynamic responses of the train.  
 
Studies have shown that the LRFD code has underestimated the impact factor in 
situations where the road surface conditions are poor. In this dissertation, appropriate impact 
factors were suggested for different bridge road surface conditions. One good method to 
check the rationality of the proposed impact factors is to conduct reliability analysis on a 
selected group of bridges using the statistical properties available from this dissertation. With 
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reasonable impact factors, the recalculated reliability indices for the selected bridges should 
achieve the target level of 3.5 (AASHTO LRFD target) for all different road surface 
conditions.  
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APPENDIX: EQUATION OF MOTION OF A SIMPLE VEHICLE-BRIDGE SYSTEM 
 
In the derivation of the vehicle-bridge coupled equation, expressed by Eq. (3-20), it was 
found that the off-diagonal elements in the stiffness matrix of this equation are not symmetric. 
Comparing the two off-diagonal elements in the stiffness matrix of the equation shown below, 
an extra term
cbvK   can be found.  
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In Eq. (3-20), 
cbvK   was expressed as follows, indicating this extra term is related to the 
damping of vehicles. 
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A-1 Equation of Motion for a Simple Vehicle-Bridge System without Vehicle Damping 
 
To find out the cause of the extra term cbvK   in Eq. (3-20), a simply vehicle-bridge 
system, shown in Fig. A-1, was used. This simple vehicle-bridge system consists of a simply-
supported beam and a single-degree-of-freedom oscillator. The mass and spring stiffness of 
the oscillator are denoted by vm  and vk , respectively; the displacement of the mass is denoted 
by vq ; xtu  represents the displacement of the beam at location x and time t ; L is the total 
length of the beam; the flexural stiffness of the beam is assumed to be EI ; the mass per unit 
length of the beam is assumed to be m ; and the velocity of the oscillator in the longitudinal 
direction is assumed to be v . 
 
Fig. A-1 The simple vehicle-bridge system without vehicle damping 
 
The equation of motion of the oscillator can be expressed as follows: 
0)(  xtvvvv uqkqm                                                  (A-1) 
where vq  represents the acceleration of the mass in the vertical direction. 
 
The equation of motion of the beam can be expressed as follows: 
)()( vtxtfuEIum c                                             (A-2) 
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where u is the second derivative of u with respect to time; u  is the fourth derivative of  
u with respect to x ; and )(tfc  is the external force acting on the beam; and )( vtx   is the 
Dirac function. 
 
For a simple model like the one shown in Fig. A-1, the response of the beam can be 
well simulated by considering only the first mode of the beam (Biggs 1964; Yang et al. 2007). 
Therefore, the displacement of the beam u can be approximated as follows: 
)sin()(),(
L
x
tqtxu b

                                                       (A-3) 
where )(tqb = generalized coordinate (or mid-span displacement) of the first mode for the 
beam; and .vtx   
 
Using the generalized coordinate 
bq (Xia and Zhang 2004), Eq. (A-2) can be rewritten 
into: 
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where b  is the natural frequency of the beam and can be calculated as
m
EI
L
b 2
2
  . 
 
Substituting Eq. (A-3) into Eq. (A-1), the following can be obtained: 
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where v  is the natural frequency of the oscillator and can be calculated as
v
v
v
m
k
 . 
 
Substituting Eq. (A-3) into Eq. (A-4), the following can be obtained: 
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Eqs. (A-5) and (A-6) can be combined and rewritten into matrix form as follows: 
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As can be seen from Eq. (A-7), symmetric terms are observed in the off-diagonal 
elements of the stiffness matrix of this simple vehicle-bridge system.  
 
A-2 Equation of Motion for a Simple Vehicle-Bridge System with Vehicle Damping 
 
To confirm that the extra term cbvK   in Eq. (3-20) is caused by the vehicle damping, 
another vehicle-bridge system, as shown in Fig. A-2, was studied. The only difference 
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between this system and the system studied previously is the presence of vehicle damping. In 
Fig. A-3, the oscillator system has a damper with a coefficient of 
vc . 
 
Fig. A-2 The simple vehicle-bridge system with vehicle damping  
 
For the oscillator shown in Fig. A-2, the equation of motion can be written as follows: 
0)()(  xtvvxtvvvv uqcuqkqm                                         (A-8) 
Substituting Eq. (A-3) into Eq. (A-8) and using the relationship 
v
v
v
m
k
 , the 
following can be obtained: 
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Similar to Eq. (A-4), the equation of motion of the beam can be written as follows: 
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Substituting Eq. (A-3) in to Eq. (A-10), the following can be obtained: 
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Eqs. (A-10) and (A-11) can be combined and rewritten into matrix form as follows: 
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From Eq. (A-12) it can be clearly seen that due to the damping of the oscillator, the off-
diagonal elements in the stiffness matrix of the vehicle-bridge coupled equation become 
asymmetric, confirming the conclusion that the extra term in the off-diagonal elements of the 
stiffness matrix in Eq. (3-20) is caused by vehicle damping.  
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