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HEREDITARILY NON UNIFORMLY PERFECT SETS
RICH STANKEWITZ, TOSHIYUKI SUGAWA, AND HIROKI SUMI
Abstract. We introduce the concept of hereditarily non uniformly perfect sets, compact sets for
which no compact subset is uniformly perfect, and compare them with the following: Hausdorff
dimension zero sets, logarithmic capacity zero sets, Lebesgue 2-dimensional measure zero sets,
and porous sets. In particular, we give a detailed construction of a compact set in the plane
of Hausdorff dimension 2 (and positive logarithmic capacity) which is hereditarily non uniformly
perfect.
1. Introduction and results
Various types of non-smooth sets arise naturally in many mathematical settings. Julia sets,
attractor sets generated from iterated function systems, bifurcation sets in parameter spaces such
as the boundary of the Mandelbrot set, and Kakeya sets are all examples of non-smooth sets which
are studied intensely. Classical analysis has given way to fractal geometry for the purposes of
studying such “pathological” sets. Many tools such as Hausdorff measure and Hausdorff dimension,
logarithmic capacity, porosity, Lebesgue measure, and uniform perfectness have been utilized to
discern certain fundamental “thickness/thinness” properties of such pathological sets. In this paper
we compare how the above tools and properties relate to each other with regard to compact sets in
the complex plane C. In particular, we are interested in how the thinness properties with respect
to each of these notions relate. We will consider compact sets E ⊂ C and study the following
conditions: dimH E = 0, Cap E = 0, m2(E) = 0, E is porous. However, these four properties are
hereditary properties of thinness in the sense that if E satisfies one of these properties, then all
subsets of E also satisfy the same property. Uniform perfectness of a (compact) set E (see definition
below) is a property quantifying a uniform thickness near each point of E. To get at a compatible
notion of thinness we need to require more than just that the set fails to be uniformly perfect. For
example, a set E = F ∪ {z0}, where F is uniformly perfect and z0 /∈ F , fails to be uniformly perfect
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(since z0 is isolated), yet E is “thick” near all of the points of F . Thus to capture the correct idea
of being “thin”, as a counterpart to the uniformly perfect notion of “thick”, we offer the following.
Definition 1.1. A compact set E is called hereditarily non uniformly perfect (HNUP) if no subset
of E is uniformly perfect.
The main results of this paper are stated below as Theorems 1.1, 1.2, and 1.3.
For Theorem 1.1, the relevant definitions are found in Section 2 and the superscripts correspond
to the proofs given in Section 3.
Theorem 1.1. The following implications indicated in Table 1, showing when X implies Y in the
case that E ⊂ C is a compact set, all hold.
❍
❍
❍
❍
❍
❍
❍
Y
X
dimH E = 0 Cap E = 0 E is HNUP m2(E) = 0 E is porous
dimH E = 0 ∗ yes1 no2 no3 no4
Cap E = 0 no5 ∗ no6 no7 no8
E is HNUP yes9 yes10 ∗ no11 no12
m2(E) = 0 yes
13 yes14 no15 ∗ yes16
E is porous no17 no18 no19 no20 ∗
Table 1. Does X imply Y when E ⊂ C is a compact set?
In Section 4 we use a straightforward Cantor-like construction to build sets with certain properties
that are then assembled in such a way to justify Theorems 1.2 and 1.3, showing all necessary details.
Instead of using a constant ratio of lengths of basic intervals in subsequent stages, we carefully choose
sequences of these ratios that vary in a way which provide the desired properties. Those familiar
with non-autonomous IFS theory will recognize a connection as our sets are often attractor sets of
such non-autonomous IFS’s.
Theorem 1.2. There exists a compact HNUP set W ⊂ R such that dimH W = 1, H1(W ) = 0 and
Cap W > 0. Hence, for any 0 < s < 1 and for any 0 < c <∞, there exists a compact HNUP subset
K of W such that dimH(K) = s and H
s(K) = c.
Moreover, we can arrange the set W so that W satisfies the following additional property. For
each x ∈ W and for each M > 1, there exist two positive numbers r, R with R/r ≥ M such that
{y ∈ R | r < |y − x| < R} ⊂ R \W and {y ∈ R | |y − x| ≥ R} ∩W 6= ∅.
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Theorem 1.3. There exists a compact HNUP set E ⊂ C such that dimH E = 2,m2(E) = 0 and
Cap E > 0. Hence, for any 0 < s < 2 and for any 0 < c <∞, there exists a compact HNUP subset
K of E such that dimH(K) = s and H
s(K) = c.
Moreover, we can arrange the set E so that E satisfies the following additional property. For
each x ∈ E and for each M > 1, there exist two positive numbers r, R with R/r ≥ M such that
{y ∈ C | r < |y − x| < R} ⊂ C \ E and {y ∈ C | |y − x| ≥ R} ∩ E 6= ∅.
Remark 1.1. Theorem 5.4 in [4] says that if closed set E ⊂ Rn has Hs(E) = +∞ for some s > 0,
then for each c ∈ (0,+∞) there exists a compact K ⊂ E with Hs(K) = c and thus dimH K = s.
This provides the justification for the second sentences in Theorems 1.2 and 1.3.
With the use of far deeper results requiring much more machinery than for our proofs of The-
orems 1.2 and 1.3, we note that Examples 3.1 and 3.2 shows that there exist HNUP sets W˜ ⊂ R
and E˜ ⊂ R2 with H1(W˜ ) > 0 (and thus dimH W˜ = 1 and Cap W˜ > 0) and m2(E˜) > 0 (and
thus dimH E˜ = 2 and Cap E˜ > 0). Note that the set W˜ in Example 3.1 does not satisfy the ad-
ditional property in Theorem 1.2 (since, by the Lebesgue Density Theorem, any set satisfying that
additional property must have Lebesgue measure zero). Similarly, E˜ does not satisfy the additional
property in Theorem 1.3. Lastly, we note that it remains an interesting open problem to produce
more elementary constructions of such sets as in Examples 3.1 and 3.2.
2. Definitions and basic facts
This section contains brief introductions to the definitions and basic facts relating to Hausdorff
measure and Hausdorff dimension, logarithmic capacity, porosity, and uniform perfectness. We
assume that the reader is familiar with the basic properties of m2, Lebesgue 2-dimensional measure.
Our primary reference for Hausdorff measure and dimension is [5], which the reader may wish to
have available to see all the details (including for formulas used in the constructions in Section4).
2.1. Hausdorff measure and Hausdorff dimension. Let h : (0,+∞)→ (0,+∞) be a dimension
function, i.e., a non-decreasing continuous function such that limt→0+ h(t) = 0. The Hausdorff h-
content Lh(E) of a set E ⊂ C is defined as the infimum of the sum
∑
k h(d(Bk)) taken over all count-
able covers of E by sets Bk. Here and throughout d(A) denotes the diameter of the set A in the Eu-
clidean metric. The Hausdorff h-measure of a set E is given by Hh(E) = limǫ→0+ inf{
∑
k h(d(Bk))}
where the infimum is taken over countable covers of E by sets Bk such that each d(Bk) < ǫ. For our
purposes we will only use dimension functions of the form h(t) = tα (with α > 0) and we shall employ
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the notation Lα(E) = Lh(E) andHα(E) = Hh(E). (Also,H0 corresponds to the counting measure.)
We note that with some effort one can show that Lh(E) = 0 if and only if Hh(E) = 0. A simple cal-
culation (see [5], Ch. 2) shows that ifHα(E) <∞, then Hβ(E) = 0 for all β > α. For a subset E ⊂ C
the Hausdorff dimension of E is given as dimH E = sup{α : Hα(E) = +∞} = inf{α : Hα(E) = 0}.
Also found in [5] are the facts that (i) dimH C = 0 when C is countable, (ii) dimH F ≤ dimH E
whenever F ⊆ E (monotonicity), (iii) dimH E = supm dimH Em when E = ∪∞m=1Em, and (iv)
dimH E = dimHE
′ when E′ is the image of E under a similarity transformation.
2.2. Uniform perfectness. The notion of uniform perfectness was first introduced by Beardon
and Pommerenke in [2]. A set is called perfect if it has no isolated points, whereas the notion of
uniform perfectness is a quantified version of perfectness. Uniformly perfect sets can be equivalently
defined in many different ways and be defined for sets in Rn, but we are mainly concerned with sets
in the complex plane C and so we define uniformly perfect sets as follows.
Definition 2.1. For w ∈ C and r, R > 0 the true annulus A = Ann(w; r, R) = {z : r < |z−w| < R}
is said to separate a set F ⊂ C if F intersects both components of C \A and F ∩ A = ∅.
Definition 2.2. The modulus of a true annulus A = Ann(w; r, R) is mod A = log(R/r).
Definition 2.3. A compact subset F ⊂ C with two or more points is uniformly perfect1 if there
exists a uniform upper bound on the moduli of all annuli which separate F .
Thus a set is uniformly perfect if there is a uniform bound on how “fat” (large modulus) an
annulus can be and still separate the set. Uniform perfectness, in a sense, measures how “thick”
a set is near each of its points and is related in spirit to many other notions of thickness such as
Hausdorff content and dimension, logarithmic capacity and density, Ho¨lder regularity, and positive
injectivity radius for Riemann surfaces. For an excellent survey of uniform perfectness and how it
relates to these and other such notions see Pommerenke [11] and Sugawa [13]. In particular, we note
that uniformly perfect sets are necessarily uncountable.
2.3. Logarithmic capacity. The logarithmic capacity of a compact set E ⊂ C can also be defined
in many different, yet equivalent, ways (see [7], Ch. 1). For example, one may define it in terms
of the asymptotic behavior of Green’s function defined on Ĉ \ E with pole at ∞ or in terms of
1More generally, a compact subset F ⊂ Rn is uniformly perfect if there exists a constant c > 0 such that
F ∩ Ann(a; cr, r) 6= ∅ for any a ∈ F and 0 < r < d(F ). Here, of course, the Euclidean metric in Rn is used to define
the annular region Ann(a; cr, r).
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the infimum of an energy integral. We shall employ the following definition given via the transfinite
diameter. Set Pn = max
∏
j<k |zj−zk| where zj ∈ E for j = 1, . . . , n. The sequence Dn = P 2/n(n−1)n
is non-increasing (see [1], p. 23) and the logarithmic capacity is defined by Cap E = limn→∞Dn.
We note that capacity is monotone, i.e., Cap F ≤ Cap E whenever F ⊆ E, and Cap C = 0
when C is countable. The countability result follow from the obvious fact that a finite set has zero
capacity and that for Borel sets B1 ⊆ B2 ⊆ . . . with B = ∪Bn, we have Cap B = limn→∞ Cap Bn
(see Theorem 5.1.3 in [12]).
2.4. Porosity. For a ∈ C and r > 0, let B(a, r) = {z : |z−a| < r}. A compact set E ⊂ C is defined
to be porous if there exists a constant c > 0 such that for any point a ∈ E and radius r > 0 there
exists a ball B(b, cr) ⊂ B(a, r) such that B(b, cr) ∩E = ∅.
3. Proofs for results in Table 1
Here we present the proofs for the statements made in Table 1. Many of these results are known
(being based on classical theorems), but since the arguments are short we include them here for
completeness. We also note that most results apply to Rn as well, but since that is not the focus of
this paper, we do not detail arguments for such.
(1) This follows from Frostman’s Theorem (see [14], p. 65) which states: If h(t) is a dimension
function such that
∫ 1
0 h(t)/t dt < +∞ and Hh(E) > 0, then Cap E > 0. Note that h(t) = tα, where
α > 0, satisfies the integral condition. Thus if Cap E = 0, then Hα(E) = 0 for all α > 0 and so
dimH E = 0.
Remark 3.1. The integral condition
∫ 1
0
h(t)/t dt < +∞ in the Frostman theorem is crucial. for
example, if h(t) = −1/ log t and 0 < Hh(E) <∞, then Cap E = 0 (see [14], p. 66).
(2) Example 4.1 below gives a compact set I which is HNUP yet dimH I > 0.
(3) Since H2(E) = (4/π)m2(E) (see [5], Ch. 3), any compact set E ⊂ C with 0 < dimH(E) < 2
verifies the assertion. The middle third Cantor set is a specific example which is known to have
Hausdorff dimension log 2/ log 3.
(4) Any compact set E ⊂ R with dimH(E) > 0 verifies this claim since for x ∈ R each ball
B(x, r) ⊃ B(x+ ir/2, r/2), yet B(x+ ir/2, r/2) ∩ E = ∅.
(5) Example 4.2 below gives a compact set I such that dimH I = 0 yet Cap I > 0.
(6) Example 4.1 below gives a compact set I which is HNUP yet Cap I > 0.
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(7) Any compact interval of length L is known to have capacity L/4 (see [14], p. 84), yet has zero
two dimensional measure.
(8) Any compact set E ⊂ R with Cap E > 0 verifies this claim since each ball B(x, r) ⊃
B(x+ ir/2, r/2), yet B(x + ir/2, r/2) ∩E = ∅.
(9) Since Hausdorff dimension is monotone, the claim follows from the known fact that uniformly
perfect sets necessarily have positive Hausdorff dimension. In fact, Ja¨rvi and Vuorinen (see [9],
p. 522) have shown that a compact set E ⊂ C is uniformly perfect if and only if there exist constants
C > 0 and α > 0 such that Lα(E ∩B(a, r)) ≥ Crα for all a ∈ E and 0 < r < d(E)/2.
(10) Since uniformly perfect sets necessarily have positive capacity, the claim follows from the
monotonicity of capacity. In particular, Pommerenke [11] has shown that a compact set E ⊂ C is
uniformly perfect if and only if there exists c > 0 such that Cap (B(z, r)∩E) ≥ cr for all z ∈ E and
0 < r < d(E).
(11) Any compact interval has zero two dimensional measure and is trivially uniformly perfect
since it is connected (and therefore cannot be separated by any annulus).
(12) Any compact interval of the real line is trivially uniformly perfect since it is connected, yet
is also porous with constant c = 1/2 as in (4).
(13) From the definition, dimH E < 2 implies m2(E) = (π/4)H
2(E) = 0.
(14) It is known that Cap E ≥√m2(E)/πe (see [14], p. 58) and so the assertion follows.
(16) Given a point a in a porous set E and radius r > 0, we must have m2(B(a, r) ∩ E) ≤
m2(B(a, r))−m2(B(b, cr)) = πr2−πc2r2 = πr2(1− c2) where c > 0 is the constant in the definition
of porosity. The Lebesgue Density Theorem implies that m2(B(a,r)∩E)πr2 → 1 as r → 0 for a.a. a ∈ E.
Thus we must have m2(E) = 0. In fact, a stronger result holds (see [5], Proposition 3.12) which
shows that a porous set E ⊂ C must have dimH E < 2.
(20) For a ∈ C and r > 0, let C(a, r) = {z : |z − a| = r}. Consider the set E = ∪∞n=1C(0, 1/n).
The ball B(
n+ 1
2
n(n+1) ,
1
2n(n+1) ) is a ball of largest radius which is contained in both C\E and B(0, 1/n).
Since the ratio of the radii 1/2n(n+1)1/n =
1
2(n+1) → 0 as n → ∞, we see that E fails to be porous at
the origin. Thus the set E is not porous, yet clearly m2(E) = 0.
(17-19) Replace each circle in (20) by a “discrete circle” of 100,000 points equally spaced on the
given circle to obtain a set that is not porous (at the origin). Since this set is countable it must have
Hausdorff dimension zero, logarithmic capacity zero, and be HNUP.
(15) We now present Examples 3.1 and 3.2, and thus justify item (15) in Table 1.
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But first we must offer here our special thanks to the first referee for guiding us towards the
results found in [10] and [3], indicating how they could be used to answer this question which had
been left unsolved in our earlier draft. Credit for this result is therefore due to this referee whom
we thank for allowing us to include it here. The results used in the construction are not elementary
and so instead of providing all details as with most of our other results in this paper, we refer to
the salient results of the aforementioned papers. We also point the interested reader to [8] for more
information on Diophantine approximation in the (far more general) setting of hyperbolic metric
spaces; its introduction alone contains a wealth of material to orient the reader in this area.
We use the notation and terminology from [10], where, for any lattice Γ ∈ Isom(Hn+1) with cusp
at infinity, there is a corresponding Diophantine set D(Γ) ⊂ Rn consisting of the endpoints of lifts of
all bounded geodesic rays in Hn+1/Γ. In general, D(Γ) consists of the points in Rn which are badly
approximable by the cusps of Γ. For example, as noted in [10], D(SL2(Z)) = {x ∈ R : for some c >
0, |x− pq | ≥ cq2 for all p/q ∈ Q} is the set of real numbers which are badly approximable by rationals.
In general then we refer to W (Γ) = Rn \D(Γ) as the set of points in Rn which are well approximable
by the cusps of Γ.
McMullen proves (see Theorem 1.3 in [10]) that any such D(Γ) ⊂ Rn (for any lattice Γ ⊂
Isom(Hn+1) with cusp at infinity) is absolutely winning, which means it is 0-dimensionally absolute
winning in the terminology of p. 323 of [3]. Hence, any uniformly perfect subset of Rn, being a
0-dimensionally diffuse set in the terminology of Definition 4.2 of [3], must meet D(Γ) (see Theorem
4.6 and Proposition 4.9 of [3] where even more is shown). Note that by Theorem 1.5 in [10] for each
lattice Γ with cusp at infinity its Diophantine set D(Γ) ⊂ Rn is σ-porous and thus has n-dimensional
Lebesgue measure zero. By the inner regularity of the Lebesgue measure, W (Γ) then contains a
compact subset X of positive measure. Thus any such compact subset X ⊂W (Γ) ⊂ Rn will provide
an example of the type we seek, i.e., have positive measure and be HNUP.
Example 3.1. Any compact subset W˜ of well approximable numbers W (SL2(Z)) of positive H
1
measure must be HNUP as any uniformly perfect set must meet the complement of W˜ in the set
D(SL2(Z)). Clearly, dimH W˜ = 1, which implies CapW˜ > 0 as in (1) in Table 1.
Example 3.2. When Γ is a nonuniform Kleinian lattice of Mo¨bius maps, its Diophantine set D(Γ) ⊂
R2 is absolutely winning. Since such a set D(Γ) has zero m2 measure, any positive m2-measure
compact subset E˜ of well approximable points W (Γ) ⊂ R2 must be HNUP. Clearly, as above we
have dimH E˜ = 2 and Cap E˜ > 0.
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4. Proofs of Theorems 1.2 and 1.3
We begin by considering the following Cantor-like construction in the real line. Fixm ∈ {2, 3, . . .}
and choose 0 < a ≤ 1m+1 . Fix a sequence a¯ = (a1, a2, . . . ) such that ak ≤ a for k = 1, 2, . . . . We
define sets [0, 1] = I0 ⊃ I1 ⊃ I2 ⊃ . . . such that each Ik is a union of mk disjoint closed intervals of
the same length (called basic intervals). Each basic interval J in Ik will contain exactly m equally
spaced basic intervals in Ik+1 such that Ik+1 contains the endpoints of J . We use the sequence ak
to determine the scaling factor for the lengths of the basic intervals in Ik as compared to the lengths
of the basic intervals in Ik+1. More precisely, setting A0 = 1 each of the m
k basic intervals in Ik
has length Ak = a1 . . . ak. Call B = 1−ma, noting a ≤ B < 1 and that since each ak ≤ a we have
1−mak ≥ B for all k. Thus the m− 1 “gaps” between basic intervals in Ik which are contained in
the same basic interval from Ik−1 each have length ek where
(4.1) (m− 1)ek = Ak−1 −mAk = Ak−1 −makAk−1 = Ak−1(1−mak) ≥ BAk−1.
Note also that ek+1 =
1
m−1Ak(1−mak+1) = 1m−1akAk−1(1−mak+1) < am−1Ak−1 ≤ Bm−1Ak−1 ≤ ek
and thus ek strictly decreases to 0. Note that, because the gaps ek are decreasing, the distance
between any basic subintervals of Ik must be separated by a distance at least ek, whether or not
these basic subintervals come from the same (“parent”) basic interval from Ik−1.
Define the set
(4.2) I = Ia¯ =
∞⋂
k=1
Ik.
Since by (4.1) the basic intervals in Ik are “equally spaced”, Example 4.6 (and the discussion on
p. 59) of [5] yields that
(4.3) dimH I = lim inf
k→∞
logmk
− logAk .
Remark 4.1. Formula (4.3) is based on the existence of a mass distribution (measure) as constructed
in the discussion prior to Proposition 1.7 of [5]. The construction, however, is known not to work in
the full generality as stated in [5], but it does work in the situation we present here since we are in
the nice situation that each basic interval is compact. See [6] by N. Falkner, a Mathematical Review
that describes how the general construction of the measure can fail and also states some sufficient
conditions to ensure success.
Key to our results is part (1) of the following dichotomy.
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Theorem 4.1. For m ∈ {2, 3, . . .} and a¯ = (a1, a2, . . . ) ∈ (0, 1m+1 ]N, let Ia¯ be given as in (4.2).
Then
(1) if lim inf ak = 0, then Ia¯ is HNUP, and
(2) if lim inf ak > 0, then Ia¯ is uniformly perfect.
Proof. Call I = Ia¯.
To prove (1) suppose akn → 0. Note that each basic interval J of Ik is contained in the bounded
component of the complement of the annulus C = Ann(xJ ; rk, Rk) where rk = Ak/2, Rk = rk + ek
and xJ denotes the midpoint of J . Since the gaps ek are decreasing, C separates I. Along the
sequence kn we use (4.1) to see
Rkn
rkn
= 1+
ekn
rkn
= 1+2
ekn
Akn
= 1+2
Akn−1−mAkn
(m−1)Akn
= 1+ 2(m−1) (
1
akn
−m)→
+∞ as n → ∞. Thus for each point x ∈ I there exists an annulus C of arbitrarily large modulus
with arbitrarily small outer radius Rk which separates I and has x in the bounded component of
the complement of C. Hence, x can never be a point in a uniformly perfect subset of I and thus no
subset of I can be uniformly perfect.
To prove (2) suppose lim inf ak > 0. Thus δ = inf ak > 0 and we set M = 1 +
2
m−1
(
1
δ −m
)
.
Suppose C = Ann(z; r, R) is an annulus which separates I. We show that R/r ≤ M . Since C
separates I, we must have that C separates Ik for large k (in particular, whenever Ak < R− r any
basic interval of Ik meeting C would have one of its endpoints in C thus showing that C does not
separate I since such an endpoint is also in I). Let n be the smallest positive integer such that
C separates In. Considering C ∩ R and the fact that C separates In but does not separate In−1,
we see that R − r ≤ en. Since B(z, r) contains some basic interval of In (of length An), we have
2r ≥ An. Hence using (4.1) we see Rr ≤ r+enr ≤ 1+ enAn/2 = 1+2
An−1−mAn
(m−1)An
= 1+ 2(m−1) (
1
an
−m) ≤
1 + 2m−1
(
1
δ −m
)
=M. 
Remark 4.2. The artificial-looking condition 0 < a ≤ 1/(m + 1) in Theorem 4.1 was chosen to
simplify the related proofs (by, in particular, to forcing the gap sizes to be decreasing), but it is
worth noting that it can be relaxed to 0 < a < 1/m though we shall omit its more involved proof.
Example 4.1. Fix m ∈ {2, 3, 4, . . .} and choose 0 < a ≤ 1m+1 . Define ak = an if k = 2n for
n = 1, 2, . . . and ak = a otherwise. Then the set I given in (4.2) satisfies the following:
a) dimH I =
logm
− log a ,
b) Cap I > 0,
c) I is HNUP.
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Remark 4.3. We note that, if we select instead ak = a for all k, then by (4.3) dimH I would still
equal logm
− log a and by Theorem 4.1(2) I would be uniformly perfect. Thus the effect of reducing the
total length of the basic intervals in step 2n by a very small factor of an times those in the previous
step 2n − 1, but only doing this sparingly at these times 2n, is to ensure that these sets are thin in
the sense of being HNUP, but not thin in the sense of Hausdorff dimension as dimH I > 0.
Proof of (a) in Example 4.1. Let k be a positive integer and let n0 be the integer such that 2
n0 ≤
k < 2n0+1. Thus we have log klog 2 − 1 < n0 ≤ log klog 2 . Since logAk = log(a1 . . . ak) =
∑k
j=1 log aj =∑k
j=1,aj=a
log a+
∑k
j=1,aj 6=a
log aj = (k−n0) log a+
∑n0
p=1 log(a
p) = (k−n0) log a+
∑n0
p=1 p log a =
(k − n0) log a+ n0(n0+1)2 log a, we have
(4.4)
(
k − log k
log 2
+ 1
)
log a+
1
2
(
log k
log 2
)(
log k
log 2
+ 1
)
log a < logAk
and
(4.5) logAk <
(
k − log k
log 2
)
log a+
1
2
(
log k
log 2
− 1
)(
log k
log 2
)
log a.
Thus by (4.3) dimH I = lim infk→∞
k logm
− logAk
= logm
− log a . 
Proof of (b) in Example 4.1. This follows from (1) in Table 1. 
Proof of (c) in Example 4.1. This follows from Theorem 4.1(1) since a2n = a
n → 0. 
The following result shows that we have lots and lots of examples where Ia¯ is HNUP and has
positive Hausdorff dimension.
Theorem 4.2. Let λm be normalized Lebesgue measure on (0,
1
m+1 ] so that it is a probability measure
and call λ˜m :=
⊗∞
n=1 λm be the product measure on X :=
∏∞
n=1(0,
1
m+1 ]. Then for λ˜m-a.a. a¯ =
(a1, a2, . . . ) ∈ X, Ia¯ is HNUP and dimH Ia¯ = logmlog(m+1)+1 > 0.
Proof. Considering the i.i.d. random variables an we note that the strong law of large numbers (or
the ergodicity of the shift map on X with respect to λ˜m) applied to log an shows that for λ˜m-a.a.
a¯ = (a1, a2, . . . ) ∈ X we have 1k log(a1 . . . ak) = 1k
∑k
j=1 log aj → E(log a1) = (m+1)
∫ 1
m+1
0 log x dx =
−(log(m+1)+1). Hence by (4.3), dimh Ia¯ = lim infk→∞ logm
k
− logAk
= lim inf k logm
− log(a1...ak)
= logmlog(m+1)+1 .
Also, we see that by Theorem 4.1(1), Ia¯ is HNUP whenever lim inf ak = 0, which as we now
demonstrate occurs for λ˜m-a.a. a¯ = (a1, a2, . . . ) ∈ X . For each positive integer n, let Dn be the set
of a¯ such that aj >
1
n for all j and note λ˜m(Dn) = 0. Since {a | lim inf ak > 0} = {a | inf ak > 0} =
∪∞n=1Dn, we obtain that λ˜m({a | lim inf ak > 0}) = 0. 
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Example 4.2. Using m = 2, a = 1/4 ≤ 1/(m+ 1), and ak = ak for k = 1, 2, . . . , the Cantor-like set
I given in (4.2) satisfies the following:
a) dimH I = 0,
b) Cap I > 0,
c) I is HNUP.
Proof of (a) in Example 4.2. Set A0 = 1 and note that each of the 2
k basic intervals in Ik has length
Ak = a1 . . . ak = a
1a2a3 . . . ak = a
∑
k
j=1 j = ak(k+1)/2 = a(k
2+k)/2.
By Proposition 4.1 of [5],
dimH(I) ≤ lim inf
k→∞
log 2k
− logAk = lim infk→∞
log 2k
− log a(k2+k)/2 = lim infk→∞
2k log 2
−(k2 + k) log a = 0.

Proof of (b) in Example 4.2. Let Ek be the set of 2
k+1 endpoints of the 2k basic intervals of Ik. For
disctinct points z, z′ ∈ I, let µ(z, z′) = max{k : z and z′ lie in the same basic interval of Ik}. Thus
for z, z′ ∈ I, we see that µ(z, z′) = 0 implies that e1 ≤ |z − z′| ≤ A0, and, in general, since the gaps
ek are decreasing, µ(z, z
′) = ℓ implies that eℓ+1 ≤ |z − z′| ≤ Aℓ.
Given z ∈ Ek and ℓ ∈ {0, . . . , k} there are exactly 2k−ℓ points z′ ∈ Ek with µ(z, z′) = ℓ and so
for fixed z ∈ Ek we have∏
z′∈Ek
z′ 6=z
|z − z′| =
k∏
ℓ=0
∏
z′∈Ek
µ(z,z′)=ℓ
|z − z′| ≥
k∏
ℓ=0
(eℓ+1)
2k−ℓ .
Thus
P 22k+1 ≥
∏
z∈Ek
∏
z′∈Ek
z′ 6=z
|z − z′| ≥
∏
z∈Ek
k∏
ℓ=0
(eℓ+1)
2k−ℓ =
(
k∏
ℓ=0
(eℓ+1)
2k−ℓ
)2k+1
,
and so
(4.6) logP 22k+1 ≥ 2k+1
k∑
ℓ=0
2k−ℓ log(eℓ+1).
We show Cap I > 0 by using (4.1) to assert ek+1 ≥ BAk and then computing
log(Cap I) = lim
k→∞
logD2k+1 = lim
k→∞
1
2k+1(2k+1 − 1) logP
2
2k+1 = limk→∞
2−2k−2 logP 22k+1
≥
∞∑
ℓ=0
2−ℓ−1 log(eℓ+1) ≥
∞∑
ℓ=0
2−ℓ−1 log(BAℓ) =
∞∑
ℓ=0
2−ℓ−1
(
logB +
(ℓ2 + ℓ) log a
2
)
> −∞.

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Remark 4.4. In Example 4.2 one can instead apply Frostman’s Theorem to show Cap I > 0 and
thus forgo the given computation. In this case, we can take h(t) = exp(−c√− log t) for small enough
t > 0 and a suitable constant c > 0. We omit the details.
Proof of (c) in Example 4.2. This follows from Theorem 4.1(1) since ak = a
k → 0. 
We now present the proof of Theorem 1.3 after a few preliminaries.
For eachm = 2, 3, . . . letWm be the set I constructed in Example 4.1 using a = 1/(m+1) and set
Gm =Wm×Wm. Note that by the Product Formulas 7.2 and 7.3 of [5], we have 2 logm/ log(m+1) =
dimH Wm+dimH Wm ≤ dimH Gm ≤ dimH Wm+dimBWm ≤ logm/ log(m+1)+1 < 2 where dimB
denotes the upper box counting dimension.
Proposition 4.1. Let m ∈ {2, 3, . . .} and a¯ = (a1, a2, . . . ) ∈ (0, 1m+1 ]N, with lim inf ak = 0 (so that
Ia¯ given as in (4.2) is HNUP by Theorem 4.1). Then E = Ia¯ × Ia¯ is HNUP.
Proof. Select a subsequence akn such that akn → 0. Consider a point (x, y) ∈ E. Now consider a
basic interval Jx of Ik (in the construction of Ia¯) containing x and a basic interval Jy of Ik containing
y. As before we let xJx denotes the midpoint of Jx, xJy denotes the midpoint of Jy, rk = Ak/2,
and Rk = rk + ek. Hence we see that S = ([xJx −Rk, xJx +Rk]× [yJy −Rk, yJy +Rk]) \ (Jx × Jy)
is a (square shaped) annulus that separates E. The picture quickly shows that S contains the true
annulus C = Ann((xJx , yJy);
√
2rk, Rk) which also separates E.
Since as shown in the proof of Theorem 4.1(1), Rkn/rkn → +∞ (with Rkn → 0), we see that for
each point (x, y) ∈ E there exists an annulus C of arbitrarily large modulus with arbitrarily small
outer radius which separates E and has (x, y) in the bounded component of the complement of C.
Hence, (x, y) can never be a point in a uniformly perfect subset of E and thus no subset of E can
be uniformly perfect. 
Proof of Theorem 1.3. Choose 0 < ρn < 1 such that ρn strictly decreases to 0 as n→∞. Consider
the annuli Bn = Ann(0; ρn+1, ρn). For each m = 2, 3, . . . let G
′
m be a translated and scaled down
copy of Gm such that G
′
m ⊂ B2m. Note that each G′m is HNUP because each Gm is HNUP and
uniformly perfect sets remain uniformly perfect after translation and scaling.
Call E = {0} ∪ ⋃∞m=2G′m noting that it is compact and also HNUP since the annuli B2m+1
separate the HNUP sets G′m from each other. Since dimH G
′
m = dimH Gm ≥ 2 logm/ log(m + 1),
we must have dimH E = supm dimH G
′
m = supm dimH Gm = 2.
Note that m2(E) = 0 since for all m we have m2(G
′
m) = 0 because dimH G
′
m < 2.
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Note that, due to the construction of the Gm, each point in E \ {0} satisfies the the additional
property of the theorem, and by choosing ρn so that ρn/ρn+1 → ∞ as n → ∞ we can ensure that
that 0 does too. 
Proof of Theorem 1.2. Again, choose 0 < ρn < 1 such that ρn strictly decreases to 0 as n → ∞.
Consider the annuli Bn = Ann(0; ρn+1, ρn). For each m = 2, 3, . . . let W
′
m be a translated and
scaled down copy of Wm such that W
′
m ⊂ B2m ∩ [0, 1]. Note that each W ′m is HNUP because each
Wm is HNUP.
Call W = {0} ∪ ⋃∞m=2W ′m noting that it is compact and also HNUP. Since dimH W ′m =
dimH Wm = logm/ log(m+ 1), we must have dimH W = supm dimH W
′
m = supm dimH Wm = 1.
Note that H1(W ) = 0 since for all m we have H1(W ′m) = 0 because dimH W
′
m < 1.
In the same manner as in the proof of Theorem 1.3, we can also ensure that W satisfies the the
additional property of the theorem. 
Remark 4.5. Note that W ×W where W is as constructed in the proof of Theorem 1.2 is a can-
didate for satisfying the statement of Theorem 1.3, but it is not clear if it is HNUP. The proof
of Proposition 4.1 worked because of the high degree of uniformity in the sets Wm, that is, given
(x, y) ∈ Wm ×Wm, for each basic set Jx containing x there was a basic set Jy containing y of the
(exact) same size and both Jx and Jy had the exact same gap en around them. We do not have such
a uniform structure in W ×W . It would be interesting, however, to be able to settle the following
related question.
Open Question 1. Must E ×E′ be a HNUP subset of C when each E and E′ are HNUP subsets of
R?
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