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Perturbations of superstable linear hyperbolic systems
I. Kmit ∗ N. Lyul’ko †
Abstract
The paper deals with initial-boundary value problems for linear non-autonomous
first order hyperbolic systems whose solutions stabilize to zero in a finite time. We
prove that problems in this class remain exponentially stable in L2 as well as in
C1 under small bounded perturbations. To show this for C1, we prove a general
smoothing result implying that the solutions to the perturbed problems become
eventually C1-smooth for any L2-initial data.
Key words: first order hyperbolic systems, smoothing boundary conditions, supersta-
bility, exponential stability, bounded perturbations, evolution family
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1 Introduction
A linear system
d
dt
x(t) = A(t)x(t), x(t) ∈ X (0 ≤ t ≤ ∞), (1)
on a Banach space X is called exponentially stable if there exist positive reals γ and
M = M(γ) such that every solution x(t) satisfies the estimate
‖x(t)‖ ≤Me−γt‖x(0)‖, t ≥ 0, (2)
where ‖ · ‖ denotes the norm in X .
The papers [3, 4, 8] address a stronger property of exponentially stable systems, known
as superstability. They consider the Cauchy problem for the autonomous version of (1),
where A(t) = A does not depend on t. Moreover, A : X → X is supposed to be the
infinitesimal generator of a strongly continuous semigroup T (t); see [14, 27]. A semigroup
T (t) is called superstable [3, 4, 23, 29] if its stability index is −∞, that is
lim
t→∞
log ‖T (t)‖
t
= −∞.
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In this case the system (1) is called superstable also. The superstability property implies
that the system is exponentially stable and, moreover, the estimate (2) holds for every
γ > 0. For a superstable system the resolvent R(λ;A) of the operator A, which is defined
by the formula
R(λ;A)x =
∫ ∞
0
e−λtT (t)x dt, x ∈ X,
is an entire function of the complex parameter λ, and the spectrum of the operator A,
which we denote by σ(A), is empty. The superstability property makes sense only for
systems in infinite-dimensional Banach spaces, since any linear operator A : X → X in
a finite-dimensional space X has a non-empty point spectrum, and the stability index is
equal to the maximum of the real parts of the eigenvalues of A.
An important subclass of superstable systems, that will be studied in the present
paper, consists of the systems whose solutions stabilize to zero after some time. The time
of the stabilization is called a finite time extinction. The simplest example is given by the
initial-boundary value problem [14]
ut + ux = 0, (x, t) ∈ (0, 1)× (0,∞),
u(x, 0) = u0(x), x ∈ [0, 1],
u(0, t) = 0, t ∈ (0,∞).
It is easy to check that all solutions to this problem stabilize to zero for t > 1. Similar
examples for the wave equation are given in [7, 19, 24].
Here we address superstable initial-boundary value problems with finite time extinc-
tion for linear non-autonomous hyperbolic systems. We consider bounded perturbations
of such problems and investigate the asymptotic behavior of their solutions. In contrast to
the autonomous case, which is well-studied, the non-autonomous case has been considered
in the literature only episodically.
The recent papers [25, 26, 28, 31, 32, 33] are devoted to superstable hyperbolic models
intensively used in the control theory. By introducing control parameters in the boundary
conditions and/or in the coefficients of the differential equations, such systems can be
stabilized to a desired state in a finite time, which, from the physical point of view, is
even more preferable than the infinite time stabilization. Superstable hyperbolic systems
are usually supplemented with the so-called quiet boundaries [32], where the influence of
the reflected waves is minimized or even neglected. Mathematically, the quiet boundaries
are described by means of the so-called smoothing boundary conditions, that also will be
considered in the present paper.
The paper is organized as follows. In Section 2 we state the problem and formulate our
results about the existence of evolution families, smoothing properties of solutions, and
exponential stability of solutions. Some comments and examples related to applications
are given in Section 3. In particular, Example 3.4 shows how our results obtained for
linear systems can be applied to show the exponential stability of solutions to nonlinear
problems. Using a priori estimates, in Section 4 we prove that the problem under consid-
eration generates an evolution family on L2(0, 1)n. In Section 4.3 we extend the results of
[10, 16, 17, 21] by showing that boundary operators of reflection type cause the smooth-
ing effect in the sense that the solutions reach the C1-regularity for any L2-initial data
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after some time. Furthermore, we provide general conditions for that. We also discuss
the relationship between the smoothing property and the stabilization to zero. Finally, in
Section 5.2, using the variation of constants formula, we prove that superstable hyperbolic
operators remain exponentially stable under small bounded perturbations.
Previous work Our stability analysis shows that the exponential decay rate γ of so-
lutions to the perturbed problems can be arbitrary large provided the perturbations are
sufficiently small. Similar questions are addressed for the wave equation perturbed by
velocity damping, see e.g. [12, 13] and references therein.
In [14] the authors investigate a relationship between the asymptotic behavior of the
spectrum and the resolvent of an operator A and the stability of the corresponding semi-
group. In [20], properties of the resolvent R(λ;A) are used to establish a criterion that a
strongly continuous semigroup T (t) is eventually vanishing or, the same, is nilpotent [8].
Stability of nilpotent semigroups is investigated in [5]. Properties of the strongly continu-
ous semigroup T (t) generated by A are used in [8] for giving criteria that the autonomous
system (1) is asymptotically stable, superstable, or stabilizes to zero in a finite time.
In [10] the second author considers initial-boundary value problems of the type (1) for
autonomous strictly hyperbolic systems. Analyzing the resolvent of A, she describes a
class of boundary conditions for which solutions eventually stabilize to zero. The condition
σ(A) = ∅ gives a criterion for stabilization for a decoupled hyperbolic system. It is
also shown that the stabilization property is closely related to increasing smoothness of
solutions to the perturbed autonomous problems. In the autonomous strictly hyperbolic
case the smoothing effect is addressed in [10, 21, 22], while in the non-autonomous weakly
hyperbolic case it is investigated in [16, 17].
A comprehensive review of the available results on asymptotic behavior of solutions
to linear and quasi-linear hyperbolic problems can be found in [2, 6, 13].
2 Problem setting and the main results
Notation Set Π = {(x, t) : 0 < x < 1, t ∈ R}. Let BC(Π) (respectively, BC(R))
denote the Banach space of all bounded and continuous maps u : Π → R (respectively,
u : R → R), with the norm
‖u‖∞ = sup
(x,t)∈Π
|u| (respectively, ‖u‖∞ = sup
t∈R
|u|).
Furthermore, let BC1(Π) denote the Banach space of all u ∈ BC(Π) such that ∂xu ∈
BC(Π) and ∂tu ∈ BC(Π), with the norm
‖u‖1 = ‖u‖∞ + ‖∂xu‖∞ + ‖∂tu‖∞.
If X is a Banach space, then the n-th Cartesian power Xn is considered a Banach
space with the norm
‖u‖Xn = max
i≤n
‖ui‖X .
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As usual, by L(X, Y ) we denote the space of linear bounded operators from a Banach
space X into a Banach space Y , and write L(X) for L(X,X).
Problem setting In the strip Π we consider the following decoupled non-autonomous
hyperbolic system:
∂tu+ a(x, t)∂xu+ bd(x, t)u = 0, (x, t) ∈ Π, (2.1)
and its perturbed version
∂tu+ a(x, t)∂xu+ (bd(x, t) + b˜(x, t))u = 0, (x, t) ∈ Π, (2.2)
where n ≥ 2, u = (u1, . . . , un) is a vector of real-valued functions, a = diag(a1, . . . , an)
and bd = diag(b1, . . . , bn) are diagonal matrices, and b˜ is an (n × n)-matrix with entries
b˜jk. The systems (2.1) and (2.2) will be endowed with the reflection boundary conditions
uj(0, t) =
m∑
k=1
pjkuk(1, t) +
n∑
k=m+1
pjkuk(0, t), 1 ≤ j ≤ m,
uj(1, t) =
m∑
k=1
pjkuk(1, t) +
n∑
k=m+1
pjkuk(0, t), m < j ≤ n,
(2.3)
where the integer m is fixed in the range 0 ≤ m ≤ n and the reflection coefficients pij are
real constants.
Suppose that
aj , bj, b˜jk ∈ BC
1(Π) for all j ≤ n (2.4)
and
inf
(x,t)∈Π
aj ≥ Λ0 for all j ≤ m and sup
(x,t)∈Π
aj ≤ −Λ0 for all j > m (2.5)
for some Λ0 > 0. Condition (2.5) ensures that the hyperbolic systems (2.1) and (2.2) are
non-degenerate and that all their characteristics are uniformly bounded in Π.
Given τ ∈ R, we also consider the initial conditions at t = τ , namely
u(x, τ) = ϕ(x), x ∈ [0, 1]. (2.6)
Set
Πτ = {(x, t) : 0 < x < 1, t > τ}.
We are interested in the long time behavior of solutions to the perturbed problem
(2.2), (2.6), (2.3) in Πτ , under the assumption that solutions to the unperturbed problem
(2.1), (2.6), (2.3) in Πτ stabilize to zero in a finite time. We will formulate our results
in terms of evolution families generated by the unperturbed and the perturbed problems;
this concept will be introduced below. In fact, we will prove the existence of an evolution
family for the general linear first order hyperbolic system
∂tu+ a(x, t)∂xu+ b(x, t)u = 0, (x, t) ∈ Π, (2.7)
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subjected to the boundary conditions (2.3). We assume that b is an (n× n)-matrix with
entries
bij ∈ BC
1(Π) for all i, j ≤ n. (2.8)
The well-posedness of the problem (2.7), (2.6), (2.3) in Πτ in the spaces of continuous
and continuously differentiable functions is investigated in [1, 15].
Characteristics and integral representation For given j ≤ n, x ∈ [0, 1], and t ∈ R,
the j-th characteristic of (2.7) passing through the point (x, t) is defined as the solution
ξ ∈ [0, 1] 7→ ωj(ξ, x, t) ∈ R to the initial value problem
∂ξωj(ξ, x, t) =
1
aj(ξ, ωj(ξ, x, t))
, ωj(x, x, t) = t. (2.9)
The assumption (2.5) implies that, if (x, t) ∈ Πτ , then the characteristic curve θ =
ωj(ξ, x, t) reaches the boundary of Πτ in two points with distinct ordinates. Let xj(x, t)
denote the abscissa of that point whose ordinate is smaller. The condition (2.5) ensures
that the value of xj(x, t) does not depend on x, t if t > τ +
1
Λ0
. Therefore, xj(x, t) in this
range takes on the constant value
xj =
{
0 if 1 ≤ j ≤ m,
1 if m < j ≤ n.
(2.10)
Let
cj(ξ, x, t) = exp
∫ ξ
x
(
bjj
aj
)
(η, ωj(η, x, t)) dη, dj(ξ, x, t) =
cj(ξ, x, t)
aj(ξ, ωj(ξ, x, t))
.
We define a linear bounded operator P ∈ L (BC(Π)n, BC(R)n) by
(Pu)j (t) =
m∑
k=1
pjkuk(1, t) +
n∑
k=m+1
pjkuk(0, t), j ≤ n. (2.11)
Straightforward calculations show that a C1-map u : Πτ → R
n is a solution to the
problem (2.7), (2.6), (2.3) if and only if it satisfies the following system of integral equa-
tions
uj(x, t) = (Qu)j (x, t)
−
∫ x
xj(x,t)
dj(ξ, x, t)
∑
k 6=j
bjk(ξ, ωj(ξ, x, t))uk(ξ, ωj(ξ, x, t))dξ, j ≤ n, (2.12)
where the affine operator Q is defined by
(Qu)j(x, t) =
{
cj(xj(x, t), x, t) (Pu)j (ωj(xj(x, t), x, t)) if xj(x, t) = 0 or xj(x, t) = 1
cj(xj(x, t), x, t)ϕj(xj(x, t)) if xj(x, t) ∈ (0, 1),
(2.13)
on a subset of C(Πτ )
n of functions satisfying the initial condition (2.6). A continuous
function u satisfying (2.12) in Πτ is called a continuous solution to (2.7), (2.6), (2.3).
5
Our results In Section 3 we prove that the problem (2.7), (2.6), (2.3), where τ ∈ R
is an arbitrary fixed initial time, generates an evolution family {U(t, τ)}t≥τ mapping an
initial function ϕ given at time τ into the solution U(t, τ)ϕ of the problem (2.7), (2.6),
(2.3) at time t. We now define this concept formally.
Definition 2.1 [27] A two-parameter family {U(t, τ)}t≥τ of linear bounded operators on
a Banach space X is called an evolution family if it satisfies the following properties:
• U(τ, τ) = I and U(t, s)U(s, τ) = U(t, τ) for all t ≥ s ≥ τ ;
• the map (t, τ) ∈ R2 → U(t, τ) ∈ L(X) is strongly continuous for all t ≥ τ .
Definition 2.2 [27] An evolution family {U(t, τ)}t≥τ on a Banach space X is called
exponentially bounded if there exist ω ∈ R and M = M(ω) ≥ 1 such that
‖U(t, τ)‖L(X) ≤Me
ω(t−τ) for all t ≥ τ.
An evolution family is uniformly exponentially stable if ω < 0.
We are now prepared to state our first result.
Theorem 2.3 Suppose that the coefficients in the system (2.7) fulfill the conditions (2.4),
(2.5), and (2.8). Then the problem (2.7), (2.3) generates an exponentially bounded evo-
lution family {U(t, τ)}t≥τ on the space L
2(0, 1)n.
Our second result, Theorem 2.5 below, states that the evolution family has a smoothing
property of the following kind.
Definition 2.4 Let Y →֒ Z be continuously embedded Banach spaces and, for each τ and
t ≥ τ , V (t, τ) ∈ L(Z). The two-parameter family {V (t, τ)}t≥τ is called smoothing from
Z to Y if there is T > 0 such that V (t, τ) ∈ L(Z, Y ) for all t ≥ τ + T .
From (2.12) and (2.13) it follows that, if the system (2.7) is decoupled (non-diagonal
elements of b vanish), then the continuous function u fulfilling the equation
u(x, t) = (Qu)(x, t)
is a continuous solution to the problem (2.7), (2.3), (2.6). Let us introduce a linear
bounded operator C ∈ L (BC(R)n, BC(Π)n) by
(Cv)j(x, t) = cj(xj , x, t)vj(ωj(xj, x, t)), j ≤ n,
where xj is given by (2.10). Therefore, every continuous solution to the decoupled problem
stabilizes to zero in a finite time d > 0 if and only if
there is k ∈ N such that (CP )ku ≡ 0 for all u ∈ C
(
Π
)n
. (2.14)
Moreover, due to (2.5), the time of extinction does not exceed k
Λ0
. The condition (2.14)
will be crucial for the following smoothing result, that will be proved in Section 4.3.
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Theorem 2.5 Assume that the coefficients aj, bjk, and pjk in (2.7) and (2.3) fulfill the
conditions (2.4), (2.5), (2.8), and (2.14). Moreover, assume that
for all 1 ≤ j 6= k ≤ n there exists βjk ∈ BC
1(Π) such that bjk = βjk(ak − aj). (2.15)
Then the evolution family {U(t, τ)}t≥τ generated by (2.7), (2.3) is smoothing from L
2 (0, 1)n
to C1([0, 1])n.
Corollary 2.6 Assume that the unperturbed problem (2.1), (2.3) fulfills the conditions
(2.4), (2.5), and (2.14). If b˜jj ≡ 0 and (2.15) is fulfilled with b˜jk in place of bjk, then the
evolution family {U˜(t, τ)}t≥τ generated by the perturbed problem (2.2), (2.3) is smoothing
from L2 (0, 1)n to C1([0, 1])n.
The proof of the corollary straightforwardly follows from Theorem 2.5 and the fact
that the condition (2.14) is stable with respect to perturbations b˜ of the matrix b such
that b˜jj ≡ 0.
In Section 5.2 we prove the main result stating that the evolution family of the per-
turbed problem (2.2), (2.3) is exponentially stable.
Theorem 2.7 Under the conditions (2.4), (2.5), (2.14) the following is true.
(ι) For any γ > 0 there exist ε > 0 and M = M(γ) ≥ 1 such that, whenever
maxj,k‖b˜jk‖∞ < ε, the evolution family {U˜(t, τ)}t≥τ generated by the perturbed problem
(2.2), (2.3) fulfills the bound∥∥∥U˜(t, τ)∥∥∥
L(L2(0,1)n)
≤Me−γ(t−τ) for t ≥ τ. (2.16)
(ιι) If b˜jj ≡ 0 and (2.15) is fulfilled with b˜jk in place of bjk, then for any γ > 0 there
exist ε > 0 and M1 = M1(γ) ≥ M such that, whenever maxj,k‖b˜jk‖1 < ε, the evolution
family {U˜(t, τ)}t≥τ fulfills the bound∥∥∥U˜(t, τ)∥∥∥
L(L2(0,1)n,C1([0,1])n)
≤M1e
−γ(t−τ) for t ≥ τ + T1 (2.17)
for some constant T1 > 0.
Remark 2.8 The assumption b˜jj ≡ 0 of Theorem 2.7 (ιι) can be dropped in some cases
(see Examples 3.4 and 3.5). However, we cannot avoid it in general (see Example 3.7).
The reason is that the condition (2.14), ensuring the smoothing property for the perturbed
problem, can be destroyed by perturbations b˜jj of bjj.
3 Examples and comments
3.1 Condition (2.15) is essential
The condition (2.15) is a kind of Levy condition for compensating weak hyperbolicity.
Let us show that it is crucial for the regularity result stated in Theorem 2.5.
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Example 3.1 Let ϕ : R → R be a continuous 1-periodic function which is continuously
differentiable on (0, 1). Consider the following problem in Π0:
∂tu1 + ∂xu1 = 0,
∂tu2 + ∂xu2 − u1 = 0,
(3.1)
u1(x, 0) = ϕ(x),
u2(x, 0) = xϕ(x),
(3.2)
u1(0, t) = u2(1, t),
u2(0, t) = 0.
(3.3)
This problem is a particular case of (2.7), (2.6), (2.3) and satisfies all assumptions of
Theorem 2.5 except (2.15). It is straightforward to check that
u1 = ϕ(x− t), u2 = xϕ(x− t)
is a continuous solution to the problem (3.1), (3.2), (3.3). One can easily see that this
solution is not continuously differentiable even if t is supposed to be large, since its
regularity does not exceed the regularity of the initial function ϕ(x) for any t. Thus, the
conclusion of Theorem 2.5 cannot be ensured without (2.15).
3.2 Theorem 2.7 is not true under “large” perturbations
Here we present simple examples showing that if the entries of the perturbation matrix b˜
are not small enough, then the statement of Theorem 2.7 about the exponential stability
of (2.2), (2.6), (2.3) fails.
Example 3.2 In Π0, let us consider the 2× 2-system
∂tu1 + ∂xu1 = νu2,
∂tu2 − ∂xu2 = 0
(3.4)
with the boundary conditions
u1(0, t) = 0, u2(1, t) = u1(1, t). (3.5)
Note that the unperturbed problem (when ν=0) is superstable. We now show that, if
ν > 1, then (3.4), (3.5) is not exponentially stable. To this end, consider the corresponding
spectral problem
λv1 + v
′
1 = νv2, λv2 − v
′
2 = 0, 0 < x < 1,
v1(0) = 0, v2(1) = v1(1),
(3.6)
with spectral parameter λ. All solutions are given by the formulas
v1(x, λ) = Ce
−λx + C1
ν
2λ
eλx, v2(x, λ) = C1e
λx.
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The boundary conditions imply that the problem (3.6) has a nonzero solution if and only
if the spectral parameter λ satisfies the characteristic equation
ν
2λ
(eλ − e−λ) = eλ, λ 6= 0.
Setting γ = 2λ, we get
ν
(
1− e−γ
)
= γ. (3.7)
If ν > 1, then this equation has a positive solution γ and, hence the spectral problem
(3.6) has a positive eigenvalue. Due to the spectral mapping theorem, the problem (3.4),
(3.5) for ν > 1 is not exponentially stable.
In [9] it is proved that, if |ν| < 1, then all non-zero solutions to (3.7) have negative
real parts uniformly separated from zero. This means that the problem (3.4), (3.5) is
exponentially stable for |ν| < 1.
Example 3.3 Now in Π0 we consider a 2 × 2-system with a diagonal lower-order part,
namely
∂tu1 + ∂xu1 + µu1 − νu2 = 0, ∂tu2 − ∂xu2 = 0, x ∈ (0, 1),
u1(0, t) = 0, u1(1, t) = u2(1, t),
(3.8)
where µ and ν are positive constants. The unperturbed problem (ν = 0) is superstable.
Our aim is to show that the smallness of ν required to ensure the exponential stability of
the problem (3.8) can be expressed in terms of the diagonal lower-order coefficient µ.
The corresponding eigenvalue problem reads
v′1 + (µ+ λ)v1 − νv2 = 0, v
′
2 − λv2 = 0, x ∈ (0, 1),
v1(0) = 0, v1(1)− v2(1) = 0,
(3.9)
where λ is a spectral parameter. The system (3.9) is equivalent to
v1(x) =
cν
2λ+ µ
(
eλx − e−(µ+λ)x
)
, v2(x) = ce
λx,
where
νe−µ−2λ = ν − 2λ− µ.
Here c = v2(0) is a nonzero complex constant. Setting z = 2λ, we come to the character-
istic quasipolynomial equation for z, namely
z + a+ be−z = 0, (3.10)
where a = µ − ν, b = νe−µ. This equation is in detail analyzed in [9] in the context of
asymptotic stability for ordinary differential equations with retarded arguments. Accord-
ingly to the results obtained in [9], if
ν <
µ
1 + e−µ
, (3.11)
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then the solutions to (3.10) have negative real parts, uniformly separated from zero.
Hence, the problem (3.8) is exponentially stable. Moreover, if
ν >
µ+ 1
1− e−µ
, (3.12)
then at least one solution to (3.10) has a positive real part, which implies that the problem
(3.8) for such µ and ν is not exponentially stable.
Note that the condition of smallness similar to (3.11) will naturally appear in the proof
of Theorem 2.7; cf. the equality (5.12).
3.3 Condition (2.14) appears in applications
It is worth to note that the condition (2.14) is fulfilled in many applications.
Example 3.4 The papers [34, 35] discuss catalytic processes in a chemical reactor. A
chemical reaction is of zero order if the reaction rate does not depend on the amount of
reactants. Such reactions are described by the following boundary value problem for a
2× 2-semilinear hyperbolic system in Π0:
β∂tΘ+ ∂xΘ = QKe
Θ − µ(Θ−Θr),
∂tΘr − ∂xΘr = µ(Θ−Θr),
Θ(0, t) = Θr(0, t),
Θr(1, t) = ϑ0,
(3.13)
where Θ denotes the temperature in the reactor and Θr the temperature in the refrigerator.
Moreover, β, µ, K, Q, and ϑ0 are positive constants characterizing a catalyst and a
reactant. It is supposed that the initial data Θ(x, 0) and Θr(x, 0) are given.
Linearization of the problem (3.13) at the stationary solution Θ0(x), Θr0(x), whose
existence is proved in [30, 34], is a boundary value problem with respect to u = Θ− Θ0
and v = Θr −Θr0, namely the system
β∂tu+ ∂xu = (QKe
Θ0 − µ)u+ µv,
∂tv − ∂xv = µ(u− v),
(3.14)
subjected to the boundary conditions
u(0, t) = v(0, t), v(1, t) = 0 (3.15)
and the initial conditions u(x, 0) = u0(x), v(x, 0) = v0(x).
Note that the system (3.14), (3.15) is a perturbation of the following superstable
system:
β∂tu+ ∂xu = QKe
Θ0u,
∂tv − ∂xv = 0,
u(0, t) = v(0, t),
v(1, t) = 0.
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The condition (2.14) is here fulfilled with k = 2, that is, (CP )2z = 0 for all z = (u, v) ∈
C(Π)2. Indeed,
(CPz)1(x, t) = e
∫ x
0
b11(η) dηv(0, t− βx),
(CPz)2(x, t) = 0,
((CP )2z)1(x, t) = e
∫ x
0
b11(η) dη+
∫
1
0
b22(η) dη v(1, t− βx− 1) = 0,
(3.16)
where b11(x) = QKe
Θ0(x) and b22(x) = 0.
From Theorem 2.7 (ι) it follows that, for sufficiently small µ, the evolution family
U(t, τ) generated by the linear problem (3.14), (3.15) is uniformly exponentially stable
in L2, with an exponential decay rate γ > 0. This means that the eigenvalues of the
corresponding eigenvalue problem have negative real parts uniformly separated from zero.
By the linearization principle for autonomous non-linear strictly hyperbolic systems in C1,
proved in [10], the corresponding C1-stationary solution to the nonlinear problem (3.13)
is exponentially stable in C1, with an exponential decay rate γ′ such that 0 < γ′ < γ.
On the other side, from the proof of Theorem 2.7 (ιι) one can easily see the following:
For sufficiently small µ, the problem (3.14), (3.15) is uniformly exponentially stable not
only in L2 but also in C1, despite b˜11 = b˜22 = µ 6= 0 (while in Theorem 2.7 (ιι) we have
b˜11 = b˜22 ≡ 0). Our argument works out because the condition (2.14), which entails
the smoothing property of the perturbed problem, is stable with respect to perturbations
of bjj, which entails the smoothing property of the perturbed operator (in general this
is not true, see Example 3.7 below). Indeed, the condition (2.14) for the perturbed
problem (3.14), (3.15) is fulfilled with k = 2, and the equalities (3.16) are true with
b11(x) = QKe
Θ0(x) − µ and b22(x) = −µ.
Example 3.5 A chemical reaction is of first order if the reaction rate depends linearly
on the concentration of reactants. In the presence of a catalyst and the internal heat ex-
change, first order reactions are described by the following initial-boundary value problem
in Π0 for a 3× 3-semilinear hyperbolic system:
β∂tΘ+ ∂xΘ = QKe
Θ(1− C)− µ(Θ−Θr),
∂tC + ∂xC = K(1− C)e
Θ,
∂tΘr − ∂xΘr = µ(Θ−Θr),
Θ(0, t) = Θr(0, t),
C(0, t) = 0,
Θr(1, t) = ϑ0,
(3.17)
where C is the concentration of the reactant. The initial data Θ(x, 0), C(x, 0), and
Θr(x, 0) are supposed to be given.
In [30, 34] it is proved that the problem has a stationary solution for certain pa-
rameters. Note that the linearization of (3.17) in a neighborhood of the stationary so-
lution Θ0(x), C0(x),Θr0(x) is a particular case of our problem. Indeed, with respect to
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u = Θ−Θ0, v = C − C0, and w = Θr −Θr0, it is represented by the system
β∂tu+ ∂xu = (QKe
Θ0(1− C0)− µ)u−QKe
Θ0v + µw,
∂tv + ∂xv = Ke
Θ0(1− C0)u−Ke
Θ0v,
∂tw − ∂xw = µ(u− w)
(3.18)
with the boundary conditions
u(0, t) = w(0, t), v(0, t) = 0, w(1, t) = 0 (3.19)
and the initial conditions u(x, 0) = u0(x), v(x, 0) = v0(x), w(x, 0) = w0(x).
Note that the system (3.18), (3.19) is a perturbation of a superstable system, namely
β∂tu+ ∂xu = 0,
∂tv + ∂xv = 0,
∂tw − ∂xw = 0,
u(0, t) = w(0, t),
v(0, t) = 0,
w(1, t) = 0.
Again, the condition (2.14) is fulfilled here with k = 2. Indeed,
(CPz)1(x, t) = e
∫ x
0
b11(η) dηw(0, t− βx),
(CPz)2(x, t) = (CPz)3(x, t) = 0,
((CP )2z)1(x, t) = e
∫ x
0
b11(η) dη+
∫ 1
0
b33(η) dη w(1, t− βx− 1) = 0,
(3.20)
where z = (u, v, w) and b11(x) = b33(x) ≡ 0.
Similarly to the previous example, the linear problem (3.18), (3.19) is uniformly ex-
ponentially stable in L2 for all sufficiently small µ and K. Moreover, the corresponding
C1-stationary solution to the nonlinear problem (3.17) is exponentially stable in C1.
The condition (2.14) is, again, stable with respect to perturbations of bjj. This follows
from the formulas (3.20) where for the perturbed problem (3.18), (3.19) we have b11(x) =
QKeΘ0(x)(1−C0(x))− µ and b33(x) = −µ. Using now the same argument as in Example
3.4, we conclude that for all sufficiently small µ and K the problem (3.18), (3.19) is
uniformly exponentially stable also in C1.
Example 3.6 Another example is given by the following nonlinear problem in Π0 that
comes from the boundary control theory [25]:
∂tu+ a1∂xu = b(x)u + c(x)v + uv,
∂tv − a2∂xv = (1− b(x))u+ (1− c(x))v − uv,
u(0, t) = 0,
v(1, t) = h(u(1, t), λ, ud),
where a1 > 0, a2 > 0, λ is a control parameter based on the boundary measurement
u(1, t), and ud denotes the desired level required for the signal output u(1, t). Again, the
linearization is covered by (2.7), (2.3) and fulfills (2.14) with k = 2.
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3.4 Our results apply to nonlinear problems
Note that in Examples 3.4–3.6 above we deal with nonlinear problems.
3.5 Condition (2.14) is in general not stable with respect to
perturbations of bjj
Example 3.7 Let us consider the superstable system perturbed in the diagonal lower
order part, namely
∂tu1 + ∂xu1 = 0, ∂tu2 + ∂xu2 = εu2, ∂tu3 − ∂xu3 = 0, (3.21)
and supplement it with the reflection boundary conditions
u1(0, t) = u3(0, t), u2(0, t) = u3(0, t), u3(1, t) = u1(1, t)− u2(1, t). (3.22)
One can easily check that for the unperturbed problem (ε = 0) the condition (2.14) is
fulfilled with k = 3, while for the perturbed problem (ε 6= 0) it is not fulfilled for any
k ∈ N. This follows from the following simple calculations:
(CPz)1(x, t) = u3(0, t− x),
(CPz)2(x, t) = e
εx(CPz)1(x, t),
(CPz)3(x, t) = u1(1, t+ x− 1)− u2(1, t+ x− 1),
((CP )2z)1(x, t) = u1(1, t− x− 1)− u2(1, t− x− 1),
((CP )2z)2(x, t) = e
εx((CP )2z)1(x, t),
((CP )2z)3(x, t) = (1− e
ε)u3(0, t+ x− 2),
((CP )3z)1(x, t) = (1− e
ε)u3(0, t− x− 2),
((CP )3z)2(x, t) = e
εx((CP )3z)1(x, t),
((CP )3z)3(x, t) = (1− e
ε)(u1(1, t+ x− 3)− u2(1, t+ x− 3)),
where z = (u1, u2, u3).
4 Evolution families
In this section for the problem (2.7), (2.6), (2.3) we prove the existence of an evolution
family on L2(0, 1)n and show that it is eventually differentiable. Existence of evolution
families on the spaces of continuous functions is a complicated question because one has
to take into account compatibility conditions between initial and boundary data. The
point is that the first order compatibility conditions depend on the coefficients of the
differential equations and are not the same for unperturbed and perturbed problems.
This complication can be avoided (and we will follow this way) working with evolution
operators defined on L2(0, 1)n, where the compatibility conditions do not play any role.
Nevertheless, the main result (Theorem 2.7 stating the exponential stability) will be
proved in both L2(0, 1)n and C1 ([0, 1])n-spaces. For the latter we will use the result in
L2(0, 1)n and the smoothing property of the evolution families in the sense of Definition
2.4.
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4.1 A priori estimates
The following results about existence and uniqueness of continuous and classical solutions
to the problem (2.7), (2.6), (2.3) readily follow from [15, 18].
Theorem 4.1 [15, 18] Suppose that the coefficients aj and bjj fulfill the conditions (2.4),
(2.5), and (2.8). Let τ ∈ R be arbitrary fixed. If ϕ ∈ C1([0, 1])n fulfills the zero order
compatibility conditions
ϕj(0) =
m∑
k=1
pjkϕk(1) +
n∑
k=m+1
pjkϕk(0), 1 ≤ j ≤ m,
ϕj(1) =
m∑
k=1
pjkϕk(1) +
n∑
k=m+1
pjkϕk(0), m < j ≤ n,
(4.1)
and the first order compatibility conditions
ψj(0) =
m∑
k=1
pjkψk(1) +
n∑
k=m+1
pjkψk(0), 1 ≤ j ≤ m,
ψj(1) =
m∑
k=1
pjkψk(1) +
n∑
k=m+1
pjkψk(0), m < j ≤ n,
(4.2)
where
ψ(x) = −(a(x, τ)∂x + b(x, τ))ϕ(x),
then in Πτ there exists a unique classical (continuously differentiable) solution u(x, t) to
the problem (2.7), (2.6), (2.3). Moreover, there are constants K1 ≥ 1 and ω1 > 0 not
depending on τ , t, and ϕ such that
‖u(·, t)‖C1([0,1])n ≤ K1e
ω1(t−τ)‖ϕ‖C1([0,1])n for t ≥ τ. (4.3)
Given c > 0, the constants K1 and ω1 can be chosen the same for all bjk such that
maxj,k‖bjk‖1 < c.
Lemma 4.2 If u(x, t) is a classical solution to the problem (2.7), (2.6), (2.3), then it
fulfills the estimate
‖u(·, t)‖L2(0,1)n ≤ K2e
ω2(t−τ)‖ϕ‖L2(0,1)n for t ≥ τ (4.4)
with some constants K2 ≥ 1 and ω2 > 0 not depending on τ , t, and ϕ.
Proof. The proof is based on the argument from [11] used to get a priori estimates
for initial-boundary value problems for first order hyperbolic systems, now for decoupled
boundary conditions. Let u = u(x, t) be a classical solution to the problem under consid-
eration. Take a scalar product of (2.7) with u and integrate the resulting system over the
rectangle Πtτ = {(x, θ) : 0 < x < 1, τ < θ < t}. We get∫ ∫
Πtτ
(
∂
∂θ
(u, u) +
∂
∂x
(au, u)
)
dxdθ =
∫ ∫
Πtτ
(−2(bu, u) + (axu, u)) dxdθ,
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where (·, ·) denotes the scalar product in Rn. Applying Green’s formula to the left hand
side, we obtain
‖u(·, t)‖2L2(0,1)n +
∫ t
τ
(
n∑
j=1
aj(1, θ)u
2
j(1, θ)−
n∑
j=1
aj(0, θ)u
2
j(0, θ)
)
dθ
= ‖ϕ‖2L2(0,1)n +
∫ ∫
Πtτ
(−2(bu, u) + (axu, u)) dxdθ.
(4.5)
Suppose first that the boundary conditions (2.3) are dissipative, i.e.
m∑
j=1
aj(1, t)u
2
j(1, t)−
n∑
j=m+1
aj(0, t)u
2
j(0, t)+
n∑
j=m+1
aj(1, t)(Pu)j(t)
2−
m∑
j=1
aj(0, t)(Pu)j(t)
2 ≥ 0.
(4.6)
Then from (4.5) we have
‖u(·, t)‖2L2(0,1)n ≤ ‖ϕ‖
2
L2(0,1)n +
∫ ∫
Πtτ
|((ax − 2b)u, u)| dxdθ
≤ ‖ϕ‖2L2(0,1)n + β
∫ t
τ
I(θ) dθ,
where I(t) = ‖u(·, t)‖2
L2(0,1)n =
∫ 1
0
(u, u) dx, β = nmaxi,j ‖(ax − 2b)ij‖∞, and (ax − 2b)ij ∈
BC(Π) are entries of the matrix ax−2b. Applying Gronwall’s argument to the inequality
I(t) ≤ ‖ϕ‖2L2(0,1)n + β
∫ t
τ
I(θ) dθ,
we come to the estimate ‖u(·, t)‖L2(0,1)n ≤ e
ω2(t−τ)‖ϕ‖L2(0,1)n with constant ω2 =
β
2
de-
pending on the coefficients of the system (2.7), (2.3) but not on ϕ.
To complete the proof, it remains to show that the inequality (4.6), supposed above,
causes no loss of generality. Let µi(x, t) be arbitrary smooth functions satisfying the
conditions
inf
Πτ
|µj| > 0, sup
Πτ
|µj| <∞ for all j ≤ n.
The change of each variable uj to vj = µjuj brings the system (2.7) to
∂tvj + aj(x, t)∂xvj −
∂tµj + aj(x, t)∂xµj
µj
vj +
n∑
k=1
bjk
µj
µk
vk = 0 (4.7)
and the boundary conditions (2.3) to
vj(0, t) =
m∑
k=1
pjk
µj(0, t)
µk(1, t)
vk(1, t) +
n∑
k=m+1
pjk
µj(0, t)
µk(0, t)
vk(0, t), 1 ≤ j ≤ m,
vj(1, t) =
m∑
k=1
pjk
µj(1, t)
µk(1, t)
vk(1, t) +
n∑
k=m+1
pjk
µj(1, t)
µk(0, t)
vk(0, t), m < j ≤ n.
(4.8)
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Note that the resulting system (4.7), (4.8) is of the type (2.7), (2.3), and the inequality
(4.6) for it reads
m∑
j=1
aj(1, t)v
2
j (1, t)−
n∑
j=m+1
aj(0, t)v
2
j (0, t)
+
n∑
j=m+1
aj(1, t)
[
n∑
k=m+1
pjk
µj(1, t)
µk(0, t)
vk(0, t) +
m∑
k=1
pjk
µj(1, t)
µk(1, t)
vk(1, t)
]2
−
m∑
j=1
aj(0, t)
[
n∑
k=m+1
pjk
µj(0, t)
µk(0, t)
vk(0, t) +
m∑
k=1
pjk
µj(0, t)
µk(1, t)
vk(1, t)
]2
≥ 0.
(4.9)
One can easily see that the functions µj can be chosen so that the left hand side of (4.9)
is a non-negative definite quadratic form with respect to vj(1, t), j ≤ m and vj(0, t),
m + 1 ≤ j ≤ n. Indeed, since aj > 0 for j ≤ m and aj < 0 for m + 1 ≤ j ≤ n by the
assumption (2.5), the first line of (4.9) is a positive definite quadratic form and the last
two lines are a non-negative definite quadratic form. Now we choose the functions µj so
that µj(0, t) for m + 1 ≤ j ≤ n and µj(1, t) for j ≤ m are so large, while µj(1, t) for
m+ 1 ≤ j ≤ n and µj(0, t) for j ≤ m are so small that the whole expression in (4.9) is a
non-negative definite quadratic form.
This completes the proof. 
4.2 Existence of evolution families (proof of Theorem 2.3)
Theorem 4.1 guarantees the existence and uniqueness of the classical solution to the
problem (2.7), (2.6), (2.3) for any τ ∈ R and any initial function ϕ ∈ C∞0 ([0, 1])
n. Fix
arbitrary τ ∈ R, ϕ ∈ L2(0, 1)n, and a sequence ϕl ∈ C∞0 ([0, 1])
n such that ϕl → ϕ in
L2(0, 1)n. Let ul denote the continuously differentiable solutions to the problem (2.7),
(2.6), (2.3) with ϕ(x) = ϕl(x). The bound (4.4) implies that
max
τ≤θ≤t
‖um(·, θ)− ul(·, θ)‖L2(0,1)n → 0 as m, l →∞
for each t > τ . It follows that, given t > τ , the sequence ul converges in C([τ, t], L2(0, 1))n.
Moreover, (4.4) ensures that the limit function u does not depend on the choice of ϕl.
Define U(t, τ)ϕ = u(·, t). Thus, U(t, τ)ϕ ∈ L2(0, 1)n for each t ≥ τ and ϕ ∈ L2(0, 1)n.
Since the classical solution to (2.7), (2.6), (2.3) is unique, the family {U(t, τ)}t≥τ fulfills
the first property in Definition 2.1. Moreover, the estimate (4.4) entails the exponential
bound
‖U(t, τ)‖L(L2([0,1])n) ≤ K2e
ω2(t−τ), t ≥ τ.
as well as the second property in Definition 2.1. More specifically, the strong continuity
of U(t, τ) in t (and similarly in τ) follows from the convergence
‖U(t, τ)ϕ− U(t˜, τ)ϕ‖L2(0,1)n = ‖(U(t, t˜)− I)U(t˜, τ)ϕ‖L2(0,1)n → 0 as t→ t˜ (t ≥ t˜ ≥ τ)
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for all ϕ ∈ L2(0, 1)n. To prove this convergence, it is sufficient to note that U(t˜, τ)ϕ ∈
L2(0, 1)n and to show that
‖U(t, τ)ϕ− ϕ‖L2(0,1)n → 0 as t→ τ (t ≥ τ) (4.10)
for all ϕ ∈ L2(0, 1)n. To this end, given ϕ ∈ L2(0, 1)n, take an arbitrary sequence
ϕl ∈ C∞0 ([0, 1])
n such that ϕl → ϕ in L2(0, 1)n as l →∞. Then
‖U(t, τ)ϕ− ϕ‖L2(0,1)n
≤ ‖U(t, τ)ϕ− U(t, τ)ϕl‖L2(0,1)n + ‖U(t, τ)ϕ
l − ϕl‖L2(0,1)n + ‖ϕ
l − ϕ‖L2(0,1)n .
As l → ∞, the first summand in the right-hand side tends to zero by (4.4). The second
summand tends to zero because U(t, τ)ϕl for each l is the classical solution. The third
one tends to zero by the choice of ϕl. This completes the proof of (4.10) and, therefore,
the strong continuity of U(t, τ) in t, as desired.
Therefore, {U(t, τ)}t≥τ determines an exponentially bounded evolution family gener-
ated by the problem (2.7), (2.6) in the sense of Definitions 2.1 and 2.2. Theorem 2.3 is
therewith proved.
This proof motivates the following definition of an L2-generalized solution to the prob-
lem (2.7), (2.6), (2.3).
Definition 4.3 Given ϕ ∈ L2(0, 1)n, let ϕl ∈ C∞0 ([0, 1])
n be an arbitrary fixed sequence
such that ϕl → ϕ in L2(0, 1)n. A function u ∈ C ([τ,∞), L2(0, 1))
n
is called an L2-
generalized solution to the problem (2.7), (2.6), (2.3) if the sequence of continuously
differentiable solutions ul(x, t) to the problem (2.7), (2.6), (2.3) with ϕ(x) = ϕl(x) fulfills
the convergence
‖u(·, θ)− ul(·, θ)‖L2(0,1)n →l→∞ 0,
uniformly in θ varying in the range τ ≤ θ ≤ t, for every t > τ .
4.3 Smoothing property
In this section we show that, under the conditions (2.14) and (2.15), the L2-generalized
solutions to (2.7), (2.6), (2.3) become continuous in a finite time. Furthermore, the time
at which the solutions reach the C-regularity does not exceed the value τ + T0 for a fixed
number T0 > 0, whatsoever the initial time τ ∈ R and the initial function ϕ ∈ L
2(0, 1)n.
Furthermore, the function u(x, t) = [U(t, τ)ϕ](x) satisfies the zero order compatibility
conditions at points (0, t) and (1, t). We summarize this in the following lemma. Let
Y0 denote the subspace of C([0, 1])
n of functions satisfying the zero-order compatibility
conditions (4.1).
Lemma 4.4 Suppose that the conditions (2.4), (2.5), (2.8), (2.14), (2.15) are fulfilled.
Then the evolution family {U(t, τ)}t≥τ generated by the problem (2.7), (2.3) is smoothing
from L2 (0, 1)n to Y0.
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The proof develops the ideas of [16, 17] where the smoothing property is proved from
Y0 to C
1, and it is shown that the solutions reach the Ck-regularity in a finite time for
each k. Here we extend the smoothing results to the case where the initial data are
L2-functions only.
Proof. From Theorem 2.3 it follows that for all τ ∈ R and ϕ ∈ L2(0, 1)n the problem
(2.7), (2.6), (2.3) has a unique L2-generalized solution u. Note that u ∈ C ([τ,∞), L2(0, 1))
n
.
It suffices to show that u ∈ C
(
Πτ+T0
)n
for some T0 > 0 not depending on τ and ϕ.
Fix an arbitrary τ ∈ R and ϕ ∈ L2(0, 1)n. Due to (2.14), we can fix d > 0 such
that
(
(CP )ku
)
(x, t) = 0 for all (x, t) ∈ Πτ+d. Fix an arbitrary sequence of functions
ϕl ∈ C∞0 ([0, 1])
n, l ∈ N, such that ϕl → ϕ in L2(0, 1)n. Let ul denote the classical
solutions to the problem (2.7), (2.6), (2.3) with ϕ(x) = ϕl(x). Due to the bound (4.4),
ul → u in C([τ, θ], L2(0, 1))n as l →∞ for any θ > τ . In order to prove the lemma, it is
sufficient to show that
ul converges in C
(
Π
τ+2d+α
τ+2d
)n
as l →∞,
for any α > 0. Here and below, given β and γ such that β < γ, we use the notation
Πγβ = Πβ \ Πγ.
Given α > 0, let a linear bounded operator D : C
(
Π
τ+2d+α
τ
)n
7→ C
(
Π
τ+2d+α
τ
)n
be
defined by the formula
(Dw)j (x, t) = −
∫ x
xj(x,t)
dj(ξ, x, t)
∑
k 6=j
bjk(ξ, ωj(ξ))wk(ξ, ωj(ξ)) dξ, j ≤ n, (4.11)
where the functions ωj(ξ, x, t) are given by (2.9). For simplicity, here and in what follows
we use the notation ωj(ξ) = ωj(ξ, x, t). Moreover, we drop the dependence of D on α, as
throughout the proof α is arbitrary fixed.
Accordingly to (2.12), the solution ul ∈ C1
(
Πτ
)n
satisfies the operator equation
ul = Qul +Dul. (4.12)
In particular,
ul|Πτ+d = CPu
l +Dul. (4.13)
Putting (4.13) into the first summand in (4.13), we get
ul|Πτ+d = (CP )
2ul + (I + CP )Dul.
Iterating this, that is, substituting (4.13) into the last equation once and once again, in
the k-th step we meet the property (2.14) and get the formula
ul|Πτ+d =
k−1∑
i=0
(CP )iDul. (4.14)
Since ul occurs in both sides of (4.14), this equation can be iterated. Note that D
operates with ul on a different (shifted) domain. Hence, such iteration is possible only on
a subdomain of Πτ+d. This is possible on Πτ+2d and, doing so, we obtain
ul|Πτ+2d =
k−1∑
i=0
(CP )iD
k−1∑
j=0
(CP )jDul =
k−1∑
i=0
(CP )iD
k−1∑
j=1
(CP )jDul +
k−1∑
i=0
(CP )iD2ul.(4.15)
We now have to prove that the right-hand side of (4.15) converges in C
(
Π
τ+2d+α
τ+2d
)n
as
l → ∞ for all α > 0. Fix an arbitrary α > 0. It suffices to show that
the sequences D(CP )iDul and D2ul converge in C
(
Π
τ+2d+α
τ+2d
)n
(4.16)
as l →∞ for all i = 0, 1, . . . , k − 1. The proof of (4.16) will be divided into two claims.
Claim 1. The sequence D2ul converges in C
(
Π
τ+2d+α
τ+2d
)n
as l → ∞. On the account
of (4.11), after changing the order of integration, we derive the following formula for[
D2ul
]
j
(x, t) on Π
τ+2d+α
τ+2d for each j ≤ n:
[
D2ul
]
j
(x, t) =
n∑
k 6=j
n∑
i 6=k
∫ x
xj
∫ x
η
djki(ξ, η, x, t)bjk(ξ, ωj(ξ))u
l
i(η, ωk(η, ξ, ωj(ξ)))dξdη,(4.17)
where xj is given by (2.10) and
djki(ξ, η, x, t) = dj(ξ, x, t)dk(η, ξ, ωj(ξ))bki(η, ωk(η, ξ, ωj(ξ))).
Note that, due to (2.15), given j ≤ n and k 6= j, the function bjk vanishes for those
ξ ∈ [0, 1] such that ak(ξ, ωj(ξ)) = aj(ξ, ωj(ξ)).
Now, for fixed k 6= j and η, let us change the variables
ξ 7→ θ = ωk(η, ξ, ωj(ξ)). (4.18)
Taking into account the equalities
∂xωj(ξ, x, t) = −
1
aj(x, t)
exp
∫ x
ξ
∂taj(η, ωj(η))
aj(η, ωj(η))2
dη,
∂tωj(ξ, x, t) = exp
∫ x
ξ
∂taj(η, ωj(η))
aj(η, ωj(η))2
dη,
from (4.18) we get
dθ = [∂2ωk(η, ξ, ωj(ξ)) + ∂3ωk(η, ξ, ωj(ξ))∂ξωj(ξ)] dξ
=
ak(ξ, ωj(ξ))− aj(ξ, ωj(ξ))
aj(ξ, ωj(ξ))ak(ξ, ωj(ξ))
∂3ωk(η, ξ, ωj(ξ)) dξ, (4.19)
where ∂i here and in what follows denotes the partial derivative with respect to the i-th
argument. It follows from (4.19) that (4.18) is non-degenerate for all ξ ∈ [0, 1] fulfilling
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the condition ak(ξ, ωj(ξ)) 6= aj(ξ, ωj(ξ)). Hence, for given η, θ, x, and t, there exists a
unique solution ξ = x˜(θ, η, x, t) to the equation ωk(ξ, η, θ) = ωj(ξ, x, t), and we have
ωk(x˜(θ, η, x, t), η, θ) = ωj(x˜(θ, η, x, t), x, t).
Changing the variables according to (4.18), we obtain∫ x
xj
∫ x
η
djki(ξ, η, x, t)bjk(ξ, ωj(ξ))u
l
i(η, ωk(η, ξ, ωj(ξ)))dξdη
=
∫ x
xj
∫ ωk(η,x,t)
ωj(η,x,t)
djki(x˜, η, x, t)βjk(x˜, ωj(x˜))
(akaj)(x˜, ωj(x˜))
∂3ωk(η, x˜, ωj(x˜))
uli(η, θ)dθdη, (4.20)
where βjk are continuous functions fulfilling (2.15). Note that βjk(x, t) are not uniquely
defined by (2.15) for (x, t) such that aj(x, t) = ak(x, t). Nevertheless, the left-hand side
and, hence, the right-hand side of (4.20) do not depend on the choice of βjk. This easily
follows from (2.15) and (4.19), entailing that bjk(ξ, ωj(ξ)) = 0 and dθ = 0 if aj(ξ, ωj(ξ)) =
ak(ξ, ωk(ξ)). Changing the order of integration in the right-hand side of (4.20), we rewrite
it as follows (where for definiteness we suppose that j, k ≤ m and ak < aj , hence ωj(ξ) <
ωk(ξ); the other cases are treated similarly):∫ ωk(0)
ωj(0)
∫ ω˜j(θ)
0
djki(x˜, η, x, t)βjk(x˜, ωj(x˜))
(akaj)(x˜, ωj(x˜))
∂3ωk(η, x˜, ωj(x˜))
uli(η, θ)dηdθ
+
∫ t
ωk(0)
∫ ω˜j(θ)
ω˜k(θ)
djki(x˜, η, x, t)βjk(x˜, ωj(x˜))
(akaj)(x˜, ωj(x˜))
∂3ωk(η, x˜, ωj(x˜))
uli(η, θ)dηdθ, (4.21)
where ω˜s(τ) = ω˜s(τ, x, t) denotes the inverse of the function from [0, 1] to R taking ξ to
τ = ωs(ξ, x, t). Note that the range of integration in θ in both integrals does not exceed d
in length. This follows from the fact that the time needed to reach the boundary x = 0
or x = 1 from any point (x, t) ∈ Π is not larger than d. The C
(
Π
τ+2d+α
τ+2d
)n
-norm of the
function (4.21) can be estimated from above by
2d max
x,ξ,η∈[0,1]
max
t,θ∈[τ,τ+2d+α]
∣∣∣∣djki(ξ, η, x, t))βjk(ξ, θ) (akaj) (ξ, θ)∂3ωk(η, ξ, θ)
∣∣∣∣ max
t∈[τ,τ+2d+α]
∫ 1
0
|uli(η, t)| dη
≤ K
∥∥uli∥∥C([τ,τ+2d+α],L2(0,1)) , (4.22)
where K > 0 is a constant that depends on the coefficients a and b but does not depend
on the function ul. Thus Claim 1 is proved.
Claim 2. The sequence DCPDul converges in C
(
Π
τ+2d+α
τ+2d
)n
as l →∞. We have
[DCPDul]j(x, t) =
=
n∑
k 6=j
∫ xj
x
dj(ξ, x, t)bjk(ξ, ωj(ξ))ck (xk, ξ, ωj(ξ))
(
PDul
)
k
(ωk(xk, ξ, ωj(ξ))) dξ
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=
n∑
k 6=j
∫ ωk(xk,xj ,ωj(xj))
ωk(xk)
djk(τ, x, t)βjk (xjk, ωj(xjk))
(akaj)(xjk, ωj(xjk))
∂3ωk(xk, xjk, ωj(xjk))
(
PDul
)
k
(τ) dτ
=
n∑
k 6=j
∫ ωk(xk,xj ,ωj(xj))
ωk(xk)
djk(τ, x, t)
(βjkakaj)(xjk, ωj(xjk))
∂3ωk(xk, xjk, ωj(xjk))
n∑
s=1
pks(Du
l)s(1− xs, τ) dτ
=
n∑
k 6=j
∫ ωk(xk,xj ,ωj(xj))
ωk(xk)
djk(τ, x, t)
(βjkakaj)(xjk, ωj(xjk))
∂3ωk(xk, xjk, ωj(xjk))
×
n∑
s=1
pks
∫ xs
1−xs
ds(ξ, 1− xs, τ)
∑
r 6=s
(bsru
l
r)(ξ, ωs(ξ, 1− xs, τ)) dξ dτ, (4.23)
where
djk(τ, x, t) = dj(xjk(τ, x, t), x, t)ck (xk, xjk(τ, x, t), ωj(xjk(τ, x, t)))
and xjk = xjk(τ, x, t) denotes the inverse map to ξ 7→ τ = ωk(xk, ξ, ωj(ξ)) for all ξ such
that ak(ξ, ωj(ξ)) 6= aj(ξ, ωj(ξ)).
Write
djksr(ξ, τ, x, t) = djk(τ, x, t)
(βjkakaj)(xjk, ωj(xjk))
∂3ωk(xk, xjk, ωj(xjk))
pksds(ξ, 1− xs, τ)bsr(ξ, ωs(ξ, 1− xs, τ)).
Further we proceed with an arbitrary fixed summand in the right-hand side of (4.23). For
definiteness, fix arbitrary k 6= j, s in the range m+1 ≤ s ≤ n, and r 6= s. After applying
Fubini’s theorem to the corresponding summand in (4.23), it reads∫ 1
0
∫ ωk(xk,xj ,ωj(xj))
ωk(xk)
djksr(ξ, τ, x, t)u
l
r(ξ, ωs(ξ, 0, τ)) dτ dξ (4.24)
=
∫ 1
0
∫ ωs(ξ,0,ωk(xk ,xj ,ωj(xj)))
ωs(ξ,0,ωk(xk))
djksr(ξ, ωs(0, ξ, θ), x, t)∂3ωs(0, ξ, θ)u
l
r(ξ, θ) dθ dξ.
Here we used the change of variables τ 7→ θ = ωs(ξ, 0, τ), that is, τ = ωs(0, ξ, θ). Since
|ωs(ξ, 0, ωk(xk))− ωs(ξ, 0, ωk(xk, xj , ωj(xj)))| ≤ 2d for all (x, t) ∈ Π,
the C
(
Π
τ+2d+α
τ+2d
)n
-norm of the right-hand side of (4.24) can be estimated from above by
2d max
x,ξ∈[0,1]
max
t,θ∈R
|djksr(ξ, ωs(0, ξ, θ), x, t)∂3ωs(0, ξ, θ)| max
θ∈[τ,τ+2d+α]
∫ 1
0
|ulr(ξ, θ)| dξ
≤ K
∥∥ulr∥∥C([τ,τ+2d+α],L2(0,1)) , (4.25)
where K is a constant independent of ulr. This implies the desired convergence for each
summand in (4.23) and, therefore, for the whole
[
DCPDul
]
(x, t). This completes the
proof of Claim 2.
The proof of (4.16) for
[
D(CP )iDul
]
(x, t) with i = 2, . . . , k− 1 follows the same line,
since the operator CP is bounded. It follows that any L2-generalized solution u to the
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problem under consideration is a continuous function for all t ≥ τ + T0, where T0 = 2d.
Furthermore, the estimates (4.22) and (4.25) imply that
‖u‖
C
(
Π
τ+T0+α
τ+T0
)n ≤ K ‖u‖C([τ,τ+T0+α],L2(0,1))n ,
where K is a constant depending on α, a and b but not on τ . Using additionally the
estimate (4.4), we come to the inequality
sup
τ+T0≤t≤τ+T0+α
‖U(t, τ)ϕ‖C([0,1])n ≤ K‖ϕ‖L2(0,1)n , t, τ ∈ R,
where K is a constant independent of ϕ. Note that, given c > 0, the constant K can
be chosen the same for all bjk such that maxj,k‖bjk‖1 < c. The proof of the lemma is
complete. 
The following smoothing result is proved in [17, Theorem 2.7].
Lemma 4.5 [17] Suppose that the conditions (2.4), (2.5), (2.8), (2.14), (2.15) are ful-
filled. Then the evolution family {U(t, τ)}t≥τ generated by the problem (2.7), (2.3) is
smoothing from Y0 to C
1 ([0, 1])n.
Theorem 2.5 follows from Lemmas 4.4 and 4.5. The smoothing time T , after which
the L2-generalized solution to the problem (2.7), (2.3), (2.6) becomes C1-smooth is equal
to T0 + T1, where T0 is the smoothing time from L
2- to C-regularity ensured by Lemma
4.4 and T1 is the smoothing time from C- to C
1-regularity ensured by [17, Theorem 2.7].
Furthermore, for given ϕ ∈ L2(0, 1)n and α > 0, the following bound is fulfilled:
sup
τ+T≤t≤τ+T+α
‖U(t, τ)ϕ‖C1([0,1])n ≤ K‖ϕ‖L2(0,1)n , t, τ ∈ R, (4.26)
where K is a constant that depends on α, a, b and pjk (j, k ≤ n) but not on τ and
ϕ. Moreover, given c > 0, the constant K can be chosen the same for all bjk such that
maxj,k‖bjk‖1 < c.
5 Proof of the perturbation theorem
5.1 Abstract setting
Let us write down the unperturbed and the perturbed problems (2.1), (2.6), (2.3) and
(2.2), (2.6), (2.3), respectively, in the form of abstract evolution equations in the Hilbert
space L2(0, 1)n. To this end, denote v(t) = (u1(0, t), . . . um(0, t), um+1(1, t), . . . un(1, t))
and one-parameter families of operators A(t) and B(t) from L2(0, 1)n to L2(0, 1)n for each
t ∈ R, defined by
(A(t)u) (x) =
(
−a(x, t)
∂
∂x
− bd(x, t)
)
u,
(B(t)u) (x) =
(
−b˜(x, t)
)
u,
(5.1)
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where the domains of definition are given by
D(A(t)) = {u ∈ L2(0, 1)n : ∂xu ∈ L
2(0, 1)n, v(t) = (Pu)(t)},
D(B(t)) = L2(0, 1)n,
for the operator P given by (2.11). Note that D(A(t) +B(t)) = D(A(t)).
In this notation, the unperturbed problem (2.1), (2.6), (2.3) reads
d
dt
u = A(t)u, u(τ) = ϕ ∈ L2(0, 1)n, (5.2)
while the perturbed problem (2.2), (2.6), (2.3) reads
d
dt
u = (A(t) +B(t))u, u(τ) = ϕ ∈ L2(0, 1)n. (5.3)
Accordingly to the above notation, {U(t, τ)}t≥τ and {U˜(t, τ)}t≥τ will denote evolution
families on L2(0, 1)n generated by the problems (5.2) and (5.3), respectively.
5.2 Proof of Theorem 2.7
Part (ι) Consider the abstract formulations (5.2) and (5.3) of the unperturbed and
perturbed problems (2.1), (2.6), (2.3) and (2.2), (2.6), (2.3), respectively. By Theo-
rem 2.3, the problems (5.2) and (5.3) generate exponentially bounded evolution families
{U(t, τ)}t≥τ and {U˜(t, τ)}t≥τ , respectively. The condition (2.14) implies that
U(t, τ)ϕ = 0 for all t ≥ τ + d and ϕ ∈ L2(0, 1)n. (5.4)
Set
β = max
j,k
‖b˜jk‖∞.
By Lemma (4.2), we have bounds
sup
0≤t−τ≤d
‖U(t, τ)‖L(L2(0,1)n) ≤ CU , sup
0≤t−τ≤d
‖U˜(t, τ)‖L(L2(0,1)n) ≤ CU˜ (5.5)
for some positive constants CU and CU˜ not depending on τ .
Fix τ ∈ R and ϕ ∈ C∞0 ([0, 1])
n. Then U(t, τ)ϕ and U˜(t, τ)ϕ are classical solutions
to the problems (5.2) and (5.3), respectively. This allows us to apply the variation of
constants formula (see, e.g. [27]), which gives us the equation
U˜(t, τ)ϕ = U(t, τ)ϕ +
∫ t
τ
U(t, s)B(s)U˜(s, τ)ϕds for t ≥ τ, (5.6)
where B(t) is determined by (5.1). Our aim is to prove the bound (2.16). For t > τ + d,
the formula (5.6) reads
U˜(t, τ)ϕ = U(t, τ)ϕ +
∫ t−d
τ
U(t, s)B(s)U˜(s, τ)ϕds+
∫ t
t−d
U(t, s)B(s)U˜(s, τ)ϕds.
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By (5.4), the first two summands in the right-hand side vanish, and we get
U˜(t, τ)ϕ =
∫ t
t−d
U(t, s)B(s)U˜(s, τ)ϕds for t > τ + d. (5.7)
Write Z(t) = ‖U˜(t, τ)ϕ‖L2(0,1)n . Due to (5.5) and (5.7),
Z(t) ≤ CU˜‖ϕ‖L2(0,1)n for τ ≤ t ≤ τ + d, (5.8)
Z(t) ≤ CUβ
∫ t
t−d
Z(s)ds for τ + d < t. (5.9)
Lemma 5.1 Suppose that the function Z(t) fulfills the estimates (5.8), (5.9). Then for
any γ > 0 there exists ε > 0 such that
Z(t) ≤Me−γ(t−τ)‖ϕ‖L2(0,1)n for t ≥ τ, (5.10)
for all β ∈ (0, ε), where M = CU˜e
(γ+CU ε)d.
Proof. Fix an arbitrary γ > 0. If τ < t ≤ τ + d, then the desired estimate (5.10)
follows from (5.8). Indeed,
Z(t) ≤ CU˜‖ϕ‖L2(0,1)n = CU˜e
γ(t−τ)e−γ(t−τ)‖ϕ‖L2(0,1)n ≤Me
−γ(t−τ)‖ϕ‖L2(0,1)n
for 0 < t− τ ≤ d.
If τ + d < t ≤ τ + 2d, then τ < t− d ≤ τ + d < t and, due to (5.8) and (5.9),
Z(t) ≤ CUβ
∫ t
t−d
Z(s)ds = CUβ
[∫ τ+d
t−d
Z(s)ds+
∫ t
τ+d
Z(s)ds
]
≤ CUβ
[
CU˜d‖ϕ‖L2(0,1)n +
∫ t
τ+d
Z(s)ds
]
≤ CUCU˜βd‖ϕ‖L2(0,1)n + CUβ
∫ t
τ+d
Z(s)ds.
By Gronwall’s argument, we obtain
Z(t) ≤ CUCU˜βde
CUβ(t−τ−d)‖ϕ‖L2(0,1)n for d < t− τ ≤ 2d. (5.11)
If τ + 2d < t ≤ τ + 3d, then τ + d < t− d ≤ τ + 2d < t and, on the account of (5.9)
and (5.11), we come to the inequality
Z(t) ≤ CUβ
∫ t
t−d
Z(s)ds = CUβ
[∫ τ+2d
t−d
Z(s)ds+
∫ t
τ+2d
Z(s)ds
]
≤ CU˜(CUβd)
2eCUβd‖ϕ‖L2(0,1)n + CUβ
∫ t
τ+2d
Z(s)ds.
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Again, the Gronwall’s argument gives
Z(t) ≤ CU˜(CUβd)
2eCUβ(t−τ−d)‖ϕ‖L2(0,1)n for 2d < t− τ ≤ 3d.
Proceeding further by induction, on the k-th step we obtain an estimate for the func-
tion Z(t), namely
Z(t) ≤ CU˜(CUβd)
keCUβ(t−τ−d)‖ϕ‖L2(0,1)n for kd < t− τ ≤ (k + 1)d.
Fix ε to fulfill the equality
1
d
log(CUεd) + CUε = −γ. (5.12)
Note that log(CUεd) < 0. Since t− τ − d ≤ kd and β < ε, we get
Z(t) ≤ CU˜e
kd 1
d
log(CU εd)+CU ε(t−τ)‖ϕ‖L2(0,1)n
≤ CU˜e
(t−τ−d) 1
d
log(CU εd)+CUε(t−τ)‖ϕ‖L2(0,1)n
= CU˜e
− log(CU εd)e−γ(t−τ)‖ϕ‖L2(0,1)n
= CU˜e
(γ+CU ε)de−γ(t−τ)‖ϕ‖L2(0,1)n for kd < t− τ ≤ (k + 1)d,
where the last equality holds by (5.12). Since k ∈ N is arbitrary, the estimate (5.10)
follows. The proof of the lemma is complete. 
Lemma 5.1 gives the estimate
‖U˜(t, τ)ϕ‖L2(0,1)n ≤Me
−γ(t−τ)‖ϕ‖L2(0,1)n for t ≥ τ,
for all ϕ ∈ C∞0 ([0, 1])
n. Since the space C∞0 ([0, 1])
n is dense in L2(0, 1)n, the same estimate
is true for all ϕ ∈ L2(0, 1)n. This entails (2.16), as desired. The proof of part (ι) is
complete.
Part (ιι) Fix an arbitrary γ > 0. Let ε be a positive real satisfying the estimate (2.16)
for all b˜jk such that maxj,k‖b˜jk‖∞ < ε.
Recall that all assumptions of Theorem 2.5 are stable with respect to certain pertur-
bations of bjk. Specifically, the condition (2.14) is stable, because it depends only on the
diagonal part of b, while the perturbations involve only the non-diagonal part of b. The
condition (2.15) is true by the corresponding assumption of Theorem 2.7 (ιι).
Therefore, by Theorem 2.5, U˜(t, τ) is smoothing from L2(0, 1)n to C1([0, 1])n. More
specifically, for any ϕ ∈ L2(0, 1)n the function U˜(t, τ)ϕ belongs to C1([0, 1])n whenever
t ≥ τ + T for some T > 0. Furthermore, the estimate (4.26) implies that
‖U˜(τ + T, τ)ϕ‖C1([0,1])n ≤ K0‖ϕ‖L2(0,1)n for all τ ∈ R (5.13)
for some K0 ≥ 1 not depending on ϕ and τ . Moreover, the constant K0 can be chosen
the same for all b˜jk such that maxj,k‖b˜jk‖1 < ε.
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Suppose that ϕ ∈ C1([0, 1])n satisfies the zero-order and the first-order compatibility
conditions (4.1) and (4.2) for the perturbed problem (5.3). By Theorem 4.1, we have
‖U˜(t, τ)ϕ‖C1([0,1])n ≤ KT‖ϕ‖C1([0,1])n for all τ ≤ t ≤ τ + 2T, (5.14)
where KT = K1e
2Tω1 > 1 for the constants K1 and ω1 as in (4.3). Again, the constant K1
and, hence KT can be chosen the same for all b˜jk such that maxj,k‖b˜jk‖1 < ε.
Fix an arbitrary τ ∈ R. To prove the estimate (2.17), it suffices to show that
‖U˜(t, τ)ϕ‖C1([0,1])n ≤ M1e
−γ(t−τ)‖ϕ‖L2(0,1)n for all t ≥ τ + 2T
for all ϕ ∈ L2(0, 1)n and some M1 ≥M , where M fulfills (2.16).
If t ≥ τ + 2T , then there is k ≥ 2 such that τ + kT ≤ t < τ + (k + 1)T. Then
t− τ − (k − 1)T ≤ 2T. Taking (5.14) into account, we see that
‖U˜(t, τ)ϕ‖C1([0,1])n = ‖U˜(t, τ + (k − 1)T )U˜(τ + (k − 1)T, τ)ϕ‖C1([0,1])n
≤ KT‖U˜(τ + (k − 1)T, τ)ϕ‖C1([0,1])n .
(5.15)
The estimates (5.13) and (2.16) imply that for k ≥ 2
‖U˜(τ + (k − 1)T, τ)ϕ‖C1([0,1])n
= ‖U˜(τ + (k − 1)T, τ + (k − 2)T )U˜(τ + (k − 2)T, τ)ϕ‖C1([0,1])n
≤ K0‖U˜(τ + (k − 2)T, τ)ϕ‖L2(0,1)n
≤ K0Me
−γ(k−2)T ‖ϕ‖L2(0,1)n .
(5.16)
Finally, combining the estimates (5.15) and (5.16), we get
‖U˜(t, τ)ϕ‖C1([0,1])n ≤ KTK0Me
−γ(k−2)T ‖ϕ‖L2(0,1)n = KTK0Me
3γT e−γ(k+1)T ‖ϕ‖L2(0,1)n
≤ M1e
−γ(t−τ)‖ϕ‖L2(0,1)n ,
where M1 = KTK0Me
3γT > M and t ≥ τ + 2T .
The proof of part (ιι) of Theorem 2.7 is complete.
(
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