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0. INTRODUCTION 
A common problem in classical optimization theory is the following. Let 
the real valued functionsf(x), g,(x), i = 1, 2, **., r, and hj(x),j = 1, 2, *-*, s, 
all belong to the class Cl(O), where 0 is an open set in En. We assume that 
gradgd.4 # 0, x E 0, i = 1, 2, **a, r, (O-1) 
and 
grad h(x) # 0, XEO, j = 1, 2, ***, S. W) 
Consider the subset G C 0 which is given by 
G = {x E 0 1 g,(x) < 0, i = 1,2, **a, Y, h&c) = 0,j = 1,2, .+-, s}. (0.3) 
We will assume that G is nonempty. Let 9 be a point in G. It is desired to 
find conditions which must of necessity be satisfied if there is to be an open 
subset 0, C 0 such that 2 E 0, and 
f(x) G fm XE(O~ n G). (0.4) 
Under certain natural conditions on the vector functions grad gi(x), 
i = 1, 2, *.*, r, and grad hi(x), j = 1, 2, *.., S, the Kuhn-Tucker theory [l] 
provides the desired necessary conditions. According to this theory there 
are non-negative real numbers 01~ , aa , e-e, 01~ and real numbers X, , X, , **a, h, 
such that 
gradf(Z) = 2 01~ gradgi(x) + 2 hi grad hi(x). 
i=l i=l 
(0.5) 
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If any of the constraints gi(x) < 0 are satisfied at 4 with the strict inequality 
holding, i.e., gi(a) < 0, then the corresponding oli is zero. We remark that 
when r = 0 this is the familiar result concerning Lagrange multipliers. 
To give an idea of when the Kuhn-Tucker necessary conditions do not 
hold, we ask the reader to consider in E2 the problem wherein 
f(X1 9 x2) = Xl, &l> x2) = Xl3 -x2 > 
g,(x, 9 x2) = x2 + X13. (04 
A thorough treatment of this question is given in [2]. 
The purpose of this paper is to develop an analogous theory for a function 
f(z) defined on an infinite dimensional space. Also, we will permit the set 
of constraints to have infinitely many members as well. This latter feature 
distinguishes our results from results already available. (See, e.g., [3] and [4].) 
This paper will conclude with an application of our theory to a problem of 
optimal control. The results which we will obtain for this optimal control 
problem are analogous to those obtained by Rosen in [5] for the corresponding 
discrete problem by use of the finite dimensional Kuhn-Tucker theory. 
They agree with, but are somewhat weaker than, results obtained by Neustadt 
in [6] and stated earlier by Chang [7]. Th e reader is also referred to the work 
of Gamkrelidze in [8]. 
1. OPTIMIZATION IN A LINEAR TOPOLOGICAL SPACE 
Let X denote a linear topological space, not necessarily finite dimensional, 
over the field R of real numbers. Corresponding to X are the spaces Xt 
and X* which are, respectively, the space of all linear functionals defined 
on X and the space of all continuous linear functionals defined on X. 
Let f(x) be a real valued function which is defined and continuous on an 
open set 0 C X. We will say thatf(x) p assesses a gradient at the point x0 E 0 
if there is a continuous linear functional 6tz0) f E X* such that for all x: E X 
If this limit is uniform with respect to all x in some neighborhood of x = x0, 
Sfz,) f is the Frechet derivative off(x) at x = x0 . 
Let A and B be certain index sets, not necessarily finite, and for each 
a 6 4 B E B, letg&), &4x) b e continuous, real valued functions defined on 0. 
We will assume that gal(x) and h,(x) possess gradients 6(,)g, , 6&zP , which 
do not vanish for x E 0. 
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Let G be the subset of 0 defined by 
G = (x E 0 1 gJx> < 0, a E A, h,(x) = 0, ,B E B). (1.2) 
We will say that .f(x) assumes a relative maximum at f for x E G if there is 
an open subset 0, C 0 such that 2 E 0, n G and 
f(x) G fc% XELO~C-IG. U-3) 
Let GE X+. The positive half space for / is the subset C+ C X, which is 
given by 
e+ = {x E x It?(x) > O}. (1.4) 
We will take L to be the subset of X* which consists of the following linear 
functionals: 
We will say that G is linearly approximable at 2 if whenever x1 E X is such 
that there is an open set 0, containing the point x1 with the property 
x E 0, =s (3.q > O(0 < E < cl 3 f + EX $ G)) (l-6) 
then 
x1 E (J r!+. 
GEL 
(1.7) 
The reader may wish to note how the problem (0.6) involves a set G which is 
not linearly approximable at (x1 , x2) =(0, 0). 
THEOREM 1. If f (x) possesses a relative maximum at 4 for x E G and has a 
gradient 8~;) fat 2 and if G is linearly approximable at 2, then 
PROOF. Suppose x1 E (St,, f)+. Then, since St,, f is a continuous linear 
functional on X, there is an open set 0, containing the point x1 such that 
0r Z (6,,, f )+. Then, using (l.l), we see that for each x E 0, there is an 
E% > 0 such that 
f@ + 4 >f@.)t 0 < E < -5%. U-9) 
Hence for each x E 8, 
5 + EX 6 G, 0 < E < El. (1.10) 
Since G is linearly approximable at 4 we conclude that x1 E UGEL /+ (see (1.7)) 
and the proof is complete. 
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2. THE KUHN-TUCKER CONDITIONS IN BANACH SPACE 
Theorem 1 of the preceding section gives the necessary conditions for 
relative maximality in terms of certain subsets of X. For the case wherein X 
is a Banach space, the next theorem restates these conditions in terms of 
linear functionals in X*. The proof of this theorem will employ several 
results from functional analysis. These results may be found in Chapter V 
of [9]. 
A subset P of a linear topological space X is called a cone if: (i) x1 E P 
and x2 E P + x1 + xa E P; (ii) x E P, Y E R and Y > 0 => rx E P. 
We have mentioned in connection with the linear topological space X the 
space Xt of all linear functionals on X. A subspace X C Xt is said to be 
total if 
(x E X and (5(x) = 0 for each P E X)) 3 x = 0. (2.1) 
Let X be a linear topological space and 2 a total subspace of Xt. Then the 
X topology of X is the topology obtained by taking as base all sets of the form 
N(xo , M, 6) = {x 1 1 2(x) - 2(x(J) 1 < E, x” E M}, XCIEX, (2.2) 
where M is a finite subset of X and E > 0. 
There is a natural isometric isomorphism which carries a Banach space X 
into a subspace X C X **. We have x -+ 5, where 
2(x*) = x*(x), x* E x*. (2.3) 
It is easy to verify that X is a total subspace of linear functionals on X*. 
The 8 topology of X*, because of the isomorphism just noted, is called the 
X topology (weak* topology) of X*. 
THEOREM 2. Let X be a Banach space and Sf an element of X*. Let L 
be a subset of X*. Then the inclusion 
(2.4) 
implies 
Sf EP, (2.5) 
where P is the smallest cone in X* which contains L and is closed in the X topo- 
logy of x*. 
PROOF. Suppose Sf $ P while (2.4) holds. Since X is a total subspace of 
linear functionals on X*, it can be shown [9] that X* is a locally convex linear 
topological space in its X topology. 
Then {Sf} and P are disjoint closed convex subsets of the locally convex 
linear topological space X* and {Sf) is compact. Then [9] there are real 
409/15/2-S 
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numbers c and E, E > 0, and a continuous linear functional y defined on X* 
such that for any x* E P 
9(x*) d c - E < c < #f). (2.6) 
Now, since 0 E P, c - E > 0. On the other hand, if there were an x* E P 
such that v(x*) > 0, since Y E R, r > 0 implies rP c P, we would have T 
unbounded on P. Hence c - E < 0. Thus c = E and 
9)(x*> < 0 < E < #f), x*EP. (2.7) 
Now the linear functionals which are continuous on X* in its X topology are 
precisely those in 8. Hence (2.7) implies (using (2.3)) that there is an x E X 
such that 
x*(x) d 0 < E ,( Sf(x), x*EP. (2.8) 
But then, since L C P, the inclusion (2.4) is impossible. Hence we must have 
Sf E P and the proof is complete. 
COROLLARY 2A. If X is a Banach space and the hypotheses of Theorem 1 
are valid, then 
%,,f EP> (2.9) 
where P is the smallest cone in X* which contains L and is closed in the X topo- 
logy of x*. 
COROLLARY 2B. If X is a Hilbert space (so that X = X*) and the hypo- 
theses of Theorem 1 are valid, then we have (2.9) and P is the smallest closed 
cone in X which contains L. 
If one takes X = En and the sets A and B of (1.2) are finite, Corollary 2B 
readily yields the Kuhn-Tucker necessary conditions for relative maximality 
stated in Section 0. Thus Theorem 2 and its Corollaries are indeed a gene- 
ralization of the Kuhn-Tucker theory to infinite dimensional spaces and to 
the case of infinitely many constraints. 
The rest of this paper will be devoted to the use of Theorem 2 and Corol- 
lary 2A in optimal control theory. This example will serve to illustrate both 
the usefulness and limitations of our theory. 
3. A PROBLEM IN OPTIMAL CONTROL THEORY 
Let us consider a system of ordinary differential equations 
ff =f(x, u), (kg), (3.1) 
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where x and u are n and m dimensional vectors, respectively. We will assume 
that 
f(x, 4 E qa 63 an), (3.2) 
where D, and D,,, are certain open subsets of En and Em, respectively. 
Let Z and Sz be closed subsets of D,, and D, , respectively. We will assume 
that there are scalar functions a,(x), us(x), a.*, u,.(x) and wr(u), wa(u), **a, us(u), 
all in Cl(D,) or Cl(D,) as the case may be. We assume the gradients of these 
functions do not vanish in the domain of definition. Moreover, .Z and 52 are 
given by 
Z={x~D~~u~(~)~O,i=1,2;~~r}, (3.3) 
Q={uED,,,~w~(x)<O,~=~,~,*~*,~}. (3.4) 
Finally, we assume that Q is compact. 
Let x0 and x1 be points of Z. We shall call them the initial and terminal 
points, respectively. 
A pair of functions (x, U) where x is an n-dimensional absolutely continuous 
vector function and u is an m-dimensional bounded measurable function, 
both defined on [0, T], will be called admissible if: (i) x and II together 
satisfy (3.1) almost everywhere in [0, T]; (ii) x(t) E Z and u(t) E Q for 
2 E [0, T]; (iii) x(0) = x,, and x(T) = x1 . The set of admissible pairs (x, U) 
will be denoted by A. 
Let c(x, U) E C1(Dn @I D,) be a scalar function. For an admissible pair 
(x, u) we set 
C(x, 24) = jTc(x(t), u(t)) cit. (3.5) 
0 
The optimization problem is this: determine a pair (a, r2) E A such that 
The conditions under which such a pair (a, 22) exists are well known and will 
not concern us in this paper. 
Let X be the space of all continuous n-vector functions defined on [0, 2’1. 
Supplied with the norm 
II x II = $kJ] II x(t) lln > (11 /IA = Euclidean norm in En), (3.7) 
X becomes a Banach space. Further, let U be the Banach space of all measu- 
rable m-vector functions which are defined and bounded on [0, T] with the 
norm 
(3.8) 
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The space with which we shall be concerned is the Banach space X @ ci 
given by 
X@ U={(x,u)/x~Xandu~U} (3.9) 
with the norm 
II (x, 4 II = II x II + II u /I * (3.10) 
We may now consider C(x, U) to be a function defined on the open subset 
0 C X @ U given by 
0 = {x, u 1 x(t) E D, and u(t) E D, , t E [0, T]}, (3.11) 
the definition being the same as that given for (x, U) E A in (3.5). It is clear 
that C(x, U) is continuous on B. 
4. VERIFICATION OF HYPOTHESES 
It is apparent now that the optimization problem has become: minimize 
C(x, u) for (x, U) E 0 and obeying the requirement that (x, U) be admissible. 
The admissibility requirements serve as constraints here. It is therefore 
plausible that the results of Section 2 will apply to our problem. First, 
however, we must verify that all of the hypotheses of the theorems on the 
extended Kuhn-Tucker conditions are satisfied in this case. 
Let us assume that (i, zi) E 0 is a solution of the optimization problem posed 
above. We first note that since c(x, U) E P(D, @ D,), C(x, u) possesses a 
gradient 6C at (a, 22) (for simplicity we write SC instead of 60,,,C), which 
is given by 
(4.1) 
The partial derivatives &z/ax and &z/au are, of course, evaluated at the point 
@(t), G(t)). 
We shall now turn to the constraints imposed upon our problem by the 
admissibility conditions. From (3.3) we see that the state constraints are 
%(x(t)) < 0, t E [O, q i = 1, 2, em*, r. (4.2) 
Now (4.2) represents an infinite number of constraints on the point x in the 
Banach space X. Let 
~ti(4 = d4th t E [Oo, q i = 1, 2, *me, r, (4.3) 
and (4.2) becomes 
u&) < 0, t E [O, q, i = 1, 2, a**, Y. (4.4) 
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It is clear that each uti is a continuous function on 0. At (2, a) it has the 
gradient 
6ati = grad ui($(t)). (4.5) 
For each t E [0, T] and each positive number p < T set 
%&> = J 44)) ds, j= 1,2;**,s. (4.6) 
[t-P.t+PlnCo,u 
Each wptj is continuous on 0 and possesses at (2, a) the gradient defined by 
~w,&> = I , [t-p t+P,n[o T1 grad 9(w) * 44 ds* (4.7) 
It is clear that the linear functionals (4.5) and (4.7) are continuous on 
xg u. 
Admissible pairs (x, U) must satisfy the differential equation (3.1). This 
means that 
x(t) - x0 - 
.r 
:f(x(s), u(s) ds) = 0, t E [0, T]. (4.2) 
Thus for each t E [0, T] and each y E En we must have 
A,.&, 4 = Y . (44 - xo - ~;fMs), 44) ds) < 0. (4.3) 
The function Iy,t(x, U) is continuous on 0 and possesses at (2, zi) the gradient 
given by 
SI,,,(X, u) = y . (x(t) - 1: [g ~(4 + g 44] ds) 7 (4.4) 
where, of course, aflax and aflau are evaluated at the point (32’(s), G(s)). 
Finally we have the constraint x(T) = x1 . Since we are only interested in 
this constraint in the case where x(t) is a solution of (3.1) we replace it by the 
requirement that for each y E En 
Ty(x’u) = y * (x1 - x0 -J;f(x(t), u(t)) dtj < 0. (4.5) 
It is clear that each TJ,x, U) is continuous on 0 and possesses at (a, a) the 
gradient 
ST,(x, u) = - y . 1; [g x(t) + g u(t)] dt. (4.6) 
Again, the partial derivatives af/a x and af/au are evaluated at (a(t), a(t)). 
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Let G denote the subset of 0 wherein all of the constraints cti(x) < 0, 
WJU) < 0, Inl,t(~, U) < 0 and T&x, U) < 0 are satisfied. In order to apply 
Theorems 1 and 2 one must verify that G is linearly approximable at the 
point (2, zi). Such verification entails a number of very difficult questions 
which are not wholly resolved at present. For the case wherein (3.1) is a 
linear differential equation (in both x and U) this requirement is satisfied if 2: 
is linearly approximable at each of the points a(t), t E [0, T] and Q is linearly 
approximable at each of the points C(t), t E [0, T]. The rest of the paper 
will proceed under the assumption that G is linearly approximable at (a, ti) 
but the above noted difficulty in verification may indeed turn out to be a 
limitation on the usefulness of Theorems 1 and 2 in applications of this type. 
5. APPLICATIONOFTHEORRMS 1 AND 2 
We will now apply to our optimization problem the results of Theorems 1 
and 2. We set 
L = (60,~,6~,~~,61,,,,6T, 1 uti(S) = 0, wptj(zi) = 0). (5.1) 
Thus L consists of those continuous linear functionals on X @ U which 
are gradients of constraint functions corresponding to active constraints at the 
point (a, ~2) E X @ U. Then Theorem 1 gives the result, 
(- 6C)f c u e+. (5.2) 
GEL 
Since X @ U is a Banach space, Theorem 2 strengthens this result, yielding 
-EEP, (5.3) 
where P is the smallest cone in (X @ U)* = X* @ U* which contains all 
of the continuous linear functionals G EL and is closed in the X @ U (weak*) 
topology of x* @ u*. 
Thus, our next task will be to characterize the linear functionals in P. 
Let us first consider the linear functionals 60,~ . For i = 1, 2, **a, Y, let 
Ii C [0, T] be the subset of [0, T] whereon ~,~(a) = 0. Let xi(t) be the charac- 
teristic function of Ii . Then consider the cone Pl C X* which consists of all 
linear functionals of the form 
s ’ (grad +Yt)> * x(t)> xi(t) &‘(t), 
i = 1, 2, ..., Y, (5.4) 
0 
where l(t) is a bounded monotone increasing function on [O. T] which is 
right continuous. The cone Pl is closed in the X topology of X* and is the 
smallest such cone which contains all of the linear functionals 6ati . 
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Similarly, forj = 1,2, *** , s, let Jj _C [0, T] be the set whereon w,(ti(t)) = 0. 
Let Pz be the cone in U* which consists of all linear functionals of the form 
s ‘(grad w5(d(t)) ’ 40) Rtt) 4dth (5.5) 0 
where Rj(s) is the characteristic function of Ji and p(t) is non-negative, 
bounded, additive set function defined on the Lebesgue sets of [0, T] and 
which vanishes on sets of measure zero. The cone, P2 , is closed in the U 
topology of U* and is the smallest such cone which contains all of the linear 
functionals upti . One may also interpret (5.5) as a Stieltjes integral with P(Z) 
a bounded nondecreasing function. 
Corresponding to the constraints (4.3) let P, denote the cone in X* @ U* 
consisting of all linear functionals of the form 
where b(t) is an n-vector function which is of bounded variation on [0, T]. 
The cone P, is closed in the X @ U topology of X* @ U* and is the smallest 
such cone which contains all of the linear functionals SI,,, . 
Finally, the set P4 of linear functionals ST,, is already a cone in X* @ U* 
which is closed in the X @ U topology of X* @ U*. 
It is now clear that 
P=P,OP*@P,@P, (5.7) 
is the smallest cone in X* @ U*, which is closed in the X @ U topology of 
x* @ u* and contains L. Thus, applying Theorem 2, there are linear 
functionals P!, E P, ,e, E Pz , z!‘s E P, and e, E P4 such that 
-sc=e1+e2+e3+e4. (5.8) 
Therefore, there are functions &(t), i = 1, 2, o**, I, &t), j = 1, 2, *.e, s, 
#(t) and y such that for all (x, u) E X @ U, 
grad u@(Q * x(t)> xi(t) 4X4 1 
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6. NECESSARY CONDITIONS FOR OPTIMAL CONTROL 
Equation (5.9) is an equality between continuous linear functionals defined 
on X @ U and as such must be true for all x E X and all u E U. Thus we 
may set u = 0 and obtain 
Also, setting x = 0, we have 
+ /;dt,$(t) . [ - s: z u(s) ds] + y . 1:: u(s) ds = 0 (6.2) 
We will first study Eq. (6.1). Consider the expression 
(6.3) 
Letting d$/dt denote the derivative of 4(t) in the sense permitted in distribu- 
tion theory and integrating by parts, we obtain from (6.3) a new expression 
n 
I 
:g * x(t) dt - g(T) . s;g x(t) dt + f+(t) z x(t) dt. (6.4) 
0 
Replacing the expression (6.3) in (6.1) by (6.4) we have (letting diJdt denote 
the distribution derivative of ci(t)) 
n 
+ $ + (d(t) - &“) + Y) g] . x(t) dt = 0. (6.5) 
Since this must be true for all x E X, if we set #(t) = - $(t) + t,$( 2’) - y, 
we see that t)(t) must satisfy the equation 
-$ + #(t) 2 = g + %$g xi(t) grad ai(i(t)) = 0 (6.6) 
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in the sense of distribution theory. This is the so-called adjoint equation. 
It agrees with the adjoint equation obtained in [7] and [8]. Note that we have 
the terminal condition 
W) = -Y* (6.7) 
Next we examine (6.2). We note that 
u(s) ds] + y . j’z u(t) dt = - jr+(t) g u(t) dt. (6.8) 
0 
Substituting (6.8) in (6.2), we have 
jT [#(t) g u(t) - 2 u(t)] dt = 2 j=( grad dW)> * u(t)> f&) 44t> (6.9) 
0 j=l 0 
for all u E U. One can then show that there are non-negative measurable 
functions vi(t), j = 1, 2, .**, S, such that 
t)(t) g - g “2’ 2 vj(t) fj(t) grad o+(d(t)). 
j=l 
These are the Kuhn-Tucker necessary conditions which must be satisfied 
if the function #(t) f($(t), U) - c(i(t), u is to achieve a relative maximum at ) 
u = ii(t) modulo the constraints given in (3.4). We cannot be sure from this 
that u = d(t) is a true global maximum of t)(t) f(S(t), u) - c(a(t), u) in Q 
unless that function is a convex function of u in Q. This is another limitation 
inherent in the Kuhn-Tucker theory and consequently in our generalization 
of that theory. 
Although we have taken T to be fixed, one may easily modify problems 
wherein T is not fixed so that the above work yields the necessary conditions 
for optimality with T variable. 
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