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Abstract
We classify all quadratic polynomial differential systems having a polynomial first integral, and provide
explicit normal forms for such systems and for their first integrals.
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1. Introduction and statement of the results
Let R[x, y] be the ring of all polynomials in the variables x and y with coefficients in R. In
this paper we deal with quadratic polynomial differential systems in R2 of the form
dx
dt
= x′ = P(x, y), dy
dt
= y′ = Q(x,y), (1)
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be called simply quadratic systems.
Quadratic systems have been investigated intensively, and more than one thousand papers
have been published about these systems (see, for instance, [15,18,19]). But the problem of clas-
sifying the integrable quadratic systems remains open. For additional information on integrable
differential systems in dimension 2, see [3].
The goal of this paper is to characterize the quadratic systems having a polynomial first inte-
gral, and to provide an explicit expression of these systems and of their polynomial first integrals.
The search of first integrals is a classical tool for classifying all trajectories of a polynomial
system. Polynomial first integrals are a particular case of the Darbouxian first integrals. In 1878
Darboux [7] showed how the first integrals of planar polynomial systems possessing sufficient
invariant algebraic curves can be constructed. The best improvements to Darboux’s results for
planar polynomial systems are due to Poincaré [13] in 1897, Jouanolou [9] in 1979, to Prelle
and Singer [14] in 1983, and to Singer [17] in 1992. Some recent interesting results related with
Darboux theory of integrability have been made by many authors, see, for instance, [4–6,16], etc.
We say that H ∈ R[x, y] \ R is a polynomial first integral of system (1) on R2 if
H(x(t), y(t)) = is constant for all values of t such that (x(t), y(t)) is defined on R2. Obviously,
H is a first integral of system (1) if and only if
P
∂H
∂x
+ Q∂H
∂y
= 0 (2)
on R2.
Polynomial first integrals for the following 3-dimensional quadratic polynomial differential
system of Lotka–Volterra kind
x′ = x(Cy + z), y′ = y(x + Az), z′ = z(Bx + y),
have been characterized by Moulin-Ollagnier [12] and Labrunie [10]. Cairó and Llibre [2] clas-
sify the polynomial first integrals for the 2-dimensional quadratic polynomial differential system
of Lotka–Volterra kind
x′ = x(a1 + b11x + b12y), y′ = y(a2 + b21x + b22y).
In fact, both results on Lotka–Volterra systems are related, see the relationship between both
systems in [1].
Recently, Llibre and Zhang [11] obtain all quadratic systems that have polynomial first inte-
grals of degree less or equal than 4 and do the topological classification of the quadratic phase
portraits having such first integrals.
In order to simplify the study of the polynomial first integrals for the quadratic systems, we
choose for them the following normal forms. Such normal forms were used by first time in the
classification of the phase portraits of quadratic polynomial foliations, see [8]. Doing a change of
variables of the form (x, y, t) → (a1 +a2x+a3y, a4 +a5x+a6y, a7t) with (a2a6 −a3a5)a7 = 0,
every quadratic system can be written into the form
dx = P(x, y), dy = a + bx + cy + dx2 + exy + fy2 = Q(x,y), (3)
dt dt
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(i) 1 + xy, (ii) xy, (iii) y + x2, (iv) y, (v) 1 + x2,
(vi) −1 + x2, (vii) x2, (viii) x, (ix) 1, (x) 0.
If we do an analysis of the above process one can see that case (i) is the most generic. In fact, in
the first stage of the changes we remove the coefficient of y2 in P . If the coefficient of xy is not
zero, one has cases (i) and (ii) and if this coefficient is zero we can obtain all the other cases.
Since the change of variables for writing system (1) in the normal form (3) is affine in (x, y)
and a rescaling in t , the problem of characterizing the polynomial first integrals of systems (1)
is equivalent to determine the polynomial first integrals of systems (3). The main result of this
paper, presented in Theorem 2, provides such a classification for systems (3).
Remark 1. Of course, since we are interested in the quadratic systems, when degP(x, y) < 2
we must study the cases in that degQ(x,y) = 2. Therefore in cases (iv), (viii)–(x) this fact allow
us to suppose that d2 + e2 + f 2 = 0. Furthermore, we study only the quadratic systems such
that P and Q have no common factors, otherwise the system doing a rescaling of the time is
reduced to a linear or constant system. For system (x), Q is a common factor of P and Q, so we
do not need to study such system. On the other hand, in systems (i) and (ii) we can suppose that
b2 + d2 + e2 = 0. Otherwise, Q depends only of the variable y, and if we interchange x and y
then P depends only of x and its canonical form is of the type (v) to (ix).
In the following, we denote by N and Q− the set of positive integers and the set of negative
rational numbers, respectively.
Theorem 2. Consider the previous ten normal forms of quadratic systems as precised by Re-
mark 1. In each of these ten cases, the systems with a polynomial first integral are the following
ones and only them:
(i) when x′ = 1 + xy, f = − 12 ∈ Q−, c = e = 0, then H(x,y) = ax + b2x2 + d3x3 − xy
2
2 − y;
(ii) when x′ = xy with f = 0, and either f = −p
q
∈ Q−, c = e = 0 and a2 + b2 + d2 = 0 then
H(x,y) = x2p
(
a
2f
+ b
2f − 1x +
d
2f − 2x
2 + y
2
2
)q
,
or f ∈ Q− and we write f = − s
p+2k , with p,k ∈ N. If e = 0, a = b
2f (f−1)
d(1−2f )2 , c = ebfd(2f−1) ,
and d = − k(p+k)e2
p2(f−1) , then H = xsAkBp+k , where
A = −b(f − 1)2p2 + e2(2f − 1)k(k + p)x − e(f − 1)(2f − 1)p(k + p)y,
B = −b(f − 1)2p2 + e2(2f − 1)k(k + p)x + e(f − 1)(2f − 1)pky,
or f = −1 and d = k(p+k)e22p2 , e = 0 and b = c = 0, then H = Ak+pBk, where A = 2p2a+
ekx(e(k + p)x − 2py) and B = 2p2a + e(k + p)x(ekx + 2py);
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in other canonical forms;
(iv) when x′ = y, with f = c = e = 0, then H(x,y) = 6ax + 3bx2 − 3y2 + 2dx3;
(v) when x′ = 1 + x2, either f = c = b = d = 0, e = −2k with k a positive integer and a = 1,
then
H(x,y) = y(1 + x2)k − k−1∑
j=0
(
k − 1
j
)
x2j+1
2j + 1 ,
or f = a = c = b = d = 0, e = −p
q
∈ Q−, then
H(x,y) = (1 + x2)py2q;
(vi) when x′ = −1 + x2, either f = a = d = b = 0, e = −p
q
∈ Q−, c = r
s
∈ (e,−e) ∩Q, then
H(x,y) = (x + 1)sp+rq(x − 1)sp−rqy2sq ,
or f = d = b = 0, e = −p
q
∈ Q−, c = r
q
, with r ∈ Z, −p < r < p and p ≡ r (mod 2) and
furthermore α = p−r2q ∈ N and a = 1, then
H(x,y) = (x + 1)p+r
(
y(x − 1)α −
[
α−1∑
j=0
(−2)α−1−j
(
α − 1
j
)
(x + 1)j
β + j
])2q
,
where β = (p + r)/2q , or f = d = b = 0, e = −p
q
∈ Q−, c = r
q
with r ∈ Z, −p < r < p
and p ≡ r (mod 2) and furthermore β = p+r2q ∈ N and a = 1, then
H(x,y) = (x − 1)p−r
(
y(x + 1)β −
[
β−1∑
j=0
2β−1−j
(
β − 1
j
)
(x − 1)j
α + j
])2q
,
where α = p−r2q ;
(vii) when x′ = x2, f = c = b = d = 0, a = 1 and e = −p
q
∈ Q− ∩ (−∞,−1), then H(x,y) =
xp−q(xy + q−p
q
)q ;
(viii) when x′ = x, f = e = a = b = 0 and c = −p
q
∈ Q−, then H(x,y) = xp(y − d2−c x2)q ;
(ix) when x′ = 1 and f = c = e = a = 0, then H(x,y) = y − 12bx2 − 13dx3.
The paper is organized as follows. In Section 2 we prove Theorem 2 for cases (i) and (ii). In
Section 3 we study cases (iii) and (iv), and in the last section we do the study in the case in that
P(x, y) depends only on the variable x.
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Suppose that system (1) has a polynomial first integral H of degree n, that is, H satisfies
Eq. (2). Writing H = H0 +H1 + · · · +Hn, where Hi is the homogeneous part of H of degree i,
we have that xHx + yHy =∑nj=1[xHj,x + yHj,y] =∑nj=1 jHj . Here, Hx and Hj,x denote the
partial derivative with respect to x of H and Hj , respectively. In the last equality we have used
the Euler theorem for homogeneous functions. In short, we obtain that
xHx =
n∑
j=1
jHj − yHy. (4)
Multiplying Eq. (2) by x and substituting xHx from (4) we get that
P
n∑
j=1
jHj + (xQ − yP )Hy = 0. (5)
In case (i) or (ii), we write the system into the form
x′ = r + xy, y′ = a + bx + cy + dx2 + exy + fy2, (6)
where r = 1 or 0 if we are in the case (i) or (ii), respectively. If we substitute P and Q according
to (6), then, from (5) we obtain
(r + xy)
n∑
j=1
jHj + [xT + xS + R]Hy = 0, (7)
where T (x, y) = dx2 + exy + (f − 1)y2, S(x, y) = bx + cy and R(x, y) = ax − ry.
Now we split Eq. (7) into its homogeneous parts. In what follows we write these homogeneous
parts starting with degree n + 2 and ending with degree 1, thus we have
nxyHn + xTHn,y = 0, (8)
(n − 1)xyHn−1 + xTHn−1,y = −xSHn,y , (9)
(n − j)xyHn−j + xTHn−j ,y = Mn−j (x, y), (10)
0 = rH1 + RH1,y .
Note that Eq. (10) contains the homogeneous parts of degree n,n− 1, n− 2, . . . ,2 which corre-
sponds to j = 2,3, . . . , n − 1 and we have denoted
Mn−j (x, y) = −xSHn−j+1,y − r(n − j + 2)Hn−j+2 − RHn−j+2,y .
In order to determine the parameters of the quadratic systems of types (i) and (ii) for which
there exist polynomial first integrals, we need that every one of these previous homogeneous
equations has a homogeneous polynomial solution of the corresponding degree. First, we analyze
Eq. (8) in the next proposition.
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denote the derivative with respect to the variable x of a polynomial A or Ak , respectively.
Proposition 3. The ordinary differential equation
nyH + THy = 0, (11)
where T (x, y) = dx2 +exy+ (f −1)y2, has a homogeneous polynomial solution Hn of degree n
if and only if one of the following statements holds:
(a) There exist k,p ∈ N with 0 <p + 2k  n such that
f = −n − (p + 2k)
p + 2k , d = −
k(p + k)
p2
e2
f − 1
and e = 0. Under these assumptions the solution of (11) is
Hn(x, y) =
[
kex − p(f − 1)y]k[ d
ke
x − 1
p
y
]p+k
xn−p−2k. (12)
(b) There exist k ∈ N with 0 < 2k  n such that f = −n−2k2k , e = 0 and d = 0. Under these
assumptions the solution of (11) is
Hn(x, y) =
[
dx2 + (f − 1)y2]kxn−2k. (13)
(c) There exist k ∈ N with 0 < k  n such that f = −n−k
k
and d = 0. Under these assumptions
the solution of (11) is
Hn(x, y) =
[
ex + (f − 1)y]kxn−k. (14)
Proof. It is easy to check that under the conditions of each statement the given function Hn is a
homogeneous polynomial of degree n that verifies (11). Now we shall prove the converse, i.e.,
if there exist a homogeneous polynomial Hn of degree n solution of (11), then one of the three
statements holds.
Case 1. Assume that d = 0. Then, y is not a divisor of T . Hence, from (11) we get that T
divides H . That is, there exists k ∈ N such that H = T kAn−2k and T is not a divisor of An−2k .
Substituting H into (11) we get that T k((ny + kTy)An−2k + TAn−2k,y) = 0, or equivalently
(ny + kTy)An−2k + TAn−2k,y = 0. (15)
Therefore, since T does not divide An−2k , one of the following subcases holds.
(1.1) There exist α,β ∈ R such that
T = (ny + kTy)(αx + βy). (16)
(1.2) ny + kTy = 0.
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F = ny + kTy = kex +
[
n + 2k(f − 1)]y. (17)
Substituting (17) in (16) we obtain that
e
(
n + 2k(f − 1)) = 0, d = [n + k(f − 1)]k[n + 2k(f − 1)]2 e2, α = dke , β = f − 1n + 2k(f − 1) .
Hence, T = FG, where
G = d
ke
x + f − 1
n + 2k(f − 1)y. (18)
Substituting T by FG in (15) and dividing by F we have that
An−2k + GAn−2k,y = 0. (19)
So, G divides An−2k . Consequently, there exists p ∈ N such that p  n − 2k, An−2k =
GpBn−2k−p and G does not divide the polynomial Bn−2k−p . Substituting in (19) we get that
Gp
[(
1 + p(f − 1)
n + 2k(f − 1)
)
Bn−2k−p + GBn−2k−p,y
]
= 0. (20)
Therefore, since G does not divide Bn−2k−p , it follows that 1 + p(f − 1)/(n+ 2k(f − 1)) = 0,
and consequently f = −(n − 2k − p)/(2k + p).
Under these assumptions (20) implies that Bn−2k−p,y = 0, and consequently Bn−2k−p =
γ xn−2k−p for some nonzero constant γ . Thus, we get that H = γ T kGpxn−2k−p = γF k ×
Gp+kxn−2k−p and we can suppose, without lost of generality, that γ = 1. Moreover, substituting
the value of f in F and G, we have that F = kex − p(f − 1)y and G = d
ke
x − 1
p
y. Finally, in
order to check that we have proved statement (a) we substitute the value of f into the expression
of d obtaining d = − k(p+k)
p2
e2
f−1 .
Suppose now that subcase (1.2) holds; i.e., ny + kTy = 0. Therefore, from (17) it follows
that e = 0 and n + 2k(f − 1) = 0. Hence, f = −n−2k2k , and from (15) we get that An−2k,y = 0;
i.e., An−2k = γ xn−2k . Finally, if we choose γ = 1, we obtain that H = T kxn−2k with T =
dx2 − n2k y2, and statement (b) is proved.
Case 2. Suppose that d = 0. Then, T = y(ex + (f − 1)y), and from (11) we obtain that
nH +(ex+(f −1)y)Hy = 0. Therefore, there exists k ∈ N such that H = (ex+(f −1)y)kAn−k .
Using similar arguments to the previous case we have that f = −n−k
k
and An−k = γ xn−k . Hence,
H(x,y) = (ex − n
k
y)kxn−k , and statement (c) is proved. 
For solving Eqs. (9) and (10) we shall use the next technical proposition.
Proposition 4. We consider the ordinary differential equation
NH + UHy = MsL, (21)
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M divides U and M has neither common factors with N + jMy UM for j = 0,1, . . . , s − 1, nor
with L. If Eq. (21) has a solution H given by a polynomial of degree m, then H = MsW with W
a polynomial of degree m − st such that[
N + sMy U
M
]
W + UWy = L.
Furthermore, if M and H are homogeneous then W is also homogeneous.
Proof. Since M divides U but it does not divide N , from (21) it follows that there exists j ∈ N
such that H = MjA, where A is a polynomial of degree m − tj . Going back to (21) with this
expression of H , we obtain that Mj([N + jMy UM ]A + UAy) = MsL. We have that j  s, oth-
erwise M divides L in contradiction with the assumptions. On the other hand, if j < s, then
M must divide [N + j (My UM )]A + UAy . Then, since M divides U and does not divide A we
get that M divides N + jMy UM , again in contradiction with the hypotheses. Hence, j = s and,
furthermore, A satisfies the equation [N + sMy UM ]A + UAy = L. If M and H are homoge-
neous, from H = MsW we deduce that W is homogeneous and the proof of the proposition is
completed. 
Next, we obtain a consequence of Proposition 4 that we will use in the resolution of some
recurrent equations of our problem, when appear the polynomials F and G defined in the proof
of Proposition 3(a).
Corollary 5. We consider the ordinary differential equation
KH + THy = FqGsE, (22)
where K and E are homogeneous polynomials (and degree(K) = 1), F and G are the polyno-
mials defined in (17) and (18) and T = FG.
(a) Suppose that q > 0 and G does not divide K + jGyF for j = 0,1, . . . , s − 1, and F does
not divide K + sGyF + iFyG for i = 0,1, . . . , q − 1. If there exists a solution of (22) given
by one homogeneous polynomial of degree m, H , then H = FqGsVm−s−q , where Vm−s−q
satisfies
DVm−s−q + T Vm−s−q,y = E, with (23)
D = K + sGyF + qFyG. (24)
(b) Suppose that q = 0 and G does not divide K +jGyF for j = 0,1, . . . , s−1. If there exists a
solution of (22) given by one homogeneous polynomial of degree m, H , then H = GsVm−s ,
where Vm−s satisfies DVm−s + T Vm−s,y = E, with D = K + sGyF .
Proof. (a) Applying Proposition 4 with N = K , U = T , L = FqE and M = G (and hence
t = 1), we have that H = GsWm−s , where Wm−s is the solution of [K + sGyF ]Wm−s +
TWm−s,y = FqE. Applying again Proposition 4 to this equation with N = K + sGyF , U = T ,
L = E and M = F we get that Wm−s = FqVm−s−q with Vm−s−q a solution of (23).
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When we solve Eqs. (9) and (10), that correspond to systems under the assumptions of Propo-
sition 3(a), we get differential equations of type (23) with K = (n− j)y. In the following lemma
we prove that under additional assumptions we can apply Corollary 5.
Lemma 6. Assume that system (6) verifies the assumptions of Proposition 3(a) and F and G are
the polynomials defined in (17) and (18). If 0 q  k− l +1 and 0 s  k+p− l +1, then the
differential equation (n− l)yH +FGHy = FqGsE has a homogeneous polynomial solution of
degree n − l if and only if there exists a solution of (23) with
D = e˜x + f˜ y, (25)
where e˜ = (e/p)(−ks + q(k + p)) and f˜ = (n − l) + (s + q)(f − 1).
Proof. We will prove that one can apply Corollary 5 to K = (n − l)y and T = FG. If q = 0,
taking into account that K + jGyF = −(kej/p)x + ((n− r)+ j (f − 1))y and G are relatively
prime for j = 1,2, . . . , s−1 if and only if n(k+p−j) = l(k+p), we will show that the equality
in this last expression cannot occur for l = 0,1, . . . , n − 1. Suppose that there exist l such that
n(k +p − j) = l(k +p). Since l(k +p) < l(p + 2k) nl, we have that n(k +p − j) < nl, and
consequently p + k − l < j  s − 1, in contradiction with the assumption.
On the other hand, taking in account that K + sGyF + qFyG = (e/p)(−ks + i(k + p))x +
((n − l) + (s + i)(f − 1))y and F are relatively prime for i = 1,2, . . . , q − 1 if and only if
n(k − i) = lk, we will show that the equality in this last expression cannot occur for l = 0,1,
. . . , n − 1. Suppose that there exist l such that n(k − i) < lk. Since lk < l(p + 2k)  nl, we
have that n(k − i) < nl, and consequently i > k − l. On the other hand, 0 < i  q − 1, hence
k − l < q − 1 in contradiction with the assumption.
Finally, the value of D is obtained by substitution of K , F and G in (24). The case q = 0 is
analogous, using Corollary 5(b). 
Next we obtain a result that allows us to simplify the resolution of differential equations (23)
where D is defined in (25).
Lemma 7. Let V =∑mi=0 αixm−iyi be a homogeneous polynomial of degree m solution of DV +
T Vy = E, where T = dx2 + exy + (f − 1)y2, D = e˜x + f˜ y, and E =∑m+1r=0 qrxm+1−ryr and
let M(l + 2, l + 1) be the matrix⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
f˜ + l(f − 1)
e˜ + le f˜ + (l − 1)(f − 1)
ld e˜ + (l − 1)e f˜ + (l − 2)(f − 1)
. . . . . . . . . . . . . . . . . .
2d e˜ + e f˜
d e˜
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Then the coefficients αi of the polynomial V are solutions Z = (αm,αm−1, . . . , α0)T of the
system M(m + 2,m + 1)Z = b with m + 2 equations and m + 1 unknowns, where b =
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and qj+1 = 0 for all j  s, then the existence of V is equivalent to the compatibility of system
M(s + 1, s)Z˜ = b˜, (26)
where Z˜ = (αs−1, αs−2, . . . , α0)T, b˜ = (qs, qs−1, . . . , q0)T and the coefficients of V are
(0, . . . ,0, αs−1, . . . , α0).
Proof. Taking into account the expressions of D, T and V , we can write
DV + T Vy =
m∑
t=0
e˜αtx
m−t+1yt +
m∑
t=0
f˜ αtx
m−t yt+1 +
m∑
t=1
tdαtx
m−t+2yt−1
+
m∑
t=1
teαtx
m−t+1yt +
m∑
t=0
t (f − 1)αtxm−t yt+1
=
m∑
t=0
(
f˜ + t (f − 1))αtxm−t yt+1 + m∑
t=0
(e˜ + te)αtxm−t+1yt
+
m∑
t=1
tdαtx
m−t+2yt−1
= (dα1 + e˜α0)xm+1 +
m−2∑
j=0
(
(j + 2)dαj+2 +
(
e˜ + (j + 1)e)αj+1
+ (f˜ + j (f − 1))αj )xm−j yj+1 + ((e˜ + m)e)αm
+ (f˜ + (m − 1)(f − 1))αm−1xym + (f˜ + m(f − 1))αm−1ym+1.
Then equation DV + T Vy = E is equivalent to the linear system M(m + 2,m + 1)Z = b.
Now, we suppose that there exists s ∈ {0,1, . . . ,m} such that f˜ + j (f − 1) = 0 and qj+1 = 0
for all j  s. If we define
X =
⎛⎜⎜⎜⎜⎜⎝
f˜ + m(f − 1)
e˜ +me f˜ + (m − 1)(f − 1)
md e˜ + (m − 1)e f˜ + (m− 2)(f − 1)
. . . . . . . . . . . . . . . . . .
e˜ + (s + 2)e f˜ + (s + 1)(f − 1)
(s + 2)d e˜ + (s + 1)e f˜ + s(f − 1)
⎞⎟⎟⎟⎟⎟⎠ ,
we can write M(m + 2,m + 1) as
M(m + 2,m+ 1) =
(
X 0
Y M(s + 1, s)
)
.
On the other hand, we have Z = (αm,αm−1, . . . , αs, | αs−1, . . . , α0)T = (ΩT | Z˜T)T and
b = (0 | qs, qs−1, . . . , q0)T = (0 | b˜T)T. Now, the system that corresponds to the first m − s + 1
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is, αj = 0 for all j  s. Finally, the remainder equations becomes YΩ + M(s + 1, s)Z˜ = b˜. As
Ω = 0, the proof is finished. 
Proposition 8. Suppose that the parameters of system (6) verify the assumptions of Proposi-
tion 3(a) and that there exists a polynomial first integral of degree n. Then c = ebf
d(2f−1) .
Proof. First, we can suppose that S is not identically zero since, otherwise, c = b = 0 and the
proposition holds. Now if we use the value of Hn of (12) we obtain that Eq. (9) becomes
(n − 1)yH + THy = Fk−jGp+k−iW, (27)
with i, j ∈ {0,1}, i + j = 0 and W = nβ2−(i+j)ySi+j−1xn−p−2k, where i = 0 if F = βS, and
j = 0 if G = βS with β = 0.
If i + j = 1, then we can apply to (27) Lemma 6 with l = 1, since q = k− j and s = p+ k− i
verify the assumptions of this lemma. Then, the resolution of (27) is equivalent to the reso-
lution of (23) where D is defined in (25) with l = 1 and E = W. Taking into account that
E = nβyxn−p−2k we deduce that b = (0, . . . ,0, nβ,0). On the other hand, according to the
assumptions of Proposition 3(a), f is a negative rational number and hence f˜ + j (f − 1) =
−f + j (f − 1) = 0, for j  1. Therefore, s = 1 verifies the assumptions of Lemma 7 and the
existence of a homogeneous polynomial of degree n − 1 that verifies (27) is equivalent to the
compatibility of system M(2,1)Z˜ = b˜, where b˜ = ( nβ0 ). Since this system is no compatible for
any β we deduce that (27) has no homogeneous polynomial solution of degree n−1. If i+j = 2,
we again can apply Lemmas 6 and 7 to Eq. (27). In this case, we have that s = 2 and (26) with
b˜ =
(
nc
nb
0
)
is compatible if and only if c = ebf
d(2f−1) . Furthermore we obtain that the polynomial homoge-
neous solution of (27) of degree n − 1 is
Hn−1 = W1xn−2k−pF k−1Gp+k−1, (28)
where W1 = nb1−2f (x + eyd ). This result is also true when S = 0 because in this case, taking into
account the expression of (9) we can use the same techniques of Proposition 3(a), and we obtain
that Hn−1 = 0. 
Proposition 9. Suppose that the parameters of system (6) verify the assumptions of Proposi-
tions 3(a) and 8. If the system has a polynomial first integral then one of the following conditions
holds:
(a) rf = −1 and a = b2(f−1)f
d(1−2f )2 + r e
2(f+1)−2df (1+2f )
e(f+1) .
(b) r = 0, f = −1 and b = 0.
Proof. If there is a polynomial first integral H , in order to obtain Hn−2 we consider Eq. (10) for
j = 2. By using the values of Hn and Hn−1 from (12) and (28), and dividing by x, we have the
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(n − 2)yH + THy = Fk−2Gp+k−2xn−2k−p−1E4, (29)
where E4(x, y) = xS((F − (k − 1)(ex + (f − 1)y))W1 − TW1,y) − nrT 2 + nyRT .
Note that if k = 1 we have that the existence of the polynomial first integral H of degree n
implies that H 2 is also a polynomial first integral of degree n˜ = 2n and, furthermore k˜ = 2,
p˜ = 2p and f and d verify the assumptions of Proposition 3(a) for the new values n˜, k˜ and p˜.
Therefore in order to obtain necessary conditions for the existence of a polynomial first integral,
we can suppose that k > 1.
Now, in order to obtain a homogeneous polynomial solution of (29), the second member of
this equation must be a homogeneous polynomial. This fact is obvious if n− 2k −p > 0. On the
other hand, if n − p − 2k = 0, according to Proposition 3(a), we deduce that f = 0 and hence
the coefficient f (f − 1)r of y4 in E4 is zero and Fk−2Gp+k−2x−1E4 is again a homogeneous
polynomial.
Now we can apply Lemma 6 to Eq. (29) because q = k − 2 and s = p + k − 2 verify its
assumptions. Therefore, the existence of a homogeneous polynomial solution of (29) of degree
n − 2 is equivalent to the existence of a homogeneous polynomial solution of (23) where D is
the polynomial defined in (25) and E = xn−2k−p−1E4. The calculus of the coefficients of D
and E allow us to prove that for s = 4 they verify the assumptions of Lemma 7. Therefore, we
must solve system M(5,4)Z˜ = b˜, where b˜ = (q4, q3, q2, q1, q0) and the qi ’s are the coefficients
of E =∑m+1r=0 qrxm+1−ryr , with m = n − 2k − p + 2. If we do the appropriate calculus, we
deduce that this linear system is compatible if and only if PK = 0, where P = d(1−2f )2 − e2f
and K = e(1 + f )(ad(1 − 2f )2 − b2(−1 + f )f )+ rd(1 − 2f )2(−e2(1 + f )+ 2df (1 + 2f )).
From Proposition 3(a), we have that d > 0 and f  0 and hence P > 0. Therefore, the existence
of a polynomial first integral implies that K = 0.
If f = −1 then we obtain that r = 0, and if f = −1 we get that
a = b
2(f − 1)f
d(1 − 2f )2 + r
e2(f + 1) − 2df (1 + 2f )
e(f + 1) .
Now, if r = 0 and f = −1, we apply the same techniques to the equation of Hn−3 and we
obtain that the existence of a polynomial first integral implies b(2b2 − 9ad)e(9d + e2)(25d +
2e2) = 0. Since d > 0 we obtain that b = 0 or a = 2b29d , and the proposition follows. 
Proposition 10. Suppose that the parameters of system (6) verify the assumptions of Proposi-
tions 3(a), 8 and 9 with r = 1. If the system has a polynomial first integral of degree n then one
of the following conditions holds:
(a) f ∈ (−1,0) and d = e2f (1+f )
(f−1)(1+2f )2 .
(b) f ∈ (−1,0), b = 0 and d = e2(1+f )4f 2 .
Proof. The analysis of the equation of Hn−3 allow us to deduce that the existence of a poly-
nomial first integral implies b(2 + f )UVW = 0, where U = d − f (4d(1 − f ) + e2), V =
d(1 − 4f )2 − 2e2(1 + 2f ) and W = d(f − 1)(1 + 2f )2 − e2f (1 + f ). Under our assumptions
we have that U > 0 and therefore we obtain that one of the other factors must be 0.
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e2)(25d + 2e2)(27d + 2e2)(196d + 15e2) = 0. That is, in our conditions, e = 25d22b2 . Now
if we study the equation of Hn−5 we obtain that d2(2b2 + 25d3)(54b4 + 625d3)(98b4 +
625d3)(169b4 + 1875d3)(361b4 + 4375d3) = 0 in contradiction with d > 0. Therefore there
is not a polynomial first integral in this case.
If we suppose that V = 0, that is, d = 2e2(1+2f )
(1−4f )2 , one has that since d > 0 then f ∈ (−1/2,0].
If we suppose f = 0, from the equation of Hn−5 we obtain that e4(f + 2)(f + 3)(5f − 2)×
(5f + 1)(7f − 1)(17f − 5)(b2(1 − 4f )4(1 + f ) + 2e3(1 − 4f 2)2) = 0. Hence, f = −1/5 or
b2(1 − 4f )4(1 + f )+ 2e3(1 − 4f 2)2 = 0. In the last case we deduce from the equation of Hn−6
that there is not a polynomial first integral of degree n. On the other hand, if f = −1/5 we obtain
that also W = 0 and we have (a).
If f = 0 we obtain that b = 0. Hence, we study this case as a subcase of b = 0.
Finally, if b = 0, from the equation of Hn−4 we deduce that
(f + 3)(−4df 2 + e2(1 + f ))(e2f (1 + f ) − d(f − 1)(1 + 2f )2)= 0. (30)
If f = −3 we can prove that there is not a polynomial first integral. In the other cases we have
(a) or (b) and the proposition follows. Note that if f = 0 then (30) forces that de2 = 0, and this
is a contradiction with the assumptions. 
Next we study the case in that the parameters of the system verify the assumptions of Propo-
sition 3(b).
Proposition 11. Suppose that the parameters of system (6) verify the assumptions of Proposi-
tion 3(b). If the system has a polynomial first integral then c = 0 and r(2f + 1) = 0 and rf = 0.
Proof. Using the value (13) of Hn Eq. (9) becomes
(n − 1)yH + THy = nySxn−2kT k−1. (31)
We distinguish two cases, according with if S is a divisor of T or no.
First, we suppose that S is a nonzero divisor of T . This fact implies that c and b are not zero,
dc2 + (f − 1)b2 = 0 and T = SI , where I = d
b
x + f−1
c
y. In this case, the second member of
(31) is nyxn−2kI k−1Sk . If we do the adequate computations, we can prove that it is possible
to apply Proposition 4 to obtain that if there exists a polynomial homogeneous solution of de-
gree n − 1 of (31), then Hn−1 = SkI k−1An−2k , where An−2k verifies the differential equation
((1 − f )b
c
x − fy)An−2k + T An−2k,y = nyxn−2k . In order to solve the last equation, we ob-
serve that, from Proposition 3, f is a negative rational number and hence f˜ + j (f − 1) = −f +
j (f − 1) = 0, for j  1. Therefore, s = 1 verifies the assumptions of Lemma 7. Since E =
nyxn−2k we deduce that b = (0, . . . ,0, n,0) and the existence of Hn−1 is equivalent to the com-
patibility of system M(2,1)Z˜ = b˜, with b˜ = ( n0). This system is not compatible. Hence, there is
not a polynomial first integral in this case.
Next we suppose that S is not a divisor of T or S = 0. If S = 0 then c = 0. In the other cases,
we can apply Proposition 4 to (31) to obtain that Hn−1 = T k−1An−2k+1, where An−2k+1 verifies(
(1 − 2f )y)An−2k+1 + TAn−2k+1,y = nySxn−2k. (32)
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(26) with
s = 2 and b˜ =
(
nc
nb
0
)
.
Then again c = 0, and furthermore, Hn−1 = (nb/(1 − 2f ))xn−2k+1T k−1.
If we apply the same techniques to the equation of Hn−2, we obtain that rf (2f + 1) = 0. If
f = 0 the compatibility of this system implies that a = rd = 0. Therefore, if r = 1 then d = 0,
in contradiction with our assumptions. 
Finally, we study the case in that the parameters of (6) verify the assumptions of Proposi-
tion 3(c).
Proposition 12. Suppose that (6) verify the assumptions of Proposition 3(c). If the system has no
common factors and is not equivalent to any of the other canonical forms (iii)–(x), and it has a
polynomial first integral then k is even and furthermore c = e = 0.
Proof. First we suppose that e = 0 and hence y is a divisor of T . If we denote J = ex+ (f −1)y
and we use the value (14) of Hn then Eq. (9) becomes
(n − 1)yH + yJHy = nSJ k−1xn−k. (33)
Therefore, y must divide S and hence b = 0. Now we apply Proposition 4 to Eq. (33) where
M = U = J and N = n − 1. Since N + jJy UM = (n − 1) + j (f − 1), we deduce that J is not a
divisor of these function for j = 0,1,2, . . . , k − 2. Therefore, Hn−1 = J k−1An−k , where An−k
verifies
−fAn−k + jAn−k,y = ncxn−k. (34)
Note that if f = 0 then, according to Proposition 3(c), we have that n = k and, by means of (34),
we deduce that c = 0 and that Hn−1 = αJn−1.
Now, we suppose that f = 0 and denote m = n− k. We can write Am =∑mt=0 αtxm−t yt and,
by substituting in (34), we obtain that the coefficients αt must be the solution of a linear system
of m equations and m unknowns. This system is compatible and determinated, and we obtain
that α0 = −ncf and αi = 0 for i  1, that is, Hn−1 = −ncf J k−1xn−k .
When f = 0, Eq. (10) with j = 2 becomes (n − 2)yH + yJHy = n(a − re)J k−1. Then y
must be a divisor of n(a − re)J k−1. Hence, a = re and the system has a common factor.
If f = 0 then (n− 2)yH + yJHy = −nJ k−2xn−k−1W , where W = − c2f (k − 1)(f − 1)xy +
rJ 2 − RJ. Since y must divide W , y divides to rJ − R; that is, a = re. If we apply again
Proposition 4, we obtain a linear system that is compatible except when f = −1.
When f = −1, by applying the above techniques to the equation of Hn−3, we obtain that
cr = 0. If r = 0 the system has a common factor. If r = 1, we do the analysis of the equation
of Hn−4 and we deduce that there does not exist a polynomial first integral.
Now we suppose that e = 0. If we use value of Hn given by (14) and we apply Proposition 4
to Eqs. (9) and (10) we obtain that Hn−j = J k−2jWn−k+j , where 0 2j  k and Wn−k+j is a
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verify the equations
Wn−k = xn−km, (1 − 2f )Wn−k+1 + JWn−k+1,y = (1 − f )SW ∗n−k,
j (1 − 2f )xWn−k+j + xJWn−k+j,y
= (1 − f )xSW ∗n−k+j−1 + (1 − f )J 2
[
(n − j + 1)rJWn−k+j−2 + RW ∗n−k+j−2
]
, (35)
where j verifies that 4 2j  k and W ∗n−k+i = (k − 2i)(f − 1)Wn−k+i + JWn−k+i,y .
First of all, we suppose that k is odd, that is, k = 2s + 1. In these conditions, if we consider
Eq. (10) for j = s + 1, and we substitute Hn−s and Hn−s+1 in (35) we can write
xy
[
(n − s − 1)Hn−s−1 + JHn−s−1,y
]= (−1)xSW ∗n−k+s − J 2Mn−k+s−1,
where Mn−k+s−1 = (n − s + 1)rJWn−k+s−1 + RW ∗n−k+s−1. Hence y must divide SW ∗n−k+s =
S[(f − 1)Wn−k+s + JWn−k+s,y] and therefore y divides S. Then b = 0 and system is equivalent
to one of the canonical form (v) to (x) (see Remark 1). Now we can suppose that k = 2s. In this
case Eq. (10) for j = s + 1 allows us to write
xy
[
(n − s − 1)Hn−s−1 + JHn−s−1,y
]= (−1)xSWn−k+s,y − JMn−k+s ,
where Mn−k+s = (n− s +1)rJWn−k+s−1 +RW ∗n−k+s−1. Therefore y divides SWn−k+s,y . If we
denote Wn−k+i = Aixn−k+i +Bixn−k+i−1y2 + · · · and we identify the coefficients of xn−k+i in
(35) we obtain that A0 = 1 and (1 − 2f )Ai = −2b(f − 1)2Ai−1 for i = 1,2, . . . , s, that is, we
obtain that
Ai =
(
s
i
)(−2b(f − 1)2
1 − 2f
)i
for i = 0,1,2, . . . , s. (36)
On the other hand, if we identify the coefficients of xn−k+i−1y in (35) we obtain that B0 = 0 and
b(f − 1)2(2s − 2i + 3)Bi−1 +
[−1 − (2i − 1)f ]Bi = −2c(f − 1)2(s − i + 1)Ai−1, (37)
for i = 1,2, . . . , s. Since y divides SWn−k+s,y we get that Bs = 0 and we will study the system
formed by this equation and the equations of (37). In order that this system is compatible it is
necessary that −2c(f − 1)2 detM = 0, where
M =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
−f 0 0 . . . 0 sA0
(2s − 1)b(f − 1)2 1 − 3f 0 . . . 0 (s − 1)A1
0 (2s − 3)b(f − 1)2 2 − 5f . . . 0 (s − 2)A2
. . . . . . . . . . . . . . . . . .
0 0 0 . . . (s − 1) − (2s − 3)f 2As−2
0 0 0 . . . 3b(f − 1)2 As−1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
If we use (36) and we expand this determinant by the last column we can write detM = Ns ,
where
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{
s
s−1∏
j=1
(2s − 2j + 1)
+
s−2∑
i=1
(s − i)
(
s
i
)(
2
1 − 2f
)i s−1∏
j=i+1
(2s − 2j + 1)
i−1∏
j=0
(
j − (2j + 1)f )
+
(
2
1 − 2f
)s−1(
s
s − 1
) s−2∏
j=0
(
j − (2j + 1)f )}.
Now we observe that the expression into the brackets is the sum of positive numbers and hence
if Ns = 0 then bc = 0. Since we can reduce the case b = 0 to the other different canonical forms
the proof is completed. 
Proposition 13. Suppose that (6) verify the assumptions of Propositions 3(c) and 12. If the system
has a polynomial first integral, r = 1 and f = 0 then (2f + 1)a = 0.
Proof. Under these assumptions we can write the system in the form
x′ = 1 + xy, y′ = a + bx + fy2 (38)
and we can suppose that b = 0.
The critical points of this system are of the form (−1/u,u) where u are the solutions of
a − b/y + fy2 = 0, or, equivalently, of h(y) = fy3 + ay − b = 0. In each critical point the
Jacobian matrix is
J (−1/u,u) =
(
u −1/u
b 2f u
)
and the characteristic polynomial is P(λ) = λ2 − (2f + 1)uλ + h′(u). If (38) has a polynomial
first integral, according to Proposition A (see Appendix A), one has that the quotient of the
eigenvalues associated to each singular point are rational negative number, or both eigenvalues
are zero. If we denote by λ and μ these eigenvalues, then λ + μ = (2f + 1)u and λμ = h′(u).
Therefore, if both eigenvalues are zero at some singular point, taking in account that u = 0 then
f = −1/2 and the proposition follows.
In the other case, for each zero u of h(y) if we denote α = μ
λ
∈ Q−, then
(α + 1)λ = (2f + 1)u, αλ2 = h′(u), (39)
and hence
(α + 1)2
α
= (2f + 1)
2u2
h′(u)
. (40)
We will distinguish two cases.
(a) All of the roots of h are real (and, according to the second equality of (39), they are all
simple), namely, u1 < u2 < u3. Since f is negative, we observe that h′(u2) > 0 and therefore
there not exist polynomial first integral in this case.
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Then
h(y) = f (y − u1)
(
y2 − 2Ay + (A2 + B2))
and since h(y) = fy3 + ay − b we can write(
2Au1 + A2 + B2
)
f = a, u1 = −2A,
(
A2 + B2)f u1 = b, (41)
that is, (
B2 − 3A2)f = a, −2fA(A2 + B2)= b. (42)
Furthermore we obtain that h′(u1) = (9A2 + B2)f , h′(A + Bi) = −2B2f + 6ABf i and
h′(A − Bi) = −2B2f − 6ABf i. Therefore
(2f + 1)2u21
h′(u1)
= 4(2f + 1)
2A2
(9A2 + B2)f ,
(2f + 1)2(A + Bi)2
h′(A + Bi) =
(2f + 1)2(M + Ni)
4B4f 2 + 36A2B2f 2 and
(2f + 1)2(A − Bi)2
h′(A − Bi) =
(2f + 1)2(M − Ni)
4B4f 2 + 36A2B2f 2 ,
where M = 2B2(5A2 + B2)f and N = 2AB(B2 − 3A2)f . In order to the three last numbers
are positive it is necessary that N = 0. In this case and taking in account that B = 0 one can has
A = 0 or B2 = 3A2. From (41) and since b = 0 we obtain that B2 = 3A2 and therefore a = 0
and the proposition follows. 
Proposition 14. Suppose that (6) verify the assumptions of Propositions 3(c), 12 and 13. If the
system has a polynomial first integral then f = −1/2.
Proof. In these conditions one has the system
x′ = 1 + xy, y′ = bx + fy2, (43)
where b = 0. Suppose that system (43) has a polynomial first integral
H(x,y) =
s∑
i=0
Hi(y)x
i . (44)
From the equation
∂H
∂x
(1 + xy) + ∂H
∂y
(
bx + fy2)= 0, (45)
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H ′s(y) = 0, (46)
bH ′s−1(y) = −
[
fy2H ′s + syHs
]
, (47)
bH ′s−j (y) = −
[
fy2H ′s−j+1(y) + (s − j + 1)yHs−j+1(y) + (s − j + 2)Hs−j+2(y)
]
,
j = 2, . . . , s − 1, (48)
fy2H ′0(y) + H1(y) = 0. (49)
We deduce, according to (46) and (47), that Hs(y) = C (and without loss of generality we
can suppose that C = 1) and furthermore that Hs−1(y) = −(s/2b)y2 + K , where K is a real
constant. We claim that deg(Hs−j ) 2j . This fact is true for j = 0 and j = 1. Doing induction
over j and using (48) we obtain the claim.
In the following we denote for j = 0,1,2, . . . , s
Hs−j (y) = Ajy2j + Bjy2j−1 + Cjy2j−2 + Djy2j−3 +
s∑
i=4
E
j
i y
2j−i . (50)
Taking in account the expression of Hs and Hs−1 and Eq. (48) we obtain that A0 = 1 and the Ai
verify the equations
2jAj = −
[
(2j − 2)f + (s − j + 1)]Aj−1, j = 1,2, . . . , s.
We can solve the last linear system and we obtain that
Aj = (−1)
j
(2b)j j !
j∏
i=1
[
(2i − 2)f + (s − i + 1)]
for j = 1,2, . . . , s. Furthermore, we obtain, from (49) that fAs = 0 and therefore f = 0 or
As = 0. Hence if f = 0 then there exists k such that 0 < k < s with f = − s−k2k and, finally, we
obtain
Aj =
{
(−1)j
(2b)j j !
∏j
i=1[(2i − 2)f + (s − i + 1)] for j = 1,2, . . . , k,
0 for j = k + 1, . . . , s.
(51)
In the similar way we can obtain that B0 = C0 = 0 and, using again (48), the coefficients Bi
and Ci verify the equations
b(2j − 1)Bj = −
[
(2j − 3)f + (s − j + 1)]Bj−1, j = 1,2, . . . , s, and
b(2j − 2)Cj = −
[
(2j − 4)f + (s − j + 1)]Cj−1, j = 1,2, . . . , s,
and therefore Bj = Cj = 0 for j = 0,1, . . . , s. On the other hand, we can get that D0 = D1 = 0
and[
(s − j + 1) + (2j − 5)f ]Dj−1 + (2j − 3)bDj = −(s − j + 2)Aj−2, j = 2, . . . , s, (52)
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Dj = 0 for j = k + 2, . . . , s an the other Di (for k = 2, . . . , k + 1) are the solution of the lin-
ear system defined by the equations of (52) with j = 2,3, . . . , k + 2. In order this system is
compatible it is necessary that the ampliated matrix of the system, that is,
M =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
b 0 0 . . . 0 −sA0
(s − 2) + f 3b 0 . . . 0 −(s − 1)A1
0 (s − 3) + 3f 5b . . . 0 −(s − 2)A2
. . . . . . . . . . . . . . . . . .
0 0 0 . . . (2k − 1)b −(s − k + 1)Ak−1
0 0 0 . . . −1 − f −(s − k)Ak
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
has a zero determinant. In the calculus of this determinant, if we denote by Ci the i-column of
the matrix, we can substitute Ck+1 by the combination Ck+1 −∑ki=1 2iAiCi . Through the ade-
quate calculus and using (51) we obtain a new last column such that Ck+1,1 = 0 and Ck+1,j =
2(j − 1)(1 + 2f )Aj−1 for j = 2,3, . . . , k + 1. In these conditions we can write det(M) =
2(1 + 2f )det(M∗), where M∗ is the k × k matrix defined by
M∗ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
3b 0 0 . . . 0 A1
(s − 3) + 3f 5b 0 . . . 0 2A2
0 (s − 4) + 5f 7b . . . 0 3A3
. . . . . . . . . . . . . . . . . .
0 0 0 . . . (2k − 1)b (k − 1)Ak−1
0 0 0 . . . −1 − f kAk
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and if we expand its determinant by the last column we obtain that
det
(
M∗
)= (−1)k+1A1 k−2∏
j=0
[
(s − j − 3) + (2j + 3)f ]
+
k−1∑
i=2
(−1)k+i iAi
i−2∏
j=0
(2j + 3)b
k−2∏
j=i−1
[
(s − 3 − j) + (2j + 3)f ]
+ (−1)2kkAk
k−2∏
j=0
(2j + 3)b.
Through an adequate calculus we can obtain
(s − j − 3) + (2j + 3)f = s
2k
(2j + 3)
[
2r
2j + 3 − 1
]
, where r = (2s − 3)k
2s
,
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(
k−1
i−1
)
. Therefore we have that
det
(
M∗
)= (−s)k
2kbkk−1
k−2∏
j=0
(2j + 3)K, where
K =
k−1∑
i=1
(
k − 1
i − 1
) k−1∏
j=i
(
2r
2j + 1 − 1
)
+ 1.
We note that K coincides with the value of Dk,1 of Appendix B and therefore, using Lemma B,
we can obtain
K = 2
k−1∏k−1
p=1(2p + 1)
k−2∏
j=0
(r − j).
Since det(M∗) = 0 if and only if K = 0 we obtain that there exists j ∈ {0,1, . . . , k− 2} such that
j = r = (2s−3)k2s . If (2s−3)k2s  k − 2 then s < k, in contradiction with the fact that k  s. Hence
f = −1/2 and the proposition follows. 
Proof of Theorem 2(i) and (ii). First we suppose that r = 1 and system is under the assumptions
of Propositions 3(a), 8 and 9(a). If furthermore it verifies the conditions of Proposition 10(a) then
we do the change of variables defined by z = y +Ax +B and t = (1 +MA)x +My +MB +R,
where
A = e(1 + f )
(f − 1)(1 + 2f ) , B =
b(1 − f )(1 + 2f )
ef (1 − 2f ) , M =
(1 − f )(1 + 2f )
2e
and
R = b(f − 1)
2(1 + 2f )2
2e2f (1 + f )(2f − 1)
and we allow system z′ = (f/M)tz, t ′ = ((BR/2 + 1)−At2 −Rz+ (M(f − 1))/2)z2 that is of
the form (ii). In the case of Proposition 10(b) if we consider z = y+ (e/2f )x and t = (1+f )x+
(2f 2/e)y the new system is z′ = (e/2f )tz, t ′ = 1− (e/2f )t2 + (1+3f )tz− (2f 2(1+f )/e))z2
and again is of type (ii).
Finally, under the assumptions of Propositions 3(b) and 11 or Propositions 3(c), 12, 13 and 14
we can prove that H(x,y) = ax + (b/2)x2 + (d/3)x3 − xy2/2 is a polynomial first integral
for (6) and we obtain (i).
Now we suppose that r = 0, that is, we consider system (ii). We will prove that the necessary
conditions of Propositions 3(a), 8 and 9 are sufficient in order to obtain a polynomial first integral.
Under the assumptions of Propositions 3(a), 8 and 9(a) and if f = 0, we denote s = n − p − 2k
and define H = xsAkBp+k , where
A = −b(f − 1)2p2 + e2(2f − 1)k(k + p)x − e(f − 1)(2f − 1)p(k + p)y,
B = −b(f − 1)2p2 + e2(2f − 1)k(k + p)x + e(f − 1)(2f − 1)pky.
We observe that H is a first integral of degree n for system (6) with r = 0 and we have (b) of
Theorem 2(ii). If f = 0 the conditions of (a) imply a = c = 0, and system has a common factor.
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H = Ak+pBk , where A = 2p2a+ekx(e(k+p)x−2py) and B = 2p2a+e(k+p)x(ekx+2py),
is again a polynomial first integral of system (ii) and we have (c).
Finally, under the assumptions of Propositions 3(b) and 11 or Propositions 3(c) and 12 and
f = 0 we get that
H(x,y) = xn−2k
(
a
2f
+ b
2f − 1x +
d
2f − 2x
2 + y
2
2
)k
is a first integral of system (6) and we have (a) of Theorem 2(ii). Under these assumptions if
f = 0 then x−1−2f is an integrating factor of the system and doing the adequate calculus we
deduce that the existence of polynomial first integral implies a = 0 and hence the system has a
common factor. 
3. Proof of Theorem 2 for systems (iii) and (iv)
In these cases we have that
x′ = y + rx2, y′ = a + bx + dx2 + cy + exy + fy2, (53)
where r = 1 or r = 0 in the case (iii) or (iv), respectively.
Proposition 15. If a quadratic system of the type (iii) or (iv) has a polynomial first integral, then
f = 0.
Proof. Let H(x,y) = ∑0i+jn aij xiyj be a polynomial first integral of degree n for sys-
tem (iii) or (iv). Then, from (2) we have
n∑
i+j=1
iaij x
i−1yj
(
y + rx2)+ n∑
i+j=1
jaij x
iyj−1
(
a + bx + cy + dx2 + exy + fy2)= 0. (54)
We claim that there exists j > 0 such that aij > 0. To prove the claim suppose that H(x,y) =
H(x). Then, according to (54), one has H ′(x)(y + rx2) = 0 and therefore H(x) is a constant, in
contradiction with the definition of first integral. Hence, the claim is proved.
We denote by j ′ the maximum of the j ’s for which aij = 0 for some i, and by i′ the maximum
of i’s for which aij ′ = 0 for some j ′. Then, since the coefficient of xi′yj ′+1 in (54) is j ′ai′j ′f ,
the proposition follows. 
Proposition 16. If system (53) with r = 1 has a polynomial first integral then e ∈ Q− ∪ {0}.
Proof. From (5) and taking in account that P(x, y) = y + x2 and Q(x,y) = a + bx + cy +
dx2 + exy, we obtain that
(
y + x2) n∑
j=1
jHj +
[
x2M + N + R]Hy = 0, (55)
where M(x,y) = dx + (e − 1)y, N(x,y) = bx2 + cxy − y2 and R(x, y) = ax.
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nHn + MHn,y = 0. (56)
From (56) we deduce that M is a divisor of Hn, that is, Hn = MsUn−s with s  1 and such
that M not divide to Un−s .
Again from (56) we can write
Ms
[(
n + s(e − 1))Un−s + MUn−s,y]= 0.
Then, since M not divides to Un−s we get that n+ s(e − 1) = 0 and therefore e = −n−ss and the
proposition follows. 
Proof of Theorem 2(iii) and (iv). First we study case (iii) and we suppose that e = 0. Further-
more, from Proposition 16 we can suppose that e = 1 and then the change of variables defined
by X = y + (d/(e − 1))x + γ, Y = c + (d/(e − 1)) + ex, where γ = b(e−1)2−cd(e−1)−d2
e(e−1)2 , allow
us system X′ = A+XY, Y ′ = Q(X,Y ). If A = 0 then this system is of type (ii) and if A = 0 we
can get the form (i). On the other hand, if e = 0 then the change X = x, Y = y − dx allow us to
the system X′ = Y + dX + X2, Y ′ = a + BX + CY , where B = b + cd − d2 and C = c − d .
If B = 0 and we interchange the variables X and Y we can get one system of the type (viii) or
(ix) and if B = 0 the change U = Y , V = a +BX +CY allows us to get one system of type (iv)
because U ′ = V . Therefore if system (53) with r = 1 has a polynomial first integral, system can
be expressed in other of the canonical forms.
Now we study case (iv), that is, r = 0. If e = 0 then the change of variables defined by
X = y + (d/e)x + γ, Y = c + (d/e) + ex, where γ = b(e−1)2−cd(e−1)−d2
e(e−1)2 , allows us to get the
system X′ = A+XY, Y ′ = Q(X,Y ). Again if A = 0 then this system is of type (ii) and if A = 0
we can get form (i).
Then we need only to study the form (iv) when e = 0. Quadratic systems of the form (iv) can
be written as x′ = y, y′ = a + bx + dx2 + cy and we note that d = 0, otherwise system (iv)
would not be quadratic. Then the singular points of
x′ = y, y′ = a + bx + cy + dx2 (57)
are (u,0) where u is a zero of g(s) = a + bs + ds2. An easy computation shows that if g has
two simple roots (real or conjugate complex), then g′(u1) and g′(u2) are not both positive real
number. If we use the same arguments of Proposition 13 we deduce that c = 0 is a necessary
condition for the existence of a polynomial first integral. Finally, under these assumptions we
have that H(x,y) = 6ax + 3bx2 − 3y2 + 2dx3 is a polynomial first integral of (57) and one has
Theorem 2(iv). 
4. Proof of Theorem 2 for systems (v) to (ix)
Quadratic systems of the form (v)–(ix) can be written as
dx = P(x), dy = a + bx + cy + dx2 + exy + fy2. (58)
dt dt
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coefficient f of the system is zero.
Proposition 17. If a quadratic system (58) has a polynomial first integral, then f = 0.
Proof. The proof is similar to the proof of Proposition 15. 
Now we will obtain simplifications in cases (v)–(vii).
Proposition 18. If system (58) with P(x) = r + x2, where r = 0,1 or −1, has a polynomial
first integral then e ∈ Q− ∪ {0}. Furthermore there exists a change of variables X = x and
Z = αx + βy + γ such that the system becomes X′ = P(X), Z′ = A + BX + CZ if e = 0 or
X′ = P(X), Z′ = A + CZ + EXZ if e = 0.
Proof. The first part of the proposition follows if we use (5) and we proceed as in the proof of
Proposition 16.
Now, if e = 0, we can define X = x and Z = y − dx and system (58) becomes X′ = P(X),
Z′ = A+ BX + CZ, where A = a − dr , B = b + cd and C = c.
On the other hand, if e = 0, and taking in account that e = 1 from the first part of the proposi-
tion, the change X = x, Z = d
e−1x + y + b(1−e)+cde(1−e) gives us X′ = P(X), Z′ = A+CZ +EXZ,
where A = a − c(b(1−e)+cd))
e(1−e) + dre−1 , C = c and E = e and the proposition follows. 
According to Proposition 17 if (58) has a polynomial first integral then f = 0 and system can
be written as the following linear differential system dy
dx
= A(x)y + B(x) = c+ex
P (x)
y + a+bx+dx2
P(x)
.
Its general solution is
y(x) = k − G(x)
F (x)
, (59)
where F(x) = exp(− ∫ A(x)dx), G(x) = ∫ B(x)F (x)dx and k is an integration constant.
Therefore, the function K(x,y) = F(x)y + G(x) is a first integral of system (58) where it is
well defined.
Assume that system (58) has a polynomial first integral H(x,y) of degree n. Since K(x,y)
and H(x,y) are two solutions of the linear partial differential equation (2), there exists a function
u(z) such that u(K(x, y)) = H(x,y). Now we shall prove that u(z) is a polynomial.
Proposition 19. The function u(z) is polynomial of degree at most n.
Proof. We take a point (x0, y) where K and H are both defined. Then u(F (x0)y + G(x0)) =
H(x0, y). Therefore, u(z) = H(x0, (z − G(x0))/F (x0)), and the proposition follows. 
Now we obtain necessary conditions in terms of the polynomials F(x) and G(x) for the
existence of a polynomial first integral for system (58).
Proposition 20. System (58) has a polynomial first integral of degree n if and only if∑n
i=j
(
i
j
)
ai[F(x)]j [G(x)]i−j is a polynomial for j = 0,1, . . . , n, where F and G are defined
in (59).
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H(x,y) = u(K(x,y))= n∑
i=0
ai
(
F(x)y + G(x))i = n∑
i=0
i∑
j=0
ai
(
i
j
)[
F(x)y
]j [
G(x)
]i−j
,
or equivalently H(x,y) =∑nj=0(∑ni=j (ij)ai[F(x)]j [G(x)]i−j )yj . The proof is completed. 
Corollary 21. If system (58) has a polynomial first integral of degree n, then the functions
[F(x)]n, [F(x)]n−1G(x) and ∑ni=0 ai(G(x))i are polynomial.
Proof. The first and the last results follows directly from Proposition 20 taking in it j = n and
j = 0. If we take j = n − 1 we obtain that [F(x)]n−1(an−1 + nanG(x)) is a polynomial. Since
G(x) is defined by an integral, we can choose an adequate constant C such that G˜(x) = G(x)+C
verifies that [F(x)]n−1G˜(x) is a polynomial and the corollary follows. 
Now we are ready to prove statements (v) to (ix) of Theorem 2.
Proof of Theorem 2(v), (vi) and (vii). In these cases P(x) = l + x2 where l = 1,−1 or 0,
respectively. If e = 0, according to Proposition 18 we can suppose that d = e = f = 0 and
hence we obtain that F1(x) = exp(−c arctan(x)), F−1(x) = (x − 1)−c/2(x + 1)c/2 and F0(x) =
exp(c/x). From Corollary 21 [Fl(x)]n must be a polynomial and therefore c = 0 and furthermore
Fl(x) = 1 for l = 1,−1,0.
On the other hand, an adequate calculus gives us G1(x) = −a arctan(x) − (b/2) ln(1 + x2),
G−1(x) = −(a+b) ln(|x−1|)+ (a−b) ln(|x +1|) and G0(x) = −a/x+b lnx. Since F(x) = 1
in all of these cases we deduce from Corollary 21 that Gl(x) is a polynomial and a = b = 0.
Hence Q = 0 and P is a common factor of the system.
Now we suppose that e = 0 and again from Proposition 18 we can suppose that b = d = 0 and
e = −p
q
∈ Q−. Under these assumptions we obtain that F1(x) = (x2 +1)p/2q exp(−c arctan(x)),
F−1(x) = (x − 1)−(c+e)/2(x + 1)(c−e)/2 and F0(x) = xp/q exp(c/x). By Corollary 21, in order
to [Fl(x)]n is a polynomial, we get c = 0 when l = 1 or l = 0, and α = −(c + e)/2 ∈ Q− ∪ {0},
β = (c − e)/2 ∈ Q+ ∪ {0} and c = r/s ∈ Q∩ [e,−e] if l = −1.
Suppose that l = 1. Then K1(x, y) = y(x2 + 1)p/(2q) − aIp/(2q)−1, where we denote by
Ik the integral
∫
(x2 + 1)k−1 dx. First we suppose that a = 0 and without loss of generality
we can suppose that a = 1. If e is an even negative integer, Ip/(2q)−1 is a polynomial and
doing induction with respect to k, it easy to verify that Ik−1 = ∑k−1j=0 (k−1j ) x2j+12j+1 . Substitut-
ing Ik−1 = Ip/(2q)−1 in G(x), we obtain that K1(x, y) is the polynomial first integral of (a)
in statement (v). If e = −2k, for all k ∈ N, the second condition of Corollary 21 gives us
[F(x)]n−1G(x) = S(x), where S is a polynomial, that is, since n = 2kq , then G(x) = S(x)(1 +
x2)p/2q−kp = S(x)(1 + x2)t+u/v, where t ∈ Z and 0 < u/v < 1 (we note that we can remove the
case u/v = 0 that corresponds to p/2q is an integer, that is, to e = −2k). In these conditions, the
third condition of Corollary 21 implies t  0 and Ip/(2q)−1 = −G(x) = R(x)(1 + x2)u/v , where
R(x) = −S(x)(1 + x2)T. Now, by definition of G, we have that G′(x) = −(1 + x2)p/(2q)−1, and
we obtain, after an adequate simplification, that 2x u
v
R(x) + (1 + x2)R′(x) = (1 + x2)m, where
m = p/2q −u/v ∈ N. We observe that this equation is of the type (21) with N = 2u
v
x, U = M =
1 + x2 and L = 1. Furthermore M has neither common factors with N + jMy U = 2x(u + j)M v
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polynomial R(x) has degree n then it must be R(x) = (1 + x2)mW , where W is a polynomial
of degree n − 2m that verifies the equation [(u/v) + m]2xW(x) + (1 + x2)W ′(x) = 1. If we
denote R(x) = atxt + · · · + a0 and taking in account that (u/v)+m = p/q we obtain, using the
coefficients of highest degree, that p/q = −t in contradiction with p/q  0. Then there is not a
polynomial first integral in this case.
Finally, if a = 0 we obtain that K(x,y) = (1 + x2)p/(2q)y, and H(x,y) = (K(x, y))2q
proves (b) of statement (v). Hence, statement (v) of Theorem 2 is proved.
If l = −1 we write G(x) = −I (α,β), where I (α,β) = a ∫ (x − 1)α−1(x + 1)β−1 dx.
Suppose that a = 0. If, furthermore, c + e = 0 or c − e = 0, then the system has a common
factor. In the other case, writing K(x,y)2sq we obtain the polynomial first integral of (a) in
statement (vi). Now, we assume that a = 0 and moreover that a = 1.
Suppose α = −(c + e)/2 or β = (c − e)/2 ∈ N. Therefore, using arguments of divisibility,
that c = r
q
, with −p < r < p and p ≡ r (mod 2) and hence α = p−r2q and β = p+r2q .
Now, if α ∈ N then I (α,β) = (x + 1)β∑α−1j=0(−2)α−1−j (α−1j ) (x+1)jβ+j and K(x,y)2q is the
polynomial first integral of (b) in statement (vi).
On the other hand, if β = (c − e)/2 ∈ N then
J (α,β) = (x − 1)α
β−1∑
j=0
2β−1−j
(
β − 1
j
)
(x − 1)j
α + j
and again writing K(x,y)2q we obtain the polynomial first integral of (c) in statement (vi).
Now we consider the case a = 1 and α,β /∈ N. Then, in the similar way to case (v), we obtain
that G(x) = R(x)(x + 1)k1/k2(x − 1)k3/k4 , where 0 < k1
k2
,
k3
k4
< 1 and R(x) is a polynomial, and,
on the other hand, by definition of G, it must verify equation G′(x) = −(x − 1)α−1(x + 1)β−1.
If we simplify we obtain equation[
k1
k2
(x − 1) + k3
k4
(x + 1)
]
R(x) + (x2 − 1)R′(x) = (x + 1)l1(x − 1)l2,
where l1, l2 are natural numbers such that α = k1k2 + l1 and β =
k3
k4
+ l2. If we apply Proposition 4
to this equation (first with M = x + 1 and second with M = x − 1) again we get a contradiction
and in this case we cannot have polynomial first integrals. This completes statement (vi) of
Theorem 2.
Now if l = 0 we have that K(x,y) = yxp/q − a ∫ xp/q−2 dx.
If p/q = 1 then G(x) = −a ln |x|. From Corollary 21, we have a = 0 and again the system has
a common factor. On the other hand, if e = −p/q ∈ Q− \ {−1}. then G(x) = xp/q−1[a/(1 + e)].
If a = 0, then the system has a common factor.
Now suppose that a = 0, that is, that a = 1. We write p/q = t + r/q with t a non-negative
integer and 0 < r
q
< 1. Then G(x) = xt−1xr/q((p − q)/q). By Corollary 21, ∑ni=0 ai(G(x))i
must be a polynomial for some positive integer n. This forces that t  1; i.e., p > q . Therefore
K(x,y) = x(p−q)/q
(
xy + p − q
q
)
,
and consequently H(x,y) = (K(x, y))q . This completes the proof of statement (vii). 
418 J. Chavarriga et al. / J. Differential Equations 230 (2006) 393–421Proof of Theorem 2(viii). Since P(x) = x, we obtain that
F(x) = exp(−ex)x−c, G(x) = −
∫
a + bx + dx2
x
F(x)dx.
By Corollary 21, some power of F(x) must be a polynomial, therefore e = 0 and c = −p/q ∈
Q− ∪ {0}. If e = c = 0, then F(x) = 1 and G(x) = −a ln |x| − bx − dx2/2. By Corollary 21,
since F(x) = 1, G(x) must be a polynomial. So a = 0, and x is a common factor of the system.
On the other hand, if e = 0 and c = −p/q ∈ Q−, we can suppose that a = b = 0 (in the other
case the change of variables X = x, Y = y + b
c−1x + ac allow us this situation) and then G(x) =
−x pq +2(d/(2−c)). Hence K(x,y) = x pq (y − (d/(1 − c))x2). Therefore H(x,y) = (K(x, y))q
is the polynomial first integral of statement (viii). 
Proof of Theorem 2(ix). Since P(x) = 1, we have
F(x) = exp(−cx − ex2/2), G(x) = −∫ (a + bx + dx2)F(x)dx.
From Corollary 21, (F (x))n must be a polynomial for some positive integer n. So c = e = 0.
We can suppose trough an adequate change of variables that a = 0 and consequently K(x,y) =
y − (b/2)x2 − (d/3)x3. 
Appendix A
Let (x0, y0) be a singular point of (1) and denote by λ1 and λ2 the eigenvalues of the Jacobian
matrix associated to this singular point. It is well known that there exist a complex linear change
of variable that allow us to write the system into the form
x′ = λ1x + · · · , y′ = λ2y + x + · · · , (A.1)
where  = 0 if λ1 = λ2 and, otherwise,  is 0 or 1. Then, there exist a real polynomial first
integral of (1) if and only if (A.1) has a complex polynomial first integral. In the next proposition
we prove that when (A.1) has a polynomial first integral then either λ1 and λ2 are both zero, or
λ1/λ2 is a negative rational number.
Proposition 22. Suppose that (A.1) is a quadratic system such that x′ and y′ has no common
factors, and that it has a polynomial first integral. Then λ1/λ2 ∈ Q− or λ1 = λ2 = 0.
Proof. Suppose that (A.1) has a polynomial first integral H(x,y) of degree n. We can write
H = Hs + Hs+1 + · · · , where Hk is the homogeneous part of H of degree k and denote by Hs
(s  1) the nonzero homogeneous part of the least degree. Since
∂H
∂x
(λ1x + · · ·) + ∂H
∂y
(λ2y + x + · · ·) = 0, (A.2)
we deduce that
∂Hs
λ1x + ∂Hs (λ2y + x) = 0. (A.3)∂x ∂y
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x
∂Hs
∂x
+ y ∂Hs
∂y
= sHs. (A.4)
First if λ1 = λ2 = 0 we can suppose that  = 1; because if  = 0, taking into account that
sHs = 0, we deduce that (A.3) and (A.4) are not compatible. In the other cases, from (A.3) and
(A.4) we get
∂Hs
∂x
= −sHs(λ2y + x)
(λ1 − λ2)xy − x2 ,
∂Hs
∂y
= λ1sHsx
(λ1 − λ2)xy − x2 . (A.5)
In particular, if λ1 = λ2 = 1 according to the second equation of (A.5) we obtain that Hs =
e−
sy
x ec(x), which is not a homogeneous polynomial and hence there is not a polynomial first
integral.
On the other hand, if λ1 = λ2 and they are not zero (and hence  = 0), we obtain by integrating
(A.5) that Hs = x−
sλ2
λ1−λ2 y
sλ1
λ1−λ2
. Since Hs is a homogeneous polynomial of degree s we deduce
that there exists n,m ∈ N such that − sλ2
λ1−λ2 = m and
sλ1
λ1−λ2 = n, that is,
λ1
λ2
= − n
m
, and the
proposition follows in this case.
Now suppose that λ2 = 0 and λ1 = 0. According to (A.5) we get that Hs = Cys and hence
∂Hs+1
∂x
λ1x + ∂Hs
∂y
(
Q2(x, y)
)= 0, (A.6)
where Q2 is the homogeneous part of degree 2 of Q. From (A.6) we deduce that Q2(x, y) =
αx2 + βxy and ∂Hs+1
∂x
= −nyn−1(αx+βy)
λ1
. Then, from (A.2), we obtain that
∂Hs+1
∂x
P2(x, y) + ∂Hs+2
∂x
(λ1x) + ∂Hs+1
∂y
Q2(x, y) = 0,
that is x divides to P2, and since P = λ1x + P2 and Q = Q2 have no common factor, then x
divides ∂Hs+1
∂x
. Therefore, b = 0. In this case the system becomes
x′ = λx + P2(x, y), y′ = αx2. (A.7)
Now, since H(x,y) = Cys +H(x,y), we have that ∂H
∂x
(λ1x +P2(x, y))+ ∂H∂y (αx2) = 0. Then,
x2 divides ∂H
∂x
(λx + P2(x, y)). Since x is not a divisor of P2 we deduce that x2 must divide ∂H∂x
and, in particular, ∂Hs+1
∂x
. Therefore α = 0, and the system is not quadratic. So, the proposition
follows. 
Appendix B
Lemma B. If we define
Dk,.p0 =
k−1∑(k − 1
i − 1
) k+p0−2∏ ( 2r
2j + 1 − 1
)
+ 1, (B.1)
i=1 j=p0+i−1
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Dk,p0 =
2k−1∏p0+k−2
p=p0 (2p + 1)
k−2∏
j=0
(r − j). (B.2)
Proof. We will prove the result by induction over k. First of all, an easy calculus imply that the
lemma follows for k = 2. Next we suppose that the lemma is true for k − 1 and we prove that it
is also true for k. Using that
(
k−1
i−1
)= (k−2
i−1
)+ (k−2
i−2
)
for i  2, an adequate calculus gives us
Dk,p0 =
(
2r
2(k + p0 − 2) + 1 − 1
){k−2∑
i=1
(
k − 2
i − 1
) k+p0−3∏
j=p0+i−1
(
2r
2j + 1 − 1
)
+ 1
}
+
k−1∑
i=2
(
k − 2
i − 2
) k+p0−2∏
j=p0+i−1
(
2r
2j + 1 − 1
)
+ 1,
that is, Dk,p0 = ( 2r2(k+p0−2)+1 − 1)Dk−1,p0 +Dk−1,p0+1. Then if we apply the induction hypoth-
esis, the lemma follows. 
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