Abstract-This paper focuses on maximum-likelihood sequence estimation of noncoherent -ary differential phase-shift keying ( -DPSK) receivers for code division multiple-access (CDMA) systems, which make use of direct-sequence spread-spectrum modulations. A typical frequency-selective Rayleigh environment with multipath diversity at the receiver is considered. In this scenario, the optimum noncoherent decision metric, which requires an estimation of the channel tap weights envelope, is derived. Then, in order not to increase the receiver implementation complexity, a joint channel and data estimation strategy is proposed, which does not require the transmission of a known training sequence (blind estimation). In this case, the decision metric becomes a simple equal gain combining of multiple-symbol square-law detection decision metrics. For this suboptimum noncoherent detector, useful bounds on the bit error probability are provided through a theoretical analysis. Nonconstant and constant multipath intensity profiles are both considered for this purpose. Simulations are also carried out in order to verify the accuracy of the theoretical bounds.
I. INTRODUCTION
W ITHIN the field of modern telecommunications, code division multiple access (CDMA), which makes use of direct-sequence spread-spectrum (DS-SS) modulations, is one of the techniques that is gaining momentum for the development of personal communications [1] . The intrinsic robustness against fading of DS-SS systems is one of the aspects that advantages CDMA with respect to other cellular-type multiple-access techniques. Indeed, the processing gain employed in DS-SS systems allows the receiver to distinguish the multipath components having delays separated by more than one chip duration [2] . Hence, the receiver may acquire synchronization to one of the separable multipath components and may perform demodulation based on the information contained in that particular multipath component.
Although the problem of intersymbol interference (ISI) can be avoided via DS-SS modulation, the short-term fading problem still exists. This is due to the fact that each of the separable multipath components actually consists of many closely spaced (with delay difference lower than one chip duration) multipath components so that their amplitudes are, Manuscript received August 2, 2000; revised March 2, 2001 . The author is with the Dipartimento di Ingeneria dell'Informacione, Universita delgi Studi di Siena, 56-53100 Siena, Italy.
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in many cases, Rayleigh distributed [2] , [3] . Hence, the link performance is normally not satisfactory, and some form of diversity is required. DS-SS systems offer a new dimension of diversity due to the fact that the fading statistics of the separable multipath components are, in many cases, independent. In this case, the receiver may attempt to collect the signal energy from all the received signal paths that carry the same information through the use of a RAKE receiver.
The optimum diversity demodulator, which is equivalent to a maximal ratio combiner, requires the accurate estimation of the channel tap weights (phases and amplitudes) [2] , [4] , [5] . However, since the reconstructed channel tap weights are only approximations of the correct ones, RAKE receivers cannot achieve the ideal performance, i.e., with perfect channel estimation.
In contrast to coherent detection, the signal detection can be accomplished by relying on noncoherent detection techniques such as envelope or square-law schemes with frequency-shift keying (FSK) or -ary differential phase-shift keying ( -DPSK) signals [6] - [11] . These techniques, which get rid of the implementation complexity due to channel estimation, suffer from a performance penalty when compared to optimum coherent detection.
The problem of increasing the performance of traditional noncoherent detection over single channel receivers (i.e., without diversity) has been deeply investigated in the past ten years. In particular, an incoherent maximum likelihood sequence estimation (MLSE) algorithm for -PSK over additive white Gaussian noise (AWGN) channels has been proposed in [12] . The same algorithm has then been studied for a variety of modulations and propagation conditions in subsequent papers (see, for example, [14] and [15] ). In these works, it is demonstrated that the incoherent MLSE estimation succeeds in approaching the performance of coherent detection when the observation interval increases from one (classical) to more than three symbol intervals.
Since the complexity of the incoherent MLSE algorithm grows exponentially with the observation interval duration, several works have dealt with the problem of reduced complexity algorithms that are able to maintain the performance of MLSE algorithms while decreasing the complexity. In particular, in [16] a multiple-symbol noncoherent detection algorithm is proposed where the complexity is essentially linear in the observation interval length, which makes the implementation of MLSE algorithms practical also for high observation interval lengths. Alternative strategies for the reduction of the implementation complexity (of noncoherent MLSE algorithms) are symbol-by-symbol decision feedback approximations [17] - [19] or schemes based on Viterbi detection algorithms [20] , [21] .
This paper focuses on a multiuser CDMA wireless system. An ideal open-loop power control is assumed, which compensates for the long-term variations due to path loss and shadowing experienced by the mobile users. In this scenario, the problem of noncoherent MLSE detection of -DPSK modulations in frequency-selective Rayleigh environments is addressed. It is derived that the optimum noncoherent decision metric requires an estimation of the channel tap weights envelope. Then, in order not to increase the receiver implementation complexity, a joint channel and data estimation strategy is proposed that does not require the transmission of a known training sequence (blind estimation). In this case, the decision metric becomes a simple multiple-symbols equal gain combining of square-law detection decision metrics.
Useful bounds on the bit error probability are then provided through a theoretical analysis. Nonconstant and constant multipath intensity profiles (MIPs) are both considered for this purpose. Finally, simulations are carried out in order to verify the accuracy of the theoretical bounds.
II. SYSTEM MODEL Let us consider a CDMA wireless radio system and let us focus on the reverse (i.e., terminal to base) link. Power control loops are usually incorporated in CDMA systems to compensate for the path loss between mobile terminal and base stations. In this case, the complex envelope of the CDMA transmitted signal from the th mobile station may be written as (1) where data signal; spreading waveform; power adjustment term that aims at compensating for the long-term channel fluctuations (open-loop power control). In -DPSK modulations, the information in the th symbol interval is conveyed by the differential transmitted phase . In particular, denoting by the th -ary symbol transmitted by the th user, , the relative differential phase in the th symbol interval is . The user data signal term is
where and is a unitary rectangular pulse centered in 2 of width , the symbol duration. The energy of the spreading sequence is referred to as in the following:
For the considered high-bit-rate wireless systems, the root mean square of the delay spread introduced by the channel is often significantly greater than the chip time of the spreading sequence, i.e., the bandwidth of the transmitted signal is greater than the coherence bandwidth of the channel. For such a frequency-selective fading channel, the low-pass impulse response is (4) where Dirac delta function; number of resolvable paths; complex tap weight coefficients; relative delays. For the ideal open-loop power control considered in this paper, the power control parameter is assumed to compensate perfectly for the long-term variations due to path loss and shadowing experienced by the th mobile user. In this case, the complex envelope of the th path of the th user signal received at the base station may be expressed as (5) where is the th user delay and and are the th tap weight coefficient and the chip delay of the th user channel, respectively. Without loss of generality, the phase shifts introduced by the channel are set to zero in (5), since the paths introduce their own random phase shift. Let us make the following assumptions: . 1) are wide-sense stationary zero-mean complex independent (with respect to ) random processes (uncorrelated scattering) considered constant during a symbol interval (slow Rayleigh fading).
2) The fading statistics for each user are identical; thus the average received power in each resolvable path is the same for all users, i.e., , for , where the operator stands for the expected value.
3) Without loss of generality, it is assumed that . 4) Spreading in the system is performed asynchronously, i.e., are independent uniformly distributed random variables in [0, ]. Although synchronous spreading allows the design of orthogonal or near-orthogonal signal sets, this technique requires a careful code assignment, which becomes an essential problem during handover in a system with nonsynchronized base stations. 5) are independent random processes, with 1 and 1 equiprobable outcomes, generated at the rate of PG chips of duration per each data pulse of duration (i.e., PG and are the processing gain and the chip duration, respectively). The single-cell multiuser environment considered in this paper is depicted in Fig. 1 . By pointing out the th path of the zeroth (desired) user, the complex envelope of the multiuser signal seen at the base station may be written as (6) where is a complex AWGN noise with power spectral density equal to and is the number of mobile users transmitting at the same time in the same cell (i.e., there are 1 interfering transmissions for the desired user). In (6) we have assumed, without loss of generality, that the delay is equal to zero for the first user signal. Note that in a cellular CDMA system, the other-cell interference may be adequately modeled by the introduction of an equivalent number of users that should be superimposed to the same cell users (see, for example, [2] ). Thus, the following analytical procedure is adequate for the characterization of cellular systems, provided that the number of users encompasses both same-cell and other-cell interference. Let us focus on the observation interval . Here, in the presence of perfect time symbol synchronization, the output of the th branch of a single-user RAKE correlator [2] is (7) Under the assumption of slow fading, can be expressed using (6) and (2) as (8) where is a complex white Gaussian noise with variance , , and is the global access interference term experienced at the th branch of the RAKE receiver at the th time instant. For high values of the number of users , which is the case of practical interest, the self-interference caused by the multipath components, i.e., the third term in (6), can be neglected [22] . In this case, may be expressed as (9) where (10) The terms in (10) depend on the cross-correlation properties of the spreading sequences. Under the assumptions made in this paper, they can be modeled as independent random variables with zero mean and with average variance equal to PG (see [23] for an accurate computation of cross-correlation properties in CDMA). A detailed statistical characterization of the interfering term in (9) is beyond the scope of this study. Referring instead to the well-known standard Gaussian approximation (SGA) [23] and denoting by the energy per symbol of the th user at the th time instant, (8) may be rewritten as (11) where is a complex white Gaussian noise with variance (12) Note that under the assumption made in this paper, the energy per symbol is a wide-sense stationary random process with mean and variance (13) III. SINGLE-USER NONCOHERENT MLSE DETECTION Let us refer to a sequence estimation algorithm, where the receiver observes the outputs of the RAKE correlator on an interval 1 s long. In particular, let us focus on the generic interval 1 . It is assumed that the channel fluctuations due to multipath fading become significant over intervals larger than . In this case, the fading terms may be assumed constant during the observation intervals for (14) Let us now introduce the received sequences and the transmitted sequence
In order to get the optimum noncoherent detector, let us start by expressing the fading terms relative to the zeroth desired user as , where are uniformly distributed random phase shifts, which are independent of (uncorrelated scattering). Let us firstly assume perfect estimation of the fading envelopes , . In this case, the output of the th branch of the RAKE correlator (11) assumes the classical form of the received signal in an incoherent AWGN channel. Accordingly, the a posteriori probability of given and , referred to as , may be derived as shown in [12] . In particular, denoting by the correlation between the received and the transmitted sequence, i.e., (17) and given the notations of this paper, it is straightforward to derive (18) where constant term; zeroth-order modified Bessel function of the first kind; . Under the assumptions made in this paper, the received sequences are independent random variables (RVs). Accordingly, the a posteriori probability of given and may be written as (19) Taking the natural logarithm of (19) , and leaving out the terms that do not influence the decision, the optimum conditional decision strategy is derived as (20) As shown in the literature [24] , the optimal noncoherent strategy (20) may be well approximated by letting (the higher the signal-to-noise ratio, the better the approximation quality). In this case, it is obtained (21) In order to perform the approximate decision strategy (21), the zeroth receiver must compute the -branch metrics , for each of the possible sequences transmitted in the interval . Then, it must compute the decision metric obtained by linearly combining the -branch metrics (22) The decision metric requires an estimation of the envelopes . In order to avoid the increase in the receiver implementation complexity, it is desirable to get a joint channel and data estimation, which does not require the transmission of a known training sequence (blind estimation). This goal can be straightforwardly accomplished as described below.
Let denote the actual transmitted sequence, and let us neglect the effect of the noise terms in the received signal. In this case, it is obtained (23) Accordingly, apart from a constant term, the branch metric may be considered as an estimation of the th envelope of the multipath. Substituting (23) in (22) and neglecting the constant term, which does not influence the decision, the decision metric simplifies to equal gain combining of square-law detection decision metrics, i.e., (24) The block diagram of the equal gain combining strategy derived above is depicted in Fig. 2 . It is expected that the proposed estimation strategy is affected from a performance degradation when compared with the ideal optimum envelopes estimator (22) . The entity of such degradation will be verified through simulations in Section V.
Note that the suboptimum decision metric (24) has been derived in a general context, i.e., without making any assumption on the distribution of the fading envelopes . Nevertheless, it has been recently demonstrated that the optimum noncoherent diversity detection rule is equivalent to an equal gain combiner of square-law metrics in the case of Rayleigh fading with uniform MIP (see [13] ). Thus, the suboptimum noncoherent detector considered in Fig. 2 coincides with the optimum noncoherent detector in the particular case of Rayleigh fading with uniform MIP. 
IV. BIT ERROR PROBABILITY EVALUATION
In this section, an upper bound on the bit error probability of the square-law detection scheme described in Section III is derived by following the same approach in [12] . Let denote the transmitted sequence (one of the sequences of symbols), one of the possible estimated sequences, and the Hamming distance between the binary counterpart of and . Hence, the bit error probability is upper bounded as follows: (25) where (26) The terms and are the squared envelopes of the RVs and , respectively, which are zero-mean correlated complex-valued Gaussian RVs. Moreover, the pairs are mutually statistically independent of . Let denote the individual RVs of the summation (26), i.e., . By exploiting well-known results in the literature (see for example Appendix B of [2] ), the characteristic function of , referred to as , is given by (27) where the parameters and depend on the second (central) moments of the complex Gaussian RVs and through the following definitions: (28) where is the correlation between the estimated sequences and , i.e., (29) The terms in (28) depend on the variance of the global interference . This last term, which in turn depends on the sum of the energy per symbols of all the interfering users (12), must be considered as a random variable. In particular, let us define the random variable as (30) Note that the randomness of derives from the summation of 1 independent random variables with mean and variance given in (13) . Thus, provided that the number of users is high, the central limit theorem allows us to characterize as a Gaussian random variable with mean and variance, respectively, given by (31)
The terms in (28) now may be straightforwardly rewritten by explicitly the dependence on (32) where . Accordingly, the characteristic function in (27) becomes a conditional characteristic function (33) Moreover, the error probability in (26) is its own conditional probability . In particular, defining by the sum of the RVs conditioned on , i.e., , and by its probability density function, it results that (34) Since is the sum of the statistically independent RVs , the characteristic function of is (35) In order to derive the distribution , it is now necessary to invert (35). This purpose may be accomplished by considering two different cases: 1) uniform MIP (U-MIP), i.e., ; and 2) nonuniform MIP (NU-MIP), i.e., .
In the case of U-MIP, it may be observed directly from (32) that the parameters and satisfy the relation . Accordingly, the inversion of (35) yields (36) Finally, because
from (36) and (34) it can easily be derived that
In the case of NU-MIP, the parameters and are such that and , . The inversion of (35) yields the following:
(39) while for the error probability it is obtained that (40) It can easily be verified from (32) that the error probability given in (40) and (38) depends on the observation interval length , the number of users in the cell , the processing gain PG, and the signal-to-noise ratio . Instead, as one could expect, it does not depend on the energy term . This is due to the fact that the error probability depends on the ratios between and [see (40) and (38)], which, in turn, are proportional to the inverse of (32).
By removing the conditioning on , the expression of becomes (41) It is now simple to verify from (29), (32), (38), and (40) that the error probability is a monotonically increasing function with . Accordingly, in order to obtain a closer upper bound for the bit error probability, let us refer to the case where only the most significant terms of in (25) are taken into consideration. These dominant terms occur for the sequences that result in the maximum value of , for . It can be proved from (29) that this maximum value is obtained for sequences , which verify the condition (42) Accordingly, we get directly from (29) and (42)
Let now denote by the region
and by the error probability evaluated for the worst-case error event, i.e., for . The following bound can be obtained for the bit error probability:
The Hamming distances in (45) depend on the binary conversion strategy adopted for the information symbols . Considering Gray codes, which are the conventional choice for -DPSK modulations, the bound (45) can easily be rewritten as (46) V. RESULTS AND COMPARISONS Extensive simulations of the single-cell CDMA cellular system shown in Fig. 1 have been run to assess the accuracy of the upper bound derived in the previous section. The following configuration has been simulated: a set of asynchronous terminals that use a chip rate and spreading Gold codes of length PG , i.e., s. The same chip delays , have been considered for all the users channels.
A 4-DPSK modulation has been adopted during the simulations. The energy per symbol-to-noise spectral density ratio has been set to 18 dB, so that the performance of the system is actually limited only by the other users' interference rather than by the thermal noise, which is the typical situation for CDMA systems. Regarding the channel model, we have assumed that each path of the multipath is a zero-mean Gaussian random process (Rayleigh fading) with the band-limited nonrational Jakes spectrum [25] , corresponding to a uniform path arrival angle distribution. Obviously, the bandwidth of the Doppler spectrum depends on the mobile speed and on the carrier frequency . In the simulations, we have set GHz and km/h for each mobile terminal. Consequently, the product of the Doppler frequency multiplied by is about 0.005, i.e., the assumption of slow fading made in Section III is effective, at least for the set of values considered during simulations. Moreover, we have verified that the performance of the system is substantially unaffected by the mobile speeds, at least for speed values lower than 100 km/h, i.e., for . Figs. 3-7 show the bit error probability behavior obtained from both simulations and analysis as a function of the number of users for different environmental conditions and for different detection techniques as well. In particular, Figs. 3-5 show the performance of the noncoherent MLSE detection algorithms discussed in Section III, obtained from both analysis and simulations. We have referred to as NC-MLSE and IEE-MLSE the noncoherent MLSE detector that works with the square-law metric (24) and the noncoherent MLSE detector with ideal envelope estimation (22) , respectively. Figs. 3 and 4 refer to the U-MIP case with three different values:
. Moreover, two different observation interval lengths are considered: in Fig. 3 and in Fig. 4 . for and , and that of the classical coherent detection of 4-DPSK, which makes use of ideal maximal ratio combining, referred to as C-MRC. Fig. 6 refers to the U-MIP case while Fig. 7 refers to the NU-MIP case.
The following comments can be drawn from these results. From Figs. 3-5 , it is apparent that the upper bound on the bit error probability derived in Section 4 is very close. It is also shown that the proposed suboptimum NC-MLSE detection algorithm allows us to approach the performance of the ideal IEE-MLSE. Figs. 6 and 7 show that the performance of the NC-MLSE evaluated though analysis, despite representing an upper bound, approaches the optimum maximal ratio combining coherent detection when the observation interval is high. This proves the attractiveness of noncoherent MLSE detection over frequency-selective multiuser CDMA environments with multipath diversity combining. Nevertheless, if the demodulation complexity is of concern, high values of the observation interval length cannot be considered. As a matter of fact, in the noncoherent MLSE detector considered in this paper, the number of operations per demodulated bit increases exponentially with (see the demodulator scheme in Fig. 2) . Thus, values of in the range 3-5 seem to be a good compromise between demodulation complexity and receiver performance (short of considering reduced complexity algorithms, as discussed in Section I). Fig. 8 shows the bit error probability behavior of NC-MLSE obtained from the analysis in the NU-MIP case as a function of the MIP decreasing factor expressed in dB (exponential MIP), for a diversity factor and for three different values. Obviously, the system performance worsens as increases, i.e., by decreasing the diversity gain. Moreover, the performance improvement achievable by increasing the observation interval length reduces with the decreasing of the diversity gain.
Finally, Fig. 9 shows the bit error probability behavior of NC-MLSE obtained from analysis in the U-MIP case as a function of the number of bits per symbols , for a diversity factor and three different values. In order to get an effective comparison, we have considered the same bit-rate values for all the -ary modulations presented in Fig. 9 . In particular, for a predefined value of the ratio between the total bandwidth and the bit rate ( in Fig. 9 ), the PG for the generic -ary modulation is PG . It is shown that 2-DPSK and 4-DPSK achieve almost the same performance for all the considered , while a considerable degradation is introduced for greater than four.
VI. CONCLUSION
In this paper, the problem of MLSE noncoherent detection of DS-CDMA signals, which make use of -DPSK modulations, has been addressed. Frequency-selective Rayleigh environments with multipath diversity at the receiver have been considered. In this scenario, the optimum noncoherent decision metric, which requires an estimation of the channel tap weights envelope (IEE-MLSE), has been derived firstly. Then, a joint channel and data estimation strategy, which does not require the transmission of a known training sequence (NC-MLSE), has been proposed. Bounds on the bit error probability of the NC-MLSE receiver for both nonconstant and constant multipath intensity profiles have been provided through a theoretical analysis. Finally, extensive simulations of a single-cell CDMA cellular system have been carried out. By comparisons with simulations, it has been shown that the upper bound on the bit error probability of NC-MLSE detector is very close, and that the performance of the NC-MLSE detector allows us to approach that of ideal noncoherent IEE-MLSE. Moreover, it has been shown that for high values of the observation interval, NC-MLSE approaches the optimum maximal ratio combining coherent detection (C-MRC). This proves the attractiveness of noncoherent MLSE detection over frequency-selective multiuser CDMA environments with multipath diversity combining.
