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ABSTRACT 
Virtual reality (VR) provides another dimension to many 
engineering applications. Its immersive and interactive nature 
allows an intuitive approach to study both cognitive activities 
and performance evaluation. Market competitiveness means 
having products meet form, fit and function quickly. Rapid 
Prototyping and Manufacturing (RP&M) technologies are 
increasingly being applied to produce functional prototypes and 
the direct manufacturing of small components. Despite its 
flexibility, these systems have common drawbacks such as slow 
build rates, a limited number of build axes (typically one) and 
the need for post processing. This paper presents a Virtual 
Assembly Rapid Prototyping (VARP) project which involves 
evaluating cognitive activities in assembly tasks based on the 
adoption of immersive virtual reality along with a novel non-
layered rapid prototyping for near net shape (NNS) 
manufacturing of components. It is envisaged that this 
integrated project will facilitate a better understanding of design 
for manufacture and assembly by utilising equivalent scale 
digital and physical prototyping in one rapid prototyping 
system. The state of the art of the VARP project is also 
presented in this paper. 
Keywords: Virtual Reality, Rapid prototyping, Assembly 
planning, Near net shape. 
1. INTRODUCTION 
The success of a manufacturing business enterprise not 
only requires short product inception but also necessitates the 
integration of engineering, marketing and production 
components. Therefore it is important that manufacturing 
planning and analysis methods work within the framework of 
the product design cycle [1]. To improve the value added to a 
product, technology development is critical and tools such as 
virtual reality (VR) and rapid prototyping (RP) can provide 
combined advantages to manufacturing enterprises. 
 
Rapid prototyping is a manufacturing process where pre-
production models are built to test various aspects of a design's 
functionality. RP is an additive process in which parts are built 
by adding material layer upon layer as opposed to traditional 
techniques such as machining which is subtractive (i.e. 
removing material). Wholers [2] indicated that 27.3% of the RP 
parts are used as functional models and fit and assembly, 
meanwhile, visual applications account for 26.3%. More than 
29% of customers use the parts for tooling components, such as 
mold inserts, and patterns for urethane and metal castings. 
Meanwhile, rapid manufacturing—the direct production of 
finished goods from additive fabrication—account for 9.6%.  
 
The creation of assemblies is also fundamental to modern 
manufacturing economies.  Indeed, around 40% of a product's 
cost has been attributed to the assembly stage [3]. Assembly 
planning traditionally has been an intuitive, heuristic and 
lengthy process based upon the skills and subjective experience 
of an 'expert' planner.  This expert produces a formal assembly 
plan usually after most of the important design, and 
manufacturing decisions are finalised.  
 
This paper presents how VR can be used as a tool to 
evaluate and improve the efficiency of the RP process. It briefly 
outlines the current state-of-the-art in assembly planning 
research and describes an investigation into the use of Virtual 
Environments (VEs) to address this problem. This has led to the 
proposal of a novel approach utilising immersive Virtual Reality 
to enhance the assembly expert's role during the planning 
process. A novel non-layered RP&M technique based on direct 
interaction with 3D solid models, CNC and robotic assembly is 
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then outlined; the system under development, referred to as 
RPBloX, has the potential to either supplement current RP 
techniques or act as a standalone method. Although both 
feasibility studies are being investigated separately, they are 
integrated to form the Virtual Assembly Rapid Prototyping 
(VARP) test bed. 
2. RESEARCH RELATED WORK 
Traditionally assembly plans were generated only after the 
product design had been completed, approved and authorized. 
Assembly guidelines typically comprise a combination of 
experiential, analytical and theory-base recommendations. 
Human factors are decisive in assembly rationalization. In the 
last years, assembly planning has been subject to significant 
research efforts with most work concentrating on attempting to 
semi- or automate the sequencing process. Bekey [4] reports 
that these efforts have had limited success outside the research 
community.  This is due to a number of reasons: 
• Algorithms are computationally expensive for realistic 
assemblies. 
• Narrow selection criteria means multitude of sequences 
generated by such systems detract from the credibility of the 
results. 
• There is a natural delay in the transfer of knowledge to 
industry. 
 
Common research relating to assembly planning automation 
includes sequence representation, generation, evaluation and 
optimisation; process accuracy and efficiency, and motion 
planner integration [5]. Assembly sequence generation has 
primarily focused on algorithms for the fast and efficient 
generation of feasible assembly plans. Most of the assembly 
sequence generators transform the problem of generating 
assembly sequences into the problem of generating disassembly 
sequences. To evaluate the feasibility of an assembly sequence, 
various issues must be considered: geometrical, mechanical, 
manipulability, accessibility, stability, visibility, and material. 
The geometrical feasibility is one of the most important criteria 
to evaluate an assembly sequence because it validates collision 
between parts [6].  
 
Bourjault [7] made a significant early contribution to 
assembly planning by proposing an interactive method based on 
liaison precedence to generate all valid assembly sequences for 
a product. Homem and Sanderson [8] used AND/OR graphs to 
show all the possible assembly operations including sub-
assembly configurations, thus substantially reducing the size of 
the data tree required to represent the full set of assembly 
sequences. Disassembly analysis is also claimed as an attribute 
of this approach. Latombe et al. [9] described assembly 
sequencing as "intractable" and claim that this has caused 
contemporary researchers to restrict their work to small areas of 
interest in the field limited to small assembly families with 
tightly controlled product representations. 
 
In terms of optimising sequences Baldwin et al. [10] reduce 
the number of sequences by displaying different components in 
their assembled state on a computer screen; users then choose 
and delete the undesirable ones. This work is taken a step 
further by Wilson [11] who uses a CAD model to answer most 
of the precedence type questions then the user eliminates 
interactively, undesirable states. He contends that, for the 
foreseeable future, human intuition is necessary to make 
decisions on some of the assembly constraints. It can be noted 
in passing that the systems described based on interrogation of 
CAD models are generally concerned with assemblies 
comprising rigid components. This is a significant limitation in 
the long run when it is remembered that many assemblies 
include flexible and deformable components; a prime example 
in electro-mechanical products is the cable harness. 
 
Automation of process planning in RP is also an emerging 
research topic. In RP a significant amount of human 
intervention is required to produce an optimal part, a feature of 
the process similar to assembly planning. Process planning is 
therefore required to determine build orientation, support and 
part specific fixturing or tooling, to generate slicing and 
selection process parameters and to minimise human 
intervention [12].  
 
The use of VR tools has been recently introduced to provide 
three-dimensional input and stereoscopic viewing to perform, 
verify, and plan the assembly of components, and for training 
purposes. Virtual reality environment offers a more natural, 
powerful, economic, flexible platform than a traditional 
engineering environment to support assembly planning [13]. 
Several investigations into virtual environments for design and 
assembly tasks make extensive use of advanced computer 
graphics. However, screen-based CAD/CAM, which only 
stimulates the visual senses, has made actual physical contact 
during product development an increasingly rare occurrence. 
Engineers still find the sensation of handling a physical 
prototype or experiencing manufacturing processes useful and 
intuitive; indeed, hands-on experience reinforces the 
understanding of the physical, operational and visual aspects of 
engineered items [14]. To facilitate this, the sense of touch and 
kinesthesia have been introduced in computer based design and 
manufacturing environments by using haptic devices, (for 
instance see [15]-[16]), which enables manual force-feedback 
interaction with virtual environments or teleoperated remote 
systems. Force feedback devices, such as SensAble’s Phantom 
Haptic Device [17] has been a research topic in the 
development of advanced computer-aided design systems, 
gaming and other simulated environments. However, very little 
work has been done towards the development of haptic human-
computer interface for assembly process planning.  
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3. VIRTUAL REALITY IN RAPID PROTOTYPING AND 
ASSEMBLY 
Immersive VR is an attractive option since it offers the user 
a sense of being immersed in the data where objects have a 
sense of ‘presence’ [18] and allows them to interface with the 
data at full scale if required. A design, after all, begins with an 
image or idea and the concept is disseminated via hand 
gestures, diagrams and descriptive speech. Depending on the 
industry, it is almost certain that pre-production prototypes are 
required, either as virtual or physical artefacts. These prototypes 
can be near net shapes. Cost is always a factor and whilst a 
physical prototype may ultimately be needed, its virtual 
counterpart is studied to improve product design, quality and 
performance, assembly and other issues. This reduces 
manufacturing risks of prototypes early in the product 
development cycle, and consequently reduces the number of 
costly design-build-test cycles [19]. 
 
The quality requirements in RP demand a significant degree 
of expertise, especially where consistency is concerned. Design 
by virtue is an iterative process and building prototypes can be 
costly, often based upon trial-and-error. Although computer 
based manufacturing systems provide useful tools to prove 
conceptual designs its interaction is usually limited to a 2.5D 
plane.  
 
So can VR be beneficial to RP process and who needs it? 
VR has been suggested as a complementary technology to RP 
[20]. It is expected that the attributes of VR and RP will lead to 
more efficient product development. Another contribution of 
VR in RP is the visualisation of support structures and for 
correcting STL List files [21,22]. Surveys and review articles 
have indicated that virtual prototyping is both attractive and 
beneficial, [23,24]. For novice RP-users, virtual environment 
systems would help them gain a better global view of RP 
technology. The virtual environment can also assist take in of 
well-founded decisions for investment or even outsourcing of 
RP tasks to meet the quick and diverse appearance of new and 
improved processes. However, it is the contention of this paper 
that VR has an important role to play as a front end to the 
development of physical prototypes, especially in the assembly-
planning domain. 
 
An important observation from the plethora of literature on 
process planning systems is the lack of practical use in industry. 
Although academically challenging and effective for tightly 
restricted or very simple families of assemblies, the nature of 
the work is such that industrial testing is seldom attempted. 
Burgoyne and Murray [25] describe some early solutions to the 
problems of applying modelling in industrial situations and 
reusing CAD and other design information. This is typical of 
how many companies have since applied multi-media and other 
modern 3D CAD tools to their assembly planning solutions. 
The systems developed certainly make good use of the 
interactive nature of computer software but do not incorporate 
assembly intelligence, assembly intent or any means by which 
assembly sequences can be automatically generated during or 
after assembly planner use. 
 
Work by Ritchie et al [26], has shown that immersive VR 
can be used to effectively generate assembly sequences and 
process plans. It was also apparent that, in comparison to CAD 
environments, immersive VR offered an unrestrained, real-time 
means of interaction at full scale; other scales being possible if 
necessary. The system utilised 3D CAD models and user 
interaction as its key inputs. The combination of the latter 
including the recording activities carried out during the virtual 
assembly process forms the basis for VARP. 
4. VIRTUAL ASSEMBLY RAPID PROTOTYPING  
VARP is essentially being developed on two fronts, i.e. rapid 
prototyping and virtual assembly. The significance of VARP is 
in the utilisation of VR to support the design and rapid 
prototyping of large scale prototypes. The platform also 
addresses issues relating to design for manufacture and 
assembly (DFMA) while human factors are considered by 
evaluating cognitive activities as the user interacts within the 
virtual environment.  
5. RAPID PROTOTYPING WITH RPBLOX 
RPBloX follows the use of conventional workshop 
machinery and technology [27]. The RPBloX methodology 
involves a cellular approach to building up a part. Rather than 
slicing up the CAD model into numerous thin sheets, RPBloX 
segments the model into 3D cells (or Blox) of varying sizes. On 
the main advantages of the RPBloX system over other RP 
techniques is the reduction of the build time especially when 
large and/or tick wall components are fabricated. Consequently, 
production costs could be significantly reduced without the 
forfeiting accuracy and timeliness. 
 
5.1 RPBloX architecture  
The architecture has three main steps: discretization of 3D 
models into Bloxs; perform DFMA; generate machining and 
robotic assembly code for manufacturing. The user interface 
allows interactive decomposition of a digital model, assembly 
sequencing and modifications to Blox units. The architecture is 
open and additional functions to support manufacturability and 
assembly assessment can be easily added. For example, a fitness 
test can be applied to the Blox set to determine which Blox 
within the set would pose manufacturing difficulties or perhaps 
prevent robot pick up. Figure 1 presents an overview of the 
RPBloX system.  
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Figure 1. Overview of the RPBloX system. 
 
5.2 Subdivision methods and Blox generation 
Unlike 2D slicing of an STL model, RPBloX works directly 
with a 3D model and allows mixed slicing in any orientation. 
For full interactive slicing users can select from axis-aligned 
means to entity (e.g. face, vertex) selection methods to generate 
any number of slicing planes as required (Figure 2).  
 
   
(a)                                  (b) 
Figure 2. Interactive subdivision. (a) Axis-aligned in 
conjunction with view-cube. (b) Entity selection method. 
 
Various automatic and semi-automatic slicing algorithms 
have also been incorporated. Loops and isolines as 
segmentation tools for prismatic and complex curved surface 
components are extremely powerful. The Iso-Loop 
decomposition algorithm identifies holes and bosses on a face. 
When a boss is found, a slicing plane with the same surface 
type as the face on which the loop lies, is used to separate the 
boss at its base.  
 
The use of isolines is twofold; the main use is in the 
segmentation of curved faces. Since isolines lie on the surface 
they can also be used to detect inflexion curvatures on complex 
surfaces. Using the isoline as a guide a slicing plane is 
generated and the component segmented. Figure 3 shows the 
results of decomposition using the iso-loop method. The 
example component has several similarities to medical 
implants such as hip replacements units. 
 
       
Figure 3. Decomposition using the Iso-Loop decomposition.  
 
A pattern can then be applied to the component for further 
decomposition. Patterns are repeating shapes and in this case 
the profile of a cross-shaped bar stock is used (Figure 4a). The 
end result is a Blox set and the prototype that can be assembled 
like stacking bricks. 
 
   
(a)    (b) 
Figure 4. Decomposition: (a) Pattern, (b) Octree. 
 
RPBloX also supports Octree decomposition which is a 
hierarchical form of tessellation. A number of well known 
Octree algorithms for subdivision, neighbour finding and tree 
traversal have been implemented (Figure 4b) [28]. Combined 
methods for the generation of Blox are also available in the 
RPBloX system. Figure 5 presents a decomposition of a 3D 
model using a combination of iso-loop and pattern methods.  
      
 
Figure 5. Iso-loop & pattern decomposition. 
 
5.3 Machining and robotic assembly code  
The generation of CNC code for machining the Blox set is 
an ongoing work. Some of the results have shown that CNC 
code for machining the Blox set can be generated (Figure 6).  
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Figure 6. Machining of Blox using the RPBloX data. 
 
Assembly planning and automatic generation of robotic 
instructions have been implemented in the RPBloX system. As a 
result, an integrated subsystem for the production of near net 
shape components based on the Octree decomposition of 3D 
models has been developed (Figure 7a). The subsystem RPNNS 
(rapid production of near net shapes) [29], works by 
subdividing a 3D model into cubes of various sizes using an 
Octree decomposition and optimisation method to reduce the 
number of cubes required without affecting the accuracy of the 
approximation. Once the Octree model has been verified for 
physical fabrication, the system generates instructions for a 
robot to construct the NNS model (Figure 7b).  
 
 
(a) 
 
Feeding 
system
cubes
Robot
Binding 
system
NNS component
 
(b) 
Figure 7. (a) The RPNNS system (b) NNS prototyping. 
6. VIRTUAL ASSEMBLY PLANNING  
Two experimental platforms have been developed to 
investigate assembly planning in virtual reality. These two 
platforms, named as COSTAR (Cable Organisation System 
Through Alternative Reality) and HAMMS (Haptic Assembly, 
Manufacturing and Machining System), are presented in this 
section.  
 
6.1 COSTAR  
The COSTAR project began in 2001 to investigate the 
benefits of using VR to design and route cable harnesses [30]. 
The results showed that VR gave productivity benefits over 
CAD during creative cable routing design activities. Follow-on 
work was aimed at understanding how various aspects of the 
immersive VR system were contributing to these benefits and 
how engineering design and planning processes could be 
analysed as they are being carried out. This was performed 
using comprehensive user-logging to non-intrusively collect 
detailed information relating to design solutions and assembly 
planning approaches used by a number of engineers. The 
COSTAR system logs all the user’s interactions in the virtual 
environment. The contents of the log file includes the user’s 
head and hand positions, menu options selected, design changes 
made together with a timestamp for each logged event. User 
tests have been performed to evaluate the effectiveness of the 
system and also to compare its performance with traditional 2D 
CAD systems, [31,32]. 
 
In COSTAR the user wears a Virtual Research V8 head-
mounted display (HMD) and Pinch® Gloves to operate the 
system, Figure 8. To track the user’s head and hand movements, 
an Ascension Flock of Birds® electromagnetic tracking system 
is used. The VR application was developed using SENSE8®’s 
WorldToolKit® release 9. 
 
 
Figure 8. The COSTAR planning system. 
 
When the user carries out a design task in the virtual 
environment, all their actions are logged into a text file. Since 
each logged event has a timestamp, chronological account of 
what happened during the session and how long the user spent 
on each specific task can be done. Automatic post-processing of 
the logged text file has been automated so a large amount of 
files can be processed to extract assembly plans.  
 
6.2 HAMMS  
The HAMMS (Haptic Assembly, Manufacturing and 
Machining System) system has been developed as a test bed to 
investigate the user interactions and response while performing 
various engineering tasks using a haptic device in a virtual 
environment. The hardware comprises a Phantom haptic device 
and uses a pair of CrystalEyes stereoscopic glasses for stereo 
viewing. The systems’ architecture is presented in Figure 9.  
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Figure 9. HAMMS architecture. 
 
The HAMMS environment allows objects to have their 
physical state modified and user/device/object interactions 
logged in real-time. The basic logged data comprises position, 
orientation, time stamps, velocity and an object index. Figure 
10 illustrates the HAMMS GUI and the color-coded therblig 
units adapted by HAMMS. To visualize the data stream, large 
spheres are used to signify the start of an event, while smaller 
contiguous spheres indicate the direction, speed, and location of 
exploration or controlled displacements. Green indicates search, 
find or rest. Blue represents selection and inspection. Red 
identifies control events such as grasping, holding, translation, 
dis/assembly operations. Velocity changes are indicated by the 
separation of the spheres, i.e. sparsely spaced spheres equate to 
higher velocity. The line joining all spheres is referred as the 
motion-time-line (MTL). Detailed information regarding 
HAMMS can be found in [33]. 
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Figure 10. HAMMS user interface 
 
The logged data in the HAMMS system is stored as a text 
file which is then used to extract and generate the assembly 
plan. This file contains information of the therblig units 
associated with the virtual assembly process. By using a data 
parser, assembly operations can be identified, filtered and 
extracted to generate assembly plans as shown in Figure 11.  
 
 
Figure 11. Identification and extraction of assembly operations. 
 
The results of the tests carried out to evaluate the HAMM 
systems have clearly shown that the chronocycle data and the 
logged file can be used to identify individual assembly tasks 
and motions performed by the user during the assembly. These 
assembly details can be further used to automatically generate 
assembly plans associated to physical operations. 
7. THE VARP SYSTEM 
The classical context regarding assembly sequences has 
been to try to replace the human planner with systems which 
attempt to take most or all of the decision making away from 
the expert and replace their function with semi-automated or 
automated systems. In contrast VARP allows the user to 
interactively decompose models, perform design changes, 
analyse assembly processes, analyse manufacturing processes, 
carry out assembly tasks, evaluate cognitive design and 
manufacturing activities, and produce assembly and 
manufacturing plans via an immersive virtual and haptic 
interface. An overview of the proposed VARP system is 
presented in Figure 12.  
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Figure 12. The Virtual Assembly Rapid Prototyping system.  
 
The advantage of VARP is its unique sensory environment 
to explore and analyse assembly options. It will also enable 
walk-through so that one can see the build process, the pit falls 
of a portion of the design, and to make amendments before 
production. By collecting and analysing data in real-time, 
process parameters can be validated and subsequently applied 
or transferred to real manufacturing machines such as CNC 
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machines, robots or RP machines. From this rich data source, 
cognitive evaluation of design and manufacturing processes can 
be used to push information to novice users and burgeoning 
designers.  
8. CONCLUSIONS 
This paper presents an alternative approach based on the 
adoption of immersive virtual reality and haptic interface for 
design and manufacture that can be used to produce practical 
downstream manufacturing information for non-layered 
physical prototypes. The development of a virtual reality-based 
assembly system can shorten the product innovation cycle and 
capitalise the experience of assembly operators. By analysing 
expert usage within the system a better understanding of the 
implications of virtual technologies and the cognitive 
association to product design can be gathered. 
 
The elements of VARP are a short step away from full 
integration. RPBloX and the virtual systems COSTAR and 
HAMMS will form the basis of the unified platform. Further 
developments are also earmarked in the area of Blox 
manufacturing planning, analysis for rapid prototyping and 
manufacturability and on geometric evaluations.  
 
Finally, the unique combination of digital and physical 
prototyping will enable various forms of prototyping to be 
evaluated within the context of the product development.  
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