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Дипломная работа, 40 страниц, 5 рисунков, 7 источников, 1 приложе-
ние. 
 
ПАРАЛЛЕЛЬНЫЕ АЛГОРИТМЫ, ТАЙЛИНГ, КОММУНИКАЦИОН-
НЫЕ ОПЕРАЦИИ, ЗЕРНИСТЫЕ АЛГОРИТМЫ, МУЛЬТИПРОЦЕССОРЫ 
GPU, РАСПРЕДЕЛЕННАЯ ПАМЯТЬ, JAVA. 
 
Объект исследований: блоки вычислений параллельных алгоритмов. 
 
Целью работы является разработка алгоритма и программы получения 
некоторых характеристик для ранжирования параметров размера блоков вы-
числений параллельного алгоритма. 
 
Методы исследования: методы получения и оценки локальности зер-
нистых версий параллельных алгоритмов. 
 
В результате исследования изучены основные сведения о тайлинге, 
построены алгоритм и программа получения некоторых характеристик для 
ранжирования параметров размера блоков вычислений параллельного алго-
ритма.  
 
Область применения: вычисление на мультипроцессорах GPU и су-






Diploma thesis, 40 pages, 5 figures, 7 sources, 1 application. 
 
PARALLEL ALGORITHMS, TILING, COMMUNICATION OPERA-
TIONS, GRANULAR ALGORITHMS, MULTI-GPU, ALLOCATED MEMORY. 
 
The object of research: computational blocks of parallel algorithms. 
 
The purpose is to develop algorithms and software for the preparation of 
certain characteristics of the ranking parameters block size computing parallel al-
gorithm. 
 
Research methods: methods of producing and locally granular versions of 
parallel algorithms. 
 
The result is the basic knowledge of tiling, built algorithm and program 
preparation of certain characteristics of the parameters for ranking the block size 
calculations parallel algorithm. 
 
Area of applications: calculation on GPU multiprocessors and distributed 
memory supercomputers. 
 
