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TRANSIT ORBITS AND LONG-TERM DYNAMICS IN
THE NEAR-PARABOLIC RESTRICTED THREE-BODY
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ABSTRACT
In this thesis, we consider the planar parabolic, hyperbolic, and highly-elliptic re-
stricted three-body problems (R3BP). In particular, we formulate sufficient conditions
for no transit (escape of the infinitesimal body) to occur in the near-parabolic R3BP
using the disturbing function derived in Mamedov (1987) as our starting point. We
take a middle approach between purely numerical and strictly analytic in the form of
infinite series expansions to derive approximation mappings modeling the dynamics.
Motivated by the long-term dynamics of the highly-elliptic R3BP, we study an annu-
lus map with properties which are unexpectedly different from those of the “standard”
annulus map.
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1Chapter 1
Introduction
Celestial Mechanics is the study of the motion of two or more point-mass bodies
subject only to the force of mutual gravitational attraction, which is proportional to
the inverse square of the distances between the bodies. The applications, at first to
observational astronomy and now to practical problems of space flight, have prolifer-
ated through the years. The variety and subtlety of the possible motions have made
this subject area a rich source of new techniques and a demanding proving ground
for the fields of dynamical systems and differential equations.
We study the behavior of the planet in a Sun-planet-star system, where the two
stars are moving on parabolic orbits about their center of mass. Our initial motivation
is to formulate sufficient conditions (in the form of estimates on the initial orbital
elements of the planet) that guarantee no transit during the stellar passage, that is
the planet remains bound to the Sun throughout the interaction. We show that the
estimates obtained for the Parabolic Restricted Three-Body Problem (R3BP) also
hold for the Hyperbolic R3BP with the same closest approach distance.
In a typical stellar neighborhood of a galaxy, one expects a Sun-planet-star system
to experience perturbations from multiple passing stars. Alternately, a Sun-planet-
star system, where the two stars are on highly-elliptic orbits, can be viewed as a
Near-Parabolic R3BP with multiple perturbing stars passing by at regular long-time
intervals. Both of these cases can be studied by a “return map” with random or large
constant return times, respectively. The annulus map model we derive after copious
2approximations to these return maps yields interesting dynamical systems in their
own right.
Recent extensive numerical studies (see Barrabe´s et al. (2017), Breslau et al.
(2014), Breslau et al. (2017), Pfalzner et al. (2018)) provide a “reality check” for our
estimates. Despite the extreme nature of our approximations, the models we define
do reflect the qualitative and some quantitative aspects of the numerical simulations.
1.1 Historical Background
In this section, we give a very brief historical background in order to put our
work in context. The field of celestial mechanics is very vast, and those interested in
comprehensive background can start, for example, with the following texts: Murray
and Dermott (1999), Pollard (1966), Roy (1982) and Brouwer and Clemence (1961).
While the motion of two bodies was successfully studied by Newton (1687), de-
riving Kepler’s laws of planetary motion from more basic principles, the study of the
motion of three mutually attracting bodies has been, and remains a rich source of
challenging problems. Newton began the study of the three-body problem, consider-
ing the motion of the Sun-Earth-Moon system.
The first periodic solutions of the general three-body problem were found by Euler
(1767), where the three bodies are collinear, and by Lagrange (1772), where the three
bodies are at the vertices of an equilateral triangle. In these solutions, the central
configuration is preserved despite the fact that each body moves along a different
orbit. The circular cases of these solutions remain the only explicitly known periodic
solutions of the three-body problem for which the position can be given as an explicit
function of time.
The challenges of the three-body problem have proven to be so great that restric-
tions have to be made in order to make progress. A “restricted problem” in Celestial
3Mechanics, is a limit problem as one or more of the masses goes to zero. The remain-
ing masses interact via Newton’s laws of motion, while the “zero mass” bodies are
attracted by these, but do not exert any force on them or each other. These problems
are relevant to the “full” problem’s continuity with respect to the initial conditions.
The first Circular R3BP was introduced by Euler in 1772. He studied the motion
of the Moon around the Earth, assuming the Earth orbits the Sun in a circular orbit
and that the Moon is massless. Jacobi (1836) used the rotating coordinate system,
originally introduced by Euler, to demonstrate that the equations of the Circular
R3BP admit the existence of a new constant of motion, CJ , now known as the Jacobi
constant or Jacobi integral. Hill (1878) then demonstrated how to use the Jacobi
integral to determine the orbital stability in the Circular R3BP. He introduced the
so-called zero velocity curves, which establish regions in space where the infinitesimal
mass is allowed to move. Hill’s work established necessary conditions for the existence
of transit orbits (i.e. motion of the satellite from orbiting around one primary to
orbiting around the other).
For values of the Jacobi integral sufficiently close to its value at the collinear libra-
tion point L2, Conley (1968) found transit orbits by linearizing near the equilibrium
point. Recently, Moeckel (2006) used the Maupertuis variational principle and Con-
ley’s isolating block construction to prove the existence of transit orbits for values of
the Jacobi constant far from the equilibrium. However, these methods only prove the
existence of transit orbits and do not answer the question if a particular orbit with
given initial conditions is a transit orbit.
McGehee (1969), building on the work of Conley, proposed a representation, which
makes it easier to visualize and analyze the flow in the region around the middle
collinear equilibrium point L2. The key observation is that on each three-dimensional
energy surface with CJ < C2 within the L2 bottleneck region, there is a periodic
4Lyapunov orbit (a planar clockwise orbit surrounding the location of L2) that has
two-dimensional stable and unstable manifolds, with cylindrical geometry. As two-
dimensional objects in a three-dimensional energy surface, these cylinders partition
the energy surface, acting as separatrices for the flow through the bottleneck region.
The interior of these cylinders in the energy surface form three-dimensional tubes
of trajectories, termed Conley-McGehee tubes. Only particles inside the tubes can
transit from orbiting one of the primaries to orbiting the other; those outside the
tubes cannot and bounce back to their realm of origin.
In the Circular R3BP, the motion of a satellite with given energy is restricted
to a three-dimensional energy surface, and the projection of the energy surface onto
position space is the region of possible motion known as the Hill’s region. McGehee
showed that the energy surface is broken up further into regions bounded by invariant
tori. These invariant tori project onto annuli, which separate the Hill’s region into
sets corresponding to the invariant sets in the energy surface. McGehee proved that
all orbits leaving the vicinity of one of the unstable periodic orbits proceed around
one of the annuli before returning to that vicinity. Moreover, the direction of motion
is the same for all orbits. Additionally, he proved the existence of homoclinic orbits,
i.e. orbits which are both forward and backward asymptotic to an unstable Lyapunov
orbit. The heart of the proof is the construction of a function which counts the number
of times an orbit segment with endpoints near the Lyapunov orbit winds around a
solid torus.
In the Non-Circular R3BP, the creation of zero-velocity surfaces is impossible as
the Jacobi integral does not exist. However, an invariant integral relation, the Jacobi
quasi-integral, is known. Subsequently, attempting to extend the results in the circu-
lar case to the non-circular ones requires more careful analysis. The most successful
work in this direction, we are aware of, is due to Campagnola et al. (2006), who
5considered the Elliptic R3BP for limited time segments. They introduced pulsating
zero-velocity surfaces, divided the position space into forbidden subregions, subre-
gions of motion and low-velocity subregions, and using these notions formulated a
necessary condition for a transfer trajectory in the Elliptic R3BP.
The Circular and Elliptic cases of the R3BP have been studied extensively, how-
ever the dynamics in the Parabolic and Hyperbolic R3BP cases are fundamentally
different, since there is only one close encounter between the primaries.
Topological description of the regions of transit orbits in the Parabolic R3BP have
been given by Alvarez et al. (2006) using the gradient-like property of a piece-wise
monotone function, called the Jacobi function (analogue to the Jacobi constant). This
property allows the authors to classify all possible final evolutions of the dynamics
of the parabolic problem. The flow of the system is extended when the primaries
are at infinity, so that the phase space is compactified in the time variable to obtain
what they call the global system. The invariant manifolds of the global system of
co-dimension one play a key role, since they separate the different types of orbits, i.e.
they divide the phase space into regions where the final evolutions are either capture
or escape.
The topological description of the possible motions in the Parabolic and Hyper-
bolic R3BP leads to the practical question of which (pre-encounter) initial conditions
lead to which final or long-term outcomes for the massless body. Our goal is to de-
termine boundary regions analogous to those given by manifolds in the topological
version. Careful numerical simulations can give insight into this behavior, but do not
replace analysis of the equations of motion.
Another related problem is the detailed study of the perturbation of the orbital
elements of a planet that remains bound during the stellar passage. Sorokovich (1982)
considers the evolution of tightly-bound planetary orbits during stellar approaches to
6the Solar system within the framework of the planar, averaged, Hyperbolic R3BP. He
uses the Lagrange planetary equations, a standard technique for studying the time
variation of the osculating orbital elements of the planet under the effects of small
perturbations, to show that the size and shape of these tightly-bound planetary orbits
remain unchanged after the encounter and only the orientation of the orbit changes
during a stellar flyby, provided that the orbital eccentricity of the planet is small and
the planet is relatively close to the Sun.
Mamedov (1987) in a series of three articles investigates the planar Parabolic
R3BP, considers averaged versions of the problem, numerically compares solutions of
the exact and averaged problems and obtains good agreement. In a follow up paper,
Mamedov (1991) investigates the twice-averaged version of the problem, where the
perturbation function is averaged over the mean anomaly of the perturbed body and
over the true anomaly of the perturbing body, and obtains analytic equations in the
form of elliptic functions for the secular perturbations of the eccentricity and the
argument of pericenter. The disturbing function expansion in the case when the first
two terms are kept obtained by Mamedov (1987) is the starting point of our analysis
in a number of the applications we consider.
1.2 Notation and Useful Facts
In this section, we introduce notation and state some well known facts of celestial
mechanics that we will be using in the upcoming chapters. For detailed derivation of
these basic results see Pollard (1966), Roy (1982) and Murray and Dermott (1999).
The classical two-body problem is that of two point masses, m and mc, moving
about their common center of mass under the force of mutual gravitational attraction.
With respect to an inertial frames of reference with origin at mc, the equation of
7motion of the mass m with relative position vector r is:
r¨ + µ
r
r3
= 0,
where µ = G(mc +m) and G is the universal gravitational constant.
All motion takes place in a fixed plane through the origin, perpendicular to the
constant angular momentum vector h = r × r˙. The orbit of m is a conic section of
eccentricity e =
√
1 + 2h
2C
µ2
, with mc at one focus, where C =
1
2
r˙2 − µ
r
is the energy
conservation equation of the system. The particular type of conic section depends
on the sign of the energy constant (circle if C = − µ2
2h2
, ellipse if C < 0, parabola if
C = 0, hyperbola if C > 0).
Let (r, θ) be the polar coordinates of m with respect to mc in the plane of motion,
then the polar equation of the conic section can be written as:
r =
p
1 + e cos f
,
where p = h
2
µ
and the true anomaly f = θ − ω (ω - argument of pericenter). The
parameter p can be written as p = a(1−e2) for 0 ≤ e < 1 and p = a(e2−1) for e > 1,
where a is the semi-major axis.
In the case of an elliptic orbit, the orbital period T = 2pi
√
a3
µ
. We define the mean
angular velocity (mean motion) by
n =
2pi
T
=
√
µ
a3
.
The angular momentum can be expressed in terms of the mean motion as h =
na2
√
1− e2. If τ is the time of pericenter passage, we define the mean anomaly,
M , as the angle described by the radius vector rotating about the focus with mean
8angular velocity n during the time interval t− τ :
M = n(t− τ).
There is no simple geometrical interpretation of M, it has the dimensions of an angle
and increases linearly with time. The eccentric anomaly, E, is the angle between the
positive direction of the x-axis and the projected position of m on the reference circle
with radius equal to the semi-major axis of the ellipse. Some useful relationships
between the true, mean and eccentric anomalies are:
tan
f
2
=
√
1 + e
1− e tan
E
2
and
M = E − e sinE.
In order to find r as an explicit function of time or the mean anomaly, the usual
procedure is to first solve Kepler’s equation above and then calculate r from r =
a(1− e cosE).
In the case of a parabolic orbit (e = 1) with vertex at (p
2
, 0), the equation can be
written in the form
r =
p
1 + cos f
=
p
2
sec2
f
2
=
p
2
(1 + tan2
f
2
).
Substituting the expression above in the mathematical equivalent to Kepler’s second
law, namely h = r2f˙ , and using the definition of the parameter p = h
2
µ
, we have
√
pµ =
(p
2
)2
sec4
f
2
f˙
or
4
√
µ
p3
dt =
(
sec2
f
2
+ tan2
f
2
sec2
f
2
)
df.
9Integrating, we obtain
2
√
µ
p3
(t− τ) = tan f
2
+
1
3
tan3
f
2
.
The equation above, known as Barker’s equation, provides a relationship between
time and the true anomaly in the case of a parabolic orbit.
Figure 1·1: Orbital elements - Copy of Fig.1 in Shin et al. (2015)
Of the orbital elements, the semi-major axis a and the eccentricity e are related
to the physical dimensions of the orbit. To specify the orientation of the orbit in
space three angles (Ω, ω, i), are required (see Fig. 1.1). The location of the planet
on its orbit can be described in various ways (e.g. f, M, τ). The six orbital elements
(a, e, τ,Ω, ω, i) are uniquely determined by the six position and velocity components
(in Cartesian coordinates) of the position vector r at any instant of time and may
be considered to be six constants of integration of the equation of motion. The
Keplerian motion is then completely specified in terms of the six orbital parameters
(a, e, τ,Ω, ω, i):
a - semi-major axis (orbit size) - energy
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e - eccentricity (shape) - energy and momentum
τ - time of pericenter passage
Ω - longitude of ascending node
ω - argument of pericenter
i - inclination
When additional forces are introduced in addition to the simple Newtonian at-
traction between m and mc, the equation of motion becomes
r¨ + µ
r
r3
= F,
where F is the disturbing force, whose form depends on the particular source of
perturbation (the Earth’s oblateness and atmospheric drag on the orbits of artifi-
cial satellites, solar radiation pressure on the orbits of interplanetary dust particles,
etc.). We focus on and derive an expression for the disturbing force induced by the
gravitational attraction of a third body mp in Section 1.4.
If the perturbing forces are small compared to the Newtonian attraction between
m and mc, the perturbed orbit will be nearly Keplerian. The osculating ellipse is
defined as the orbit m would follow if the perturbing forces were suddenly removed.
Hence, at every point on the actual path there is an osculating ellipse that is uniquely
determined by the position and velocity vectors at that instant. The advantage in
expressing the orbital behavior in terms of the osculating orbital elements is that,
while position and velocity change rapidly with time, the Keplerian orbital elements
vary slowly. The general theory for deriving evolution equations for the osculating
elements is known as the Lagrange variation of parameters method.
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1.3 Lagrange’s Planetary Equations
The discussion on the method of variation of parameters presented here follows
Fitzpatrick (2012) and Roy (1982).
In this section, we are still considering a planet of mass m and relative position
vector r orbiting a Sun of mass mc. The planet’s unperturbed equation of motion is
r¨ + µ
r
r3
= 0.
As previously mentioned, the solution of this equation is a Keplerian ellipse, whose
properties are completely determined once the six integrals of motion (i.e. the orbital
elements) are specified.
Suppose the planet’s orbit is slightly perturbed (for example, by the presence of a
passing star) and that the disturbing force F is the gradient of some scalar function
R. In that case, the planet’s modified equation of motion has the general form
r¨ + µ
r
r3
= ∇R.
Let x1, x2, x3 be a standard Cartesian coordinate system centered on the Sun. Then,
the perturbed equation of motion can be written as the system
x¨i + µ
xi
r3
=
∂R
∂xi
for i = 1, 2, 3, where r =
√
xi2 + x22 + x32.
If the right hand sides were set equal to zero as a first approximation, the resulting
two-body problem can be solved giving the unperturbed elliptic orbit of the planet
about the Sun. Then, the coordinates of the planet and the velocity components may
be written as
xi = fi(a, e, i; Ω, ω, τ ; t)
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x˙i = gi(a, e, i; Ω, ω, τ ; t)
for i = 1, 2, 3, where the right-hand sides are functions of the six orbital elements and
time. Since in the two-body problem, the orbital elements are constant,
gi =
∂fi
∂t
.
If the right hand side of the modified equation of motion is no longer neglected,
the orbital elements are no longer constants of motion. However, provided the per-
turbation is sufficiently small, we would expect the orbital elements to be relatively
slowly varying functions of time.
Let c1, ..., c6 each denote one of the orbital elements, then differentiating the
expressions for the coordinates with respect to time yields
dxi
dt
=
∂fi
∂t
+
6∑
i=1
∂fi
∂ck
dck
dt
for i = 1, 2, 3. If we substitute these expressions back into the perturbed equation
of motion, we would obtain three time evolution equations for the six variables ck.
So, in order to make the problem definite, we need some additional conditions. We
assume that
6∑
i=1
∂fi
∂ck
dck
dt
= 0
and therefore
dxi
dt
=
∂fi
∂t
= gi,
which means that the actual velocity vectors at any time t are given by differentiating
the elliptical formula and keeping the instantaneous values of the elements.
Differentiating the above expression with respect to time, we obtain
d2xi
dt2
=
∂2fi
∂t2
+
6∑
i=1
∂gi
∂ck
dck
dt
.
13
Substituting into the perturbed equation of motion, we have
∂2fi
∂t2
+ µ
fi
r3
+
6∑
i=1
∂gi
∂ck
dck
dt
=
∂R
∂xi
for i = 1, 2, 3, where r =
√
fi
2 + f2
2 + f3
2. Because fi are solutions to the unper-
turbed equation of motion, the first two terms in the equation above sum up to zero.
Hence, writing fi as xi and gi as x˙i, we obtain six equations that are equivalent to
the three original perturbed equations of motion, namely
6∑
i=1
∂xi
∂ck
dck
dt
= 0
6∑
i=1
∂x˙i
∂ck
dck
dt
=
∂R
∂xi
for i = 1, 2, 3. These equations can be transformed to obtain the six first-order
differential equations giving the rates of change of the orbital elements.
During 1808–1810, Lagrange gave the method of variation of parameters, first
introduced by Euler, its final form in a series of papers, whose central result was the
system of planetary equations below:
da
dt
=
2
na
∂R
∂χ
de
dt
=
1
na2e
(
(1− e2)∂R
∂χ
−
√
1− e2∂R
∂ω
)
dχ
dt
= −1− e
2
na2e
∂R
∂e
− 2
na
∂R
∂a
dΩ
dt
=
1
na2
√
1− e2 sin i
∂R
∂i
dω
dt
=
√
1− e2
na2e
∂R
∂e
− cot i
na2
√
1− e2
∂R
∂i
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di
dt
=
1
na2
√
1− e2
(
cot i
∂R
∂ω
+ csc i
∂R
∂Ω
)
where n2a3 = G(mc + m) and χ = −nτ . For detailed derivation of Lagrange’s
planetary equations see Fitzpatrick (2012) and Brouwer and Clemence (1961).
The set of equations above (from Roy (1982)) are only one form of the La-
grange’s planetary equations. Since any six linearly independent combinations of
(a, e, i,Ω, ω, τ) constitute a valid set of orbital elements, the system of equations may
be written in various ways.
The disadvantages in employing the classical Lagrangian elements a, e, i,Ω, ω, τ are
that the longitude of ascending node Ω becomes indeterminate as the inclination tends
to zero and the argument of pericenter ω becomes indeterminate as the eccentricity
tends to zero. The equations also become inconvenient as the eccentricity tends to 1,
as the term
√
1− e2 appears in some of the denominators. Since planetary orbits are
mainly of small eccentricities and are little inclined to the usual reference plane, many
efforts have been made to avoid these difficulties by selecting a new sets of orbital
elements. One such set of non-singular (equinoctial) elements introduced by Walker
et al. (1985) is:
p = a(1− e2)
f = e cos(Ω + ω)
g = e sin(Ω + ω)
h = tan
( i
2
)
cos(Ω)
k = tan
( i
2
)
sin(Ω)
L = f + Ω + ω.
For many applications it is inconvenient to express the rate of change of the
orbital elements in terms of the disturbing force explicitly. In a treatment developed
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by Gauss, the perturbing force F acting on the planet is resolved into three mutually
perpendicular components. Let S be the radial component of the disturbing force F
directed outwards along the planet’s heliocentric radius vector from the planet, T be
the transverse component in the orbital plane perpendicular to S along the motion
and W be the component normal to the orbital plane, such that the positive directions
of S, T, W form a right-hand set of axes. Then, the Gauss form of the Lagrange’s
planetary equations is:
da
dt
=
2a
3
2√
µ(1− e2)
[
(e sin f)S + (1 + e cos f)T
]
de
dt
=
√
aµ−1(1− e2)
[
(sin f)S + (cos f + cosE)T
]
di
dt
=
r cos θ
h
W
dΩ
dt
=
r sin θ
h sin i
W
dω
dt
= e−1
√
aµ−1(1− e2)
[
(− cos f)S + sin f
(
2 + e cos f
1 + e cos f
)
T
]
− cos idΩ
dt
dτ
dt
=
[
3(τ − t)
√
aµ−1(1− e2)−1e sin f +a2µ−1(1− e2)(−e−1 cos f + 2(1 + e cos f)−1
]
S
+
[
3(τ − t)
√
aµ−1(1− e2)−1(1 + e cos f)
+a2µ−1(1− e2)e−1 sin f(2 + e cos f)(1 + e cos f)−1
]
T
This set of equations (from Murray and Dermott (1999)) is classically derived either
by the variation of parameters method or through a perturbed Hamiltonian-Jacobi
equation. However, Burns (1976) showed that these time derivatives of the orbital
elements could be derived using elementary dynamics, starting from only Newton’s
equation and its solution.
Note that since dΩ
dt
and di
dt
are only dependent on the orthogonal component W ,
only forces normal to the orbital plane can change its orientation. On the other
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hand, da
dt
, de
dt
and dτ
dt
are unaffected by W, this implies that only forces in the plane
of the orbit can change the semi-major axis, eccentricity and mean anomaly (since
dM
dt
= n+ dτ
dt
). Hence, as we are mainly interested in the variation of the semi-major
axis in the worst-case scenario, we later restrict to the planer case, where we assume
that all three bodies move in the same plane.
1.4 The Disturbing Function
The derivation of the expression for disturbing function presented in this section
follows that in Murray and Dermott (1999).
We consider the case of a planet of mass m, moving about a Sun of mass mc and
being disturbed in its heliocentric orbit by a second star of mass mp. Let the position
vectors with respect to an arbitrary, fixed origin O of the three bodies of masses mc,
m and mp be Rc, R and Rp, respectively. Let r and rp denote the heliocentric radius
vectors of the masses m and mp, where
|r| =
√
x2 + y2 + z2
|rp| =
√
x2p + y
2
p + z
2
p
|rp − r| =
√
(xp − x)2 + (yp − y)2 + (zp − z)2
and the Sun mc is the origin of the coordinate system (see Fig. 1.2).
Figure 1·2: Adapted from Fig. 6.1 in Murray and Dermott (1999)
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Then, the equations of motion of the three celestial bodies in the inertial reference
frame are:
mcR¨c = Gmcm
r
r3
+Gmcmp
rp
r3p
mR¨ = Gmmp
(rp − r)
|rp − r|3 −Gmmc
r
r3
mpR¨p = Gmpm
(r− rp)
|r− rp|3 −Gmpmc
rp
r3p
.
The acceleration of the planet relative to the Sun is given by r¨ = R¨− R¨c. Substitut-
ing the expressions for R¨ and R¨c (after canceling the common mass term from the
equations above), the equation of motion of the planet m becomes:
r¨ = −G(mc +m) r
r3
+Gmp
( rp − r
|rp − r|3 −
rp
r3p
)
.
Hence, the disturbing force (strictly speaking the disturbing acceleration) due to the
presence of the perturbing star has the form:
F = Gmp
( rp − r
|rp − r|3 −
rp
r3p
)
.
The relative acceleration of the planet can be written as the gradient of scalar
functions, as follows:
r¨ = ∇(U +R)
where
U =
G(mc +m)
r
is the two-body part of the total potential, and the gradient is with respect to the
coordinates of the planet of mass m, i.e.
∇ ≡ i ∂
∂x
+ j
∂
∂y
+ k
∂
∂z
.
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Since F = ∇R and rp is not a function of the coordinates of r,
R = Gmp
(
1
|rp − r| −
r · rp
r3p
)
.
R is called the disturbing function and represents the potential that arises from the
perturbing star of mass mp. The first term in the expression of the disturbing function
is called the direct term, while the second term arises from the choice of the origin of
the coordinate system. If the origin of the coordinate system was the center of mass,
then this term would disappear.
Let α denote the angle between the two position vectors r and rp of the masses
m and mp with respect to the central mass mc. From the law of cosines, we have
|rp − r|2 = r2 + rp2 − 2rrp cosα.
Utilizing Legendre polynomials, the direct term in the disturbing function can be
expanded into a series in powers of r
rp
as follows:
1
|rp − r| =
1
rp
∞∑
k=0
( r
rp
)k
Pk(cosα),
which is convergent for r < rp. In fact, the Legendre polynomials were first introduced
as the coefficients of the power series expansion of the Newtonian potential (Legendre
(1783)). The first few Legendre polynomials, which are the ones we use, are:
P0(x) = 1
P1(x) = x
P2(x) =
1
2
(3x2 − 1)
P3(x) =
1
2
(5x3 − 3x).
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Then, the disturbing function can be written as:
R = Gmp
rp
∞∑
k=2
( r
rp
)k
Pk(cosα).
The P0(cosα) term was omitted because it does not depend on r and ultimately we
are only interested in the gradient of R with respect to the coordinates of the planet
m. Since r · rp = rrp cosα = rrpP1(cosα), the k = 1 term of the series cancels the
indirect term in the disturbing function.
Note that the disturbing function can alternatively be written as
R = Gmp
∞∑
k=2
ak
( 1
rp
)k+1(r
a
)k
Pk(cosα)
(we use this version in the next section).
The discussion so far is applicable to any of the R3BP, since the path of the
perturbing star has not been specified yet. Starting with the next section, we focus
on the planar case of the Parabolic R3BP.
1.5 Mamedov’s Disturbing Function Expansion
This section is concerned with the series expansion of the disturbing function in
terms of the orbital elements of the planet and the perturbing star in the Planar
Parabolic R3BP. Our presentation here mirrors Mamedov (1987).
Let us consider the case of a planet of mass m moving about a Sun of mass mc
and being disturbed in its heliocentric orbit by a passing star of mass mp, which is
moving on a parabolic orbit relative to the Sun. We assume all three bodies move in
the same plane and choose a coordinate system with the Sun at the origin and the
positive x-axis towards the pericenter of the orbit of the passing star (see Fig. 1.3).
We use the notation introduced in Section 1.2, where any quantity with subscript “p”
refers to the passing (perturbing) star, while any quantity with no subscript refers to
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Figure 1·3: Adapted from Fig.1 in Mamedov (1987)
the planet. Since we chose a coordinate system with the Sun at the origin, the only
quantity related to it that we need is its mass mc (“c” stand for central star). Let qp
be the distance from the pericenter of the passing star to the Sun, then the position
vector of the perturbing star has equation:
rp =
2qp
1 + cos fp
.
Since in the Parabolic R3BP the perturbing star flies by only once, there is a one-
to-one correspondence between time and the true anomaly of the passing star, and
we find it more convenient to use the geometrically meaningful fp as the independent
variable. From the expression for the momentum in polar coordinates, namely h =
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rp
2f˙p, and using the definition of the parameter 2qp =
h2
G(mc+mp)
, we have
dfp
dt
=
√
2G(mc +mp)qp
r2p
.
Recall, we showed in the previous section that the disturbing function R, repre-
senting the potential arising from the perturbing star mp, has the form:
R = Gmp
∞∑
k=2
ak
( 1
rp
)k+1(r
a
)k
Pk(cosα),
where α = f + ω − fp is the angle between the position vectors r and rp (ωp = 0 by
our choice of coordinate system). Since the disturbing function depends on time only
through the true anomaly, instead of R, we use the function
R˜ = r
2
p
G
√
2mc(mc +mp)qp
R
=
1
2
√
qp
√
2mp√
mc(mc +mp)
∞∑
k=2
ak
( 1
rp
)k−1(r
a
)k
Pk(cosα)
=
µ˜
2
√
qp
∞∑
k=2
ak
( 1
rp
)k−1(r
a
)k
Pk(cosα),
where for simplicity we define
µ˜ =
√
2mp√
mc(mc +mp)
.
The Lagrange planetary equations in the new independent variable fp (from
Mamedov (1987)) are:
da
dfp
= 2
√
a
∂R˜
∂M
de
dfp
= −
√
1− e2
e
√
a
∂R˜
∂ω
− e
√
1− e2√
a(1 +
√
1− e2)
∂R˜
∂M
dω
dfp
=
√
1− e2
e
√
a
∂R˜
∂e
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dM
dfp
=
√
mc
mc +mp
(
2
√
2q
3
2
a
3
2 (1 + cos fp)
)
− 2√a∂R˜
∂a
− 1− e
2
e
√
a
∂R˜
∂e
.
Mamedov derives an expansion of the disturbing function by keeping the first two
terms of the series for R˜, namely
R˜ = µ˜
2
√
qp
[
a2
( 1
rp
)1(r
a
)2
P2(cosα) + a
3
( 1
rp
)2(r
a
)3
P3(cosα)
]
.
Substituting the expression for the position vector rp =
2qp
1+cos fp
and factoring a
2
2qp
, we
have
R˜ = µ˜a
2
4qp
3
2
[
(1 + cos fp)
(r
a
)2
P2(cosα) +
a
2qp
(1 + cos fp)
2
(r
a
)3
P3(cosα)
]
The Legendre polynomials P2(cosα) and P3(cosα) can be written as
P2(cosα) =
1
2
(3 cos2 α− 1)
=
1
2
(
3
(cos 2α + 1
2
)
− 1
)
=
1
4
(3 cos 2α + 1)
and
P3(cosα) =
1
2
(5 cos3 α− 3 cosα)
=
1
2
(
5
(cos 3α + 3 cosα
4
)
− 3 cosα
)
=
1
8
(5 cos 3α + 3 cosα).
Since α = f + (ω − fp), using trig identities, the terms cos(nα) can be written in
terms of the orbital elements f , ω and fp. For example,
cos(2α) = cos(2f) cos(2ω − 2fp)− sin(2f) sin(2ω − 2fp).
In order to remove the true anomaly and the position vector of the planet from
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the disturbing function expansion, Mamedov makes use of the Hansen coefficients
χk,n to write the terms
(
r
a
)k
cos(nf) and
(
r
a
)k
sin(nf) as Fourier series in multiples of
the mean anomaly M and the eccentricity e of the planet:
(r
a
)k
cos(nf) = Re(χk,n) =
∞∑
j=0
Ck,nj cos(jM)
(r
a
)k
sin(nf) = Im(χk,n) =
∞∑
j=0
Sk,nj sin(jM).
The expansions of the Hansen coefficients in powers of the eccentricities e have long
been in use - comprehensive tables were compiled by Cayley (1861) and later extended.
Assuming e is small and keeping the coefficients to order e3, Mamedov obtains
the following expression for the disturbing function:
R˜ = µ˜
32
a2q
− 3
2
p
[
(2 + 3e2)(1 + cos fp)−
3∑
k=1
(
2
k − 1
){
e(2− 1
4
e2) cos[M + (2− k)fp]
+
1
2
e2 cos[2M + (2− k)fp] + 1
4
e3 cos[3M + (2− k)fp] + 7
8
e3 cos[−M + 2ω − kfp]
−15
2
e2 cos[2ω−kfp] + 3e(3− 13
8
e2) cos[M + 2ω−kfp]− (3− 15
2
e2) cos[2M + 2ω−kfp]
−3e(1− 19
8
e2) cos[3M+2ω−kfp]−3e2 cos[4M+2ω−kfp]− 25
8
e3 cos[5M+2ω−kfp]
}
+
3
16
a
qp
5∑
k=1
(
4
k − 1
){
1
3
e3 cos[−2M + ω + (2− k)fp] + 11
4
e2 cos[−M + ω + (2− k)fp]
−5e(1 + 3
4
e2) cos[ω + (2− k)fp] + 2(1 + 2e2) cos[M + ω + (2− k)fp]
+e(−1 + 2e2) cos[2M + ω + (2− k)fp]− 3
4
e2 cos[3M + ω + (2− k)fp]
− 7
12
e3 cos[4M + ω + (2− k)fp]− 175
12
e3 cos[3ω − kfp] + 95
4
e2 cos[M + 3ω − kfp]
+5e(−3 + 11
2
e2) cos[2M + 3ω − kfp] + 10(1
3
− 2e2) cos[3M + 3ω − kfp]
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+5e(1−19
4
e2) cos[4M+3ω−kfp]+25
4
e2 cos[5M+3ω−kfp]+15
2
e3 cos[6M+3ω−kfp]
}]
.
Once Mamedov derives an expansion of the disturbing function in terms of the
orbital elements of the planet and the passing star, he then proceeds to average R˜
over the mean anomaly M of the planet. This is a standard method for solving the
Lagrange planetary equations, if one is interested only in the secular (long-term)
effects, since the short-period terms are eliminated by averaging over one revolution
of the planet.
As our goal is to formulate sufficient conditions that guarantee no transit during
the stellar fly-by, we are primarily interested in the variation of the semi-major axis
of the planet. However, since the Lagrange planetary equation for the semi-major
axis depends only on ∂R˜
∂M
, if we were to average over one orbital period of the planet,
the change in a would average out to zero. So, in order to give a worst-case analysis
and derive sufficient conditions for different long-term behaviors, we have no choice
but to use the unaveraged perturbation function in our original work.
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Chapter 2
Variation of the Semi-Major Axis
Suppose that two stars are on parabolic orbits about their center of mass and one
of the stars has a planet orbiting it. What are the possible final fates of the planet
after the stellar fly-by? The planet, after possibly visiting some of the collinear and
equilateral triangle equilibrium points, can: continue orbiting the original star on a
perturbed orbit, transfer and start orbiting the passing star or escape from both stars.
See Fig. 2.1 for numerical examples of the different possible final evolutions from
Alvarez et al. (2006). Our goal in this chapter is to formulate sufficient conditions, in
the form of estimates on the initial orbital elements of the planet, for no transit (i.e.
the planet remains bound to the the original star) to occur as a result of the stellar
encounter.
Since in the Parabolic R3BP case, the passing star flies by only once, if a transfer
is going to occur it is most likely to happen when the two stars are closer together.
So, we use the Lagrange planetary evolution equation for the semi-major axis a to
carefully approximate by how much a can change in the worst-case scenario, as the
true anomaly of the passing star, fp, varies between −pi2 to pi2 . We derive order of
magnitude relationships between the size of the no transit region and the mass ratio
and the distance of closest approach of the two stars.
In the equal masses case, a simple, computable criterion to determine if the planet
stays bound to the original star is that the semi-major axis a remains less than 1
2
of the distance at closest approach for all time. We suppose that a(pi
2
) < 1
2
and
26
Figure 2·1: Copy of the top panels of Fig. 9, 10 & 11 in Alvarez
et al. (2006). Numerical examples of an emission-recapture orbit (top),
an exchange orbit (middle) and an emission-escape orbit with close
passages near L4 and L2 (bottom) in the rotating-pulsating frame (left)
and in the inertial frame (right).
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use the worst-case approximation derived from the Lagrange differential equation to
determine what a0 = a(−pi2 ) needed to have been. Our estimates of the safe region
agree fairly well with the numerical results presented in Barrabe´s et al. (2017).
Next, though unlikely we also consider the possibility of transfer or escape when
the true anomaly of the passing star is between (pi
2
, pi). Lastly, we consider various
extensions and applications of this basic idea such as repeated perturbations. Fur-
thermore, we show that our estimates for the size of the protected region, when the
two stars are on parabolic orbits, also hold when the two stars are on any hyperbolic
orbits with the same closest approach distance.
2.1 Variation of the Semi-Major Axis when fp ∈
[− pi2 , pi2]
Recall, the Lagrange planetary equation for the semi-major axis a with fp, the
true anomaly of the passing star, as the independent variable is:
da
dfp
= 2
√
a
∂R˜
∂M
.
Calculating the partial derivative, we have
∂R˜
∂M
=
µ˜
32
a2q
− 3
2
p
[
0−
3∑
k=1
(
2
k − 1
){
− (2e− 1
4
e3) sin[M + (2− k)fp]
−e2 sin[2M + (2− k)fp]− 3
4
e3 sin[3M + (2− k)fp] + 7
8
e3 sin[−M + 2ω − kfp]
+0− (9e− 39
8
e3) sin[M + 2ω − kfp] + (6− 15e2) sin[2M + 2ω − kfp]
+(9e− 171
8
e3) sin[3M+2ω−kfp]+12e2 sin[4M+2ω−kfp]+ 125
8
e3 sin[5M+2ω−kfp]
}
+
3
16
a
qp
5∑
k=1
(
4
k − 1
){
2
3
e3 sin[−2M + ω + (2− k)fp] + 11
4
e2 sin[−M + ω + (2− k)fp]
+0− (2 + 4e2) sin[M + ω + (2− k)fp] + (2e− 4e3) sin[2M + ω + (2− k)fp]
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+
9
4
e2 sin[3M + ω + (2− k)fp] + 7
3
e3 sin[4M + ω + (2− k)fp] + 0
−95
4
e2 sin[M+3ω−kfp]+(30e−55e3) sin[2M+3ω−kfp]−(10−60e2) sin[3M+3ω−kfp]
−(20e−95e3) sin[4M+3ω−kfp]−125
4
e2 sin[5M+3ω−kfp]−45e3 sin[6M+3ω−kfp]
}]
.
We are interested in the worst-case scenario, so we replace all sine terms with 1 or -1
in such way as to get the largest ∂R˜
∂M
. Provided e ∈ [0, 0.4], all the polynomials in e
in parenthesis below (the coefficients of the sine terms) are positive, so∣∣∣∣∣ ∂R˜∂M
∣∣∣∣∣ ≤ µ˜32a2q− 32p
[
3∑
k=1
(
2
k − 1
){
(2e− 1
4
e3) + e2 +
3
4
e3 +
7
8
e3
+(9e− 39
8
e3) + (6− 15e2) + (9e− 171
8
e3) + 12e2 +
125
8
e3
}
+
3
16
a
qp
5∑
k=1
(
4
k − 1
){
2
3
e3 +
11
4
e2 + (2 + 4e2) + (2e− 4e3) + 9
4
e2 +
7
3
e3
+
95
4
e2 + (30e− 55e3) + (10− 60e2) + (20e− 95e3) + 125
4
e2 + 45e3
}]
.
Since
3∑
k=1
(
2
k − 1
)
= 4
5∑
k=1
(
4
k − 1
)
= 16
we have∣∣∣∣∣ ∂R˜∂M
∣∣∣∣∣ ≤ µ˜32a2q− 32p
[
4
{
6 + 20e− 2e2 − 9.25e3
}
+
3a
qp
{
12 + 52e+ 4e2 − 106e3
}]
.
Then,
da
dfp
= 2
√
a
∂R˜
∂M
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≤ µ˜a 52 q−
3
2
p
[
1
4
{
6 + 20e− 2e2 − 9.25e3
}
+
3a
16qp
{
12 + 52e+ 4e2 − 106e3
}]
≤ µ˜a 52 q−
3
2
p
[
k1 + k2
a
qp
]
≤ k3µ˜a 52 q−
3
2
p .
By Calculus I, on the interval of interest e ∈ [0, 0.4]:
k1 = max of
1
4
{
6 + 20e− 2e2 − 9.25e3
}
= 3.272 at e = 0.4
k2 =max of
3
16
{
12 + 52e+ 4e2 − 106e3
}
= 4.998 at e = 0.4
k3 = k1 + k2 (since a < qp, k1 + k2
a
qp
< k3).
We proceed to solve the separable differential equation
da
dfp
= k3µ˜a
5
2 q
− 3
2
p .
Since ∫
a−
5
2da = −2
3
a−
3
2 + c,
the general solution is
−2
3
a−
3
2 = k3µ˜q
− 3
2
p fp + c
or
a(fp) =
(
− 3
2
k3µ˜q
− 3
2
p fp + C
)− 2
3
.
To find the value for the constant C, we use the initial condition a0 = a(−pi2 ). Then,
C = a
− 3
2
0 +
3
2
k3µ˜q
− 3
2
p
(− pi
2
)
and the particular solution is
a(fp) =
(
a
− 3
2
0 −
3
2
k3µ˜q
− 3
2
p
(
fp +
pi
2
))− 23
.
Before discussing the order of magnitude relationships we obtain, we remind the
reader that the worst-case approximation above (i.e. the semi-major axis increasing
as much as possible as a result of the perturbation) is only valid for fp ∈
[ − pi
2
, pi
2
]
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and e ∈ [0, 0.4].
First of all, a(fp) ∼ O(a0). If that were not the case, we would have to doubt if
we made a mistake in the derivation of the approximation.
Assuming only a < qp, we obtain a(fp) ∼ O(qp). So, we are justified in setting the
distance of closest approach of the passing star to unit distance (i.e. qp = 1) in the
applications that follow.
Obviously not all stars are the same size and it turns out that a(fp) ∼ O(mp− 13 ).
To see that, recall that we defined
µ˜ =
√
2mp√
mc(mc +mp)
.
If we keep mc constant and let mp vary, we have µ˜ ∼ O(mp 12 ). On the other hand,
from the solution of the differential equation, we have a(fp) ∼ O(µ˜− 23 ). Therefore,
a(fp) ∼ O(mp− 13 ). As expected, when mp → 0, the size of the safe region increases,
while when mp →∞, the size of the safe region decreases.
These order of magnitude relations are a very good match to the fit formula for
the final disc size after a prograde, parabolic encounter obtained as the central result
of the statistical parameter study performed by Breslau et al. (2014):
rfinal = 0.28 · rperi ·m12−0.32,
where m12 is the mass ratio between the perturbing and the disc-hosting star and rperi
is the periastron distance (in our notation m12 =
mp
mc
, rperi = qp and rfinal ≈ a(pi2 )).
For more details on Breslau et al. (2014) see Section 4.4.
Lastly, note that a(fp) ∼ O(−
(
fp +
pi
2
)− 2
3 ). The function a(fp) starts at a0 and
monotonically increases as fp increases. Hence, we only need to check that no transit
can occur at fp =
pi
2
, to guarantee that no transit could have taken place when the
true anomaly of the passing star fp ∈
[− pi
2
, pi
2
]
.
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2.2 First-Order Worst-Case Approximation
Throughout this thesis we assume G = 1. Since, the easiest case to analyze
is clearly the equal masses case, let mc = mp =
1
2
, which corresponds to µ˜ = 1.
Moreover, as mentioned in the preceding section, suppose the minimum distance
between the primaries (when fp = 0) is unit distance, i.e. qp = 1. Once we have
some results, we would like to do a reality check by comparing our estimates against
available numerical studies. So, we chose the values for the parameters above, which
are both convenient and are used in the numerical simulations in Barrabe´s et al.
(2017).
With the above choices for the constants, the differential equation becomes
da
dfp
≤ 3.272a 52 + 4.998a 72 .
Since for a ∈ [0, 1
2
], 3.272a
5
2 + 4.998a
7
2 ≤ 5.771a 52 , as a first approximation, let us
consider the separable differential equation
da
dfp
= 5.771a
5
2
with solution
a(fp) =
(
a
− 3
2
0 − 8.6565
(
fp +
pi
2
))− 23
.
Using our no transit criterion, we are looking for a0 values, which satisfy the inequality
a(
pi
2
) <
1
2(
a
− 3
2
0 − 8.6565pi
)− 2
3
<
1
2
or
a0 < 0.1035.
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Figure 2·2: a(pi
2
) as a function of a0
So, if the semi-major axis is less than 10.0% of the distance at closest approach at
time fp = −pi2 , then the semi-major axis will be less than half the distance at closest
approach at time fp =
pi
2
and, thus, no transfer can occur. (See Fig. 2.2)
2.3 Second-Order Worst-Case Approximation
As a second-order worst-case approximation, we consider the slightly more com-
plicated separable differential equation
da
dfp
= 3.272a
5
2 + 4.998a
7
2
or
da
3.272a
5
2 + 4.998a
7
2
= dfp.
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Using u-substitution with u =
√
a and partial fractions, we find∫
da
k1a
5
2 + k2a
7
2
=
2
∫
du
k1u4 + k2u6
=
2
∫ [ 1
k1
u4
+
− k2
(k1)2
u2
+
(
k2
k1
)2
k1 + k2u2
]
du =
− 2
3k1
u−3 +
2k2
k21
u−1 + 2k
− 5
2
1 k
3
2
2 tan
−1 (√k2
k1
u
)
+ c =
− 2
3k1
a−
3
2 +
2k2
k21
a−
1
2 + 2k
− 5
2
1 k
3
2
2 tan
−1 (√k2a
k1
)
+ c.
In particular,∫
da
3.272a
5
2 + 4.998a
7
2
= −0.20a− 32 + 0.93a− 12 + 1.15 tan−1(1.24√a) + c.
Then, the implicit form of the general solution to the differential equation is
−0.20a− 32 + 0.93a− 12 + 1.15 tan−1(1.24√a) = fp + c.
Using boundary condition a
(
pi
2
)
= 1
2
, we choose c to be the solution to the equation
−0.20
(1
2
)− 3
2
+ 0.93
(1
2
)− 1
2
+ 1.15 tan−1(1.24
√
1
2
) =
pi
2
+ c
or c = 0.0066 ≈ 0. Then, we solve the equation below for a0 = a(−pi2 )
−0.20a−
3
2
0 + 0.93a
− 1
2
0 + 1.15 tan
−1(1.24
√
a0) = −pi
2
and find that a0 ≈ 0.1218.
So, if the semi-major axis is less than 12.2% of the distance at closest approach at
time fp = −pi2 , then the semi-major axis will be less than half the distance at closest
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approach at time fp =
pi
2
and, thus, no transfer can occur.
2.4 Comparison with Numerical Simulations
As a reality check, we compare our results to the leftmost panel of Fig. 14 in
Barrabe´s et al. (2017). The goal of that paper is to present a mechanism that explains
the formation of bridges (a spiral arm between a galaxy and its companion) and tails
(a long and curving set of debris escaping from the galaxy) after a close encounter
of two galaxies. They show that the invariant manifolds of the collinear equilibrium
points and the ones of the collision manifold in the Parabolic R3BP explain the
formation of bridges and tails.
The equal masses case of Fig. 14 in Barrabe´s et al. (2017) is reproduced here
as Fig. 2.3 for the convenience of the reader. They choose initial conditions (X, Y )
for direct circular orbits around one of the primaries at θ0 = −pi4 (θ is their time
variable after a number of changes of variables, it varies in
( − pi
2
, pi
2
)
and is related
to the true anomaly f via sin θ = tanh(sinh−1(tan f
2
)). So, θ0 = −pi4 corresponds
to f0 = −pi2 .) They check that the initial conditions remain bound to the original
primary backwards in time, then the orbits are followed until they are classified by
their future evolution. Then, the initial conditions (X, Y ) are plotted colored in red,
if the orbit is captured by the original primary, in blue, if captured by the other
primary and in green, if it escapes. In the equal masses case, only capture by the
original primary and escape are observed.
Recall, that the values of our constants were chosen to match this paper, namely
the distance at closest approach is 1 and in the equal masses case the two primaries
have mass 1
2
. In the Fig. 2.3, 6 out of the 21 rings centered at the primary and with
radii subdividing the range [0, 0.5] are entirely red, which corresponds to about 14.3%
of the minimum distance between the primaries. Both our first- and second-order
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Figure 2·3: Copy of the leftmost panel of Fig. 14 in Barrabe´s et al.
(2017).
Initial conditions (X, Y ) for direct orbits leaving the neighborhood of
one of the primaries at f0 = −pi2 classified by their final evolution:
capture to original primary (red) and escape (green).
worst-case estimates fall well within the red disc centered at the original primary. In
fact, if we use
da
dfp
= 3.272a
5
2
as a first-order approximation (but not worst-case), we get a0 = 14.4% of the closest
approach distance as the radius of the safe region, which is surprisingly close to the
numerical results considering the aggressive approximations we made.
The existence of the central red region symmetric about the original primary is
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one of the reasons we decided to just focus on how the semi-major axis varies without
concerning ourselves with the specific position of the planet on its orbit in this chapter.
In Chapters 4 & 5, we derive a different model that does take into account both the
initial semi-major axis a0 and the mean anomaly of the planet M0.
Note that unlike in this numerical simulation, our worst-case estimates do not
assume that the original eccentricities of the orbits e0 = 0, instead we assume that
e(fp) < 0.4 for fp ∈ [−pi2 , pi2 ] (we investigate the validity of this assumption in Chapter
3).
2.5 Multiple Passages Case
Since one perturbation has good qualitative agreement with numerical simulations,
a natural extension is to consider multiple perturbations. As the simplest example,
suppose that equal-sized stars pass by at the same closest approach distance multiple
times, i.e. mpn = mc and qpn = 1, where n in the number of the visiting star.
In this section, we use the first-order approximation (not worst-case scenario) to
the variation of the semi-major axis due to the stellar fly-by given by the differential
equation
da
dfp
= 3.272a
5
2
with solution
a(fp) =
(
a
− 3
2
0 − 4.908
(
fp +
pi
2
))− 23
.
Then as before, using our no transit criterion, we are looking for a0 values for which
an(
pi
2
) < 1
2
. When n=1,
a1(
pi
2
) <
1
2(
a0
− 3
2 − 4.908pi
)− 2
3
<
1
2
a0 < 0.144278
37
So, if the semi-major axis is less than 14.4% of the distance at closest approach at
time fp1 = −pi2 , then the semi-major axis will be less than half the distance at closest
approach at time fp1 =
pi
2
.
Iterating the process, at n=2 we solve
a2(
pi
2
) < 0.144278
which implies
a0 < 0.095911.
So, if the semi-major axis is less than 9.6% of the distance at closest approach at time
fp1 = −pi2 of the first stellar passage, then the semi-major axis will be less than half
the distance at closest approach at time fp2 =
pi
2
of the second stellar passage.
For n=3, we have
a3(
pi
2
) < 0.095911
which implies
a0 < 0.074593.
So, if the semi-major axis is less than 7.5% of the distance at closest approach at time
fp1 = −pi2 of the first stellar passage, then the semi-major axis will be less than half
the distance at closest approach at time fp3 =
pi
2
of the third stellar passage. And so
on...
We did calculate a fair number of iterates and observed that our estimates for
a0 → 0 very slowly. This is due to the differential equation dadfp = 3.272a
5
2 having a
high order equilibrium point at 0.
Suppose that passages happen so that as soon as one visitor is past fpn =
pi
2
,
the next one is at fpn+1 = −pi2 , then 1 unit in n corresponds to pi units in fp or
8
√
2
3
units in t (from Barker’s equation with our choice of parameter values). Recall,
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a(fp) ∼ O(fp− 23 ), so a0 ∼ O(n− 23 ).
If a0 → 0 like kn− 23 , then n ≈
(
k
a0
) 3
2 is an estimate on how many passages of a star
with mass 1
2
and periastron distance 1 it would take for a planet with initial semi-
major axis a0 to be striped away. Similarly, by making
da
dfp
as negative as possible, we
can get an estimate on how many passing stars are needed to push the planet into
the Sun (as a → 0, eventually the tidal forces would exceed the gravitational forces
and the planet would be ripped apart).
We can consider the model annulus map we derive in Chapter 4 and iterate in
Chapter 5 as a refinement of this crudest form of iteration. Nevertheless, we include
this section because this succession of estimates, unlike our model annulus map, does
not require the assumption that the planet is initially on a circular orbit, only that
the eccentricity remain less than 0.4.
2.6 Case fp ∈ (pi2 , pi)
The approximation discussed in the previous sections focused only on the part
of the orbit of the passing star when fp ∈ [−pi2 , pi2 ], because if a transfer or escape is
going to occur, it is most likely to happen when the two stars are close by. Though
unlikely, we still need to consider the possibility of transit when the true anomaly of
the passing star is between (pi
2
, pi).
Recall, the perturbed equation of motion for the planet is
r¨ + µ
r
r3
= F,
where µ = G(mc + m) = Gmc (since m ≈ 0) and F = ∇R is the disturbing force,
whose radial and tangential components are denoted by S and T , respectively.
In this section, we don’t use Mamedov’s series expansion for the disturbing func-
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tion, but go back to the original expression derived in Section 1.4, namely
F = Gmp
( rp − r
|rp − r|3 −
rp
rp3
)
.
We also need a different variational equation, namely the Gauss planetary equation
for the semi-major axis:
da
dt
=
2a
3
2√
µ(1− e2) [Se sin f + T (1 + e cos f)].
Next, using the triangular inequality and the fact that 0 ≤ r < rp, we can conclude
|S|, |T | ≤ |F | = Gmp
∣∣∣∣∣ rp − r|rp − r|3 − rprp3
∣∣∣∣∣ ≤ Gmp|rp − r|2 + Gmp|rp|2 ≤ 2Gmp|rp − r|2 .
Since | sin f | ≤ 1 and | cos f | ≤ 1, we have∣∣∣∣∣dadt
∣∣∣∣∣ ≤ 2a
3
2√
µ(1− e2)(e|F |+ (1 + e)|F |)
≤ 2a
3
2 (1 + 2e)√
Gmc(1− e2)
2Gmp
|rp − r|2
≤ ka
3
2
|rp − r|2
where
k =
4(1 + 2e)Gmp√
Gmc(1− e2)
.
For e ∈ [0, 0.4], 1+2e√
1−e2 ≤ 1.96396. Since we have been assuming G = 1, qp = 1 and
mc = mp =
1
2
, then k ≤ 5.555.
With the choice of parameters above, the equation of the parabolic orbit can
be written as rp = 1 + σ
2, where σ = tan
(fp
2
)
, and Barker’s equation simplifies
to t =
√
2(σ + 1
3
σ3) (since τp = 0). Then, the relation between the differentials is
dt =
√
2(1 + σ2)dσ.
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Since rp = 2 at fp =
pi
2
, we a priori assume 0 < r < 1 for all time (if r > 1 at
fp =
pi
2
by our criterion transfer has already occurred), then
1
|rp − r|2 ≤
1
|rp − 1|2 =
1
σ4
and ∣∣∣∣∣dadt
∣∣∣∣∣ ≤ ka 32σ−4.
At any arbitrary time t2 > t1 = t(
pi
2
) = 4
√
2
3
,
a(t2) = a(t1) +
t2∫
t1
da
dt
dt ≤ a(t1) +
∞∫
t1
ka
3
2σ−4dt,
where
∞∫
t1
ka
3
2σ−4dt =
σ(pi)∫
σ(pi
2
)
√
2ka
3
2σ−4(1 + σ2)dσ
=
[√
2ka
3
2
(
− 1
3σ3
− 1
σ
)]σ(pi)
σ(pi
2
)
=
4
√
2
3
ka
3
2
(since σ = tan
(fp
2
)
, σ(pi
2
) = 1 and σ(pi) =∞). Hence, at any arbitrary time t2,
a(t2) ≤ a(t1) + 4
√
2
3
k(a(t1))
3
2 .
We are looking for a range of a1 = a(t1) values, such that a(t2) ≤ 1 for any
t2 ∈ [t1,∞] and hence no transfer or escape can occur after time t1 = t(pi2 ). A first
estimate can be found by solving
a1 + 10.47(a1)
3
2 ≤ 1
which leads to
0 ≤ a1 < 0.1826 ≈ 18%.
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This approximation can be further improved by breaking up the interval [pi
2
, pi] into
subintervals, since the effect of the passing star is rapidly decreasing (on the dif-
ferent subintervals we can assume different bounds for r and different criteria for
capture/escape).
2.7 Hyperbolic R3BP
Any estimates obtained for the Parabolic R3BP can be shown to hold for the
Hyperbolic R3BP with the same closest approach distance. This follows immediately
from a general fact about the parametrization of the two-body problem, namely, if
a parabolic and a hyperbolic orbit have the same closest approach distance, then
rH ≥ rP for all time.
Figure 2·4: Examples of conic sections as e varies (left) and examples
of hyperbolas with the same closest approach distance and different
eccentricities (right).
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Proposition 1 Any estimates obtained for the Parabolic R3BP hold for the Hyper-
bolic R3BP with the same closest approach distance.
Proof: The general equations of a parabolic and a hyperbolic orbit relative to a
Sun at the origin and pericenter on the x-axis are rP =
2q
1+cos f
and rH =
a(e2−1)
1+e cos f
,
respectively. At pericenter, namely when f = 0,
rP =
2q
1 + 1
= q
and
rH =
a(e2 − 1)
1 + e
=
a(e− 1)(e+ 1)
1 + e
= a(e− 1).
Suppose that the parabolic and hyperbolic orbits have the same closest approach
distance, then q = a(e− 1). Next consider,
rH − rP
=
a(e2 − 1)
1 + e cos f
− 2q
1 + cos f
= q
(
1 + e
1 + e cos f
− 2
1 + cos f
)
= q
(1 + e)(1 + cos f)− 2(1 + e cos f)
(1 + e cos f)(1 + cos f)
= q
(e− 1)(1− cos f)
(1 + e cos f)(1 + cos f)
≥ 0
since q > 0 and each term in the parenthesis is positive when e > 1 and e cos f > −1,
which corresponds to
f ∈
(
− cos−1
(
− 1
e
)
, cos−1
(
− 1
e
))
,
i.e. the entire range of values of the true anomaly in the case a hyperbolic orbit.
Therefore, rH ≥ rP for all time.
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Chapter 3
Variation of the Eccentricity
So far, we have only focused on how the semi-major axis changes during the stellar
passage. However, the approximations to the variation of the semi-major axis made in
Section 2.1 are valid only for 0 ≤ e ≤ 0.4 (this assumption was needed to guarantees
consistent signs in the bound for ∂R˜
∂M
). So, we need to consider how the eccentricity
e changes during the stellar passage as it also leads to instability and the possibility
of collision with the central star. We do not consider the variation in the argument
of pericenter ω, since it does not cause instability and factor into whether an orbit is
transit or not.
First, we considered the rather natural question of how the eccentricity of near-
circular orbits changes in the Parabolic R3BP. Since the conjugate variable to e,
ω, is ill-defined for circular orbits, and e appears in the denominator, the Lagrange
planetary equation for the eccentricity is singular for e = 0. As mentioned in Section
1.3, the standard approach is to change to a set of equinoctial orbital elements.
Unfortunately, when we carried out this change of variables, we ended up just moving
the singularity from the variational equations for the new non singular variables to our
approximation to one of the partial derivatives appearing in the differential equation.
We believe the singularities in the variational equations are related to irregularities
in the space of Kepler ellipses.
Next, we attempted to obtain an estimate from the Gauss planetary equation for
the eccentricity, which is not singular for e = 0. One would expect small perturbations
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to result in small changes in e, however the bounds we obtained were hardly satisfying.
In our third attempt, we went back to the original Lagrange planetary equation
and considered, as in the previous chapter, the worst-case scenario of e increasing as
much as possible for non-zero initial values of the eccentricity. Thanks to a remark
by Prof. C. E. Wayne, we realized that since eccentricity varies continuously, in order
for e to increase past the range of values for which our approximations for a are valid,
it has to first enter a range for which the Lagrange planetary equation is not singular.
Lastly, we cite some numerical studies that indicate the existence of a central
region, where near-circular orbits persist after a parabolic fly-by, which is particularly
relevant for our annulus map model in Chapters 4 and 5.
3.1 Poincare´ Variables
As previously mentioned, the Lagrange planetary equation for the eccentricity is
singular for e = 0. A standard technique in the case of small eccentricity is to switch
to non singular variables. We make the following change of variables:
h = e sinω
k = e cosω
and proceed to derive the variational equations for the new Poincare´ variables. By
the Chain Rule, we have
dh
dfp
=
dh
de
de
dfp
+
dh
dω
dω
dfp
= (sinω)
de
dfp
+ (e cosω)
dω
dfp
=
h
e
de
dfp
+ k
dω
dfp
and
dk
dfp
=
dk
de
de
dfp
+
dk
dω
dω
dfp
= (cosω)
de
dfp
+ (−e sinω)dω
dfp
=
k
e
de
dfp
− hdω
dfp
.
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Recall, the Lagrange planetary equations for the eccentricity e and the argument of
pericenter ω are:
de
dfp
= −
√
1− e2
e
√
a
∂R˜
∂ω
− e
√
1− e2√
a(1 +
√
1− e2)
∂R˜
∂M
and
dω
dfp
=
√
1− e2
e
√
a
∂R˜
∂e
.
Since, we changed variables from (e, ω) to (h, k), we need to re-write the partial
derivatives in the Lagrange equations above in the new variables, namely
∂R˜
∂ω
=
∂R˜
∂h
∂h
∂ω
+
∂R˜
∂k
∂k
∂ω
=
∂R˜
∂h
(e cosω) +
∂R˜
∂k
(−e sinω) = k∂R˜
∂h
− h∂R˜
∂k
and
∂R˜
∂e
=
∂R˜
∂h
∂h
∂e
+
∂R˜
∂k
∂k
∂e
=
∂R˜
∂h
(sinω) +
∂R˜
∂k
(cosω) =
h
e
∂R˜
∂h
+
k
e
∂R˜
∂k
.
Since the new variables are independent of M , the partial ∂R˜
∂M
remains the same.
Finally, combining the 3 sets of equations above, we derive the variational equations
for the new variables (h, k):
dh
dfp
= − h
√
1− (h2 + k2)√
a(1 +
√
1− (h2 + k2))
∂R˜
∂M
+
√
1− (h2 + k2)√
a
∂R˜
∂k
dk
dfp
= − k
√
1− (h2 + k2)√
a(1 +
√
1− (h2 + k2))
∂R˜
∂M
−
√
1− (h2 + k2)√
a
∂R˜
∂h
.
First, note that we successfully removed any terms in the denominators that would
cause a singularity as e → 0 (the term √1− (h2 + k2) = √1− e2 → 1 as e →
0). Second, note that the first terms in both equations contain a factor of h or k,
respectively. So, as long as ∂R˜
∂M
is bounded, these terms would go to 0 as e (and hence
h and k) go to 0.
Now that we have the variational equations for the new variables, we need to
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rewrite the disturbing function R˜ from Section 1.5 in the new variables. Since, we
are considering very small eccentricities, we drop all terms of order O(e2). In order
to further simplify the upcoming calculations, we also drop the term in the second
summation. This is justified since the order O(a2) terms are dominant for the range
0 ≤ a < 1 that we are working with. These assumptions simplify the expression for
R˜ to
R˜ = µ˜
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a2q
− 3
2
p
[
2(1 + cos fp)−
3∑
j=1
(
2
j − 1
){
2e cos[M + (2− j)fp]
+9e cos[M + 2ω − jfp]− 3 cos[2M + 2ω − jfp]− 3e cos[3M + 2ω − jfp]
}]
.
Next, we use the angle-sum trig identities below to separate the cos(2ω) terms.
sin(α± β) = sin(α) cos(β)± cos(α) sin(β)
cos(α± β) = cos(α) cos(β)∓ sin(α) sin(β)
Then,
R˜ = µ˜
32
a2q
− 3
2
p
[
2(1 + cos fp)−
3∑
j=1
(
2
j − 1
){
2e cos[M + (2− j)fp]
+9e
(
cos[M − jfp] cos(2ω)− sin[M − jfp] sin(2ω)
)
−3
(
cos[2M − jfp] cos(2ω)− sin[2M − jfp] sin(2ω)
)
−3e
(
cos[3M − jfp] cos(2ω)− sin[3M − jfp] sin(2ω)
)}]
.
Finally, we switch over to the new variables using the following formulas:
e =
√
h2 + k2
cos(2ω) =
k2 − h2
h2 + k2
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sin(2ω) =
2hk
h2 + k2
.
So,
R˜ = µ˜
32
a2q
− 3
2
p
[
2(1 + cos fp)−
3∑
j=1
(
2
j − 1
){
2
√
h2 + k2 cos[M + (2− j)fp]
+9
√
h2 + k2
(
cos[M − jfp]k
2 − h2
h2 + k2
− sin[M − jfp] 2hk
h2 + k2
)
−3
(
cos[2M − jfp]k
2 − h2
h2 + k2
− sin[2M − jfp] 2hk
h2 + k2
)
−3
√
h2 + k2
(
cos[3M − jfp]k
2 − h2
h2 + k2
− sin[3M − jfp] 2hk
h2 + k2
)}]
.
Now that we have the disturbing functions in the new variables, we approximate
the partial derivatives that appear in the variational equations. We start with
∂R˜
∂M
=
µ˜
32
a2q
− 3
2
p
[
−
3∑
j=1
(
2
j − 1
){
− 2
√
h2 + k2 sin[M + (2− j)fp]
+9
√
h2 + k2
(
− sin[M − jfp]k
2 − h2
h2 + k2
− cos[M − jfp] 2hk
h2 + k2
)
−3
(
− 2 sin[2M − jfp]k
2 − h2
h2 + k2
− 2 cos[2M − jfp] 2hk
h2 + k2
)
−3
√
h2 + k2
(
− 3 sin[3M − jfp]k
2 − h2
h2 + k2
− 3 cos[3M − jfp] 2hk
h2 + k2
)}]
.
As we have done a few times so far, we replace the sine and cosine terms with ±1 in
such a way as to make ∂R˜
∂M
as large as possible. The terms in the curly brackets can
be bounded by ∣∣∣∣∣2√h2 + k2 + 18(k2 − h2 + 2hk)√h2 + k2 + 6(k2 − h2 + 2hk)h2 + k2
∣∣∣∣∣.
For 0 < h < 0.1 and 0 < k < 0.1, the expression above is less than 11.5. As mentioned
earlier, since ∂R˜
∂M
is bounded for small e and the first terms in the variational equations
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for the new variables contain a factor of h or k, respectively, these terms go to 0 as
e→ 0.
In calculating the remaining partial derivative ∂R˜
∂k
we use:
∂
∂k
(
√
h2 + k2) =
k√
h2 + k2
∂
∂k
(
k2 − h2√
h2 + k2
)
=
3h2k − k3
(h2 + k2)
3
2
∂
∂k
(
2hk√
h2 + k2
)
=
2h3
(h2 + k2)
3
2
∂
∂k
(
k2 − h2
h2 + k2
)
=
4h2k
(h2 + k2)2
∂
∂k
(
2hk
h2 + k2
)
=
2(h3 − hk2)
(h2 + k2)2
.
Then,
∂R˜
∂k
=
µ˜
32
a2q
− 3
2
p
[
−
3∑
j=1
(
2
j − 1
){
2 cos[M + (2− j)fp] k√
h2 + k2
+(9 cos[M − jfp]− 3 cos[3M − jfp]) 3h
2k − k3
(h2 + k2)
3
2
+(−9 sin[M − jfp] + 3 sin[3M − jfp]) 2h
3
(h2 + k2)
3
2
−3 cos[2M − jfp] 4h
2k
(h2 + k2)2
+ 3 sin[2M − jfp]2(h
3 − hk2)
(h2 + k2)2
}]
.
Again, we replace the sine and cosine terms with ±1 in such a way as to make ∂R˜
∂k
as
large as possible. The terms in the curly brackets can be bounded above by∣∣∣∣∣ 2k√h2 + k2 + 24(3h2k − k3 + 2h3)(h2 + k2) 32 +
[
3(4h2k + 2(h3 − hk2))
(h2 + k2)2
]∣∣∣∣∣.
The first two terms in the expression above are bounded for small h and k, however
the last term in the square brackets blows up for small h and k. In the variational
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equation for h, the ∂R˜
∂k
term is multiplied by
√
1−(h2+k2)√
a
=
√
1−e2√
a
→ 1√
a
as e → 0,
which cannot offset the blow up. When we went through the calculations for the
variational equation for k, we arrived at a similar result.
We tried a few different changes of variables such as
h =
√
e sinω
k =
√
e cosω
and
h = e2 sinω
k = e2 cosω,
however, in each case the singularity of the equations for very small h and k persisted,
which indicates this singularity does not arise from the choice of coordinates, but is
inherent to the problem. This probably reflects the topology of the space of ellipses
and how it limits to the boundary of circles at e = 0.
3.2 Gauss Planetary Equation for the Eccentricity
Recall, the perturbed equation of motion for the planet is
r¨ + µ
r
r3
= F,
where µ = Gmc (since m ≈ 0) and
F = Gmp
( rp − r
|rp − r|3 −
rp
rp3
)
is the disturbing force, whose radial and tangential components are denoted by S and
T , respectively.
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Unlike the Lagrange planetary equation, the Gauss planetary equation for the
eccentricity below is not singular for e = 0.
de
dt
=
√
a(1− e2)µ−1[S sin f + T (cos f + cosE)],
where, E is the eccentric anomaly. Since we have been considering only the case
0 ≤ r < rp, using the triangular inequality we can conclude,
|S|, |T | ≤ |F | = Gmp
∣∣∣∣∣ rp − r|rp − r|3 − rprp3
∣∣∣∣∣ ≤ Gmp|rp − r|2 + Gmp|rp|2 ≤ 2Gmp|rp − r|2
Since | sin f |, | cos f |, | cosE| ≤ 1,
∣∣∣de
dt
∣∣∣ ≤√a(1− e2)µ−1(|F |+ |F |(1 + 1)) ≤ 3√a(1− e2)(Gmc)−1 2Gmp|rp − r|2
As usual, suppose G = 1, qp = 1, mp = mc =
1
2
and assume 0 < r ≤ 1
2
(if r > 1
2
by
our criterion transfer has already occurred). Then, for fp ∈ [−pi2 , pi2 ], 1 ≤ rp ≤ 2 and
1
|rp − r|2 ≤
1
|rp − 0.5|2 ≤
1
|1− 0.5|2 ≤ 4.
So, ∣∣∣de
dt
∣∣∣ ≤ 12√2a√(1− e2).
Treating a as a constant, we solve the separable differential equation
de√
1− e2 = (12
√
2a)dt
and find the general solution
arcsin(e) = (12
√
2a)t+ c
or
e(t) = sin[(12
√
2a)t+ c].
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Let t0 = t(−pi2 ) = −4
√
2
3
, t1 = t(
pi
2
) = 4
√
2
3
and suppose e0 = e(t0) = 0, then
sin[(12
√
2a)(−4
√
2
3
) + c] = 0.
So, c = kpi+ 32
√
a for some k ∈ Z. Suppose k = 0, then c = 32√a and the particular
solution is
e(t) = sin[(12
√
2a)t+ 32
√
a].
Therefore, e(t1) − e(t0) = sin[64
√
a] and for a ≤ 0.00004, e(t(pi
2
)) ≤ 0.4. Such
estimate for the semi-major axis is hardly satisfying, but we finally do obtain a range
of a values for which the planet starts on a circular orbit at fp = −pi2 and the change
in e up to fp =
pi
2
remains less that 0.4, which is the requirement for our previous
estimates for a in Section 2 to be valid.
3.3 Lagrange Planetary Equation for the Eccentricity
Recall, the Lagrange planetary evolution equation for the eccentricity with fp as
the independent variable is
de
dfp
= −
√
1− e2
e
√
a
∂R˜
∂ω
− e
√
1− e2√
a(1 +
√
1− e2)
∂R˜
∂M
.
We already obtained a bound for for the partial derivative ∂R˜
∂M
in Section 2.1, namely
∣∣∣∣ ∂R˜∂M
∣∣∣∣ ≤ µ˜32a2q− 32p
[{
24 + 80e− 8e2 − 37e3
}
+
3a
qp
{
12 + 52e+ 4e2 − 106e3
}]
.
So, we proceed to calculate the remaining partial derivative ∂R˜
∂ω
:
∂R˜
∂ω
=
µ˜
32
a2q
− 3
2
p
[
0−
3∑
k=1
(
2
k − 1
){
0 + 0 + 0− 14
8
e3 sin[−M + 2ω − kfp]
+15e2 sin[2ω− kfp]− 6e(3− 13
8
e2) sin[M + 2ω− kfp] + (6− 15e2) sin[2M + 2ω− kfp]
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+6e(1− 19
8
e2) sin[3M+2ω−kfp]+6e2 sin[4M+2ω−kfp]+ 25
4
e3 sin[5M+2ω−kfp]
}
+
3
16
a
qp
5∑
k=1
(
4
k − 1
){
− 1
3
e3 sin[−2M +ω+ (2− k)fp]− 11
4
e2 sin[−M +ω+ (2− k)fp]
+5e(1 +
3
4
e2) sin[ω + (2− k)fp]− 2(1 + 2e2) sin[M + ω + (2− k)fp]
−e(−1 + 2e2) sin[2M + ω + (2− k)fp] + 3
4
e2 sin[3M + ω + (2− k)fp]
+
7
12
e3 sin[4M + ω + (2− k)fp] + 175
4
e3 sin[3ω − kfp]− 285
4
e2 sin[M + 3ω − kfp]
−15e(−3 + 11
2
e2) sin[2M + 3ω − kfp]− 10(1− 6e2) sin[3M + 3ω − kfp]
−15e(1−19
4
e2) sin[4M+3ω−kfp]−75
4
e2 sin[5M+3ω−kfp]−45
2
e3 sin[6M+3ω−kfp]
}]
.
Again, we bound the partial ∂R˜
∂ω
by replacing all sine terms with either 1 or -1 de-
pendent on the sign of the coefficients (the polynomials in powers of e). Provided
e ∈ [0, 0.4588], the terms in parenthesis in the expression below are all positive. So,∣∣∣∣∂R˜∂ω
∣∣∣∣ ≤ µ˜32a2q− 32p
[
3∑
k=1
(
2
k − 1
){
14
8
e3 + 15e2 + 6e(3− 13
8
e2) + (6− 15e2)
+6e(1− 19
8
e2) + 6e2 +
25
4
e3
}
+
3
16
a
qp
5∑
k=1
(
4
k − 1
){
1
3
e3 +
11
4
e2
+5e(1 +
3
4
e2) + 2(1 + 2e2) + e(1− 2e2) + 3
4
e2 +
7
12
e3 +
175
4
e3
+
285
4
e2 + 15e(3− 11
2
e2) + 10(1− 6e2) + 15e(1− 19
4
e2) +
75
4
e2 +
45
2
e3
}]
.
After collecting terms, we have
∣∣∣∂R˜
∂ω
∣∣∣ ≤ µ˜
32
a2q
− 3
2
p
[
4
{
6 + 24e+ 6e2 − 16e3
}
+
3a
qp
{
12 + 66e+ 37.5e2 − 84.83e3
}]
.
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Figure 3·1: Graph of A+B (left) and C+D (right)
Therefore,
de
dfp
= −
√
1− e2
e
√
a
∂R˜
∂ω
− e
√
1− e2√
a(1 +
√
1− e2)
∂R˜
∂M
can be bound by∣∣∣∣ dedfp
∣∣∣∣ ≤ µ˜32( aqp
) 3
2
(
A+B
)
+
3µ˜
32
( a
qp
) 5
2
(
C +D
)
,
where A =
√
1−e2
e
{
24 + 96e + 24e2 − 64e3
}
, B = e
√
1−e2
1+
√
1−e2
{
24 + 80e − 8e2 − 37e3
}
C =
√
1−e2
e
{
12 + 66e + 37.5e2 − 84.83e3
}
, D = e
√
1−e2
1+
√
1−e2
{
12 + 52e + 4e2 − 106e3
}
.
Note A and C go to infinity as e → 0 and to 0 as e → 1, while B and D go to 0 as
e→ 0 and as e→ 1. So, both (A+B) and (C+D) are monotone decreasing functions
that go to infinity as e→ 0 and to 0 as e→ 1. (See Fig. 3.1)
Since the eccentricity is a continuous function, if it starts small for it to reach 0.4
it has to become 0.35 at some point. Suppose e0 = 0.35, then A + B = 163.1 and
C +D = 100.9. As usual we assume qp = 1, mp = mc =
1
2
(i.e. µ˜ = 1) and consider,
the differential equation
de
dfp
= 5.10a
3
2 + 9.46a
5
2 .
We are interested in the range of a values for which e(pi
2
)− e(−pi
2
) < 0.05.
54
In other words, (5.1a
3
2 + 9.46a
5
2 )pi < 0.05 or
0 ≤ a < 0.0208.
So, provided that a < 2%, e would increase at most by 0.05 between [−pi
2
, pi
2
] and
therefore remain < 0.4.
Clearly, after trying three different approaches, we can safely conclude that we
cannot obtain a bound on the change in eccentricity for a large interval of a values
using worst-case analysis with the unaveraged disturbing function.
Mamedov (1991) shows that the twice-averaged version of the Parabolic R3BP,
where the perturbation function is averaged over the mean anomaly of the planet and
over the true anomaly of the passing star, is integrable and reduces to the study of
the system of two equations:
de
dfp
= −15µ˜
512
( a
qp
) 5
2√
1− e2(4 + 3e2) sinω
dω
dfp
=
3µ˜
32
( a
qp
) 3
2
√
1− e2
e
(
2e− 5
16
a
qp
(4 + 9e2) cosω
)
with allowance for the integrals a = const. and e2 − 5
16
a
qp
(4e + 3e3) cosω = h, where
h is an arbitrary constant. He uses the integral above to reduce the solutions of
the system of two equations to one quadrature and then, after inversion, he obtains
analytic equations in the form of elliptic functions for the secular perturbations of
the eccentricity and the argument of pericenter.
We use the twice-averaged equation for the eccentricity above to get an estimate
on the range of initial e0 that would lead to final eccentricity less than 0.4. After
bounding | sinω| ≤ 1 and integrating with respect to fp from −pi2 to pi2 , while treating
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e as a constant, we solve the inequality,
e0 +
15µ˜
512
( a
qp
) 5
2
√
1− e02(4 + 3e02)pi < 0.4
Assuming qp = 1 and mp = mc (i.e. µ˜=1), the inequality simplifies to
e0 +
15pi
512
a
5
2
√
1− e02(4 + 3e02) < 0.4.
If we further assume a ≤ 1
2
, then e0 ∈ [0, 0.3335].
3.4 Comparison with Numerical Simulations
Pfalzner et al. (2018) investigate the possibility that the orbits of the trans-
Neptunian objects were caused by the fly-by of another star. They perform an
extensive parameter study for the effect of close fly-bys on disks that lead to the
features seen in the solar system (a steep drop in the mass distribution at 30–35AU,
a hot and cold Kuiper Belt population, Sednoids). Their study could be regarded as
a first proof-of-principle investigation showing that fly-bys (in the parameter range of
0.3–1.0M, at perihelion distances of between 50−150AU , inclined between 50◦−70◦,
and at an angle of periastron between 60◦ − 120◦) offer a realistic alternative to the
present models suggested to explain the unexpected features of the outer solar sys-
tem. The strength of their model lies in its simplicity by explaining several of the
outer solar system features by a single mechanism.
They model an idealized disk centered at the Sun with 10,000 massless tracer
particles, initially located on the same plane, orbiting the Sun on circular Keplerian
orbits. Figure 1b) in Pfalzner et al. (2018) (reproduced here as here Fig. 3.2 for the
convenience of the reader) shows the effect of a prograde, parabolic fly-by of an equal-
sized perturber that is inclined by 60◦ and has an angle of periastron equal to zero.
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Figure 3·2: Copy of Fig. 1b) in Pfalzner et al. (2018)
The perihelion distance is chosen in such a way as to lead to a 30− 35AU disk (using
Breslau’s disc size formula mentioned in Section 2.1). The left panel shows the path
of the perturber star in the rest frame and the time-averaged positions of the test
particles of the disk. The fly-by creates a central area of most particles on circular
orbits and more eccentric orbits at larger distances from the Sun. The eccentricities
are indicated by the different colors given in the bar, with gray representing the
particles that become unbound from the Sun as a result of the fly-by. The right panel
shows where the particles with the different eccentricities were originally located in
the disk.
Our purpose for including this figure here is two-fold. Firstly, Fig. 3.2 indicates
that the the eccentricities of initially circular orbits can indeed increase significantly
as a result of a parabolic fly-by and therefore the fact that our estimates for the
eccentricity do not result in a large range of a values is not only due to the drastic
nature of our approximations but is also an inherent feature of the problem. Secondly,
the figure indicates that, while the eccentricity does increase for test particles further
away from the Sun, there is still a central region, where the values of the eccentricity
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are within the range for which our approximations for a are valid, which is what we
were ultimately concerned with.
Note that Fig. 3.2 illustrates the effect of a perturbing star inclined by 60◦ rather
than coplanar as we have been considering so far. Recall, that the Gauss planetary
equation for the eccentricity
de
dt
=
√
a(1− e2)µ−1[S sin f + T (cos f + cosE)]
does not depend on the normal component of the perturbing force and, hence, only
forces in the orbital plane can affect the eccentricity. Therefore, the influence on the
eccentricity of a passing star on an inclined orbit would be smaller that if all three
celestial bodies were moving in the same plane, i.e. the size of the central region in
Fig. 3.2 would be smaller in the coplanar case.
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Chapter 4
Derivation of a Model Annulus Map and
Dynamics of One Iterate
In the previous two chapters, we considered the variations in the semi-major axis
a and the eccentricity e of a planet’s orbit due to a single perturbing star. Repeated
perturbations of this type may arise from either multiple different stars passing by at
irregular intervals or from a highly-elliptic companion star passing by at regular time
intervals.
Our goal in this section is to derive a simple model in the case of repeated stellar
fly-bys that still preserves some of the behavior of the full system dynamics. During a
stellar passage the eccentricity alternatively increases and decreases and its effect on
the variation in the semi-major axis is too complicated to consider in a first model. So,
we fix e0 = 0 and consider initially circular orbits, where the only source of instability
is the variation of the a0. Let (a0,M0) be the position of the planet on its circular
orbit when the passing star is at closest approach to the fixed star (as usual a is the
radius and M is the mean anomaly). We would like to know (a1,M1), the position
of the planet at the next closest approach of the passing star to the fixed star, but
before its effect on the planet’s orbit has been taken into consideration.
Since the passing star perturbs the orbit of the planet the most at periastron, we
want a good approximation to da
dfp
when fp is around 0. We assume that the passing
star has negligible effect on the orbit of the planet when fp /∈ [−pi2 , pi2 ]. After one
stellar encounter, we assume that the planet is on a new circular orbit with radius
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Figure 4·1: Example of the set up: (a0,M0) = (0.5, 0.75pi) is the
position of a planet on its initial circular orbit when the passing star is
at closest approach to the fixed star (i.e. fp = 0) on its highly elliptic
orbit whose equation is rp =
1.95
1+0.95 cos(fp)
(ep = 0.95, ap(1− ep) = 1).
a1 = a0 +
∫ pi
2
−pi
2
da
dfp
dfp. Furthermore, suppose that the orbit’s eccentricity remains
zero or dampens to zero during the time between perturbations (see Section 4.4 for
discussion on the validity of this assumption).
In this chapter, we go over the technical details on how we derive our model
annulus map and some of its properties. Then, as a reality check, we compare one
iteration of our model against numerical studies (Breslau et al. (2014), Breslau et al.
(2017)) and we do obtain a good qualitative agreement!
4.1 Derivation of the Model Annulus Map
In this section, we derive the model annulus map (a0,M0)→ (a1,M1) defined by
a1 = a0 + f(qp, µ; a0) sin[2M0]
M1 = M0 + 2pi ∗ FractionalPart
[ P√
(a1)3
]
,
where P =
√
GmcTp
2pi
is a constant related to the return time Tp of the passing star and
f(qp;µ; a0) =
60
3
4
µ˜q
− 3
2
p a0
4
{
cos
[
µ¯pia0
− 3
2
]( 1
2µ¯− a0 32
− 1
2µ¯− 3a0 32
)
+ 2 sin
[
µ¯pia0
− 3
2
]( 1
2µ¯− 2a0 32
)}
.
We start by deriving an approximation to
∫ pi
2
−pi
2
da
dfp
dfp. Recall once more, the La-
grange planetary equation for the semi-major axis, namely
da
dfp
= 2
√
a
∂R˜
∂M
.
In view of our desire for simplicity, assume the planet is originally on a circular orbit
(i.e. e, ω = 0). Therefore, ∂R˜
∂M
, originally calculated in Section 2.1, simplifies to
∂R˜
∂M
=
µ˜
32
a2q
− 3
2
p
[
−
3∑
k=1
(
2
k − 1
){
6 sin[2M − kfp]
}
+
3
16
a
qp
5∑
k=1
(
4
k − 1
){
− 2 sin[M + (2− k)fp]− 10 sin[3M − kfp]
}]
and
da
dfp
= −3
8
µ˜a
5
2 q
− 3
2
p
[
3∑
k=1
(
2
k − 1
){
sin[2M − kfp]
}
+
1
16
a
qp
5∑
k=1
(
4
k − 1
){
sin[M + (2− k)fp] + 5 sin[3M − kfp]
}]
.
Recall, if Ta denotes the orbital period of the planet, the mean motion is defined
as n = 2pi
Ta
=
√
Gmc
a3
, since m ≈ 0. Let τ be the time of perihelion passage and M be
the mean anomaly of the planet, then M = n(t− τ). As in the chapter introduction,
let M0 denote the mean anomaly of the planet when the passing star is at closest
approach to the central star (i.e. when fp=0 and t = 0). Then, at time t, the mean
anomaly of the planet is given by
M(t) = M0 +
t∫
0
M˙ds = M0 + nt = M0 +
√
Gmc
a3
t.
As repeatedly mentioned, Barker’s equation relates the time t and the true anomaly
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fp in the case of a parabolic orbit. Since the time of periastron passage of the per-
turbing star τp = 0, we can write time as a function of the true anomaly as follows:
t(fp) =
√
2q3p
G(mp +mc)
tan
(
fp
2
)[
1 +
1
3
tan2
(
fp
2
)]
.
Recall, the series expansions at x = 0: tanx = x + x
3
3
+ O(x5) and tan2 x = x2 +
2x4
3
+O(x6). Since the disturbing force of the passing star is greatest at pericenter, we
want a good approximation to da
dfp
when fp is around 0. Hence, we make the following
approximations: tan
(fp
2
) ≈ fp
2
and tan2
(fp
2
) ≈ 0. Therefore,
t(fp) ≈
√
2q3p
G(mp +mc)
(
fp
2
)
and
M(fp) = M0 +
√
Gmc
a3
t(fp) ≈M0 +
√
Gmcq3p
2G(mp +mc)
fp√
a3
= M0 + µ¯a
− 3
2fp,
where we define
µ =
√
mc
2(mc +mp)
and
µ¯ = µq
3
2
p .
Substituting the above approximation forM(fp) into the Lagrange planetary equa-
tion for the semi-major axis we have:
da
dfp
≈ −3
8
µ˜a
5
2 q
− 3
2
p
[
3∑
k=1
(
2
k − 1
){
sin[2M0 + (2µ¯a
− 3
2 − k)fp]
}
+
1
16
a
qp
5∑
k=1
(
4
k − 1
){
sin[M0 + (µ¯a
− 3
2 + (2−k))fp] + 5 sin[3M0 + (3µ¯a− 32 −k)fp]
}]
=
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−3
8
µ˜a
5
2 q
− 3
2
p
[
3∑
k=1
(
2
k − 1
){
sin[2M0] cos[(2µ¯a
− 3
2−k)fp]+cos[2M0] sin[(2µ¯a− 32−k)fp]
}
+
1
16
a
qp
5∑
k=1
(
4
k − 1
){
sin[M0] cos[(µ¯a
− 3
2 +(2−k))fp]+cos[M0] sin[(µ¯a− 32 +(2−k))fp]+
+5 sin[3M0] cos[(3µ¯a
− 3
2 − k)fp] + 5 cos[3M0] sin[(3µ¯a− 32 − k)fp]
}]
.
In the last step, we use the familiar trig identity sin(α± β) = sinα cos β ± cosα sin β
to separate the arguments of the sine functions into terms that only depend on the
initial mean anomaly of the planet and terms that depend on the true anomaly of
the passing star (the time-like variable we will be integrating with respect to).
Now, we are ready to take the definite integral
∫ pi
2
−pi
2
da
dfp
dfp. Note that µ˜, qp, M0
and µ¯ are constants. When integrating, we also treat a as a constant. Since sin[nfp]
is an odd function, half of the terms integrate to 0, namely the terms of the form
fp=
pi
2∫
fp=−pi2
cos[jM0] sin[nfp]dfp = 0,
while the rest of the terms have integrals of the form:
fp=
pi
2∫
fp=−pi2
sin[jM0] cos[nfp]dfp =
[
sin[jM0]
sin[nfp]
n
]fp=pi2
fp=−pi2
=
2
n
sin[
npi
2
] sin[jM0],
where j = 1, 2, 3 and
n = (µ¯a−
3
2 + (2− k)), when j = 1
n = (2µ¯a−
3
2 − k), when j = 2
n = (3µ¯a−
3
2 − k), when j = 3.
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Therefore,
pi
2∫
−pi
2
da
dfp
dfp ≈
−3
4
µ˜a4q
− 3
2
p
[
3∑
k=1
(
2
k − 1
){
sin[2M0]
(2µ¯− ka 32 ) sin
[
(2µ¯a−
3
2 − k)pi
2
]}
+
1
16
a
qp
5∑
k=1
(
4
k − 1
){
sin[M0]
(µ¯+ (2− k)a 32 ) sin
[
(µ¯a−
3
2 + (2− k))pi
2
]
+
5 sin[3M0]
(3µ¯− ka 32 ) sin
[
(3µ¯a−
3
2 − k)pi
2
]}]
.
Note that the approximation above is well defined as a→ 0 and ∫ pi2−pi
2
da
dfp
dfp ∼ O(a 52 ).
Since our goal in this section is a simple model that is suitable for iteration, we keep
only the dominant terms of order a
5
2 (the first summation). Expanding the summation
and using trig identities, we obtain the final form of the desired approximation:
pi
2∫
−pi
2
da
dfp
dfp ≈
3
4
µ˜q
− 3
2
p a
4
{
cos
[
µ¯pia−
3
2
]( 1
2µ¯− a 32 −
1
2µ¯− 3a 32
)
+2 sin
[
µ¯pia−
3
2
]( 1
2µ¯− 2a 32
)}
sin[2M0]
= f(qp;µ; a) sin[2M0].
Note that only the sin[2M0] term depends explicitly on M0, while the rest of the terms
depend on the semi-major axis a and we group them together as the function f(a).
Specifying the distance at closest approach, qp, and the masses of the central and
perturbing star, mc and mp respectively, uniquely determine the constants µ˜ and µ¯,
so the function f(a) depends on only one distance (qp) and one mass (µ) parameter.
Recall, that M0 denotes the position of the planet on its circular orbit of radius a0
when the perturbing star is at pericenter during its first passage. So, the semi-major
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axis of the orbit after the stellar fly-by, a1, can be approximated by
a1 ≈ a0 +
pi
2∫
−pi
2
da
dfp
dfp ≈ a0 + f(qp;µ; a0) sin[2M0].
To make this model an annuls map analogous to the “standard map” in the case of
the Circular R3BP (which we discuss in detail in Section 5.1), we need to determine
how M changes. Since, our goal in deriving these approximations is to consider the
effect of multiple perturbations in case of Near-Parabolic R3BP, we think of (aj,Mj)
as a snapshot of the position of the planet on its circular orbit, that has been perturbed
by j stellar fly-bys, when the (j + 1)th passing star is at pericenter but the effect of
its passing by has not been taken into account yet. For example, the change in the
position of the planet on its orbit when a highly-elliptic companion star is nearby is
negligible relative to the change in the planet’s position during the long time when
the passing star is far away (see Fig. 4.1). So, we approximate the planet’s position
on its orbit right before the next stellar passage at pericenter, M1 by calculating
the wait-time along the newly perturbed orbit a1. Suppose the return time of the
perturbing star is Tp and let P =
√
Gmc
2pi
Tp, then
M1 ≈M0 + 2pi ∗ FractionalPart
[ Tp
Ta1
]
= M0 + 2pi ∗ FractionalPart
[
2pi√
Gmc
P
2pi
√
(a1)3
Gmc
]
= M0 + 2pi ∗ FractionalPart
[ P√
(a1)3
]
.
In the case of a highly-elliptic companion star with closest approach distance
qp = ap(1− ep),
Tp =
2pi√
G(mc +mp)
( qp
1− ep
) 3
2
.
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So,
P =
√
mc
mc +mp
( qp
1− ep
) 3
2
=
√
2µ¯(1− ep)− 32 .
Note that as ep → 1, P → ∞. In all numerical simulations, unless noted otherwise,
we set P = 100 as an example of a large return time. For instance, in the case of a
highly elliptic companion star, the return time parameter value P = 100 corresponds
to µ¯ = 1 (i.e. mp = (q
3
p − 1)mc) and ep ≈ 0.94152.
4.2 The Function f(qp;µ; a)
The function
f(qp;µ; a) =
3
4
µ˜q
− 3
2
p a
4
{
cos
[
µ¯pia−
3
2
]( 1
2µ¯− a 32 −
1
2µ¯− 3a 32
)
+ 2 sin
[
µ¯pia−
3
2
]( 1
2µ¯− 2a 32
)}
is key to the dynamics of the annulus mapping, so we study its properties in detail.
The potential singularities of f(qp;µ; a) are the values for which the denominators of
are zero, in other words, 2µ¯− ka 32 = 0 for k = 1, 2, 3 or
a =
(2µ¯
k
) 2
3
.
However, for these a values the corresponding cosine or sine factor is zero:
cos
[
µ¯pia−
3
2
]
= cos
[
µ¯pi
(
2µ¯
k
)−1]
= cos
[
k pi
2
]
= 0 for k = 1, 3 and
sin
[
µ¯pia−
3
2
]
= sin
[
µ¯pi
(
2µ¯
k
)−1]
= sin
[
k pi
2
]
= 0 for k = 2.
Next, we consider if f(qp;µ; a) is well defined as a→ 0. Note that
lim
a→0
(
1
2µ¯− a 32 −
1
2µ¯− 3a 32
)
→ 0
and
lim
a→0
(
2
2µ¯− 2a 32
)
→ 1
µ¯
,
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while the factors cos
[
µ¯pia−
3
2
]
and sin
[
µ¯pia−
3
2
]
are bound and oscillate infinitely often
as a→ 0. Since the cosine term is multiplied by 0, in the limit this term disappears.
On the other hand, as a → 0, sin [µ¯pia− 32 ] ≈ µ¯pia− 32 and, therefore, f(qp;µ; a) ∼
O(a
5
2 ). Hence, the approximation function f(qp;µ; a) has no singularities.
Next, we fix a and consider order of magnitude relations as µ¯→ 0. Note that(
1
2µ¯− a 32 −
1
2µ¯− 3a 32
)
=
(
−2a 32
4µ¯2 − 8µ¯a 32 + 3a3
)
∼ O( 1
µ¯2
)
and (
2
2µ¯− 2a 32
)
∼ O( 1
µ¯
).
As µ¯ → 0, cos [µ¯pia− 32 ] ≈ 1 and 2 sin [µ¯pia− 32 ] ≈ 2piµ¯a− 32 . Hence, since we defined
the constants µ˜ =
√
2mp√
mc(mc+mp)
, µ =
√
mc
2(mc+mp)
and µ¯ = µq
3
2
p ,
f(qp;µ; a) ∼ O
(
µ˜
µ¯2q
3
2
p
)
= O
(√
(mc +mp)mp2
m3c
q
− 9
2
p
)
∼ O
(
µpc
3
2 q
− 9
2
p
)
,
where µpc =
mp
mc
. Note that µ¯→ 0 corresponds to either qp → 0 or mp →∞ (assuming
mc is fixed). In both of these cases we would expect f(qp;µ; a) → ∞, which agrees
with the order of magnitude relation we just obtained. On the other hand, if qp →∞
or mp → 0 (hence µ˜ → 0), then f(qp;µ; a) → 0. With this initial analysis we
are convinced that our approximation function is well-defined and reasonable, so we
proceed to explore some of its properties.
The natural choice of parameter values qp = 1 and µ = 1 implies µ¯ = 1 and
µ˜ = −1 (which corresponds to mp = −12mc). Clearly, negative masses do not occur
in reality, however µ˜ is well-defined for {mp > −mc and mc ≥ 0} or {mc < 0 and
mp < −mc}. Considering the parameter values qp = 1 and µ = 1 as a base case is
worthwhile because we can write the function f(qp;µ; a) for arbitrary parameters qp
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and µ as a scalar multiple of the function f(qp = 1;µ = 1; aqp
−1µ−
2
3 ).
f(qp;µ; a)
=
3
4
µ˜q
− 3
2
p a
4
{
cos
[
µ¯pia−
3
2
]( 1
2µ¯− a 32 −
1
2µ¯− 3a 32
)
+ 2 sin
[
µ¯pia−
3
2
]( 1
2µ¯− 2a 32
)}
=
3
4
µ˜q
− 3
2
p a
4
{
cos
[
1 · pi[a(µ¯)− 23 ]− 32 ]( (µ¯)−1
2 · 1− [a(µ¯)− 23 ] 32 −
(µ¯)−1
2 · 1− 3[a(µ¯)− 23 ] 32
)
+2 sin
[
1 · pi[a(µ¯)− 23 ]− 32 ]( (µ¯)−1
2 · 1− 2[a(µ¯)− 23 ] 32
)}
= −µ˜q−
3
2
p (µ¯)
5
3
[
− 3
4
[a(µ¯)−
2
3 ]4
{
cos
[
1 · pi[a(µ¯)− 23 ]− 32 ]( 1
2 · 1− [a(µ¯)− 23 ] 32
− 1
2 · 1− 3[a(µ¯)− 23 ] 32
)
+ 2 sin
[
1 · pi[a(µ¯)− 23 ]− 32 ]( 1
2 · 1− 2[a(µ¯)− 23 ] 32
)}]
= −µ˜q−
3
2
p (µq
3
2
p )
5
3f(qp = 1;µ = 1; a(µ¯)
− 2
3 )
= −µ˜µ 53 qpf(qp = 1;µ = 1; aqp−1µ− 23 )
= − 3
√
mcm3p
2(mc +mp)4
qpf
(
qp = 1;µ = 1; aqp
−1 3
√
2(1 + µpc)
)
.
Since the function f(qp;µ; a) for arbitrary parameters qp and µ is just a scaled
Table 4.1: Partial list of the roots of f(qp = 1;µ = 1; a) in decreasing
order
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version of the function f(1; 1; aqp
−1µ−
2
3 ), we only need to analyze the properties of
the base function in detail. See Table 4.1 for a partial list of the roots of f(1; 1; a) in
decreasing order. We label the largest root as r1, the second largest as r2 and so on,
since there are infinitely many roots as a→ 0. Let rqp,µk denote the roots of f(qp;µ; a)
on [0, qp], then r
qp,µ
k = qp
−1µ−
2
3 rk = qp
−1 3√2(1 + µpc)rk. Note that the roots scale by
qp and O
(
µpc
− 1
3
)
, which is consistent with our estimates in Chapter 2 and Breslau’s
formula for the disc size (for more details refer to Sections 2.1 and 4.4).
The zeros of f(qp;µ; a0) are distinguished initial radii, where the passing star has
very little effect on the planet’s orbit. If these roots have any physical interpretation
is an open question. The initial position of the planet on its orbit (M0) matters for
a0 values between the zeros of f(qp;µ; a0) and we observe a lot of mixing due to the
influence of M0.
In order to better understand the base function f(1; 1; a), the next step would be to
take a look at its graph (see Fig. 4.2). Recall, the reason why we are interested in the
function f(qp;µ; a) in the first place is because in appears in our approximation for a1,
namely a1 ≈ a0 + f(qp;µ; a0) sin[2M0], so we also provide a 3D plot of f(a0) sin[2M0]
(see Fig. 4.3).
Lastly, the derivative of f(qp;µ; a) can be written as a scalar multiple of the
derivative of f(1; 1; qp
−1µ−
2
3a). Moreover, it turns out the scalar multiplier does not
depend on qp:
d
da
f(qp;µ; qpµ
2
3a) = −µ˜qpµ 53 d
da
f(qp = 1;µ = 1; a)
qpµ
2
3f ′(qp;µ; qpµ
2
3a) = −µ˜qpµ 53f ′(qp = 1;µ = 1; a)
f ′(qp;µ; qpµ
2
3a) = −µ˜µf ′(qp = 1;µ = 1; a)
f ′(qp;µ; qpµ
2
3a) = −
√
2mp√
mc(mc +mp)
√
mc
2(mc +mp)
f ′(qp = 1;µ = 1; a)
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Figure 4·2: Graph of f(qp = 1;µ = 1; a)(top) and zoom in (bottom)
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Figure 4·3: Graph of f(qp = 1;µ = 1; a) sin[2M ]
f ′(qp;µ; qpµ
2
3a) = − mp
mc +mp
f ′(1; 1; a).
When we iterate our model in the next chapter, we classify our fixed points by the
derivative f ′(a). Due to the fact that the left hand side of
f ′(qp;µ; r
qp,µ
k ) = −
mp
mc +mp
f ′(qp = 1;µ = 1; rk)
does not depend on qp, we know a priori that varying qp would not lead to different
dynamics. So, we are justified in only considering unit closest approach distance in
our numerical simulations. Additionally, if mp = mc then µ˜=1 and µ =
1
2
, so the
dynamics in the equal masses case is identical for any specific mass.
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4.3 One Iterate of the Model Annulus Map
Now that we have explored some of the properties of the function f(qp;µ; a), we
consider the full annulus mapping. We defined the mapping (a0,M0)→ (a1,M1) via
a1 = a0 + f(qp;µ; a0) sin[2M0]
M1 = M0 + 2pi ∗ FractionalPart
[ P√
(a1)3
]
.
One iterate of the mapping above represents the perturbation of the radius of the
planet’s orbit by the passing star and the change in the angle corresponding to the
time delay up to right before the computation of the perturbation caused by the next
passing star. Note that the mapping is not area-preserving, because the variation in
a due to the perturbing star is approximated, but the variation in M is not. Recall,
we arrived at this model in our pursuit of an estimate on the no transit region in the
case of multiple perturbations, so the change in a is what we are ultimately interested
in.
To get a better understanding of the mapping (a0,M0) → (a1,M1), we start by
looking at the images of some test points on concentric circles (see Fig. 4.4). Note
that for small a0, a1 hardly changes. The image starts to become more chaotic for
a0 ≈ 0.4 ≈ r3. Since the test points are color-coded by a0 rather that M0 we can not
yet form any conjectures on how M1 changes.
In order to separate the effect of the perturbation in the radial and angular direc-
tions, we decompose our model annulus map into the “no twist” annulus map:
a→ a+ f(qp, µ; a) sin[2M ]
M →M
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Figure 4·4: Initial positions of the test points: a0 ∈ [0.04, 0.6], ∆a0 =
0.04, M0 ∈ [0, 2pi] and ∆M0 = 0.01pi (left) and positions of test points
after 1 iterate of the annulus map with parameters qp = 1, µ = 1 and
P = 100 (right)
followed by the “effect of M” annulus map:
a→ a
M →M + 2pi ∗ A(a)
where A(a) = FractionalPart
[
Pa−
3
2
]
.
In other words, we first keep the angular variable fixed and only change the radial
variable. For a ∈ [0, 0.4], |f(a) sin[2M ]| ≤ 0.02, so for small a there is only a small
increase or decrease in the radial direction. Then, we keep the radial variable fixed
and only change the angular variable. Since the derivative of A(a) with respect to a
is very large, we observe extreme twist in the angular direction. Since small changes
in a result in very large changes in M , in the long term (i.e. under multiple iterations
of the map), changing the mean anomaly M randomly would have similar effect (see
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Section 5.7 for details).
Figure 4·5: Image of the “no twist” annulus map (left) and the full
model annulus map (right) with parameters qp = 1, µ = 1 and P = 100
for test points: a0 = 0.37, M0 ∈ [0, 2pi], ∆M0 = 0.01pi
For example, we choose 200 test points (a0 = 0.37, M0 ∈ [0, 2pi], ∆M0 = 0.01pi)
initially on a circular orbit of radius a0 = 0.37. Since −1 ≤ sin[2M0] ≤ 1, the initially
circular orbit turns into an elliptical orbit trapped in the annulus centered at the
origin with an inner and outer radii 0.37 − f(0.37) and 0.37 + f(0.37), respectively.
Then, under the full mapping the images of the 200 test points are smeared across
the annulus. In Fig. 4.5, we plot the image of the “no twist” annulus map on the left
and the image of the composition of the “no twist” annulus map and the “effect of
M” annulus map (i.e. the full model annulus map) on the right.
4.4 Comparison with Numerical Simulations
Various astrophysical processes (galaxy-galaxy encounters, perturbations of proto-
planetary discs, debris discs, or planetary systems by passing stars) that can be
modeled by the R3BP have been investigated both analytically and numerically. In
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this section, we compare the features of our model annulus map against the numerical
studies of Breslau et al. (2014) and Breslau et al. (2017).
In Breslau et al. (2014), they perform statistical numerical simulations to test
how the size of protoplanetary discs changes after a prograde, coplanar, parabolic
encounter with an equal-mass star. Their results represent the lower limits for the
disc sizes after encounters on inclined and/or hyperbolic orbits. Initially, their discs
have an outer radius rinit = 1 and the test particles follow circular Kepler orbits
around their host star of mass 1. The disc size after the encounter is determined as
the point of the strongest mass surface density gradient. Fig 1a) in Breslau et al.
(2014) (copied here as Fig. 4.6 for comparison purposes) shows the disc perturbed
by an equal-sized passing star on a parabolic orbit with closest approach distance
rperi = 2rinit. The particle angles have been decorrelated to destroy the spiral arms
and the inner disc region rhole = 0.1rinit is excluded to avoid unnecessary small time
steps.
The quantitative and qualitative features of one iterate of our annulus map (with
parameters qp = 2 and µ =
1
2
, which corresponds to mp = mc) are strikingly similar
to those of Fig.1a in Breslau et al. (2014) (compare Fig 4.6 and Fig. 4.7). We did not
remove an inner disc region, since it is not necessary for our calculations. In Fig. 4.7,
we observe a disc of increased density (of radius about the largest root r2,0.51 ≈ 0.755
of f(2; 1
2
; a)) surrounded by an area of decreasing density. Moreover, the increased
density region does not have uniform density, there seems to be a spike around the
root r2,0.52 ≈ 0.595. This good qualitative agreement with numerical simulations
of the exact equation of motion indicates that one iterate of our model still bears
resemblance to the original problem.
As mentioned in Section 2.1, Breslau et al. (2014) derived a simple dependence of
the disc size on the mass ratio between the encountering and disc-bearing star and the
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periastron distance, namely rfinal = 0.28 · rperi ·m12−0.32 (in our notation m12 = µpc
and rperi = qp). The exact disc size for the case illustrated in in Fig 4.6 is 0.54, while
the prediction of the fit map is rfinal = 2(0.28) = 0.56. Note that these values fall
midway between the roots r2,0.53 ≈ 0.496 and r2,0.52 ≈ 0.595 of f(2; 12 ; a). Also, note
that the scaling of the roots by qp and O
(
µpc
− 1
3
)
is a feature shared by our model.
A few days before the final version of this dissertation was due, we came across
a second numerical study by Breslau et al. (2017), that allows us to further test
the validity of the assumptions made on the eccentricity in the derivation of our
model. Their results also indicate that certain features of our model (the periastron
distance can be normalized) are not remnants of the somewhat drastic nature of our
approximations (such as bounding all trig functions by 1), but owing to the inherent
geometrical scaling of the original problem.
In Breslau et al. (2017), they introduce a new parametrisation of the initial con-
ditions that is independent of the perturber’s initial position and relates the final
properties of the perturbed trajectories of the low-mass bodies to their Virtual Peri-
center Positions (VPPs), the positions where the particles would have been when
the perturber is at pericenter without the perturbation (equivalent to (a0,M0) in our
model). Their results can be considered general numerical solutions for a subset of the
R3BP and can be used to predict the evolution of real physical problems by simple
transformations, such as scaling, without further simulations. Comparing the maps
for different mass-ratios, they conclude that the perturbations by low- and high-mass
perturbers are dominated by different physical processes, while the equal-mass case
is a complicated mixture of the two. In our iterated model, the equal masses case is
very close to the bifurcation value of the µ parameter that separates the dynamics
for mp > 0 into two possible types: the largest root r
qp,µ
1 being attracting or repelling
invariant set of our model annulus map (see Section 5.8 for details).
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Figure 4·6: Copy of Fig. 1a) in Breslau et al. (2014)
Figure 4·7: Image of 10,000 random (in polar coordinates) initial
points with a0 ∈ [0, 1] after 1 iteration of our annulus map with param-
eters qp = 2, µ =
1
2
(which corresponds to mp = mc) and P=100
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In their simulations, the particles are initially orbiting the host of mass 1 located
at the origin on circular orbits in counter clockwise direction. The pericenter of
the coplanar, parabolic perturber of mass m is at (0, 1) (in our notation rp,peri =
qp). They sample the VPP space spanned by xvpp and yvpp with massless tracer
particles and individually integrate the trajectory of each particle. Fig. 5 in Breslau
et al. (2017) (included here as Fig. 4.8 for easy reference), shows the final fates
of the particles depending on their VPPs for the region rvpp
rp,peri
< 5 in the equal
mass case (m = 1). Panels a) and b) show whether the particles are finally bound
to host (blue) or perturber (green), or become unbound (red). Panel a) includes
the orbit of the perturber through the Cartesian space, while panel b) shows the
perturber’s interaction orbit (particles that meet the perturber). Panel c) shows the
final eccentricities of the bound particles, and panel d) shows the final semi-major
axes of the bound particles relative to the radii of their initial orbits (in our notation
a1
a0
). (See Fig. 4.8)
Our annulus map only attempts to model the case r < rp, since we needed this
assumption in order to write the disturbing function as a series. With respect to the
eccentricity of the final trajectories of the low-mass objects, Breslau et al. (2017) ob-
serve that particles in an approximately circular region around the host have relatively
low final eccentricities (e ≈ 0, see Fig. 2c, 3c & 5c in Breslau et al. (2017)) for any
values of the perturber mass considered. This finding provides justification for our
assumption that orbits remain near-circular (for some range of a0 values) under itera-
tion when deriving our model. They observe that the size of this nearly unperturbed
region around the host decreases with the increase of the mass of the perturber. Since
the roots of our family of maps f(qp;µ; a) scale like r
qp,µ
k = qp
−1µ−
2
3 rk, increasing mp
(i.e. µ decreasing) would decrease the size of the roots, which is related to the size of
the region of particles that remain bound to the central star. Observe in Fig. 4.8c)
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Figure 4·8: Copy of Fig. 5 (equal-mass case) in Breslau et al. (2017)
(panel d is the corrected figure from the erratum to the article)
that close to the region from where the particles become unbound (white region), the
eccentricities are very high. This indicates that the troubles we had in obtaining a
bound on the final eccentricity of an initially circular orbit are indeed not a result of
our approximations or choice of variables but inherent to the problem.
Furthermore, Breslau et al. (2017) find that for the central region, where all par-
ticles remain bound to the host (see Fig. 4.8 c & d), the final orbital elements of the
particles follow relatively smooth functions of the radius and the angle θvpp (M0 in
our notation). Fig. 6 in Breslau et al. (2017) (included here as Fig. 4.9 (bottom left)
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Figure 4·9: Copy of Fig. 6
(bottom left), Fig. 7 (right)
and Fig. 8 (top left) in
Breslau et al. (2017)
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for easy reference) shows the final eccentricities for some sample radii (in our notation
rvpp
rp,peri
= a0
qp
) as a function of θvpp. For a fixed θvpp, the final eccentricities are higher
for larger initial radii. Around θvpp ≈ 0, the final eccentricities are increased relative
to the values outside −90◦ ≤ θvpp ≤ 90◦. While the final values of the eccentricity
seem to be a simple function of θvpp and
rvpp
rp,peri
, Breslau et al. (2017) do not provide
analytical expressions. Proving this for our model could be a future project.
Recall, our worst case estimates of the size of the symmetric no transit region
(a0 < 0.12qp) from Chapter 2 that required the assumption that the eccentricity
remain less than 0.4 and note that it falls well within the the range of the sample
radii for which the final eccentricity remain less than 0.4 (see Fig. 6b in Breslau et al.
(2017) - reproduced here as Fig. 4.9 (left m = 1.0 panel) ).
Previous parameter studies often performed simulations of perturbations of discs
with different initial sizes, but Fig.7 in Breslau et al. (2017) (which shows the final
fates of non-viscous, low-mass discs with different initial sizes, after a stellar encounter
with a perturbing star with mass-ratio m = 1 and different pericenter distances -
reproduced here as Fig. 4.9 (right) for easy reference), indicates that the results of
the perturbation are independent of the initial disc size. This property is shared by our
model annulus map as a result of the algebraic form of the family of maps f(qp;µ; a).
Recall, the roots of f(qp;µ; a) scale like r
qp,µ
k = qp
−1µ−
2
3 rk and that f
′(qp;µ; r
qp,µ
k ) =
− mp
mc+mp
f ′(qp = 1;µ = 1; rk), so the behavior of the kth root would not change by
varying qp, it would only move.
The post-encounter fates of a planet can be directly obtained from the maps
in Breslau et al. (2017) by scaling the initial radius of the planetary orbit to the
perturber’s periastron. Since, θvpp may be unknown, they calculate the probability
for a certain result depending on rvpp
rp,peri
and the results for the equal mass case are
plotted in Fig. 8 (included here as Fig. 4.9 (top left) for easy reference). Note that
81
our worst case estimates of the size of the symmetric no transit region (a0 < 0.12qp)
from Chapter 2 are well within the range of a0 values that have 100% probability of
staying bound to the host displayed in Fig. 8 in Breslau et al. (2017) (here Fig. 4.9
(top left)). Furthermore, the rvpp
rp,peri
value for which the probability of staying bound
drops from 100% and the chance of being captured is greater than 0% is very close to
the largest root of r1,0.51 ≈ 0.3775 of f(qp = 1;µ = 12 ; a). As we will see in Section 5.8,
the derivative f ′(r1,0.51 ) = −2.02 is just past -2, the value for which the largest root
starts to experience period-doubling around M0 =
pi
4
, 3pi
4
. We believe the emergence
and the increase of the period-doubling region until it becomes repelling as µ → 0
(i.e. mp →∞) is the mechanism that allows the particles to escape in our model.
4.5 Iteration of the Model Annulus Map in the Equal Mass
Case
(
µ = 12
)
Encouraged by the good qualitative agreement of one iterate with Breslau’s nu-
merical studies and combined with the fact that our simple model was designed to be
suitable for iteration, we apply the map repeatedly and obtain a rather unexpected
picture. Random initial points under multiple iterations are accumulated on attract-
ing concentric circles with radii corresponding to roots r2,0.5k of f(qp = 2;µ =
1
2
; a). If
we plot the 10th iterate of the map, it seems that all roots are attracting, however if
we increase the number of iterations to 200 (see Fig. 4.10), we realize that the largest
root r2,0.51 is actually weakly repelling. This is due to the fact that the µ parameter
in the equal mass case (µ = 0.5) is very close to the bifurcation value µ = 0.5026 that
divides the case of all roots being attracting and the case where the largest root is
repelling, while the rest of the roots are attracting. (For more details on bifurcation
values of the µ parameter see Section 5.8.)
One would never encounter attractors in a Hamiltonian system, so the behavior
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Figure 4·10: Image of 10,000 random (in polar coordinates) initial
points with a0 ∈ [0, 1] after 10 (left) and 200 (right) iterations of our
annulus map with parameters qp = 2, µ =
1
2
and P=100
observed when iterating our simple model differs greatly from the original problem.
However, the resulting annulus map is interesting enough in its own right to be worth
exploring further. (Flip to Fig. 5.13 to see our justification for claiming the iterated
map is intriguing).
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Chapter 5
Multiple Iterations of the Model Annulus
Map
In this chapter, we iterate the model annulus map we derived previously, as if
the passing star were a highly-elliptic companion, so return occurs at regular time
intervals. Another application of our simple model is to consider multiple perturbing
stars flying by at random times, since a natural place to look for exoplanets in a
crowded neighborhood of a galaxy is the protected region around the star, where
planets can be expected to survive multiple passages.
This process of giving a very simple model is similar to the approximation of
resonance in the Circular R3BP by a pendulum equation, which is then approximated
by a simple annulus map, called the standard annulus map.
Since each iteration is an approximation, we do not claim the limit behavior of
our model annulus map reflects the long-term behavior of the Near-Parabolic R3BP
system, nevertheless the dynamics of the mapping are compelling in their own right.
5.1 The Standard Map
Before we start iterating our model annulus map, let us take a step back and take
a look at the so called “standard annulus map”. The presentation in this section
follows Murray and Dermott (1999).
While the planar Circular R3BP is the simplest model that approximates the mo-
tion of real objects in the solar system, its orbital solutions display a surprising degree
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of complexity: the existence of regular and chaotic orbits has been demonstrated, but
the structure of the phase space is far from being completely understood.
The standard map arises from a model of the perturbed pendulum equation,
which in turn is an approximation for the motion near resonance in the Circular
R3BP. Resonance maps are derived from the averaged disturbing function in order
to model the evolution of a particle at a given resonance. They rely on the fact
that the secular part of the disturbing function can be solved analytically, while the
individual resonant terms can be approximated by a sequence of impulses applied
in succession. The advantage of deriving an analytical model of resonance is that it
can provide estimates for the variation in orbital parameters caused by the individual
resonances. For instance, the extent of the libration in the semi-major axis for an
object in resonance can be related to observed phenomena such as the ring feature or
a gap in the asteroid distribution.
The technique for converting the resonant terms to impulses was used by Chirikov
(1979) to derive the standard map. Using a suitable scaling of the coordinates the
Hamiltonian of the simple pendulum can be written as
H = I
2
4pi
+
k0
2pi
cos θ,
where I and θ are action and angle variables derived from the original angular position
and momentum. Suppose that the suspension point of the pendulum is subjected to
an oscillation that can be represented by an infinite number of high-frequency terms,
then the Hamiltonian is given by
H = I
2
4pi
+
k0
2pi
cos θ +
∞∑
n=1
kn(I) cos(θ − nt).
With suitable approximation, the infinite number of short-period terms can be used
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to introduce an impulse into the system
k0
2pi
cos θ +
∞∑
n=1
kn(I) cos(θ − nt) ≈ k0
2pi
∞∑
n=0
cos(θ − nt).
Using the properties of the 2pi-periodic Dirac δ-function, the Hamiltonian can be
approximated by
H ≈ I
2
4pi
+ k0 cos θδ2pi(t)
and the equations of motion become
I˙ = −∂H
∂θ
= +k0 sin θδ2pi(t)
θ˙ = +
∂H
∂I
=
I
2pi
.
Integrating, we obtain
I1 − I0 = k0 sin θ0
2pi∫
0
δ2pi(t)dt = k0 sin θ0
θ1 − θ0 =
2pi∫
0
I
2pi
dt ≈ I1.
Writing the approximate solution of the equation of motion with time steps of 2pi as
a mapping taking us from (I0, θ0) to (I1, θ1) via
I1 = I0 + k0 sin θ0
θ1 = θ0 + I1,
we arrive at the discretized approximation to the motion of the perturbed pendulum,
now know as the standard map. Many of the phenomena observed in the study of
surfaces of section in the Circular R3BP arise in this much simpler system. The
standard map is a toral area-preserving map as desired of a map approximating a
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Hamiltonian system.
So, the standard map is an approximation of the pendulum equation, which in
turn is an approximation of the Circular R3BP. Our model annulus map is much more
directly connected to the Parabolic R3BP. The accuracy of the approximation decays
quickly for both under iteration. The standard map, however, preserves area and is
hence used as a model of the dynamics of any area-preserving twist map. Our mapping
does not preserve area, so the long-term behavior of the orbits is qualitatively different
from the long-term behavior of the Near-Parabolic R3BP. We study the iterates to
explore these differences and because the mapping is interesting in its own right.
5.2 Multiple Iterations of the Annulus Map with Parameters
qp, µ = 1
In the previous chapter, we derived the model annulus map below that satisfied
our requirement of being easy to iterate. (In fact, all figures in this thesis were
generated on a tablet laptop).
a1 = a0 + f(qp;µ; a0) sin[2M0]
M1 = M0 + 2piA(a1),
where A(a1) = FractionalPart
[
Pa1
− 3
2
]
. As noted in the preceding section, our
model is not area-preserving, so it can and indeed has attractors.
In Section 4.5, we briefly mentioned iteration in the equal mass case (which cor-
responds to µ = 1
2
). In this chapter, we study in detail the dynamics that arise from
the base function f(qp = 1;µ = 1; a0), namely the the invariant circle of radius r1 is
repelling, while the invariant circles corresponding to all other zeros of f(1; 1; a0) are
attracting. (See Fig. 5.1) The circles corresponding to the larger roots (other than
r1) become visible after fewer iterations, since the amplitude of f(1; 1; a0) is larger for
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Figure 5·1: Image of 10,000 random (in polar coordinates) initial
points with a0 ∈ [0, 1] after 10 iterations of our annulus map with
parameters qp = 1, µ = 1 and P = 100
larger values of a0 (refer back to Fig. 4.2 for the graph and Table 4.1 for the roots of
f(1; 1; a0)).
5.3 Periodic Points
No discussion of iterated maps is complete without considering fixed and periodic
points. In this section, we suppress the dependence on the parameters qp and µ, and
just write f(a). We denote the jth iterate of our annulus mapping by (aj,Mj).
Remark 1 The circles centered at the origin with radii equal to the roots rk
qp,µ of
88
f(a) are invariant sets of our model annulus map.
Proposition 2 A necessary condition for (a0,M0) to be a periodic point of period n is
that the radial coordinates of the points on the periodic orbit satisfy P ·∑n−1j=0 aj− 32 ∈ Z.
Proof:
Suppose (an,Mn) = (a0,M0) for some n ∈ Z. Then Mn = M0( mod 2pi). By the
definition of our annulus mapping,
Mn = M0 + 2pi
n∑
j=1
A(aj) = M0 + 2pi
n−1∑
j=0
A(aj),
since an = a0 by hypothesis. Equating the two expressions for Mn, we conclude that
n−1∑
j=0
A(aj) ∈ Z.
Recalling the definition of A(aj),
n−1∑
j=0
A(aj) =
n−1∑
j=0
FractionalPart
[
Paj
− 3
2
]
∈ Z,
which is equivalent to
FractionalPart
[ n−1∑
j=0
Paj
− 3
2
]
= 0
or
P
n−1∑
j=0
aj
− 3
2 ∈ Z
as claimed.
Proposition 3 A necessary condition for (a0,M0) to be a fixed point is that Pa0
− 3
2 ∈
Z and either f(a0) = 0 or M0 = k pi2 , k=1, 2, 3 or 4.
Proof:
The condition that Pa0
− 3
2 ∈ Z follows immediately from the proposition above with
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n = 1. In order for (a0,M0) to be a fixed point, we need a1 = a0. From the definition
of our annulus mapping,
a1 = a0 + f(a0) sin[2M0].
Equating the two expressions for a1, we conclude that f(a0) sin[2M0] = 0, which
implies either a0 is a zero of f(a0) or sin[2M0] = 0, i.e M0 = k
pi
2
, ∈ Z. Since
M0 ∈ [0, 2pi], k=1, 2, 3 or 4.
Remark 2 There are infinitely many fixed points.
As a0 → 0, Pa0− 32 →∞, so there are infinitely many a0 values such that Pa0− 32 ∈ Z,
pairing these radial coordinate values with M0 = k
pi
2
, we can find infinitely many
fixed points.
Remark 3 Fixed circles
Recall that f(a0) has infinitely many roots as a0 → 0. If a0 is a zero of f(a0) that
also satisfies the condition Pa0
− 3
2 ∈ Z, we have an entire fixed circle.
Natural places to look for period points are the invariant sets corresponding to
the roots of f(a) and the rays where M0 = k
pi
2
, k ∈ Z (i.e. the axes) and indeed we
do find some.
Proposition 4 (a0,M0) is a periodic point of prime period q for any M0 provided
that f(a0) = 0 and Pa0
− 3
2 = p
q
in lowest terms for some p ∈ Z (i.e Pa0− 32 ∈ Q).
Proof:
Suppose (a0,M0) is a periodic point of prime period q, then by Proposition 2,
P
∑q−1
j=0 aj
− 3
2 = p for some p ∈ Z. Moreover, P∑n−1j=0 aj− 32 /∈ Z for 0 ≤ n < q. Since
a0 is a zero of f(a), a0 = a1 = ... = aq. Then,
P
q−1∑
j=0
aj
− 3
2 = P
q−1∑
j=0
a0
− 3
2 = Pqa0
− 3
2 = p
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So, Pa0
− 3
2 = p
q
and note that p
q
is in lowest terms. If that was not the case, it would
contradict our assumption that (a0,M0) is a periodic point of prime period q and,
hence, P
∑n−1
j=0 aj
− 3
2 /∈ Z for 0 ≤ n < q.
Proposition 5 (a0,M0) is a periodic point of period q provided M0 = k
pi
2
, where
k=1, 2, 3 or 4, and 4Pa0
− 3
2 , qPa0
− 3
2 ∈ Z.
Proof:
For any a0 (we are not assuming that a0 is a zero of f(a0) in this proposition), if
M0 = k
pi
2
, then a1 = a0 + f(a0) sin[2M0] = a0. Suppose a0 = a1 = ... = aq−1 (but the
corresponding angular coordinates are not the same), then
aq = aq−1 + f(aq−1) sin[2Mq−1]
= a0 + f(a0) sin[2(M0 + 2pi
q−1∑
j=1
A(aj))]
= a0 + f(a0) sin[2(M0 + 2pi(q − 1)A(a0))]
= a0 + f(a0) sin[kpi + 4pi(q − 1)A(a0)].
In order for aq = a0, we need
sin[pi(k + 4(q − 1)A(a0))] = 0
k + 4(q − 1)A(a0) ∈ Z
4(q − 1)A(a0) = n1
for some n1 ∈ Z. Next we consider, Mq = Mq−1 + 2piA(aq). Assuming aq = a0 (i.e.
A(a0) satisfies the condition above),
Mq = M0 + 2pi(q − 1)A(a0) + 2piA(a0) = M0 + 2piqA(a0).
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Then, Mq = M0( mod 2pi) implies qA(a0) = n2 for some n2 ∈ Z. Since
n1 = 4(q − 1)A(a0) = 4n2 − 4A(a0)
4A(a0) = 4n2 − n1.
The requirement on A(a0) = Pa0
− 3
2 can then be written as qPa0
− 3
2 ∈ Z and 4Pa0− 32 ∈
Z.
Remark 4
We do not claim that all periodic points are of the form {(a0,M0) : f(a0) = 0 and
Pa0
− 3
2 ∈ Q} or {(a0,M0) : M0 = k pi2 , Pa0−
3
2 ∈ Q and 4Pa0− 32 ∈ Z}.
In Section 5.4, we will see that the domains of attraction of the successive invari-
ant circles intermingle, so topological methods could be used to prove the existence of
many other periodic points. However, based on our numerical simulations, we expect
any periodic orbits that are not on the invariant circles to be isolated and very unsta-
ble, since for sufficiently large number of iterations almost all test points eventually
approach one of the roots of f(a0) or their radial distance increases beyond qp.
5.4 Basins of Attraction of the Roots rk of f(qp = 1;µ = 1; a)
As previously mentioned the invariant sets under the mapping
a1 = a0 + f(1; 1; a0) sin[2M0]
M1 = M0 + 2piFractionalPart
[
Pa1
− 3
2
]
are circles centered at the origin with radii equal to the roots rk of f(1; 1; a0) (refer
back to Table 4.1 for a partial list). In order to study the basins of attraction of these
invariant circles, we performed a large number of numerical simulations and present
some of the more illuminating results here. In this section, we set the parameters to
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P = 100, qp = 1 and µ = 1, because these values are both a natural choice and lead
to more interesting dynamics than the cases in which all roots are attracting.
Let  = 0.001 and Ak denotes the annulus centered at the origin with inner radius
rk+1 and outer radius rk. Each set of six panels corresponds to a particular choice of
a pair of successive roots rk+1 and rk as indicated in the caption. All figures in this
section were generated by choosing test points in polar coordinates on a grid with
a0 ∈ [rk+1, rk], M0 ∈ [0, 2pi], ∆a0,∆M0 = 0.003 and iterating N times.
We plot the following:
• Top Left panel: (aN ,MN) - the positions of the test points after N iterations, color-
coded by the size of the radial coordinate aN .
• Top Right panel: (a0,M0) - the initial position of test points with rk+1 +  ≤ aN ≤
rk −  in green (i.e. test points that remain within Ak in N iterations, but are not
within  of either root - potential periodic points).
• Middle Left panel: (a0,M0) - the initial position of test points with |aN − rk+1| < 
in red (i.e. test points that approach the inner root rk+1 in N iterations).
• Middle Right panel: (a0,M0) - the initial position of test points with |rk − aN | < 
in blue (i.e. test points that approach the outer root rk in N iterations).
• Bottom Left panel: (a0,M0) - the initial position of test points with aN ≤ rk+1 − 
in orange (i.e. test points that are sent “inside Ak” (i.e. into the disk of radius rk+1)
in N iterations).
• Bottom Right panel: (a0,M0) - the initial position of test points with aN ≥ rk + 
in purple (i.e. test points that are sent outside Ak in N iterations).
After running numerous simulations, we can summarize our observations as follows:
• For all test points selected in Ak, k ≥ 4, the entire orbit is contained in Ak (note
that the two bottom panels of Fig. 5.2 and the bottom right panel of Fig. 5.3 are
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Figure 5·2: Basins of attraction of r5 and r4 (N=75)
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Figure 5·3: Basins of attraction of r4 and r3 (N=50)
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Figure 5·4: Basins of attraction of r3 and r2 (N=25)
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Figure 5·5: Basins of attraction of r2 and r1 (N=30)
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Figure 5·6: Image of 1 iteration of test points with a0 ∈ [r1, qp = 1]
98
blank).
• For test points in Ak, k ≥ 4, increasing the number of iterations, decreases the
number of green points (top right panel) until almost every test point approaches one
of the roots and stays there. This implies that periodic points not on the invariant
circles are very unstable.
• For test points in Ak, k ≥ 4, if a point is closer to a root it is more likely to end up
at that root, however there are points very close to one of the roots that end up at
the other root after some number of iterations. About equal number of sample points
end up at each of the two roots.
• r3 seems to be repelling on the left and attracting on the right (see middle right
panel of Fig. 5.3 and middle left panel of Fig. 5.4). This is related to the fact that
f ′(r3) > 1. Test points originating in A3 can leave A3 by jumping over r3 (bottom
right panel of Fig. 5.3), but cannot jump over r4 (bottom left panel of Fig. 5.3).
• r2 seems to be repelling on the left and attracting on the right (see middle right
panel of Fig. 5.4 and middle left panel of Fig. 5.5). This is related to the fact that
f ′(r2) < −1. Test points originating in A2 can leave A2 by jumping over both r2
(bottom right panel of Fig. 5.4) and over r3 (bottom left panel of Fig. 5.4).
• The rotation by pi
2
of the middle left and bottom right panels in Fig 5.4 and Fig 5.5
is due to the difference in sign of f(a) for values between r3 and r2 vs r2 and r1.
• r2 seems to be less attracting on the right than r3 (notice the large number of
points in the top right panel of Fig. 5.5, even though the number of iterations used
to generate Fig. 5.5 (N=30) is larger than that used to generated Fig. 5.4 (N=25).
• r1 is a repelling invariant set (see middle right panel of Fig. 5.5 and middle left
panel of Fig. 5.6). This is related to the fact that f ′(r1) > 2.
• The curve in middle right panel in Fig. 5.6 corresponds to points that have radial
component 1 after one iteration, i.e the points that would “crash” into the perturber
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when it is at pericenter. This curve divides the region of points that are sent outside
the unit disk from those that remain in the annulus with inner and outer radii r1 and
1, respectively. Breslau et al. (2017) calls this curve “interaction orbit” and claims
that it matches the region from which particles become unbound much better than
the real perturber orbit in the low-mass case. This is certainly true for our model.
Remark 5 Warning about misleading figures
Our reason for displaying the initial positions of the test points in 5 separate panels
for each choice of successive roots is that plotting them on the same graph may lead
to the wrong conclusion. When we accidentally chose too many sample points for
the resolution of our images, the order in which they were plotted and the overlap
that occurred resulted in very different images of the basins of attraction. The points
do not actually overlap, but the basins of attraction are so inter-weaved that the
resolution of our images in not sufficient to illustrate this.
5.5 Attracting Invariant Sets
After running numerous experiments and summing up our observations, we arrive
at the following conjecture:
Conjecture 1 The roots of f(1; 1; a0) other than r1 are attracting invariant sets,
while r1 is a repelling invariant set for the mapping (a0,M0)→ (a1,M1):
a1 = a0 + f(1; 1; a0) sin[2M0]
M1 = M0 + 2piA(a1),
where A(a1) = FractionalPart
[
Pa1
− 3
2
]
.
Lemma 1 |f ′(a)| < 1 for 0 ≤ a ≤ r4.
See Fig. 5.7
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Figure 5·7: Graph of f ′(qp = 1;µ = 1; a)
Figure 5·8: Numerical integration of ∫ 2pi
0
ln [1 + k sin (2x)]dx as a func-
tion of k
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Proposition 6
∫ 2pi
0
ln [1 + k sin (2x)]dx < 0 for 0 < |k| < 1.
See Fig. 5.8 for numerical integration of
∫ 2pi
0
ln [1 + k sin (2x)]dx as a function of k.
Theorem 1 For k ≥ 4 and  > 0 sufficiently small, {(a,M) : |rk − a| < } is an
attractor block for a = rk provided that Prk
− 3
2 is irrational.
Proof:
Let  > 0. Note that by the lemma above |f ′(rk)| < 1 for all k ≥ 4.
Let M0,M1,M2, ... be the orbit of an arbitrary M0 on a = rk, for a fixed k ≥ 4,
under the rigid rotation M → M + 2piA(rk). Assuming as in the hypothesis that
A(rk) = Prk
− 3
2 is irrational, we choose a sequence pn
qn
converging to A(rk). Then by
the proposition above, there exists N sufficiently large, such that for n > N ,
1
qn
qn−1∑
j=0
ln [1 + f ′(rk) sin (2Mj)] < β < 0
for any initial point M0 on the circle a = rk .
Next, we choose 1 <  and δ1 < 1, such that for a < rk if rk − a < δ1, then (aj,Mj)
has radial coordinate aj with rk − aj < 1 and
1
qn
qn−1∑
j=0
ln [1 + f ′(aj) sin (2Mj)] < β1 < β.
Note that since 2piA(rk) is large, δ1 is extremely small.
By Weyl’s theorem,
ln
qn−1∏
j=0
[1 + f ′(aj) sin (2Mj)] < qnβ1 < 0
qn−1∏
j=0
[1 + f ′(aj) sin (2Mj)] < (eβ1)qn < 1.
So, the partial in the radial direction of the qthn iterate is < 1. So, aqn < a for all
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points sufficiently close to the invariant circle rk. Hence,{(a,M) : |rk − a| < 1} is an
attractor block for a = rk.
Remark 6
Generically, the rotation number is irrational and, if it happens to be rational, we
can change the return time parameter P a bit to make it irrational (since we choose
it anyway). Only short period rational orbits are problematic, since all we need is for
the orbit to be close to dense, so that the product would limit to the integral.
Our numerical simulations clearly indicate that r1 is repelling, while r3 and r2 are
attracting. However, the proof presented above does not apply to r3 and r2, since the
derivative |f ′(rk)| > 1 for k = 2, 3, implying that the sin[2M0] term plays a role in the
attraction in the radial direction. In order to get an idea of why these two roots are
attracting, we consider a simpler version of our annulus map that removes the twist.
5.6 No Twist Annulus Map with Parameters qp, µ = 1
In this section, we consider the no twist annulus map defined by:
a1 = a0 + f(1; 1; a0) sin[2M0]
M1 = M0
in order to better understand the stability of the invariant circles. (See Devaney
(2008) for an introduction to iterated maps).
Since we are keeping the angular component constant, each ray M = M0 is an
invariant set of the no twist annulus map. In particular, each point on the axes is a
fixed point. For a fixed ray M = M0, the 2-dimensional iterated mapping acts as a
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1-dimensional iterated function:
a1 = a0 + CM0f(1; 1; a0),
where CM0 = sin[2M0] is a constant on that ray. If M0 6= k pi2 , the only fixed points of
the 1-dimensional map on the ray M = M0 are the roots of f(1; 1; a0) and they can
be classified as either sinks or sources dependent on the derivative f ′(1; 1; a0). If the
absolute value of the derivative at a fixed point is less than 1, the point is attracting,
if it is greater than 1, the point is repelling. If the derivative at a fixed point is exactly
equal to -1, we have period doubling. So, roots rk of f(1; 1; a0) are attracting if∣∣∣∣∣da1(rk)da0
∣∣∣∣∣ < 1
−1 < 1 + CM0f ′(1; 1; rk) < 1
−2 < CM0f ′(1; 1; rk) < 0
and repelling if CM0f
′(1; 1; rk) < −2 or CM0f ′(1; 1; rk) > 0. Since |CM0 | ≤ 1 and
f ′(1; 1; rk) < 2 for k > 1 (see Fig. 5.7), the only root that could possibly experience
period doubling is r1. Since the sign of CM0 = sin[2M0] is positive in the I and III
quadrant and negative in the II and IV quadrant, the roots other than r1 switch
between attracting and repelling between the 2 pairs of quadrants. Also, within each
quadrant, the successive roots switch between attracting and repelling since f ′(1; 1; rk)
is oscillating and the sign of f ′(1; 1; rk) at the successive roots alternates.
The first M0 value for which period-doubling occurs is determined by the equation
sin[2M0] =
−2
f ′(1; 1; r1)
=
−2
4.042
= −0.495
or M0 ≈ −0.259 + npi, n ∈ Z, which corresponds to M0 ≈ −14.8◦. We can obtain
the second M0 value that corresponds to the start of period doubling in the same
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Figure 5·9: Image of 75,000 random (in polar coordinates) initial
points with a0 ∈ [0, 1] after 1 (left) and 25 (right) iteration(s) of the no
twist annulus map for parameters qp = 1, µ = 1 and P = 100
quadrant M0 ≈ −75.2◦ from the identity sin[2M0] = sin[2pi − 2M0] and the ones
in the opposite quadrant from the fact that sine is an odd function and therefore
symmetric about the origin (M0 ≈ 165.2◦ and M0 ≈ 104.8◦). (See right panel in Fig.
5.9).
Recall, in Section 4.2 we showed that
f ′(qp;µ; qpµ
2
3 rk) = −µ˜µf ′(qp = 1;µ = 1; rk)
Since the scalar multiplier on the right hand side does not depend on qp, this means
that varying the periastron distance does not change the dynamics of the no twist
map and only scales the size of the roots by qp. On the other hand, the dynamics
would clearly depend on the particular value of the µ parameter and we explore this
further in Section 5.8.
Note that calculating M1 for large return times is equivalent to assigning a random
value to M1 (see Section 5.7) and think back to the decomposition of the annulus map
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model we discussed in Section 4.3. If we only iterate the first map of the decomposition
that changes the radial component and keeps the angular component fixed, we are
just iterating the no twist annulus map. If we then apply the second part of the
decomposition once, we expect that the the test points that had been accumulated
on opposite quarter circles by the iterated no twist annulus map, would be smeared
along the entire circles with radii rk. So, we can think of the iterated no twist
annulus map as collecting all test points between two successive roots at the two
attracting quarter circles of each of the roots and the assignment of a random M1
coordinate as redistributing the points along the circles corresponding to these roots
uniformly. In this scenario the only region that would loose test particles are the
roots that had experienced period-doubling, since part of the tracer particles are sent
inwards towards the sphere of influence of the smaller roots, while another part is
sent outwards, where f ′(1, 1; a) increases sharply and the next iterate of the mapping
is likely to send them either beyond qp or close to the Sun.
At this point, we can make the conjectures:
Conjecture 2 r
qp,µ
k is repelling in our full annulus map model if and only if it un-
dergoes period doubling in the corresponding no twist annulus map. For the base case
f(1; 1; a), the only repelling root is r1.
Conjecture 3 The largest root r
qp,µ
k of f(qp;µ; a) such that |f ′(qp;µ; a)| < 1 for all
a < r
qp,µ
k is a good estimate for the size of the no-transit region within which all test
particles remain bound to the central star for all time.
5.7 Annulus Map with Regular vs Random Return Times
In this section, we consider the case of randomly passing stars (rather than with
a fixed return time as in the highly-elliptic case). For comparison of the dynamics in
the case of regular vs random return times of the passing star(s) see Fig. 5.10. We
choose 10,000 random (in polar coordinates) initial points with a0 ∈ [0, 1] and plot
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Figure 5·10: 10,000 random (in polar coordinates) initial points, iter-
ated 10 times with M calculated for fixed return time parameter P=100
(left) and randomly assigned (right)
the 10th iterate of our annulus map with parameters qp = 1, µ = 1 and P = 100 in the
right panel. In the left panel, we still calculate the radial coordinate in the same way
(a1 = a0 + f(1; 1; a0) sin[2M0]), but we assign a random value between 0 and 2pi to
the angular component at each iterate. It turns out there is no qualitative difference
between the two panels in Fig. 5.10. One would not expect as much organization for
random passages, but due to the extreme twisting effect of our model annulus map,
small error accumulates quickly and the difference between a long regular and long
random return times is washed out.
Fig. 5.11 shows the basin of attraction of r5 for different return time parameter
values. The images were generating by choosing test points in polar coordinates on
a grid with a0 ∈ [r6, r4], M0 ∈ [0, 2pi], ∆a0,∆M0 = 0.003, parameters qp = 1 and
µ = 1 and iterating 50 times. The return time parameter P takes on the values
P = 0.5, 1, 5, 10, 100, 1000. When P is small and increases, the twisting condition
goes wild and the wrapping increases rapidly. When P is large, the extreme twisting
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condition is in effect equivalent to just assigning random values to M1.
5.8 Dependence of the No Twist Annulus Map on the Mass
Parameter µ
Using the no twist model of Section 5.6, we can study the bifurcations of our full
model annulus map under variation of the mass parameter µ. In this section, we
consider the µ-dependence of the no twist annulus map:
a1 = a0 + f(1;µ; a0) sin[2M0]
M1 = M0.
Recall, we made the following definitions:
µ˜ =
√
2mp√
mc(mc +mp)
and
µ =
√
mc
2(mc +mp)
.
Note that if mc > 0, then for µ˜ to be well-defined, we need mp > −mc. Moreover, the
range of µ parameter values that correspond to mp > 0 is µ ∈ [0, 1√2 ] ( 1√2 ≈ 0.70717).
The value µ = 1, which we have been focusing on so far in this chapter, corresponds
to mp = −12mc < 0.
In Fig. 5.12, we plot the image of 75,000 test points under 20 iterations of the no
twist map for different values of the mass parameter (µ = 0.52, 0.5, 0.45, 0.43, 0.4, 0.3).
All panels in Fig. 5.12 are on the same scale, the reason why the graphs seems to
shrink is because the roots are scaled via rµk = µ
− 2
3 r1k. We observe the transition of
the largest root r1
µ from being attracting at M0 =
pi
4
, to being repelling and the birth
an attracting period two cycle, to the increase of the range of M0 values for which
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Figure 5·11: Basin of attraction of r5 for P = 0.5, 1, 5, 10, 100, 1000
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r1
µ is repelling and there is an attracting period two cycle, to the birth of a period 4
cycle, to period doubling cascade, to a range of M0 values for which r1
µ is repelling
and there is no longer an attracting period doubling cycle.
On the fixed ray M = M0, period doubling would occur if
da1(rk
µ)
da0
= −1 and, since
da1(rk
µ)
da0
= 1 + f ′(1;µ; rkµ) sin[2M0], the period doubling condition simplifies to
f ′(1;µ; rkµ) sin[2M0] = −2.
Let us fix mc = 1. Recall, that in Section 4.2 we proved
f ′(qp;µ; rkqp,µ) = −µ˜µf ′(qp = 1;µ = 1; rk)
and note that if mc = 1, −µ˜µ = 2µ2−1mc = 2µ2 − 1. Since f ′(1; 1; r1 ≈ 0.599) = 4.042,
setting sin[2M0]=1, the first µ value for which period doubling of r1
1,µ occurs is the
positive root of the equation (4.042)(2µ2 − 1) = −2 or
µ ≈ 0.5026.
(Numerically, the bifurcation value seems to be about 0.51 rather than 0.5026, but this
is probably due to accumulated computation error.) Alternatively, setting sin[2M0] =
−1 and solving (−4.042)(2µ2− 1) = −2 we get µ ≈ 0.865, which is outside the range
corresponding to positive mp values.
In order for the equation f ′(1; 1; rk)(2µ2 − 1) = −2 to have real roots, we need
either f ′(1; 1; rk) < 0 or f ′(1; 1; rk) > 2. Since the magnitude of f ′(1; 1; rk) de-
creases for smaller roots, the first µ values for which the smaller roots experience
period doubling is outside of the range that corresponds to positive mp. For example,
f ′(1; 1; r2 ≈ 0.472) = −1.826 and setting sin[2M0] = 1, leads to µ ≈ 1.024, while
f ′(1; 1; r3 ≈ 0.393) = 1.195 and setting sin[2M0] = −1 leads to µ ≈ 1.674.
Therefore, for positive masses mp,
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Figure 5·12: No twist annulus maps for mp > 0
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• if µ ∈ (0.5026, 0.70717) (which corresponds to mp ∈ (0, 0.9793mc) ), there is no
period-doubling of the largest root r1
µ for any value M0 in the no twist map and the
root is attracting in the corresponding annulus map
• if µ ∈ (0, 0.5026) (which corresponds to mp > 0.9793mc), the largest root r1µ
experiences period doubling for some range of M0 values in the no twist map and
becomes repelling in the corresponding annulus map.
We can formulate the following conjecture:
Conjecture 4 For positive masses mp, the invariant sets of our model annulus map
corresponding to the roots rk
qp,µ of f(qp, µ, a) are either:
• all attracting or
• the largest root r1qp,µ is repelling and the rest of the roots are attracting.
As mentioned earlier, for µ˜ to be well-defined, we need mp > −mc. As mp → −1 ·mc,
µ→∞. In Fig. 5.13, we plot the image of 75,000 test points under 20 iterations of the
no twist map for different values of the mass parameter (µ = 0.93, 1.1, 1.2, 1.5, 2, 3)
corresponding to mp < 0. Note the emergence of period doubling cascades on the
consecutive roots as µ increases. As we saw earlier, period doubling occurring at rk
1,µ,
k ≥ 2 corresponds to µ > 1.024. Since there are infinitely many roots of f(1;µ; a), as
µ increases more of the outer roots undergo period doubling in the no twist annulus
map and become repelling in the corresponding full model annulus map. Note that
the distance between successive smaller roots decreases, so as µ increases we start to
see instances of period doubling formation on inner circles before the period doubling
cascade of the outer circle has broken down and the emergence of more complex
structures. In the middle right panel of Fig. 5.13, we observe a stable cycle of period
3 that seems to be undergoing a second period doubling (See Ch. 1.17 in Devaney
(2008) for more details on the logistic map, period doubling and Sarkovskii’s theorem).
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Figure 5·13: No twist annulus maps for mp < 0
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Chapter 6
Conclusions
6.1 Summary
In this thesis, we address the question of what conditions guarantee that a planet
orbiting a Sun would stay bound to its original star after a coplanar, parabolic stellar
flyby.
In Chapter 1, we start with a very brief historical overview in order to put our
problem into context, introduce notation and remind the reader of some basic facts of
celestial mechanics that we make repeated use of thereafter. We introduce Lagrange’s
planetary equations, used to quantify the orbital variations of the planet due to the
perturbing potential of the passing star. We summarize Mamedov’s (1987) derivation
of the disturbing series expansion in terms of the orbital elements of the planet and
the passing star obtained by keeping the first two terms of the series expansion of
the disturbing function representing the perturbing potential. We use this expansion
as the starting point of our calculations in number of the applications we consider in
later chapters.
In Chapter 2, we endeavor to obtain an estimate (in terms of the planet’s initial
orbital parameters) on the size of the no transit region in the Parabolic R3BP using
the standard technique of Lagrange’s method of variations, introduced in the previous
chapter. We start by deriving some order of magnitude relationships that relate the
size of the protected region to the periastron distance of the passing star and the
mass ratio of the perturber to the central star, then restrict our investigation to the
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equal mass case, when the two stars are a unit distance apart at closest approach.
We define a criterion for what we consider to be a no transit orbit and obtain an
estimate for the size of the safe region about the Sun in the worst-case scenario of
the semi-major axis increasing as much as possible, when the true anomaly of the
passing star is between −pi
2
and pi
2
. Though unlikely, we also consider the possibility
of the planet being captured by the passing star or escaping when the true anomaly
of the perturbing star is greater than pi
2
. Additionally, we consider extensions of the
problem, such as the crudest possible iteration in the case of multiple perturbations,
and show that our estimates for the Parabolic R3BP also hold for the Hyperbolic
R3BP with the same pericenter distance.
Our results in Chapter 2 assume a specific range of eccentricity values, so in
Chapter 3, we investigate what initial orbital eccentricities at −pi
2
would guarantee
that the eccentricty remains within the range for which our estimates for the semi-
major axis are valid during the stellar flyby. Due to the singularity of the variation
equations for circular orbits, this undertaking is not trivial.
Since in Chapter 2 we focus only on the variation of the semi-major axis as an
indicator of the orbit remaining bound to the original star, the worst-case estimate of
the safe region we obtain is symmetric about the Sun. While comparing our estimates
against the numerical results of Barrabe´s et al. (2017), we noticed the asymmetry of
the region of initial positions of the planet that lead to it remaining bound to the
original star. So, we went back to the drawing board and came up with a model
annulus map for the Parabolic R3BP that is analogous to the standard annulus map
in the Circular R3BP case. In Chapter 4, we derive the algebraic expression of
the map and explore some of its properties. Finally, we compare one iterate of our
model to two numerical studies (Breslau et al. (2014), Breslau et al. (2017)) and have
surprisingly good qualitative and qualitative agreement considering the sometimes
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drastic nature of our approximation on the way to deriving our annulus mapping.
The findings of Breslau et al. (2017) about the existence of a circular central region,
where the orbital eccentricities remain ≈ 0 serve as our justification for assuming that
test particles remain on circular orbits under iteration of our model annulus map. In
Chapter 5, we start with a brief overview of the standard annulus map in the Circular
R3BP case and discuss how our annulus map differs (it is not area-preserving). Since
our annulus map is originally an approximation to the Parabolic R3BP for initially
circular Keplerian orbits of the planet, iterating it is an approximation of an approx-
imation, so the accuracy of the model decreases sharply (particularly because our
mapping is not area-preserving). In order to recover the area-preservation property,
our model would have to be much more complex, which goes counter to our initial
goal of deriving a simple, easy to iterate model for the repeated perturbations caused
by passing stars in a crowded neighborhood of the galaxy visting at irregular time
periods or a highly-elliptic companion star with periodic return times.
While we do not claim that iterations of our annulus map model the long-term
behavior of the Near-Parabolic R3BP, the images of the iterated map were surprising
enough to peak our curiosity. In Chapter 5, we investigate the fixed and periodic
points of the iterated annulus map, the basins of attraction of the invariant sets,
the dependence of the dynamics on the times of perturbations. In order to explain
the mechanism of escape of test particles, we consider a no twist equivalent to our
annulus map and study its dependence on the mass parameter µ. We show that
for µ corresponding to positive masses, there are two different dynamical regimes for
the low- and high-mass perturbers, with the equal masses case being close to the
bifurcation value, which agrees with the conclusion of Breslau et al. (2017). While
negative masses do not occur in reality, our mapping is well-defined for mp > −mc
and results is some curious images.
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What we believe separates our work from the multitude of articles on the Parabolic
R3BP already published, is that we take a middle approach between purely numeri-
cal simulations and strictly analytical analysis. For generations, the purely analytical
approach has not only been successful in studying celestial mechanics but has also
lead to amazing new mathematics along the way. Since the Parabolic R3BP can be
used to model a variety of astrophysical phenomena, with the advent of the com-
puter, multiple large numerical studies have been performed with the ones we use for
comparison just some of the most recent and relevant to our specific set up. Is there
any practical value in taking the middle way is left to the reader to decide.
6.2 Open Questions
We would really like to know the answers to the open questions below and consider
these potential future projects:
• Do the invariant sets in our iterated annulus map have any physical interpretation?
• Results in Breslau et al. (2017) indicate that the final eccentricity for orbits that
remain bound to the original star is a smooth function of the initial orbital elements of
the planet. Can we derive an analytical expression for the eccentricity and therefore
enhance our model annulus map?
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