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User-centered design dictates that the needs and wants of the users should be 
considered at all parts of the design, rather than expecting the user to adapt to a 
predetermined use model [1].  This requires careful consideration of the living conditions 
and other life factors of potential users, and preferably involvement of potential users in 
the design process itself [2].  This dissertation includes the application of these principles 
to the design of a Brain-Computer Interface (BCI).
According to the Wolpaw definition, a BCI is a "non-muscular channel for 
sending messages and commands to the external world" [3].  From a clinical perspective, 
a BCI represents the only extant hope of communication for people with total locked-in 
syndrome, a condition characterized by a complete lack of voluntary control of 
movement.  BCIs may also be of use to people who are locked-in or nearly locked-in, but 
still retain some limited control of movement.  However, in this setting, BCIs must 
compete with existing assistive technology (AT) such as eye-gaze systems and switch-
scanning systems controlled by microswitches or sip-puff tubes.  BCIs are often slower 
than existing AT solutions, though in at least one case a BCI has proven to be the 
preferred means of communication for a locked-in individual [4].  For people with 
normal motion, BCIs are typically only of novelty interest due to low information 
throughput. 
The first focal point of this dissertation, that of unlocking possibilities, is driven 
by understanding of the user populations.  First, surveys of individuals with ALS [5] as 
well as a focus group of individuals with ALS and their caregivers [6] indicate that these 
people are interested in BCI control of existing devices.  Second, several of the 




worsening with time (see Significance, below, for a discussion of user populations).  
Amyotrophic lateral sclerosis (ALS) in particular can last many years, while the patient 
experiences gradual loss of voluntary movement control.  In the early course of the 
disease, individuals with ALS, particularly those with bulbar onset, may use 
augmentative and alternative communication (AAC) devices such as communication 
boards or text-to-speech converters to enable communication with loved ones and 
caregivers.  As the disease progresses, the ability to use those AAC devices will fade, 
though the AAC devices may provide several years of service.  These AAC devices, 
which may be standalone devices or computer software, are often highly configured to a 
user's needs, and through years of use are extremely familiar to the user. 
While BCI researchers have begun to incorporate AAC techniques such as word 
prediction into their BCI systems [7], true AAC integration is rare.  Instead, a BCI is 
treated as a replacement for existing AAC systems.  In this model, users are expected to 
adapt to the BCI's AAC capabilities, discarding their familiar software or devices.  By 
contrast, a plug-and-play BCI could work with existing AAC solutions, enabling users to 
continue working with their familiar, customized software and hardware.  Through the 
principle of input emulation, such a plug-and-play BCI could be used as an input device 
to control existing AAC solutions.  For users who already have an emotional or resource 
investment in a particular AAC technology, this approach could substantially reduce the 
adoption barrier to BCI technology. 
The second focal point of this work is that of preserving performance.  The 
number of individuals in a totally locked-in state is small; if BCIs were useful to 
individuals with less severe impairments, the commercial viability of BCI systems would 
be improved.  As mentioned previously, unless the user is totally locked-in, existing AT 
solutions often outperform BCIs.  If BCIs are to succeed in this broader user population, 
performance must be maintained, if not improved, as the possible uses are expanded. 
The question of preserving performance is complicated by the fact that there is no 
broadly accepted metric of performance in the BCI field.  The last two chapters of this 








A Brain-Computer Interface (BCI) is a "non-muscular channel for sending 
messages and commands to the external world [3]".  Since BCIs do not require muscular 
activation, they have the potential to help individuals with the most severe and profound 
movement disabilities.  Many different BCIs have been proposed, based on various 
physiological phenomena including the P300 response [8], sensorimotor rhythms [9], 
slow cortical potentials [10], and visual evoked potentials [11].  For current reviews, see 
[12–16]. 
 
P300 BCI defined 
The P300-based BCI, first 
proposed by Farwell and Donchin in 
[8], is one of the easiest to learn and 
most effective BCIs.  It has 
specifically been suggested for 
clinical use [17], and has been used 
for several years by a person unable 
to communicate through other means 
[4]. The P300 BCI can be used both 
for communication and 
environmental control (e.g. changing 
television channels), e.g. [3], [8], 
[18–25]. 
The P300 BCI gets its name from the P300 or "oddball" response, first reported in 
[26], which occurs when a stimulus of interest is presented among a sea of distracters.  
This response is well studied in the field of neuroscience (for reviews see [27–29]), so 
much so that it is currently used to study population differences (e.g. [30–33]) and other 
neurological responses (e.g. [34–36]).  The stimuli may be of various forms, including 
audible [37–39] and tactile [40], but this work will focus on the visual mode, which is 
Figure 1: A P300 BCI matrix used for in some of our 
experiments.  The desired text is shown in the first line, 
with the current target letter shown in parentheses.  
Text produced by the BCI appears on the second line.  





more common in BCI research.  The P300 is evident in electroencephalogram (EEG) 
recordings, and while EEG has the lowest signal-to-noise ratio (SNR) of almost all BCI 
options, it is non-invasive, comparatively inexpensive, and useful for evaluating the 
possible efficacy of more invasive BCIs.   
 
P300 BCI in action 
The P300 BCI is a system for making selections from a large number of options. 
Typically, these options are letters, numbers, and special keys such as backspace, but 
may include symbolic concepts or environmental controls.  The options are presented to 
the user, who is asked to attend to the choice he or she wishes to make. Often, choices 
(stimuli) are presented by flashing rows and columns on the computer screen in a setup 
similar to that of Figure 1, but they may be presented through more advanced methods 
[20], [41–43]. 
 
Repeated observations required 
Because of the low SNR of EEG, however, detecting the presence or absence of a 
P300 response is not a simple task.  Most algorithms rely on signal averaging to reduce 
the noise.  Therefore every choice must be presented to the user multiple times before a 
selection can be made, dramatically slowing information throughput.  In almost all 
algorithms, there is a tradeoff between better accuracy and faster selections which can be 
described by various metrics (see Chapter 5 for details).   
In some situations, accuracy may be far more important than speed.  An example 
of such a situation is environmental control, where a single mistake could have 
consequences that are difficult to quantify (e.g. accidentally changing the channel instead 
of the volume during an important play of a sports game) or potentially very serious (e.g. 
wheelchair control).  Due to the difficulty of quantifying costs and benefits in 
environmental control tasks, the comparison in Chapter 5 focuses on the communication 
task.  It is worth noting, however, that one of the metrics that performs the best in that 





Potential user population 
The relatively slow throughput of BCIs relative to other assistive technology 
limits its use to those populations with severe motor impairments.  In the BCI literature, 
several diseases or conditions have been mentioned (e.g. [3]) as capable of affecting 
motion to a degree that a BCI might be an appropriate option.  Brief summaries of the 
symptoms and incidence rates appear below. 
 Amyotrophic lateral sclerosis (ALS), called motor neuron disease (NMD) in 
Europe and commonly known as Lou Gherig's Disease.  Incidence is about 2 per 
100,000 people [44].  Prevalence in the U.S is unknown [45] but estimated to be 
20,000 to 30,000 people [45],[46].  ALS is classically characterized by a 
progressive loss of motor control with preservation of sensory and cognitive 
function, though recently a link between ALS and fronto-temporal dementia has 
been of considerable research interest [47].  ALS is of primary research interest 
because most people with the disease could progress to a point where a BCI might 
be of use, though few do at present (see the following section on end-of-life 
decisions). 
 Muscular dystrophy (MD), a condition with many distinct symptomologies and 
etiologies.  Many types of MD exist, [48] lists 6 categories and 50 distinct types, 
including Duchenne MD (DMD), Becker MD, Limb-Girdle Dystrophies 
(LGMD), and Facioscapulohumeral MD (FSHD).  As the number of forms might 
suggest, the symptoms of MD are quite heterogeneous and describing them here 
is beyond the scope of this work.  Instead, I will simply note that most forms of 
MD are associated with muscle weakness of some degree, though only some 
subset of the population will experience symptoms severe enough to warrant a 
BCI.  The most common form is Duchenne Muscular Dystrophy (DMD), which 
affects about 1 in 3500 male children [48].  DMD is a progressive disease 
eventually affecting all skeletal muscle tissue; most people with DMD could 
progress to a point where a BCI is a useful option, though the end-of-life 




 Cerebral palsy (CP), a congenital condition with a variety of motor symptoms, 
usually including spasticity.  Incidence is about 2.4 per 1000 births [49], though 
only a small fraction of these individuals will present symptoms severe enough to 
require a BCI for communication.  Also, spastic movement presents serious 
challenges to neural recordings necessary for BCI, and as such is rarely studied; 
the only example I can find in the literature is [50]. 
 Brainstem stroke, traumatic brain injury, spinal muscular atrophy, and high spinal 
cord injury have also been mentioned, but I have yet to see studies including 
people from these populations in the literature. 
As BCI performance increases, the technology may become attractive to user 
populations with less severe impairments. 
 
Progressive diseases and end-of-life decisions:  
An important point is that while the above diseases or conditions can produce a 
locked-in state, most of the progressive diseases rarely do so at present.  ALS, for 
example, is on average fatal within two to five years from symptom onset [51], [52], 
generally due to respiratory failure.  The totally locked-in state from ALS was first 
observed in patients who underwent mechanical ventilation [53].  The use of mechanical 
ventilation has been shown to increase survival significantly, sometimes by ten or more 
years [54].  However, most patients do not choose to undergo mechanical ventilation, 
partially because of perceived quality of life issues related to communication [54].  
Similarly, mechanical ventilation is known to prolong the life of those with DMD for 
about 10 years [48], but relatively few patients choose to undergo the procedures. 
BCIs could enable the most affected of this population to communicate more 
effectively.  As the inability to communicate is related to both loss of decisional control 
for the patient and anxiety and frustration for the caregiver [55], this change could be 
expected to improve the quality of life of both the patients and their caregivers.  The 
resulting difference in quality of life may also affect the number of people who choose to 
undergo mechanical ventilation, substantially impacting the survival rate of those with 




population, the widespread clinical availability of BCIs could increase the size of the 
potential user population by affecting end-of-life decisions. 
 
User desires and preferences 
Our laboratory was the first to perform structured inquiry into the desires and 
preferences of potential BCI users (see [5], [6]).  While these investigations revealed 
many things, this dissertation will focus on the following facts: 
 Users are very interested in using a BCI for a variety of tasks [5], 
including interfacing with existing hardware devices [6] 
 BCI speed is not yet up to user expectations [5], though perhaps this could 
be offset by existing AT solutions such as word prediction [6] 
These two facts form the central goal of this dissertation: Unlocking possibilities 
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Design of a Plug-and-Play BCI 
 
Copyright notice: The following text is reformatted from "A Multipurpose Brain-
Computer Interface Output Device," as submitted to Clinical EEG & Neuroscience.  The 
text and figures appear here with permission from SAGE, who owns all copyright to the 
work.  See [1] for the final, definitive version of this work.
Introduction 
Brain-computer interfaces (BCIs) are intended as a promising alternative to 
existing movement-controlled interfaces for individuals with severe motor impairments. 
BCIs have the potential to provide these individuals with direct-brain control of 
technologies such as computers, augmentative communication devices, environmental 
control systems and neural prostheses. Using this technology to maintain agency and 
their relationships with others, prospective users would potentially experience an 
increased level of independence and a higher quality of life [2].  
Mason and Birch [3] proposed a framework for BCI design in which the user 
controls a device (e.g. a power wheelchair) through a series of functional components: (1) 
signal acquisition and amplification; (2) feature extraction; (3) feature translation; (4) 
control interfaces; and (5) device controllers. To date, the majority of BCI research has 
focused on the design and optimization of the first four components of the framework - 
for a thorough review of these elements of BCI design, the interested reader is referred to 
Mason's later paper [4].  
As BCI design matures from a theoretical laboratory technology to a practical 
system that can be used in real-world situations by individuals with disabilities, there is 
growing interest in seamlessly interfacing the first four framework elements with existing 
device controllers. This approach has been taken by one group with a commercial robot 




strategy of recreating existing AT device controllers, e.g. a programmable IR controller 
[6]. In light of the goal of seamlessly interfacing with existing device controllers, BCIs 
can be modeled under the principles of input device emulation. In this model, the BCI 
control (e.g. the electrodes, amplifier, feature extractor and feature translator) and the 
Control Interface are combined into a single input device. This BCI input device, via an 
interface technology, would emulate standard input devices and be able to interface with 
various Device Controllers, as depicted in Figure 2. The importance of input device 
emulation as a design criterion has been emphasized in assistive technology design, 
maximizing the number of people who can connect special input devices [7], and 
providing a strategy that can accommodate the users’ changing needs [8]. This latter issue 
is of particular importance to individuals with degenerative conditions such as 
amyotrophic lateral sclerosis (ALS) who experience frequent changes in their physical 
ability to interact with their environment; the ability to connect various input devices into 
the same Device Controller would minimize cost and adaptation for the user and his/her 
caregivers.   
 
Figure 2: The role of Interface Technology connecting BCI Input Devices to any Device Controller, within 
the framework of input device emulation. 
 
In order to realize this model, an effective interface technology must be developed 
that can connect the BCI Input Device to the Device Controller. Such an interface 
technology should be compatible with a variety of Device Controllers, able to interface 




Controller to the BCI Input Device so that the resulting system can easily be configured 
to user needs and preferences. The design specifications for such an interface technology 
are presented in Table 1.  
 
Table 1: Design specification for an Interface Technology to connect a BCI Input Device to a Device 
Controller 
 
Specification  Explanation 
1. Device Controller compatibility Compatible with various assistive technologies, 
operating systems, etc. 
2. BCI Input Device compatibility Compatible with BCI2000 and custom BCI software 
3. Convenience Plug-and-play, no need for external power, 
configurable  
4. Intuitive command structure Complete and intuitive control of all output options 
 
This paper presents the design and implementation of one example of an interface 
technology that connects BCI Input Devices to Device Controllers: the Multi-Purpose 
BCI Output Device (MBOD). The MBOD is capable of translating plain-text User 
Datagram Protocol (UDP) outputs such as those produced by BCI2000
1
 (an open-source 
BCI implementation) into physical switch closures, Universal Serial Bus (USB) keyboard 
key-presses, or USB mouse movements and clicks. The design of the MBOD according 
to the specifications presented in Table 1 will be described in the methods section, while 
the results section will present the results of testing the MBOD with various assistive 
technologies, operating systems and mobility devices. The discussion section will include 
the merits and limitations of the MBOD, and the paper will conclude with a note on the 
usefulness of the MBOD as a research tool to facilitate the study of clinical BCI use and 
the expectation of the eventual incorporation of this interface functionality into 
commercial BCIs.  
 








The MBOD is designed to provide various output options to a BCI, enabling the 
combination of the BCI with existing AT devices and software. In order to interface with 
AT devices or programs with device controllers that support a USB keyboard or mouse, 
the MBOD is capable of acting as an intervening layer of hardware between two USB 
hosts (e.g. computers). An intervening hardware layer is necessary because USB hosts 
are unable to directly emulate devices or be connected together. The MBOD also 
provides physical switch outputs for interfacing with AT device controllers that are 
normally switch-operated. 
The MBOD consists of (1) hardware and firmware that receives USB input from a 
BCI Input Device and outputs the desired keyboard, mouse or switch state to a Device 
Controller and; (2) a “companion” program, running on the BCI Input Device that 
performs ASCII-to-USB translation and interfaces with the MBOD. An overview of the 
MBOD hardware is provided in Figure 3; briefly, a SiLabs CP2102 USB-to-UART 
bridge receives input from the BCI Input device, and an Atmel AT90USB1287 
microcontroller receives the translated commands, generates the corresponding USB or 
switch output, and handles all associated protocols and timing concerns. Switch output is 
accomplished through the use of optorelays. The hardware includes three status LEDs 
that provide feedback of the device’s state to aid in troubleshooting. Descriptions of the 
design decisions that shaped the details of the implementation are provided in the 





Figure 3: Overview of the MBOD hardware 
 
Design Goal 1 - Device Controller compatibility 
The first design goal for the MBOD was to ensure its compatibility with the 
maximum number of Device Controllers that prospective BCI users might employ for the 
purposes of augmentative and alternative communication (AAC), environmental control 
systems (ECS), computer access (CA) and movement (M). Table 2 lists a number of 
common assistive technology devices used by individuals with disabilities and the type 
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 Prentke Romich Company, Wooster, OH, USA 
3
 DynaVox Mayer-Johnson, Pittsburgh, PA, USA 
4
 Tash, Inc, Richmond, VA, USA 
5
 Tash, Inc, Richmond, VA, USA 
6
 University of Cambridge, Cambridge, United Kingdom 
7
 Applied Human Factors, Inc., Helotes, TX, USA 
8
 Don Johnston Incorporated, Volo, IL, USA 
9
 Infogrip, Inc, Ventura, CA, USA 
10
 Montrose Secam Limited, Iver, Bucks, United Kingdom 
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As illustrated in Table 2, seven of the ten listed devices have controllers that can 
be operated from switch input and seven of the ten can be operated with either keyboard 
or mouse input. To maximize Device Controller compatibility, the MBOD was designed 
to be able to emulate all three devices (USB keyboard, USB mouse, and physical switch).  
The MBOD was programmed to identify itself as a keyboard and/or mouse using 
the USB Human Interface Device (HID) standards. Using these standards allows the 
MBOD to be recognized as a valid input device without modifications to the device 
controller (i.e. without the installation of drivers or software). USB ports are ubiquitous 
on personal computers regardless of operating system, and are frequently present on 
assistive technology devices. USB output is additionally attractive as USB specifications 
have a high degree of backward compatibility (e.g. both low- and high-speed USB 1.0 
devices are supported by USB 2.0 and 3.0 hosts). By employing the USB HID standards, 
the MBOD is automatically compatible with all USB hosts that accept external keyboard 
or mice, without the need for installing drivers or software on the target system. This is 
particularly important as many assistive technology devices do not allow the installation 
of custom software, including drivers. 
To emulate switch output, the MBOD also includes optorelays controlled by the 
microcontroller. To date, both Toshiba's TLP222A and Clare's PAA132 have been used 
successfully to generate switch output to assistive devices such as wheelchairs, including 
an Invacare TDX SP and Pride Quantum 600. As illustrated in Figure 3, the MBOD 
board layout can accommodate up to eight optorelays, though only units with four 
optorelays have been built and tested to date. The MBOD provides configurable timing 
for the duration of both keyboard and switch outputs, as some programs and devices 
cannot recognize short key-presses and precision timing of switch outputs is useful for 
interfacing with wheelchairs. The combination of USB and optorelay output enables the 
MBOD to interface with every assistive device identified in Table 2.  
 
Design Goal 2 - BCI Input Device compatibility 
While there have been a number of attempts to develop unifying frameworks and 
platforms for BCI research, a significant proportion of the field consists of BCI systems 




BCI research and development platform [10], many research laboratories presented 
investigations and developments based on this platform. While the MBOD was designed 
to accommodate input from BCI2000, care was taken to ensure compatibility with 
custom BCIs as well. This was done by creating a companion program to handle USB 
communication with the MBOD and thus abstract the hardware considerations away from 
the BCI. While the companion program could have been integrated into BCI2000, 
separating the functionality ensures that a custom BCI could easily work with the MBOD 
by implementing the simple BCI2000-style outputs described below. 
BCI2000 and potentially other BCIs output user datagram protocol (UDP) packets 
that are human-readable strings in ASCII format containing (1) an identifier, (2) a 
whitespace, and (3) an output string. The companion program catches these UDP packets, 
translates them into a sequence of USB and switch commands, and forwards these 
commands to the MBOD hardware via a USB port on the BCI Input Device. Consider, 
for example, a BCI user who has just input the letter “A” using a BCI system running 
BCI2000 and one of its modules, the P300 speller. The output of this BCI Input Device is 
a UDP packet containing the string “P3Speller_Output A”. The companion program 
would parse this UDP packet sent by the BCI, translate the content into the keystroke ‘A’ 
in USB codes, and subsequently send this information onto the MBOD, which forwards it 
to a device controller, e.g. a communication system. The companion program is designed 
to accommodate key-presses (including special characters and strings of arbitrary length), 
mouse movements and switch commands in a similar manner. The system for handling 
special characters is described under design goal 3. For mouse and switch commands, the 
configurable identifier in the UDP packet is different, and the output string is numeric for 
mouse movements. If used with BCI2000's ConnectorModule, the companion program 
will listen for the Signal values for X and Y coordinate movement while ignoring all 
other state variable output, though this default behavior may be modified. 
 
Design Goal 3 - Convenience 
The MBOD was designed to enable BCIs to emulate a USB plug-and-play device, 
wherein the device facilitates its own discovery and installation into the USB host 




MBOD was designed to maximize convenience for the user and to offer immediate 
functionality once it was connected between the BCI Input Device and the Device 
Controller. To facilitate this ability, three features were considered: drivers, power, and 
flexible output capabilities. Ideally, the MBOD would be able to interface with Device 
Controllers without requiring driver installation; this is addressed in detail under design 
goal 1 via compliance with the USB HID standard. To maximize convenience, the 
MBOD should not necessitate the use of an external power source or batteries. 
Consequently, the MBOD is designed to operate from power taken from the USB port of 
the BCI Input Device. The MBOD's maximum current draw, with all three status LEDs 
and eight optorelays simultaneously active, is less than 100 mA; this is easily supplied by 
any standard-compliant USB port. This specification allows the MBOD to work from a 
battery-operated laptop; if the BCI amplifier is battery-powered or powered from the 
laptop as well, the entire BCI system can be mounted to a mobile platform, e.g., a 
powered wheelchair. In addition, the low current draw of the MBOD should not unduly 
affect the battery life of laptop computers. Finally, the MBOD is designed to 
accommodate a wide range of output configurations, rendering hardware configuration 
unnecessary for the end-user. The MBOD firmware is capable of handling simultaneous 
keyboard, mouse, and switch commands, as a simple packet structure supports sending 
different types of data to the microcontroller.  
 
Design Goal 4 – Intuitive Command Structure 
The MBOD was designed such that all three output modalities mapped intuitively 
from the BCI Input Device to the connected Device Controller. In the case of switch 
output, this simply involved mapping a single switch command from the BCI Input 
Device to a single switch selection through the Device Controller, a function that was 
easily implemented in the MBOD companion program as described above. To interface 
with the widest variety of devices, the MBOD is capable of translating the BCI Input 
Device's switch commands into variable-length switch presses. Similarly, intuitive 
mapping of mouse movements from the BCI Input Device, which might be used with 
continuous-output BCI modalities (e.g. sensorimotor rhythms), to the Device Controller 




changes in mouse position on the output device. Once again, this functionality was 
implemented easily in the MBOD companion program.  
By contrast, generating a full intuitive mapping of the keyboard required special 
consideration; while the UDP packet output of the BCI Input Device easily represented 
letters of the keyboard in ASCII symbols, keys without ASCII equivalents (e.g. F1 or 
arrow keys) were not directly represented. These special keys were therefore encoded in 
human-readable and user-configurable format using a command language in the 
companion program to handle modified key-presses and combinations (e.g. the Windows 
‘copy’ command 'CTRL-C'). In this command language, configurable start and end 
characters (default '[' and ']') enclose tokens indicating the special characters. Tokens are 
defined for every key on a full keyboard (including a full numeric keypad). The default 
tokens are verbose to avoid conflicts, but can be redefined with a single line in a.ini file 
on the computer running the BCI. For example, the default token “KEYBOARD_F1” can 
be redefined to just “F1”by adding the line “KEYBOARD_F1=F1”. To minimize 
interference with phrases, if a substring does not parse to a command, it is passed onto 
the Device Controller unchanged. There is also an “ECHO” keyword that instructs the 
command parser to ignore substrings in a single packet that would normally be 
considered commands, leaving a character-by-character ASCII-to-USB translation in 
place.  
Creation of a custom ASCII extension to include special keys was rejected 
because the above scheme provides a more intuitive and efficient setup (e.g. typing 
"[CTRL-C]" instead of looking up an arbitrary hex value). It is also useful to the user, as 
target text is often displayed as the result on the BCI screen and these tokens are more 
interpretable than, e.g., the meaningless square that is currently produced on the BCI2000 
screen when a non-standard ASCII value is output. Finally, such a custom extension 






The functionality of the MBOD was tested by using it to interface an EEG-based 
BCI (BCI2000 running on Windows XP with a g.USBamp amplifier) with various 
assistive technologies, operating systems and power wheelchairs. The interface was 
considered successful if users were able to use the BCI to control the functionality of the 
output device. The results of the test are presented in Table 3. The non-Windows 
operating systems were tested with simulated brain activity. 
 
Table 3: Testing results for the MBOD with different output devices, using BCI control. 'Y' indicates 
successful operation, 'N' indicates unsuccessful operation, and 'N/A' indicates that the input mode is not 
supported by the device. Asterisks indicate notes in the following subsections. Non-Windows operating 
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Switch  
Output 
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The impact of plug-and-play use enabled by the MBOD on users’ abilities to 
operate a BCI underwent rigorous testing with 24 individuals using it to interface 
BCI2000 with an assistive technology device (the DynaWrite AAC device) and a 
computer running Windows XP (unpublished data). Results from three of the individuals 
are available in a preliminary report [11]. 
One limitation of an early version of the MBOD came to light during this testing. 
The DynaWrite AAC device did not recognize the keyboard if the MBOD was placed in 
keyboard/mouse-combo mode, though it retained full functionality when the MBOD was 
placed in keyboard-only mode. The MBOD's USB operating mode (i.e. keyboard, mouse, 
or keyboard/mouse combo) can now be changed at runtime, which has proved to be a 
useful feature for troubleshooting compatibility issues.  
Testing of the MBOD switch function was performed using a mu-rhythm BCI to 
generate switch closures, as well as with a P300 interface in the power wheelchair tests 
described below. This mode was successfully tested with the Scanning Director II 
environmental control system, although timing of outputs of the mu-rhythm BCI for 
operation of the scanning interfaces was challenging (unpublished data).  
 
Operating Systems 
The MBOD was tested on its ability to interface with three different Operating 
System families: Windows (XP and 7); Mac and Ubuntu Linux. Testing was considered 
successful if the MBOD functioned on the Operating System without the need for device 
configuration or user intervention. The MBOD functioned successfully on all three 




The MBOD can produce switch outputs, and many wheelchair systems are 
designed for switch operation. However, feed-forward control is unstable and unsafe 




accelerometer to measure the current tilt position, we developed a system to allow control 
of the tilt-in-space system of powered wheelchairs [13]. Using this system, the MBOD 
allowed BCI control of two different powered wheelchair tilt-in-space systems - a Pride 
Quantum 600 and an Invacare TDX SP. The Invacare chair was used in a laboratory 
experiment to measure the effect of rotational movement on the P300 response [14]. 
Since the interaction was in a controlled environment, the MBOD switch was plugged 
directly into the chair through the standard device controller. The Pride chair was used in 
a subject's home, so ensuring that the switch only controlled tilt was more important than 
in the laboratory environment. The MBOD was thus used to interface with a dedicated tilt 





This paper presents the design of the MBOD - an intervening layer of hardware 
which enables a BCI Input Device to emulate a keyboard, mouse, or a switch output and 
therefore interface with many Device Controllers. The MBOD is compatible with a wide 
variety of assistive technology, can receive commands from BCI Input Devices, and 
provides intuitive mapping of keyboard, mouse or switch functions. Additionally, the 
commands are configurable, allowing researchers to use terms intuitive to their lab and 
thus reduce errors when interfacing with the BCI. 
 
Limitations and Future Work 
The choice of USB communication did bring up an additional consideration: 
grounding. USB ground is typically connected directly to case ground on personal 
computers. Connecting two case grounds together forms a ground loop, which could 
potentially damage equipment. Although unlikely to be a problem in a user's home, 
ground loops can be a problem in large office buildings or hospitals. The user is protected 
from this unlikely event by the electrical isolation in BCI signal acquisition amplifiers, 
but such a ground loop could possibly damage equipment. In the MBOD, this issue has 
been addressed by separating the grounds with a fuse. The fuse has non-negligible 
resistance, alleviating the ground loop issue. Additionally, the fuse will protect the 
equipment on both sides of the MBOD from high current flow. 
However, this solution is not ideal. In the event of failure, the fuse must be 
replaced before the MBOD will function again. Additionally, though the resistance is 
non-negligible, it is still small. Since the design and construction of existing MBOD 
units, a better solution has become commercially available: a USB opto-isolator chip. 
This chip, if placed between the Atmel microcontroller and the Device Controller, would 
completely prevent the ground loop, operate even if the grounds were at different 
potential, and not need to be replaced like the fuse. While it is not possible to add the chip 
to our existing MBOD units, future designs will incorporate this feature. Alternatively, 




USB dongle to convert the wireless signal to USB would be necessary since current AT 
devices do not directly accept wireless protocols such as Bluetooth. 
While the MBOD allows interfacing a BCI to any AT that accepts a USB 
keyboard, USB mouse, or physical switch, it does introduce a second computer screen 
when used with a visual BCI and computer-based AT devices. Careful design of a 
commercial BCI with plug-and-play capabilities could reduce this concern, however. 
Minimizing BCI display size is an obvious step, since a small display requires less eye 
movement, provides more positioning options, and provides similar accuracy to a large 
display [15]. In the future, plug-and-play BCIs could use a transparent screen or retinal 
projection so the display appears at the same location as the target device [16]. 
Alternatively, a plug-and-play BCI could use auditory presentation of options [17],[18] or 
a visual BCI could operate an AT device with auditory feedback. For now, if the AT to 
be controlled is a piece of software that can be installed on the BCI computer, the 
separate display can be avoided by connecting the plug-and-play BCI back to the BCI 
host computer. While this configuration has been successfully tested with the MBOD, the 
special case of controlling AT software on the BCI computer can also be addressed in 
software rather than hardware.  
A final limitation of the MBOD is that it only provides information flow from the 
BCI to the AT; only extremely limited information about USB configuration is returned 
to the BCI. In many cases, particularly when the BCI is used for communication through 
an AT device, this is unimportant; the AT device is designed to present feedback to the 
user. In situations where the BCI needs information from the device or device controller, 
additional sensors or communication channels may be added, such as the 3-D 
accelerometer used in the wheelchair tilt control application described earlier. In the case 
of switch-scanning AT devices, the lack of feedback may prove particularly problematic 
for system-paced BCIs.  
 
Advantages for the BCI Community 
As BCI research moves towards practical implementation in real-world settings 
with individuals with severe motor impairments, there is a growing need for theoretical 




are merely one aspect of a complex technological and social network that may enable 
individuals with disabilities to maintain autonomy and the ability to live in relationship 
with others. The integration of this technology into the existing networks of prospective 
BCI users is crucial for its acceptance and use [19]. The MBOD presents an intermediate 
solution to allow researchers to interface laboratory BCIs with the users’ preferred 
assistive technologies and output devices, enabling the systematic study of the effect of 
BCIs in these settings. The time and resources necessary to integrate with a device such 
as the MBOD are considerably less than would be needed to replicate all the functionality 
of existing assistive technology and output devices for each new BCI user. The 
advantages offered by the MBOD interface would ideally be built into any commercial 
BCI system; however, in lieu of such technology, this device is presented to the BCI 
community as a tool for the development of BCIs that are fully integrated into the 
technological and social lives of individuals who rely on non-motor channels to act and 
communicate. Source code and hardware design files (e.g. GERBER files) are available 






As BCIs transition from laboratory technologies to systems used by individuals 
with disabilities in real-world situations, it is important to begin systematically 
investigating the technical and social effects of integrating BCIs into the practical 
contexts of users’ day-to-day lives. The MBOD is designed to facilitate this transition and 
has been successfully used as an intervening layer of hardware to enable BCIs to emulate 
keyboard, mouse or switch inputs to assistive technologies, computer operating systems 
and mobility devices. While its functionality should eventually be built into commercial 
BCI systems, this interface technology is currently available as a tool to the BCI research 
community to facilitate research toward the ultimate goal of enabling individuals with 
severe motor impairments to maintain their autonomy and their relationships with others 
in a real-world, day-to-day context. 
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Evaluation of the Plug-and-Play BCI for Communication 
 
In the previous chapter, I introduced the Multi-purpose BCI Output Device, or 
MBOD.  The MBOD was designed with the goal of allowing a BCI to interface with a 
variety of assistive technology, whether hardware or software.  This chapter presents an 
experiment that investigates whether doing so adversely affects performance.  This 
chapter is in preparation for submission, with Jane E. Huggins as senior author, and 
Carmela Lee and Kirsten Gruis as co-authors.  
Introduction 
Brain-computer interfaces (BCIs) are intended to enable people with the most 
significant physical impairments to communicate and to operate technology without 
moving their body.  However, BCI performance has yet to reach either user expectations 
[1] or, for most users, the level of performance available through commercial assistive 
technology (AT) [2].  To address this issue, researchers have begun incorporating AT 
techniques such as word prediction or symbolic communication into BCIs (see e.g. [3]). 
This incorporation can take three forms.  In the first approach, BCIs are 
implemented as stand-alone assistive technology (AT) devices with specific, limited 
functionality.  In this approach, research time and effort is often spent in re-creating 
functionality already available through commercial products (see e.g. the programmable 
IR controller in [4]).  Another approach which has gained recent popularity is integrating 
existing AT products into BCIs (see e.g. [5–8]).  This second approach has the advantage 
of allowing access to the capabilities of proven products, though the effort and expense 
required for integration grows with the number of products integrated.  Because of these 
costs, some products are likely to remain un-integrated, limiting user choice. 
A third approach, which we recommended in [9], is to have the BCI act as a 




design, input device emulation has been emphasized as a design criterion, because input 
emulation can maximize interconnectivity with special input devices [10], and provide a 
way to accommodate the changing needs of users [11].  For individuals with progressive 
conditions such as amyotrophic lateral sclerosis (ALS), who often experience changes in 
their ability to interact with their environment, this ability could be quite important.  For 
these users, the availability of multiple access pathways to control existing AT devices 
could lower adoption barriers to BCIs.   
This chapter focuses on the practicality of a BCI keyboard that can replace 
physical keyboards.  Such a keyboard must connect through the same universal serial bus 
(USB) port that the physical keyboard uses and also provide sufficient function for 
practical use.  Performance categories include:  1) text generation accuracy and 2) text 
generation speed.  Sufficient text generation accuracy, in the BCI field, is typically 
defined as 70% [12].  Sufficient text generation speed depends on competing AT options.  
The P300 BCI design [13] is appropriate for keyboard replacement because it 
provides direct access to multiple options, frequently a visual letter grid. Each row and 
column of the grid flashes in a random order and the user mentally counts flashes of the 
desired option. Flashes of the desired option produce a P300 waveform in the user’s 
electroencephalogram (EEG), while flashes of rows and columns without the desired 
option produce little response. The desired option can be determined from the EEG after 
several sequences of flashes (each row and column flashes exactly once per sequence). 
For people with vision impairments, P300 BCIs using auditory presentation of options 
are under development [14].  Paired with USB output emulation, a P300 BCI may be 
used as a keyboard replacement.  In this chapter, our lab's Multi-purpose BCI Output 
Device (MBOD) [9] was used to provide the USB output capability. 
While the technical capability of the MBOD to interface with a variety of devices 
was explored in the previous chapter and [9], it remains to be shown that the resulting 
system can be operated without impacting performance of the BCI itself.  Using the 
system to interface with a standalone AT device presents several barriers to use that are 
absent when simply interacting with the BCI.  For example, attention must be split 
between the AT device and the BCI display, which is operating under system timing 




a secondary task, which is known to affect the amplitude and shape of the P300 response 
which the BCI depends upon [15].  Another barrier is that this operation requires gaze 
shift, though eventual adjustments to display modalities could reduce or eliminate this 
requirement (see the limitations section for further discussion). 
This study evaluates the performance impact of using the MBOD to operate 
commercial devices, as compared to simply generating text with the BCI itself.  While 
the MBOD itself is a stopgap measure designed for research such as this study rather than 
commercial applicability, the results should generalize to any standalone P300 BCI 






Initial testing was performed with participants without amyotrophic lateral 
sclerosis (ALS).  Participants experienced with P300 BCIs were recruited from the 
Wadsworth Center BCI Group participant list based on schedule availability. Novice 
participants without BCI experience were recruited first-come-first-serve through public 
postings at the University of Michigan. Inclusion criteria were: age 18 or older, able to 
read text on a computer screen, and able to understand participation instructions. 
Exclusion criteria were: inability to give informed consent, uncontrolled neck movements 
interfering with electroencephalogram (EEG) recording, photosensitive epilepsy, or open 
sores on the scalp. 
Participants with ALS were then recruited from the patient list of the University 
of Michigan Motor Neuron Disease Clinic.  Participants with ALS had additional 
recruitment criteria of ALS diagnoses and symptoms affecting a hand or arm.  Functional 
impairments were measured with the ALS functional rating scale-revised (ALSFRS-R), 
validated for telephone administration [16].  The ALSFRS-R rates function such that a 
score of 48 indicates no functional impairment while a score of zero indicates an 
individual who has loss of speech and purposeful limb movement; and requires a 
ventilator and feeding tube.  
Additional participants without ALS were recruited for age-matched data.  For 
these participants, an additional inclusion criterion was added: age within one year of a 
study participant with ALS. 
Participants either signed consent forms approved by the appropriate institutional 
review boards (IRB) or gave consent and had a caregiver sign on their behalf. The subject 
compensation rate was $12 per hour, rounded up to the next quarter hour and payable 





Experimental Setup  
Participants wore an EEG cap and sat approximately 0.8 meters from a 17-inch 
monitor showing the BCI display. The BCI was used to operate three devices: the BCI 
itself in standalone mode, a commercial communication aide
13
, and a separate laptop 
computer
14
.  The communication aide device was below the BCI display; the laptop 
computer was beside the BCI display. Center-to-center distances between the BCI and 
communication aide displays and the BCI and computer displays were about 0.2 meters 
(14º) and 0.5 meters (32º) respectively. All BCI display variations contained the alphabet 




The complete protocol involved 3 sessions of 1.5-2 hours, starting with about 30 
minutes of time to set up the BCI. On the first session, a 19-character training set was 
collected without feedback; the EEG data from that training set were used to configure 
the BCI for each participant.  After that, and during each following session, the 
participant used the BCI to reproduce a different sentence on each of the 3 devices; the 
device currently in use will be referred to as the "target" device. To require participants to 
interact with the target device and not merely use the BCI display, we provided feedback 
only through the target device; letters selected using the BCI did not appear on the BCI 
screen unless the BCI was being operated in standalone mode.   
Regardless of target device, participants used a backspace selection to correct 
mistakes, so time and number of selections to reproduce sentences varied realistically. To 
limit user frustration, we restricted the time spent on any sentence to 15 minutes, ending 
the run manually even if the sentence was not complete.  
In each target device, participants were asked to reproduce a 23-character 
sentence which was printed in 46-point Arial font and taped to the top of the BCI display. 
For the communication aide device, participants were also asked to make a special 
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selection which made the device speak the text that had been produced.  A different 
sentence was used for each target device, and a different set of sentences was used in 
each session.  The 9 sentences came from the sentence bank of the Compass interface 
evaluation software
15
. Participants reproduced the sentences in the same order, but device 
order was counterbalanced across sessions to minimize bias from fatigue, learning or 
sentence variation.  
 
Equipment and Configuration  
During BCI use, EEG from electrodes F3, Fz, F4, T7, C3, Cz, C4, T8, CP3, CP4, 





 with reference and ground on the right and left mastoids respectively.   
BCI2000
18
, was configured for each participant in the first session. The 
configuration was determined from EEG recordings while the subject focused on each 
character in “THE QUICK BROWN FOX” for 15 complete sets (sequences) of flashes.  
Each flash highlighted a row or column for 31.25 milliseconds with a pause of 125 
milliseconds before the next row or column flashed. Time between characters was 3.5 
seconds. The P300_GUI tool distributed with BCI2000 was used for configuration with 
settings of least squares weight selection, 800-ms EEG segments, and sample rate 
decimation of 20. For testing, the number of sequences for a participant was set to one 
greater than the number predicted to provide maximum BCI accuracy for that participant. 
This set the selections-per-minute for the participant since the BCI only selects a letter 
after the prescribed number of sequences.   
The BCI was connected to the communication aide or computer USB port with 
the Multi-Purpose BCI Output Device (MBOD) [9] providing USB compatibility. An 
MBOD communication program on the BCI computer interpreted the non-standard 
BCI2000 output and transmitted it through the MBOD to the target device as standard 
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USB keyboard codes. Thus, BCI2000 was recognized by these devices as a standard 
plug-and-play USB keyboard, making these devices BCI-operable without modification. 
   
Data Analysis 
BCI performance measurements were 1) text generation accuracy, 2) corrected 
text throughput, as measured by the BCI-Utility metric; see Chapter 5 for the reasoning 
behind the choice of this metric.  
Determining BCI selection accuracy (Figure 4) required an accurate record of 
selections intended by the participant. Because participants were instructed to correct 
errors, the result of previous selections determined the next intended selection. A list of 
intended targets was created by examining the target sentence and the actual selections. If 
a participant informed us of an error of intent, such as losing place in a sentence or 
accidentally attending the wrong character, the intent was recorded according the 
participant's account.  Once the intended targets were determined, accuracy was 
calculated as the percentage of attempted selections producing the intended result. The 
selection commanding the communication aide device to speak the completed sentence 
was included in accuracy calculations.  
 
Sentence I T _ I S _ Q U I T E _ W I N D Y _ T O D A Y       
Selected I Z ◄ T _ I S _ W ◄ Q U I Z ◄ T E _ W I N D Y _ T O D A Y  
Target I T ◄ T _ I S _ Q ◄ Q U I T ◄ T E _ W I N D Y _ T O D A Y 
Correct 1 0 1 1 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Figure 4: Example sentence, actual letters selected, target text including error correction, and correctness 
of each selection (1 indicates correct, 0 indicates incorrect).  Note that if no incorrect selections were made, 
Sentence and Target would be a perfect match and the backspace (◄) would not appear. In this example, 
26 of 29 selections were correct, producing an accuracy of 89.7%. 
 
Statistical analysis was performed for both participant groups (those with and 
without ALS) in one cohort.  Ninety-five percent confidence intervals for the text 
generation accuracy and throughput were calculated using a linear mixed model [17]. The 
following factors were included as fixed effects: the number of sequences of stimuli 
presented, diagnosis of ALS, and subject age.  Accuracy variations by participant and 




was included as a random effect. Because each device was tested during each session, 
device was included as a repeated measures factor within session. The same model was 
used to calculate confidence intervals for throughput as measured by BCI-Utility, except 
that number of sequences was not included as a fixed effect because the term appears 
directly in the formula. Age was originally included in both models as a fixed effect, but 
was discarded due to correlations with diagnosis (see Limitations) and a dramatic 
difference in Akaike Information Criterion, a goodness-of-fit measure. Statistical 
analyses were performed with SAS
19
. 
Similar analyses were performed with only the cohort diagnosed with ALS, but 
the results were not different enough to merit separate reporting. 
 
                                                 
19





Recruitment and Data Characteristics 
Twenty-nine participants without ALS, 3 experienced [18] and 26 novices, were 
recruited. Twenty-two participants without ALS, 13 men and 9 women, completed the 3 
session protocol with 3-29 days between first and last sessions. Seven novice participants 
were excluded from analysis for not completing the protocol: reasons given included 
headache and nausea after participation and frustration with text generation accuracy and 
speed (one each), while some participants simply did not respond to further scheduling 
attempts. Mean age of participants without ALS completing the protocol was 43.1 years 
(range 18-79).  
Thirteen novice participants with ALS were recruited. Eleven participants with 
ALS, (7 men and 4 women) completed the protocol.  ALSFRS-R scores ranged from 18 
to 41 with mean 28±7.  Two participants with ALS were excluded from analysis for not 
completing the protocol.  BCI accuracy was low (17%) after initial configuration for a 63 
year-old subject with ALSFRS-R of 19.  The subject did not want to repeat the 
configuration.  A 56 year-old subject with ALSFRS-R of 11 had accuracy of 97.3% in the 
first session, but dropped out when accuracy in the second session was 50%.  Mean age 
of participants with ALS completing the protocol was 61.7 years (range 45-78). 
Of the 306 sentences attempted by the participants who completed the study, 214 
were completed without errors remaining.  Another 35 sentences were completed, but 
errors were left in the text, in contradiction with the instruction given to the participants. 
With corrections, completed sentences took a mean of 31.2 selections in 7.67 minutes.  
Sixteen participants (4 with ALS) completed at least one sentence without needing 
corrections, i.e. 100% accuracy. Three participants did not finish 23 characters of typing 
with one accidentally skipping a letter, one running out of session time, and one subject 
stopping early out of frustration with low accuracy. 






In the accuracy analysis, none of the fixed effects were found to be significant, 
though number of sequences trended toward significance (F1,259=3.43, p ~ 0.06).  This 
relationship is likely to be real but weak; the number of sequences was set based on 
training accuracy, which is an estimate of BCI performance, albeit a poor one (see 
Chapter 6 for details).  Effects of session, diagnosis, and device were not significant (p ~ 
















































































Figure 5: Average accuracy by device for each participant.  Top) participants without ALS; Bottom) 





In the throughput analysis, the fixed effect of diagnosis was found to be 
significant (F1,31=4.27, p < 0.05), with participants with ALS scoring on average 0.74 
corrected selections/minute slower than able-bodied controls, or about 25% of the mean 
throughput for the control group.  Fixed effects for session and device were far from 
significance (p > 0.3 for session, p > 0.95 for device).  Relevant means and 95% 
confidence intervals are shown in Table 4: Means and 95% confidence intervals for 
effects of environment and diagnosis.. A plot of BCI accuracy versus ALSFRS-R appears 
in Figure 6. 
 
Table 4: Means and 95% confidence intervals for effects of environment and diagnosis. 
 
Accuracy (%) 
 Estimate LB UB 
BCI 82.11 77.61 86.61 
Laptop - BCI -0.046 -3.401 3.31 
Comm. - BCI -0.145 -3.574 3.284 
    
Throughput (corrected selections/minute) 
 Estimate LB UB 
BCI 2.751 1.974 3.144 
Laptop - BCI 0.0035 -0.284 0.286 
Comm. - BCI -0.0306 -0.300 0.238 













The results support the hypothesis that unmodified commercial assistive and 
mainstream technology can be functionally operated through plug-and-play replacement 
of a physical keyboard by a BCI keyboard.  While some participants reported difficulty 
with screen positioning, particularly in the standalone communication device, the results 
show that for most users the performance was extremely similar across devices.  The 
confidence bounds on differences in accuracy and throughput due to device are relatively 
tight compared to inter-participant differences.  For example, from Figure 5, the standard 
deviation of mean BCI accuracy across subjects is 14%, as compared to the 3.5% bounds 
on device differences.  Intra-participant differences due to variations in daily performance 
are also larger than device differences– the mean accuracy difference between session 
one and two was 5%.  Even if the underlying device differences lie close to the lower 
95% confidence bound, the boost from assistive technology is likely to be larger than the 
penalty associated with its use; in [3], predictive spelling increased corrected output 
speeds by 1.5 characters/minute, which would more than offset the worst-case 0.3 
selections/minute penalty allowed by this study (see Table 4). 
One participant in the non-ALS group, K118, had dramatic device differences. 
The participant's accuracy on the communication device was within the range of other 
able-bodied controls, but three standard deviations below the mean of the others in the 
standalone BCI device. We considered excluding the data from analysis based on lack of 
effort when using the other devices, as the participant reported wanting to hear the 
communication aide speak the sentence. This highlights the growing interest in the 
impact of motivation on BCI accuracy [19]. Individuals with impairments who need a 
BCI to accomplish their top priority tasks should be more motivated than research 
participants. The apparent importance of motivation supports incorporating plug-and-play 
capabilities into commercial BCIs to maximize the number of BCI-operable tasks, since 
users may be less successful with a BCI that limits or reduces the tasks they can perform.  
The reduced throughput for participants with ALS is a concern because these are 
people from the target user population.  It is interesting to note that some participants 




However, participants with ALS who had lower accuracies also had lower ALSFRS-R 
scores (Figure 6).  This may indicate that BCI performance is affected by a particular 
subset of ALS symptoms, not overall ALS progression as measured by the ALSFRS-R.  
Unfortunately, the number of individuals with ALS in this study is too small to address 
the question of which subset is important, if any. 
Additionally, it is worth mention that the 95% confidence bounds for accuracy in 
each environment were well above the 70% commonly cited in BCI research as a 
threshold for useful communication [12].  However, if the confidence bounds were 
calculated including only participants with ALS, the lower bounds were 69.97, 70.32, and 
69.51% for the BCI, laptop computer, and communication device, respectively.  While 
this threshold is commonly cited, it is not a hard threshold based on mathematics or 
theory, but a soft threshold based on intuition of usability.  In the throughput analysis, the 
lower bound in each device was about 1.8 corrected selections/minute; this throughput 
measure is more meaningful than simple accuracy, as it can be weighed against available 
options. These lower bounds are on the overall average performance, and individuals may 
still fall outside these limits. 
The speed and accuracy at which a BCI could become useful to an individual 
depends on the speed and accuracy of alternative interfaces, most of which are faster than 
current BCIs [2]. For users with few interface options, a plug-and-play BCI as a keyboard 
replacement could reduce accessibility barriers by allowing any keyboard-operable 
device to be BCI-operated. The MBOD is a stopgap measure to study this functionality 
with current BCIs. A plug-and-play BCI would enable participants with other options to 
alternate between interfaces controlled by physical movements and by a BCI depending 
on their situation, fatigue level, and preferences. This would preserve resources invested 
in a current functional system while maintaining its availability if their impairments 
increase. Likewise, assistive technology (AT) providers could prescribe a BCI as an 
alternative access method for familiar commercial AT. If BCIs cannot interface with AT, 
then the functionality that the AT provides to someone with a progressive impairment 
may be lost when the person’s physical condition progresses to the point that they need a 
BCI. In effect, their disablements would be increased due to the unnecessary 




Another way to handle alternation between interfaces is implementing a hybrid 
BCI, such as that presented in [23].  A primary goal of hybrid BCIs is to address the issue 
of fluctuating user conditions using a control fusion approach, with online systems 
determining which input device (BCI or physical interface) is providing the most useful 
control at any given moment.  While the system in [23] is capable of operating most 
computer software, it cannot interface with standalone AT devices.  If the ability to 
interface with such devices could be added to hybrid BCI systems, the result could be an 





This study presents the first plug-and-play USB BCI, therefore the focus was on 
the effect of target device instead of participant characteristics.  While age-matched 
participants were recruited and included in the study, the original group of young, able-
bodied controls causes a correlation between age and diagnosis that could be obscuring 
the relative contribution of each factor.  The ages distribution of the two samples is 
statistically different (p < 0.05 with a Wilcoxon rank-sum test).  Also, participant 
motivation was not measured, and motivation has recently been shown to affect BCI 
performance [19].    
Although BCIs are intended for operation without physical movement, several 
recent studies may indicate that the most common P300 BCI “keyboards” utilize eye 
movements [2], [20]. Plug-and-play BCIs that provide a separate technology interface 
and therefore a separate display are particularly susceptible; however careful design 
should reduce this reliance. Minimizing BCI display size is an obvious step, since a small 
display requires less eye movement, provides more positioning options, and provides 
similar accuracy to a large display [21]. Users who want to operate computer software 
can eliminate the separate display by connecting the plug-and-play BCI back to the BCI 
host computer; a configuration tested successfully using the MBOD.  Eventually, BCIs 
could use a transparent screen or retinal projection so the display appears at the same 
location as the target device [22].  Alternatively, a plug-and-play BCI could use auditory 
presentation of options as in [14], or a visual BCI could operate an AT device with 





A plug-and-play BCI can be used as a functional keyboard replacement to operate 
AT and mainstream technology for people with and without ALS.  Differences in average 
accuracy and throughput between devices appear to be quite small, and can be offset by 
the advantage of using AT technology. 
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Evaluation of the Plug-and-Play BCI for Control of a 
Wheelchair Tilt-In-Space System 
 
The previous chapters introduced the plug-and-play BCI, and evaluated its use in 
a communication task.  This chapter evaluates the use of the BCI in an environmental 
control task, specifically, the control of a wheelchair tilt-in-space seating system.
Introduction 
While communication is an important task, environmental control tasks can 
provide important independence benefits to users with amyotrophic lateral sclerosis 
(ALS).  One such task that is highly interesting to potential brain-computer interface 
(BCI) users is control over the wheelchair, both driving and tilt-in-space [1].  However, 
P300-based BCI performance is insufficient to control the position of a standard 
wheelchair safely except in extremely controlled conditions (see [2], [3] for the control of 
a smart wheelchair in a home environment).  By contrast, a wheelchair tilt-in-space 
system, used to relieve the pressure of sitting still for long periods of time, presents fewer 
safety obstacles.  Single-switch controls for tilt-in-space systems are commonly installed 
on wheelchairs for those with limited mobility, but as ALS progresses, users will 
eventually find themselves unable to operate even these simple interfaces.  These switch 
interfaces are available for nearly all powered wheelchairs, whereas more powerful 
interfaces are often proprietary and specific to each wheelchair manufacturer or even 
model.   The Multi-purpose BCI Output Device (MBOD), presented in Chapter 2 and [4], 
can produce physical switch outputs under BCI control.  Thus, a BCI could be used to 
provide tilt-in-space control to the target population, with their existing chairs. 
However, providing the user with such control may present a barrier to the 
operation of the P300 BCI itself.  A tilt-in-space system, by design, causes rotational 




known effects that are likely to directly interfere with the detection of the P300 response.  
First, rotational movement has been shown to cause vestibular evoked potentials at 
various latencies under 30 ms [5].  Second, since the P300 visual display needs to be 
visible to the user at all times, the display must rotate with the user.  This configuration 
requires the user to suppress their vestibulo-ocular reflex, eye movement that would 
normally compensate for rotation to keep the gaze fixed on a target.  The resulting setup 
is very similar to the experiment performed in [6], which reported fairly large-amplitude 
evoked potentials with latencies of approximately one second.  Third, rotating the user 
causes movement of the entire visual field.  This could be considered similar to the 
"visual noise" in [7], which was shown to reduce P300 amplitude and increase its latency.  
Reduced amplitude affects signal-to-noise ratio, making classification more difficult.  See 
Chapter 6 for a discussion of the effects of variable latency. 
In addition to the direct effects on P300 detection listed above, rotating the user 
may form a cognitive distracter - a secondary task that the user has to attend to.  Such 
distracters are known to reduce the amplitude of the P300 response and increase its 
latency, particular if the distracters are sensory or perceptual in nature [8], [9]. 
At least two groups have investigated the effects of linear, as opposed to 
rotational, movement on the P300 response to both audio [10] and visual [11] stimuli.  
Control of wheelchair position and the resulting linear movement did not significantly 
affect P300 accuracy in [3], though that study did not directly address acceleration as a 
distracter.  However, to date no investigation of the effects of rotational movement on the 






In order to perform the experiment in this chapter, I designed a system to interface 
a generic wheelchair tilt-in-space system with BCI2000.  This system relied on our 
MBOD to translate BCI2000 selections into physical switch closures.  These switch 
closures were used to interface with wheelchair controls for tilt-in-space designed to be 
operated by a physical switch, described briefly in the introduction of this chapter. 
However, the MBOD can only provide feed-forward control of the tilt-in-space 
system.  To provide feedback and stability, I mounted a 3-axis accelerometer to the chair 
to detect the current tilt angle.  I also wrote software that uses the feedback from the 
accelerometer to enable both absolute and relative control of chair position through plain-
text commands sent by BCI2000.  Michael McCann, an undergraduate in our lab at the 
time, modified BCI2000 to send the movement commands at deterministic times that 
could be controlled by parameter settings.  The resulting system was published as an 
abstract at the 4th International BCI Meeting [12]. 
 
Experiment 
Each of twelve participants (8 women, 4 men, ages 19-63, mean 40.5) operated 
the P300 interface on three separate days (sessions), while sitting in a wheelchair.  There 
were three 24-character "runs" per session, one in each case from the following list: no 
tilting, user-controlled tilting, and "rocking chair" tilting.  The order of the tilt cases was 
counterbalanced across participants, similar to the experimental design in the previous 
chapter.  In all cases, the text to be typed was a common city name, interleaved with 
numbers.  Unlike the experiment in chapter 3, participants were not allowed to correct 
mistakes, so each run contained the same amount of data.  In the user-controlled tilting 
case, the numbers in the  corresponded to movement commands.  In this tilt case, any 
selected movement command, whether correctly or accidentally selected, produced a 
movement, similar to how an end-user tilt control system would operate.  In other cases, 




In the rocking chair case, the chair was put through a series of 4º (~1 second) tilts 
in alternating directions, maximizing the number of starts and stops of movement.  This 
movement method was chosen since, based on anatomy, any vestibular responses are 
presumably linked to acceleration rather than velocity.  The stimulus presentation order 
was adjusted so that starts and stops would occur in an approximately uniform 
distribution between 0 and 6 stimuli from the next target stimuli.  Data were recorded in 
an identical fashion to the previous chapter, although precisely 11 sequences of stimuli 
were presented to each participant in every tilt case, without optimizing the speed for the 
participant.  All human subject work was conducted under the review and guidelines of 
the Institutional Review Board. 
 
Data Irregularities 
One participant (M141, a 26-year-old female) was excluded from analysis 
because her BCI accuracy in the non-tilting environment was below 50% on average.  
Since this accuracy does not allow for correcting of errors in online communication, the 
effects of movement on her BCI accuracy was deemed irrelevant. 
An unfortunate programming error led to the MBOD ceasing to function after a 
large number of characters were selected through the BCI, and the method of failure was 
irregular enough that the problem was difficult to reproduce offline.  While the problem 
has since been found and addressed, the online data from three participants was affected 
to varying degrees.  M133, a 19-year-old male, experienced the failure just two characters 
from the end of one of his user-controlled movement sessions; the resulting data file is 
thus one character shorter than the others.  M136, a 21-year-old male, experienced a 
similar failure.  M142, a 59-year-old female, was affected the most severely.  During her 
first session, the rocking chair environment failed approximately halfway through the 
run. 
The above three participants are still in the study, as the majority of their data is 
still valid.  The data from the affected runs was still used in analysis, accounting for the 






The statistical analysis in this experiment is meant to address the following 
hypothesis: That movement significantly affects BCI accuracy and/or corrected 
throughput. 
However, of note is the fact that the same typing speed was used for all 
participants, regardless of the optimal speed for each person.  Put another way, for most 
participants the BCI was artificially slowed by presenting extra stimuli.  These extra 
stimuli not only slow the overall performance of the BCI in terms of throughput, but may 
serve to obscure any movement-related effects, since the additional data should improve 
the robustness of classification.  Given that actual BCI use would be optimized to a speed 
suitable to each individual, the analysis was performed in an offline manner, artificially 
reducing the number of sequences to an ideal speed.  The number of sequences for each 
participant was optimized based on a throughput measure known as BCI-Utility [13] 
calculated in the non-movement case; this approach mirrors an experienced BCI user 
being supplied with seating system control, who would already have a number of 
sequences set based on non-movement data.  See Chapter 5 for the reasoning behind the 
selection of BCI-Utility from the available metrics. 
Statistical analysis was performed with SAS20, using a linear mixed model 
(LMM) [14] to produce confidence intervals for the difference in accuracy and 
throughput in the different tilt cases.  Tilt case and session were included as categorical 
fixed effects.  Since accuracy variations by participant and correlations among 
observations on the same participant were expected, participant was included as a random 
effect.  The repeated measures design of the experiment was incorporated into the 
analysis. 
A second analysis was performed breaking the data into just two conditions: those 
selections made without movement (from the no tilt and user-controlled tilt cases) and 
those that were interrupted by movements in any way (from the rocking chair and user-
controlled tilt cases).  The analysis was otherwise identical to the above. 
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Results   
Figure 7 shows the mean BCI accuracy across participants as a function of the 
number of sequences used for typing.  The number of sequences used in the offline 
analysis, along with accuracy and throughput at that number of sequences, is shown in 
Table 5.   
Table 6 shows the estimates and confidence intervals for the difference in 
accuracy and throughput in different tilt cases, calculated at the optimal number of 
sequences for each participant.  As can be inferred from the confidence intervals, the only 
statistically significant difference observed was accuracy in the rocking chair 
environment. 
 























Table 5: Number of sequences used in the offline analysis, with accuracy and throughput at that number of 
sequences.  All numbers were calculated from data in the no tilt case, and ideal sequences and throughput 
were calculated using BCI-Utility. 
Participant Code Ideal Sequences Mean Accuracy 
(%) 
Mean Throughput   
(correct char/min) 
M132 4 93 4.70 
M133 4 88 4.09 
M135 5 79 2.72 
M136 5 82 2.98 
M138 9 82 1.88 
M139 5 89 3.62 
M140 10 79 1.57 
M142 8 89 2.52 
M144 4 76 2.88 
M148 10 86 1.95 
M149 8 82 2.07 
 
Table 6: Estimates and confidence intervals for the differences between tilt environments.  Lower and 
upper bounds are based on 95% confidence intervals. 
Difference in % Accuracy Estimate Lower Bound Upper Bound 
User-Controlled Tilt – No Tilt  -3.986 -9.132 1.161 
Rocking Chair Tilt – No Tilt -8.333 -15.37 -1.298 
    
Difference in Correct 
Characters/Minute 
Estimate Lower Bound Upper Bound 
User Control – No Tilt -0.4212 -0.9714 0.1298 
Rocking Chair Tilt – No Tilt -0.5214 -1.1424 0.0994 
 
The results from the second analysis appear in Table 7.  As may be inferred from 
the confidence bounds, the difference in accuracy is significant at the 0.05 level, whereas 





Table 7: Estimates and confidence intervals for the differences between characters interrupted by 
movements and those that were not.  Lower and upper bounds are based on 95% confidence intervals. 
Difference in % Accuracy Estimate Lower Bound Upper Bound 
Movement – Non-Movement  -5.41 -10.7 -0.1 
    
Difference in Correct 
Characters/Minute 
Estimate Lower Bound Upper Bound 






The rocking chair environment, the worst-case distracter, produced the worst BCI 
performance, but the difference was only statistically significant in accuracy (not in 
throughput).  The confidence bounds indicate that the difference in accuracy is likely to 
be less than 15 percentage points, while the impact on throughput is probably small but 
possibly important (<1.14 characters per minute for rocking chair).  The user-controlled 
tilt case, which was a model for how a system like this might be implemented in practice, 
produced performance somewhere between the other two tilt cases; the bounds for user 
control are about half that for the rocking chair on accuracy but similar on throughput (9 
percentage points, about 1 character per minute).   The second set of values corresponds 
to about 10% of mean accuracy and 30% of mean throughput in the no-tilt case.  If the 
underlying difference is near to these upper bounds, tilt operation may not be suitable for 
some users, particularly those for whom the BCI does not work well.  Further testing 
would be required to narrow the confidence bounds and achieve a better estimate of the 
performance difference, but most participants in the study were able to use the BCI to 
control a wheelchair seating system even without modification to the underlying 
classification methods.   
Only two participants dropped below the commonly-cited 70% accuracy 
threshold [15] in the user-controlled tilt case – M136 (mean accuracy 69% instead of 
82%) and M144 (mean accuracy 62.5% instead of 76%).  Both of these participants were 
among those for whom the BCI performed the best in terms of speed (the number of 
sequences was 5 and 4 respectively), and the difference in accuracy was substantially less 
at 11 sequences (5 and 1.1 percentage points, respectively).  This highlights my earlier 
statement that the large number of sequences can substantially reduce accuracy 
differences, and suggests that simply increasing the amount of data collected could help 
minimize the accuracy differences caused by tilt operation.  It should also be noted that 
the 70% threshold is based on corrected communication, where errors must be 
backspaced and then the original selection repeated.  In this particular control task, one 
could usually simply attempt to select the desired chair angle a second time, so lower 




an undesired tilt may cause users to be less forgiving of low accuracies, depending on 
personality and preference. 
The second analysis gave results nearly identical to the first: statistical 
significance only on accuracy (not throughput), and similar bounds.  The bounds are 
more difficult to interpret, however, as they represent the average difference in BCI 
performance between no movement and some mix of minor and large movement 
interruptions.   
This second analysis was primarily performed because the data from the first 
analysis suggest a "dose effect" of movement; the mean performance was worst in the 
rocking chair case, best in the no tilt case, and average in the user-controlled tilt case.  As 
these results echoed the amount of movement present in each case, the idea was formed 
that perhaps the user-controlled tilt case was simply a mix of the other two cases.  While 
the statistical significance indicates there is a difference in accuracy in this analysis, it 
should be noted that there is no statistical difference between the two halves of the data in 
the user-control case (p > 0.5 on all metrics).  Given this fact, the statistically significant 
difference in accuracy is likely due only to the difference between no tilt and rocking 






While the statistics indicate that rocking chair tilt does interfere with BCI 
operation, the confidence bounds on the effect of user-controlled tilt (the case of interest) 
are somewhat broad.  This could be interpreted as indicating that insufficient data was 
collected in this study.  Ultimately, technical difficulties related to data collection led to 
us canceling this study:  the wheelchair seating system was on loan, the MBOD-related 
issues required some participants to repeat runs, etc.   
This study only includes data from able-bodied individuals.  Individuals with 
moderate to advanced ALS typically use a wheelchair for mobility, which poses a 
substantial challenge.  Our able-bodied participants all used the loaner chair that we had 
instrumented for purposes of the study; participants who normally use a wheelchair 
would have to either transfer to the instrumented chair, or have instruments added to their 
chair.  Transfer to the instrumented chair would be the easiest option for the 
experimenters, but could be a considerable burden for participants.  While the system 
used in this chapter is capable of controlling tilt on most wheelchairs, instrumenting a 
chair requires a fair amount of effort and investment to ensure participant safety and 
experimental reliability.  While that amount of effort might be reasonable when providing 
a user with an in-home system, it is difficult to justify for a short research study.  
Additionally, the tilt speed of two chairs could be quite different, forcing researchers to 
choose between consistent timings and consistent angles.  Given these issues, the 
difficulties with data collection, and the relatively minor differences observed between 
tilt cases in the data we had, we decided not to recruit participants with ALS or other 
conditions; the outcome of this decision is that whether the results will generalize to 
potential BCI users is unclear. 
The wheelchair seating system used in the study was a realistic example of a chair 
that might be used by the target population, but from a scientific perspective had several 
non-ideal characteristics.  For example, the system only had one speed for tilt; the speed 
was different in each direction, and dependent on the weight of the person in the chair.   
One original goal of this experiment was to determine the effect of rotational 




in this chapter because preliminary analysis indicated that insufficient data were 
collected.  While the study was designed to ensure that an approximately equivalent 
number of target stimuli appeared at each time interval from a movement onset, the 
amount of data was limited by a desire to keep participant time requirements under two 
hours for the full session.  The number of starts and stops that could be accomplished in a 
given amount of time was determined by the chair used, which required nearly two 
seconds to reverse directions.  Due to these factors, each time lag from movement onset 
had, on average, 20 observations, which is already somewhat below the 36 artifact-free 
trials suggested for calculating P300 characteristics in clinical studies [16].  Furthermore, 
additional data should likely have been collected given that BCI operation is substantially 
faster than that suggested for clinical recordings; in this chapter stimuli were presented at 
approximately 6 Hz, as opposed to the clinical guideline of 0.5-1 Hz.  In addition, 
substantial movement artifact appears to be present in the recordings.  Finally, because 
the chair is designed for user comfort, the starts and stops are smooth rather than abrupt, 
making the onset of movement difficult to determine from the tilt angle.  These factors 
combine to make the analysis untenable; future investigators are cautioned to collect 
substantially more data than they think they need, presumably by limiting the time offsets 
that are studied, and probably also by increasing the length of the experiment or dropping 





This chapter presented the design and testing of a system interfacing a BCI with a 
generic wheelchair seating system, creating the first BCI-controlled wheelchair seating 
system.  The system could be operated by all users, though accuracy was significantly 
less in the worst-case scenario of near-constant movement.  Statistical analysis indicates 
that the performance penalty of user-controlled tilt is likely to be less than 9 percentage 
points or 30% of corrected throughput, based on the 95% confidence intervals.  Unlike in 
the previous chapter, these costs would not be offset by access to assistive technology; 
the system should likely be evaluated for individual users before being installed for in-
home use.  Presenting additional stimuli seems to offset the accuracy differences between 
tilt cases, so care providers may wish to increase the number of sequences presented to 
users who have difficulty controlling their wheelchair tilt angle through the BCI. 
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As noted in the previous chapters, for most users the information throughput of 
BCIs is low relative to existing assistive technology.  However, the issue of how to 
measure that throughput is far from resolved.  Many metrics are used in the BCI field, 
several of which have been created within the field to try to account for the way text is 
generated in specific BCI paradigms. 
This chapter is currently in submission to IEEE Transactions in Neural 
Engineering and Rehabilitation, with Stefanie Blain-Moraes as a co-first author and Jane 
E. Huggins as senior author.  As such, the material below (figures and text) is copyright 
IEEE pending acceptance.  The paper is written to suggest a standard choice of metrics 
and place of measurement for the BCI field.  Although the criteria were developed for the 
communication task, one of the recommended metrics, unlike many contending metrics, 
is applicable to environmental control as well.  Under the framework presented here, 
environmental control modules could be considered selection enhancement modules 
(defined below), and the results would follow.  
 
Introduction 
Brain-computer interface (BCI) technology can be used as a form of augmentative 
and alternative communication (AAC) by individuals who do not have any voluntary 
muscle control.  The architecture of a BCI-based AAC system can be represented by 
many different frameworks [1]; herein, we model BCI-based AAC systems as two 
interconnected modules, each of which is comprised of a number of functional 
components, depicted in Figure 8.  The BCI Control Module translates a BCI user’s brain 
state into a logical control output.  Its functional components may include a stimulus 




presentation of options in P300-based BCIs); electrodes and amplifiers; feature 
extractors; and classification algorithms.  A comprehensive review of the variations of 
each of these functional components is available in [2].  The BCI control module makes 
discrete selections from a system-dependent number of possible options. These selections 
are made independent of any semantic knowledge of the AAC interface, and the resulting 
logical control signal is sent to the Selection Enhancement module.  A Selection 
Enhancement module translates this logical control to semantic control, using techniques 
ranging from direct association (e.g. one output option corresponds to one specific 
communicative symbol) to more complicated algorithms such as error correction and 
word prediction.  These two modules work in tandem to provide a means of 
communication for individuals who have severe motor impairments that limit their ability 
to speak and to access traditional AAC devices.    
Many variations of each of the functional components of both BCI Control and 
Selection Enhancement modules exist, and can be combined together in multiple ways to 
produce unique BCI-based AAC system configurations.  To develop an optimal BCI-
based AAC technology, researchers must be able to compare each of these configurations 
to assess the relative benefit of each component to the overall communication capacity of 
the system.  In other words, the quest for the best BCI requires efficient evaluation 
criteria for the performance of each component of the communication system.   
As is the case with the evaluation of any AAC system, the issue of where to 
measure performance is paramount.  There are three locations, or levels, at which BCI-
based AAC performance can be measured, as depicted in Figure 8.  Level 1 performance 
is measured directly at the output of the BCI Control Module.  Here, the effective 
generation of a logical control output is commonly assessed by measures of speed, 
accuracy, or a combination thereof, such as information transfer rate.  To date, 
measurement of BCI performance has typically occurred at this level.  However, as BCI 
systems begin to explore improved user interfaces (e.g. integration of word prediction in 
spelling applications, innovative spelling systems, adaptive user interfaces [3], [4]), Level 
2 measures of communication capacity at the output of the Selection Enhancement 
Module have become more common [3–6].  Level 2 measures of BCI performance 




“power” in terms of what it can accomplish when the logical control signal has been 
interpreted by the Selection Enhancement Module.  While the rarity of in-home BCIs 
being used by the target population have delayed the need to identify a higher-level 
measure of BCI performance, the AAC literature indicates that it is also possible to 
measure performance of a communication system, and therefore of a BCI, at the level of 
the user.  This would be considered a Level 3 measurement of BCI performance, and can 
be assessed by determining whether the presence of a BCI leads to fuller, richer 
communication with a partner [7], or an improved quality of life [8].   
 
 
Figure 8: Architecture of a BCI-based AAC system that is comprised of two modules: (1) a BCI Control 
module that translates brain signals into logical control outputs and (2) a Selection Enhancement module 
that translates logical control to semantic control.  Performance of BCI-based AAC systems can be 
measured at three levels (labeled Level 1, Level 2, Level 3) within this architecture; each level of 
measurement is currently assessed by a variety of often incommensurable performance metrics. 
 
Within each level of assessment of BCI-based AAC performance, the issue of 
how to measure performance requires consideration. The way in which a user employs a 
BCI to accomplish a task significantly affects this process.   BCIs can be used in two 
different ways – to control a process (“process control”) or to select a goal (“goal 
selection”) [9].  Whereas the path towards the goal is important in process control BCIs, 




A large number of performance metrics have been used in BCI research studies to 
quantify the communication capacity of a specific BCI system.  As a standard metric 
does not currently exist, research groups are developing and publishing their own 
independent performance metrics to capture similar phenomena.  For example, in order to 
accurately capture the performance of a BCI where users were given the option of 
correcting mistakes that they had made in typing a sentence, Townsend et. al (2010) [10] 
developed the “practical bit rate”.  Jin et. al (2011) [11] used the practical bit rate, with 
the addition of the “written symbol rate”, which also claims to account for error 
correction.    
To determine the variety of metrics in use, we conducted a literature review in 
Web of Science, combining the keywords “brain-computer interface” and 
“communication”.  The search was limited to English communications in peer-reviewed 
journals dating between January 2005 and October 2011.  Articles were included if they 
described the performance of synchronous BCIs used by human participants for 
communication.  According to these criteria, 65 articles were retained and included in the 
appraisal.   
Within these 65 articles, 10 different combinations of metrics were used to 
describe BCI-based AAC performance.  These combinations included: 
(1) Accuracy [12–46] 
(2) Accuracy and information transfer rate (ITR):  [10], [11], [47–59]  
(3) Information transfer rate (ITR):  [60–66]   
(4) True and false positives: [67] 
(5) Accuracy and written symbol rate (WSR): [68]  
(6) Accuracy and speed: [69]  
(7) Accuracy and mutual information: [70]  
(8) Accuracy and number of errors: [71] 
(9) Accuracy and selections per minute: [35] 
(10) Accuracy, bit rate, selections per minute, output characters per minute: [3] 
 
The distribution of metrics used to describe BCI performance in these articles is 




Not only are the metrics presented in Figure 9 quite varied, many of them are also 
incommensurate.  Additionally, many are based on digital communication theory and 
thus on assumptions that do not necessarily hold for human-based communication.  
Human-based communication is a dynamic process which has been measured in the AAC 
field using speed, efficiency and accuracy [72].  Metrics that do not include the same 
variables from this set cannot be compared.  Furthermore, the omission of a variable in 
this set gives an incomplete account of the performance of the BCI as a communication 
system, which is the ultimate goal of BCI-based AAC technology.  The large number of 
incommensurable metrics that are currently used in this field precludes the comparison of 
the performance of different BCI systems and hinders rapid growth and development.    
 
 
Figure 9: Distribution of the many metrics combinations that have been used in the literature to report 
performance of a BCI used by human participants for communication from January 2005 – October 2011.   
 
As BCI-based AAC research continues to grow in popularity, there is a pressing 




performance in any study using a BCI for AAC.  Such metrics would enable the efficient 
comparison of various BCI components, accelerating the development of a practical, 
efficient BCI that can be used by individuals with severe motor impairments for the 
purposes of communication.  This manuscript will compare the performance metrics that 
have been used for Level 1 and Level 2 measurement of BCI-based AAC performance, 
and recommend a standard metric for each level.  Level 3 metrics will not be addressed; 
the interested reader is referred to the literature regarding measuring assistive technology 




Level 1 Performance Metrics 
 
Types of BCI Control Modules 
BCI Control Modules use pattern recognition techniques to translate the electrical 
signals generated from the brain states of BCI users into selections from variable 
numbers of discrete output options.  The Control Module functions under the assumption 
that (1) specific mental operations or (2) responses to specific sensory stimuli result in 
reproducible frequency or event-related potential patterns.  Thus, two types of BCI 
Control Modules can be distinguished: (1) Endogenous Control Modules, which respond 
to spontaneous control signals from the user (e.g. motor imagery to generate sensorimotor 
rhythms (SMRs)), and (2) Exogenous Control Modules, which respond to control signals 
evoked from the user by a stimulus (e.g. event-related potentials such as the P300 
response, or visually-evoked potentials (VEPs)) [2].  Effective Level 1 performance 
metrics should enable comparison within and between both types of BCI Control 
Modules. 
 
Evaluation Criteria for Level 1 Performance Metrics 
We define six criteria (described in detail below) for the evaluation of common 
Level 1 performance metrics.  An effective Level 1 metric would be able to capture the 
performance of a maximal number of BCI-based AAC systems. While future systems 
may be created that cannot be measured with existing metrics, we offer the following 
criteria aimed at measuring a metric's ability to capture performance of existing BCI 
systems with the intent to also accommodate future BCI systems.  The metric should 
have the ability to capture (1) throughput (throughput), (2) the performance of a BCI with 
a variable number of categorical outputs (categorical outputs), (3) unbiased performance 
(unbiased) and (4) the performance of an exogenous BCI when combining data from 
variable numbers of stimuli (# stimuli).  Furthermore, the metric should (5) enable 




and Selection Enhancement modules (prediction), and (6) be accessible to researchers 
and clinicians from various disciplines working in the field of BCI (accessibility).     
Throughput: BCI Control Modules must balance a tradeoff between system speed 
and system accuracy.  While accuracy is commonly reported, the time per decision varies 
widely between different BCIs, and can even be manipulated within the same study 
through offline analysis.  Effective Level 1 metrics must therefore capture system 
throughput (information per time).  Metrics that report throughput can allow direct 
comparisons of varied BCI types; such metrics also allow comparisons between different 
configurations of the same BCI, such as those used to optimize parameter settings.  
Categorical outputs: In BCI-based AAC systems, the discrete output options 
selected by the BCI user are either (1) categorical (e.g. letters from the alphabet in a P300 
speller) or (2) ordinal (e.g. targets in a one-dimensional SMR-based BCI whose labels 
indicate their distance from each other).  Metrics that are compatible with categorical 
outputs can be used with ordinal outputs, but the converse is not true; thus, Level 1 
metrics must support categorical outputs to allow comparison between varied BCI types.   
Unbiased: The reported performance of BCI Control Modules can be biased by 
two factors.  The first factor is a variable number of discrete outcomes.   P300-based BCI 
spellers enable the user to select from many options within a single trial (e.g. 4 options 
[76], 36 options [77], and 72 options [10]), whereas some mu-rhythm based BCI 
selection tasks only permit selection between two discrete outputs within a single trial 
[78].  Chance performance of the BCI Control Module is inversely related to the number 
of options.  The second factor is the marginal distribution of the intended BCI outputs 
determined by the experiment; in other words, the potential bias that is introduced if a 
BCI user is instructed to select one output option more frequently than others or if a 
Control Module preferentially selects one class over others.  To enable efficient 
comparison between different BCI Control Modules, Level 1 metrics must be unbiased 
by either factor.   
# stimuli: The previous three evaluation criteria apply to both endogenous and 
exogenous BCI Control Modules.  A fourth evaluation criterion applies only to 
exogenous BCI Control Modules.  Event-related potentials (ERPs) such as the P300 may 




attending.  Classification accuracy can be improved by averaging results across multiple 
trials; however, this improved accuracy comes at the cost of an increase in the overall 
amount of time required to make a selection [79].  To facilitate comparison between BCI 
Control Modules that use different numbers of presentations of the ERP-evoking stimuli, 
an effective Level 1 metric should also have the ability to assess performance across a 
variable number of stimuli presentations.   
Prediction: A powerful consequence of using standard, commensurable metrics to 
report BCI performance is the potential to predict the performance of a BCI system 
without needing to build and test it.  A metric that enables researchers to predict the 
performance of combinations of BCI Control Modules and Selection Enhancement 
Modules can save significant time and financial resources; instead of needing to 
physically build the BCI system of interest and recruit participants to test its performance, 
such a metric would enable an estimate of performance with a simple calculation.    
Accessibility: Finally, an effective metric must be practicably communicable 
between various research groups, accessible to individuals from various disciplinary 
backgrounds working in the BCI field.  The metric must present BCI performance in a 
form that is practical for journal articles, and sufficiently simple to be understood by 
those without engineering expertise.   
  
Common Level 1 Performance Metrics 
In light of the six criteria defined above, we present and discuss five common 
Level 1 performance metrics in this section: (1) error rate or classification accuracy; (2) 
Cohen’s Kappa coefficient; (3) confusion matrix; (4) mutual information; and (5) 
information transfer rate or bit rate.  The discussion is summarized in Table 8. It is 
possible to address the limitations of some metrics through relatively minor adjustments 
(e.g. in addition to accuracy, one can report time per sequence and time between 
characters in a P300-speller BCI to enable the derivation of ITR).  However, as these 
metrics are often reported without the information necessary for such conversions, they 
will be evaluated according to the six criteria under the assumption that no further 
information about performance is provided.  Several other Level 1 BCI performance 




correlation coefficient and mean square error [80].  These metrics are often used in SMR-
based BCIs, but as they cannot be used with the categorical output generated by some 
BCI-based AAC systems, they will not be discussed further in this paper.   
 
(1) Error rate or classification accuracy [81] 
 
This metric determines how often the BCI makes a correct selection; in other 
words, the percentage of total selections that are correct.  While it is the most intuitive 
metric of BCI performance, it does not account for time, often suggesting that BCI 
performance increases monotonically with time per decision.  Furthermore, this metric is 
biased by the chance performance of AAC configurations with different numbers of 
discrete outcomes, and assumes the existence of a single accuracy which is uniform 
across all possible outputs.   
  
(2) Cohen’s Kappa coefficient [82], [83] 
 
Cohen's Kappa is a measure of the agreement of two observers; for a BCI-based 
AAC system, it is used as a measure of agreement between the correct output and the 
BCI Control Module output.  Like classification accuracy, this metric does not account 
for the time required to make a selection, and does not give a measure of throughput.  
Unlike accuracy, Cohen's kappa factors in chance agreement, however, it can still be 
biased by the distribution of samples used to test the Control Module [84]. 
 
(3) Confusion matrix [85] 
 
For BCI-based AAC systems, a confusion matrix is a matrix with correct output 
as rows, BCI Control Module outputs as columns, and the number of occurrences in the 
intersections.  The diagonal therefore represents the number of correct outputs.  The 
confusion matrix does not account for time and thus does not measure throughput.  One 
advantage of this metric is that the relative sums of the rows reveals the frequency of 




row-column errors in the P300 Speller).  The tradeoff for this additional information, 
however, is the need for enough data to sufficiently populate the matrix.  Every entry in 
the matrix is proportional to a probability density estimate for a particular combination of 
correct and actual outputs; the number of density estimates that are required thus grows 
as the square of the number of states. Particularly in P300 experiments where 36 or more 
possible outputs are typical, this amount of data is rarely available. 
Confusion matrices contain more information than other Level 1 metrics.  In 
addition to showing the frequency of each intended output of the experiment, these 
matrices can show non-uniformities in accuracy between the possible outputs and also 
error biases, if present.  These aspects could make Confusion matrices a powerful tool for 
prediction.  However, Confusion matrices are 2-D when representing the performance of 
one specific BCI configuration; representing the performance across a varying number of 
stimulus presentations would require reporting a 3-D matrix, which would be impractical 
in journal articles.  In addition, while the 2-D matrices may be easily reported for SMR-
based systems or other BCIs with a small number of total possible outputs, it will be 
much more difficult for ERP-based spellers or other BCIs with a large number of total 
possible outputs.  (As examples: Farwell and Donchin’s 36-class P3 speller would require 
reporting a matrix with 1296 entries [77]; Townsend’s 72-class speller would require 
reporting 5184 entries [10]).  Furthermore, most of the entries are small in value, and 
therefore difficult to measure accurately.  The combination of these factors makes the 
Confusion matrix inaccessible.   
 
(4) Mutual information [86], [87] 
 
Mutual information is a measure of the overlap between the correct output and the 
output of the BCI Control Module; it is a measure, in bits, of the throughput of 
information from the BCI.  Since its formula includes marginal and error probabilities, it 
is robust with respect to experimental and system bias.   However, to account for these 
sources of bias, the calculation of mutual information requires the estimation of the joint 
statistical distribution of the input and output; the amount of information needed for this 




making it impractical for use in a realistic setting with a BCI with a high number of 
possible outputs, such as a P300 Speller.   
 
(5) Information transfer rate (ITR) or bit rate [87].   
 
Information transfer rate (ITR), also called bit rate, is another measure of the 
amount of information passing through a device per unit time.  It is derived from mutual 
information, so it works with categorical outputs and accounts for variable numbers of 
stimulus presentations.  In the derivation, Wolpaw et al. [87] assumed that the probability 
of error is uniform across all possible outputs, and that errors (when made) are uniformly 
distributed among the available choices.  While the violation of these assumptions can 
produce unexpected results, ITR has far lower data requirements than Mutual 





Level 1 Performance Metric Recommendations 
As illustrated in Table 8, none of the metrics that are currently used to report 
performance of a BCI Control Module satisfy all six criteria of an effective Level 1 
metric.  The Confusion Matrix is the only metric that enables prediction of the 
performance of a BCI system; however, its lack of accessibility makes it impractical as a 
standard Level 1 metric.  Mutual information and information transfer rate are the only 
two metrics that measure throughput.  Mutual information satisfies five of the six 
evaluation criteria, its robustness with respect to bias making it a better metric than 
information transfer rate (ITR).   However, the amount of data required to estimate the 
joint statistical distributions of the input and output required to calculate mutual 
information can be very difficult to attain in BCI experiments due to practical 
considerations such as subject fatigue and motivation.  Fortunately, ITR and mutual 
information are commensurable metrics; in fact, ITR was derived from mutual 
information.  We therefore recommend the use of mutual information when bias is 
expected or deliberately introduced, and the ITR approximation in other situations, as the 





Table 8: Comparison of common Level 1 BCI-based AAC performance metrics.   
Check marks indicate that the metrics fulfills the evaluation criterion. 
The following abbreviations were used in the above table: P: probability of correct selection; N: number of choices; 
p(x): marginal distribution of X; p(x,y): joint distribution of X and Y; c: time per selection. 
 










































































        
Confusion Matrix 
A matrix with intended (true) outputs as rows, actual 
outputs as columns, and the number of occurrences in the 
intersections. 
















(Note this can be used to measure throughput rate by simply 
dividing by the time per trial) 
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Level 2 Performance Metrics 
Types of Selection Enhancement Modules 
Three types of Selection Enhancement modules can be defined based on their 
respective mechanisms for enhancing the logical output they receive from the BCI 
controller: (1) error correction; (2) rate enhancement; and (3) control state detection.   
1. Error correction mechanisms are ways by which either the user or the system can 
recover from errors.  These mechanisms range from providing the user with an 
option to undo a previous selection, to detection of an “error potential” brainwave 
that would automatically undo an erroneous selection [88].   
2. Rate enhancement mechanisms map the discrete logical selection received from 
the BCI controller into selections with a larger unit of semantic meaning.  Such 
mechanisms range from populating selection options with communicative signs 
and symbols, e.g. Blissymbols [89], to enhancing a P300 speller with a word 
prediction program, which enables users to complete full words in a single 
selection [3].   
3. Control state detection mechanisms monitor the attention of the user, and abstain 
from making a selection when the user is not paying attention to the BCI, thus 
preventing selections which are likely to be erroneous [90].   
 
While all three mechanisms operate on different principles, they are each 
designed with the common purpose of enhancing the effectiveness of BCI-based 
communication beyond what is possible with a BCI Control Module alone.   
 
Evaluation Criteria for Level 2 Performance Metrics 
To develop an evidence-base for the informed choice of Selection Enhancement 
modules for a BCI, it is imperative to have a metric that enables comparison within and 
across all three Selection Enhancement mechanisms described in section 3.1.  In addition, 
the metric should be usable with different subject instructions regarding the handling of 
errors specified in an experimental protocol (e.g. user required to correct errors, users 
required to ignore errors).  Finally, the criteria of prediction and accessibility as defined 
for Level 1 metrics also apply for Level 2 performance metrics.  The accessibility 
criterion is even more important for Level 2 metrics than for Level 1 metrics, as it is 
likely that a broader range of disciplines will be interested in Level 2 measures of 




enhancement, 3) control state detection, 4) experimental protocol with and without error 
correction, and should allow 5) prediction, and 6) accessibility.   
 
Common Level 2 Performance Metrics 
In the current literature, six Level 2 metrics are used: (1) the Written Symbol 
Rate, (2) practical bit rate (3) the Extended Confusion Matrix, (4) the system efficiency, 
denoted "EffSYS", (5) Output Characters per Minute and (6) the BCI-Utility Metric.  We 
describe and discuss these metrics with respect to the six criteria presented in section 3.2.  
The results of the comparison are presented in Table 9.   
 
1) Written Symbol Rate [4] 
Written Symbol Rate (WSR) is primarily applicable to error correction 
mechanisms in BCI Selection Enhancement.  The formula accounts for the cost of 
selecting an erroneous character – selecting a backspace, then selecting the correct 
character – and for the fact that each selection involved in correcting the error is subject 
to error itself.  However, the WSR strictly underestimates system performance, especially 
for low accuracies, as the formula uses ITR to derive the symbol rate.  ITR already 
includes theoretical error correction; thus WSR accounts for each error twice, making it 
an invalid measure.   
 
2) Practical bit rate [10] 
Like the WSR, practical bit rate is primarily applicable to error correction 
mechanisms in BCI Selection Enhancement.  To determine an ecologically valid metric 
of performance, the formula adds a penalty of two additional selections for every error 
incurred, accounting for the same likelihood and making an error during the correcting 
process as in the original attempt.  The formula used to calculate this metric is the same 





3) Extended Confusion Matrix [6] 
The extended confusion matrix (ECM) is an extension of the confusion matrix 
(described in section 2.3) that accounts for abstentions, or situations where the BCI 
system deliberately decides not to output a selection.  ECM enables the prediction of 
system performance with classifiers and control interfaces from different studies.  
However, this requires the collection of sufficient data to provide estimates of each 
probability of misclassification.  Thus, like Mutual Information or Confusion Matrices 
among the Level 1 metrics, ECM requires more information than is available in many 
BCI experiments (e.g. ECMs for spellers would include thousands of entries and be 
impractical to both report and interpret).  ECM also does not currently have a mechanism 
for capturing selection enhancements such as word prediction or symbolic 
communication. 
The problem of inaccessibility could be reduced by reporting aggregate data from 
all subjects; however, this approach introduces subtle biases into the data.  As examples: 
the backspace option is more likely to be selected by individuals with poor performance; 
in time limited trials, only participants with good performance will complete the 
sentence, thus characters appearing earlier in the sentence are likely to show a bias 
towards poor performance.  These subtle factors mean that even aggregate data must be 
reported and interpreted with caution. 
 
4) EffSYS [6] 
EffSYS is a measure of the efficiency of a BCI system.  EffSYS is based on ECM, 
but differs in that it (a) includes calculations for the cost of errors; (b) is a scalar metric, 
and therefore accessible for publication; and (c) integrates information from the whole 
system, and thus cannot be used to predict performance of new systems.  EffSYS is 
designed to account for the fact that different outputs may have different probabilities of 
correct classification; however, its derivation assumes that the probability of selecting a 
‘backspace’ option is equal to the probability of selecting all other outputs.  This 




output of the BCI is not greater than 50%, EffSYS is zero.  This behavior can be corrected 
by a modification to the formula, which we present as EffSYS’. 
 
5) EffSYS' 
EffSYS' is a modification of EffSYS that accounts for the fact that different outputs 
may have different probabilities of correct classification.  The formula presented in Table 
9 is derived for the condition of a BCI user selecting outputs (e.g. letters) with the option 
of undoing erroneous selections, and re-selecting the output of choice.  This formula 
allows all outputs but the 'undo' option to have any non-zero accuracy; only the 'undo' 
option is required to have an accuracy greater than 50% 
 
6) Output Characters per Minute [3] 
Output Characters per Minute (OCM) is calculated by dividing the final length of 
the error-corrected output by the time required to accomplish the task.  The metric is 
intuitive, and has the ability to capture the performance of all three types of selection 
enhancement modules.  However, as currently presented, the metric is not applicable to 
experimental protocols where errors remain in the final text, and it unduly penalizes 
system performance in situations where users did not notice an error immediately and 
continued typing before returning to correct the mistake.  Furthermore, OCM is restricted 
to character-based communication.  Although the majority of BCI research has focused 
on spelling applications, there are a wide variety of AAC systems that take advantage of 
symbolic or pictorial communication.  To improve communication efficiency, BCI-based 
AAC systems will likely adapt these well-established conventions from the AAC field; 
the performance of such BCI systems is impossible to capture with OCM. 
 
7) BCI Utility metric [5] 
The BCI Utility metric was designed to capture the performance achieved by BCI 
systems.  BCI Utility is able to effectively measure the performance of all three types of 




without error correction.  Dal Seno et al. [5] present several forms of the metric; in Table 
9, we present the form that is directly comparable to ITR.  If none of the presented forms 
are appropriate, researchers may derive a new form from its basic principles to account 
for the specific implementation of their BCI-based AAC system.  A simple example 
would be adding a modification for non-uniform accuracy across all possible outputs.  
Consequently, the BCI Utility metric can be extended to performance enhancements that 
the authors did not anticipate.  Indeed, the Utility metric may also be appropriate for 
BCIs designed for purposes other than communication. 
To further illustrate the differences between these six Level 2 metrics, a 
comparison is provided in Figure 10.  Data was collected in a 3-session experiment 
performed using the methodology of [91].  Briefly, participants (n = 22, including 9 with 
amyotrophic lateral sclerosis) were asked to copy a total of 9 sentences, each 23 
characters in length.  Participants corrected errors using a backspace option in the BCI.  
Sentences were excluded if the participant did not complete the full sentence, correcting 
all errors, within 15 minutes. The 75 sentences with the lowest OCM are reported in the 
figure. The metrics were calculated from online results using a simple least-squares 
classifier.   
In this dataset, OCM and BCI-Utility differed only on two datapoints (circled).  In 
both cases, the user noticed an error only after typing several correct letters, and had to 
erase those letters to correct the mistake.  Thus, the BCI-Utility represents an estimate of 
the OCM the system would have achieved without user error.  It can also be noted that 
WSR severely underestimates performance, while ITR overestimates performance 
(particularly for low accuracies).  EffSYS estimates the performance of 40 of the sentences 
to be zero.  EffSYS' takes similar values to the non-zero EffSYS estimates, but is still less 




Table 9: Comparison of common Level 2 BCI-based AAC performance metrics. 
Check marks indicate that the metric fulfils the evaluation criterion. 
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The original reference did not report a formula, this was back-calculated from the results 
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Where LCW is the mean codeword length and ESC is the expected selection cost, as per [6]. 
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Where LCW is the mean codeword length, NLA is the number of symbols in the logical alphabet, and p̂  is the 
probability of a logical output appearing, as per [6].  The symbols p(i) and pb are the probabilities of correctly 
identifying output i and the backspace option, respectively. 
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Note several forms exist in the original reference (no claims are made that this particular form generalizes to all 
enhancements; this form is characters/minute) 
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Level 2 Performance Metric Recommendations 
As illustrated in Table 9, the BCI-Utility Metric meets the most selection criteria.  
Unlike the Extended Confusion matrix, it cannot be used to predict performance of 
different combinations of BCI Control Selection Enhancement modules, which limits the 
power of this metric.  However, it is compatible with all types of Selection Enhancement 
modules and experimental protocols; it is also accessible.  Thus, we recommend the use 
of the BCI-Utility Metric as the standard to report Level 2 performance of any BCI, 
enabling the efficient comparison of BCI Selection Enhancement Modules.  Level 1 
metrics should also be reported in any research involving Selection Enhancement, so that 
the effect of the Selection Enhancement Module can be clearly seen, and underlying 
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Figure 10: a) Comparison of each scalar Level 2 metric on data from a P300 copy-spelling task with 
correction, 75 sentences from 22 users, sorted by OCM.  All metrics were converted into characters per 
minute.  EffSYS and EffSYS' were calculated on the assumption that the accuracy for untested outputs was 
equal to the mean of the accuracies of all tested outputs.  b)  The ECM for the first datapoint presented in 
a). For space reasons, the 73 ECMs corresponding to the other datapoints are not presented.   This 






The continued popularity of research in and development of BCIs has created a 
pressing need for the adoption of standardized BCI Evaluation Metrics that can be used in 
any BCI study to report performance.  Without such metrics, BCI studies that 
demonstrate the performance of various BCI Control module or Selection Enhancement 
module components remain incommensurable, preventing comparisons of BCI function 
between labs.  This severely limits progress toward developing a practical, efficient BCI 
that can be used for communication by individuals with severe motor impairments.  
Based on criteria chosen to maximize comparability between all variations of BCI-based 
AAC systems, we make the following recommendations: 
 
1. Using Mutual Information/ Information Transfer Rate (ITR) as the standard 
metric for reporting Level 1 BCI performance, and the BCI-Utility Metric as the 
standard metric for reporting Level 2 BCI performance.   
 
2. Supplementing these standard metrics with specific metrics typically used for a 
particular BCI paradigm.  For example, in the P300-Speller BCI, the accuracy of 
the system versus the number of stimulus presentations is typically reported; in 
this situation, we recommend reporting accuracy versus time, with ITR overlaid 
on top, as presented in Figure 11.  Note that if the speller involved any Level 2 
enhancements, BCI-Utility should also be reported.  Such a graph is not 
applicable for endogenous BCIs such as those controlled by SMRs, where the 
BCI user is presented with constant feedback; for these systems, reporting the 
accuracy and ITR of the system using online settings is sufficient.  
 
3. Reporting both Level 1 and Level 2 metrics in Selection Enhancement module 
studies.  The performance of BCI systems with Selection Enhancement modules 
is dependent upon the performance of the BCI Control Module as well as the 
performance of the Selection Enhancement module.  Reporting both metrics 
enables the performance of each module to be assessed independently.  Similarly, 
when BCI systems are eventually assessed at the level of the user, it will be 
important to report Level 1, Level 2 and Level 3 metrics simultaneously, so that 






Figure 11: Example of augmented Level 1 performance metric for a P300-speller BCI.  Both the ITR and 
the accuracy are reported with respect to time, enabling comparison with other BCI Control Modules.  Note 






While the recommended metrics enable efficient comparison of most existing BCI 
systems, they may be limited in their ability to measure the performance of BCI systems 
that are developed under control paradigms other than those mentioned in this paper.  For 
example, theoretical self-paced BCIs are continuously available to the user, and aware of 
when the user is engaging with the BCI interface or paying attention to something else 
(i.e. they support no-control states) [92], [93].  Neither of the recommended metrics 
would be adequate to measure performance of such a system.  Further, throughput is not 
necessarily a key metric for self-paced BCIs, which incorporate potentially long periods 
of subject inaction.  Other metrics, such as receiver-operator characteristics (ROC) [94] 
may be more suitable [90].   However, if self-paced BCIs are used to communicate 
frequently, this would likely be accomplished through a switch scanning system.  In this 
case, the BCI-Utility Metric could be extended through careful measurement of the 
average time per selection and accuracy of selection achieved. 
The recommendations in section 4.1 are specific to BCIs used for AAC.  BCIs 
used for the purposes of mobility or environmental control (e.g. to drive a power 
wheelchair or to operate a call-button) may use different evaluation criteria to select 
efficient performance metrics, as system accuracy is often more important than 
throughput.  In such situations, the benefit of each selection (a critical concept in BCI-
Utility) may be difficult to define.  Therefore, while we recommend reporting the above 
metrics in any BCI research that includes communication, we do not expect the metrics to 
capture all aspects of system performance outside the realm of BCI-based AAC systems.   
The selection of standard metrics to report Level 1 and Level 2 BCI-based AAC 
performances is a critical first step in enabling effective comparison of various BCI 
systems used for communication.  The adoption of these metrics as the standard in the 
field is necessary, but not sufficient, to achieve this goal.  A set of guidelines must also be 
established within the BCI field that detail the appropriate ways of presenting and using 
each of the metrics recommended in this review.  Examples of issues to be resolved in 
future guidelines are: the Level 1 ITR metric has sometimes been reported with the time 




very difficult; the Level 2 BCI-Utility metric will only be effective when comparing 
symbol-based versus letter-based selections if the relative benefit of symbolic-based 
communication is provided.  This review provides a foundation for the development of 
such guidelines; future work in this direction is encouraged in order to develop widely-
accepted standards that are used to report BCI-based AAC performance using these 
recommended metrics.  Finally, as BCIs transition from laboratory-based technologies to 
home-based technologies, the development of standard Level 3 metrics will be necessary 
to facilitate the comparison and development of effective BCI-based AAC systems that 
can be used by individuals with severe motor impairments in a naturalistic 
communication setting.     
Finally, it is important to recognize that in spite of our best efforts, there are 
experimental factors that potentially bias comparisons that cannot be corrected for by any 
single metric.  Information about performance is always obtained under a restricted set of 
parameters that may favor one device over another.  Standardizing the metrics used by 
the BCI field is advantageous to all involved, however, researchers must be vigilant 
against the biases inherent in each metric to ensure fair comparison of the performance of 





Based on the criteria proposed in this paper, we recommend that when results of 
BCI-based AAC studies are disseminated: (1) the ITR should be used to report Level 1 
BCI performance and the BCI-Utility Metric should be to report Level 2 BCI 
performance; (2) these metrics should be supplemented by information specific to each 
unique BCI configuration (see Figure 11 as an example); and (3) studies involving 
Selection Enhancement Modules should report performance at both Level 1 and Level 2 
in the BCI system.  Following these recommendations will enable efficient comparison 
between both BCI Control and Selection Enhancement modules, accelerating the 
development of a practical, efficient BCI that can be used by individuals with severe 
motor impairments for the purposes of communication.  
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Estimating and Predicting BCI Accuracy 
 
Cursory study of the previous chapter will reveal that nearly every metric requires 
a value for BCI accuracy.  For some metrics, this value is required per class (e.g., for a 
P300 Speller using a 6x6 matrix, 36 accuracy values would be required to calculate the 
mutual information metric).
Unfortunately, one cannot simply measure accuracy.  From a statistical 
perspective, accuracy is an unknown parameter that can only be observed through a 
Bernoulli process (the outcome of which is a binomial random variable).  While 
estimations can be made from even small datasets, the confidence bounds are large unless 
a large number of trials are obtained.  Since BCIs are quite slow, this requires longer 
experiment lengths, which can be inconvenient and uncomfortable for participants. 
An example will illustrate the severity of the problem.  Based on our experience, 
two hours is a cut-off point at which most participants lost interest, and about half an 
hour is required for setup.   Allowing time for rest periods, a participant whose BCI speed 
is 5 selections/minute could complete perhaps 300-400 selections in an experiment. A 
participant whose BCI speed is 2 selections/minute might only be able to complete 120-
160 selections.  Most BCI experimental designs involve comparing performance under 
multiple conditions, and an accuracy estimate will be required per condition; this 
effectively divides the number of selections available by the number of conditions. 
The most favorable scenario, a fast BCI user in an experiment with only two 
conditions, thus results in a maximum of 200 selections per condition.  The width of the 
confidence bounds depend on the accuracy achieved, but range from 1-14% (at an 
observed accuracy of 90%, the confidence bounds are [85%, 94%], nearly 10% wide).  
For a modest worst-case scenario, a slow BCI user with even 4 experimental conditions, 
the bounds range from 10%-37%.  An observed accuracy of 90% produces a 95% 




If estimates are required per class, the situation is untenable.  Best-case 
performance in even a single-condition experiment allows only ten observations per class 
(measurement granularity of 10%, confidence bounds cover 30-60% of the accuracy 
space).  Worst-case performance in a single-condition experiment allows only four 
observations per class (measurement granularity of 25%, confidence bounds cover 60-
85% of the accuracy space).  Considering that a single-condition experiment doesn't have 
an experimental variable, this situation is unacceptable. 
The following chapter is in submission to IEEE Transactions in Neural 
Engineering and Rehabilitation, with Jane E. Huggins as senior author and Seth 
Warschausky as co-author.  Due to the venue of publication, more time is spent on 
method development than motivating the need for performance prediction.  The 
introduction thus focuses on a particular aspect of EEG signals that will be exploited in 
the method proposed.  However, the primary result is a method to estimate accuracy on 
small datasets.  Confidence intervals will not be calculated, but it will be shown that the 
method produces estimates more correlated to daily accuracy than the observed accuracy 
on small datasets. 
 
Introduction 
Brain-computer interfaces (BCIs) are commonly defined as a technology that 
allows communication and control without requiring muscle movements by the user [1].  
As such, BCIs offer hope of communication for people with the most severe muscle 
impairments, such as locked-in syndrome. 
One of the most common BCIs researched today is the P300 Speller, first 
proposed by Farwell and Donchin [2].  The P300 or P3 Speller is so named because it 
utilizes the P300 response, a positive deflection approximately 300 ms post-stimulus that 
is evident in electro-encephalogram (EEG) recordings.  In most modern methods, some 
form of automated data mining or machine learning is used.  As a consequence, several 
event-related potentials (ERPs), including the P300, can be used in the classification 




In this paradigm, the brain activity of users is recorded while the users are 
presented with a series of stimuli, often flashing rows and columns in a grid of letters.  
The system must then identify which stimulus the user is attending, by determining which 
brain responses contain the indicative ERPs.  In the signal processing community, this 
process is known as classification.  Particularly in EEG, the signal-to-noise ratio is so low 
that ERPs are buried within noise and difficult to detect or study from single flashes; 
single-response measurements are of interest in neuroscience and psychophysiology as 
well as BCI (see, for example, [5–8]).  In most BCI systems, however, each stimuli is 
presented multiple times before making a decision.  Signal averaging is then performed, 
either explicitly prior to classification, or implicitly through averaging the classifier 
scores (mathematically equivalent for linear classifiers). 
Signal averaging is also commonly used in the neuroscience and 
psychophysiology fields, where ERPs such as the P300 have been and continue to be 
studied in detail – a Web of Science search for "P300" and "ERP" returns over 1900 
results, 29 of them in the first four months of 2012.  One aspect of ERPs which has been 
acknowledged and studied in these bodies of literature, but is nearly untouched in the 
BCI research which relies on ERPs, is that of latency jitter, also known as latency 
variation.  Latency jitter is when the latency, the lag between stimulus and ERP, is not 
constant between trials. 
Despite its name, the P300 response does not always appear precisely 300 ms 
post-stimulus.  Latency has been shown to correlate with age, cognitive ability, and other 
factors (for reviews, see [9], [10]).  However, since P300-based BCIs are typically trained 
with data from each user, variations between users are less important for BCIs than 
within-user variations.  Even under tightly controlled conditions, such within-user 
variation is known to exist [11], [12].  Large deviations are observed when attention is 
divided between two tasks, with the magnitude of the latency change varying with the 
perceptual difficulty of the second task [10].  BCI use, particularly on-line, in-home use 
such as composition of text, could be accompanied by several secondary tasks requiring 
varying amounts of attentional and perceptual resources.  Additionally, BCI systems 
often disregard the criteria recommended for clinical ERP measurement.  For example, 




systems several stimuli are presented per second.  Many of the differences between ERP 
laboratory studies and BCI system use can be expected to increase latency jitter or 
otherwise have undesirable effects on signal quality. Latency jitter is far more troubling 
than amplitude variations for systems relying on signal averaging, as noted in [2].  For a 
simulated example of the difference, see Figure 12. 
 
 
Figure 12: Simulated P300 responses demonstrating the effects of amplitude variation and latency jitter on 
the average response.  The amplitude and latency of the response were varied by identical proportions.  The 
distortion in the average is clearly visible when latency jitter is present. 
 
Yet latency variation is nearly unstudied in BCIs; the only extant work appears to 
be Markazi, et al. [14], in which latency was adjusted in the time domain before wavelet 
filtering.  We therefore investigated the role that latency jitter plays in BCI operation.  
We present a new method of measuring latency jitter, called "classifier-based latency 
estimation" or CBLE, that exploits the time sensitivity of the classifiers used in BCI 
research.  The following is an initial report of our findings, including the results from the 







The data were collected according to the methodology presented in Thompson, et 
al. [15].  Briefly, each participant completed three sessions, on three separate days, using 
our row-column ERP-Speller.  On the first visit, participants were asked to copy a 19-
character phrase ("THE QUICK BROWN FOX"), which was used to train the online 
classifier.  The training was performed using 15 intensifications of each row and column; 
the number of intensifications during the testing set was determined per participant based 
on training accuracy, varying from 3 to 15 with a mean of 6.7.   
The five-character word "JUMPS" was used as an online test.  An accuracy of 
80% was required to continue the experiment; if an accuracy of 60% or less was 
observed, training was repeated until 80% was achieved.  If 80% accuracy could not be 
achieved within an acceptable time, the participant was compensated for their time but 
not invited to continue the study.  This test was performed because our protocol included 
the correction of errors, which requires greater than 50% BCI accuracy.   
Once the desired accuracy was achieved, participants were asked to copy three 
23-character sentences, correcting all errors using a backspace option in the BCI.  Each 
sentence was typed into a different device using the BCI and our Multi-purpose BCI 
Output Device [16].  When using one device, participants were also asked to select a 
"speak" option from the matrix after correctly completing the sentence.  
The second and third sessions were identical to the first, with the exception that 
the initial 19-character training was not performed, and the classifier from the first 




These analyses were conducted on data from 31 of the first 32 participants to 
successfully complete an ongoing study of BCI applications.  Twenty participants (ages 




from three of these users were previously reported in [15].  Ten participants (ages 45-78, 
mean 61.3) with Amyotrophic lateral sclerosis (ALS) were recruited from an ALS 
outpatient clinic.  One participant (age 19) with muscular dystrophy (MD) was recruited 
from an MD outpatient clinic.  Only the three users from [15] had previous BCI 
experience, the rest of the participants had not used a BCI prior to this study. 
The excluded participant, an individual with ALS, lost track of his place in the 
sentence several times during the experiment.  As such, the data is unusable, as his intent 
cannot be unambiguously determined. 
All activities were performed under the review of our Institutional Review Board 
(IRB) and conformed to all institutional guidelines on human subject research. All 
participants gave informed consent and were offered compensation for their time.  
Several of the participants with ALS refused to accept compensation.   
 
Classifier-Based Latency Estimation 
Our new method works by exploiting the classifier's sensitivity to latency 
variability.  The classifier is applied at different time shifts, and the shift that corresponds 
to the maximum score from the classifier is defined as the latency shift for the current 
observation.  Then the statistical variance of this shift feature (among attended flashes) is 
defined as the classifier-based latency estimate (CBLE).  
This new method can be considered a generalization of the Woody & Nahvi 
technique to align asynchronous responses [17].  Where Woody & Nahvi [17] used the 
statistical cross-correlation to find the optimal latency shift between a response and a 
template, our method uses a classifier score.  Any linear classifier, which can be expected 
to show significant vulnerability to latency variability, should be suitable for this 
technique.  Non-linear classifiers may vary in their vulnerability to latency variability; the 
benefit of this technique may be reduced for some non-linear classifiers.  Note that if the 
mean response to attended stimuli is used as the classifier weights, the first iteration of 
the original Woody & Nahvi method is recovered. 
To confirm that this method is relatively classifier-independent, this study will 
incorporate the use of two classifiers – one based on least-squares (LS), and another on 








EEG data was collected using a g.USBamp from Guger Technologies, which 
sampled at 256 Hz after hardware filtering.  The data was then broken into epochs 
consisting of the first 800 ms after each stimulus.  These epochs were decimated by a 
factor of 13 using a moving-average-and-downsample operation, reducing the number of 
features to prevent overfitting of the classifiers.  The classifier weights were upsampled 
by the same factor rather than applying the same operation to all data to be classified.   
CBLE estimates were calculated by applying the classifier over the range [-100, 
900] ms, thereby allowing the estimates to range from approximately -100 ms to +100 
ms, in steps of approximately 4 ms.  Due to rounding and the decimation operation, the 
range was not perfectly symmetrical around zero offset. 
 
Hypotheses and Data Analytic Approach 
We hypothesized that CBLE would correlate significantly with BCI accuracy. 
Initially, we examined the association between CBLE variability and BCI accuracy by 
computing the Pearson correlation coefficient.  CBLE and BCI accuracy were both 
calculated on a per-sentence basis, including data from all days and users. 
Using longitudinal data elements, we then investigated CBLE as a predictor of 
BCI performance.  We hypothesized that the variance of CBLE on the five-character 
word "JUMPS" would be a good predictor of the first day's performance.  This 
hypothesis was tested by comparing the prediction based on CBLE to that based upon 
accuracy on "JUMPS".  We obtained the prediction from CBLE for each user in two 
steps: 
 
1. Applying a curve fit to var(CBLE) and accuracy from all other users’ full-length 
sentences (the current user's data were not used in the calculation) 
2. Calculating the value of that curve fit at the var(CBLE) observed in the "JUMPS" 





Statistical significance of the resulting prediction was tested based on the Pearson 
correlation coefficient.  We also calculated confidence bounds on the difference between 
the two correlation coefficients, using methods presented in [18]. 
We then hypothesized that the CBLE of training data (the 19-character "THE 
QUICK BROWN FOX") would be a good predictor of the first day's performance.  This 
hypothesis was tested by comparing CBLE predictions to those based on training 
accuracy, and also the gold-standard for training data: cross-validation accuracy on the 
training dataset.  The prediction was performed in the same manner as the above test, 
though the CBLE was calculated on the training data.  Confidence bounds were 






Figure 13 is a scatter plot of the relationship between latency variation and BCI 
accuracy.  As can be seen from the figure, CBLE is highly correlated with online BCI 
accuracy for both classifiers (rLS = -0.7451, pLS < 10
-49




Figure 13: Accuracy plotted against classifier-based latency jitter estimates (CBLE) using two classifiers.  
Left - results from a classifier using least-squares (LS) regression; right - the popular step-wise linear 
discriminant analysis (SWLDA) classifier. 
 
Figure 14 shows the outcomes from the first hypothesis test.  Predictions based 
on online accuracy on the five-character word "JUMPS" are not satisfactory (rLS = 
0.15953, pLS = 0.39; rSW = 0.45217, pSW = 0.01).  Accuracy estimates based on CBLE 
variance produce stronger and more significant correlations from the same data (rLS = 
0.74402, pLS < 10
-5
; rSW = 0.68318, pSW < 10
-4
).  The 95% confidence interval for ρACC,LS–
ρCBLE,LS is [-0.94214, -0.23853], indicating that CBLE estimates are significantly more 




SWLDA is [-0.54903, 0.051919], which includes zero, so the result, while suggestive, 
does not quite reach the usual threshold for statistical significance. 
 
Figure 14: Predicting first-day accuracy based on a 5-character dataset, by classifier type and estimation 
method.  Left - least-squares classification (LS); right - classification using step-wise linear discriminant 
analysis (SWLDA).  Top - prediction based on 5-character accuracy; bottom – prediction based on 
classifier-based latency jitter estimates (CBLE). 
 
Figure 15 shows the predictions from the second hypothesis test.  Training 
accuracy was correlated with online accuracy (rLS = 0.20049, rSW = 0.26146), but the 
relationship was not significant (pLS = 0.28, pSW = 0.16).  Cross-validation performs better 
(rLS = 0.53117, rSW=0.54158), and is a significant predictor (pLS, pSW < 0.01).  Predictions 
based upon CBLE were equivalent or better than both (rLS = 0.64836, rSW = 0.63282), and 
are significant (pLS, pSW < 10
-4
).  The 95% confidence intervals for each pairwise 
difference are presented in Table 10.  The confidence intervals indicate that CBLE 
performs significantly better than training accuracy for both methods; other differences 
are non-significant, though the difference between predictions from training accuracy and 




Table 10: Confidence Intervals for Correlation Coefficients. 
 LS SWLDA 
 Lower Bound Upper Bound Lower Bound Upper Bound 
ρACC–ρCBLE -0.803 -0.238 -0.697 -0.067 
ρACC–ρXVAL -0.664 0.003 -0.393 0.065 




Figure 15: Predicting first-day accuracy based on training data, by classifier type and estimation method.  
Left - least-squares classification (LS); right - classification using step-wise linear discriminant analysis 
(SWLDA).  Top - prediction based on training accuracy; middle – prediction based on leave-one-out cross-






The method we have proposed, CBLE, has been shown to be a powerful way to 
estimate and predict BCI accuracy.  The ability to predict performance from training data 
is of interest from a clinical viewpoint: this technique could be used to reduce the time 
needed to determine if a BCI could be useful for a particular patient.  Alternatively, this 
method may be useful in indicating if additional training data is required – before 
performing online feedback.  This could have important implications in patient morale 
and trust of a system. 
Of particular interest to the BCI community is the ability to predict performance 
from small datasets, such as 5 characters (see [19], where both training and test data sets 
were 5 characters long).  Statistically, measuring accuracy is a binomial parameter 
estimation problem.  In addition to granularity issues (a test of 5 characters can produce 
only 6 possible accuracy estimates), the confidence bounds are extremely large; the 
smallest 95% confidence bounds are for 0 and 5 correct trials, and cover 52% of the 
accuracy space.  The confidence bounds for the other values cover 71% and 80% of the 
accuracy space.  While [19] is an extreme example of data scarcity, some metrics 
suggested for use with BCIs (e.g. [20]) require accuracy estimates for every class, 
increasing the data requirements by at least an order of magnitude.  Few BCI studies have 
the data required for such estimates to be useful.  CBLE could be used in larger studies to 
calculate the more powerful metrics, or in small studies to improve the reliability of 
accuracy estimates. 
Making accurate estimates from these small datasets could improve the value 
gained from typical BCI experiments.   Also, smaller data requirements could be 
particularly important for the study of non-stationarities in accuracy, such as fatigue 
effects or distractions.  As it stands, state-of-the-art accuracy estimates simply are not 
precise enough to study these effects on short timescales.  This study has shown that 
CBLE estimates are a better predictor of accuracy from small data sets than existing 
methods, indicating that the time resolution of such studies could be increased by using 




As CBLE variability is so highly correlated with accuracy, it is possible that 







While this method was designed to measure latency jitter of the ERP complex 
used for classification, the relationship has not yet been verified.  If the relationship 
holds, BCI performance would be correlated to latency jitter, which is a strong argument 
for investigating latency correction in BCI operation.   
The estimates in this work range from approximately 20-80 ms, which is 
comparable but somewhat larger than the circa 15-50 ms reported in [12] for P3b.  
However, our task is comparatively complex, so some deviation is to be expected; 
additionally, CBLE attempts to model a single latency shift for the entire ERP complex, 
which is a substantial simplification.  Our next step is to implement a method for 
estimating latency of individual components and confirm if the measures of latency jitter 
correlate.   
In this work, CBLE has only been demonstrated to work with LS and SWLDA 
classifiers.  Many classifiers and pre-processing algorithms are currently used in the BCI 
community, including support vector machines, wavelet transformations, etc.  No attempt 
has been made here to prove that CBLE works with every system ever used with BCI; 
however there is no obvious reason why it should not work with any system, provided 
said system is vulnerable to latency jitter.  One of the strengths of CBLE is that it can be 
easily implemented by different groups, typically with a simple "for" loop around 
existing code.  While this is the most computationally expensive approach, in terms of 
programmer time and effort it would be a reasonable investment for most laboratories.  If 
an offline evaluation indicates that CBLE works with the researchers' preferred methods, 
more time could be invested to reducing the runtime.  This may not be necessary, 
however, as accuracy estimation is most often done in retrospective offline analysis 
rather than online operation. 
Even without proof that CBLE works with all classifiers, the popularity of LS and 
in particular SWLDA classifiers in the BCI literature suggests that the technique could be 





We have developed a new method that we have termed CBLE.  This method 
produces a feature that is significantly and strongly correlated with BCI accuracy in the 
ERP-Speller.  Additionally, CBLE is strongly predictive of daily performance, even from 
small datasets or datasets that have already been used to train the classifier.  The 
technique should be relatively classifier-independent, and the results were confirmed on 
two linear classifiers.  CBLE may have uses in improving classification, as well as 
predicting performance from smaller datasets.  Additional investigation into methods for 
correcting for latency jitter are also indicated. 
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Brain-Computer Interfaces (BCIs) have unique promise to allow people with total 
locked-in syndrome to communicate.  Since several of the diseases that can cause this 
syndrome are progressive in nature, many potential BCI users have spent some amount of 
time with severe movement impairments, but not yet being locked-in.  BCIs compete 
with existing assistive technology (AT) for users in this category, and the typical user 
will already own an AT device or program.  BCIs can either be used as a replacement for 
these AT systems, or an interface to access them.  This dissertation shows that BCIs can 
in fact be used as an interface, presenting the world's first (and only) plug-and-play BCI, 
along with experimental evidence that the performance cost associated with this use is 
small.  In order to investigate these performance costs, the dissertation also included 
work on performance measurement, an unsolved problem of particular interest in the BCI 
field. 
Contributions 
A plug-and-play BCI 
The Multi-purpose BCI Output Device, or MBOD, is part of the world's first 
plug-and-play BCI.  This device acts as a virtual switch, USB keyboard, USB mouse, or 
any combination of the three, transforming non-standard BCI outputs into plug-and-play, 
standards-compatible outputs.  Using the principle of input emulation, this device can 
allow any person using a BCI to access the capabilities of many existing AT solutions, 
including those that the person might already own.  This may help reduce adoption 






Plug-and-play BCI communication testing 
The feasibility of a plug-and-play BCI to interface with existing technology was 
tested with a large cohort including individuals with amyotrophic lateral sclerosis (ALS).  
Confidence bounds were established for the performance costs associated with this 
strategy; the data indicate that the performance costs, if any, are smaller than the reported 
gains from interfacing with AT in other studies.  Taken together, these facts indicate that 
the MBOD can be used to increase the available communication options for BCI users, 
with minimal performance cost and likely performance benefits. 
 
BCI control of a wheelchair tilt-in-space system 
A novel system to control unmodified wheelchair seating systems was developed 
in order to determine the feasibility of BCI control of wheelchair tilt angle.  A statistically 
significant difference in accuracy (8 percentage points, p < 0.05) was observed in the 
worst-case distraction of near-constant movement, but the differences in throughput were 
not statistically significant.  The observed difference in performance for user control of 
tilt was smaller (4 percentage points) but not significant, though the bounds on 
performance cost are somewhat larger than ideal (about 9 percentage points of accuracy 
or 30% of corrected throughput).  These performance costs, unlike those in the 
communication task, would not be offset by interaction with AT, indicating that the 
usefulness of the system may need to be evaluated for individual users. 
 
Comparison of BCI performance metrics 
Many incommensurate metrics are currently used in the BCI field, including 
several that are provably poor measures of achieved performance.  To guide the field in 
the selection of standardized metrics, a criteria-based comparison and critique of many 
existing performance metrics was performed.  In addition to being the basis for the 
metrics used in earlier sections, this critique addresses a critical issue in current BCI 
research – incommensurate results from different studies.  Currently, researchers in BCI 




from studies in other area are often ignored due to the inability to determine which 
changes have actually increased performance relative to others. 
 
Classifier-based latency estimation 
A novel method called classifier-based latency estimation (CBLE) was developed 
and presented.  CBLE was shown to be a powerful tool for estimating and predicting BCI 
accuracy, which is a necessary step in calculating almost any of the BCI performance 
metrics currently used.  This estimation technique may be particularly useful for studies 
with small datasets, but could also be used in calculating some of the more powerful BCI 
metrics.  Additionally, preliminary analysis indicates that CBLE has promise in 
improving BCI classification performance. 
Study Limitations 
Study limitations are provided in each chapter.  However, the work as a whole has 
one limitation that could be important: while potential users such as individuals with ALS 
were included in the studies, none of the participants had progressed to the point of 
having difficulty controlling their eye movements.  The population with impaired eye 
control is of particular interest in BCI research because for almost any individual with 
intact control of eye movements, AT systems such as eye trackers are faster than existing 
BCIs [1].  The inclusion criteria would have allowed such individuals to participate in the 
study, but no volunteers with this condition were found. 
Some studies have indicated that eye gaze is involved in the P300 BCI [1], [2], 
and the use of a separate computer monitor to display the BCI would certainly increase 
such requirements.  However, the alternative display methods mentioned in Chapter 3, 





Additional subject groups for the keyboard replacement experiment 
The experiment in Chapter 3 is still ongoing, recruiting participants with muscular 
dystrophy and cerebral palsy.  While the primary question of usability has been answered 
in ALS, these participants will be asked to follow the same protocol so that group 
comparisons can be made.  Previous results have indicated that BCI performance is lower 
for individuals with disabilities (see e.g. [3] for ALS), so initial investigations into these 
populations are warranted.  Note furthermore that cerebral palsy, which commonly 
involves spastic or involuntary movements, may pose unique recording challenges for 
BCI research. 
 
Movement Artifact Removal for Tilt Study 
The wheelchair control study only included data from able-bodied participants, 
partially because during the experiment it became evident that the data quality was poor.  
One of the original purposes of the experiment, to study the effect of movement on P300 
shape, was not accomplished due to insufficient data, particularly in the presence of 
substantial movement artifact and other noise.  A suitable movement artifact removal 
algorithm, coupled with other artifact removal methods such as electro-oculogram (EOG) 
removal, could be used to condition the data to a point where the neuroscience questions 
of interest might be addressed.  Artifact removal algorithms have shown success in 
removing large amounts of noise from data, see e.g. [4], though whether these algorithms 
would perform adequately with our lower number of channels is unknown (16 as opposed 
to 264).  Even with such algorithms, a redesign of the experiment may be necessary. 
A future study with individuals with ALS or other conditions would also be of 
interest, but the fact that these individuals mostly use a wheelchair for mobility poses a 
substantial challenge.  Either participants would have to transfer to a chair instrumented 
for the study, or each participant's chair would have to be instrumented separately; 






The metrics suggested in Chapter 5 are excellent metrics, but simple adoption of 
these metrics may not be sufficient to enable comparisons between all studies in the BCI 
field.  For example, even Information Transfer Rate (ITR), which should be easy to 
calculate from its formula, has been reported both including and excluding the time 
between trials.  The BCI-Utility metric in particular has a few "tuning" parameters and 
conventions that ought to be agreed upon as a field, particularly in the extension to 
environmental control.  Perhaps the best way forward is to produce a set of guidelines for 
the field, not individually but at a workshop in the next BCI meeting.  I currently am 
tentatively planning to run such a workshop, and plan on writing up and publishing the 
results. 
 
Classifier Based Latency Estimation (CBLE) 
The CBLE research is my most recent work, and has, in my opinion, the most 
promise for future research.  Several characteristics of the CBLE estimates make me 
think that they could be useful in improving classification:  
 Variance is much higher if calculated from responses to unattended 
stimuli; in fact choosing the stimuli with minimal variance produces ~50% 
accurate classification, even ignoring the actual classifier scores. 
 
 The shape of the classifier scores as a function of time shift appears to be 
different between unattended and attended stimuli.  See Figure 16. 
 
 The difference between the unadjusted classifier score and the maximum 
score after latency adjustment tends to be larger for responses not 






Figure 16: Mean classifier score as a function of latency shift. 
 
In short, I think that further study in this direction will yield improved 
classification rates.  Initial investigations into the use of a second-level classifier are 
already underway.  If a method can be found to use CBLE to improve performance, the 
relatively classifier-independent nature of the technique gives the research a broader 
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