



















RICCI FLAT KA¨HLER METRICS WITH EDGE
SINGULARITIES
SIMON BRENDLE
Abstract. We construct Ricci flat Ka¨hler metrics with cone singulari-
ties along a complex hypersurface. This construction is inspired in part
by R. Mazzeo’s program in the case of negative Einstein constant, and
uses the linear theory developed recently by S. Donaldson.
1. Introduction
Let (M,ω0) be a compact Ka¨hler manifold of complex dimension n, and
let Σ be a smooth complex hypersurface in M . Moreover, let Λ denote the
holomorphic line bundle associated to Σ, and let h be a bundle metric on Λ.
We are interested in Ka¨hler metrics on M \Σ which have edge singularities
along Σ. To construct an example of such a metric, let us fix a smooth
Ka¨hler metric ω0 on M ; a holomorphic section s of Λ; and a real number
β ∈ (0, 12). If λ > 0 is sufficiently small, then the (1, 1)-form
ω = ω0 + λ
√−1 ∂∂¯(|s|2βh )
defines a Ka¨hler metric on M \Σ which has edge singularities along Σ. The
number β has a geometric interpretation in terms of the cone angle.
Our main result is an existence result for Ricci flat Ka¨hler metrics with
edge singularities.
Theorem 1.1. Let (M,ω0) be a compact Ka¨hler manifold of complex di-
mension n. Moreover, let Σ be a smooth complex hypersurface in M ; let
Λ denote the holomorphic line bundle associated to Σ; and let β ∈ (0, 12).
Moreover, we assume that
c1(M) = (1− β) c1(Λ) ∈ H1,1(M,R).
Then there exists a Ka¨hler metric ωˆ = ω +
√−1 ∂∂¯u on M \ Σ with the
following properties:
• The metric ωˆ is Ricci flat with bounded curvature.
• The metric ωˆ is uniformly equivalent to the background metric ω,
i.e. a1 ω ≤ ωˆ ≤ a2 ω for uniform constants a1, a2 > 0.
R. Mazzeo [8] has proposed a program for constructing Ka¨hler-Einstein
metrics with edge singularities in the case of negative Einstein constant. In
dimension 2, this problem has been studied by M. Troyanov [13]. Mazzeo’s
approach relies on the edge calculus developed in [7]. The edge calculus has
1
2 SIMON BRENDLE
proved to be a very useful tool in the study of various geometric problems.
We also note that G. Tian and S.T Yau have constructed complete Ricci
flat Ka¨hler metrics on the complement of a divisor; see [11], [12] for details.
We now sketch the main steps involved in the proof of Theorem 1.1. In
Section 2, we review some key results established in Donaldson’s paper [3].
Of particular importance is the Schauder estimate proved in Donaldson’s
paper. This estimate plays a key role in the argument.
In Section 3, we describe the construction of the background metric ω, and
describe its basic properties. In particular, we show that Ricω =
√−1 ∂∂¯F
for some Ho¨lder continuous function F . Moreover, we prove that ω has
bounded curvature. Finally, we show that the covariant derivative of the
curvature tensor of ω is bounded by |DR|g ≤ C |ζ|ε−β for some ε > 0.
It is well known that the metric ωˆ = ω+
√−1 ∂∂¯u is Ricci flat if and only
if the function u satisfies the complex Monge-Ampe`re equation
(ω +
√−1 ∂∂¯u)n = eF−c ωn
for some constant c. Following Aubin [1] and Yau [15], we solve this equation
using the continuity method. To that end, we consider the equation
(⋆t) (ω +
√−1 ∂∂¯u)n = etF−c ωn,
where t ∈ [0, 1] is a parameter.
In Section 4, we establish a uniform C0-estimate for solutions of (⋆t).
More precisely, we show that supM u−infM u ≤ C for any solution u ∈ C2,α,β
of (⋆t).
In Section 5, we establish a Laplacian estimate for solutions of (⋆t). In
particular, this estimate implies that a1 ω ≤ ωˆ ≤ a2 ω whenever u ∈ C2,α,β
is a solution of (⋆t). In order to prove the Laplacian estimate, we adapt the
arguments used in Yau’s proof of the Calabi conjecture (cf. [14], [15]). Our
situation is more subtle in that we are dealing with a singular background
metric ω. Furthermore, the application of the maximum principle is not
entirely straightforward, as the maximum may be attained on the singular
set. In order to make the maximum principle work, we use a trick due to
T. Jeffres [5], [6].
In Section 6, we obtain an a-priori estimate for the covariant derivative
of ∂∂¯u. This estimate is again proved using the maximum principle. In
order to apply the maximum principle, we need to analyze the asymptotic
behavior of the third order covariant derivatives of u near Σ.
Finally, in Section 7, we show that the equation (⋆1) has a solution u ∈
C2,α,β. Moreover, we show that the associated Ka¨hler metric ωˆ = ω +√−1 ∂∂¯u has bounded curvature, thereby completing the proof of Theorem
1.1.
2. Donaldson’s work on the linear theory
In this section, we collect some results proved in Donaldson’s paper [3],
which play a major role in our argument. These results are all due to
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Donaldson, and are described here for the convenience of the reader. To
begin with, we consider the Ka¨hler metric
Ω =




√−1 dzk ∧ dz¯k + β2
√−1 |ζ|2β−2 dζ ∧ dζ¯













The goal is to solve the equation ∆Ωv = f . To that end, we write
v(z1, . . . , zn−1, ζ) = v˜(z1, . . . , zn−1, |ζ|β−1 ζ)
and
f(z1, . . . , zn−1, ζ) = f˜(z1, . . . , zn−1, |ζ|β−1 ζ).























Here, |ζ|β−1 ζ = ξ = reiθ.
Proposition 2.1 (S. Donaldson [3]). Let f˜ be a function of class Cα with
compact support. Then the equation (1) has a unique weak solution v˜ ∈
L
2n




(z1, . . . , zn−1, 0) =
∂v˜
∂ξ¯
(z1, . . . , zn−1, 0) = 0.




























≤ C [f˜ ]Cα .(3)
The identity (2) follows from the polyhomogeneous expansion for the
Green’s function derived in Donaldson’s paper. By differentiating identity




(z1, . . . , zn−1, 0) =
∂2v˜
∂zk ∂ξ¯
(z1, . . . , zn−1, 0) = 0
for each k ∈ {1, . . . , n− 1}.
Let us recall some notation from Donaldson’s paper [3]. Let H be the
space of all functions f of the form f(z1, . . . , zn−1, ζ) = f˜(z1, . . . , zn−1, |ζ|β−1 ζ),
where f˜ ∈W 1,2. As in [3], we denote by C,α,β the space of all functions f of
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the form f(z1, . . . , zn−1, ζ) = f˜(z1, . . . , zn−1, |ζ|β−1 ζ) where f˜ ∈ Cα. More-
over, let us denote by C,α,β0 the space of all functions f ∈ C,α,β such that













































C2,α,β = {v ∈ C2(M \Σ) : v, ∂v, ∂∂¯v are of class C,α,β}
(cf. [3], p. 16).
Consider now a function f ∈ C,α,β which is supported in the ball B6(0). In
view of Donaldson’s results, the equation ∆Ωv = f admits a weak solution
v ∈ H satisfying ∫
Cn














≤ C ‖f‖C,α,β .




≤ C ‖f‖C,α,β .

















(z1, . . . , zn−1, |ζ|β−1 ζ)
for k ∈ {1, . . . , n− 1}. In view of (4), the functions
(z1, . . . , zn−1, ζ) 7→ ∂
2v˜
∂zk ∂ξ
(z1, . . . , zn−1, |ζ|β−1 ζ)
and
(z1, . . . , zn−1, ζ) 7→ ∂
2v˜
∂zk ∂ξ¯
(z1, . . . , zn−1, |ζ|β−1 ζ)
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≤ C ‖f‖C,α,β .
Donaldson’s Schauder estimate can be summarized as follows:
Proposition 2.2 (S. Donaldson [3]). Let f ∈ C,α,β be a function supported
in the ball B6(0). Then there exists a unique weak solution v ∈ H of the
equation ∆Ωv = f such that
∫
Cn
|v| 2nn−1 Ωn < ∞. Moreover, v is of class
C2,α,β and we have the estimate
‖v‖C2,α,β ≤ C ‖f‖C,α,β .
It is shown in Section 4.2 of Donaldson’s paper that the Schauder estimate
in Proposition 2.2 carries over to the variable coefficient setting. In the
following, ω will denote a Ka¨hler metric on the ball B6(0) with the property
that ω is of class C,α,β and ‖ω − Ω‖C,α,β ≤ ε0. Here, ε0 denotes a small
positive constant.
Proposition 2.3 (S. Donaldson [3]). Let ω be a Ka¨hler metric on the ball
B6(0) such that ω is of class C,α,β and ‖ω − Ω‖C,α,β ≤ ε0. Moreover, let v
be a function of class C2,α,β defined on the ball B2(0). If ε0 is sufficiently
small, then we have the estimate
‖v‖C2,α,β (B1(0)) ≤ C sup
B2(0)
|v|+ C ‖∆ωv‖C,α,β(B2(0)).
Proposition 2.3 is a consequence of Proposition 2.2 (compare [9]). Note
that Proposition 2.3 presupposes that the function v is of class C2,α,β. This
assumption can be removed as follows:
Proposition 2.4 (S. Donaldson [3]). Let ω be a Ka¨hler metric on the ball
B6(0) which is of class C,α,β and satisfies ‖ω − Ω‖C,α,β ≤ ε0. Suppose that
ϕ is a function of class C,α,β defined on the ball B6(0), and v ∈ H is a
weak solution of the equation ∆ωv = ϕ. If ε0 is sufficiently small, then the
restriction v|B1(0) is of class C2,α,β.
We define
X = {f ∈ C,α,β : f vanishes on Cn \B6(0)}.
Given any function f ∈ X , we denote by v = Gf the unique weak solution
of the equation ∆Ωv = f . By Proposition 2.2, this defines a bounded linear
operator G : X → C2,α,β.
Let us fix a smooth cutoff function χ such that χ = 1 in B5(0) and χ = 0
on Cn \B6(0). We define a differential operator L by
Lv =
√−1 ∂((1 − χ) ∂¯v) ∧ Ω
n−1 + ∂(χ ∂¯v) ∧ ωn−1
(1− χ)Ωn + χωn .
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Clearly, Lv = ∆Ωv on C
n \ B6(0). Consequently, the operator LG : X →
C,α,β maps X into itself. Moreover, we have ‖LGf − f‖C,α,β ≤ Cε0 ‖f‖C,α,β .
Hence, if ε0 is small enough, then the operator LG : X → X is invertible.
Let T : X → X denote the inverse of LG.
We now sketch the proof of Proposition 2.4. Let η be a smooth cutoff
function satisfying η = 1 in B4(0) and η = 0 in C
n \ B5(0), and let ψ =
ηϕ+2 〈dη, dv〉ω+v∆ωη. Then
∫
B6(0)
|ψ|2 Ωn <∞ and the restriction ψ|B4(0)
is of class C,α,β. We can find a sequence of functions ψk ∈ X such that




|ψ − ψk|2 Ωn → 0
as k → ∞. For each k, the function vk = GTψk is of class C2,α,β, and we
have Lvk = ψk away from the set {ζ = 0}. On the other hand, the function
ηv ∈ H is a weak solution of the equation L(ηv) = ψ. Consequently, the
function ηv−vk ∈ H is a weak solution of the equation L(ηv−vk) = ψ−ψk.






n−1 Ωn → 0
as k →∞.
Note that the pull-back of the Ka¨hler metric ω under the map Φ :




ξ) is uniformly equivalent to the Eu-














Moreover, since vk ∈ C2,α,β, we have
‖vk‖C2,α,β (B1(0)) ≤ C sup
B2(0)
|vk|+ C ‖∆ωvk‖C,α,β(B2(0))
by Proposition 2.3. On the other hand, we have ∆ωvk = Lvk = ψk = ψ in









+ C ‖ψ‖C,α,β (B3(0))
for some uniform constant C. Using (6), we conclude that v|B1(0) ∈ C2,α,β,
as claimed.
By freezing coefficients, Donaldson obtained the following regularity re-
sult:
Theorem 2.5 (S. Donaldson [3]). Let ω be a Ka¨hler metric on the ball B6(0)
which is of class C,α,β and satisfies a1 Ω ≤ ω ≤ a2Ω for suitable constants
a1, a2 > 0. Suppose that ϕ is a function of class C,α,β defined on the ball
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B6(0), and v ∈ H is a weak solution of the equation ∆ωv = ϕ. Then the
restriction v|B1(0) is of class C2,α,β.
The following is a special case of Theorem 2.5.
Corollary 2.6 (S. Donaldson [3]). Let ω be a Ka¨hler metric on the ball
B6(0) which is of class C,α,β and satisfies a1 Ω ≤ ω ≤ a2 Ω for suitable
constants a1, a2 > 0. Suppose that v and ϕ are functions of class C,α,β
defined on the ball B6(0) such that ∆ωv = ϕ away from the set {ζ = 0}.
Then the restriction v|B1(0) is of class C2,α,β.
3. The background edge metric
In the following, we fix a Ka¨hler manifold (M,ω0), a smooth complex hy-
persurface Σ ⊂M , and a real number β ∈ (0, 12). Let Λ be the holomorphic
line bundle associated with Σ, and let s be a holomorphic section of Λ such
that Σ = {s = 0}.
The (1, 1)-form −√−1 ∂∂¯ log(|s|2h) is smooth and represents the coho-
mology class c1(Λ) ∈ H1,1(M,R). Consequently, the cohomology class
c1(M)− (1− β) c1(Λ) ∈ H1,1(M,R) can be represented by the (1, 1)-form
Ricω0 + (1− β)
√−1 ∂∂¯ log(|s|2h).
Since c1(M) = (1− β) c1(Λ), there exists a smooth function F0 such that
Ricω0 + (1− β)
√−1 ∂∂¯ log(|s|2h) =
√−1 ∂∂¯F0.
We next define
ω = ω0 + λ
√−1 ∂∂¯(|s|2βh ).
It is easy to see that
ω ≥ ω0 + λβ |s|2βh
√−1 ∂∂¯ log(|s|2h).
The term ∂∂¯ log(|s|2h) defines a smooth (1, 1)-form on M . Hence, if we
choose λ > 0 sufficiently small, then ω is a Ka¨hler metric on M \ Σ. The
Ricci curvature of ω is given by
Ricω = Ricω0 −




√−1 ∂∂¯F0 − (1− β)
√−1 ∂∂¯ log(|s|2h)−










Clearly, F is a smooth function away from Σ. We next analyze the behavior
of F near Σ. To that end, we fix a point p ∈ Σ and introduce complex
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coordinates (z1, . . . , zn−1, ζ) near p so that Σ = {ζ = 0}. Moreover, we
write |s|2βh = ρ |ζ|2β , where ρ is a smooth positive function. Then
(7) ω = ω0 + λ
√−1 ∂∂¯(ρ |ζ|2β),
hence
ω = ω0 + λ |ζ|2β
√−1 ∂∂¯ρ
+ λβ |ζ|2β−2 ζ√−1 ∂ρ ∧ dζ¯
+ λβ |ζ|2β−2 ζ¯√−1 dζ ∧ ∂¯ρ
+ λβ2ρ















































Since am, bm, and ρ are smooth functions, we can draw the following con-
clusions:
Proposition 3.1. The function F is Ho¨lder continuous. Moreover, we have
|∂∂¯F |g ≤ C + C |ζ|2−4β .
In particular, if β ∈ (0, 12), then |∂∂¯F |g ≤ C.
In the next step, we estimate the Riemann curvature tensor of g. As
above, we may work in local complex coordinates around a point p ∈ Σ. We
will consider the pull-back of ω under the holomorphic map




Note that Ψ is defined only locally. Using the identity (7), we obtain
(9) Ψ∗ω = Ψ∗ω0 + λ
√−1 ∂∂¯((ρ ◦Ψ) |zn|2),
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hence
Ψ∗ω = Ψ∗ω0 + λ |zn|2
√−1 ∂∂¯(ρ ◦Ψ)
+ λ zn
√−1 ∂(ρ ◦Ψ) ∧ dz¯n
+ λ z¯n
√−1 dzn ∧ ∂¯(ρ ◦Ψ)



























































































+ λ (ρ ◦Ψ).
Using these identities, we obtain estimates for the first derivatives of Ψ∗g.





















































)∣∣∣ ≤ C |zn| 1β−1 +C |zn| 2β−3.
The second derivatives of Ψ∗g can be estimated as follows:
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)∣∣∣ ≤ C |zn| 2β−4.








)∣∣∣ ≤ C |zn| 1β−3.
Note that this term does not enter into the formula for the curvature tensor.
After these preparations, we now derive a bound for the Riemann curva-
ture tensor of g.
Proposition 3.4. The curvature tensor of g can be estimated by









In particular, if β ∈ (0, 12), then the curvature tensor of ω is bounded.
Proof. The curvature tensor of a Ka¨hler manifold is given by
(10) Rαβ¯γδ¯ = −∂α∂β¯gγδ¯ +
n∑
µ,ν=1
gµν¯ ∂γgαν¯ ∂δ¯ gµβ¯
(cf. [15], page 344). Note that the metric Ψ∗g is uniformly equivalent to the







































≤ C +C |zn|
1
β
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This completes the proof.
A similar argument gives a bound for the covariant derivative of the cur-
vature tensor.
Proposition 3.5. We have









In particular, if β ∈ (0, 12), then |DR|g ≤ C |zn|
ε
β
−1 for some ε > 0.























)∣∣∣ ≤ C + C |zn| 1β−2 + C |zn| 2β−4.























)∣∣∣ ≤ C + C |zn| 1β−3 + C |zn| 2β−5.











































































≤ C + C |zn|
1
β





This completes the proof.
We next describe a Sobolev inequality for the background edge manifold
(M \ Σ, g). This inequality will be used in the proof of the C0 estimate.
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for some uniform constant C.
Proof. We first consider the case when v is supported in a coordinate
neighborhood of some point in Σ. To that end, we fix a point on Σ, and let
(z1, . . . , zn−1, ζ) be complex coordinates around that point. Let g denote the
Riemannian metric associated with the Ka¨hler form ω. Then the pull-back





is uniformly equivalent to the Euclidean metric. Therefore, the Sobolev in-
equality (11) holds if the function v is suported in that coordinate chart.
The general case follows in the standard way by using a partition of unity.
Finally, the Fredholm alternative established on page 20 of Donaldson’s
paper gives:
Theorem 3.7 (S. Donaldson [3]). LetM be a compact Ka¨hler manifold, and
let Σ be a complex hypersurface in M . Moreover, let ω be the background
Ka¨hler metric constructed above, and let ωˆ be a Ka¨hler metric of class C,α,β
which is uniformly equivalent to the background metric ω. Then the operator
C2,α,β → C,α,β, v 7→ ∆ωˆv
is Fredholm with Fredholm index zero.
4. A C0-estimate for solutions of (⋆t)
In this section, we establish a uniform C0-estimate for solutions of (⋆t).
Throughout this section, we consider a pair (u, c) ∈ C2,α,β×R which satisfies
the equation
(⋆t) (ω +
√−1 ∂∂¯u)n = etF−c ωn
for some t ∈ [0, 1]. Since u ∈ C2,α,β , it follows from standard elliptic regu-
larity theory that u ∈ C∞(M \Σ). For abbreviation, let ωˆ = ω+√−1 ∂∂¯u.
Note that the function u is only defined up to constants. We may nor-





In the first step, we show that the function u is uniformly bounded from
above. To that end, we denote by Γp : M \ {p} → R the Green’s function
associated with the operator ∆ω0 with pole at p. We may assume that the
function Γp is negative everywhere.
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for all points p ∈ M \ Σ. In particular, we can find a uniform constant N
such that N − u ≥ 1.
Proof. For abbreviation, let v = u + λ |s|2βh . Let us fix a point p ∈
M \ Σ, and let χ : M → [0, 1] be a smooth function which vanishes in a





































Using the identity ω0+
√−1 ∂∂¯v = ωˆ, we obtain n+∆ω0v ≥ 0. This implies























We now choose the cutoff function χ such that χ = 1 outside a small neigh-
borhood of Σ. We can choose χ in such a way that
∫
M (|∆ω0χ|+ |dχ|g0)ωn0















Since u(p) ≤ v(p) and ∫M uωn0 = 0, the assertion follows.
Lemma 4.2. We have ∫
M
(N − u)ωn ≤ C
for some uniform constant C.
Proof. Since u ∈ C2,α,β, we have supM\Σ |du|g < ∞. This implies
supM\Σ |s|1−βh |du|g0 <∞. Hence, integration by parts gives∫
{|s|h≥r}






Using the inequality n+∆ω0(u+ λ |s|2βh ) ≥ 0, we obtain∫
{|s|h≥r}










Taking the limit as r → 0 gives∫
M








We next observe that
∆ω0(|s|2βh ) ≥ δ |s|2β−2h − C0
for suitable constants δ, C0 > 0. Since N − u is a positive function, we
conclude that ∫
M
(N − u) (δ |s|2β−2h − C0)ωn0 ≤ C.
Using the normalization (12), we obtain∫
M
(N − u) |s|2β−2h ωn0 ≤ C,
hence ∫
M
(N − u)ωn ≤ C.
This completes the proof.
We next establish upper and lower bounds for the number c.
Lemma 4.3. We have ∫
M
(etF−c − 1)ωn = 0.
In particular, infM tF ≤ c ≤ supM tF .
Proof. Let χ :M → [0, 1] be a smooth cutoff function which vanishes in
a neighborhood of Σ. Then∫
M
χ (etF−c − 1)ωn =
∫
M



















√−1 ∂χ ∧ ∂¯u ∧ ωm ∧ ωˆn−m−1.
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Note that supM\Σ |du|g < ∞ and supM\Σ |∂∂¯u|g < ∞ since u ∈ C2,α,β. We
now choose χ such that χ = 1 outside a small neighborhood of Σ. Moreover,
we can arrange for
∫
M |dχ|g ωn to be arbitrarily small. Passing to the limit,
the assertion follows.
In the next step, we establish an upper bound for the function N − u.
This follows from an adaptation of the arguments in [10], Section 5.1.







ωn ≤ esupM (tF )−infM (tF )
∫
M
(N − u)p ωn.
Proof. Let χ :M → [0, 1] be a smooth cutoff function which vanishes in
a neighborhood of Σ. Then
∫
M


































(N − u)p−1√−1 ∂χ ∧ ∂¯u ∧ ωm ∧ ωˆn−m−1.
Note that supM\Σ |du|g < ∞ and supM\Σ |∂∂¯u|g < ∞ since u ∈ C2,α,β. As
above, we may choose χ such that χ = 1 outside a small neighborhood of Σ
and
∫
M |dχ|g ωn is arbitrarily small. Passing to the limit, we obtain
∫
M










(N − u)p−1 (etF−c − 1)ωn
≥ (p − 1)
∫
M
(N − u)p−2√−1 ∂u ∧ ∂¯u ∧ ωn−1
= (p − 1)
∫
M









On the other hand, we have c ≥ infM (tF ) by Lemma 4.3. From this, we
deduce that∫
M
(N − u)p−1 (etF−c − 1)ωn ≤ esupM (tF )−infM (tF )
∫
M
(N − u)p−1 ωn
≤ esupM (tF )−infM (tF )
∫
M
(N − u)p ωn.
Putting these facts together, the assertion follows.
Lemma 4.5. We have ∫
M
(N − u) 2nn−1 ωn ≤ C
for some uniform constant C.
Proof. Applying Lemma 4.4 with p = 2 gives∫
M
|d(N − u)|2g ωn ≤ esupM (tF )−infM (tF )
∫
M
(N − u)2 ωn.
Moreover, we have(∫
M






|d(N − u)|2g ωn +C
∫
M
(N − u)2 ωn
by Proposition 3.6. Putting these facts together, we obtain(∫
M














(N − u) 2nn−1 ωn
)n−1
n+1
for some uniform constant C. Thus, we conclude that(∫
M







Hence, the assertion follows from Lemma 4.2.
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Proposition 4.6. We have supM (N − u) ≤ C for some uniform constant
C.
Proof. By Lemma 4.5, we have∫
M
(N − u) 2nn−1 ωn ≤ C.
Moreover, using Proposition 3.6 and Lemma 4.4, we obtain(∫
M






∣∣d((N − u)p/2)∣∣2 ωn + C
∫
M
(N − u)p ωn
≤ C
( p2
4(p − 1) e
supM (tF )−infM (tF ) + 1
) ∫
M
(N − u)p ωn
for each p > 1. Hence, it follows from the standard Moser iteration tech-
nique that supM (N − u) ≤ C for some uniform constant C.
Combining Proposition 4.1 and Proposition 4.6, we conclude that supM |u| ≤
C for some uniform constant C.
5. An estimate for ∂∂¯u
In this section, we establish a uniform estimate for the Laplacian ∆ωu.
The following lemma will be useful:
Lemma 5.1. If ε > 0 is sufficiently small, then√−1 ∂∂¯(|s|2εh ) + ω ≥ ε2 |s|2εh
√−1 ∂ log(|s|2h) ∧ ∂¯ log(|s|2h) ≥ 0.
Proof. We can find a positive constant C such that√−1 ∂∂¯ log(|s|2h) + C ω0 ≥ 0.
This implies√−1 ∂∂¯(|s|2εh ) + C ε |s|2εh ω0 ≥ ε2 |s|2εh
√−1 ∂ log(|s|2h) ∧ ∂¯ log(|s|2h).
If we choose ε sufficiently small, then C εω0 ≤ ω. From this, the assertion
follows.
The proof of the Laplacian estimate largely follows the arguments in Yau’s
paper [15]. There is an additional technical issue in that function e−Lu (n+
∆ωu) may attain its maximum on the singular set Σ. This obstacle can
be overcome using a trick due to T. Jeffres (cf. [6], Section 4). Jeffres
studied the case of Ka¨hler-Einstein metrics with negative scalar curvature,
and proved a C0 estimate in that setting. A similar trick works for the
Laplacian estimate.
Proposition 5.2. Let u ∈ C2,α,β be a solution of (⋆t) for some t ∈ [0, 1].
Then ∆ωu ≤ C for some uniform constant C.
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Proof. Let us fix a point q ∈M \Σ. We may choose complex coordinates
around q so that ωµν¯ = δµν and uµν¯ = uµµ¯ δµν . By Proposition 3.4, the
curvature tensor of the background metric ω is uniformly bounded. Hence,

























at the point q. By Proposition 3.1, we have |∆ωF | ≤ C. Moreover, Proposi-
tion 3.4 implies that the background metric ω has bounded curvature. This
implies
∆ωˆ(e





− nL e−Lu (n+∆ωu)− e−Lu C


























(cf. [15], equation (2.19)). Thus, we conclude that
∆ωˆ(e
−Lu (n+∆ωu))










− nL e−Lu (n +∆ωu)− e−Lu C.
Moreover, it follows from Propositions 4.1 and 4.6 that |u| ≤ C for some












n−1 − nL e−Lu (n+∆ωu)− C
for uniform constants κ,C > 0.
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Let us fix ε > 0 sufficiently small. By Lemma 5.1, we have









H = e−Lu (n+∆ωu) + κ |s|2εh
satisfies







H − κ |s|2εh
) n
n−1
− nL (H − κ |s|2εh )− C
≥ κ (H − κ |s|2εh ) nn−1 − nL (H − κ |s|2εh )− C.
Since the function u is of class C2,α,β, the function ∆ωu is of class C,α,β. Con-
sequently, if ε > 0 is small, then the functionH attains its maximum at some
point q ∈M \Σ. The maximum principle then implies that supM\ΣH ≤ C
for some constant C. Consequently, the function ∆ωu is uniformly bounded
from above, as claimed.
It follows from (⋆t) that the function
ωˆn
ωn is uniformly bounded from above
and below. Using Proposition 5.2, we conclude that a1 ω ≤ ωˆ ≤ a2 ω for
uniform constants a1, a2 > 0.
6. An estimate for the covariant derivative of ∂∂¯u
As above, we consider a pair (u, c) ∈ C2,α,β×R which satisfies the equation
(⋆t) (ω +
√−1 ∂∂¯u)n = etF−c ωn
for some t ∈ [0, 1]. Moreover, we let ωˆ = ω +√−1 ∂∂¯u.
Our goal in this section is to establish a uniform bound for the covariant
derivative of ∂∂¯u. This estimate will be proved using the maximum princi-
ple. However, in order to apply the maximum principle, it is necessary to
analyze the behavior of the third derivatives of u near Σ. To that end, we
fix a point p ∈ Σ. Moreover, let (z1, . . . , zn−1, ζ) be complex coordinates
around p.
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for all i, j, k ∈ {1, . . . , n − 1}.
Proof. Let us fix an integer k ∈ {1, . . . , n− 1}. Using the formula















Hence, if α > 0 is sufficiently small, then the (1, 1)-form ∂∂zkω is of class





) ∈ C,α,β. Since ωˆ is uniformly equivalent to ω





) ∈ C,α,β. Moreover, it follows from



















(tF ) ∈ C,α,β.
Differentiating the equation (⋆t) with respect to zk, we conclude that ∆ωˆv =
f away from Σ. Hence, Corollary 2.6 implies that v ∈ C2,α,β. From this, the
assertion follows.











for all j ∈ {1, . . . , n− 1}.
Proof. Let us fix an integer j ∈ {1, . . . , n − 1} and let v = ∂∂z¯j u. By





RICCI FLAT KA¨HLER METRICS WITH EDGE SINGULARITIES 21













In the next step, we study the third order covariant derivatives of u with
respect to the background edge metric ω. We first analyze the Christoffel
symbols of the background metric g.
Lemma 6.3. The Christoffel symbols of g satisfy
Γjik ∈ C,α,β, |ζ|1−β Γkiζ ∈ C,α,β0 , |ζ|β−1 Γζik ∈ C,α,β0
and







for all i, j, k ∈ {1, . . . , n − 1}.
Proof. Recall that
ω = ω0 + λ |ζ|2β
√−1 ∂∂¯ρ
+ λβ |ζ|2β−2 ζ√−1 ∂ρ ∧ dζ¯
+ λβ |ζ|2β−2 ζ¯√−1 dζ ∧ ∂¯ρ
+ λβ2ρ
√−1 |ζ|2β−2 dζ ∧ dζ¯.
Hence, if α > 0 is sufficiently small, then we have
gkl¯ ∈ C,α,β, |ζ|β−1 gkζ¯ ∈ C,α,β0 , |ζ|2β−2 gζζ¯ ∈ C,α,β.














































































gjl¯ ∂igkl¯ + g
jζ¯ ∂igkζ¯ ∈ C,α,β,
|ζ|1−β Γkiζ = |ζ|1−β
n−1∑
l=1
gkl¯ ∂igζl¯ + |ζ|1−β gkζ¯ ∂igζζ¯ ∈ C,α,β0 ,
|ζ|β−1 Γζik = |ζ|β−1
n−1∑
l=1




gζl¯ ∂igζl¯ + g
ζζ¯ ∂igζζ¯ ∈ C,α,β.
Moreover, we have











































This completes the proof.

























































for all j ∈ {1, . . . , n− 1}.
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Since the metric ωˆ is of class C,α,β, we have
gˆkl¯ ∈ C,α,β, |ζ|β−1 gˆkζ¯ ∈ C,α,β0 , |ζ|2β−2 gˆζζ¯ ∈ C,α,β.


































for k, l ∈ {1, . . . , n− 1}. Substituting this into (13), we obtain


























This completes the proof.
After these preparations, we now describe the estimate for the covariant

























Here, the tensor D3u represents the covariant derivative, with respect to ω,
of the (1, 1)-form ∂∂¯u.
Proposition 6.6. Fix a point p ∈ Σ, and let (z1, . . . , zn−1, ζ) be complex
coordinates around p. Then
S(z1, . . . , zn−1, ζ) = A(z1, . . . , zn−1) +O(|ζ|αβ),
where A(z1, . . . , zn−1) is a continuous function on Σ.
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Proof. It follows from Proposition 6.4 and Proposition 6.5 that the func-
tion S can be written as a sum S = S(1) + S(2), where S(1) ∈ C,α,β and
S(2) = O(|ζ|αβ). From this, the assertion follows.
Proposition 6.7. Let u ∈ C2,α,β be a solution of (⋆t) for some t ∈ [0, 1].
Then S ≤ C for some uniform constant C.
Proof. Let us fix ε > 0 sufficiently small. It follows from Lemma 5.1
that √−1 ∂∂¯(|s|2εh ) + ω ≥ ε2 |s|2εh
√−1 ∂ log(|s|2h) ∧ ∂¯ log(|s|2h),
hence
∆ωˆ(|s|2εh ) + trωˆ(ω) ≥ ε2 |s|2εh
∣∣d log(|s|2h)∣∣2gˆ.
We have shown in Section 5 that a1 ω ≤ ωˆ ≤ a2 ω for uniform constants
a1, a2 > 0. Thus, we conclude that
(15) ∆ωˆ(|s|2εh ) ≥ δ |s|2ε−2βh −K
for uniform constants δ and K. We next consider the function S defined
above. Using the formula on page 266 of [2], we obtain
∆ωˆS ≥ −C |D∂∂¯u|2g |∂∂¯F |g − C |D∂∂¯u|g |D∂∂¯F |g
− C |D∂∂¯u|2g |R|g − C |D∂∂¯u|g |DR|g,
where D denotes the Levi-Civita connection associated with ω (see also [15],
Appendix A). Using the identity Ricω =
√−1 ∂∂¯F , we obtain
∆ωˆS ≥ −C |D∂∂¯u|2g |R|g − C |D∂∂¯u|g |DR|g,
hence
∆ωˆS ≥ −C S |R|g − C S
1
2 |DR|g.
Moreover, it follows from Proposition 3.4 and Proposition 3.5 that |R|g ≤ C
and |DR|g ≤ C |s|ε−βh . Putting these facts together, we obtain
∆ωˆS ≥ −C |s|ε−βh S
1
2 − C S.
Therefore, we can find a uniform constant L such that
(16) ∆ωˆS ≥ −δ |s|2ε−2βh − LS,
where δ is the constant appearing in (15). Furthermore, equation (2.7) in
[15] implies
(17) ∆ωˆ(∆ωu) ≥ κS −N
for uniform constants κ and N . We next consider the function




Using the inequalities (15), (16), and (17), we obtain




Since ∆ωu is uniformly bounded, we conclude that
(18) ∆ωˆQ ≥ Q− C
for some uniform constant C. It follows from Proposition 6.6 that the func-
tion Q attains its maximum at some point inM \Σ. Using (18), we conclude
that Q is bounded from above by some uniform constant. From this, the
assertion follows.
Corollary 6.8. Fix a point p ∈ Σ, and let (z1, . . . , zn−1, ζ) be complex









are Lipschitz continuous with respect to ω, and the Lipschitz constants are
bounded from above by some uniform constant L. In particular, ‖u‖C2,α,β ≤
C.




, ψl = |ζ|1−β ∂
2u
∂ζ ∂z¯l




It follows from Proposition 6.7 that the covariant derivative of ∂∂¯u is uni-











by Lemma 6.3. Here, D denotes the Levi-Civita connection associated with
























(20) |dχ|g ≤ C.
Finally, using the identity
ζ1−β

















It follows from (19) and (20) that the functions ϕkl and χ are Lipschitz con-
tinuous, with Lipschitz constant at most C. It remains to bound the Lips-
chitz constant of ψl. Note that the function ψl vanishes along Σ. Integrating
the inequality (21) along radial line segments yields |ψl(z1, . . . , zn−1, ζ)| ≤













≤ C + C |ζ|β−1
√
gζζ¯ .
Consequently, |dψl|g ≤ C for some uniform constant C. This completes the
proof.
7. Proof of Theorem 1.1
We now finish the proof of Theorem 1.1. As above, we consider the
equation
(⋆t) (ω +
√−1 ∂∂¯u)n = etF−c ωn,
where c is a constant. Moreover, let
I = {t ∈ [0, 1] : (⋆t) has a solution (u, c) ∈ C2,α,β × R}.
The equation (⋆0) has the trivial solution u = 0; in particular, I is non-
empty. It follows from Corollary 6.8 that any solution of (⋆t) is uniformly
bounded in C2,α,β. Consequently, I is closed. We next show that I is open.
Proposition 7.1. The set I is an open subset of [0, 1].
Proof. Fix a point t0 ∈ I. Moreover, let u be a solution of (⋆t0), and
let ωˆ = ω +
√−1 ∂∂¯u. By Theorem 3.7, the operator ∆ωˆ : C2,α,β → C,α,β
is Fredholm with Fredholm index zero. Consequently, the operator ∆ωˆ has
one-dimensional cokernel and its range is given by
{
f ∈ C,α,β : ∫M f ωˆn = 0}.
Hence, the assertion follows from the implicit function theorem.
Corollary 7.2. We have I = [0, 1]. In particular, the equation (⋆1) admits
a solution u ∈ C2,α,β.
In the remainder of this section, we assume that u ∈ C2,α,β is a solution of
(⋆1). Then the associated Ka¨hler metric ωˆ = ω +
√−1 ∂∂¯u is Ricci flat. It
remains to show that ωˆ has bounded curvature. The proof of this statement
can be broken down into several lemmata.
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gˆkl¯ ∈ C,α,β0 ,
|ζ|1−β ∂
∂ζ ∂z¯j




for all i, j, k, l ∈ {1, . . . , n− 1}.
Proof. Let us fix two integers k, l ∈ {1, . . . , n− 1}. Since u is a solution











By Lemma 6.1, the (1, 1)-forms ∂∂zk ωˆ and
∂
∂z¯l
ωˆ are of class C,α,β. Conse-
quently, we can find a function f ∈ C,α,β such that ∆ωˆgˆkl¯ = f away from Σ.
Hence, the assertion follows from Corollary 2.6.
Lemma 7.4. Let u ∈ C2,α,β be a solution of (⋆1). Then we have
|ζ|2−2β
( ∂4u








for all j, l ∈ {1, . . . , n − 1}.
Proof. Fix two integers j, l ∈ {1, . . . , n − 1}. By assumption, we have



















































(log ωn + F ).
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By Lemma 6.1, the (1, 1)-forms ∂∂z¯j ωˆ and
∂
∂z¯l
ωˆ are of class C,α,β. Moreover,
it is easy to see that the function ∂
2
∂z¯j ∂z¯l
(log ωn + F ) is of class C,α,β. Con-










In particular, we have
|ζ|2−2β ∂
4u
∂ζ ∂ζ¯ ∂z¯j ∂z¯l
∈ C,α,β.
Hence, the assertion follows from Proposition A.1.
Proposition 7.5. Let u ∈ C2,α,β be a solution of (⋆1), and let Rˆ denote the
Riemann curvature tensor of gˆ. Then supM\Σ |Rˆ|gˆ <∞.
Proof. As in Section 3, we consider the map








































































































































Since the metric gˆ is uniformly equivalent to g, we conclude that |Rˆ|gˆ = O(1).
This completes the proof of Proposition 7.5.
Appendix A. An auxiliary result
Proposition A.1. Fix real numbers α ∈ (0, 1) and β ∈ (0, 12 ) such that
αβ < 1−2β. Assume that f˜ is a function defined on the unit disk B1(0) ⊂ C
of class Cα. Moreover, suppose that v is a smooth function defined on the





















h(ζ) = |ζ|2β−2 (f˜(|ζ|β−1 ζ)− f˜(0)).
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on B1(0) \ {0}. Since supB1(0)\{0} |w| < ∞, the previous equation holds in














|ζ − ζ0|−1 |ζ|2β−2+αβ dζ + C
≤ C |ζ0|2β−1+αβ .




We now consider a point ζ0 ∈ B1/4(0). Since f˜ is of class Cα, we have
|h(ζ1)− h(ζ2)| ≤ |ζ1|2β−2
∣∣f˜(|ζ1|β−1 ζ1)− f˜(|ζ2|β−1 ζ2)∣∣
+
∣∣|ζ1|2β−2 − |ζ2|2β−2∣∣ ∣∣f˜(|ζ2|β−1 ζ2)− f˜(0)∣∣
≤ C |ζ1|2β−2
∣∣|ζ1|β−1 ζ1 − |ζ2|β−1 ζ2|α
+ C
∣∣|ζ1|2β−2 − |ζ2|2β−2∣∣ |ζ2|αβ
for all ζ1, ζ2 ∈ B|ζ0|/2(ζ0). This implies
|h(ζ1)− h(ζ2)| ≤ C |ζ0|2β−2+α(β−1) |ζ1 − ζ2|α
+ C |ζ0|2β−3+αβ |ζ1 − ζ2|
for all ζ1, ζ2 ∈ B|ζ0|/2(ζ0). Therefore,
[h]Cα(B|ζ0|/2(ζ0))
≤ C |ζ0|2β−2+α(β−1).
Using standard interior estimates, we obtain∣∣∣∂2w
∂ζ2
(ζ0)







|h|+ C |ζ0|α [h]Cα(B|ζ0|/2(ζ0)).
Putting these facts together, we conclude that∣∣∣∂2w
∂ζ2
(ζ0)
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