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Tato pra´ce popisuje novy´ prˇ´ıstup k predikci vlivu aminokyselinovy´ch mutac´ı na zmeˇnu
stability proteinu. C´ılem je vytvorˇit novy´ meta-na´stroj, ktery´ kombinuje vy´stupy osmi vy-
brany´ch na´stroj˚u, d´ıky cˇemuzˇ je schopen svoji predikcˇn´ı schopnost zlepsˇit. Pro nalezen´ı
optima´ln´ıho konsenzu mezi teˇmito na´stroji je pouzˇito r˚uzny´ch metod strojove´ho ucˇen´ı.
Ze vsˇech testovany´ch metod strojove´ho ucˇen´ı dosahuje KStar nejvysˇsˇ´ı u´speˇsˇnosti predikce
na tre´novac´ım datasetu tvorˇene´ho experimenta´lneˇ oveˇrˇeny´mi mutacemi z databa´ze Pro-
Therm. Pra´veˇ z tohoto d˚uvodu je KStar vybra´n jako optima´ln´ı predikcˇn´ı technika. Pro
proka´za´n´ı korektnosti vy´sledk˚u tohoto meta-na´stroje je pouzˇito testovac´ıho datasetu vy-
tvorˇene´ho ojedineˇly´m zp˚usobem, a to z v´ıcebodovy´ch mutac´ı extrahovany´ch takte´zˇ z da-
taba´ze ProTherm. Jelikozˇ nebyly v´ıcebodove´ mutace pouzˇity pro natre´nova´n´ı zˇa´dne´ho z in-
tegrovany´ch na´stroj˚u, prˇedpokla´da´ se, zˇe takove´to porovna´n´ı je objektivn´ı. Ve vy´sledku
se t´ımto prˇ´ıstupem podarˇilo pomoc´ı metody strojove´ho ucˇen´ı KStar zvy´sˇit korelacˇn´ı koe-
ficient na tre´novac´ım datasetu o 0,130, respektive o 0,239 na datasetu testovac´ım oproti
neju´speˇsˇneˇjˇs´ımu integrovane´mu na´stroji. Na za´kladeˇ zjiˇsteˇny´ch u´daj˚u je mozˇne´ rˇ´ıci, zˇe me-
tody strojove´ho ucˇen´ı jsou vhodny´mi technikami pro proble´my z oblasti proteinovy´ch pre-
dikc´ı.
Abstract
This thesis describes a new approach to the detection of protein stability change upon amino
acid mutations. The main goal is to create a new meta-tool, which combines the outputs
of eight well-established prediction tools and due to suitable method of consensus making,
it is able to improve the overall prediction accuracy. The optimal strategy of combination
of outputs of these tools is found by using a various number of machine learning methods.
From all tested machine learning methods, KStar showed the highest prediction accuracy
on the training dataset compiled from experimentally validated mutations originating from
ProTherm database. Due to this reason, it is chosen as an optimal prediction technique. The
general prediction abilities is validated on the testing dataset composed of multi-point amino
acid mutations extracted also from ProTherm database. Since the multi-point mutations
were not used for training any of integrated tools, we suppose that such comparison is
objective. As a result, the developed meta-tool based on KStar technique improves the
correlation coefficient about 0.130 on the training dataset and 0.239 on the testing dataset,
respectively (the comparison is being made against the most succesful integrated tool).
Based on the obtained results, it is possible to claim that machine learning methods are
suitable technique for the problems from area of protein predictions.
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Proteiny jsou z chemicke´ho hlediska nejslozˇiteˇjˇs´ı a funkcˇneˇ nejd˚umyslneˇjˇs´ı zna´me´ molekuly,
a proto nen´ı divu, zˇe se velka´ cˇa´st vy´zkumu v bioinformatice zaby´va´ pra´veˇ jimi. Mutace
jednotlivy´ch aminokyselin mohou mı´t vy´znamny´ vliv na vy´slednou stabilitu proteinu. Je
d˚ulezˇite´ si uveˇdomit, zˇe ne vsˇechny mutace musej´ı ve´st ke stabiln´ı molekule. Z tohoto
d˚uvodu byly vyvinuty na´stroje predikuj´ıc´ı vliv aminokyselinovy´ch mutac´ı na stabilitu pro-
teinu.
Vy´sledkem te´to diplomove´ pra´ce je na´vrh a vytvorˇen´ı meta-na´stroje, ktery´ kombi-
nuje vy´stupy jednotlivy´ch na´stroj˚u urcˇeny´ch pro predikci zmeˇny stability proteinu s c´ılem
zprˇesnit pozˇadovany´ vy´sledek vzhledem k vy´sledk˚um jizˇ existuj´ıc´ıch na´stroj˚u.
Druha´ kapitola pojedna´va´ o aminokyselina´ch a proteinech. Podrobneˇji je zde rozebra´na
struktura proteinu, kterou je mozˇne´ rozdeˇlit na prima´rn´ı, sekunda´rn´ı, tercia´ln´ı a kvartern´ı.
Nechyb´ı zde ani zmı´nka o aminokyselina´ch a jejich mozˇne´ klasifikaci.
Trˇet´ı kapitola se zaby´va´ proble´mem predikce vlivu aminokyselinove´ substituce na sta-
bilitu proteinu. Konkre´tneˇ je zde popsa´no rozdeˇlen´ı mutac´ı aminokyselin a jednotlive´ typy
jsou detailneˇji popsa´ny. Nast´ıneˇny jsou takte´zˇ mozˇne´ proble´my prˇi predikci stability pro-
teinu.
V cˇtvrte´ kapitole je mozˇne´ naj´ıt vy´cˇet dostupny´ch na´stroj˚u pro predikci stability pro-
teinu. Vybrane´ na´stroje jsou zde strucˇneˇ popsa´ny a klasifikova´ny do konkre´tn´ı skupiny
na´stroj˚u podle zp˚usobu predikce stability. Jednotlive´ metody predikce stability jsou zde
takte´zˇ rozepsa´ny. V za´veˇru te´to kapitoly jsou uvedeny metodiky a studie, zaby´vaj´ıc´ı se
vy´konnost´ı predikcˇn´ıch na´stroj˚u.
Pa´ta´ kapitola je urcˇena strojove´mu ucˇen´ı. Zde jsou popsa´ny za´kladn´ı proble´my, principy
a metody vyuzˇ´ıvane´ v bioinformaticke´ praxi. Nechyb´ı zde ani informace ohledneˇ proble´mu˚
prˇi vy´beˇru vhodne´ho datasetu, proble´mu prˇeucˇen´ı a nast´ıneˇn´ı jejich mozˇny´ch rˇesˇen´ı.
Sˇesta´ kapitola je veˇnova´na implementaci meta-na´stroje. Je zde popsa´n postup vytvorˇen´ı
tre´novac´ıho a testovac´ıho datasetu, uvedeny jsou takte´zˇ jejich za´kladn´ı charakteristiky.
Sedma´ kapitola se zaby´va´ testova´n´ım a experimentova´n´ım s dosazˇeny´mi vy´sledky nad
tre´novac´ımi i testovac´ımi daty. Tyto vy´sledky jsou zhodnoceny a porovna´ny s vy´sledky
jednotlivy´ch predikcˇn´ıch na´stroj˚u. Diskutova´ny jsou takte´zˇ vy´sledky techniky vy´beˇru rys˚u.
V za´veˇrecˇne´ kapitole je shrnuta vy´sledna´ pra´ce s d˚urazem na z´ıskane´ vy´sledky. Popsa´n





Proteiny neboli b´ılkoviny tvorˇ´ı zhruba jednu polovinu suche´ hmotnosti bunˇky [35]. Jedna´
se vlastneˇ o biopolymer tvorˇeny´ jedn´ım nebo v´ıce polypeptidovy´mi rˇeteˇzci. Polypepti-
dove´ rˇeteˇzce oznacˇujeme jako polymery aminokyselin spojeny´ch navza´jem peptidovy´mi
vazbami [43]. Proteiny nejsou ovsˇem jenom pouhy´mi stavebn´ımi kameny, z nichzˇ je bunˇka








Vzhledem k jiste´ univerza´lnosti protein˚u nikoho neprˇekvap´ı, zˇe z chemicke´ho hlediska jsou
pra´veˇ proteiny nejslozˇiteˇjˇs´ı a funkcˇneˇ nejd˚umyslneˇjˇs´ı zna´me´ molekuly. Velke´ mnozˇstv´ı funkc´ı,
ktere´ proteiny zajiˇst’uj´ı, je d˚usledkem obrovske´ho pocˇtu r˚uzny´ch tvar˚u, ktery´ch mohou pro-
teiny naby´vat.
2.1 Aminokyseliny
Aminokyseliny jsou odvozeny od organicky´ch kyselin, kde na alfa uhl´ık je nava´za´na karbo-
xylova´ (-COOH) a aminova´ (-NH2) funkcˇn´ı skupina. Jednotlive´ aminokyseliny se od sebe
liˇs´ı v tzv. postrann´ım rˇeteˇzci (R), jehozˇ podoba urcˇuje chemicke´ vlastnosti aminokyse-
lin, resp. protein˚u. Obecny´ vzorec pro tvorbu aminokyseliny je zna´zorneˇn na obra´zku 2.1.
Jednotlive´ aminokyseliny jsou v molekule spojeny pomoc´ı peptidove´ vazby, ktera´ vznikne
spojen´ım karboxylove´ skupiny jedne´ aminokyseliny s amino skupinou druhe´ aminokyseliny
(viz obra´zek 2.2). Prˇi tvorbeˇ te´to peptidove´ vazby se za´rovenˇ vylucˇuje molekula vody, cozˇ
lze oznacˇit za kondenzaci.
Zrˇeteˇzen´ım v´ıce aminokyselin vznika´ peptidovy´ rˇeteˇzec. Zbytky aminokyselin odstupuj´ı
od osy rˇeteˇzce jako tzv. postrann´ı rˇeteˇzce. Kazˇdy´ peptidovy´ rˇeteˇzec je na jednom konci
4
Obra´zek 2.1: Za´kladn´ı obecny´ vzorec aminokyselin. Symbol R oznacˇuje postrann´ı rˇeteˇzec,
ktery´ prˇedstavuje zbytek aminokyseliny. Postrann´ı rˇeteˇzec R, karboxylova´ a aminova´ sku-
pina jsou nava´za´ny na alfa-uhl´ık. [35]
Obra´zek 2.2: Tvorba peptidove´ vazby mezi dveˇma aminokyselinami. [35]
zakoncˇen NH2 skupinou (aminovy´ cˇi N konec) a na druhe´m COOH skupinou (karboxylovy´
cˇi C konec). [35]
Jak jizˇ bylo rˇecˇeno, o vlastnostech protein˚u rozhoduje charakter postrann´ıch rˇeteˇzc˚u
aminokyselin. Podle [43] lze aminokyseliny z hlediska fyzika´lneˇ-chemicke´ho klasifikovat
takto:
• Aminokyseliny s nepola´rn´ım zbytkem. Do te´to skupiny patrˇ´ı vsˇechny aminoky-
seliny, ktere´ maj´ı alkylovy´ postrann´ı rˇeteˇzec a jsou hydrofobn´ı. Postrann´ı rˇeteˇzce se
snazˇ´ı shlukovat uvnitrˇ molekuly a vyhnout se tak kontaktu s vodou, ktera´ je uvnitrˇ
bunˇky obklopuje. Mezi tyto aminokyseliny patrˇ´ı glycin, alanin, valin, leucin, izoleucin,
fenylalanin, tryptofan, methionin a prolin. [2]
• Aminokyseliny s pola´rn´ım zbytkem. Naopak aminokyseliny s pola´rn´ım zbyt-
kem se snazˇ´ı zdrzˇovat na povrchu molekuly, kde mohou vytva´rˇet vod´ıkove´ mu˚stky
s molekulami vody a dalˇs´ıch pola´rn´ıch la´tek. Tyto aminokyseliny se ve vodeˇ dobrˇe
rozpousˇteˇj´ı. Patrˇ´ı sem tyrosin, asparagin, glutamin, serin, threonin a cystein. [2]
• Aminokyseliny s kysely´m zbytkem. Jsou to takove´ aminokyseliny, jejichzˇ po-
strann´ı rˇeteˇzec obsahuje karboxylovou skupiny. Patrˇ´ı sem kyselina asparagova´ a ky-
selina glutamova´. [43]
• Aminokyseliny se za´sadity´m zbytkem. Tyto aminokyseliny maj´ı prˇi neutra´ln´ım
pH v postrann´ım rˇeteˇzci kladny´ na´boj. Patrˇ´ı sem aminokyseliny histidin, arginin a
lysin. [43]
Pro u´plnost dopln´ım, zˇe deˇlen´ı aminokyselin mu˚zˇe by´t zalozˇeno i na strukturˇe jejich po-
strann´ıch rˇeteˇzc˚u, v´ıce lze nale´zt na [43].
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Jelikozˇ je mozˇne´ setkat se s v´ıce variantami za´pisu konkre´tn´ı aminokyseliny, v ta-
bulce 2.1 je uveden seznam dvaceti aminokyselin a jejich odpov´ıdaj´ıc´ıch trˇ´ıp´ısmenny´ch
a jednop´ısmenny´ch ekvivalent˚u.
Pola´rn´ı aminokyseliny
Asparagova´ kys. Asp D




















Tabulka 2.1: Seznam 20 r˚uzny´ch aminokyselin nacha´zej´ıc´ıch se v proteinech. Vedle jme´na
aminokyseliny je jej´ı trˇ´ıp´ısmenna´ i jednop´ısmenna´ zkratka. [2]
2.2 Struktura proteinove´ molekuly
2.2.1 Prima´rn´ı struktura
Prima´rn´ı struktura proteinu je takova´ struktura, ktera´ je tvorˇena sledem (sekvenc´ı) jed-
notlivy´ch aminokyselin v molekule. Z tohoto tvrzen´ı vyply´va´, zˇe vlastnosti urcˇite´ b´ılkoviny
nejsou da´ny pouze aminokyselinovy´m slozˇen´ım, ale takte´zˇ jejich porˇad´ım. Tata´zˇ mnozˇina
aminokyselin mu˚zˇe by´t serˇazena linea´rneˇ teoreticky ve vsˇech kombinac´ıch. [35]
Tato struktura obsahuje informaci, podle ktere´ se tvorˇ´ı sekunda´rn´ı, tercia´ln´ı a kvartern´ı
struktura proteinu, realizuje se jejich nadmolekula´rn´ı struktura a biologicka´ funkce [43].
Pro zjiˇsteˇn´ı prima´rn´ı struktury proteinu se pouzˇ´ıva´ technika zvana´ sekvenova´n´ı.
2.2.2 Sekunda´rn´ı struktura
Jelikozˇ polypeptidovy´ rˇeteˇzec umozˇnˇuje volnou rotaci atomu˚, mu˚zˇeme tyto rˇeteˇzce oznacˇit
jako velmi flexibiln´ı. Tvar rˇeteˇzce v prostoru oznacˇujeme jako konformaci proteinu. Konfor-
mace ovsˇem nen´ı na´hodna´, ale je urcˇova´na silami, ktere´ p˚usob´ı uvnitrˇ molekuly. Prˇedevsˇ´ım
se jedna´ o rozlozˇen´ı sil mezi aminokyselinami s pola´rn´ımi a nepola´rn´ımi postrann´ımi rˇeteˇzci.
Nepola´rn´ı postrann´ı rˇeteˇzce jsou prˇitahova´ny k sobeˇ (dovnitrˇ molekuly), kdezˇto pola´rn´ı po-
strann´ı rˇeteˇzce se orientuj´ı na povrch molekuly (viz obra´zek 2.3). [35]
Dalˇs´ı silou, ktera´ zde p˚usob´ı, jsou vod´ıkove´ mu˚stky mezi peptidovy´mi vazbami v rˇeteˇzci,
da´le mezi nimi a postrann´ımi rˇeteˇzci a mezi postrann´ımi rˇeteˇzci navza´jem [35]. Du˚sledkem
teˇchto sil je to, zˇe dany´ polypeptidovy´ rˇeteˇzec zaujme vzˇdy stejnou konformaci. Zmeˇn´ıme-
li pomeˇr teˇchto sil (naprˇ. denaturac´ı), polypeptidovy´ rˇeteˇzec se vra´t´ı zpeˇt do p˚uvodn´ıho
stavu, jakmile tyto s´ıly prˇestanou p˚usobit (naprˇ. renaturac´ı).
Prˇi blizˇsˇ´ım zkouma´n´ı struktur proteinu si lze vsˇimnout, zˇe obvykle obsahuj´ı dva za´kladn´ı
modely. Prvn´ım modelem je α-ˇsroubovice (α-helix). α-helix je takove´ prostorove´ usporˇa´da´n´ı,
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Obra´zek 2.3: Rozvinuty´ polypeptidovy´ rˇeteˇzec zauj´ıma´ ve vodne´m prostrˇed´ı urcˇitou pro-
storovou strukturu. Nepola´rn´ı postrann´ı rˇeteˇzce se soustrˇed’uj´ı uvnitrˇ molekuly, kdezˇto
hydrofiln´ı postrann´ı rˇeteˇzce se vyskytuj´ı na povrchu molekuly, kde interaguj´ı s molekulami
vody. [35]
kde rˇeteˇzec vytva´rˇ´ı sˇroubovici. Tato konformace je stabilizova´na vod´ıkovy´mi mu˚stky mezi
nad sebou lezˇ´ıc´ımi peptidovy´mi vazbami. [35]
Druhy´m modelem je β-struktura (β skla´dany´ list). V β-strukturˇe prob´ıhaj´ı u´seky rˇeteˇzce
paralelneˇ vedle sebe. Tato struktura je stabilizova´na vod´ıkovy´mi mu˚stky mezi soused´ıc´ımi
u´seky. [35]
2.2.3 Tercia´ln´ı struktura
Tercia´ln´ı strukturou se oznacˇuje prostorove´ trojrozmeˇrne´ usporˇa´da´n´ı polypeptidove´ho rˇeteˇzce.
Hlavn´ım d˚uvodem pro vytvorˇen´ı tercia´rn´ı struktury protein˚u je r˚uznost chemicke´ povahy
aminokyselinovy´ch postrann´ıch rˇeteˇzc˚u schopny´ch tvorˇit nekovalentn´ı vazby. [43]
Jelikozˇ jsou vsˇechny interakce udrzˇuj´ıc´ı konformacˇn´ı stabilitu energeticky slabe´ (takte´zˇ
nekovalentn´ı), p˚usoben´ım vneˇjˇs´ıch faktor˚u docha´z´ı ke zmeˇneˇ tercia´ln´ı struktury [35]. Pokud




Kvartern´ı struktura rˇesˇ´ı usporˇa´da´n´ı jednotlivy´ch polypeptidovy´ch rˇeteˇzc˚u v molekule pro-
teinu. Toto se ty´ka´ ovsˇem jen oligomern´ıch protein˚u, tj. takovy´ch protein˚u, ktere´ jsou
tvorˇeny´ v´ıce jak jedn´ım polypeptidovy´m rˇeteˇzcem. Je zaj´ımave´, zˇe i prˇestozˇe je protein
tvorˇen neˇkolika polypeptidovy´mi rˇeteˇzci, chova´ se v roztoku a v zˇive´ soustaveˇ jako jedna
molekula vyznacˇuj´ıc´ı se urcˇitou biologickou funkc´ı. [43]
Sekunda´rn´ı, tercia´ln´ı a kvartern´ı strukturu lze zhle´dnout na obra´zku 2.4.
Obra´zek 2.4: V leve´ cˇa´sti obra´zku mu˚zˇeme videˇt sekunda´rn´ı strukturu proteinu (konkre´tneˇ
α-helix a β-strukturu). V prostrˇedn´ı cˇa´sti je zobrazena tercia´ln´ı struktura s proteinovou
dome´nou a proteinovou podjednotkou (monomerem). V prave´ cˇa´sti se nacha´z´ı proteinova´







Stabilita proteinu je urcˇena mnozˇinou navza´jem p˚usob´ıc´ıch a ovlivnˇuj´ıc´ıch se sil. Pokud pro-
tein oznacˇ´ıme za stabiln´ı, nacha´z´ı se ve sve´ p˚uvodn´ı slozˇene´ konformaci. Na druhou stranu,
pokud je protein nestabiln´ı, dojde k jeho rozlozˇen´ı (denaturaci). Protein ve slozˇene´ konfor-
maci je stabilizova´n r˚uzny´mi vza´jemny´mi interakcemi jako jsou hydrofobn´ı, elektrostaticke´,
vod´ıkove´ vazby cˇi van der Waaalsovi s´ıly. V rozlozˇene´ konformaci dominuje entropicka´ a
neentropicka´ volna´ energie. [19]
Interakce mezi hlavn´ım rˇeteˇzcem a jeho postrann´ımi rˇeteˇzci urcˇuje vsˇechny mozˇne´ kon-
formace, ktery´ch protein mu˚zˇe naby´vat. Struktura vy´sledne´ho proteinu je omezena take´
pomoc´ı tzv. torzn´ıch u´hl˚u. Tyto torzn´ı u´hly umozˇnˇuj´ı rotaci okolo N − Cα a Cα− C jed-
noduchy´ch vazeb jednotlivy´ch residu´ı. Du˚sledkem je druhy´ termodynamicky´ za´kon, ktery´
rˇ´ıka´, zˇe syste´my s konstantn´ı teplotou a tlakem najdou rovnova´zˇny´ bod jako jisty´ kompro-
mis mezi entalpi´ı (H), entropi´ı (S) a termodynamickou teplotou (T ). Vy´sledkem je tzv.
Gibbsova volna´ energie vyja´drˇena´ vztahem G = H − T ∗ S. [26]
Pokud prˇihle´dneme k mozˇnostem vzniku mutac´ı maj´ıc´ı za na´sledek zmeˇnu aminoky-
seliny, je zrˇejme´, zˇe mu˚zˇe doj´ıt jak ke zmeˇneˇ konformace proteinu, tak i ke zmeˇneˇ jeho
stability. Podrobneˇjˇs´ı informace o mutac´ıch lze nale´zt v kapitole 3.2.
3.1.1 Databa´ze ProTherm
Termodynamicka´ data protein˚u jsou velmi d˚ulezˇita´ pro porozumeˇn´ı za´kladn´ım mecha-
nismu˚m proteinove´ stability. Z tohoto d˚uvodu bylo beˇhem posledn´ıch desetilet´ı provedeno
mnoho experiment˚u s c´ılem z´ıskat tato data. Vy´sledky teˇchto experiment˚u byly veˇtsˇinou
publikova´ny v r˚uzny´ch cˇasopisech zaby´vaj´ıc´ıch se touto te´matikou. Jelikozˇ se data nevy-
skytovala na jednom mı´steˇ, hleda´n´ı konkre´tn´ıch za´znamu˚ byl velky´ proble´m. Proto v roce
1998 vznikla elektronicky dostupna´ databa´ze ProTherm [25], ktera´ shromazˇd’uje takto ex-
perimenta´lneˇ z´ıskana´ data. Tato databa´ze obsahuje termodynamicka´ data (naprˇ. zmeˇna Gi-
bbsovy volne´ energie, zmeˇna entalpie aj.), strukturn´ı informace, meˇrˇ´ıc´ı metody, odkazy na
souvisej´ıc´ı literaturu nebo podmı´nky, ve ktery´ch byl experiment proveden [26]. V soucˇasne´
dobeˇ tato databa´ze obsahuje 25 820 za´znamu˚ [1].
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Shromazˇd’ova´n´ı teˇchto dat a zprˇ´ıstupneˇn´ı veˇdecke´ komuniteˇ mu˚zˇe pomoci vyvinout nove´
metody pro lepsˇ´ı porozumeˇn´ı a prˇedpov´ıda´n´ı stability proteinu. Tohoto faktu je vyuzˇito i
v te´to diplomove´ pra´ci.
3.2 Mutace v proteinu
Jak bylo rˇecˇeno v u´vodu kapitoly, stabilitu proteinu je mozˇne´ ovlivnit zejme´na mutac´ı
jednotlivy´ch aminokyselin.
Termı´nem mutace jsou v souvislosti s lidsky´m genomem oznacˇova´ny na´hle´, na´hodne´
nebo neusmeˇrneˇne´ zmeˇny geneticke´ho materia´lu. Jsou to vsˇechny zmeˇny geneticke´ infor-
mace, ktere´ nejsou vy´sledkem segregac´ı a rekombinac´ı cˇa´sti genotyp˚u jizˇ existuj´ıc´ıch [49].
Dle [35] mohou mutace meˇnit obsah genomu na trˇech u´rovn´ıch, podle toho rozliˇsujeme
mutace:
• genove´ (meˇn´ı informaci nesenou genem),
• chromozomove´ (zp˚usobena zmeˇnou struktury chromozomu),
• genomove´ (zmeˇna pocˇtu chromozomu˚).
Jak jizˇ bylo zmı´neˇno, prima´rn´ı struktura proteinu je urcˇova´na z informac´ı obsazˇeny´ch
v DNA a pra´veˇ DNA je mı´stem, kde prob´ıhaj´ı mutace, ktere´ mohou, ale take´ nemus´ı mı´t
za´sadn´ı vliv na strukturu resp. funkci proteinu. Z tohoto d˚uvodu se v dalˇs´ıch podkapitola´ch
budeme podrobneˇji zminˇovat jen o mutac´ıch genovy´ch.
3.2.1 Prˇ´ıcˇina vzniku mutac´ı
V te´to podkapitole jsou popsa´ny fyzicke´ i chemicke´ faktory ovlivnˇuj´ıc´ı vznik mutageneze
(tj. procesu vzniku mutac´ı). Genove´ mutace mohou vzniknout naprˇ´ıklad jako chyby prˇi
replikaci DNA. Pokud se zameˇrˇ´ıme sp´ıˇse na prˇenos geneticke´ informace, mutace mohou
ovlivnit procesy jako transkripce cˇi translace. Zna´my´m prˇ´ıpadem mutace je naprˇ´ıklad srp-
kovita´ ane´mie. Ta vznika´ mutac´ı genu pro hemoglobin, konkre´tneˇ za´meˇnou v jeho beta-
peptidicke´m rˇeteˇzci, kde se na sˇeste´ pozici mı´sto glutaminove´ kyseliny objevuje valin, ktery´
zp˚usobuje srpkovitost cˇerveny´ch krvinek. [49]
Mezi fyzika´ln´ı faktory zp˚usobuj´ıc´ı mutaci mu˚zˇeme zarˇadit za´rˇen´ı, a to jak ionizuj´ıc´ı,
tak i neionizuj´ıc´ı. Stupenˇ posˇkozen´ı molekula´rn´ı struktury DNA je prˇ´ımo u´meˇrny´ absorbo-
vane´ da´vce za´rˇen´ı. Mezi ionizuj´ıc´ı za´rˇen´ı lze zarˇadit prˇedevsˇ´ım rentgenove´ za´rˇen´ı, neutrony,
protony a elektrony o vysoke´m obsahu energie. Toto za´rˇen´ı zp˚usobuje prˇerusˇen´ı kontinu-
ity vla´kna DNA. Mezi neionizuj´ıc´ı za´rˇen´ı zarˇazujeme prˇedevsˇ´ım za´rˇen´ı ultrafialove´, ktere´
posˇkozuje DNA.
Mezi chemicke´ faktory ovlivnˇuj´ıc´ı strukturu DNA lze zarˇadit la´tky zvane´ genotoxiny.
Teˇchto la´tek je obrovske´ mnozˇstv´ı a patrˇ´ı mezi neˇ naprˇ´ıklad alkylacˇn´ı cˇinidla, silna´ oxidacˇn´ı
cˇinidla, cˇinidla interkalacˇn´ı a jine´. Neˇktere´ la´tky ovsˇem nemusej´ı posˇkozovat DNA prˇ´ımo,
ale mohou narusˇovat naprˇ´ıklad replikaci. [49]
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3.2.2 Typy mutac´ı




Vsˇechny ostatn´ı typy mutac´ı jsou jenom r˚uzny´mi variantami teˇchto trˇ´ı zmı´neˇny´ch mutac´ı.
Substituce je za´meˇna jednoho cˇi neˇkolika po sobeˇ jdouc´ıch pa´r˚u nukleotid˚u. Transpozic´ı se
oznacˇuje zmeˇna porˇad´ı nukleotid˚u nebo nukleotidovy´ch pa´r˚u. Inverze je vy´meˇna jednoho
nebo v´ıce nukleotidovy´ch pa´r˚u mezi obeˇma vla´kny DNA. Vcˇleneˇn´ı jednoho nebo v´ıce po
sobeˇ na´sleduj´ıc´ıch nukleotid˚u nebo nukleotidovy´ch pa´r˚u oznacˇujeme jako inzerce. Delece je
pak ztra´ta jednoho nebo neˇkolika po sobeˇ na´sleduj´ıc´ıch nukleotid˚u cˇi nukleotidovy´ch pa´r˚u.
Vsˇechny uvedene´ mutace mu˚zˇeme prˇehledneˇ videˇt v tabulce 3.1.
vla´kno standardn´ı DNA a b c d e f
substituce a r c d e f
transpozice a c d b e f
inzerce a b m n c d e f
duplikace a b b c d e f
delece a b d e f
inverze a b e f
c d
Tabulka 3.1: Beˇzˇne´ typy genovy´ch mutac´ı (prˇepracova´no z [35]).
3.2.3 Nukleotidovy´ polymorfismus
Vsˇichni lide´, s vy´jimkou identicky´ch sourozenc˚u, maj´ı unika´tn´ı DNA sekvenci. Prˇi porovna´n´ı
jedinc˚u, kterˇ´ı nebyli v prˇ´ıbuzenske´m vztahu, se zjistilo, zˇe se genom teˇchto jedinc˚u liˇs´ı
zhruba o 0,1%. Veˇtsˇina teˇchto odliˇsnost´ı je zp˚usobena pra´veˇ nukleotidovy´mi polymorfismy,
konkre´tneˇ jednobodovy´m polymorfismem oznacˇovany´m SNP (Single-nucleotide polymor-
phism) [26]. Odhaduje se, zˇe v´ıce jak 93% lidsky´ch gen˚u obsahuje alesponˇ neˇjaky´ SNP,
z toho prˇiblizˇneˇ 98% gen˚u je ve vzda´lenosti do 5000 pa´r˚u ba´z´ı od SNP. [10]
SNP lze tedy cha´pat jako genetickou variabilitu mezi jedinci v populaci, kde docha´z´ı
k substituci, inzerci nebo deleci pouze u jednoho pa´ru ba´z´ı. Prˇ´ıkladem budizˇ jizˇ zmı´neˇna´
srpkovita´ ane´mie. [26]
Pokud se pod´ıva´me na tabulku 3.2, ktera´ zna´zornˇuje ko´dova´n´ı aminokyselin pomoc´ı
kodon˚u mRNA, zjist´ıme, zˇe urcˇita´ aminokyselina mu˚zˇe by´t ko´dova´na r˚uzny´mi kodony.
Z tohoto faktu vyply´va´, zˇe prˇi mutaci nemus´ı vzˇdy doj´ıt ke zmeˇneˇ aminokyseliny a s t´ım
souvisej´ıc´ı zmeˇneˇ prima´rn´ı struktury prˇ´ıslusˇne´ho proteinu.
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Dle [35], [26] lze SNP rozdeˇlit na:
• synonymn´ı (tichou) mutace, ktere´ nezp˚usob´ı za´meˇnu aminokyseliny na dane´ pozici,
• nesynonymn´ı mutace, kde vznikaj´ı kodony urcˇuj´ıc´ı jinou aminokyselinu,
• nesmyslne´ (nonsense) mutace, kde vznikaj´ı ukoncˇovac´ı kodony, cˇ´ımzˇ dojde ke zkra´cen´ı
polypeptidovy´ch rˇeteˇzc˚u.
U C A G
U
UUU Phe UCU Ser UAU Tyr UGU Cys
UUC Phe UCC Ser UAC Tyr UGC Cys
UUA Leu UCA Ser UAA stop UGA stop
UUG Leu UCG Ser UAG stop UGG Trp
C
CUU Leu CCU Pro CAU His CGU Arg
CUC Leu CCC Pro CAC His CGC Arg
CUA Leu CCA Pro CAA Gln CGA Arg
CUG Leu CCG Pro CAG Gln CGG Arg
A
AUU Ile ACU Thr AAU Asn AGU Ser
AUC Ile ACC Thr AAC Asn AGC Ser
AUA Ile ACA Thr AAA Lys AGA Arg
AUG Met ACG Thr AAG Lys AGG Arg
G
GUU Val GCU Ala GAU Asp GGU Gly
GUC Val GCC Ala GAC Asp GGC Gly
GUA Val GCA Ala GAA Glu GGA Gly
GUG Val GCG Ala GAG Glu GGG Gly
Tabulka 3.2: Ko´dova´n´ı aminokyselin pomoc´ı kodon˚u mRNA. [35]
3.2.4 Du˚sledky mutac´ı strukturn´ıch gen˚u
Jelikozˇ mutace mohou ve sve´m d˚usledku meˇnit prima´rn´ı strukturu protein˚u, je zrˇejme´,
zˇe tyto mutace take´ mohou vyvola´vat podstatne´ zmeˇny metabolicky´ch i jiny´ch proces˚u
v bunˇce (dokonce mohou zp˚usobit i jej´ı za´nik). Je takte´zˇ zaj´ımave´, zˇe pokud dojde k za´meˇneˇ
aminokyseliny v mı´steˇ nevy´znamne´m pro biologickou funkci proteinu, mutace se ve fenotypu
neprojev´ı. Pokud dojde k za´meˇneˇ aminokyseliny v aktivn´ım cˇi vazebne´m mı´steˇ proteinu,
funkce proteinu se zmeˇn´ı nebo se dany´ protein stane nefunkcˇn´ım.
Delece nebo inzerce nukleotid˚u zp˚usob´ı zmeˇnu cˇtec´ıho ra´mce, jehozˇ d˚usledkem je vzˇdy
synte´za nefunkcˇn´ıho proteinu.
Fenotypove´ projevy mutac´ı strukturn´ıch gen˚u jsou r˚uzne´ podle zmeˇny stupneˇ genove´ho
produktu. Mu˚zˇe se jednat o zmeˇnu kinetiky enzymu cˇi vazebny´ch schopnost´ı proteinu nebo
o absenci urcˇite´ metabolicke´ funkce. [35]
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Kapitola 4
Na´stroje pro predikci stability
proteinu
V pr˚ubeˇhu posledn´ıho desetilet´ı bylo vyvinuto neˇkolik metod k urcˇen´ı vlivu aminokyse-
linovy´ch mutac´ı na stabilitu proteinu. Veˇtsˇina z teˇchto vy´pocˇetn´ıch metod je prima´rneˇ
zalozˇena na vy´pocˇtu zmeˇny volne´ energie (∆∆G). Neˇktere´ z teˇchto metod pouzˇ´ıvaj´ı pro
vy´pocˇet ∆∆G energeticke´ funkce, ktere´ popisuj´ı interakce mezi jednotlivy´mi residui. Jine´
na´stroje mohou pouzˇ´ıvat metod strojove´ho ucˇen´ı (machine learning approaches), kde k natre´-
nova´n´ı modelu vyuzˇ´ıvaj´ı databa´ze s experimenta´lneˇ nameˇrˇeny´mi hodnotami zmeˇn po pro-
veden´ı mutac´ı.
Zp˚usob urcˇen´ı energeticky´ch funkc´ı mu˚zˇeme rozdeˇlit dle [23] na prˇ´ıstupy zalozˇene´ na:
• fyzika´ln´ım potencia´lu (physical potential approaches),
• statisticke´m potencia´lu (statistical potential approaches) a
• empiricke´m potencia´lu (empirical potential approaches).
Vy´pocˇty ∆∆G zalozˇene´ na fyzika´ln´ım potencia´lu simuluj´ı rozlozˇen´ı sil mezi jednotlivy´mi
atomy (tj. analy´za sil). Z tohoto d˚uvodu je tato metoda predikce stability vy´pocˇetneˇ
na´rocˇneˇjˇs´ı nezˇ metody strojove´ho ucˇen´ı. Vy´pocˇet statisticke´ho potencia´lu vyuzˇ´ıva´ analy´zy
r˚uzny´ch vlastnost´ı extrahovany´ch z datasetu proteinovy´ch struktur (statisticke´ analy´zy
prostrˇed´ı, substitucˇn´ıch frekvenc´ı cˇi korelac´ı prˇilehly´ch residu´ı nalezeny´ch experimenta´lneˇ
v proteinovy´ch struktura´ch). Prˇi vy´pocˇtu energeticke´ funkce je empiricky´ potencia´l urcˇen
kombinac´ı va´hovany´ch fyzika´ln´ıch a statisticky´ch energeticky´ch vy´raz˚u [23]. Neˇktere´ prˇ´ıstupy
takte´zˇ mohou kombinovat vy´hody statisticke´ analy´zy a metod strojove´ho ucˇen´ı, respektive
neuronovy´ch s´ıt´ı. V neˇktery´ch prˇ´ıpadech se vyskytuj´ı hybridn´ı prˇ´ıstupy zalozˇene´ na fy-
zika´ln´ım a statisticke´m potencia´lu [39].





Predikcˇn´ı na´stroje vyuzˇ´ıvaj´ıc´ı 3D struktury proteinu vyzˇaduj´ı ke sve´mu chodu soubory
ve forma´tu PDB (Protein data bank) [6], ktere´ jsou volneˇ on-line dostupne´1. K nevy´hoda´m
tohoto prˇ´ıstupu patrˇ´ı pra´veˇ za´vislost na PDB souborech obsahuj´ıc´ıch potrˇebne´ strukturn´ı
informace. Zdrojem dat by´va´ experimenta´ln´ı meˇrˇen´ı metodami NMR a X-ray krystalo-
grafiı. [6]
Na´stroje vyuzˇ´ıvaj´ıc´ı sekvencˇn´ıho prˇ´ıstupu vyzˇaduj´ı pouze sekvenci aminokyselin dane´ho
proteinu. V tomto prˇ´ıpadeˇ zde odpada´ prˇ´ıtomnost chyb, kdy experimenta´ln´ı meˇrˇ´ıc´ı metody
(NMR a X-ray krystalografie) nejsou schopny zaznamenat urcˇite´ pozice atomu˚, jak se tomu
deˇje v neˇktery´ch PDB za´znamech, ktere´ tak znemozˇnˇuj´ı predikci vlivu mutace na stabilitu
proteinu na dany´ch atomovy´ch sourˇadnic´ıch. Na druhou stranu t´ımto prˇ´ıstupem ztra´c´ıme
informaci o prostorove´m usporˇa´da´n´ı atomu˚ proteinu.
Nı´zˇe uvedene´ predikcˇn´ı na´stroje byly vybra´ny takovy´m zp˚usobem, aby byla pokryta co
mozˇna´ nejˇsirsˇ´ı sˇka´la zp˚usob˚u a metod jak predikovat stabilitu proteinu a bylo t´ım dosazˇeno
co mozˇna´ nejvysˇsˇ´ı mı´ry univerza´lnosti vy´sledne´ho meta-na´stroje.
4.1 AUTO-MUTE
AUTO-MUTE je kolekc´ı trˇ´ı na´stroj˚u (∆∆G, ∆∆GH2O a ∆Tm) slouzˇ´ıc´ıch pro predikci
vlivu aminokyselinovy´ch mutac´ı na stabilitu proteinu. V tomto textu se budeme zaby´vat
na´strojem oznacˇeny´m ∆∆G, ktery´ predikuje vliv jednobodovy´ch mutac´ı na stabilitu pro-
teinu s ohledem na tepelnou denaturaci.
Predikcˇn´ı modely tohoto na´stroje byly tre´nova´ny na mı´rneˇ upraveny´ch za´znamech
z´ıskany´ch z databa´ze ProTherm (bl´ızˇe popsa´no v [8]). Pu˚vodn´ı dataset obsahoval 1948
jednobodovy´ch mutac´ı z celkem 58 proteinovy´ch struktur, ktere´ se za´rovenˇ vyskytovaly
v databa´zi PDB. Po r˚uzny´ch u´prava´ch (naprˇ. odstraneˇn´ı proteinovy´ch struktur, ktere´ ne-
obsahovaly kompletn´ı informace o 3D strukturˇe proteinu), dataset obsahoval 1925 jedno-
bodovy´ch mutac´ı v 55 proteinovy´ch struktura´ch.
Poskytnuty jsou dva klasifikacˇn´ı modely (pouze pro predikci zname´nka ∆∆G) a dva
regresn´ı modely (predikce hodnoty ∆∆G). U klasifikacˇn´ıch metod lze pouzˇ´ıt Random Forest
(RF) a Support Vector Machine (SVM), regresn´ı metody nab´ızej´ı mozˇnost volby mezi Tree
Regression (REPTree) a SVM regression (SVMreg). Vy´beˇr mezi teˇmito modely je ponecha´n
na uzˇivateli, podrobneˇjˇs´ı informace lze nale´zt na [31].
K povinny´m vstupn´ım parametr˚um patrˇ´ı: PDB ID (jednoznacˇny´ cˇtyrˇp´ısmenny´ iden-
tifika´tor proteinove´ struktury v PDB databa´zi), proteinovy´ rˇeteˇzec, mutace (ve forma´tu
p˚uvodn´ı residuum, pozice mutace, nahrazene´ residuum), teplota (v rozsahu 0◦C azˇ 100◦C)
a pH (v rozsahu 0 -log[H+] azˇ 14 -log[H+]).
Vy´sledny´ efekt mutace je urcˇen na za´kladeˇ hodnoty ∆∆G. Pokud je splneˇna podmı´nka
∆∆G > 0 kcal/mol, jde o stabilizuj´ıc´ı mutaci, jinak je mutace oznacˇena za destabilizuj´ıc´ı.
K dalˇs´ım vy´stup˚um na´stroje patrˇ´ı naprˇ´ıklad i predikce sekunda´rn´ı struktury. Samotny´
na´stroj umozˇnˇuje predikovat azˇ peˇt mutac´ı soucˇasneˇ.
4.2 SDM
Site Directed Mutator (SDM) je on-line na´stroj zalozˇeny´ na vy´pocˇtu statisticke´ho po-
tencia´lu energeticke´ funkce vyvinuty´ Christopherem M. Tophamem [44] k predikci efektu
1http://www.pdb.org
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jednobodovy´ch mutac´ı na stabilitu proteinu. SDM pouzˇ´ıva´ specificke´ prostrˇed´ı aminokyse-
linovy´ch substitucˇn´ıch frekvenc´ı v ra´mci homologn´ıch proteinovy´ch rodin k vy´pocˇtu tzv.
stability sko´re. Tento typ vy´pocˇtu lze povazˇovat za analogii ke zmeˇneˇ volne´ energie mezi
divoky´m typem (z anglicke´ho prˇekladu wild-type) a mutovany´m proteinem [47]. Dalˇs´ı infor-
mace ohledneˇ principu vy´pocˇtu predikce stability proteinu lze nale´zt na [44].
Na´stroj k predikci vyuzˇ´ıva´ strukturn´ıch informac´ı, proto je nutne´ zadat PDB ID nebo
je mozˇne´ nahra´t vlastn´ı PDB soubor. Da´le je nutne´ urcˇit proteinovy´ rˇeteˇzec, pozici muto-
vane´ho residua a samotne´ mutovane´ residuum. Na´stroj neumozˇnˇuje zadat p˚uvodn´ı residuum
na zvolene´ pozici. Tato vlastnost se zvla´sˇteˇ prˇi pouzˇit´ı automaticke´ho zpracova´n´ı uka´zala
jako nevy´hodna´, a to vzhledem k faktu, zˇe neˇktere´ PDB soubory neobsahuj´ı kompletn´ı
posloupnost atomu˚ a mu˚zˇe tak doj´ıt k chybne´mu urcˇen´ı mutovane´ho mı´sta. Typicky se
jedna´ o proble´m na zacˇa´tc´ıch a konc´ıch rˇeteˇzce, kde vlivem pouzˇite´ experimenta´ln´ı metody
nemus´ı by´t dana´ aminokyselina uvedena a mu˚zˇe tak doj´ıt k nekonzistenci mezi pozicemi
aminokyselin v za´znamu SEQRES a atomovy´mi sourˇadnicemi. Kv˚uli absenci kontroly ekvi-
valence mu˚zˇeme v teˇchto prˇ´ıpadech predikovat stabilitu proteinu na jine´ pozici, nezˇ bylo
p˚uvodneˇ pozˇadova´no.
K zaj´ımavy´m vlastnostem tohoto na´stroje patrˇ´ı, zˇe kromeˇ predikce stability proteinu
prˇedpov´ıda´ i mozˇnost onemocneˇn´ı. Mutovana´ pozice je za´rovenˇ uka´za´na v Jmol appletu,
kde jsou jednotliva´ residua obarvena podle jejich chemicky´ch vlastnost´ı.
4.3 CUPSAT
Cologne University Protein Stability Analysis Tool (CUPSAT) je webovy´ na´stroj slouzˇ´ıc´ı
k analy´ze a predikci zmeˇn stability proteinu zp˚usobene´ jednobodovy´mi aminokyselinovy´mi
mutacemi. Na´stroj k vy´pocˇtu ∆∆G pouzˇ´ıva´ potencia´lu specificky´ch strukturn´ıch atomu˚
a potencia´lu torzn´ıch u´hl˚u. CUPSAT, jako jediny´ z vybrany´ch predikcˇn´ıch na´stroj˚u, lze
zarˇadit do kategorie na´stroj˚u, ktere´ pro vy´pocˇet energeticke´ funkce pouzˇ´ıvaj´ı prˇ´ıstupu
zalozˇene´m na empiricke´m potencia´lu.
Pozˇadovane´ vstupn´ı parametry jsou PDB ID, pozice mutace v aminokyselinove´m rˇeteˇzci
a p˚uvodn´ı (prˇirozena´) aminokyselina na zadane´ pozici. Da´le je mozˇne´ urcˇit experimenta´ln´ı
metodu, kde ma´ uzˇivatel na vy´beˇr ze dvou mozˇnost´ı Thermal a Denaturants. Prˇi vy´beˇru
mezi teˇmito dveˇma metodami byly bra´ny v u´vahy u´daje obsazˇene´ v databa´zi ProTherm.
Pokud jako metoda denaturace nebyla v za´znamu databa´ze ProTherm uvedena metoda
Thermal, byla vybra´na experimenta´ln´ı metoda Denaturants, v jine´m prˇ´ıpadeˇ byla vybra´na
metoda Thermal.
Pro zadane´ vstupn´ı parametry na´stroj predikuje celkovy´ efekt na stabilitu proteinu (sta-
biln´ı/destabiln´ı), torzn´ı u´hly (favourable/unfavourable) a konkre´tn´ı hodnotu ∆∆G. Kladne´
hodnoty ∆∆G jsou zde bra´ny jako stabilizuj´ıc´ı, za´porne´ jako destabilizuj´ıc´ı.
Acˇkoliv autorˇi ve sve´m cˇla´nku [36] slibuj´ı aktualizaci loka´ln´ıho PDB repozita´rˇe prˇiblizˇneˇ
jednou meˇs´ıcˇneˇ, u neˇktery´ch proteinovy´ch struktur obsazˇeny´ch v databa´zi PDB nelze sta-
bilitu predikovat. Tento proble´m lze rˇesˇit rucˇn´ım nahra´n´ım PDB souboru do loka´ln´ıho
repozita´rˇe na´stroje. [36]
4.4 I-Mutant3.0
Autorˇi tohoto na´stroje pouzˇili na rozd´ıl od vsˇech zmı´neˇny´ch na´stroj˚u trˇ´ıstavovou klasifikaci.
Dle [9] se v pouzˇite´m datasetu vyskytovalo okolo 32% hodnot ∆∆G, ktere´ byly bl´ızke´ nule
15
(v intervalu -0,5 azˇ 0,5 kcal/mol). Hodnoty v tomto rozsahu ovsˇem nemusej´ı by´t urcˇeny
prˇesneˇ (zp˚usobeno naprˇ´ıklad chybou meˇrˇen´ı cˇi prˇesnost´ı meˇrˇ´ıc´ı metody) a je mozˇne´, zˇe vliv
mutace bude sˇpatneˇ klasifikova´n. Z tohoto d˚uvodu autorˇi pouzˇili jizˇ zmı´neˇnou trˇ´ıstavovou
klasifikaci, kde destabilizuj´ıc´ı mutace mus´ı splnˇovat podmı´nku ∆∆G < -1,0 kcal/mol, sta-
bilizuj´ıc´ı mutace ∆∆G > 1,0 kcal/mol a neutra´ln´ı mutace -1,0 ≤ ∆∆G ≥ 1,0 kcal/mol.
I-Mutant3.0 je na´stroj vyuzˇ´ıvaj´ıc´ı metod strojove´ho ucˇen´ı, konkre´tneˇ metody Support
Vector Machine (SVM). Autorˇi vytvorˇili dveˇ verze tohoto programu, v prvn´ı verzi je pre-
dikce zalozˇena na strukturn´ı analy´ze, druha´ verze vyuzˇ´ıva´ sekvencˇn´ı analy´zu.
Tre´novac´ı dataset pro sekvencˇn´ı verzi I-Mutant3.0 je tvorˇen 1623 r˚uzny´mi jednobo-
dovy´mi mutacemi obsazˇeny´mi v 58 r˚uzny´ch proteinech. Pro strukturn´ı verzi tre´novac´ıho
datasetu bylo vybra´no 1576 r˚uzny´ch mutac´ı z celkem 55 protein˚u. Aplikova´n´ım termody-
namicke´ reverzibility (prˇedpokla´da´me, zˇe reverzn´ı mutace zp˚usobuje stejnou zmeˇnu ∆∆G
jako mutace p˚uvodn´ı) na kazˇdou mutaci byl pocˇet mutac´ı pro sekvencˇn´ı dataset zvy´sˇen na
3246, pro strukturn´ı dataset 3152 mutac´ı.
Kromeˇ predikce efektu mutace a jej´ım ∆∆G je vy´stupem tohoto na´stroje RSA (Relative
Solvent Accessible Area) a index spolehlivosti (Reliability index) v intervalu 1-9.
4.5 iPTREE-STAB
iPTREE-STAB je on-line na´stroj umozˇnˇuj´ıc´ı predikci celkove´ho efektu na stabilitu proteinu
(stabiln´ı/nestabiln´ı) a predikci zmeˇny stability proteinu (∆∆G) v za´vislosti na jednobo-
dovy´ch mutac´ıch aminokyselinove´ho rˇeteˇzce. Pro vy´pocˇet je pouzˇita sekvence aminokyse-
lin, proto na rozd´ıl od na´stroj˚u vyuzˇ´ıvaj´ıc´ıch strukturn´ıch vlastnost´ı proteinu nen´ı nutne´
vkla´dat PDB soubor. Rozhodova´n´ı o stabiliteˇ proteinu je ponecha´no na metoda´ch stro-
jove´ho ucˇen´ı, konkre´tneˇ na jednoduche´m rozhodovac´ım stromu. Autorˇi v [22] uva´deˇj´ı, zˇe
pro natre´nova´n´ı rozhodovac´ıho stromu bylo pouzˇito celkem 1859 neredundantn´ıch za´znamu˚
jednobodovy´ch mutac´ı, ktere´ byly z´ıska´ny z databa´ze ProTherm.
Jako jediny´ z uvedeny´ch na´stroj˚u, iPTREE-STAB neumozˇnˇuje urcˇit pozici, na ktere´
dojde k mutaci. Mı´sto toho se pouzˇ´ıva´ jednoduche´ho principu, kdy na´stroj analyzuje pouze
aminokyseliny v okol´ı vysˇetrˇovane´ho (mutovane´ho) residua. Prˇed i za pozˇadovany´m resi-
duem je nutne´ zadat trˇi prˇedcha´zej´ıc´ı/na´sleduj´ıc´ı aminokyseliny. Mimo tyto urcˇuj´ıc´ı u´daje
je nutne´ vyplnit i pH a teplotu.
Jelikozˇ se jedna´ o na´stroj vyuzˇ´ıvaj´ıc´ı metod strojove´ho ucˇen´ı, vy´pocˇet predikce je
v tomto prˇ´ıpadeˇ velmi rychly´.
4.6 mCSM
Na´stroj mCSM (mutation Cutoff Scanning Matrix) pouzˇ´ıva´ noveˇ navrzˇeny´ prˇ´ıstup vy´pocˇtu
zmeˇny stability proteinu bl´ızˇe popsany´ v [37]. Na rozd´ıl od ostatn´ıch prˇ´ıstup˚u, tento vyuzˇ´ıva´
graf zalozˇeny´ na signatura´ch. Pro pochopen´ı toho, jakou roli maj´ı mutace v onemocneˇn´ı,
autorˇi umozˇnili ohodnotit nejen proteinovou stabilitu, ale take´ interakce mezi proteinem-
proteinem a proteinem-nukleovou kyselinou. Prostrˇed´ı residu´ı mu˚zˇe by´t reprezentova´no
grafy, kde uzly jsou atomy a hrany jsou fyzika´lneˇ-chemicke´ interakce mezi nimi. Z teˇchto
graf˚u mu˚zˇe vzniknout struktura´ln´ı signatura, ktera´ je vytvorˇena extrahova´n´ım a sumari-
zova´n´ım vzda´lenostn´ıch vzor˚u. Tato signatura je pote´ pouzˇita jako objekt pro tre´nova´n´ı
prediktivn´ıch model˚u.
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Vy´pocˇet je mozˇne´ uskutecˇnit pomoc´ı webove´ho rozhran´ı, a to trˇemi zp˚usoby nazvany´mi
Single mutation, Mutation list a Systematic. Single mutation poskytuje stejny´ prˇ´ıstup, jaky´
jsme videˇli u prˇedcha´zej´ıc´ıch na´stroj˚u. V tomto prˇ´ıpadeˇ je nutne´ nahra´t PDB soubor, urcˇit
mutovany´ rˇeteˇzec a konkretizovat mutaci jej´ı pozic´ı, wild-typem a mutantem. Systematic
se chova´ obdobneˇ - jen s t´ım rozd´ılem, zˇe predikce stability je vypocˇ´ıta´na pro vsˇech 19
zby´vaj´ıc´ıch aminokyselin. Mutation list poskytuje mozˇnost vytvorˇen´ı konfiguracˇn´ıho sou-
boru, ve ktere´m mu˚zˇe by´t uvedeno v´ıce mutac´ı vztahuj´ıc´ı se k jednomu proteinu, resp. PDB
souboru. Tento postup je vy´hodny´ zejme´na pro veˇtsˇ´ı pocˇet zpracova´vany´ch mutac´ı nebo
pro automatizovane´ skripty.
Kladne´ hodnoty ∆∆G vyjadrˇuj´ı stabilizuj´ıc´ı mutace, naopak hodnoty za´porne´ destabi-
lizuj´ıc´ı mutace.
Vy´stupem je snadno zpracovatelny´ textovy´ soubor, ktery´ kromeˇ predikovane´ ∆∆G ob-
sahuje i RSA (Relative Solvent Accessibility). Pokud je ovsˇem v konfiguracˇn´ım souboru
uvedena nekorektn´ı mutace, nejsou v tomto konkre´tn´ım souboru provedeny zˇa´dne´ predikce.
4.7 PoPMuSiC
PoPMuSiC-2.1 je webovy´ server predikuj´ıc´ı zmeˇnu termodynamicke´ stability zp˚usobenou
jednobodovy´mi mutacemi protein˚u. Predikce je zalozˇena na linea´rn´ı kombinaci statisticky´ch
potencia´l˚u, jejichzˇ koeficienty za´visej´ı na solvent accessibility2 mutovany´ch residu´ı. Dle [14]
je predikce vyja´drˇena linea´rn´ı kombinac´ı pra´veˇ trˇina´cti statisticky´ch potencia´l˚u. Predikcˇn´ı
model obsahuje celkem 64 parametr˚u, jejichzˇ hodnoty jsou upraveny pomoc´ı neuronovy´ch
s´ıt´ı se snahou o minimalizaci strˇedn´ı kvadraticke´ odchylky.
Tento predikcˇn´ı na´stroj, jako jediny´, pozˇaduje pro sv˚uj chod registraci uzˇivatele. Vy´hoda
tohoto pozˇadavku je v tom, zˇe vsˇechny vy´sledky v minulosti vypocˇ´ıtany´ch u´loh jsou uzˇivateli
volneˇ dostupne´.
Rozhran´ı tohoto na´stroje je podobneˇ rozcˇleneˇne´ jako v prˇ´ıpadeˇ mCSM. Vy´pocˇty je
mozˇne´ prova´deˇt ve trˇech rezˇimech Single, Systematic a File. Rezˇim Single slouzˇ´ı pro ohod-
nocen´ı jedne´ mutace urcˇene´ pomoc´ı proteinove´ho rˇeteˇzce, wild-typem a mutantem. PDB
strukturu je mozˇne´ identifikovat pomoc´ı PDB ID nebo tento za´znam nahra´t na server.
Systematic vypocˇ´ıta´ ∆∆G pro vsˇechny zaznamenane´ pozice aminokyselin v zadane´ PDB
strukturˇe, a to pro vsˇech devatena´ct mozˇny´ch variant mutac´ı. V tomto rezˇimu je takte´zˇ
mozˇne´ zobrazit graf, ve ktere´m je vynesen na kazˇde´ pozici soucˇet za´porny´ch predikc´ı ∆∆G.
Struktura α-helix je obarvena cˇervenou barvou, β-struktura modrˇe a ostatn´ı struktury
(turns a coils) jsou zelene´. V rezˇimu File je mozˇne´ pro konkre´tn´ı PDB strukturu vytvorˇit
konfiguracˇn´ı soubor obsahuj´ıc´ı pozˇadovane´ mutace. Tento prˇ´ıstup je velmi rychly´ a na rozd´ıl
od na´stroje mCSM se prˇi vy´skytu chybne´ mutace vy´pocˇet neprˇerusˇ´ı.
Na rozd´ıl od zmı´neˇny´ch na´stroj˚u, PoPMuSiC pro stabilizuj´ıc´ı mutace vrac´ı za´pornou
hodnotu ∆∆G, pro destabilizuj´ıc´ı mutace pak hodnotu kladnou. Aby se prˇi pra´ci se vsˇemi
na´stroji pouzˇ´ıvalo stejne´ notace, byla hodnota predikovana´ t´ımto na´strojem prˇevra´cena na
kladnou pro stabilizuj´ıc´ı, na za´pornou pro destabilizuj´ıc´ı mutaci.
4.8 Porovna´n´ı a shrnut´ı
Vsˇechny na´stroje a jejich zarˇazen´ı do jednotlivy´ch skupin uvedeny´ch v u´vodu te´to ka-
pitoly lze prˇehledneˇ nale´zt v tabulce 4.1. Snahou bylo vybrat takove´ predikcˇn´ı na´stroje,
2Povrchova´ plocha biomolekuly, ktera´ je dostupna´ rozpousˇteˇdlu.
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ktere´ by pokryly co mozˇna´ nejv´ıce mozˇny´ch metod a postup˚u pro vy´pocˇet predikce stabi-
lity proteinu. T´ımto zp˚usobem jsme schopni markantneˇ zvy´sˇit celkovou velikost prostoru
rˇesˇitelny´ch mutac´ı v za´vislosti na zadane´m vstupu. Vy´sledny´ prostor rˇesˇitelny´ch mutac´ı je
da´n sjednocen´ım prostor˚u rˇesˇitelny´ch mutac´ı jednotlivy´ch na´stroj˚u.
Na´stroje Zp˚usob vy´pocˇtu Algoritmus Typ dat




SDM [47] energeticke´ funkce statisticky´ potencia´l strukturn´ı
CUPSAT [36] energeticke´ funkce empiricky´ potencia´l strukturn´ı
I-Mutant3.0 [9] strojove´ ucˇen´ı SVM
strukturn´ı,
sekvencˇn´ı
iPTREE-STAB [22] strojove´ ucˇen´ı rozhodovac´ı strom sekvencˇn´ı
mCSM [37] energeticke´ funkce statisticky´ potencia´l strukturn´ı
PoPMuSiC [14] energeticke´ funkce statisticky´ potencia´l strukturn´ı
Tabulka 4.1: Prˇehled na´stroj˚u a jejich metodologi´ı vy´pocˇtu.
Za´rovenˇ zde byla i snaha pouzˇ´ıt na´stroje, jejichzˇ doba predikce je prˇiblizˇneˇ stejna´. Cel-
kova´ doba beˇhu vytvorˇene´ho meta-na´stroje je totizˇ vzˇdy da´na cˇasem nejpomalejˇs´ıho pre-
dikcˇn´ıho na´stroje. Z tohoto d˚uvodu tud´ızˇ nen´ı prˇ´ıliˇs vhodne´ pouzˇ´ıt na´stroje s diametra´lneˇ
odliˇsny´mi dobami beˇhu, prˇijmeme-li prˇedpoklad, zˇe vy´sledne´ va´hove´ ohodnocen´ı jednot-
livy´ch na´stroj˚u nebude diametra´lneˇ odliˇsne´. V tabulce 4.2 lze nale´zt informace o potrˇebne´m
cˇase pro vy´pocˇet jedne´ mutace, omezen´ı pocˇtu mutac´ı pro vstupy jednotlivy´ch na´stroj˚u a
take´ nechyb´ı popis jejich omezen´ı.
Na´stroje Cˇas vy´pocˇtu Vstup Omezen´ı
AUTO-MUTE [31] < 5 min 1-5 mutac´ı
neumozˇnˇuje nahra´n´ı vlastn´ı
struktury
SDM [47] < 1 min 1 mutace
chyb´ı kontrola p˚uvodn´ı
aminokyseliny (wild-type)




I-Mutant3.0 [9] < 1 min 1 mutace neumozˇnˇuje nahra´n´ı vlastn´ı struktury
iPTREE-STAB [22] < 1 min 1 mutace nen´ı mozˇnost urcˇit pozici mutace
mCSM [37] < 1 min lib. pocˇet neumozˇnˇuje zadat PDB ID
PoPMuSiC [14] < 1 min lib. pocˇet nutnost registrace
Tabulka 4.2: Tabulka uda´va´ prˇiblizˇny´ cˇas vy´pocˇtu jedne´ mutace, pocˇet mutac´ı, ktere´
je mozˇne´ da´t na vstup na´stroje (libovolny´ pocˇet mutac´ı se vztahuje k jedne´ proteinove´
strukturˇe) a popis omezen´ı jednotlivy´ch na´stroj˚u.
4.9 Vy´sledky predikcˇn´ıch na´stroj˚u
Tato kapitola se bude zaby´vat vy´sledky jednotlivy´ch predikcˇn´ıch na´stroj˚u. Poznatky budou
cˇerpa´ny ze studi´ı [23], [39] a [11], dosazˇene´ vy´sledky budou diskutova´ny.
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4.9.1 Metodika porovna´n´ı na´stroj˚u
Pro za´kladn´ı pochopen´ı statisticky´ch velicˇin je nutne´ definovat pojmy uvedene´ v [4]. Kvalitu
predikce lze popsat parametry jako prˇesnost (accuracy), specificita (specificity), senzitivita
(sensitivity) a take´ pomoc´ı Matthewsova korelacˇn´ıho koeficientu (MCC). Zat´ımco senzitivita
je pravdeˇpodobnost spra´vne´ predikce pozitivn´ıho prˇ´ıpadu, specificita je definova´na jako
pravdeˇpodobnost, zˇe hodnota pozitivn´ı predikce je spra´vna´. [4]
Vztah pro vy´pocˇet prˇesnosti predikce je definova´n n´ızˇe. TP (true positive) v tomto
prˇ´ıpadeˇ znacˇ´ı pocˇet vy´skyt˚u pravdiveˇ pozitivn´ıch (rea´lneˇ stabilizuj´ıc´ı mutace oznacˇena
jako stabilizuj´ıc´ı), FP (false positive) falesˇneˇ pozitivn´ıch (rea´lneˇ destabilizuj´ıc´ı mutace je
oznacˇena jako stabilizuj´ıc´ı), TN (true negative) pravdiveˇ negativn´ıch (rea´lneˇ destabilizuj´ıc´ı
mutace je oznacˇena jako destabilizuj´ıc´ı) a FN (false negative) falesˇneˇ negativn´ıch (rea´lneˇ
stabilizuj´ıc´ı mutace oznacˇena jako destabilizuj´ıc´ı). Matthews˚uv korelacˇn´ı koeficient dosa-
huje hodnot v rozmez´ı -1 azˇ 1. Hodnota MCC = 1 oznacˇuje nejlepsˇ´ı mozˇnou predikci,
zat´ımco MCC = −1 indikuje nejhorsˇ´ı mozˇnou predikci (neˇkdy oznacˇova´no antikorelace).















TP × TN − FN × FP√
(TP + FN)(TP + FP )(TN + FN)(TN + FP )
(4.4)
4.9.2 Vy´sledky jednotlivy´ch studi´ı
Pro porovna´n´ı jednotlivy´ch predikcˇn´ıch na´stroj˚u lze pouzˇ´ıt za´veˇry ze studie [23], ktera´ po-
rovna´vala vy´konnost 11 online dostupny´ch na´stroj˚u. Mezi tyto na´stroje patrˇ´ı CUPSAT [36],
Dmutant [48], FoldX [20], I-Mutant2.0 [8], I-Mutant3.0 (strukturn´ı i sekvencˇn´ı verze) [9],
MultiMutate [15], MUpro [12], SCide [17], Scpred [16] a SRide [28].
Pro testova´n´ı prˇesnosti predikce jednotlivy´ch na´stroj˚u byla pouzˇita databa´ze ProTherm
s experimenta´lneˇ zjiˇsteˇny´mi hodnotami ∆∆G. Mutace v intervalu ∆∆G mezi 0,5 a -0,5
kcal/mol byly klasifikova´ny jako neutra´ln´ı mutace (nemeˇn´ıc´ı stabilitu proteinu), jelikozˇ
pr˚umeˇrna´ hodnota maxima´ln´ı experimenta´ln´ı chyby se dle [24] pohybuje okolo ±0, 48 kca-
l/mol (chyba meˇrˇen´ı by mohla ovlivnit klasifikaci do trˇ´ıdy stabilizuj´ıc´ı/destabilizuj´ıc´ı).
Vy´sledny´ testovac´ı dataset obsahoval 1784 neduplicitn´ıch mutac´ı z celkoveˇ 80 pro-
tein˚u, kde 931 mutac´ı bylo destabilizuj´ıc´ıch (∆∆G ≥ 0,5 kcal/mol), 222 stabilizuj´ıc´ıch
(∆∆G ≤ -0,5 kcal/mol) a 631 mutac´ı bylo neutra´ln´ıch (0,5 kcal/mol > ∆∆G ≥ -0,5 kca-
l/mol). Zname´nko hodnoty ∆∆G bylo v te´to studii prˇevra´ceno oproti hodnota´m v da-
taba´zi ProTherm. Velikost tre´novac´ıch dataset˚u pro jednotlive´ na´stroje byla promeˇnna´, a
to z toho d˚uvodu, zˇe neˇktere´ na´stroje pouzˇ´ıvaly pro natre´nova´n´ı sve´ho predikcˇn´ıho mo-
delu cˇa´st za´znamu˚ z databa´ze ProTherm a vy´sledky by v tomto prˇ´ıpadeˇ byly zkreslene´
(nadhodnocene´). Z tohoto d˚uvodu byly vybra´ny kazˇde´mu na´stroji pro testova´n´ı pouze ty
za´znamy, ktere´ se v databa´zi ProTherm zverˇejnily azˇ po jejich vyda´n´ı. Velikosti dataset˚u
jsou prˇehledneˇ zna´zorneˇny v tabulce 4.3.
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Celkoveˇ nejlepsˇ´ıch vy´sledk˚u dosahovaly I-Mutant3.0 (strukturn´ı verze), Dmutant a FoldX.
Prˇesnost teˇchto na´stroj˚u kol´ısala od hodnot 0,54 do 0,64. Nejlepsˇ´ı senzitivitu vykazoval
na´stroj MUpro (0,74), hodnoty senzitivity pro I-Mutant2.0 a CUPSAT byly jen nepa-
trneˇ mensˇ´ı (0,71 a 0,69). Nejvysˇsˇ´ı specificitu zaznamenal na´stroj SRide (0,95). Hodnoty
Matthewsova korelacˇn´ıho koeficientu byly ovsˇem n´ızke´ pro vsˇechny predikcˇn´ı na´stroje. Nej-
lepsˇ´ıho korelacˇn´ıho koeficientu dosa´hl na´stroj I-Mutant3.0 (strukturn´ı verze), jeho hodnota
se pohybovala okolo 0,27. Naopak nejhorsˇ´ıho korelacˇn´ıho koeficientu (-0,39) dosa´hl na´stroj
MUpro.
V tabulce 4.3 lze nale´zt dosazˇene´ vy´sledky pro vybrane´ predikcˇn´ı na´stroje. Kompletn´ı
vy´sledky vsˇech na´stroj˚u lze nale´zt v [23].
Parametry CUPSAT I-Mutant3.0 (strukturn´ı) I-Mutant3.0 (sekvencˇn´ı)
velikost datasetu 536 115 115
prˇesnost 0,50 0,64 0.52
specificita 0,30 0,63 0.39
senzitivita 0,69 0,64 0.66
MCC -0,01 0,27 0.05
Tabulka 4.3: Vybrane´ vy´sledky z [23] pro na´stroj CUPSAT a I-Mutant3.0 ve strukturn´ı i
sekvencˇn´ı verzi.
Obra´zek 4.1 zobrazuje graf distribuce predikovany´ch a experimenta´lneˇ nameˇrˇeny´ch ∆∆G
hodnot, ktere´ jsou vyja´drˇeny norma´ln´ı distribucˇn´ı krˇivkou. Hodnoty predikovane´ pomoc´ı
na´stroj˚u I-Mutant2.0 a CUPSAT jsou vychy´lene´ smeˇrem k negativn´ım hodnota´m (hodnoty
znacˇ´ıc´ı destabilizaci), zat´ımco u na´stroje Dmutant smeˇrˇuj´ı sp´ıˇse ke kladny´m hodnota´m,
acˇkoliv nejvysˇsˇ´ı vrchol jeho krˇivky je pro ∆∆G = 0. Distribucˇn´ı krˇivka pro FoldX neobsahuje
jasneˇ cˇitelny´ vrchol, veˇtsˇ´ı mnozˇstv´ı ∆∆G hodnot je mensˇ´ıch nezˇ -4 kcal/mol.
Obra´zek 4.1: A: Distribuce predikovany´ch a experimenta´lneˇ nameˇrˇeny´ch ∆∆G hodnot.
Jako predikcˇn´ı na´stroje byly pouzˇity I-Mutant2.0 (cˇervena´), Dmutant (zelena´), CUPSAT
(modra´), FoldX (sˇeda´). Experimenta´ln´ı hodnota ∆∆G je zna´zorneˇna cˇernou barvou. B:
ROC krˇivka zna´zornˇuj´ıc´ı u´speˇsˇnost na´stroj˚u FoldX, I-Mutant2.0, Dmutant a CUPSAT.
Zobrazeny jsou takte´zˇ hodnoty AUC a standardn´ı odchylky odvozene´ od ploch pod jednot-
livy´mi krˇivkami. Barevne´ oznacˇen´ı na´stroj˚u je zaznacˇeno na obra´zku. [23]
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Ve vy´sledc´ıch te´to studie nebyly zahrnuty predikcˇn´ı na´stroje jako PoPMuSiC, ERIS,
iPTREE-STAB, AUTO-MUTE a jine´. PoPMuSiC nebyl zarˇazen z toho d˚uvodu, zˇe beˇhem
psan´ı studie [23] nebyla dostupna´ stabiln´ı verze tohoto na´stroje (stabiln´ı verze byla vyda´na
azˇ po dokoncˇen´ı studie). Rozhran´ı na´stroje ERIS dle autor˚u neumozˇnˇuje da´vkove´ zpra-
cova´n´ı, cozˇ znemozˇnilo jej´ı zarˇazen´ı. iPTREE-STAB pouzˇ´ıva´ metodu rozhodovac´ıho stromu,
nen´ı zde ovsˇem mozˇne´ prˇesneˇ urcˇit pozici cˇi proteinovou strukturu. Na´stroj AUTO-MUTE
obsahoval pouze 28 prˇ´ıpad˚u, ktere´ nebyly pouzˇity pro natre´nova´n´ı jeho tre´novac´ıho data-
setu. Pro statistickou analy´zu je toto cˇ´ıslo prˇ´ıliˇs male´. Pro teˇchto 28 prˇ´ıpad˚u byl na´stroj
AUTO-MUTE schopen spra´vneˇ predikovat 6 prˇ´ıpad˚u (21%).
Studie [39] porovna´va´ celkem 6 odliˇsny´ch na´stroj˚u pro predikci zmeˇny stability proteinu.
Mezi tyto na´stroje patrˇ´ı CC/PBSA [5], EGAD [38], FoldX [20], I-Mutant2.0 [8], Rosetta
[42] a Hunter. Pro ohodnocen´ı prˇesnosti predikce byl pouzˇit dataset obsahuj´ıc´ı 2156 jed-
nobodovy´ch mutac´ı, ktere´ nebyly pouzˇity pro tre´nova´n´ı u jednotlivy´ch na´stroj˚u. Korelacˇn´ı
koeficient mezi experimenta´ln´ı a predikovanou hodnotou ∆∆G byl v rozmez´ı 0,59 pro nej-
lepsˇ´ı a 0,26 pro nejhorsˇ´ı na´stroj. Vsˇechny predikcˇn´ı na´stroje vykazuj´ı spra´vny´ trend v pre-
dikci svy´ch vy´sledk˚u (celkovy´ efekt na stability proteinu), ve veˇtsˇ´ı mı´ˇre ovsˇem selha´vaj´ı prˇi
poskytova´n´ı prˇesny´ch hodnot.
Na obra´zku 4.2 lze videˇt distribuce experimenta´ln´ıch a predikovany´ch ∆∆G hodnot
pro jednotlive´ na´stroje. Na kazˇde´m z uvedeny´ch graf˚u jsou na horizonta´ln´ı ose vyneseny
Obra´zek 4.2: Porovna´n´ı r˚uzny´ch na´stroj˚u pro predikci zmeˇny stability. Kazˇdy´ na´stroj byl
testova´n na mutac´ıch, ktere´ nebyly obsazˇeny v jejich tre´novac´ıch sada´ch. Na kazˇde´m grafu
v jeho horn´ım rohu je zaznacˇen korelacˇn´ı koeficient (r) a rovnice regresn´ı prˇ´ımky (y). Plnou
cˇarou je vyja´drˇena regresn´ı prˇ´ımka vypocˇtena´ z bod˚u na grafu. [39]
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hodnoty experimenta´ln´ı ∆∆G, na vertika´ln´ı ose je to z´ıskana´ (predikovana´) hodnota ∆∆G.
Prˇerusˇovana´ cˇa´ra s prˇedpisem y = x zna´zornˇuje idea´ln´ı polohu jednotlivy´ch bod˚u. Plnou
cˇarou je vyja´drˇena regresn´ı prˇ´ımka vypocˇtena´ z bod˚u grafu. Cˇ´ım v´ıce regresn´ı prˇ´ımka
prˇekry´va´ prˇerusˇovanou prˇ´ımku, t´ım je vy´sledek prˇesneˇjˇs´ı. Na kazˇde´m grafu je v horn´ım
rohu zaznacˇen korelacˇn´ı koeficient (r) a rovnice regresn´ı prˇ´ımky (y).
Na obra´zku 4.3 je takte´zˇ zna´zorneˇna distribuce experimenta´ln´ıch a predikovany´ch ∆∆G
hodnot pro jednotlive´ na´stroje jak tomu bylo na obra´zku 4.2. V tomto prˇ´ıpadeˇ bylo ovsˇem
pouzˇito metody tzv. binning, kde dosˇlo k rozdeˇlen´ı dane´ho prostoru na 12 interval˚u a
v kazˇde´m intervalu byly jednotlive´ vy´sledk˚u zpr˚umeˇrova´ny. Vy´sledkem je tedy jeden bod
reprezentuj´ıc´ı hodnoty v urcˇite´m intervalu.
Obra´zek 4.3: Porovna´n´ı r˚uzny´ch na´stroj˚u pro predikci zmeˇny stability s vyuzˇit´ım metody
binning pro 12 interval˚u. Kazˇdy´ na´stroj byl testova´n na mutac´ıch, ktere´ nebyly obsazˇeny
v jejich tre´novac´ıch sada´ch. Na kazˇde´m grafu v jeho horn´ım rohu je zaznacˇen korelacˇn´ı koefi-
cient (r) a rovnice regresn´ı prˇ´ımky (y). Plnou cˇarou je vyja´drˇena regresn´ı prˇ´ımka vypocˇtena´
z bod˚u na grafu. [39]
Autorˇi te´to studie se takte´zˇ zameˇrˇili na kombinova´n´ı vy´sledk˚u r˚uzny´ch metod s prˇed-
pokladem, zˇe dosa´hnou lepsˇ´ıho vy´sledku. Celkoveˇ bylo vytvorˇeno 57 r˚uzny´ch kombinac´ı
dvou a v´ıce na´stroj˚u, kde vy´sledky teˇchto kombinac´ı byly zpr˚umeˇrova´ny. Ve vy´sledku ovsˇem
dosˇli k za´veˇru, zˇe kombinac´ı r˚uzny´ch metod nedojde k signifikantn´ımu zlepsˇen´ı predikcˇn´ı
prˇesnosti v porovna´n´ı s pouzˇit´ım jedine´ho. Toto tvrzen´ı je podlozˇeno vy´sledkem zobra-
zeny´m na obra´zku 4.4. Tento graf zna´zornˇuje vy´sledek kombinova´n´ı na´stroj˚u s c´ılem zlepsˇit
predikci ∆∆G. Vy´sledky na´stroj˚u EGAD, I-Mutant2.0 a Rosetta byly zpr˚umeˇrova´ny a za-
neseny do grafu oproti experimenta´lneˇ zjiˇsteˇny´m hodnota´m ∆∆G. Tecˇkovanou cˇarou je
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zna´zorneˇna regresn´ı prˇ´ımka pro vy´sledky samotne´ho na´stroje EGAD. Lze si take´ vsˇimnout,
zˇe korelacˇn´ı koeficient pro zpr˚umeˇrovane´ vy´sledky teˇchto na´stroj˚u dosahuje hodnoty 0,64,
pro samotny´ EGAD potom 0,62. Jak jizˇ bylo zmı´neˇno vy´sˇe, kombinova´n´ım (pr˚umeˇrova´n´ım)
r˚uzny´ch na´stroj˚u nebylo dosazˇeno velke´ho zlepsˇen´ı. [39]
Obra´zek 4.4: Graf zna´zornˇuj´ıc´ı vy´sledky kombinova´n´ı na´stroj˚u pro zlepsˇen´ı predikce ∆∆G.
EGAD, I-Mutant2.0 a Rosetta byly pouzˇity pro predikova´n´ı ∆∆G na datasetu o 407 mu-
tac´ıch. Pr˚umeˇr teˇchto trˇ´ı na´stroj˚u byl vypocˇ´ıta´n pro kazˇdou mutaci a zanesen do grafu.
Tyto zpr˚umeˇrovane´ vy´sledky byly porovna´ny na stejne´m datasetu se samotny´m na´strojem
EGAD (tecˇkovana´ prˇ´ımka). [39]
Dalˇs´ı zaj´ımava´ studie [11] porovna´va´ celkem 5 predikcˇn´ıch na´stroj˚u, ktery´mi jsou I-Mutant2.0,
AUTO-MUTE, MUpro, PoPMuSiC a CUPSAT. Pro I-Mutant2.0 byla pouzˇita jeho sek-
vencˇn´ı (I-Mutant SEQ) i strukturn´ı verze (I-Mutant PDB). Pro na´stroj AUTO-MUTE byly
dostupne´ cˇtyrˇi predikcˇn´ı modely, autorˇi te´to studie zvolili pro porovna´n´ı model vyuzˇ´ıvaj´ıc´ı
random forest (AUTO-MUTE RF) a support vector machine (AUTO-MUTE SVM). MUpro
vyuzˇ´ıva´ modelu support vector machine, kde pro svoji predikci prima´rneˇ pouzˇ´ıva´ sek-
vencˇn´ıch informac´ı. Tento na´stroj umozˇnˇuje predikovat pouze celkovy´ efekt na stabilitu
proteinu (stabiln´ı/nestabiln´ı).
Pro porovna´n´ı vy´konnosti jednotlivy´ch na´stroj˚u bylo pouzˇito dvou odliˇsny´ch dataset˚u.
Tyto datasety byly vytvorˇeny z databa´ze ProTherm. Prvn´ı dataset (S1948) byl pouzˇit prˇi
konstrukci I-Mutant2.0 a obsahuje 1948 mutac´ı z celkem 58 protein˚u. Druhy´ dataset (S2648)
byl pouzˇit prˇi tre´nova´n´ı PoPMuSiC a obsahuje 2648 mutac´ı z celkem 119 protein˚u. V da-
tasetu S1948 se nacha´z´ı mnozˇstv´ı mutac´ı se stejny´m PDB ID a stejny´mi hodnotami ∆∆G
(mı´rneˇ odliˇsne´ byly jen hodnoty pH a teploty). Teˇchto 637 redundantn´ıch za´znamu˚ bylo
odstraneˇno, zby´vaj´ıc´ıch 1311 mutac´ı vytvorˇilo novy´ dataset pojmenovany´ M1311. Dataset
S2648 sd´ılel celkem 815 mutac´ı s datasetem M1311, pro dosazˇen´ı vza´jemne´ neza´vislosti
teˇchto dataset˚u byly tyto mutace odstraneˇny. Celkoveˇ tedy druhy´ dataset obsahoval 1820
mutac´ı a byl pojmenova´n M1820. Sloucˇen´ım dataset˚u M1311 a M1820 vznikl trˇet´ı dataset
s oznacˇen´ım M3131.
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V tabulce 4.4 jsou zobrazeny vy´sledky uvedeny´ch predikcˇn´ıch na´stroj˚u pro dataset
M1311. Matthews˚uv korelacˇn´ı koeficient se v tomto prˇ´ıpadeˇ pohybuje v rozmez´ı od 0,341
pro CUPSAT do 0,906 pro na´stroj AUTO-MUTE s predikcˇn´ım modelem random forest.
Na´stroj Specificita Senzitivita Prˇesnost MCC
I-Mutant PDB 0,922 0,555 0,800 0,530
I-Mutant SEQ 0,973 0,702 0.883 0,734
AUTO-MUTE RF 0,991 0,893 0.958 0,906
AUTO-MUTE SVM 0,975 0,772 0.907 0,789
MUpro SVM 0,956 0,775 0.896 0,761
PoPMuSiC 0,941 0,313 0.724 0,341
CUPSAT 0,823 0,579 0.742 0,411
Pr˚umeˇr 0,984 0,737 0.902 0,779
Tabulka 4.4: Porovna´n´ı vy´sledk˚u predikcˇn´ıch na´stroj˚u pro dataset M1311. [11]
V tabulce 4.5 jsou zobrazeny vy´sledky uvedeny´ch predikcˇn´ıch na´stroj˚u pro dataset
M1820. Matthews˚uv korelacˇn´ı koeficient se zde pohybuje v rozmez´ı od 0,072 pro AUTO-
MUTE s predikcˇn´ım modelem support vector machine do 0,352 pro na´stroj PoPMuSiC.
Na´stroj Specificita Senzitivita Prˇesnost MCC
I-Mutant PDB 0,906 0,198 0,670 0,148
I-Mutant SEQ 0,899 0,212 0.670 0,155
AUTO-MUTE RF 0,985 0,129 0.700 0,234
AUTO-MUTE SVM 0,965 0,067 0.666 0,072
MUpro SVM 0,885 0,276 0.682 0,206
PoPMuSiC 0,952 0,303 0.736 0,352
CUPSAT 0,757 0,370 0.628 0,133
Pr˚umeˇr 0,984 0,113 0.693 0,212
Tabulka 4.5: Porovna´n´ı vy´sledk˚u predikcˇn´ıch na´stroj˚u pro dataset M1820. [11]
Tabulka 4.6 obsahuje vy´sledky jednotlivy´ch predikcˇn´ıch na´stroj˚u pro dataset M3131
vznikly´ sloucˇen´ım dvou prˇedcha´zej´ıc´ıch dataset˚u. Matthews˚uv korelacˇn´ı koeficient se po-
hybuje v rozmez´ı od 0,261 pro CUPSAT do 0,615 pro na´stroj AUTO-MUTE s predikcˇn´ım
modelem random forest.
Celkoveˇ nejlepsˇ´ıch vy´sledk˚u dosa´hl na´stroj AUTO-MUTE s predikcˇn´ım modelem ran-
dom forest. Je vsˇak nutne´ podotknout, zˇe pra´veˇ u tohoto na´stroje byl tre´novac´ı dataset vy-
tvorˇen z databa´ze ProTherm. Takto dobry´ vy´sledek mu˚zˇe by´t tedy zp˚usoben neadekva´tn´ım
pouzˇit´ım modelu a nemus´ı obecneˇ korespondovat s vy´sledky na neza´visle´m datasetu.
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Na´stroj Specificita Senzitivita Prˇesnost MCC
I-Mutant PDB 0,377 0,916 0,736 0,357
I-Mutant SEQ 0,457 0,934 0.775 0,464
AUTO-MUTE RF 0,511 0,989 0.829 0,615
AUTO-MUTE SVM 0,420 0,969 0.786 0,499
MUpro SVM 0,526 0,908 0.780 0,480
PoPMuSiC 0,308 0,945 0.733 0,348
CUPSAT 0,474 0,780 0.678 0,261
Pr˚umeˇr 0,425 0,980 0.795 0,527




Strojove´ ucˇen´ı je v dnesˇn´ı dobeˇ cha´pa´no jako discipl´ına umeˇle´ inteligence. Jej´ı za´kladn´ı
technikou je prohleda´va´n´ı stavove´ho prostoru. K charakteristicky´m rys˚um patrˇ´ı vyuzˇ´ıva´n´ı
znalost´ı, pra´ce se symbolicky´mi cˇi strukturovany´mi promeˇnny´mi cˇi aplikace modern´ıch po-
znatk˚u z oboru nestandardn´ıch logik. Typicky se v teˇchto u´loha´ch hledaj´ı zaj´ımave´ souvis-
losti cˇi pr˚ubeˇhy pozorovany´ch jev˚u, ktere´ lze povazˇovat za charakteristicke´. Nejtypicˇteˇjˇs´ı
aplikac´ı strojove´ho ucˇen´ı je pomoc prˇi z´ıska´va´n´ı znalost´ı pro expertn´ı syste´my, kde bylo
dosazˇeno vy´razny´ch u´speˇch˚u v podobeˇ zkra´cen´ı doby nutne´ pro tvorbu a ladeˇn´ı ba´ze zna-
lost´ı. Dalˇs´ı uplatneˇn´ı strojove´ho ucˇen´ı je naprˇ´ıklad prˇi porozumeˇn´ı prˇirozene´mu jazyku,
v pocˇ´ıtacˇove´m videˇn´ı nebo pra´veˇ v bioinformatice.
Da´ se rˇ´ıci, zˇe strojove´ ucˇen´ı patrˇ´ı mezi nejstarsˇ´ı discipl´ıny matematicke´ informatiky.
Proto se jizˇ od padesa´ty´ch let hledaj´ı zp˚usoby, jak tvorbu programu˚ zautomatizovat. Stro-
jove´ ucˇen´ı zalozˇene´ na umeˇle´ inteligenci je jednou z metod te´to automatizace. [29]




Klasifikace, resp. klasifikacˇn´ı proble´m je takovy´ proble´m, ktery´ rˇesˇ´ı prˇiˇrazen´ı trˇ´ıd objekt˚um.
Typickou u´lohou uda´vanou jako prˇ´ıklad klasifikace je urcˇen´ı rizikovosti p˚ujcˇky. O jed-
notlivy´ch za´kazn´ıc´ıch jsou uchova´va´ny vsˇechny relevantn´ı informace ovlivnˇuj´ıc´ı schopnost
spla´cet p˚ujcˇku (prˇ´ıjem, u´spory, povola´n´ı, veˇk atd.). C´ılem je naj´ıt asociace mezi za´kazn´ıkovy´mi
atributy a rizikem nesplacen´ı. Toto je klasicky´ prˇ´ıklad klasifikacˇn´ıho proble´mu pro dveˇ trˇ´ıdy
(n´ızka´ a vysoka´ rizikovost p˚ujcˇky). Vstupem jsou tedy informace o za´kazn´ıkovi, vy´stupem
jsou tyto dveˇ trˇ´ıdy (vysoka´/n´ızka´ rizikovost). Po natre´nova´n´ı modelu mu˚zˇe by´t klasifikacˇn´ı
pravidlo pro tuto u´lohu naprˇ´ıklad ve tvaru
IF pr i jem > Θ1 AND uspory > Θ2
THEN nizka r i z i k o v o s t ELSE vysoka r i z i k o v o s t .
Na obra´zku 5.1 je zna´zorneˇn prˇ´ıklad rozdeˇlen´ı prostoru mozˇny´ch rˇesˇen´ı. Horizonta´ln´ı osa
reprezentuje velikost prˇ´ıjmu, vertika´ln´ı osa zna´zornˇuje velikost u´spor. Oznacˇene´ body Θ1 a
Θ2 urcˇuj´ı hranice rozdeˇlen´ı prostoru. Kruzˇnice zde reprezentuj´ı datove´ instance, zname´nkem
+ jsou oznacˇeny instance patrˇ´ıc´ı do trˇ´ıdy n´ızkorizikovy´ch p˚ujcˇek, zname´nku - patrˇ´ı trˇ´ıda
vysokorizikovy´ch p˚ujcˇek. Plnou cˇarou je zna´zorneˇno rozdeˇlen´ı teˇchto trˇ´ıd v prostoru.
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Obra´zek 5.1: Prˇ´ıklad tre´novac´ıho datasetu, kde kazˇda´ kruzˇnice na´lezˇ´ı jedne´ datove´ instanci.
Tyto instance reprezentuj´ı vstupy zobrazene´ na prˇ´ıslusˇny´ch sourˇadnic´ıch, kde zname´nka +
cˇi - urcˇuj´ı prˇ´ıslusˇnost do trˇ´ıdy n´ızkorizikove´ resp. vysokorizikove´. Plnou cˇarou je zna´zorneˇno
oddeˇlen´ı teˇchto trˇ´ıd. [3]
Regresn´ı metody, na rozd´ıl od klasifikace, neurcˇuj´ı do jake´ trˇ´ıdy vstupn´ı prvek patrˇ´ı, ale
rovnou odhaduj´ı (predikuj´ı) jeho cˇ´ıselnou hodnotu. Jako prˇ´ıklad lze uve´st syste´m, ktery´
bude predikovat cenu ojete´ho automobilu. Vstupem mohou by´t atributy jako znacˇka auto-
mobilu, rok vy´roby, pocˇet najety´ch kilometr˚u atd. Pro jednodusˇsˇ´ı zna´zorneˇn´ı uvazˇme pocˇet
najety´ch kilometr˚u jako jediny´ atribut ovlivnˇuj´ıc´ı cenu automobilu. Regresn´ı prˇ´ımka pote´
naby´va´ linea´rn´ı tvar
y = wx+ w0.
Na obra´zku 5.2 je prˇ´ıklad linea´rneˇ rˇesˇitelne´ho proble´mu za´vislosti ceny automobilu na pocˇtu
ujety´ch kilometr˚u (mı´l´ıch). Pokud je linea´rn´ı model prˇ´ıliˇs omezuj´ıc´ı, lze vyuzˇ´ıt naprˇ´ıklad
kvadratickou funkci
y = w2x
2 + w1x+ w0,
polynomia´ln´ı funkci vysˇsˇ´ıch rˇa´d˚u cˇi jinou nelinea´rn´ı funkci.
Asociacˇn´ı pravidla (association rules) jsou vyuzˇ´ıva´na pro hleda´n´ı zaj´ımavy´ch asociac´ı nebo
korelac´ı nad velky´m mnozˇstv´ım datovy´ch polozˇek. Nalezen´ı zaj´ımavy´ch asociac´ı nad ob-
chodn´ımi transakcˇn´ımi za´znamy mu˚zˇe pomoci v procesu obchodn´ıho rozhodova´n´ı, jako je
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Obra´zek 5.2: Prˇ´ıklad tre´novac´ıho datasetu pro vy´pocˇet ceny ojete´ho automobilu. Pro zjed-
nodusˇen´ı je uvazˇova´n pouze jeden vstupn´ı atribut (pocˇet najety´ch kilometr˚u), jedna´ se tedy
o linea´rn´ı model. Regresn´ı prˇ´ımka je urcˇuj´ıc´ı predikovanou hodnotou, je da´na prˇedpisem
y = wx+ w0. [3]
na´vrh katalog˚u, akcˇn´ıch nab´ıdek nebo rozmı´steˇn´ı zbozˇ´ı v obchodeˇ. Typicky´m prˇ´ıkladem je
analy´za na´kupn´ıho kosˇ´ıku. Tento proces analyzuje chova´n´ı za´kazn´ıka, hleda´ asociace mezi
zbozˇ´ım, ktere´ za´kazn´ık umı´st´ı do sve´ho na´kupn´ıho kosˇ´ıku. T´ımto lze tedy zjistit, jake´ druhy
zbozˇ´ı si za´kazn´ıci nejcˇasteˇji kupuj´ı dohromady.
Prˇi hleda´n´ı teˇchto asociacˇn´ım pravidel na´s zaj´ıma´ zejme´na podmı´neˇna´ pravdeˇpodobnost
uva´deˇna´ ve formeˇ P (Y |X), kde Y je produkt podmı´neˇny´ vy´skytem produktu X, cozˇ je pro-
dukt nebo mnozˇina produkt˚u, u ktery´ch v´ıme, zˇe je za´kazn´ık nakupuje. Uved’me naprˇ´ıklad
pravdeˇpodobnost P (limonada|oplatky) = 0, 7. T´ımto vy´razem definujeme, zˇe 70 procent
za´kazn´ık˚u, kterˇ´ı si koupili oplatky takte´zˇ koupili limona´du.
Dle [3] lze algoritmy strojove´ho ucˇen´ı podle zp˚usobu ucˇen´ı rozdeˇlit na
• ucˇen´ı s ucˇitelem a
• ucˇen´ı bez ucˇitele.
Pro ucˇen´ı s ucˇitelem je specificke´ to, zˇe prˇi fa´zi ucˇen´ı jsou kromeˇ vstupn´ıch dat dostupna´
i data vy´stupn´ı. Ucˇitel je tedy schopny´ z´ıskat vy´sledky z dane´ho modelu a porovnat je
s pozˇadovany´m vy´stupem. Mezi algoritmy strojove´ho ucˇen´ı, ktere´ je mozˇne´ zarˇadit do te´to
kategorie, patrˇ´ı klasifikace i regrese.
Naopak pro ucˇen´ı bez ucˇitele je specificke´ to, zˇe nejsou k dispozici data vy´stupn´ı
(nen´ı tedy mozˇne´ vy´stup jednotlivy´ch model˚u strojove´ho ucˇen´ı porovnat s jaky´mkoli jiny´m
vy´stupem). Typicky´m prˇ´ıkladem mu˚zˇe by´t naprˇ´ıklad technika shlukova´n´ı (clustering), ktera´
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slouzˇ´ı k trˇ´ıdeˇn´ı jednotek do shluk˚u tak, aby si objekty na´lezˇ´ıc´ı do stejne´ trˇ´ıdy byly po-
dobneˇjˇs´ı (podobnost urcˇena naprˇ. pomoc´ı vzda´lenosti) nezˇ objekty z r˚uzny´ch trˇ´ıd.
5.1 Generalizacˇn´ı schopnost a jej´ı odhad
Urcˇ´ıme-li jednoznacˇne´ hodnot´ıc´ı hledisko u´speˇsˇnosti model˚u, mu˚zˇeme ho vyuzˇ´ıt ke stanoven´ı
a porovna´n´ı generalizacˇn´ı schopnosti relevantn´ıch model˚u. Prˇi vytva´rˇen´ı model˚u strojove´ho
ucˇen´ı nen´ı rozhoduj´ıc´ı jejich vy´konnost cˇi prˇesnost nad zna´my´mi daty (takovy´mi daty, ktera´
byla vyuzˇita prˇi vytva´rˇen´ı modelu cˇi jejich tre´nova´n´ı), ale nad daty nezna´my´mi (neza´visla´
data, ktera´ nebyla pouzˇita prˇi tre´nova´n´ı modelu). Pra´veˇ generalizacˇn´ı schopnost je vztazˇena
k vy´konnosti modelu nad nezna´my´mi daty a hraje tedy d˚ulezˇitou roli prˇi vy´beˇru dane´ho
modelu. [30]
Pokud se v´ıce zameˇrˇ´ıme na pocˇet objekt˚u (prˇ´ıklad˚u), ktere´ ma´me k dispozici pro rˇesˇen´ı
dane´ho proble´mu, lze situaci dle [30] rozdeˇlit na dva prˇ´ıpady.
1. K dispozici je dostatek objekt˚u dostatecˇneˇ reprezentuj´ıc´ıch modelovany´
proble´m. Pro tento prˇ´ıklad se vy´choz´ı mnozˇina dat standardneˇ rozdeˇl´ı na trˇi dis-
junktn´ı podmnozˇiny, a to tre´novac´ı (training set) Dt, testovac´ı (testing set) De a
validacˇn´ı (validation set) Dv (D = Dt ∪ De ∪ Dv). Tre´novac´ı data jsou pouzˇita ve
fa´zi ucˇen´ı jednotlivy´ch model˚u. Testovac´ı data slouzˇ´ı k oveˇrˇen´ı jejich prediktivn´ıch
schopnost´ı a k volbeˇ nejlepsˇ´ıho kandida´ta. Pokud roste beˇhem konstrukce modelu
jeho slozˇitost (velikost), je potrˇeba odhadnout okamzˇik, kdy s procesem tre´nova´n´ı
prˇestat, aby nedosˇlo k prˇeucˇen´ı (v´ıce o te´to problematice lze nale´zt v podkapitole
5.1.2). Z tohoto d˚uvodu se beˇhem ucˇen´ı za´rovenˇ meˇrˇ´ı chyba na mnozˇineˇ De (chyba
na De zpocˇa´tku tre´nova´n´ı klesa´, pozdeˇji v d˚usledku prˇeucˇen´ı na Dt zacˇne stoupat).
Pra´veˇ v okamzˇiku dosazˇen´ı minima chyby na De je ukoncˇena konstrukce modelu. Va-
lidacˇn´ı data jsou pouzˇita k neza´visle´mu odhadu generalizacˇn´ı s´ıly zvolene´ho modelu
tak, zˇe se na nich urcˇuje chyba predikce modelu. Validacˇn´ı dataset je tedy skutecˇneˇ
neza´visly´ na tre´novac´ım procesu (na rozd´ıl od testovac´ıho datasetu, ktery´ nen´ı ne-
vychy´leny´m odhadem generalizacˇn´ı schopnosti). Typicky pouzˇ´ıvane´ rozdeˇlen´ı je 50 %
dat pro tre´novac´ı dataset, 25 % pro testovac´ı dataset a zbyly´ch 25 % pro validacˇn´ı
dataset.
2. K dispozici nen´ı dostatek reprezentuj´ıc´ıch objekt˚u. V tomto prˇ´ıpadeˇ mus´ıme
generalizacˇn´ı schopnost odhadovat jiny´m zp˚usobem. Vy´sˇe uvedene´ rozdeˇlen´ı je v tomto
prˇ´ıpadeˇ nevhodne´ zejme´na ze dvou d˚uvod˚u. Data pouzˇita´ pro validaci a testova´n´ı
snizˇuj´ı pocˇet tre´novac´ıch prˇ´ıklad˚u. Za´rovenˇ pocˇet prˇ´ıklad˚u v teˇchto mnozˇina´ch nen´ı do-
statecˇny´ na to, aby byl odhad generalizacˇn´ı schopnosti spolehlivy´. V teˇchto prˇ´ıpadech
je mozˇne´ pouzˇ´ıt metody krˇ´ızˇove´ validace (cross-validation) nebo tzv. bootstrapping.
Tyto metody vyuzˇ´ıvaj´ı specia´ln´ıho zp˚usobu rozdeˇlen´ı dat na tre´novac´ı a testovac´ı
nebo validacˇn´ı.
Jak bylo uvedeno vy´sˇe, pokud nema´me k dispozici dostatek reprezentuj´ıc´ıch objekt˚u pro
vytvorˇen´ı, validaci a testova´n´ı modelu strojove´ho ucˇen´ı, lze vyuzˇ´ıt metod krˇ´ızˇove´ validace
a bootstrapping.
• Krˇ´ızˇova´ validace (cross-validation) je metoda zalozˇena´ na na´hodne´m rozdeˇlen´ı prˇ´ıklad˚u
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do K disjunktn´ıch mnozˇin1. Dataset X je tedy na´hodneˇ rozdeˇlen do K cˇa´st´ı ekviva-
lentn´ıch velikost´ı (X, i = 1, . . . ,K). Po vygenerova´n´ı teˇchto K cˇa´st´ı datasetu je jedna
cˇa´st pouzˇita pro validaci a zby´vaj´ıc´ıch K−1 cˇa´st´ı je pouzˇito pro vytvorˇen´ı tre´novac´ıho
datasetu. Tento postup je opakova´n K-kra´t, kde prˇi kazˇde´m beˇhu je pouzˇit jiny´ da-
taset pro validaci. Celkovy´ vy´sledek je potom zpr˚umeˇrova´n. Vytvorˇen´ı cˇa´st´ı datasetu
je tedy na´sleduj´ıc´ı:
ν1 = X1 τ1 = X2 ∪X3 ∪ · · · ∪XK
ν2 = X2 τ2 = X1 ∪X3 ∪ · · · ∪XK
...
νK = XK τK = X1 ∪X2 ∪ · · · ∪XK−1.
K typicky naby´va´ hodnoty 10 cˇi 30. Extre´mn´ım prˇ´ıpadem K-Folf Cross-Validation je
metoda zvana´ leave-one-out. Dataset obsahuje N instanc´ı, ale pouze jedna instance je
pouzˇita pro validaci. Pro tre´nova´n´ı je pak pozˇito zby´vaj´ıc´ıch N − 1 instanc´ı. Za´rovenˇ
je zrˇejme´, zˇe tato metoda maximalizuje velikost tre´novac´ıch dat. Prakticke´ vyuzˇit´ı
metody leave-one-out je mozˇne´ naj´ıt zejme´na v aplikac´ıch medic´ınske´ diagnostiky. [3]
• Bootstrapping [18] je metoda zalozˇena´ na statisticke´m na´hodne´m vy´beˇru s opa-
kova´n´ım. Tento postup vyuzˇ´ıva´ toho, zˇe veˇtsˇina ucˇ´ıc´ıch algoritmu˚ mu˚zˇe pracovat
se dveˇma nebo v´ıce stejny´mi tre´novac´ımi instancemi a zˇe jejich pocˇet mu˚zˇe ovliv-
nit vy´sledek ucˇen´ı. Nejcˇasteˇjˇs´ı postup je takovy´, zˇe pokud ma´me N prˇ´ıklad˚u, ge-
nerujeme z nich tre´novac´ı data opeˇt s N prˇ´ıklady na za´kladeˇ na´hodne´ho vy´beˇru
s opakova´n´ım (navracen´ım). Pravdeˇpodobnost, zˇe bude vybra´na jedna instance je 1N .
Pravdeˇpodobnost, zˇe vybra´na nebude je 1 − 1N . Pravdeˇpodobnost, zˇe dana´ instance




≈ e−1 = 0, 368.
Z tohoto za´pisu vyply´va´, zˇe prˇiblizˇneˇ 63,2 % instanc´ı bude pouzˇito pro tre´novac´ı
dataset. Zbyly´ch 36,8 % dat bude pouzˇito pro testova´n´ı. Cela´ procedura deˇlen´ı na
tre´novac´ı a testovac´ı data bude neˇkolikra´t opakova´na a vy´sledek jednotlivy´ch test˚u
bude zpr˚umeˇrova´n. [3]
5.1.1 Krˇivka ucˇen´ı
Dalˇs´ım neme´neˇ d˚ulezˇity´m ukazatelem schopnosti modelu induktivneˇ generalizovat dana´
data mu˚zˇe by´t krˇivka ucˇen´ı (viz obra´zek 5.3). Prˇi ucˇen´ı je prˇedpokla´da´no, zˇe generalizacˇn´ı
schopnost poroste se zvysˇuj´ıc´ı se sumou zkusˇenost´ı, ktera´ je zde reprezentova´na objemem
prˇedlozˇeny´ch tre´novac´ıch prˇ´ıpad˚u. Krˇivku ucˇen´ı je mozˇne´ generovat takovy´m zp˚usobem,
zˇe na horizonta´ln´ı ose je zobrazen zvysˇuj´ıc´ı se pocˇet prˇ´ıklad˚u, na ktery´ch se algoritmus
mu˚zˇe ucˇit. Na ose vertika´ln´ı jsou vyneseny jednotliveˇ zjiˇsteˇne´ testovac´ı chyby (odhad ge-
neralizacˇn´ı schopnosti). Na pocˇa´tku krˇivky se zpravidla vyskytuje zcela neinformovany´
model (s na´hodnou pocˇa´tecˇn´ı parametrizac´ı), na jej´ım konci je naopak pocˇet tre´novac´ıch
prˇ´ıklad˚u maxima´ln´ı, poprˇ´ıpadeˇ takovy´, kdy uzˇ generalizacˇn´ı schopnost da´le neroste. Po-
kud je zvoleny´ model schopen s dostatecˇnou prˇesnost´ı popsat vzor chova´n´ı charakterizuj´ıc´ı
1Lze se take´ setkat s pojmem K-Fold Cross-Validation, kde K znacˇ´ı pocˇet disjunktn´ıch mnozˇin, na ktere´
je dataset rozdeˇlen.
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zpracova´vana´ data, pak se pro velky´ pocˇet tre´novac´ıch dat mus´ı pocˇet chyb sta´le snizˇovat a
hodnota SMAPE
2 se bl´ızˇ´ı k hodnoteˇ 0, jak je mozˇne´ videˇt na obra´zku 5.3 (v tomto prˇ´ıpadeˇ
1−SMAPE). Tohoto tvaru krˇivky se ovsˇem nepodarˇ´ı dosa´hnout, pokud model nen´ı vhodny´
pro popis chova´n´ı zpracovany´ch dat. V prˇ´ıpadeˇ, zˇe je celkovy´ pocˇet prˇ´ıklad˚u omezeny´ cˇi
n´ızky´, nemu˚zˇeme pracovat s konstantn´ı mnozˇinou testovac´ıch dat, ale prˇ´ıklady postupneˇ
deˇl´ıme mezi tre´novac´ı a testovac´ı dataset. Je ovsˇem zrˇejme´, zˇe zejme´na v obou krajn´ıch
oblastech krˇivky je k dispozici pouze maly´ pocˇet tre´novac´ıch (resp. testovac´ıch) dat a pro
minimalizaci statisticke´ chyby je nutne´ experimenty opakovat. Z tohoto d˚uvodu prˇi kon-
strukci krˇivky ucˇen´ı cˇasto vyuzˇ´ıva´me analogie krˇ´ızˇove´ validace. Kromeˇ pr˚umeˇrne´ zjiˇsteˇne´
chyby zna´zornˇujeme i jej´ı standardn´ı odchylku. [30]
Obra´zek 5.3: Krˇivka ucˇen´ı modelu k-nejblizˇsˇ´ıch soused˚u (pro k = 3) v u´loze predikce
spotrˇeby plynu. Data byla rozdeˇlena na tre´novac´ı dataset obsahuj´ıc´ı 1460 prˇ´ıklad˚u (pro
roky 1997-2000) a testovac´ı dataset obsahuj´ıc´ı 365 prˇ´ıpad˚u pro rok 2001. Postup vytvorˇen´ı
krˇivky byl na´sleduj´ıc´ı: Z tre´novac´ı mnozˇiny na´hodneˇ vyber n prˇ´ıklad˚u, ty skutecˇneˇ pouzˇij
pro tre´nink. Model oveˇrˇ nad testovac´ımi daty, kde hodnot´ıc´ım krite´riem je pr˚umeˇrna´ abso-
lutn´ı procentua´ln´ı prˇesnost predikce (1−SMAPE). Na´hodny´ vy´beˇr opakuj 10kra´t, vy´sledky
zpr˚umeˇruj, vynes pr˚umeˇrnou prˇesnost prˇedpoveˇdi a jej´ı standardn´ı odchylku. (prˇepracova´no
z [30])
5.1.2 Prˇeucˇen´ı
Prˇeucˇen´ı (overfitting), neˇkdy takte´zˇ nazy´va´no prˇetre´nova´n´ı. Rostouc´ı pocˇet tre´novac´ıch
cykl˚u vede k postupne´mu prˇizp˚usobova´n´ı modelu tre´novac´ım dat˚um a take´ k r˚ustu jeho
2Strˇedn´ı absolutn´ı relativn´ı chyba (mean absolute precentage error, MAPE) je vyuzˇ´ıva´na jako za´kladn´ı










slozˇitosti. Od jiste´ho okamzˇiku jizˇ ale tato slozˇitost neprˇisp´ıva´ ke zlepsˇen´ı generalizacˇn´ı
schopnosti, tento efekt se nazy´va´ prˇeucˇen´ı modelu. [30].
Definice: Uvazˇujme hypote´zu v neˇjake´m prostoru H, kde plat´ı h ∈ H. O h
mluv´ıme jako o prˇeucˇen´ı na tre´ninkovy´ch datech, jestliˇze existuje neˇjaka´ alter-
nativn´ı hypote´za h′ ∈ H takova´, zˇe h ma´ mensˇ´ı chybu nezˇ h′ oproti tre´novac´ım
dat˚um a za´rovenˇ h′ ma´ mensˇ´ı chybu nezˇ h oproti cele´ distribuci dat. [34]
Obra´zek 5.4 ilustruje u´cˇinek prˇeucˇen´ı u typicke´ho prˇ´ıkladu ucˇen´ı rozhodovac´ıho stromu.
V tomto prˇ´ıpadeˇ je pouzˇit ID33 algoritmus aplikovany´ na le´karˇskou u´lohu se snahou urcˇit,
kterˇ´ı pacienti maj´ı diabetes. Na horizonta´ln´ı ose tohoto grafu jsou vyneseny jednotlive´ pocˇty
uzl˚u rozhodovac´ıho stromu tak, jak byl strom postupneˇ vytva´rˇen. Vertika´ln´ı osa zobrazuje
prˇesnost predikc´ı urcˇeny´ch pomoc´ı rozhodovac´ıho stromu. Plnou cˇarou jsou zna´zorneˇny
prˇesnosti predikc´ı rozhodovac´ıho stromu na tre´ninkovy´ch datech, zat´ımco prˇerusˇovanou
cˇarou jsou zobrazeny prˇesnosti nameˇrˇene´ na neza´visle´m datasetu testovac´ıch dat (tato data
nebyla soucˇa´st´ı tre´novac´ıho datasetu). Jak je ocˇeka´vane´, prˇesnost predikce na tre´novac´ıch
datech se monoto´nneˇ zvysˇuje s rostouc´ım pocˇtem uzl˚u stromu. Prˇesnost meˇrˇena´ na neza´visly´ch
testovac´ıch datech nejdrˇ´ıve roste, pote´ se jizˇ ale snizˇuje. Je mozˇne´ si vsˇimnout toho, zˇe od
velikosti stromu obsahuj´ıc´ıho prˇiblizˇneˇ 25 uzl˚u se prˇesnost pro tre´ninkova´ data da´le zvysˇuje,
naopak pro data testovac´ı prˇesnost klesa´.
Obra´zek 5.4: Prˇeucˇen´ı pro model strojove´ho ucˇen´ı vyuzˇ´ıvaj´ıc´ı rozhodovac´ıho stromu (ID3).
Prˇesnost nameˇrˇena´ na rozhodovac´ım stromu vytvorˇene´m na tre´novac´ıch datech je mo-
noto´nneˇ rostouc´ı. Pokud je meˇrˇen´ı provedeno na datech zcela neza´visly´ch (testovac´ıch)
je prˇesnost nejprve rostouc´ı, ale od urcˇite´ho bodu jizˇ lze zaznamenat klesaj´ıc´ı tendenci. [34]
Jak je ovsˇem mozˇne´, zˇe dany´ strom dosahuje lepsˇ´ı prˇesnosti na tre´novac´ıch datech nezˇ
na datech testovac´ıch? Odpoveˇd´ı na tuto ota´zku mu˚zˇe by´t prˇ´ıtomnost na´hodny´ch chyb
3Technika ID3 se pouzˇ´ıva´ prˇi konstrukci rozhodovac´ıho stromu shora dol˚u. Odpov´ıda´ na ota´zku jaky´
atribut zvolit jako uzel v dane´ u´rovni stromu.
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cˇi sˇumu v tre´ninkove´m datasetu. Konkre´tneˇ pro rozhodovac´ı stromy to znamena´ zanesen´ı
nespra´vny´ch rozhodovac´ıch podmı´nek pro uzly bl´ızko list˚u stromu.
Efekt prˇeucˇen´ı nen´ı za´vazˇny´ proble´m jenom pro metody vyuzˇ´ıvaj´ıc´ı rozhodovac´ıch stromu˚,
ale i pro ostatn´ı metody strojove´ ucˇen´ı. Naprˇ´ıklad v experimenta´ln´ı studii [33] zaby´vaj´ıc´ı
se ID3 metodami na peˇti r˚uzny´ch u´loha´ch obsahuj´ıc´ıch sˇum cˇi nedeterministicka´ data, bylo
zjiˇsteˇno, zˇe prˇeucˇen´ı rozhodovac´ıho stromu sn´ızˇ´ı prˇesnost predikce o 10-25% u veˇtsˇiny de-
finovany´ch proble´mu˚.
Pro proble´my prˇeucˇen´ı pro rozhodovac´ı stromy existuje neˇkolik prˇ´ıstup˚u jak zamezit
prˇeucˇen´ı. Tyto prˇ´ıstupy mohou by´t shrnuty do dvou trˇ´ıd:
• prˇ´ıstupy, ktere´ ukoncˇ´ı generova´n´ı stromu drˇ´ıve nezˇ by se mohl projevit efekt prˇeucˇen´ı,
• prˇ´ıstupy, ktere´ dovol´ı prˇeucˇen´ı na datech, ale pote´ pouzˇij´ı metody prorˇeza´n´ı stromu
(post-prune).
Acˇkoliv se prvn´ı prˇ´ıstup mu˚zˇe zda´t jako v´ıce prˇ´ımy´, v praxi se sp´ıˇse osveˇdcˇil druhy´ prˇ´ıstup
prorˇeza´n´ı rozhodovac´ıho stromu. Nevy´hoda prvn´ıho prˇ´ıstupu je v tom, zˇe nen´ı zcela jasne´,
kdy ukoncˇit r˚ust stromu. Bez ohledu na to, zda je vy´sledna´ velikost stromu urcˇena pomoc´ı
prvn´ıho prˇ´ıstupu cˇi pouzˇit´ım prorˇeza´n´ı, kl´ıcˇovou ota´zkou z˚usta´va´, jake´ je krite´rium pro
stanoven´ı spra´vne´ velikosti stromu vedouc´ı k co nejlepsˇ´ım vy´sledk˚um. Dle [34] mezi hlavn´ı
prˇ´ıstupy lze zarˇadit:
• Pouzˇ´ıt neza´visly´ dataset, ktery´ je odliˇsny´ od tre´novac´ıch prˇ´ıklad˚u, k vyhodnocen´ı
uzˇitecˇnosti prorˇeza´n´ı stromu.
• Pouzˇ´ıt vsˇechna dostupna´ data pro tre´nova´n´ı. Rozhodnut´ı, zda rozsˇ´ıˇrit cˇi prorˇezat
konkre´tn´ı uzel, ktery´ by s nejveˇtsˇ´ı pravdeˇpodobnost´ı produkoval zlepsˇen´ı i mimo
tre´novac´ı mnozˇinu, ponechat na vy´sledku statisticke´ho testu. Naprˇ´ıklad v [40] je
pouzˇit ch´ı-kvadra´t pro testova´n´ı a odhadnut´ı, ktery´ uzel a kdy je nutne´ rozsˇ´ıˇrit.
• Pouzˇ´ıt explicitn´ı mı´ru slozˇitosti pro zako´dova´n´ı tre´ninkovy´ch prˇ´ıklad˚u a rozhodo-
vac´ıho stromu, kdy je zastaven r˚ust stromu a je minimalizova´na velikost tohoto
ko´dova´n´ı. Tento prˇ´ıstup je zalozˇen na heuristice nazvane´ Minimum Description Length
principle, podrobneˇjˇs´ı diskuzi lze nale´zt v [32].
Na obra´zku 5.5 lze videˇt porovna´n´ı prˇesnost´ı modelu vytvorˇene´ho pomoc´ı tre´ninkovy´ch
dat, testovac´ıch dat a pomoc´ı prorˇeza´n´ı stromu na testovac´ıch datech. Jak je videˇt na
tomto obra´zku, pouzˇit´ım metody prorˇeza´n´ı stromu lze dosa´hnout lepsˇ´ı prˇesnosti modelu
(v neˇktery´ch mı´stech dosahuje zlepsˇen´ı prˇiblizˇneˇ o 0,05 oproti testovac´ım dat˚um bez pouzˇit´ı
prorˇeza´n´ı stromu).
Dalˇs´ı prˇ´ıklad potvrzuj´ıc´ı sn´ızˇen´ı prˇesnosti predikce modelu vlivem prˇeucˇen´ı, lze nale´zt na
obra´zku 5.6. Tento obra´zek vyjadrˇuje prˇeucˇen´ı vrstvene´ neuronove´ s´ıteˇ v u´loze prˇedpoveˇdi
u´mrtnosti. Pro lepsˇ´ı porovna´n´ı jsou zde zobrazeny dveˇ architektury. Prvn´ı z nich pra-
cuje s mensˇ´ım pocˇtem neuron˚u ve skryty´ch vrstva´ch. Druha´ architektura je slozˇiteˇjˇs´ı,
prˇesneˇjˇs´ı, ale ma´ veˇtsˇ´ı tendenci k prˇeucˇen´ı (toto lze jednodusˇe pozorovat jako rozd´ıly mezi
vy´sledky tre´novac´ıch a validacˇn´ıch dat jednotlivy´ch architektur). Je zrˇejme´, zˇe prˇiblizˇneˇ
okolo 500. cyklu ucˇen´ı se jizˇ prˇesnost na validacˇn´ıch datech prˇ´ıliˇs nezveˇtsˇuje, naopak dojde
ke zhorsˇen´ı dosazˇeny´ch vy´sledk˚u.
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Obra´zek 5.5: Redukce chyb pouzˇit´ım techniky prorˇeza´n´ı rozhodovac´ıho stromu. Tento graf
ukazuje stejne´ hodnoty krˇivek pro testovac´ı a tre´ninkova´ data jako graf 5.4. Na rozd´ıl od
obra´zku 5.4 jsou zde redukova´ny chyby pomoc´ı prorˇeza´n´ı stromu vytvorˇene´ho pomoc´ı me-
tody ID3. Porovna´me-li prˇesnost modelu na testovac´ıch datech bez prorˇeza´n´ı a s prorˇeza´n´ım
stromu zjist´ıme, zˇe v neˇktery´ch prˇ´ıpadech dojde ke zlepsˇen´ı prˇesnosti o zhruba 0,05. Tech-
nika prorˇeza´n´ı rozhodovac´ıho stromu v tomto prˇ´ıpadeˇ vykazuje lepsˇ´ıch vy´sledk˚u. [34]
5.2 WEKA - platforma pro analy´zu znalost´ı
WEKA (z angl. Waikato Environment for Knowledge Analysis) je popula´rn´ı bal´ık programu˚
strojove´ho ucˇen´ı napsany´ v programovac´ım jazyce Java, vyvinuty´ na University of Waikato,
Novy´ Ze´land. WEKA je svobodny´ software dostupny´ podle licence GNU General Public
License. Platforma WEKA je sˇiroce rozsˇ´ıˇrena´ v akademicke´ i komercˇn´ı sfe´rˇe, disponuje
aktivn´ı komunitou a byla stazˇena v´ıce nezˇ 1,4 milionkra´t od uverˇejneˇn´ı na Source-Forge
(od dubna 2000).
C´ılem projektu WEKA je poskytnout rozsa´hlou kolekci r˚uzny´ch algoritmu˚ pro u´lohy
strojove´ho ucˇen´ı a na´stroje pro prˇedzpracova´n´ı dat pro veˇdeckou i verˇejneˇ odbornou komu-
nitu. Umozˇnˇuje uzˇivatel˚um rychle vyzkousˇet a porovnat r˚uzne´ techniky strojove´ho ucˇen´ı
na vytvorˇene´m datasetu. Modula´rn´ı, rozsˇ´ıˇritelna´ architektura umozˇnˇuje sofistikovane´ do-
lova´n´ı dat z poskytnuty´ch kolekc´ı ucˇ´ıc´ıch algoritmu˚ a na´stroj˚u. Rozsˇ´ıˇren´ı tohoto na´stroje
je velmi snadne´ d´ıky jednoduche´mu API a plugin mechanismu˚m, ktere´ automatizuj´ı inte-
graci novy´ch algoritmu˚ do WEKA pomoc´ı graficke´ho rozhran´ı. WEKA obsahuje algoritmy
pro regresi, klasifikaci, shlukova´n´ı, z´ıska´va´n´ı asociacˇn´ıch pravidel a vy´beˇr atribut˚u (rys˚u).
O prˇedbeˇzˇny´ pohled na distribuci a vlastnosti dat je postara´no pomoc´ı na´stroj˚u pro vizu-
alizaci, nab´ıdnuto je takte´zˇ velke´ mnozˇstv´ı dalˇs´ıch na´stroj˚u pro prˇedzpracova´n´ı. [21]
Samotny´ na´stroj WEKA lze rozdeˇlit do cˇtyrˇ r˚uzny´ch aplikac´ı.
• Explorer je hlavn´ım graficky´m uzˇivatelsky´m rozhran´ım. Toto rozhran´ı vyuzˇ´ıva´ pa-
nel˚u (panel-based), kde jednotlive´ panely koresponduj´ı s dany´m typem u´lohy.
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Obra´zek 5.6: Prˇeucˇen´ı vrstvene´ neuronove´ s´ıteˇ v u´loze prˇedpoveˇdi u´mrtnosti. Architek-
tura 1 pracuje s mensˇ´ım pocˇtem neuron˚u ve skryty´m vrstva´ch. Architektura 2 je slozˇiteˇjˇs´ı,
prˇesneˇjˇs´ı, ale ma´ veˇtsˇ´ı tendenci k prˇeucˇen´ı. S rostouc´ım pocˇtem iterac´ı prˇi ucˇen´ı neuro-
nove´ s´ıteˇ docha´z´ı k postupne´mu zprˇesnˇova´n´ı klasifikace tre´novac´ıch dat. Je zde vsˇak vi-
ditelne´, zˇe prˇiblizˇneˇ od 500. cyklu ucˇen´ı se jizˇ nezvysˇuje generalizacˇn´ı schopnost s´ıteˇ a
kvalita prˇedpoveˇdi se zhorsˇuje. Slozˇitost modelu je vysoka´, docha´z´ı k jevu, ktery´ nazy´va´me
prˇeucˇen´ı. [30]
Prvn´ı panel nazvany´ Preprocess slouzˇ´ı pro nahra´n´ı dat do modelu a umozˇnˇuje vyuzˇ´ıt
na´stroj˚u pro prˇedzpracova´n´ı (filtry). Data mohou by´t nahra´na z databa´ze, souboru cˇi
URL. Podporovane´ forma´ty soubor˚u jsou ARFF (nativn´ı forma´t pro na´stroj WEKA),
CSV, LibSVM forma´t a C4.5 forma´t.
Druhy´ panel s na´zvem Classify umozˇnˇuje prˇ´ıstup k vy´beˇru klasifikacˇn´ıch a regresn´ıch
algoritmu˚. V tomto panelu je mozˇne´ pracovat i s krˇ´ızˇovou validac´ı (mozˇnost nasta-
vit pocˇet fold˚u), ve vy´choz´ım nastaven´ı je pouzˇita 10-fold krˇ´ızˇova´ validace. Mozˇnost
vyuzˇit´ı extern´ıho testovac´ıho datasetu je takte´zˇ podporova´na.
WEKA samozrˇejmeˇ poskytuje kromeˇ algoritmu˚ vyuzˇ´ıvaj´ıc´ı ucˇen´ı s ucˇitelem i algo-
ritmy bez ucˇitele. Ve trˇet´ım panelu je mozˇne´ naj´ıt algoritmy shlukovac´ı, ve cˇtvrte´m
panelu pak metody pro hleda´n´ı asociacˇn´ıch pravidel. V panelu Cluster je povoleno
uzˇivatel˚um vyuzˇ´ıvat shlukovac´ı algoritmy na datech nahrany´ch v panelu Preprocess.
Samozrˇejmost´ı jsou jednoduche´ statisticke´ vy´stupy hodnot´ıc´ı vy´konnost shlukovac´ıch
algoritmu˚.
Pravdeˇpodobneˇ jedna z nejd˚ulezˇiteˇjˇs´ıch u´loh prakticke´ho dolova´n´ı dat je identifikace
atribut˚u (rys˚u), ktere´ se nejveˇtsˇ´ı meˇrou pod´ılej´ı na u´speˇsˇnosti predikce. V na´stroji
WEKA je vy´beˇr teˇchto rys˚u (feature selection) umı´steˇn v panelu Select attributes.
Vzhledem k faktu, zˇe je mozˇne´ kombinovat r˚uzne´ prohleda´vac´ı metody s odliˇsny´mi
evaluacˇn´ımi krite´rii, je zde d˚ulezˇite´ ponechat sˇirokou sˇka´lu mozˇny´ch kandida´tn´ıch
technik. Robustnost vy´beˇru atribut˚u mu˚zˇe by´t validova´na skrze prˇ´ıstupy zalozˇene´ na
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Obra´zek 5.7: Uzˇivatelske´ rozhran´ı programu WEKA Explorer. [21]
krˇ´ızˇove´ validaci. V mnoha prakticky´ch aplikac´ıch vizualizace dat poskytuje d˚ulezˇite´
poznatky. Tyto poznatky mohou dokonce ve´st k tomu, zˇe je mozˇne´ se da´le vyhnout
analy´ze pomoc´ı strojove´ho ucˇen´ı a dolova´n´ı dat. Pokud toto nen´ı mozˇne´, mu˚zˇe vi-
zualizace poslouzˇit naprˇ´ıklad pro vy´beˇr vhodne´ho algoritmu. Mozˇnost vizualizace je
mozˇne´ naj´ıt v posledn´ım panelu nazvane´m Visualize, ktery´ obsahuje jednotlive´ ba-
revneˇ odliˇsene´ bodove´ grafy.
• Experimenter. Toto rozhran´ı je navrzˇeno tak, aby co nejv´ıce usnadnilo porovna´va´n´ı
vy´konnost´ı predikcˇn´ıch algoritmu˚ zalozˇeny´ch na r˚uzny´ch hodnot´ıc´ıch krite´ri´ıch, ktere´
jsou k dispozici ve WEKA. Experimenty je mozˇne´ prova´deˇt na v´ıcero algoritmech,
ktere´ beˇzˇ´ı na v´ıcero datasetech (naprˇ´ıklad opakovana´ krˇ´ızˇova´ validace). Experimenty
mohou by´t rovneˇzˇ distribuova´ny na r˚uzny´ch vy´pocˇetn´ıch uzlech na s´ıti pro sn´ızˇen´ı
vy´pocˇetn´ıho zat´ızˇen´ı. Vy´sledky experimentu je mozˇne´ ulozˇit ve formeˇ XML cˇi v bina´rn´ı
formeˇ.
• KnowledgeFlow. Neˇktere´ algoritmy strojove´ho ucˇen´ı nebyly implementova´ny prˇ´ımo
do prostrˇed´ı Explorer, ale jejich inkrementa´ln´ı povaha (tj. takova´ povaha, kde algo-
ritmy lze rozdeˇlit do posloupnosti jednotlivy´ch operac´ı) byla vlozˇena do graficke´ho
uzˇivatelske´ho rozhran´ı nazvane´ho KnowledgeFlow. Veˇtsˇinu u´loh, ktere´ je mozˇne´ rˇesˇit
v prostrˇed´ı Explorer, lze spustit i v KnowledgeFlow. Toto prostrˇed´ı nab´ız´ı celkem
osm panel˚u, kde kazˇdy´ panel obsahuje jemu prˇ´ıslusˇne´ moduly (uzly), ktere´ je mozˇne´
umı´stit na pracovn´ı plochu. Tyto moduly mohou by´t formou vazeb mezi sebou pospo-
jova´ny a vytvorˇit tak funkcˇn´ı tok dat. Samozrˇejmost´ı jsou na´stroje pro ohodnocen´ı i
pro vizualizaci dat. Propojen´ı jednotlivy´ch modul˚u je konfigurovatelne´ a pro pozdeˇjˇs´ı
pouzˇit´ı je mozˇne´ danou konfiguraci ulozˇit.
• Simple CLI je jednoduche´ konzolove´ prostrˇed´ı pro na´stroj WEKA pomoc´ı neˇhozˇ
je mozˇne´ jednodusˇe vytva´rˇet sady prˇ´ıkaz˚u (naprˇ. vytvorˇen´ı cˇi ohodnocen´ı modelu).
Pomoc´ı te´to konzole je mozˇne´ ovla´dat program WEKA bez znalost´ı vysˇsˇ´ıch progra-
movac´ıch jazyk˚u.
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Jak jizˇ bylo zmı´neˇno, na´stroj WEKA umozˇnˇuje pra´ci s velky´m mnozˇstv´ım algoritmu˚ pro
klasifikaci, regresi, shlukova´n´ı nebo analy´zu asociacˇn´ıch pravidel. V tabulce 5.1 jsou uvedeny
jednotlive´ trˇ´ıdy algoritmu˚, do ktery´ch jsou konkre´tn´ı za´stupci prˇiˇrazeni na za´kladeˇ zp˚usobu
klasifikace/regrese. Podrobne´ vysveˇtlen´ı jednotlivy´ch metod lze nale´zt na [46].
Trˇ´ıda algoritmu Prˇ´ıklady jednotlivy´ch algoritmu˚
Bayes AODE, BayesNet, NaiveBayes, NaiveBayesSimple
Functions SMO, LinearRegression, MultilayerPerceptron
Lazy IB1, IBK, KStar, LBR, LWL
Meta Bagging, Random SubSpace, GridSearch, Vote, Stacking
Mi MIBoost, MDD, MINND, MISVM, MIWrapper, MILR
Misc VFI, HyperPipes
Rules DecisionTable, M5Rules, ZeroR, JRip, ConjunctiveRule
Trees M5P, J48, RandomForest, REPTree, ID3, ADTree
Tabulka 5.1: Uvedeny jsou jednotlive´ trˇ´ıdy algoritmu˚, do ktery´ch jsou konkre´tn´ı za´stupci
prˇiˇrazeni na za´kladeˇ zp˚usobu klasifikace/regrese. Toto rozdeˇlen´ı plat´ı pro pro verzi WEKA
3.6.10. [46]
5.2.1 KStar
V te´to podkapitole bude podrobneˇji rozebra´na metoda strojove´ho ucˇen´ı KStar, ktera´ dosa´hla
nejlepsˇ´ıho vy´sledku na tre´novac´ım datasetu (viz kapitola 7.2).
KStar patrˇ´ı do kategorie lazy learning metod. Obecneˇ lze o skupineˇ teˇchto metod rˇ´ıci, zˇe
uchova´vaj´ı tre´ninkove´ instance (data) a nedeˇlaj´ı zˇa´dnou rea´lnou pra´ci azˇ do okamzˇiku, kdy
je vznesen pozˇadavek (na rozd´ıl od Eager learning). KStar je metoda vyuzˇ´ıvaj´ıc´ı principu
nejblizˇsˇ´ıho souseda se zobecneˇnou vzda´lenostn´ı funkc´ı zalozˇenou na transformac´ıch. [46]
Pouzˇit´ı entropie jako mı´ry vzda´lenosti ma´ neˇkolik vy´hod. Mezi neˇ patrˇ´ı naprˇ´ıklad kon-
zistentn´ı prˇ´ıstupy k symbolicky´m atribut˚um, rea´lny´m hodnota´m atribut˚u a chybeˇj´ıc´ım hod-
nota´m.
Samotna´ klasifikace je zalozˇena na podobnosti, kde vycha´z´ıme z prˇedpokladu, zˇe po-
dobne´ instance budou mı´t podobne´ vy´sledky klasifikace. Ota´zka ovsˇem lezˇ´ı na definici ”po-
dobne´ instance”a ”podobne´ vy´sledky klasifikac´ı”. Odpoveˇd´ı je vzda´lenostn´ı funkce, ktera´
urcˇuje, jak si jsou navza´jem dveˇ instance podobne´, a klasifikacˇn´ı funkce, ktera´ specifikuje
podobnost instanc´ı oproti vy´sledku klasifikace novy´ch instanc´ı.
Entropie a mı´ra vzda´lenosti
Tento prˇ´ıstup vy´pocˇtu na za´kladeˇ vzda´lenosti mezi dveˇma instancemi je motivova´n teori´ı
informac´ı. Prˇirozenou intuic´ı lze definovat vzda´lenost dvou instanc´ı jako slozˇitou transfor-
maci jedne´ instance na druhou. Vy´pocˇet te´to slozˇitosti je mozˇne´ rozdeˇlit do dvou za´kladn´ıch
krok˚u. Prvn´ım krokem je vytvorˇen´ı konecˇne´ mnozˇiny transformac´ı, ktera´ mapuje instance na
instance definovane´. Program da´le transformuje jednu instanci (a) na jinou (b) vytvorˇen´ım
konecˇne´ sekvence transformac´ı zacˇ´ınaj´ıc´ı v a a koncˇ´ıc´ı v b.
V na´vaznosti na teorii slozˇitosti jsou programy (sekvence) tvorˇeny bez prefix˚u prˇipojen´ım
ukoncˇovac´ıho symbolu ke kazˇde´mu rˇeteˇzci. Obvyklou definic´ı slozˇitosti programu (defi-
nova´no jako Kolmogorovova slozˇitost v [27]) je de´lka nejkratsˇ´ıho rˇeteˇzce reprezentuj´ıc´ı
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dany´ program. Kolmogorovova vzda´lenost mezi dveˇma instancemi mu˚zˇe by´t definova´na
jako vzda´lenost nejkratsˇ´ıho rˇeteˇzce spojuj´ıc´ı tyto dveˇ instance. Tento prˇ´ıstup je zameˇrˇen na
jedinou transformaci (tu nejkratsˇ´ı) z mnozˇiny mnoha mozˇny´ch transformac´ı. Vy´sledkem je
takova´ vzda´lenostn´ı mı´ra, ktera´ je velmi citliva´ na male´ zmeˇny v prostoru instanc´ı. KStar
se s t´ımto proble´mem snazˇ´ı vyporˇa´dat pomoc´ı soucˇtu prˇes vsˇechny mozˇne´ transformace
mezi dveˇma instancemi.
Specifikace KStar
Necht’ I (mozˇno nekonecˇna´) mnozˇina instanc´ı a T je konecˇna´ mnozˇina transformac´ı na I.
Je definova´no zobrazen´ı t, kde pro kazˇde´ t ∈ T zobrazuje instance na instance t : I→ I. T
obsahuje rozliˇsuj´ıc´ıho cˇlena σ (symbol pro zastaven´ı), ktery´ doplnˇuje zobrazen´ı o zobrazen´ı
samo na sebe (reflexivita, tj. σ(a) = a).
Necht’ P je mnozˇina vsˇech prefixovy´ch ko´d˚u z T∗, ktere´ jsou ukoncˇeny σ. Prvky T∗ (a
takte´zˇ z P) jsou jednoznacˇneˇ definova´ny transformac´ı na I:
t¯(a) = tn(tn−1(. . . t1(a) . . . )), kde t¯ = t1, . . . , tn. (5.1)






p(t¯u) = p(t¯) (5.3)
p(Λ) = 1. (5.4)
V d˚usledku tohoto splnˇuje na´sleduj´ıc´ı: ∑
t¯∈P
p(t¯) = 1. (5.5)






Snadno se uka´zˇe, zˇe P ∗ splnˇuje na´sleduj´ıc´ı vlastnosti:∑
b
P ∗(b|a) = 1 (5.7)
0 ≤ P ∗(b|a) ≤ 1. (5.8)
Funkce KStar (K∗) je definova´na jako
K∗(b|a) = −log2P ∗(b|a). (5.9)
K∗ nen´ı striktneˇ vzda´lenostn´ı funkce. Naprˇ´ıklad pro K∗(a|a) je obecneˇ nenulovy´ a za´rovenˇ
tato funkce (jak je zd˚urazneˇno | notac´ı) je nesymetricka´. Prˇesto na´sleduj´ıc´ı vlastnosti jsou
prokazatelne´:
K∗(b|a) ≥ 0 (5.10)
K∗(c|b) +K∗(b|a) ≥ K∗(c|a). (5.11)
38
KStar algoritmus
Pro implementaci tohoto klasifika´toru pouzˇ´ıvaj´ıc´ıho entropickou mı´ru vzda´lenosti popsanou
vy´sˇe, je nutne´ vhodneˇ zvolit parametry x0, s a zp˚usob pouzˇit´ı hodnot vra´ceny´ch mı´rou
vzda´lenosti.
Pro kazˇdou dimenzi je nutne´ urcˇit parametry x0 (pro rea´lne´ atributy) a s (pro sym-
bolicke´ atributy). Chova´n´ı vzda´lenostn´ı mı´ry prˇi zmeˇneˇ teˇchto parametr˚u je zaj´ımave´.
Uvazˇujme pravdeˇpodobnostn´ı funkci pro symbolicke´ atributy prˇi zmeˇna´ch s. Prˇi hodnoteˇ s
bl´ızˇ´ıc´ı se 1, kdy instance obsahuj´ı dva odliˇsne´ symboly, bude pravdeˇpodobnost transformace
n´ızka´, zat´ımco instance se stejny´mi symboly bude mı´t vysokou pravdeˇpodobnost trans-
formace. Z tohoto d˚uvodu bude vzda´lenostn´ı funkce vykazovat chova´n´ı podobne´ technice
nejblizˇsˇ´ıho souseda (nearest neighbour). Pokud se s bl´ızˇ´ı hodnoteˇ 0, pravdeˇpodobnost trans-
formace prˇ´ımo ukazuje pravdeˇpodobnostn´ı distribuci symbol˚u. Zvy´hodnˇuje tedy symboly,
ktere´ jsou frekventovaneˇjˇs´ı. Toto chova´n´ı je velmi podobne´ vy´choz´ım pravidl˚um pro mnoho
technik strojove´ho ucˇen´ı, ktere´ jednodusˇe urcˇ´ı tu nejpravdeˇpodobneˇjˇs´ı klasifikaci. S t´ım,
jak se meˇn´ı hodnota s, docha´z´ı k plynule´ zmeˇneˇ mezi teˇmito dveˇma extre´my. Vzda´lenostn´ı
mı´ra pro rea´lne´ hodnoty atribut˚u vykazuje stejne´ vlastnosti. Pokud x0 je male´ hodnoty,
pravdeˇpodobnost se velmi rychle snizˇuje se vzr˚ustaj´ıc´ı vzda´lenost´ı. Tato funkce je tedy
podobna´ takte´zˇ technika´m vyuzˇ´ıvaj´ıc´ıch nejblizˇsˇ´ıho souseda. Na druhou stranu, kdyzˇ je
x0 vysoke´ cˇ´ıslo, skoro vsˇechny instance budou mı´t stejnou transformaci a velmi podobnou
va´hou.
V obou teˇchto prˇ´ıpadech mu˚zˇeme uvazˇovat o pocˇtu teˇchto instanc´ı, ktere´ jsou zahr-
nuty v ra´mci pravdeˇpodobnostn´ıho rozdeˇlen´ı pohybuj´ıc´ıho se od extre´mu 1 (distribuce jako
nejblizˇsˇ´ı soused) k druhe´mu extre´mu N, kdy maj´ı vsˇechny instance stejnou va´hu.








∗(b|a)2 ≤ N. (5.12)
N v tomto prˇ´ıpadeˇ znacˇ´ı celkovy´ pocˇet tre´novac´ıch instanc´ı a n0 pocˇet instanc´ı v nejmensˇ´ı
vzda´lenosti od a. Algoritmus KStar urcˇ´ı hodnotu pro x0 (nebo pro s) vy´beˇrem cˇ´ısla mezi
hodnotami n0 a N , ktere´ mus´ı zohlednˇovat vy´raz vy´sˇe. Z tohoto vyply´va´, zˇe pokud bude
vybra´na hodnota n0 bude uplatneˇn algoritmus nejblizˇsˇ´ıho souseda, pokud bude vybra´na
hodnota N , instance budou mı´t stejne´ va´hy. Pro lepsˇ´ı prˇehlednost je specifikova´n novy´
parametr b (blending parametr), ktery´ mu˚zˇe dosahovat hodnot v rozsahu b = 0% (pro n0)
azˇ b = 100% pro N se strˇedn´ımi hodnotami linea´rneˇ interpolovany´mi.
Vy´sledky KStar
K z´ıska´n´ı prˇehledu o tom, jak dobrˇe algoritmus KStar funguje v praxi, byla provedena
klasifikace na neˇkolika datasetech. Tyto datasety byly porˇ´ızeny z UCI Machine Learning
Database Repository.
Jednotlive´ datasety byly rozdeˇleny na´sledovneˇ: 2/3 pro tre´nova´n´ı modelu a zbyla´ 1/3
pro testova´n´ı. Toto rozdeˇlen´ı dat bylo provedeno celkem 25kra´t pro kazˇdy´ dataset. Cel-
koveˇ byly ohodnoceny vsˇechny datasety pro vsˇech 25 r˚uzny´ch rozdeˇlen´ı a jejich vy´sledky
byly zpr˚umeˇrova´ny. Vy´sledky teˇchto beˇh˚u jsou uka´za´ny v tabulce 5.2, kde jsou zvy´razneˇny
nejvysˇsˇ´ı dosazˇene´ prˇesnosti predikce pro kazˇdy´ dataset. U metody C4.5 bylo pouzˇito prorˇeza´n´ı












BC 70,7 68,8 54,3 67,5 66.1 68,6 70,8
CH 99,2 99,2 29,3 64,9 89,6 93,2 93,3
GL 66,0 64,8 50,0 52,1 67,8 72,4 73,9
G2 72,9 74,2 64,4 69,0 76,4 82,3 82,7
HD 75,7 77,6 64,2 73,8 75,5 75,0 82,2
HE 68,7 79,5 66,6 78,4 80,8 80,4 83,8
HO 76,1 81,7 62,5 81,7 77,4 76,2 79,2
HY 91,3 99,2 98,2 97,8 97,7 98,5 98,6
IR 94,3 94,3 89,8 92,3 95,3 94,9 95,3
LA 72,2 84,2 65,3 76,4 84,2 90,9 92,0
LY 74,8 75,8 66,2 72,7 80,9 82,2 82,6
SE 75,4 97,8 95,8 95,1 93,8 95,2 95,7
SO - - 96,3 79,2 99,8 99,8 99,8
VO 91,9 94,8 87,6 95,4 91,9 93,0 93,2
V1 83,4 89,8 77,4 87,3 87,3 90,5 90,5
Tabulka 5.2: Prˇesnost klasifikace pro r˚uzne´ datasety. [13]
Jak je videˇt, algoritmus KStar funguje velmi dobrˇe na sˇiroke´ sˇka´le vsˇech model˚u. Te´meˇrˇ ve




Praktickou cˇa´st te´to diplomove´ pra´ce je mozˇne´ rozdeˇlit do posloupnosti neˇkolika hlavn´ıch
krok˚u. Jelikozˇ se jedna´ o prˇ´ıstup vyuzˇ´ıvaj´ıc´ı strojove´ho ucˇen´ı, bylo nutne´ nejdrˇ´ıve vytvorˇit
tre´novac´ı dataset. Pro tyto u´cˇely lze pouzˇ´ıt volneˇ dostupnou databa´zi ProTherm obsahuj´ıc´ı
experimenta´lneˇ z´ıskana´ termodynamicka´ data protein˚u a jejich mutac´ı (popis databa´ze lze
nale´zt v kapitole 3.1.1). Tato databa´ze byla kv˚uli prˇedpokla´dane´mu cˇaste´mu dotazova´n´ı
nad obsazˇeny´mi daty prˇevedena do MySQL databa´ze. Samotne´mu kroku prˇeveden´ı sa-
mozrˇejmeˇ prˇedcha´zela analy´za dat a na´vrh vhodny´ch relacˇn´ıch tabulek. Vypracova´ny byly
take´ postupy opravuj´ıc´ı chybne´, cˇi jinak posˇkozene´ za´znamy z te´to databa´ze.
Druhy´m krokem byl vy´beˇr vhodny´ch predikcˇn´ıch na´stroj˚u, mezi ktery´mi se v pozdeˇjˇs´ı
fa´zi predikce hodnoty stability hledal konsenzus (konsenzua´ln´ı funkce). Po urcˇen´ı teˇchto
na´stroj˚u bylo nutne´ vytvorˇit vlastn´ı platformu automatizovany´ch skript˚u, ktere´ systema-
ticky´m dotazova´n´ım z´ıska´valy ohodnocene´ mutace, vy´sledky pro jednotlive´ na´stroje byly
ukla´da´ny do prˇ´ıslusˇny´ch relacˇn´ıch tabulek databa´ze MySQL.
Po z´ıska´n´ı vsˇech relevantn´ıch dat bylo nutne´ aplikovat metody strojove´ho ucˇen´ı. Aby
bylo dosazˇeno co nejlepsˇ´ıho vy´sledku, testova´no bylo celkem 28 model˚u podporuj´ıc´ıch re-
gresi. V tomto prˇ´ıpadeˇ bylo vyuzˇito na´stroje WEKA, jehozˇ popis lze nale´zt v kapitole 5.2.
Za´rovenˇ po z´ıska´n´ı dat z jednotlivy´ch model˚u a jejich vy´sledk˚u byla snaha o zlepsˇen´ı
dosazˇene´ prˇesnosti predikce. Zkouma´n byl takte´zˇ vliv prˇetre´nova´n´ı pro jednotlive´ metody
strojove´ho ucˇen´ı na pouzˇite´m tre´novac´ım datasetu. Vı´ce se o teˇchto vy´sledc´ıch lze docˇ´ıst
v kapitole 7.
Pro vesˇkere´ vytvorˇene´ skripty byl pouzˇit skriptovac´ı jazyk Perl, ktery´ je plneˇ prˇenositelny´ a
je ho mozˇne´ pouzˇ´ıt jak na platformeˇ Microsoft Windows, tak naprˇ´ıklad na platformeˇ Unix.
6.1 Pouzˇite´ datove´ sady
V te´to podkapitole budou popsa´ny jednotlive´ datove´ sady. Jelikozˇ kvalita tre´novac´ıho da-
tasetu je jeden z kl´ıcˇovy´ch parametr˚u ovlivnˇuj´ıc´ı kvalitu cˇi prˇesnosti predikovane´ hodnoty,
byl na vy´beˇr jednotlivy´ch mutac´ı kladen velky´ d˚uraz. Za´rovenˇ byl vytvorˇen take´ testovac´ı
dataset, ktery´ meˇl i prˇes pouzˇitou 10-fold krˇ´ızˇovou validaci uka´zat, s jakou prˇesnost´ı je scho-
pen dany´ model predikovat hodnoty na neza´visle´m datasetu (tj. dataset obsahuj´ıc´ı mutace,
ktere´ nebyly pouzˇity prˇi tre´nova´n´ı modelu). Takte´zˇ je z vy´sledk˚u dosazˇeny´ch na testovac´ım
datasetu mozˇno posoudit, jakou roli zde hraje prˇeucˇen´ı.
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6.1.1 Tre´novac´ı dataset
Jak jizˇ bylo zmı´neˇno, pro tre´novac´ı dataset byly zvoleny za´znamy pocha´zej´ıc´ı z databa´ze
ProTherm, kde jednotlive´ databa´zove´ polozˇky byly pro jednodusˇsˇ´ı dotazova´n´ı prˇevedeny
do databa´ze MySQL. Celkoveˇ sice databa´ze ProTherm obsahovala 22 491 za´znamu˚, pro
zpracova´n´ı vsˇak bylo vybra´no pouze 11 910 za´znamu˚ vyhovuj´ıc´ıch stanoveny´m krite´ri´ım
(omezuj´ıc´ı byl naprˇ´ıklad pozˇadavek na existenci proteinove´ struktury v neˇktere´ verˇejneˇ
prˇ´ıstupne´ databa´zi). Za´rovenˇ dosˇlo k rozpozna´n´ı jednobodovy´ch a v´ıcebodovy´ch mutac´ı
a tyto mutace lze v databa´zi rozliˇsit skrze specifickou hodnotu odpov´ıdaj´ıc´ıho atributu.
Prˇi prˇevodu dat do relacˇn´ı databa´ze byl kladen d˚uraz na korektnost atribut˚u vztahuj´ıc´ıch
se k mutac´ım a jejich prˇ´ıslusˇny´m pozic´ım. Opravny´mi algoritmy bylo t´ımto z´ıska´no 986
za´znamu˚, ktere´ by jinak skoncˇily neu´speˇsˇnou predikc´ı stability (dosˇlo naprˇ´ıklad k prˇepocˇtu
pozice mutace).
Obra´zek 6.1: Posloupnost u´kon˚u vedouc´ı k vytvorˇen´ı tre´novac´ıho datasetu. U podmı´neˇne´ho
vy´beˇru byla nutna´ podmı´nka existence proteinove´ struktury. U podmı´nky vedouc´ı k vy-
tvorˇen´ı tre´novac´ıho datasetu bylo nutne´ mı´t specifikovane´ ∆∆G. Pokud byly experimenta´ln´ı
podmı´nky u jednotlivy´ch za´znamu˚ stejne´, dosˇlo k zpr˚umeˇrova´n´ı ∆∆G hodnot, jinak byl
vybra´n za´znam s pH nejbl´ızˇe fyziologicke´ hodnoteˇ 7 a za´rovenˇ teplota byla mensˇ´ı nebo
rovna hodnoteˇ 50◦ C.
Pro vytvorˇen´ı tre´novac´ıho datasetu byly bra´ny v potaz pouze jednobodove´ mutace,
touto selekc´ı tak byl dany´ prostor sn´ızˇen na 9 662 za´znamu˚. Na tyto za´znamy byly apli-
kova´ny na´sleduj´ıc´ı podmı´nky vy´beˇru. Za´znamy nesmeˇly obsahovat nevyplneˇnou ∆∆G. Po-
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kud existuje mutace s v´ıce nezˇ jedn´ım za´znamem a jsou-li experimenta´ln´ı podmı´nky stejne´,
byl vlozˇen do datasetu pouze jeden za´znam se zpr˚umeˇrovanou hodnotou ∆∆G. Pokud jsou
experimenta´ln´ı podmı´nky odliˇsne´, byl vlozˇen do datasetu pouze za´znam, ktery´ meˇl atribut
pH nejblizˇsˇ´ı fyziologicke´ hodnoteˇ 7 a za´rovenˇ byl atribut t znacˇ´ıc´ı teplotu mensˇ´ı nebo roven
hodnoteˇ 50◦ C.
Po splneˇn´ı podmı´nek vy´beˇru dataset obsahoval 1596 za´znamu˚, z toho u 179 prˇ´ıpad˚u
dosˇlo ke zpr˚umeˇrova´n´ı hodnoty ∆∆G a v d˚usledku rozd´ılny´ch experimenta´ln´ıch podmı´nek
bylo eliminova´no 75 za´znamu˚. Vy´sledny´ dataset byl vygenerova´n ve forma´tu ARFF, ktery´ je
nativn´ı pro platformu WEKA a byl pouzˇit k testova´n´ı metod strojove´ho ucˇen´ı. Na obra´zku
6.1 je prˇehledneˇ zna´zorneˇn vy´voj na´vrhu tre´novac´ıho datasetu.
Obra´zek 6.2 zobrazuje graf distribuce predikovany´ch a experimenta´lneˇ nameˇrˇeny´ch ∆∆G
hodnot, ktere´ jsou vyja´drˇeny norma´ln´ı distribucˇn´ı krˇivkou. Z tohoto grafu lze vycˇ´ıst, zˇe
v pouzˇite´m datasetu veˇtsˇina aminokyselinovy´ch mutac´ı zp˚usobuje destabilizaci proteinu,
extre´mn´ı stavy stabilizace/destabilizace se vyskytuj´ı velmi zrˇ´ıdka.
Obra´zek 6.2: Distribuce predikovany´ch a experimenta´lneˇ zjiˇsteˇny´ch ∆∆G hodnot. Mezi
testovane´ na´stroje patrˇ´ı: AUTO-MUTE, SDM, CUPSAT, I-Mutant3.0 (strukturn´ı verze),
I-Mutant3.0 (sekvencˇn´ı verze), iPTREE-STAB, mCSM a PoPMuSiC.
Na obra´zku 6.3 je zna´zorneˇno sledovane´ a ocˇeka´vane´ zastoupen´ı aminokyselin v tre´novac´ım
datasetu. Ocˇeka´vane´ zastoupen´ı aminokyselin je odvozeno z frekvence jejich vy´skytu v da-
taba´zi OWL [7] vytvorˇene´ sloucˇen´ım databa´z´ı Uniprot/SwissProt, PIR, GenBank a NRL-3D
(s odstraneˇn´ım redundance mezi za´znamy).
V leve´ cˇa´sti (obra´zek 6.3A) je mozˇne´ pozorovat procentua´ln´ı zastoupen´ı pro mutace
p˚uvodn´ı, v prave´ cˇa´sti (obra´zek 6.3B) pak pro mutace mutantn´ıho typu. Procentua´ln´ı
zastoupen´ı alaninu pro mutantn´ı typ dosahuje hodnoty 25 %. Takto vysoka´ hodnota je
zp˚usobena pouzˇit´ım experimenta´ln´ı metody alanin scanning. Kv˚uli zachova´n´ı meˇrˇ´ıtka a
s t´ım spojenou mozˇnost lepsˇ´ıho vizua´ln´ıho porovna´n´ı s grafem p˚uvodn´ıch mutac´ı, nebyl
v tomto grafu zobrazen vrchol distribuce pro aminokyselinu alanin, jelikozˇ by vzhledem
ke stejne´ velikosti graf˚u muselo doj´ıt pra´veˇ ke zmeˇneˇ meˇrˇ´ıtka, cozˇ by znemozˇnilo snadne´
porovna´n´ı teˇchto graf˚u.
Obra´zek 6.4 zna´zornˇuje jednotlive´ aminokyseliny a jejich na´chylnost k destabilizaci
vyja´drˇenou v procentech. Jednotlive´ rˇa´dky a sloupce jsou popsa´ny pomoc´ı jednop´ısmenny´ch
zkratek aminokyselin (viz tabulka 2.1). Rˇa´dky v tomto prˇ´ıpadeˇ popisuj´ı p˚uvodn´ı amino-
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Obra´zek 6.3: Sledovane´ a ocˇeka´vane´ zastoupen´ı aminokyselin v tre´novac´ım datasetu. Graf
(A) vyjadrˇuje zastoupen´ı aminokyselin pro aminokyseliny p˚uvodn´ı, graf (B) pro aminoky-
seliny mutantn´ıho typu.
kyselinu, sloupce pak mutantn´ı typ aminokyseliny. Pr˚usecˇ´ıky rˇa´dk˚u a sloupc˚u vyjadrˇuj´ı
pomeˇrne´ zastoupen´ı mutac´ı, ktere´ vedou k destabilizaci proteinu. Pro tre´novac´ı dataset
naprˇ´ıklad plat´ı, zˇe obsahuje zhruba 67 % destabilizuj´ıc´ıch mutac´ı pro mutaci vedouc´ı z ala-
ninu na cystein. Jizˇ z obra´zku 6.2 je zrˇejme´, zˇe veˇtsˇina mutac´ı je destabilizuj´ıc´ıch, tud´ızˇ
bude tabulka obsahovat veˇtsˇinu cˇ´ısel bl´ızˇ´ıc´ıch se k hodnoteˇ 1.
6.1.2 Testovac´ı dataset
Hlavn´ı podmı´nkou pro vytvorˇen´ı objektivn´ıho testovac´ıho datasetu je jeho neza´vislost na
tre´novac´ıch datech. V tomto prˇ´ıpadeˇ by bylo mozˇne´ tato neza´visla´ data z´ıskat naprˇ´ıklad
z jiny´ch termodynamicky´ch databa´z´ı nebo dolova´n´ım potrˇebny´ch dat z vydany´ch patent˚u
zameˇrˇeny´ch na saturacˇn´ı mutagenezi enzymu˚ pouzˇ´ıvany´ch s pr˚umyslovy´m pouzˇit´ım. Ovsˇem
mnohem zaj´ımaveˇjˇs´ım a ojedineˇly´m prˇ´ıstupem by bylo pouzˇ´ıt zby´vaj´ıc´ıch v´ıcebodovy´ch
mutac´ı z databa´ze ProTherm a prˇistupovat k nim jako k posloupnosti na sebe nava-
zuj´ıc´ıch jednobodovy´ch mutac´ı. Prˇed samotny´m testova´n´ım tohoto nove´ho prˇ´ıstupu se na-
skytla ota´zka, zda tento postup bude korelovat ke spra´vny´m vy´sledk˚um. Intuitivneˇ lze totizˇ
prˇedpokla´dat, zˇe vliv jednotlivy´ch mutac´ı na vy´slednou stabilitu proteinu nebude aditivn´ı,
tj. zˇe v´ıcebodovou mutaci je nutne´ popsat slozˇiteˇji nezˇ jako soucˇet efektu jednobodovy´ch
mutac´ı [41, 45]. Jelikozˇ vsˇak jine´ modely nejsou dostatecˇneˇ prozkouma´ny, byl nakonec pouzˇit
pra´veˇ aditivn´ı prˇ´ıstup. Na druhou stranu vsˇem predikcˇn´ım na´stroj˚um byl prˇedlozˇen stejny´
dataset, predikcˇn´ı na´stroje tedy meˇly stejne´ podmı´nky pro predikci a nebyly mezi sebou ni-
jak zvy´hodneˇny. Jak se uka´zalo beˇhem experiment˚u (viz kapitola 7.2.2), korelacˇn´ı koeficienty
jednotlivy´ch na´stroj˚u byly v tomto prˇ´ıpadeˇ podobne´ hodnota´m dosazˇeny´m na tre´novac´ım
datasetu. T´ımto je tedy mozˇne´ uka´zat, zˇe acˇkoliv tento prˇ´ıstup nen´ı u´plneˇ prˇesny´, pro u´cˇel
zjiˇsteˇn´ı prˇesnosti predikcˇn´ıch na´stroj˚u na neza´visly´ch datech je pouzˇitelny´.
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Obra´zek 6.4: Vyja´drˇeno pomeˇrne´ zastoupen´ı mutac´ı tre´novac´ıho datasetu vedouc´ı k destabi-
lizaci. Jednotlive´ rˇa´dky a sloupce jsou popsa´ny pomoc´ı jednop´ısmenny´ch zkratek aminoky-
selin. Rˇa´dky popisuj´ı p˚uvodn´ı aminokyselinu, sloupce pak aminokyselinu mutantn´ıho typu.
Pr˚usecˇ´ıky jednotlivy´ch rˇa´dk˚u a sloupc˚u vyjadrˇuj´ı v jake´m pomeˇru jsou obsazˇeny destabi-
lizuj´ıc´ı mutace v tre´novac´ım datasetu. Barevny´m odst´ınem je vyja´drˇen dany´ pomeˇr, kde
b´ılou jsou oznacˇeny stabilizuj´ıc´ı mutace, naopak nejtmavsˇ´ım odst´ınem modre´ jsou oznacˇeny
mutace, ktere´ jsou vsˇechny destabilizuj´ıc´ı. Pro sˇedou barvu plat´ı, zˇe mutace dane´ kombinace
nen´ı v datasetu obsazˇena.
6.2 Vybrane´ predikcˇn´ı na´stroje
Celkoveˇ bylo vybra´no 8 predikcˇn´ıch na´stroj˚u (AUTO-MUTE, SDM, CUPSAT, I-Mutant3.0
strukturn´ı verze, I-Mutant3.0 sekvencˇn´ı verze, iPTREE-STAB, mCSM a PoPMuSiC). Vlast-
nosti jednotlivy´ch na´stroj˚u jsou prˇehledneˇ popsa´ny v kapitole 4, kde je popsa´n i d˚uvod
vy´beˇru teˇchto na´stroj˚u. Ve zmı´neˇne´ kapitole takte´zˇ nechyb´ı srovna´n´ı vybrany´ch i zde neu-
vedeny´ch na´stroj˚u neza´visly´mi studiemi.
Vsˇechny pouzˇite´ predikcˇn´ı na´stroje pouzˇ´ıvaj´ı webove´ rozhran´ı, proto bylo mozˇne´ vyvi-
nout modula´rn´ı vy´pocˇetn´ı platformu ve skriptovac´ım jazyce Perl zajiˇst’uj´ıc´ı vsˇechny potrˇebne´
operace.
V tabulce 6.1 jsou pro jednotlive´ predikcˇn´ı na´stroje vypsa´ny URL adresy jejich webovy´ch
rozhran´ı. Beˇhem psan´ı te´to pra´ce bylo autory na´stroje PoPMuSiC kompletneˇ zmeˇneˇno
webove´ rozhran´ı, z tohoto d˚uvodu je v tabulce 6.1 uveden odkaz na starou verzi tohoto
na´stroje. Za´rovenˇ s touto zmeˇnou dosˇlo i ke zmeˇneˇneˇ dome´ny, v soucˇasnosti lze na´stroj
PoPMuSiC nale´zt na adrese http://dezyme.com/.
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Tabulka 6.1: Prˇehled na´stroj˚u a URL pro prˇ´ıstup k jejich rozhran´ım. Prˇi psan´ı te´to kapitoly





Tato kapitola se veˇnuje podrobny´m vy´sledk˚um vybrany´ch predikcˇn´ıch na´stroj˚u na tre´novac´ım
i testovac´ım datasetu. Co se ty´cˇe vy´sledk˚u strojove´ho ucˇen´ı, je zde rozebra´no 7 nejlepsˇ´ıch
reprezentant˚u z jednotlivy´ch trˇ´ıd strojove´ho ucˇen´ı (viz 5.1) z celkove´ho pocˇtu 28 algoritmu˚
podporuj´ıc´ıch regresi. Zkouma´n byl te´zˇ vliv prˇeucˇen´ı na prˇesnost predikovane´ho vy´sledku.
7.1 Vy´sledky vybrany´ch predikcˇn´ıch na´stroj˚u na tre´novac´ım
datasetu
Tabulka 7.1 obsahuje korelacˇn´ı koeficienty a pocˇty mutac´ı pro vybrane´ predikcˇn´ı na´stroje.
Pocˇty predikovany´ch stabilizuj´ıc´ıch mutac´ı jsou v tomto ohledu nizˇsˇ´ı nezˇ pocˇty destabili-
zuj´ıc´ıch mutac´ı. Takovy´to vy´razny´ rozd´ıl mezi pocˇty stabilizuj´ıc´ıch a destabilizuj´ıc´ıch mu-
tac´ı je mozˇne´ prˇedpov´ıdat jizˇ z distribuce predikovany´ch ∆∆G hodnot z obra´zku 6.2. Ve
skutecˇnosti tre´novac´ı dataset obsahoval 419 stabilizuj´ıc´ıch mutac´ı a 1177 destabilizuj´ıc´ıch.











Stab. mutace 218 627 690 273 277 378 159 235
Destab. mutace 1173 928 817 1157 1310 1216 1190 1341
Celkem 1393 1556 1510 1435 1594 1594 1349 1581
Korelacˇn´ı koef. 0,583 0,362 0,177 0,529 0,464 0,504 0,488 0,462
Tabulka 7.1: Korelacˇn´ı koeficienty pro predikcˇn´ı na´stroje testovane´ na tre´novac´ım data-
setu obsahuj´ıc´ım celkem 1596 mutac´ı.
Vytvorˇeny´ dataset obsahoval celkem 1596 mutac´ı, nejobecneˇjˇs´ı schopnost predikce proka´zal
na´stroj iPTREE-STAB a I-Mutant3.0 v sekvencˇn´ı verzi, ktere´ byly schopni vypocˇ´ıtat 1594
mutac´ı. Z tohoto pohledu byl nejhorsˇ´ı na´stroj mCSM, ktery´ bych schopen predikovat 1349
mutac´ı.
Vza´jemne´ porovna´n´ı dosazˇeny´ch vy´sledk˚u je le´pe viditelne´ z obra´zku 7.1. Na obra´zku
7.1A jsou vyneseny jednotlive´ korelacˇn´ı koeficienty pro vybrane´ na´stroje. V tomto grafu
byly korelacˇn´ı koeficienty vypocˇ´ıta´ny separovaneˇ podle sekunda´rn´ı struktury proteinove´
molekuly. Modrou cˇarou jsou oznacˇeny struktury α-helix, cˇerveneˇ jsou β-sheet a zeleneˇ jsou
struktury oznacˇene´ jako loops (otocˇky a smycˇky). Z teˇchto graficky prezentovany´ch vy´sledk˚u
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vyply´va´, zˇe vy´razneˇ nejhorsˇ´ıch vy´sledk˚u prˇi predikci ∆∆G hodnot α-helixu dosahuje na´stroj
CUPSAT. Na´stroj SDM vykazoval zhorsˇenou predikcˇn´ı schopnost u struktur α-helix a loops.
U zby´vaj´ıc´ıch na´stroj˚u se nevyskytly vy´razneˇjˇs´ı odchylky. Na obra´zku 7.1B byly korelacˇn´ı
koeficienty vypocˇ´ıta´ny zvla´sˇt’ pro intervaly ∆∆G ∈ [−1, 1] a |∆∆G| > 1. K povsˇimnut´ı
stoj´ı take´ fakt, zˇe vy´sledky tohoto grafu koresponduj´ı s teoreticky´mi u´vahami popsany´mi
v kapitole 4.9.2, kde se prˇedpokla´da´, zˇe v tomto intervalu bude docha´zet ke zhorsˇene´ predikci
uzˇ vzhledem k faktu, zˇe i mensˇ´ı chyba u mutace s experimenta´lneˇ oveˇrˇeny´m vlivem bl´ızky´m
nule mu˚zˇe zp˚usobit prˇevra´cen´ı klasifikace mutace ze stabilizuj´ıc´ı na destabilizuj´ıc´ı cˇi naopak.
Obra´zek 7.1: Graf (A) vyjadrˇuje dosazˇene´ korelacˇn´ı koeficienty vybrany´ch na´stroj˚u pro
jednotlive´ typy sekunda´rn´ı struktury proteinu. Modrˇe jsou oznacˇeny korelacˇn´ı koeficienty
pro sekunda´rn´ı strukturu α-helix, cˇerveneˇ pro β-sheet a zeleneˇ jsou oznacˇeny loops. Graf
(B) zna´zornˇuje korelacˇn´ı koeficienty vypocˇ´ıtane´ zvla´sˇt’ pro interval ∆∆G ∈ [−1, 1] (modra´
barva) a |∆∆G| > 1 (cˇervena´ barva).
Rozd´ıl v kvaliteˇ prˇesnosti predikce ∆∆G hodnot v intervalu |∆∆G| > 1 a [−1, 1] je le´pe
videˇt na obra´zku 7.2.
Zaj´ımava´ je i statistika zobrazena´ na obra´zku 7.3. Tento obra´zek vyjadrˇuje pocˇet mutac´ı
pro kazˇdou z variant mutac´ı p˚uvodn´ıho typu a mutantn´ıho typu aminokyseliny. Nejvysˇsˇ´ı
pocˇet za´znamu˚ (celkem 59 prˇ´ıpad˚u) dosahuje mutace z valinu na alanin. Naopak pouze 18
vy´skyt˚u je pro tryptofan (W) na pozici p˚uvodn´ı aminokyseliny (v tabulce je toto zna´zorneˇno
soucˇtem hodnot rˇa´dku pro tryptofan). Takte´zˇ pro pozici na mutantn´ım typu dosahuje tryp-
tofan pouze 23 vy´skyt˚u, cozˇ je i v tomto prˇ´ıpadeˇ nejme´neˇ. Fakt, zˇe mutace z/na tryptofan
se v datasetu vyskytuje nejme´neˇ, je d˚usledkem slozˇitosti a rozmeˇrnosti te´to aminokyseliny.
7.2 Vy´sledky metod strojove´ho ucˇen´ı na tre´novac´ım data-
setu
Pro ohodnocen´ı tre´novac´ıho datasetu bylo napocˇ´ıta´no celkem 28 metod strojove´ho ucˇen´ı
podporuj´ıc´ıch regresi. Pro tento u´kol bylo pouzˇito platformy WEKA urcˇenou pro analy´zu
znalost´ı (viz kapitola 5.2). V tabulce 7.2 je zobrazeno 7 model˚u s nejvysˇsˇ´ımi korelacˇn´ımi
koeficienty. Je mozˇne´ zde naj´ıt za´stupce r˚uzny´ch trˇ´ıd algoritmu˚ strojove´ho ucˇen´ı, uved’me
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Obra´zek 7.2: Vy´pocˇet korelacˇn´ıho koeficientu dle typu sekunda´rn´ı struktury (α-helix,
β-sheet, loops) a dle hodnoty zmeˇny stability.
naprˇ´ıklad lazy learning (KStar), Support Vector Machine (LibSVM Linear kernel), rozho-











Stab. mutace 312 368 346 416 358 360 301 211
Destab. mutace 1283 1203 1250 1179 1238 1236 1295 1385
Korelacˇn´ı koef. 0,475 0,642 0,579 0,713 0,656 0,678 0,678 0,663
Tabulka 7.2: Korelacˇn´ı koeficienty pro vybrane´ metody strojove´ho ucˇen´ı.
Za´kladn´ı ota´zka, kterou je nutne´ si polozˇit, zn´ı, zda jsou v˚ubec metody strojove´ho ucˇen´ı
vhodne´ pro tento typ u´lohy. Jako za´kladn´ı meˇrˇ´ıtko pro vyhodnocen´ı takove´ u´vahy mu˚zˇe
poslouzˇit jednoduchy´ konsenzua´ln´ı prˇ´ıstup zalozˇeny´ na vy´pocˇtu aritmeticke´ho pr˚umeˇru vy-
brany´ch na´stroj˚u (v tabulce 7.2 oznacˇeno jako Majority). Z uvedene´ tabulky je zrˇejme´,
zˇe Majority dosahuje korelacˇn´ıho vy´sledku 0,475, kdezˇto nejhorsˇ´ı vy´sledek pro vybrane´
algoritmy strojove´ho ucˇen´ı je 0,579 pro SVM model (implementace LibSVM s linea´rn´ım
kernelem). Pokud vy´sledky Majority porovna´me se zpr˚umeˇrovany´mi korelacˇn´ımi koefici-
enty jednotlivy´ch predikcˇn´ıch na´stroj˚u z´ıskany´mi z tabulky 7.1 (po zpr˚umeˇrova´n´ı 0,446),
dojdeme k za´veˇru, zˇe proste´ pr˚umeˇrova´n´ı v tomto prˇ´ıpadeˇ zlepsˇuje predikcˇn´ı schopnosti
pouze zanedbatelneˇ. Mimo jine´ stejny´ za´veˇr je publikova´n v cˇla´nku [39]. Z tohoto faktu
tedy vyply´va´, zˇe metody strojove´ho ucˇen´ı jsou pro tento typ u´loh velmi vhodne´.
7.2.1 Porovna´n´ı vy´sledk˚u predikcˇn´ıch na´stroj˚u a prˇ´ıstup˚u strojove´ho ucˇen´ı
Nejlepsˇ´ıho vy´sledku z mnozˇiny 8 existuj´ıc´ıch predikcˇn´ıch na´stroj˚u dosa´hl na´stroj AUTO-
MUTE. Jeho korelacˇn´ı koeficient se pohyboval na hodnoteˇ 0,583 pro tre´novac´ı dataset.
Druhy´ nejlepsˇ´ı na´stroj byl I-Mutant3.0 ve strukturn´ı verzi, ktery´ zaostal oproti AUTO-
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Obra´zek 7.3: Vyja´drˇen´ı pocˇtu mutac´ı pro kazˇdou z variant mutac´ı p˚uvodn´ıho typu a mu-
tantn´ıho typu aminokyseliny. Rˇa´dky zde oznacˇuj´ı mutace p˚uvodn´ı aminokyseliny, sloupce
oznacˇuj´ı mutace mutantn´ı aminokyseliny. Barevny´m odst´ınem je vyja´drˇen pocˇet mutac´ı, kde
b´ılou je oznacˇen nulovy´ vy´skyt, naopak nejtmavsˇ´ım odst´ınem modre´ je oznacˇeno nejvysˇsˇ´ı
cˇ´ıslo vyskytuj´ıc´ı se v tabulce.
MUTE o hodnotu 0,054. Nejhorsˇ´ım na´strojem v te´to skupineˇ predikcˇn´ıch na´stroj˚u byl
CUPSAT dosahuj´ıc´ı hodnoty korelacˇn´ıho koeficientu 0,177.
Z metod strojove´ho ucˇen´ı se nejle´pe umı´stil KStar s korelacˇn´ım koeficientem 0,713. Na
druhe´m mı´steˇ se umı´stily metody M5P a Bagging, ktere´ obeˇ zaostaly o shodnou hodnotu
0,035.
Dosazˇene´ zlepsˇen´ı je prˇehledneˇ viditelne´ v tabulce 7.3, kde KStar dosahuje korelacˇn´ıho





Tabulka 7.3: Porovna´n´ı nejlepsˇ´ıch vy´sledk˚u pro predikcˇn´ı na´stroje a metody strojove´ho
ucˇen´ı.
Na za´kladeˇ nejlepsˇ´ıho vy´konu na vytvorˇene´m tre´novac´ım datasetu byl KStar zvolen
jako nejvhodneˇjˇs´ı klasifika´tor pro tento typ u´lohy. Pra´veˇ z tohoto d˚uvodu byl pouzˇit i pro
evaluaci testovac´ıho datasetu.
Ovsˇem i prˇes fakt, zˇe byla pro metody strojove´ho ucˇen´ı pouzˇita 10-fold krˇ´ızˇova´ validace,
nelze tyto vy´sledky oznacˇit za relevantn´ı, a to jizˇ z toho d˚uvodu, zˇe dany´ model byl testova´n
na datech, ktera´ byla pouzˇita pro natre´nova´n´ı tohoto modelu. Z tohoto d˚uvodu bylo nutne´
vytvorˇit neza´visly´ testovac´ı dataset a nechat model ohodnotit i tyto neza´visla´ data.
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7.2.2 Neza´visly´ dataset v´ıcebodovy´ch mutac´ı
Jak jizˇ bylo popsa´no v kapitole 6.1.2, pro tvorbu neza´visle´ho datasetu bylo pouzˇito v´ıcebodovy´ch
mutac´ı, ke ktery´m se prˇistupovalo jako k posloupnosti mutac´ı jednobodovy´ch. V tabulce
7.4 jsou zna´zorneˇny pocˇty za´znamu˚ k-bodovy´ch mutac´ı testovac´ıho datasetu.







Tabulka 7.4: Pocˇty za´znamu˚ pro k-bodove´ mutace testovac´ıho datasetu.
Na obra´zku 7.4 je vyja´drˇena hodnota predikovana´ v˚ucˇi experimenta´ln´ı hodnoteˇ ∆∆G
2-bodovy´ch mutac´ı pro metodu KStar (obra´zek 7.4A) a predikcˇn´ı na´stroj I-Mutant3.0 ve
strukturn´ı verzi (obra´zek 7.4B). Korelacˇn´ı koeficient a rovnice regresn´ı prˇ´ımky je zobrazena
v leve´m rohu. U KStar je patrne´, zˇe regresn´ı prˇ´ımka je bl´ızˇe prˇedpisu y = x (na obra´zku
znacˇeno prˇerusˇovanou cˇarou), cozˇ odpov´ıda´ prˇesneˇjˇs´ı predikci. Podobny´ je obra´zek 7.5, kde
oproti obra´zku 7.4 byla pouzˇita metoda binning, kde dosˇlo k rozdeˇlen´ı spojite´ho prostoru
na 12 interval˚u a hodnoty z jednotlivy´ch interval˚u byly zpr˚umeˇrova´ny.
Vy´sledky test˚u na neza´visly´ch datech jsou uka´za´ny v tabulce 7.5. Pro celkove´ srovna´n´ı
vlivu k-bodovy´ch mutac´ı bylo pouzˇito va´zˇene´ho pr˚umeˇru, a to z toho d˚uvodu, zˇe 5-bodove´,
6-bodove´ a 7-bodove´ mutace obsahuj´ı velmi ma´lo za´znamu˚ a docha´zelo by tak k velke´mu














2 0,301 0,394 0,103 0,378 0,306 0,364 0,068 0,412 0,669
3 0,343 0,330 0,092 0,646 0,620 0,060 0,353 0,390 0,855
4 0,519 0,569 0,619 0,779 0,816 0,272 0,514 0,637 0,715
5 0,319 -0,718 -0,254 0,249 0,419 0,630 0,022 0,149 0,287
6 0,798 0,321 0,421 0,573 0,612 0,954 0,584 0,910 0,896
7 0,992 -0,987 0,987 1 1 1 0,987 0,987 0,971
Va´zˇeny´
pr˚umeˇr
0,338 0,370 0,148 0,464 0,416 0,318 0,168 0,433 0,703
Tabulka 7.5: Korelacˇn´ı koeficienty pro jednotlive´ na´stroje neza´visle´ho datasetu
v´ıcebodovy´ch mutac´ı.
Ve vy´sledku tedy metoda strojove´ho ucˇen´ı dosa´hla korelacˇn´ıho koeficientu 0,703. Z exis-
tuj´ıc´ıch predikcˇn´ıch na´stroj˚u nejle´pe dopadl I-Mutant3.0 ve strukturn´ı verzi s korelacˇn´ım
koeficientem 0,464. Celkove´ zlepsˇen´ı na neza´visle´m datasetu v´ıcebodovy´ch mutac´ı je 0,239.
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Obra´zek 7.4: Vyja´drˇen´ı predikovane´ hodnoty v˚ucˇi experimenta´ln´ı hodnoteˇ ∆∆G 2-
bodovy´ch mutac´ı pro metodu KStar (A) a na´stroje I-Mutant3.0 ve strukturn´ı verzi (B).
Korelacˇn´ı koeficient (r) a rovnice regresn´ı prˇ´ımky (y) jsou zobrazeny v leve´m horn´ım rohu.
7.2.3 Vy´beˇr rys˚u
Vy´beˇr rys˚u1 (feature selection) je technika, ktera´ obecneˇ umozˇnˇuje zlepsˇit u´speˇsˇnost model˚u.
Vycha´z´ı z toho, zˇe z dane´ho vektoru rys˚u vybere pouze rysy, ktere´ kladneˇ ovlivnˇuj´ı vy´sledek.
V kontextu proble´mu konsenzua´ln´ı predikce stability to znamena´, zˇe mohou existovat takove´
predikcˇn´ı na´stroje, ktere´ neˇjaky´m zp˚usobem negativneˇ ovlivnˇuj´ı schopnost spra´vne´ predikce
stability proteinu. Pokud bychom takove´ na´stroje z vektoru vyrˇadili, mohli bychom dostat
prˇesneˇjˇs´ı vy´sledky (vysˇsˇ´ı korelacˇn´ı koeficient).
K urcˇen´ı relevantn´ıch rys˚u bylo pouzˇito vyhleda´vac´ıch metod (Search methods) integro-
vany´ch do na´stroje WEKA. Tyto vyhleda´vac´ı metody obecneˇ prohleda´vaj´ı prostor rys˚u a
hledaj´ı v neˇm vhodnou podmnozˇinu. Vybrane´ metody jsou uvedeny n´ızˇe.
• BestFirst pouzˇ´ıva algoritmus greedy hill climbing s principem backtracking, kde je
mozˇne´ urcˇit kolik po sobeˇ jdouc´ıch uzl˚u, jenzˇ nevedou ke zlepsˇen´ı, mus´ı by´t procha´zeno
nezˇ dojde v algoritmu k navra´cen´ı. Mu˚zˇe by´t pouzˇito doprˇedne´ vyhleda´va´n´ı (vycha´z´ı
se z pra´zdne´ mnozˇiny rys˚u), zpeˇtne´ (vycha´z´ı se z u´plne´ mnozˇiny rys˚u) nebo vy-
hleda´va´n´ı mu˚zˇe zacˇ´ıt z libovolne´ho bodu mnozˇiny rys˚u. [46]
• GreedyStepwise stejneˇ jako BestFirst umozˇnˇuje doprˇedne´ i zpeˇtne´ vyhleda´va´n´ı. Na-
rozd´ıl od neˇj nepouzˇ´ıva´ backtracking, ale ukoncˇuje prohleda´va´n´ı jakmile je prˇida´n´ım
cˇi odebra´n´ım nejlepsˇ´ıho zby´vaj´ıc´ıho rysu sn´ızˇeno ohodnocen´ı dle dane´ metriky. [46]
• RandomSearch hleda´ na´hodny´m zp˚usobem nejlepsˇ´ı mnozˇinu rys˚u. [46]
1Neˇkdy je mozˇne´ se setkat i s oznacˇen´ım vy´beˇr atribut˚u.
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Obra´zek 7.5: Vyuzˇit´ım metody binning byla vyja´drˇena predikovana´ hodnota v˚ucˇi experi-
menta´ln´ı hodnoteˇ ∆∆G 2-bodovy´ch mutac´ı pro metodu KStar (A) a na´stroje I-Mutant3.0
ve strukturn´ı verzi (B). Korelacˇn´ı koeficient (r) a rovnice regresn´ı prˇ´ımky (y) jsou zobrazeny
v leve´m horn´ım rohu.
Pu˚vodn´ı vektor rys˚u je zobrazen na obra´zku 7.6. Tento vektor obsahuje vsˇech 8 predikcˇn´ıch












Tabulka 7.6: Pu˚vodn´ı vektor rys˚u.
Prvn´ı zredukovany´ vektor byl urcˇen metodou BestFirst a je zobrazen v tabulce 7.7, obsahuje
celkem 5 rys˚u. Urcˇuj´ıc´ı rysy jsou ph, ddG a na´stroje AUTO-MUTE, SDM a I-Mutant3.0
ve strukturn´ı verzi. Pokud pouzˇijeme tento vektor rys˚u k vytvorˇen´ı nove´ho modelu pomoc´ı
strojove´ho ucˇen´ı, docha´z´ıme k za´veˇr˚um, zˇe tento noveˇ vytvorˇeny´ vektor nezlepsˇ´ı korelacˇn´ı
koeficient. Metoda KStar v tomto prˇ´ıpadeˇ dosa´hla vy´sledku 0,648, cozˇ je oproti p˚uvodn´ı
hodnoteˇ 0,713 zhorsˇen´ı. Ze vsˇech testovany´ch metod byla v tomto prˇ´ıpadeˇ nejlepsˇ´ı metoda
Bagging s hodnotou 0,668. I zde ovsˇem dosˇlo ke zhorsˇen´ı korelacˇn´ıho koeficientu, nebot’ na








Tabulka 7.7: Vytvorˇeny´ vektor obsahuj´ıc´ı 5 rys˚u. Vybra´ny byly metodou BestFirst.
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Druha´ mozˇnost redukce, zobrazena´ na obra´zku 7.8, zohlednila v´ıce rys˚u. K atribut˚um
ph a ddG se zarˇadily na´stroje AUTO-MUTE, I-Mutant3.0 ve strukturn´ı verzi, iPTREE-
STAB a PoPMuSiC. Ani v tomto prˇ´ıpadeˇ nedosˇlo ke zlepsˇen´ı schopnosti predikce. KStar











Tabulka 7.8: Vytvorˇeny´ vektor obsahuj´ıc´ı 7 rys˚u. Vybra´ny byly metodou GreedyStepwise.
Trˇet´ı vektor rys˚u, zobrazeny´ na obra´zku 7.9, obsahuje nejveˇtsˇ´ı mnozˇstv´ı polozˇek. Jsou
to rysy ph, ddG a na´stroje AUTO-MUTE, CUPSAT, I-Mutant3.0 ve strukturn´ı verzi,
iPTREE-STAB, mCSM a PoPMuSiC. Posledn´ı mozˇnost takte´zˇ nevedla ke zlepsˇen´ı. KStar
dosa´hl vy´sledku 0,655. Jako v druhe´m prˇ´ıpadeˇ byla metoda KStar neju´speˇsˇneˇjˇs´ı z celkove´ho










Tabulka 7.9: Vytvorˇeny´ vektor obsahuj´ıc´ı 8 rys˚u. Vybra´ny byly metodou RandomSearch.
Za´veˇrem lze tedy rˇ´ıci, zˇe i prˇes snahu zlepsˇit korelacˇn´ı koeficient pomoc´ı techniky vy´beˇru
rys˚u, nevedl tento experiment ke zlepsˇen´ı predikcˇn´ı schopnosti. Tato technika je tedy pro




C´ılem te´to pra´ce bylo vytvorˇit na´stroj kombinuj´ıc´ı vy´stupy vybrany´ch na´stroj˚u urcˇeny´ch
pro ohodnocen´ı vlivu aminokyselinovy´ch mutac´ı na stabilitu proteinu.
Prvn´ım krokem byl vy´beˇr z existuj´ıc´ıch predikcˇn´ıch na´stroj˚u. Zde byl kladen nejveˇtsˇ´ı
d˚uraz na r˚uznorodost technik, jelikozˇ vhodny´ vy´beˇr predikcˇn´ıch na´stroj˚u rozsˇiˇruje uni-
verza´lnost vytvorˇene´ho meta-na´stroje. Pro vybrane´ na´stroje byly pote´ vytvorˇeny sady au-
tomatizovany´ch skript˚u pro rˇ´ızen´ı da´vkovy´ch vy´pocˇt˚u predikc´ı stabilit.
Dalˇs´ım krokem bylo vybudova´n´ı tre´novac´ıho datasetu jednobodovy´ch aminokyselinovy´ch
mutac´ı na za´kladeˇ databa´ze ProTherm. Pro objektivn´ı zhodnocen´ı dosazˇeny´ch vy´sledk˚u
bylo posle´ze nutne´ vybudovat neza´visly´ testovac´ı dataset, ktery´ neobsahoval data z data-
setu tre´novac´ıho. Tento neza´visly´ dataset byl vytvorˇen zcela inovativn´ım zp˚usobem, a to
z v´ıcebodovy´ch mutac´ı obsazˇeny´ch v databa´zi ProTherm, kde se k jednotlivy´m v´ıcebodovy´m
mutac´ım prˇistupovalo jako k posloupnosti mutac´ı jednobodovy´ch.
Aby bylo dosazˇeno co nejveˇtsˇ´ı prˇesnosti predikce zmeˇny stability proteinu, bylo po-
moc´ı na´stroje WEKA ohodnoceno 28 r˚uzny´ch metod strojove´ho ucˇen´ı podporuj´ıc´ıch re-
gresi. Nejlepsˇ´ı metoda KStar dosahovala na testovac´ım datasetu korelacˇn´ıho koeficientu
0,713, kdezˇto korelacˇn´ı koeficient nejlepsˇ´ıho integrovane´ho na´stroje byl 0,583. Podobne´ho
vy´sledku dosa´hla metoda KStar i na neza´visle´m datasetu v´ıcebodovy´ch mutac´ı, kde ko-
relacˇn´ı koeficient dosa´hl hodnoty 0,703. Nejlepsˇ´ı integrovany´ na´stroj, I-Mutant3.0 ve struk-
turn´ı verzi, dosa´hl na tomto datasetu vy´sledku 0,464. KStar tedy zprˇesnil predikcˇn´ı schop-
nost, ve smyslu korelacˇn´ıho koeficientu, na tre´novac´ım datasetu o 0,130, respektive o 0,239
na datasetu testovac´ım.
Dalˇs´ı vy´hoda implementovane´ho konsenzua´ln´ıho prˇ´ıstupu je v tom, zˇe vytvorˇeny´ meta-
na´stroj zvla´dne predikovat hodnotu vzˇdy, kdyzˇ alesponˇ jeden z existuj´ıc´ıch na´stroj˚u doka´zˇe
zadanou mutaci vyhodnotit.
Pro dalˇs´ı zprˇesneˇn´ı byla pouzˇita technika vy´beˇru rys˚u (konkre´tneˇ GreedyStepwise, Ran-
domSearch a BestFirst), tento postup ovsˇem nevedl ke zprˇesneˇn´ı predikovane´ho vy´sledku.
Jako na´vrh pro dalˇs´ı zlepsˇen´ı predikcˇn´ı schopnosti by bylo vhodne´ vytvorˇit novy´ cˇi
upravit sta´vaj´ıc´ı tre´novac´ı dataset tak, aby neobsahoval prˇekryvy s tre´novac´ımi datasety
integrovany´ch na´stroj˚u. Takovy´ dataset by eliminoval vliv prˇeucˇen´ı na u´rovni samotny´ch
na´stroj˚u. Takte´zˇ by bylo mozˇne´ rozsˇ´ıˇrit mnozˇinu na´stroj˚u o nove´ reprezentanty (naprˇ.
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Databa´zove´ sche´ma pro databa´zi
Stability
Tato databa´ze byla vytvorˇena pro u´cˇely diplomove´ pra´ce, jej´ım c´ılem je vytvorˇen´ı meta-
klasifika´toru pro predikci vlivu aminokyselinovy´ch mutac´ı na stabilitu protein˚u. Databa´ze
obsahuje data pro tre´nova´n´ı meta-klasifika´toru, za´rovenˇ i data pro jeho testova´n´ı.
Za´znamy dolovane´ z databa´ze ProTherm obsahuj´ı experimenta´lneˇ zjiˇsteˇna´ data k amino-
kyselinovy´m mutac´ım. Hlavn´ı tabulka protherm je doplneˇna tabulkou protherm mutation
samotny´ch mutac´ı s u´zce souvisej´ıc´ımi informacemi. Tyto za´znamy slouzˇ´ı pro vytvorˇen´ı
tre´novac´ıho datasetu jednobodovy´ch mutac´ı.
Za´znamy v´ıcebodovy´ch mutac´ı jsou rozliˇsitelne´ pomoc´ı hodnoty atributu mutation type.
Tato cˇa´st dat v´ıcebodovy´ch mutac´ı slouzˇ´ı pro vytvorˇen´ı testovac´ıho datasetu.
Databa´ze takte´zˇ obsahuje nutne´ tabulky pro vy´sledky integrovany´ch predikcˇn´ıch na´stroj˚u,
ktery´mi jsou AUTO-MUTE, SDM, CUPSAT, I-Mutant3.0 ve strukturn´ı i sekvencˇn´ı verzi,
iPTREE-STAB, mCSM a PoPMuSiC.
Obra´zek A.1: Diagram sche´matu databa´ze a vztah˚u mezi tabulkami.
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protherm related entries
(obsahuje ciz´ı kl´ıcˇe pro za´znamy (experimenty) vztahuj´ıc´ı se ke konkre´tn´ımu proteinu)
uid int(11) unika´tn´ı identifika´tor odkazu
id similar int(11) identifika´tor protherm za´znamu
Tabulka A.1: Tabulka protherm related entries.
protherm mutation
(obsahuje informace o mutac´ıch pro jednotlive´ za´znamy z protherm databa´ze)
uid int(11) unika´tn´ı identifika´tor mutace
id int(11) identifika´tor protherm za´znamu
name varchar(52) odkaz na identifika´tor cˇa´sti patentu z tabulky pa-
tent
mutation wild varchar(32) jednop´ısmenna´ zkratka p˚uvodn´ıho rezidua
mutation mut varchar(32) jednop´ısmenna´ zkratka nove´ho rezidua
mutation pos int(11) celocˇ´ıselna´ pozice mutace
mutation pos alt enum sekunda´rn´ı struktura mutace (helix, strand, turn,
coil)
asa float accessible surface area
Tabulka A.2: Tabulka protherm mutation.
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protherm
(obsahuje experimenta´lneˇ zjiˇsteˇna´ termodynamicka´ data k protein˚um a k jejich mutac´ım)
id int(11) unika´tn´ı identifika´tor jednotlivy´ch za´znamu˚
protein varchar(128) na´zev proteinu
source varchar(128) p˚uvod proteinu
lenght int(11) celkovy´ pocˇet rezidu´ı v proteinu
mol-weight float molekulova´ hmotnost
pir id varchar(32) PIR identifika´tor
swissprot id varchar(32) Swissprot identifika´tor
e c number varchar(128) enzyme commision number
pmd no varchar(32) Protein Mutant Database accession number
pdb wild varchar(32) PDB identifika´tor pro proteiny prˇed mutac´ı
pdb mutant varchar(32) PDB identifika´tor pro mutovane´ proteiny
mutated chain varchar(128) rˇeteˇzec obsahuj´ıc´ı mutaci
no molecule int(11) pocˇet molekul (1 = monomer, 2 = dimer, . . . )
sequence swissprot text sekvence aminokyselin z databa´ze Swissprot
swissprot id alias varchar(128) Swissprot alias identifika´tor
sequence pdb text sekvence aminokyselin z databa´ze PDB
mutation type int(11) celkovy´ pocˇet mutac´ı
t float teplota pouzˇita´ prˇi experimentu
ph float hodnota pH
buffer name varchar(128) na´zev pouzˇite´ho bufferu
buffer conc varchar(128) koncentrace bufferu
ion name 1 varchar(128) na´zev prˇidane´ho iontu
ion conc 1 varchar(128) koncentrace prˇidane´ho iontu
ion name 2 varchar(128) na´zev prˇidane´ho iontu
ion conc 2 varchar(128) koncentrace prˇidane´ho iontu
ion name 3 varchar(128) na´zev prˇidane´ho iontu
ion conc 3 varchar(128) koncentrace prˇidane´ho iontu
protein conc varchar(128) koncentrace proteinu prˇi experimentu
measure varchar(128) typ meˇrˇen´ı (fluorescencˇn´ı spektroskopie, diferencˇn´ı
skenovan´ı kalorimetr, . . . )
method varchar(128) metody denaturace (Thermal, Urea, . . . )
dg h2o varchar(128) Gibbsova volna´ energie bez odecˇten´ı vlivu denatu-
rantu (plat´ı pro metody pouzˇ´ıvaj´ıc´ı meˇrˇen´ı denatu-
ranty)
ddg h2o varchar(128) meˇna Gibbsovy volne´ energie bez odecˇten´ı vlivu
denaturantu (plat´ı pro metody pouzˇ´ıvaj´ıc´ı pro
meˇrˇen´ı denaturanty)
dg float zmeˇna Gibbsovy volne´ energie
ddg float rozd´ıl zmeˇn Gibbsovy volne´ energie
tmv float thermostatic mixing valve
dtm float Tm(mutant) – Tm(wild) [◦C]
dhvh float van’t Hoffova entalpicka´ zmeˇna
dhcal float kalorimetricka´ zmeˇna entalpie
m float za´vislost dG na mola´rn´ı koncentraci denaturantu
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cm float koncentrace denatura´tu
dcp varchar(128) zmeˇna tepelne´ kapacity denaturace
state varchar(128) pocˇet prˇechodovy´ch stav˚u
reversibility varchar(128) reversibiln´ı denaturace (yes, no, unknown)
activity varchar(128) specificka´ aktivita pro kazˇdou mutaci
activity km varchar(128) Machaelis-Mentenova konstanta [mM]
activity kcat varchar(128) Machaelis-Mentenova konstanta [1/s]
activity kd varchar(128) disociacˇn´ı konstanta
key words text kl´ıcˇova´ slova
reference text odkaz na cˇla´nky v NCBI databa´zi
author varchar(128) jme´na autor˚u
remarks text komenta´rˇe
related entries text seznam odkaz˚u na jine´ za´znamy vztahuj´ıc´ı se
k aktua´ln´ımu proteinu
db version datetime datum vlozˇen´ı za´znamu
Tabulka A.3: Tabulka databa´ze protherm.
protherm automute
(obsahuje informace o mutac´ıch pro predikcˇn´ı na´stroj AUTO-MUTE)




celkovy´ efekt na stabilitu proteinu
ddg float predikovana´ hodnota ∆∆G
pdb id varchar(4) cˇtyrˇp´ısmenna´ PDB identifikace proteinu
chain varchar(1) jednop´ısmenna´ zkratka proteinove´ho rˇeteˇzce
t float teplota
ph float ph
vol float pr˚umeˇrne´ mnozˇstv´ı simplex˚u (pro vertex)
st float strˇedn´ı mı´ra simplexu (tetrahedrality)
loc enum(’S’, ’U’, ’B’) umı´steˇn´ı (surface, undersurface, burried)
num float pocˇet hranovy´ch kontakt˚u s povrchovy´mi pozicemi
ss enum(’H’, ’S’, ’T’, ’C’) sekunda´rn´ı struktura (helix, strand, coil, turn)
Tabulka A.4: Tabulka protherm automute pro predikcˇn´ı na´stroj AUTO-MUTE.
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protherm sdm
(obsahuje informace o mutac´ıch pro predikcˇn´ı na´stroj SDM)





celkovy´ efekt na sta-
bilitu proteinu
ddg float predikovana´ hodnota
∆∆G
wt secondary structure varchar(30) sekunda´rn´ı struktura
(wild-type)
wt solvent accessibility percent float prˇ´ıstupnost roz-
pousˇteˇdla (%)
wt solvent accessibility desc varchar(15) popis prˇ´ıstupnosti
wt sidechain hydrogen bond varchar(15) postrann´ı vod´ıkova´
vazba
mutant secondary structure varchar(30) sekunda´rn´ı struktura
(mutant-type)
mutant solvent accessibility percent float prˇ´ıstupnost roz-
pousˇteˇdla (%)
mutant solvent accessibility desc varchar(15) popis prˇ´ıstupnosti
mutant sidechain hydrogen bond varchar(15) postrann´ı vod´ıkova´
vazba
desc varchar(128) popis vlivu mutace
Tabulka A.5: Tabulka protherm sdm pro predikcˇn´ı na´stroj SDM.
protherm cupsat
(obsahuje informace o mutac´ıch pro predikcˇn´ı na´stroj CUPSAT)




celkovy´ efekt na stabilitu pro-
teinu
ddg float predikovana´ hodnota ∆∆G
wt ss element varchar(30) typ sekunda´rn´ı struktury
wt solvent accessibility float prˇ´ıstupnost rozpousˇteˇdla (%)
wt torsion angle phi float torzn´ı u´hly φ
wt torsion angle psi float torzn´ı u´hly ψ
torsion varchar(15) torzn´ı u´hel (favourable/unfa-
vourable)
Tabulka A.6: Tabulka protherm cupsat pro predikcˇn´ı na´stroj CUPSAT.
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protherm imutant3 struct
(obsahuje informace o mutac´ıch pro predikcˇn´ı na´stroj I-Mutant3.0 (strukturn´ı))




celkovy´ efekt na stabilitu proteinu
ddg float predikovana´ hodnota ∆∆G
ph float pH
t float teplota
rsa float relative solvent accessible area
ri float index spolehlivost
Tabulka A.7: Tabulka protherm imutant3 struct pro predikcˇn´ı na´stroj I-Mutant3.0 (struk-
turn´ı).
protherm imutant3 seq
(obsahuje informace o mutac´ıch pro predikcˇn´ı na´stroj I-Mutant3.0 (sekvencˇn´ı))




celkovy´ efekt na stabilitu proteinu
ddg float predikovana´ hodnota ∆∆G
ph float pH
t float teplota
rsa float relative solvent accessible area
ri float index spolehlivost
Tabulka A.8: Tabulka protherm imutant3 seq pro predikcˇn´ı na´stroj I-Mutant3.0 (sek-
vencˇn´ı).
protherm iptree
(obsahuje informace o mutac´ıch pro predikcˇn´ı na´stroj iPTREE-STAB)




celkovy´ efekt na stabilitu proteinu
ddg float predikovana´ hodnota ∆∆G
ph float pH
t float teplota
Tabulka A.9: Tabulka protherm iptree pro predikcˇn´ı na´stroj iPTREE-STAB.
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protherm mcsm
(obsahuje informace o mutac´ıch pro predikcˇn´ı na´stroj mCSM)




celkovy´ efekt na stabilitu proteinu
ddg float predikovana´ hodnota ∆∆G
rsa float relative solvent accessible area
Tabulka A.10: Tabulka protherm mcsm pro predikcˇn´ı na´stroj mCSM.
protherm popmusic
(obsahuje informace o mutac´ıch pro predikcˇn´ı na´stroj PoPMuSiC)




celkovy´ efekt na stabilitu proteinu
ddg float predikovana´ hodnota ∆∆G
reliability float spolehlivost predikce
Tabulka A.11: Tabulka protherm popmusic pro predikcˇn´ı na´stroj PoPMuSiC.
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Prˇ´ıloha B
Tabulky a grafy s vy´sledky test˚u
Obra´zek B.1: Porovna´n´ı na´stroj˚u pro predikci zmeˇny stability na testovac´ım datasetu.
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Obra´zek B.2: Porovna´n´ı r˚uzny´ch na´stroj˚u pro predikci zmeˇny stability na testovac´ım data-
setu pouzˇit´ım metody binning.
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Obra´zek B.3: Vy´sledky vybrany´ch na´stroj˚u pro tre´novac´ı dataset.
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Obra´zek B.4: Vy´sledky metod strojove´ho ucˇen´ı pro tre´novac´ı dataset.
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Obra´zek B.5: Vy´sledky metod strojove´ho ucˇen´ı pro tre´novac´ı dataset.
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Obra´zek B.6: Vy´sledky vybrany´ch na´stroj˚u pro testovac´ı dataset v´ıcebodovy´ch mutac´ı.
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