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Abstract- A major difficulty in automatic spike detection in EEG is variability in 
the patterns of interest and in the frequencies of the background signal. The paper 
presents a methodology which attempts to deal with this through detailed stochastic 
modelling. Spikes are defined mathematically by superimposing sequences of random 
line segments on the running background process. The slope and duration of these 
line segments are allowed to vary randomly around average values. At each point 
in time the likelihood of such a pattern being present is evaluated recursively. Real 
time processing is possible. The approach enables us to feed information about 
randomness in shape, and to estimate tuning parameters empirically. Preliminary 
test results are given. 
Keywords-Spikes in EEG, regime models, semi-Markov, Kalman filtering, compu-
tation of posteriors. 
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1 Introduction. 
An important part of the diagnosing of epileptic patients is the detection of spikes in their 
EEG traces. Spikes correspond to tiny epileptic discharges which last for a fraction of a sec-
ond. To recognize these (often rare) events, health personnel must go through long records 
of data. A typical sampling rate is 200 per second, usually in more than 16 channels si-
multaneously, and patients with epilepsy are often under surveillance for many days. Spike 
detection is tedious and requires skill and long experience to do well. The first attempts 
to develop automatic computer-implemented procedures were based on simple stochastic 
models and black-box procedures. Methods using non-linear, dynamic systems ("chaos") 
and neural networks have been proposed more recently, see [8] and [11]. To our mind, 
Bayesian procedures and stochastic modelling is still a reasonable approach. With the 
growth in computer power and numerical algorithms it must be possible to do better than 
in the past. The automatic method presented is still black-box in the sense that there is no 
attempt of modelling the physics behind the signals. But we make a much more detailed 
description of the morphology of spike patterns than earlier efforts. In this manner we try 
to imitate the ways of an experienced expert, passing as much as possible of his insight on 
to the computer. 
The modelling tool is stochastic regime models, reviewed, for example in [14]. A regime is a 
class or label which identifies a current statistical model. After a while another regime with 
another model takes over. Background is one regime and spike another (actually, a spike 
will consist of several sub-regimes). In Bayesian pattern recognition regimes are laid out by 
an unobserved, underlying process (a 'prior'). Their posterior probability distribution can 
be computed from the observed data and used as basis for classification. Regime models 
are flexible and allow major morphological properties of spikes to be described mathemat-
ically. There is a difficulty with background, which in the medical application is not really 
a single regime. EEG consists of different types of patterns, (known as alpha, beta and 
so on), sometimes relieved by artifacts of completely different frequencies and amplitudes. 
Artifacts occur when the patient blinks the eye, chews, touch the electrodes and for many 
other reasons. They are of no medical interest in themselves, but they must not be confused 
with the spikes that are the target of the analysis, and they are too numerous for indi-
vidual treatment. The consequence is that it is impossible to model background accurately. 
Our guiding idea is that poor representations of background may be tolerable if the spikes 
are fit tightly. Only a close match between data and theoretical pattern will then be 
construed as a spike. This behavior is deliberately sought and has lead to the descrip-
tion of spikes by sub-regimes with stochastic parameters to capture as much as possible 
of randomness in shapes. The present philosophy contrasts several attempts based on 
autoregressive modelling, see [12], [9] and [15]. There background is fit closely and spikes 
detected trough deviations from the background model. In our method the emphasis is 
on characterising the shape of spikes through duration, slope and amplitude. Their pre-
cise meaning is explained in section 2. The resulting regime model is non-standard and 
computationally demanding in its general form. To develop a practical algorithm for the 
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posteriors without being bogged down by endless details, it is useful to regard the model 
as a sequence of regime-dependent, linear state space models. The powerful Kalman filter 
may then be integrated in the computational schemes. The merging of regime models with 
those underlying traditional Kalman filtering was considered in [1] in a different context 
and also in [16], [5] and [4]. This class of models can discriminate between patterns in many 
different ways and provides flexibility to the detailed modeling. It is shown in section 4 
how on-line and off-line posteriors can be computed efficiently for the subclass needed here. 
It takes a delicate balancing between the variances of the residual components for the 
strategy to work properly. There are also other statistical parameters to tune. Supervised 
training, where recorded data are matched against classifications due to experts, seems 
unavoidable. Such model adaptation is a challenge, especially since it is difficult to define 
the exact location of spikes and their sub-regimes by human eye. The issue is discussed in 
section 5. Illustrative experiments are provided in section 6. 
2 The model. 
2.1 Main features 
The pattern recognition problem under study is indicated in Figure 1. Note the differing 
horizontal scale on the axes. A real spike is marked against a background of alpha rhythms 
in the upper panel. The horizontal scale is magnified to the right. Two patterns resembling 
spikes are shown in the lower panel. Neither is real. The pattern to the left oscillates in 
the right frequency, but the amplitude is too small. With the other one it is the opposite. 
The amplitude is right, but the frequency wrong. That applies, in particular, to the sec-
ond linear segment which does not last long enough. Such is the reality the mathematical 
model is trying to capture. 
An idealised version of a spike signal is shown in Figure 2. There are three defining 
segments. The first two are steeper than the third, and their duration are unequal. The 
asymmetry in the pattern is important and would vanish in a model based on sines/ cosines. 
The present approach, using sequences of line segments, permits morphological descriptions 
in terms of duration, slope and amplitude. All three have long tradition in spike detection. 
'Duration' is the time from beginning to end of a subsegment, 'slope' the steepness and 
'amplitude' vertical length. There is considerable random variation in all of them. The 
statistical study of [7] suggests upper and lower limits. One of the three features is in 
principal redundant (since it is a function of the other two). The mathematical model will 
be based on duration and slope, but amplitude is also useful to specify input. Background 
has in Figure 2 been marked as horizontal, straight lines, suggesting lack of systematic drift 
from the centre line. Over time this may be true, but it is not correct in the short run. 
There are many artifacts exhibiting local growth or decline but, as mentioned earlier, no 
attempt is made to model artifacts accurately. All we do here is to supply a flexible model 
for noise on top of the broken line in Figure 2. In practice we might improve performance 
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Figure 1: Upper left: EEG traces with spikes indicated. Upper right: Magnified extract with 
one spike. Lower: Artifacts, on different horizontal scales. 
by allowing several such models. The method can easily be extended in this direction. An-
other simplification is that we have excluded orientation, i.e. up-down-up as in Figure 2, 
or the opposite down-up-down. This can not be overlooked in practice, but it only serves 
to make the mathematics longer in an exposition on method. 
A Bayesian framework is suitable for describing these aspects mathematically. This means 
a 'prior', to take care of the features in Figure 2, and a data model connected to it. 
2.2 The prior 
An indispensable part of the prior is the label- or regime-process { Ct} defining the state of 
the patient at each point in timet. The time index corresponds to the sampling interval. 
Each Ct is in one of K + 1 states, labelled 0, 1, 2, ... , K. Label 0 stands for background. A 
spike consists of K = 3 linear pieces. Just as the state of patients in real life fluctuates, so 
{ Ct} jumps from one label to another at irregular intervals that are not known in advance. 
Note that the label process in the present situation will go through the states 0, 1, 2, 3 in a 
cyclic, deterministic fashion. Background ( Ct = 0) is most common. Occasionally a spike 
will appear, first as line segment Ct = 1, then as Ct = 2 and Ct = 3, before background 
again takes over. The time spent within each state is random, and it is convenient to treat 
{ Ct} as a stochastic process. The behaviour outlined is Markovian, but it is important to 
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Figure 2: Shape of an idealised spike with segment labels marked. 
go beyond pure Markov chains. The duration of a spike segment typically varies between 
minimum and maximum time limits. This is very important information, and incompatible 
with the geometric probability distributions for duration following from the Markov condi-
tion. Our algorithm handles arbitrary distributions at the expense of more computation. 
Extensions of the methodology to cover situations where the states are visited in random 
order is easy (merely creating an additional sum in the algorithms in sections 4.2 and 4.3). 
This situation is considered in [3]. 
The label process { Ct} is known as a 'hidden' process, because it is observed through 
its effect on the data. There are many published applications of hidden Markov/ semi-
Markov chains (speech recognition [14], well log analysis [2]). Usually, the only source of 
randomness besides { Ct} is noise. With spikes it is necessary to go further to capture 
randomness in shape. This is accomplished by the slope process {,Bt}· In mathematical 
terms {,Bt} is defined through 
(2.1) 
where It = 1 if Ct # Ct-l and = 0 otherwise. In other words It = 1 at the start of a 
new segment, and the slope process is then assigned a new value ,anew which lasts until 
another segment takes over. The mechanism generating ,anew is a main modelling tool. For 
background, ,anew = 0, in accordance with the horizontal lines in Figure 2, but for spike 
segments ,anew is drawn from some probability distribution depending on the current class c. 
Duration complicates the model for ,anew. Expectations of amplitude indicates that short 
segments tend to be steeper than longer ones. If amplitude, as the vertical distance from 
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one end of a spike segment to another, is to vary around typical values, then slope is not 
independent of duration. A natural approach is then to use joint probability distributions 
where slope f3n•w and duration dn•w are drawn simultaneously. Their values determine the 
length and shape of the segment. Recall that the probability mechanism depends on c. 
Detailed model specifications are given in section 6. Clearly f3t must be above certain 
threshold (or below for decreasing segments). Otherwise spike segments can not be distin-
guished from background. In the testing reported here truncated Gaussian distributions 
have been used. 
2.3 Data and noise 
There are in detail many ways observations {Yt} can be tied to the prior. We have chosen 
to use an integrated, autoregressive process of the form 
(2.2) Yt = Yf-1 + f3t + 6t, 
where { et} is Gaussian autoregressive ( AR) noise. Note the presence of the slope term 
which defines the dependence of the state process Ct. It has no effect for background 
(since it is 0), but it causes local, upwards or downwards drifts to be expected during 
spikes. 
The model (2.2) has several attractive features. One component of it is a random walk. It 
is well known that random walk processes may exhibit highly variable local behaviour. To 
some extent this may imitate the presence of artifacts. AR-processes, with a long tradition 
in EEG, is known to approximate some of the major rhythms and are also convenient 
computationally. Another advantage is that the two sub-models (2.1) and (2.2) belong, 
inside segments, to the class of linear, dynamic models, see [19]. This viewpoint enables us 
to draw on the powerful Kalman filter. We shall need evaluations of so-called likelihoods, 
that is probability density functions for a string of observations on the assumption they 
belong to the same segments. Likelihoods are in general complicated to compute, but they 
simplify if the noise { 6t} at the start of each segment! is re-initiated with no memory of 
what it was. In other words, noise is stochastically independent between segments. This 
seems a most reasonable approximation. 
It remains to discuss whether the characteristics of the noise { 6t} should be allowed to 
change with the underlying regime c. This may be the case in the real world. For example, 
the noise variance is hardly the same for background as for spikes. Such effects were not 
made part of the statistical model. If we had done, the classification into spikes would 
be judged not only from the fit to idealised spike patterns, but also from an evaluation 
of the likelihood of data with respect to different noise models. The latter has much less 
substance behind them than the former. As a result the noise process {et} is assumed to 
run independently of { Ct} and {f3t}, except for being initialized at each segment boundary, 
as mentioned. We have, for computational reasons, used Gaussian noise. 
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2.4 Hard constraints 
Imperfections in the statistical model lead us to develop a version of the basic method 
incorporating a so-called hard constraint, a well-known device in pattern recognition, see, 
for example [13]. Suppose a segment of class c starts at t- d + 1 and terminates at t. The 
amplitude of the segment was in 2.1 defined as IYt- Yt-dl· It is then demanded that (for 
increasing segments) 
(2.3) 
where 'lj;c is a minimum amplitude selected in advance. Any segments of data not satisfy-
ing (2.3) will be assigned zero probability for being a spike. Note that the condition defines 
amplitudes in terms of actual data, not as they are perceived through estimates of slope. 
The effect of imposing such a requirement is to place stronger emphasis on amplitudes as 
they are gauged visually. The constraint (2.3) is added to the rest of the conditions. 
3 Classification rule. 
Let Yn = (Yt, ... , Yn) be the observed data up to time n. The restoration of { Ct} is based 
on posterior probability distributions of the form 
(3.1) Pt(cliJn) = P(Ct = cidata upton). 
The computation of these quantities is not straightforward. This applies even to the one-
sided (or 'filtered') versionpt(cli/t) which only takes into account data history up tot. Usu-
ally two-sided probabilities, depending on data beyond t, enhance classification accuracy 
appreciably, but, in an on-line situation, we must explore the possibility of classification 
based on the computationally simpler one-sided posteriors. Algorithms are developed in 
the next section. 
A sample of data (partly overlapping those in the upper panel of Figure 1) has in Figure 3 
been plotted at the top of the panel. The one-sided posteriors ( n = t in 3.1) are given on 
the left hand side and the two-sided ones (n = end of data) on the right. The detailed 
modeling conditions are as described in section 6. The consequence of the fixed ordering 
of labels is clearly seen in both sets of posteriors. Before label 3 can become likely, labels 
1 and 2 must have appeared first. The example, around 450 which, in fact, corresponds 
to a spike, demonstrate this clearly. In other respects the behaviour of the two types of 
posteriors are very different. The consequence of not using future data is persistent false 
warnings. In the panels on the left chance often dictates that label 1 (and more rarely 
label 2) is likely for awhile. When the subsequent data proves to be incompatible with 
the later stages of a spike, credence shifts to background as having been the most likely 
regime all along. Even high posterior probabilities attached to state 3 may be overruled 
when future data is taken into account. This is particularly the case if hard constraints 
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Figure 3: Extract oflow frequency EEG trace (top, both left and right) with one-sided posteriors 
Pt(ci~), c = 1,2,3 (left) and two-sided posteriors Pt(clffn) (right). The classification criterion 1ft, 
as explained in the text is shown at the bottom right. 
are included. The reason is that a regime can not be properly evaluated until it has termi-
nated. It may then in retrospect turn out that duration, slope or amplitude is inconsistent 
with a spike. 
Although on-line updating is essential, our experiments suggested that it is not good enough 
to classify spikes on the basis of one-sided posteriors. Since a long look into the future is 
unnecessary, we have used 
(3.2) 1ft= P( Ct = 3ldata up tot+ 8), 
for some preselected 8 > 0. In the notation (3.1), 1ft= Pt(31Yt+5)· In Figure 31ft is plotted 
on the lower right for 8 = 10 (corresponding to 0.05 seconds). Although the probabilities 
now are somewhat smaller than the two-sided probabilities based on all data available 
given immediately above, the similarity is close enough. The look-ahead interval may be 
no longer than the average duration of the last spike subsegment. If 1ft is sufficiently close 
to one, a spike is registered around timet. 
4 Computation of posteriors. 
4.1 Overview 
The posteriors of {Ct}, as defined in (3.1) are the target, but we must also keep track on 
where the current segment started. This strongly influences the probabilities further out. 
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A convenient device is the waiting time process {Wt}, where Wt is the time elapsed since 
{ Ct} changed last. In mathematical terms 
( 4.1) Wt = w if Ct-w =/:- Ct-w+l = · · · = Ct. 
Note that Wt 2: 1. We shall develop recursions for the joint posteriors of ( Ct, Wt)· Define 
( 4.2) Pt( c, wlyn) = P( Ct = c, Wt = wlyn)· 
The marginal posteriors for {Ct} is then found by summing over w, i.e. 
( 4.3) Pt(clyn) = LPt(c,wiYn)· 
w>l 
Computing posteriors for two variables rather than one may seem unnecessarily compli-
cated, but it is actually the simplest way to organise the computations recursively. There 
is, however, a difference between background and the other states. Duration of background 
does not carry information. Waiting time may therefore be considered for the spike regimes 
only. This is fortunate. Background may last for a very long time, and it would have been 
a computational burden to include Wt when c = 0. 
Time-forwards and time-backwards recursions for the posteriors are presented in 4.2 and 4.3. 
They take as input two sets of quantities that do themselves require computation. First 
consider 
( 4.4) 
which is the probability that the current segment is going to terminate given its duration 
w up tot- 1 and given the preceding data Yt-l· Note, in particular, the presence of Yt-t, 
which usually drops out in other applications of regime models. The present instant is 
different, principally because Yt-l provides the estimate of the current slope, which in turn 
affects how long the segment is likely to be. Background is different. When c = 0, f!t_1 
in ( 4.4) drops out, and if duration for background is described by a geometric distribution, 
(4.4) reduces to a constant. 
The other set of quantities are conditional density functions of observations coming from 
the same regime. Let 
( 4.5) 
be the density of yt given conditions as in ( 4.4). When c = 0, the reference to w can be 
removed. 
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4.2 Time-forwards recursion 
The time-forwards or filtering algorithm is shown in ( 4.6)-( 4.11 ). 
( 4.6) 
(4.7) 
( 4.8) 
( 4.9) 
Pt(OIY't-1) ={1 - qt(1IO, Yt-1)}Pt-1 (OIY't-1) + 
2:: qt(1IK, w, Yt-1)Pt-1(K, wiY't-1), 
w~1 
Pt(c,1IY't-1) = 2:: qt(1jc-1,w,Y't-1)Pt-1(c-1,wiY't-1), c > 0 
w>1 
c > O,w > 1 
The three equations amount to a prediction step, giving the posterior distribution of 
(Ct, Wt) based on data up tot- 1. When c = 1 in 4.7, qt(1IO,w,Y't-1) = qt(1IO,Y't-1) 
on the right. There is an update step as well. 
( 4.10) 
(4.11) 
Pt(OIY't) =Ndt(YtiO, Yt-1)Pt(c, wiY't-1), 
Pt(c,wiY't) =Ntft(Ytlc,w,Y't-1)Pt(c,wiY't-1), c > 0. 
Here Nt is a normalisation constant, which can be computed by noting that the sum 
of (4.10) and (4.11) over all c and w is one. The algorithms are recursive. The posteriors 
Pt-1(0IY't-1) and Pt-1(c,wiY't-1) enters on the right in (4.6)-(4.8) and comes out on the left 
in ( 4.11) one time unit ahead. The five relationships are valid generally. Their proof are 
elementary applications of Bayes' formula. Similar algorithms are used in non-linear filter-
ing, for example [10] and with hidden Markov chains, see [14]. 
4.3 Time-backwards recursion 
The time-backwards or smoothing part of the algorithm is of the so-called fixed-interval 
type, where the data vector Yn is kept fixed. It will be proved in appendix A that 
( 4.12) 
(01 .... ) (01"""'){[1 (110 """')]Pt+I(OIY'n) (1IO """')Pt+1(1,1IY'n)} Pt Yn =Pt Yt - qt+1 ,Yt (OI"""') + qt+1 ,yt (1 11"""') ' Pt+1 Yt Pt+I , Yt 
(4.13) 
( 1 .... ) ( I""') (1l """')Pt+I(c+ 1,1IY'n) ( I""') Pt c, w Yn =Pt c, w Yt qt+1 c, w, Yt ( + 1 11 __,) + Pt+I c, w + 1 Yn . Pt+I c , Yt 
where the last equation is valid for c > 0. State J{ + 1 (which appears in ( 4.13) when 
c = K) is to be identified with state 0. Note that the recursion goes backwards, starting 
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at t = n which was available from the forward run. The filtered posteriors Pt(DIY't) and 
Pt(c,wiY't) appears on the right, and (4.12)-(4.13) maybe regarded as updates. The termi-
nation probabilities qt+1 (1lc, w, Yt), which was an important part of the algorithm in 4.2, 
are also needed here. 
The backwards algorithm is useful both for model adaptation (section 5) and to compute 
7rt, as defined in (3.2). The latter application takes n = t + 8, for a moderate value of 8 
and backtracks the recursion ( 4.12)-( 4.13) down tot. This has to be done for every t. 
4.4 Sub-algorithm 
We shall outline how the termination probabilities ( 4.4) and the conditional densities ( 4.5) 
can be computed. Consider the latter. Observe that 
where the integrand is the joint density of yt and the current slope f3t = (3. Let 
9t(f3ic, w, Yt-t) be the posterior density of f3t given the conditions (Ct = c, Wt = w, Yt)· 
Then 
( 4.14) 
after splitting the joint density of (Yt, f3t) in two factors. The termination probabilities may 
be treated in a similar manner. This yields 
where the first factor of the integrand represents the probability that the current segment 
terminates given the slope (3 in addition to the other conditions. However qt(11c, w, Yt-t, (3) 
= qt(1ic, w, (3), since the data history Yt-l is immaterial for duration when the slope (3 is 
known. Thus 
( 4.15) qt(1ic, w, Yt-t) = j_: qt(1ic, w, f3)9t-t(f3ic, w, Yt-t)df3. 
Simplifications of ( 4.14) and ( 4.15) are possible when slope is independent of duration. 
Then qt(1ic,w,(3) = qt(1ic,w) and (4.15) collapses to 
(4.16) 
We may under an additional condition also reduce the integral ( 4.14). The first factor in the 
integrand is Gaussian, but the second is not, since (3 has a non-Gaussian prior. Suppose, 
however, that the prior for (3 is a truncated Gaussian distribution with (3 restricted to the 
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interval [,Be, ,Be]· When truncation is ignored, both densities in ( 4.14) become Gaussian, and 
the integral can be evaluated analytically. Let !(ytlc, w, Yt-l) be the conditional density of 
Yt without the truncation. It is proved in Appendix B that 
( 4.17) 
where the two probabilities on the right also refer to the unrestricted Gaussian prior for 
,B. The three--marked quantities on the right are Gaussian and determined by the (poste-
rior) mean and variances. Gaussian integrals can be computed quickly and accurately by 
numerical quadrature. The mean and variances are found by running the Kalman filter. 
4.5 Hard constraints 
Constraints directly on the amplitudes were introduced in 2.4. In broad terms the mech-
anism is integrated as follows, for details, see appendix C. Whether the current segment 
has come to an end or not depends on prior expectation of duration and also whether the 
data Yt-w, ... , Yt is consistent with a complete segment. Because of the constraint (2.3), the 
termination can only take place if IYt- Yt-wl > 7/Je. If not, the state process is to last at 
least one time-unit more, making the termination probability qt(1lc, w, Yt) zero. If, on the 
other hand the constraint is fulfilled, the probability for termination may be calculated (at 
least approximately) from the prior and data model. 
The influence on the condition density (4.5) is similar. The constraint (2.3) may be satisfied 
at t, or it may appear likely that it is going to be in the near future. In both cases 
the conditional density ft(Ytlc, w, Yt-1 ) may be assigned a high value, suggesting that the 
patient is likely to be in state c. If, on the other hand, it seems improbable that (2.3) will 
be satisfied, then ft(Ytlc, w, Yt-1 ) is reduced in value. In particular, if w is equal to the 
upper limit of the duration for state c, and if IYt - Yt-w I < 7/Je, the density is zero. 
5 Model adaptation. 
The method is tuned by fitting the model (2.1),(2.2) empirically. It was hard to make 
progress without access to data where spikes had been classified manually by an experi-
enced expert. Even then the task is not straightforward. An electroencephalographer going 
through records of EEG data will declare spikes to be present by informal judgment. He 
will be unable to say exactly where a spike begins or ends, and neither will he partition 
spikes into idealised segments. The data at our disposal defined a spike by marking a 
single point ts inside the pattern. Which of the segments ts belonged to was not known, 
and neither were the boundaries between spikes and background. 
As a result, model adaptation had much in common with un-supervised training in other 
applications. The situation lends itself to an often used, iterative approach, see [18] or [14]. 
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From trial values of the statistical parameters, classify into segments and use the restoration 
with standard estimation techniques to revise the parameters. Our implementation was of 
the iteratively, re-weighted kind, with off-line posteriors 
P( Ct = c, Wt = wlyb ... , Yn, spike at position ts) 
as weights. This EM type technique was deemed necessary, since end points and transition 
between segments are often blurred. Applications of the EM algorithm have frequently been 
published, and its behavior and mathematical form is well known when the components are 
described by standard models, see, for example, [6] and [20]. The present implementation 
involves recursions forwards and backwards from position t 8 • For full details, we refer 
to[17]. 
6 Experimental results. 
The experiment was conducted on 21 EEG recordings, each 200 seconds long, correspond-
ing to 1000 observations with a sampling rate of five per second. The series had been 
selected by an expert electroencephalographer. Most of them contained a spike in the 
middle, a few more than one. Around half had artifacts. The material was divided in two 
halves by randomisation. One was used to estimate statistical parameters, the other to 
test the method. The randomisation was subject to the condition that series with normal 
phases and artifacts should be present in both parts. 
Results under three different models are given. Table 1 shows the statistical description 
of spikes. Recall that slope was described by truncated Gaussian distributions. Their 
parameters are displayed in columns 3-5 in table 1. Range was selected subjectively, and 
varied between models. Mean and standard deviation, estimated from the data, refers 
to the corresponding, unrestricted Gaussian. Duration of spike segments was in all cases 
uniformly distributed between the limits shown. A geometric distribution was supplied for 
duration of background. Its parameter was subjectively put at 0.05. Noise are in all cases 
white with standard deviation equal to 11.8 for background as well as for the other states, 
as shown in the table. We have also tried autoregressive noise (first order), but contrary 
to expectation, this made matters worse, even though positive correlation is undoubtedly 
present. Model imperfections are responsible. The segments defining spikes are not entirely 
linear, as have been assumed. On closer inspection many of then have a slight S-shape. 
Autoregressive noise is an attempt to explain stochastic patterns in the data. Regular 
patterns not matching the stochastic pattern are assigned very low probabilities by such 
models, leaving some spikes undetected. An improved model might alter this conclusion. 
Of the three models displayed in Table 1, model 1, assuming independence between du-
ration and slope, is the simplest one. The *-marked, empirically tuned parameters comes 
from applying the EM algorithm. The shortcoming of model 1 is evident in Table 2 where 
the results are displayed. Although the true spikes are found, many spurious ones are 
added. The lack of a proper notion of amplitude is responsible. A pattern with duration 
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Method Regime Slope Duration Amplitude Noise 
Mean SD Range Range Constraint SD 
c=l 10.3* 8.1 * [10, oo] [4, 15] None 11.8* 
Modell c=2 -12.2* 2.0* [-oo, -20] [4, 15] None 11.8* 
c=3 0.6* 2.6* [3,oo] [4,40] None 11.8* 
c=l 10.3* 8.1 * [10, 20] [60 1qQ] !3' f3 None 11.8* 
Model 2 c=2 -12.2* 2.0* [-60, -20] [-120 _300] f3 ' f3 None 11.8* 
c=3 0.6* 2.6* [3, 10] [20 120] 7f'T None 11.8* 
c=l 10.3* 8.1* [10, oo] [4, 15] ;::: 60 11.8* 
Model 3 c=2 -12.2* 2.0* [-oo, -20] [4, 15] ;::: 120 11.8* 
c=3 0.6* 2.6* [3,oo] [4,40] None 11.8* 
Table 1: Statistic description of spikes. Quantities *-marked have been estimated from training 
data. 
True Modell Model 2 Model3 Model 3* 
Spikes True False True False True False True False 
Training set 15 15 12 15 2 14 0 14 0 
Test set 13 13 23 13 10 13 2 13 2 
Table 2: Experimental results with different prior models. The column with true spikes is the 
number of spikes that are present in the data set. For each model, the numbers of spikes recognized 
(True) and the number of false recognitions (False) are given. 
and slope in the right intervals may still be inconsistent with a spike if its amplitude is 
wrong. The problem is rectified with models 3 and 3*, which are identical to model 1, 
except for a hard constraint on amplitude being added. The difference between model 3 
and 3* is computational. The latter, based on an approximation (see Appendix C), is much 
quicker. In the cases examined the two methods produced identical results. One spike is 
missed in the training data, none in the test data, but two false spikes are added. 
A softer way to handle amplitude information is to incorporate stochastic dependence 
between duration and slope in the prior. This is done in model 2. Its detailed algorithm 
has not been spelled out. Neither did we have at our disposal a formal procedure to fit 
statistical parameters from training data. We took the same values as for the others. But 
although the idea that duration and slope is stochastically dependent is sound, the results 
are not so good as for model 3. Note, however, the decrease in the number of spurious 
spikes compared to model 1. There may be many reasons for the results obtained. One 
is that the dependence between duration and slope prevents some of the false spikes of 
model 1, but that errors in the stochastic description makes it unable to go all the way. 
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Another is that the amplitude information in this case is defined through expected values 
and not directly on the data itself, as was done for model 3. 
7 Conclusion. 
A tight-fitting, stochastic model for spikes in EEG has been proposed, leading to a new 
method for automatic spike detection. The numerical experiment suggests that the method 
holds promise and may be able to avoid many of the faulty spikes produces by other tech-
niques. It was demonstrated that duration, slope and amplitude all must be examined to 
produce the best results. In the stochastic model that meant dependent random variation 
between slope and duration. Highest classification accuracy was obtained when this idea 
was implemented through hard constraints. 
Parts of the article took a general viewpoint. Although not written down formally, linear 
state space sub-models were integrated with hidden semi-Markov models. Posteriors could 
be computed through exact recursions, the complexity of the scheme notwithstanding, if 
the noise was uncorrelated between different regimes. The methodology is highly versatile 
and should find applications elsewhere. 
A The backward recursion 
The recursion in 4.3 will now be justified. Only ( 4.13) will be considered. The other 
identity is simpler. First note that if Ct = c, Wt = w, then either (Ct+I = c, Wt+I = w + 1) 
or (Ct+1 = c + 1, Wt+I = 1). Hence, by the addition rule for probabilities 
where 
P1 = P(Ct = c, Wt = w, Ct+I = c, wt+I = w + 1IY'n) 
P2 = P(Ct = c, Wt = w, Ct+I = c + 1, Wt+I = 1IY'n)· 
In P1 the event ( Ct = c, Wt = w + 1) is included in the event ( Ct+1 = c, Wt+1 = w) so that 
P1 = P(Ct+1 = c, Wt+I = wiY'n) which is the second term on the right in (4.13). The other 
probability P2 can be factorised as P2 = P21 P22 where 
P21 = P( Ct = c, Wt = wiCt+l = C + 1, Wt+l = 1, Yn), 
P22 = P(Ct+l = c + 1, Wt+I = 1IY'n)· 
Examine the conditions to the right of the vertical bar in P21 . There is a segment shift 
between t and t + 1. Recall that the noise process is reinitiated at the start of each 
segment. The probability distribution of (Ct, Wt) before the segment change is therefore 
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only influenced by data before that time. Thus P21 = P(Ct = c, Wt = wiCt+l c + 
1, Wt+l = 1, ift)· Reorganising by Bayes formula yields 
p. _ P(C _ ur _ 1 ..... )P(Ct+l = c+ 1, wt+l = 1ICt = c, Wt = w,ift) 21 - t - c, vv t - w Yt ..... . 
P(Ct+t = c + 1, Wt+l = 1IYt) 
In the more compact mathematical notation P21 can be rewritten 
where the termination probability qt(11c, w, ift) was defined in (4.4). Since P22 = Pt+I(c + 
1, 1lifn) by definition, the product P21 P22 becomes the first term on the right in ( 4.13). 
B Derivation of ( 4.1 7) 
We shall derive ( 4.17) from ( 4.14), when slope and duration are independent and (3 fol-
lows a Gaussian distribution restricted to the interval [f3c, f3c]. It is possible to deduce an 
alternative expression for 9t(f3ic, w, Yt-1) in ( 4.14). Recall that 9t(f31c, w, Yt-1) is the condi-
tional density for f3t given the underlying label c, given the start of the segment and given 
the data vector ift-1 up to time t - 1. We shall need the analogous, Gaussian quantity 
gt(f31c, w, Yt-1) which emerges when the restriction f3c :::; (3 :::; f3c is lifted. Its integral over 
[f3c, f3c], denoted P(f3c :::; (3 :::; f3clc, w, Yt-1), is also Gaussian. It is easy to verify that 
((3 1 ..... ) gt(f3ic, w, i!t-1) 9t c, w, Yt-1 = P-((3 < (3 < (3 I ..... ) ' 
__£ _ _ c c, w, Yt-1 
This yields, when inserted into ( 4.14), 
..... Jffcc ft(Ytlc, w, Yt-1, (3)gt(f31c, w, Yt-1)d(3 
ft(Ytlc, w, Yt-1) = P((3 < (3 < (3 I ..... ) , 
__£ _ _ c c, w, Yt-1 
Apply Bayes' formula to ft(Ytlc, w, Yt-1, (3) when (3 is unrestricted. The integrand then 
becomes 
Accordingly 
which is ( 4.17). 
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C Computational aspects on constraints 
We will only consider the calculation of ( 4.5), ( 4.4) can be treated similarly. Slope and 
duration are assumed independent, as in the previous section. The noise is assumed Gaus-
sian. A main problem in building the constraints into the quantities ( 4.4) and ( 4.5) is 
that both terms are only depending on previous data, while the constraints depend also on 
future data. The term gt(,Bic, w, Yt-1) in ( 4.14) will be unaffected by the constraint (2.3). 
The other term, ft(Ytic, w, Yt-1, ,B) will however be affected. Now 
f( I _. a)_ f(Yt-w+1, ... , Ytlc, w, Yt-w, ,B) Yt c, w, Yt-1' fJ - ( I _. (.l)' f Yt-w+1, ... , Yt-1 c, w, Yt-w, fJ 
showing that only densities of the type f(Yt-w+l, ... , Ytic, w, ift-w, ,B) are needed to be cal-
culated. Further 
f(Yt-w+b ... , Ytic, w, Yt-w, ,B) = 2:: f(Yt-w+l, ... , Ytld, c, w, Yt-w, ,B)P( die, w, Yt-w, ,B). 
d 
Because of the constraint (2.3), it is easier to consider the density for the data from the 
whole segment simultaneously rather than for the data up to timet. When the duration 
is equal to d, these data are Yt-w+l,t-w+d = (Yt-w+b ... , Yt-w+d)· Without constraints, this 
density is easy to calculate. Denote the unconstrained densities by f and corresponding 
probabilities with P. Then the constrained density can be written as 
f(Yt-w+b ... , Yt-w+dld, c, w, Yt-w, ,B) 
f(Yt-w+l,t-w+dld, c, w, ift-w, ,B) 
where we have use the notation Ut in the denominator in order to distinguish from the 
values of Yt in the nominator. The denominator is equal to the conditional probability 
(given ,8 and d) for a segment satisfying the constraint (2.3) when the constraint is not 
built into the model, i.e. P(IYt-w+d- Yt-wl > 'fcld, c, w, Yt-w, ,B). 
In order to obtain the density for Yt-w+b ... , Yt, we may integrate out the remaining vari-
ables. Note however that this integration also have to be performed under the con-
straint (2.3). Again this integral reduce to a conditional Gaussian probability, P(IYt-w+d-
Yt-wl > 'fcld, c, w, Yt, ,B). This results in 
and 
f(Yt-w+1, ... , Ytld, c, w, ift-w, ,B) =f(Yt-w+l,t-w+di,B, d, c, w, Yt-w) X 
P(IYt-w+d- Yt-wl > 'fcld, c, w, Yt, ,B) 
P(IYt-w+d- Yt-wl > 'fcld, c, w, Yt-w, ,B)' 
f( ld """' (.l) _ -J( ld -+ a) P(IYt-w+d- Yt-wl > 'fci,B, d, c, w, Yt) Yt , c, w, Yt-1, fJ - Yt , c, w, Yt-b fJ _. 
P(IYt-w+d- Yt-wl > 'fci,B, d, c, w, Yt-1) 
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where the second term on the right hand side may be seen as a correction term for the 
unconstrained density. 
Integration over f3 and summation over d is necessary to obtain the density required. This 
would involve numerical integration and would be impractical. Therefore, an approxima-
tion, using the current estimate of f3 as the true f3 value was used. Only a summation 
over d is then necessary. Even using this simplification, the inclusion of constraints are 
computational demanding. The computer time went up with a factor of 5. 
Because of the increase in computation, a further approximation also has been tested. 
Inspecting the correction term, the main aspect is to decide whether it is zero or not. For 
d > w, this term will always be positive. When d = w, on the other hand, the term is only 
positive An approximation is therefore to use 
f(Ytld, c, w, Yt-1, (3) ,....., f(Ytld, c, w, Yt-1, (3) X 
{ ~(IYt-w+d- Yt-wl > 1/J,) if d = w 
otherwise 
Note that the approximation in this case do not depend on (3, removing the need for 
integration. 
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