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I. THE SCOPE OF THE DISCUSSION 
1 .l. The Problems 
Let S, T be sets. When we say that in = (ts : s E S) is afumiZy of elements 
of T, we simply mean that it is a mapping of S into T.* Consequently, the 
t’s are distinguished by their suffixes and we do not postulate that t, # t,, for 
s f s’. We shall throughout adopt the convention of using round brackets 
for families and curly brackets for sets. 
Now let E, I be sets and let (ri : i E I) be a family, indexed by I, of subsets 
of E. We shall say that a family (xi : i E I) of elements of E is a system of 
representatives of (Fi : i E I) if the relations xi E ri (i E I) are valid. Numerous 
problems, not only in combinatorial analysis but equally in other branches 
of mathematics, are in essence concerned with the construction of such sys- 
tems and the study of their properties. Once this notion has been isolated, 
several natural questions force themselves on our attention. We list three 
groups of such questions. 
(a) With the notation as above, assume that the elements xi (i E I) are 
distinct. We shall then call (xi : i E I) a system of distinct representatives (or a 
transversal) of the given family of sets. Now a family need not, of course, 
possess a system of distinct representatives, and an interesting question is to 
seek conditions for the existence of such a system. More generally, we may 
wish to determine the largest subfamily of the original family which has a 
system of distinct representatives. Or again, we may inquire about the exist- 
ence of systems of representatives when we impose on the elements some 
restriction less severe than that of distinctness. 
* We shall, however, permit ourselves a certain latitude of expression and speak, for 
instance, of the family i-j as ‘consisting’ of the elements td(s E S). 
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(b) Let 6 = (ri : i ~1) and 3 = (di : i E I) be two families, with a 
common index set I, of subsets of E. If (xi : i E I) is a family of elements of E 
such that, for some permutation u of I, 
xi E ri n doti) (i E I), 
then we shall call (xt : i E I) a system of common representatiwes (or, more 
briefly, a common transversal) of & and 3. It should be noted that a common 
transversal is not generally a transversal of either family. Moreover, the 
definition just laid down is not symmetric with respect to K and 9; for 
(xi : i E I) is a system of representatives of a but not necessarily of D. How- 
ever, the statement ‘K and T, possess a system of common representatives’ is 
symmetric for % and a, and is valid precisely if, for some permutation u of I, 
ri n A,(t) f B (i E I). 
It is natural to seek reasonable conditions that will ensure the existence of a 
system of common representatives of two families. If such a system does not 
exist, how many sets in each family need to be excluded for the resulting 
subfamilies to have a system of common representatives? Can anything be 
said about the case of more than two families ? 
(c) Let (ri : i E I) be once again a family of subsets of E. If (xi : i E I) 
is a system of representatives of (ri : i E I), then we shall call X = {xi : i E I} 
a representing set of this family. How small a representing set of a given family 
is it possible to choose ? More generally, what can be said about the smallest 
cardinal m such that, for some subset X of E having cardinal m, the cardinal of 
ri n X exceeds, for each i E I, some prescribed bound, which may or may 
not depend on i ? 
Problems of type (c) seem to be very difficult. A special case of the first 
problem mentioned under (c) was solved by R. Rado [86] (see Section 5.2 
below) and more recent investigations bearing on such questions have been 
carried out by Fulkerson and Ryser [25]. Beyond this, little progress appears 
to have been made. The position is, happily, different for groups (a) and (b). 
There has been a good deal of research, especially in the last thirty years, 
directed towards these and related problems. The efforts of a large number 
of mathematicians have led to the creation of a fairly coherent body of results, 
the main outlines of which we shall attempt to trace in our survey. We shall 
observe that the central fact in this field of study is a deceptively simple 
theorem of P. Hall concerning the existence of systems of distinct representa- 
tives: virtually all other results may be regarded as consequences, variants, or 
extensions of this theorem, which will therefore serve as the focal point of 
our discussion. 
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1.2. Summary of Contents 
We briefly review the topics to be discussed below. Section II is devoted to 
the treatment of both the finite and infinite cases of Hall’s theorem. In Section 
III, we consider a number of variants, as well as applications of a combina- 
torial character. Section IV is concerned with four very far-reaching genera- 
lizations of Hall’s theorem. The first introduces a solution of the 
‘symmetrized’ form of Hall’s problem; the second deals with a theorem on 
representatives in which distinctness is replaced by an axiomatically formu- 
lated notion of independence; the third discusses the existence of subsets in a 
family such that the pattern of overlaps of these subsets is prescribed in 
advance; and the last contains the proof of a very general selection principle. 
In Section V, we turn our attention to certain combinatorial properties of 
matrices and also discuss the relation of Hall’s theorem to the structure of 
partially ordered sets. Systems of common representatives of two families 
are treated in Section VI. We return to matrix theory in Section VII and study 
the class of ‘doubly stochastic’ matrices; not all results discussed here are, 
on the face of it, combinatorial in character. In the last section we touch 
briefly on a fairly recent and as yet comparatively unexplored field of research, 
namely the relation between combinatorial problems and the theory of 
linear programming. 
Primarily, our concern is with results within the ambit of combinatorial 
analysis, but we shall not overlook the application of combinatorial ideas to 
other branches of mathematics. That such applications should exist at all 
is not surprising since every mathematical object has some set-theoretic or 
combinatorial features. But this is also the reason why such applications 
cannot, as a rule, be very profound: in making use of purely combinatorial 
reasoning, we necessarily disregard much of the total structure an object 
may possess. Thus, for instance, we can use Hall’s theorem to show that 
any two bases in a vector space have the same cardinal number (cf. Section 
2.3); it does not, however, seem possible to give a proof on these lines of the 
analogous result for orthonormal bases in a Hilbert space. Similarly, com- 
binatorial arguments lead to several interesting results on the representation 
of cosets in a group (cf. Section 6.4), but a comprehensive study of this 
question cannot be undertaken without appeal to group-theoretic methods. 
Our survey is not intended to give an exhaustive account of a topic whose 
ramifications are endless. We aim to present the main lines of development 
and to stress results that seem to us significant, but we avoid the discussion 
of proofs which are of disproportionate length. Moreover, we refer only 
occasionally to results from the theory of graphs although its contacts with 
the part of combinatorial analysis we discuss are many and intimate. A 
reader who wishes to pursue this aspect of the matter could profitably con- 
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sult the books of Kijnig [58], Berge [3], or Ore [Sl]. As regards Hall’s theo- 
rem, an account of the finite case and of some applications is given in H. J. 
Ryser’s book [98]. We may also refer to the expository articles of W. Maak 
[66], Mann and Ryser [67], M. Hall Jr. [36], and A. J. Hoffman [44]. 
We gratefully record many stimulating discussions we have had with 
Professor R. Rado and much useful advice we have received from him. We 
also wish to express to him our appreciation for placing at our disposal a good 
deal of unpublished material. Detailed acknowledgments will be found in 
appropriate places in the text. 
II. THEFUNDAMENTAL THEOREMONSYSTEMSOF 
DISTINCT REPRESENTATIVES 
2.1. The Finite Case 
Let n be a positive integer and let (Fi : 1 < i < n) be a family of arbitrary 
(i.e., finite or infinite) subsets of a set E. Our object in the present paragraph 
is to establish a criterion for the existence of a system of distinct representa- 
tives of the family (Fi : 1 < i < n). If, for each k in the range 1 < k < n, 
the union of any K ri’s contains at least K (distinct) elements of E, then the 
family (ri : 1 < i < n) will be said to satisfy condition &’ (Hall’s condition).1 
Now, if (Fi : 1 < i < n) possesses a system of distinct representatives, then 
condition .% holds trivially. It was noted by P. Hall [37] in 1935 that this 
obviously necessary condition also suffices to ensure the existence of a system 
of distinct representatives. 
7bEOREM 2.1 (Hall’s theorem: finite case). The family (I’, : 1 < i < n) 
of subsets of a set E possesses a ystem of distinct representatives if and only if it 
satisJes condition S?. 
Although this result is, on the face of it, both simple and special, it will be 
seen to underlie a great many problems both in combinatorial analysis and in 
other branches of mathematics. Hall’s theorem is implicit in the earlier 
literature and has, for this reason, sometimes been associated (e.g., in [44]) 
with the names of DCnes Kijnig and of E. Egervhry. Thus, for example, it is 
an easy consequence of a result in the theory of graphs2 due to Kijnig ([56], 
[57]; see also [58], Satz XIV, 14). However, it is precisely Hall’s formulation 
-- 
1 As was noted in [ES], the 2” - 1 constituent conditions of &’ are independent. 
a This result states that if, in an even graph, the minimum number of nodes such 
that every edge is incident with one of these nodes is finite, then it is equal to the maxi- 
mum number of edges such that no two of these are incident with the same node. 
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that has provided the key to numerous problems and has stimulated a great 
deal of subsequent research. 
Hall’s original proof was fairly complicated. Since then the theorem (or its 
equivalents) have been proved repeatedly, for example by W. Maak [65], 
Marshall Hall Jr. [34], Weyl [106], E verett and Whaples [ 151, Halmos and 
Vaughan [38], and D. Gale ([28], 143-146). One could hardly wish for a 
simpler or more transparent treatment than that of Halmos and Vaughan: 
we reproduce it below. 
The argument depends, as do nearly all proofs of Hall’s theorem, on 
induction with respect to n. For n = I, the sufficiency of condition x is 
true trivially. Let us assume that such is still the case for families whose index 
set contains fewer than n elements. We shall call a subfamily Pi1 , ..., rik of 
r 19 .*., r, critical if 1 < k < n and 
Here, and subsequently, 1 X 1 will denote the cardinal number of the set X. 
Case 1. There is no critical subfamily. In that case 
I ril u *** “rirj >k+l 
whenever 1 <k <n and 1 < il < *-a < ik < n. Now, in view of x 
r, # 0 and we may choose an element x, in r, . Then the family consisting 
of the n - 1 sets ri - {xi}, 2 < i < n, satisfies condition &? Hence, by the 
induction hypothesis, there exist distinct elements xi E ri - {xi} (2 < i < n). 
Thus xi E ri (1 < i < n), and all x’s are distinct. 
Case 2. There is a critical subfamily. Let I’, , .**, I’, be a critical sub- 
family, so that 1 < k < n and 1 r, u ..* u r, 1 = k. Since the family 
r 19 ..., I’, satisfies Z, there exist, by the induction hypothesis, distinct 
elements xi E ri (1 < i < k). Write 
di = r, - lxx, . . . . x3 (k + 1 < i < n). 
Forl,(r<n-kandk+l<ii<***<i,.<n,wehave 
I 4, ” a*- u Ail 1 = 1 Ai, u .a* u Ai, ) + I r, u ... u r, ) - k 
=lAi, U a-- u A,, u r, u *a* u r, I -k 
= 1 ri, u --- u r,? u r, u . . . u r, 1 -k 
> (Y + k) - k = I, 
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since the family ril , a**, I’tr , r, , a.*, r, satisfies Z. Thus the family 
r, -- {x1, *-*, %J (k + 1 < f. < ) n a so satisfies .?? and so, by the induction 1 
hypothesis, there exist distinct elements xi E Pi - {xi , mm., xk} (k + 1 < i < n). 
Thus xi E ri (1 < i ,< n), and all x’s are distinct. 
Several colorful illustrations of Hall’s theorem have enlivened the sober 
pages of mathematical periodicals; and the ‘marriage problem,’ in particular, 
has achieved some celebrity. In this problem we are concerned with a set of n 
gentlemen each of whom is acquainted with a number of ladies. Under what 
circumstances is it possible for each gentleman to marry a lady of his ac- 
quaintance ? From Hall’s theorem we learn that this is the case if and only if, 
for 1 < k < n, any K gentlemen are collectively acquainted with at least K 
ladies. Halmos and Vaughan (op. cit.) discuss a more complex situation: 
for 1 < i < n, the ith gentleman wishes to establish a harem of pi ladies to be 
chosen among his acquaintances. The question as to when this is feasible 
cannot be resolved directly by Theorem 2.1. However, it is easy to establish 
an appropriate extension of that result. 
THEOREM 2.2. Let (ri : 1 < i < n) be a family of subsets of a set E and 
let pi (1 < i ,< n) be positive integers. Then there exist pairwise d&joint sets Xi 
(1 52 i < n) such that 
xicri, I&I =pi (1 <i<n) 
if and only if 
I ril u *** u ri, I b Pi, + e-s + Pi, 
whenever 1 f  k < n and 1 < il < --* < i, < n. 
The case p, = **a = p, = 1 is simply Theorem 2.1. Theorem 2.2 can be 
deduced quite easily if we apply Theorem 2.1 to the family consisting of 
p, copies of r, , p, copies of r, , and so on. (To pursue our illustration, we 
replace, for 1 < i < n, the ith gentleman by pi copies of himself each of 
whom seeks a conventional marriage.) The harem problem is now solved: 
the desired arrangement is possible if and only if, whenever 1 < k < n, 
1 < 21 < *** < il, < n, the gentlemen i, , e-5, i* are collectively acquainted 
with at least piI + e.0 + pik ladies. 
Reverting for a moment to the proof of Theorem 2.1, we note that the 
argument is (for practical purposes) of an existential type: it does not easily 
lead to the identification of a system of distinct representatives. A direct 
verification that a given family of n sets satisfies condition 2 involves the 
scrutiny of 2” - 1 subfamilies. It is therefore of interest to note that a 
convenient algorithm has been devised by M. Hall [35]; this algorithm either 
terminates with the construction of a system of distinct representatives or else 
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exhibits a subfamily of, say, k, sets whose union contains fewer than k, 
elements. 
Finally, we mention an application of Hall’s theorem to the theory of 
matrices ([%I, 175-176; [67]). Let A be an n x n matrix each of whose 
elements is equal to 1 or 0, and suppose that it has exactly k positive elements 
in each row and in each column. It can be shown that A is then expressible 
as the sum of k permutation matrices. This application is not an isolated 
example; we shall, below, have repeated occasion to refer to the links between 
theorems on representatives and combinatorial properties of matrices. 
2.2. The Transjkite Case 
So far we have been concerned with$nite families of sets. This restriction 
will now be removed. Let E, I be given sets and let (ri : i E I) be a family 
of subsets of E. We shall say that this family satisfies condition S if every 
finite subfamily satisfies &? 
The obvious generalization of Theorem 2.1 is false. Thus the family 
consisting of the sets 
K2, 394, *.->1 {l), (21, (31, *** 
plainly satisfies condition Z but does not possess a system of distinct 
representatives However, the validity of our previous result can be restored 
if we admit only finite sets into our family For the case of a denumerable 
index set, a very pleasing proof of this fact (based on metric topology) was 
given by Everett and Whaples [15]. H owever, Professor R. Rado has drawn 
our attention to the following much simpler argument. Let (ri : i = 1,2, a*.) 
be a sequence of finite sets which satisfies A? Then, for each r > 1, there 
exist, by the finite case of Hall’s theorem, distinct elements 
Now the elements a,, (Y = 1,2, **.) all belong to the finite set r, . Hence 
there exists a subsequence N, of the natural numbers such that the elements 
ar1 (Y E N,) are all equal, say to x1 . Similar reasoning establishes the existence 
of a subsequence N, of N, such that the elements ur2 (r E N,) are all equal, 
say to x2 . Evidently x1 E r, , x2 E r, , x1 # x2 . Repetition of this process 
yields a sequence of distinct representatives xi E ri (i = 1,2, +*a). For 
another proof, which is not based on the finite case of Hall’s theorem, see [93]. 
The case of a denumerable index set is rather special, and our next theorem 
yields more comprehensive information. 
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THEOREM 2.3. (Hall’s theorem: general case). Let E, I be sets end let 
(ri : i E I) be a family of FINITE subsets of E. This family possesses a system 
of distinct representatives if and only if it satisfies condition 1x: 
We note, in passing, that although we speak here of the ‘general case,’ 
Theorem 2.1 is not, strictly speaking, a special case of Theorem 2.3, since in 
the former theorem the individual sets are allowed to be infinite. However, 
this point is of little importance, since Theorem 2.1 follows trivially once it 
has been established for families of finite sets. 
Theorem 2.3 was originally proved by Marshall Hall Jr. [34]; other proofs 
were given subsequently by Everett and Whaples [15], Halmos and Vaughan 
[38], L. Henkin [41], 0. Ore [79], and R. Rado ([91], [93]). Henkin’s proof 
depends on mathematical logic, Ore’s and Rado’s first proof on graph theory, 
Halmos and Vaughan’s on general topology, and the remaining proofs on the 
theory of sets. Of the three set-theoretic arguments, Rado’s [93] is particularly 
direct and, unlike other proofs, it makes no use of the finite case of Hall’s 
theorem. Its outline is as follows. Let (ri : i E I) be the given family and 
denote by 52 the set of all families (da : i E I) which satisfy &’ and the inclusion 
relations di C ri (i E I). We introduce a partial order into Q by laying down 
that 
(Ai : i E I) < (& : i E I) 
if and only if Ai C Ai’ (i E I). Then every totally ordered subset of Q has a 
lower bound. Hence Q possesses a minimal element, say (& : i E I). It can be 
verified-and this is the hard core of the proof-that each fli is a singleton, 
say rli = {xi}. Then (xi : i E I) is a system of distinct representatives of 
(ri : i E I). 
The proof of Halmos and Vaughan referred to a few lines earlier is based 
on Tychonoff’s theorem and is remarkably short, but we shall not attempt to 
discuss it at this stage since exactly the same argument will lead to a more 
general result in Section 4.4. 
We note the following immediate consequence of Theorems 2.1 and 2.3. 
THEOREM 2.4. The (injkite) family (ri : i E I) ofjnite subsets of E possesses 
a system of distinct representatives if and only if every Jinite subfamily has this 
pro$erty. 
In Section 4.4, we shall have occasion to comment on a whole range of 
results conforming to the pattern of this statement. 
The finiteness condition in Theorem 2.3 is very stringent and greatly 
reduces the area of applicability of this result. Any relaxation of the condition 
must be counted as an important advance, and the search for a stronger 
version of Theorem 2.3 is, indeed, one of the outstanding tasks in combina- 
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torial analysis. A partial result, discovered recently by R. Rado and H. A. 
Jung [93], is as follows. 
THEOREM 2.5. The injkite family (I’, : i E I) of sets among which exactly 
one, say riO , is injinite possesses a system of distinct representatives if and only 
ifit satisjies & and 
where I* denotes the union of all jnite subsets J of I for which the relation 
1 uisJ ri 1 = / J j is valid. 
This interesting result illuminates one corner of a large and obscure area. 
Beyond it we grope in darkness, for even the case of infinitely many sets of 
which all but two are finite does not at present admit of a satisfactory treat- 
ment. 
2.3. An Application to Vector Spaces 
We shall conclude this section by following M. Hall ([36], 66-67) and using 
Theorem 2.3 to prove Lowig’s result that any two bases in a vector space 
have the same cardinal number. A well-known proof, which is independent 
of Hall’s theorem, will be found, e.g., in ([51], 3-4). 
Let (xi : i E I), (yi : j E J) be two bases of a vector space V. For each i E I, 
denote by ri the (necessarily finite) subset of J such thatj E J if and only if 
yj occurs with a nonzero coefficient in the linear expression for xi in terms 
of the y’s. Then the union of any K (2 1) r’s, say ril , ..., rik, , must contain 
at least k distinct elements, for otherwise xi,, ..., xi, would be linearly 
dependent. Hence, by Theorem 2.3, the family (ri : i E I) possesses a system 
of distinct representatives; i.e., there exists an injective mapping 0 : I -+ J 
(such that ysci) E pi for all i E I). It follows that 1 I j < ] J I; and by symmetry 
we have ] J / < / I 1 . Therefore, by the Schroder-Bernstein theorem, 
1 I I = 1 J 1 , as asserted. 
It seems clear that Hall’s theorem (or related results such as the selection 
principle in Section 4.4) can be used for proving statements which, like the 
theorem on vector spaces, assert that any two ‘distinguished’3 subsystems 
of a given system have the same cardinal number. For example, it was noted 
by Dr. J. S. Pym4 that an interesting theorem of Robertson and Weston [94] 
which conforms to this pattern is a consequence of Hall’s theorem, although 
3 They are usually distinguished by the property of maximality with respect to 
‘independence.’ 
4 Oral communication. 
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in this particular instance the use of Hall’s theorem does not appear to shorten 
the argument. There are, of course, other results of the same general type; 
we mention a theorem of Rado [90] an several results of KertCsz [52], as d 
well as Theorem 6.9 discussed below. We do not know how much light Hall’s 
theorem may ultimately throw on questions such as these, but the topic 
seems certainly to merit further scrutiny. 
III. VARIANTSAND REFINEMENTSOF HALL's THEOREM 
3.1. Quantitative Refinements 
Two systems of distinct representatives, say (xi : 1 < i < n) and 
(ri : 1 < i < n), of the family (Fi : 1 < i < n) of sets are, of course, called 
dzyerent if xi # yi for at least one value of i. Now, if the family possesses a
system of distinct representatives, it will in general possess many such 
systems. Their precise number can be given explicitly in terms of the boolean 
atoms generated by F, , a**, r, , 5 but the formula is unwieldy and affords 
no real insight into the situation. Certain lower estimates, which are easy 
to compute, are however known. 
Let the family (Pi : 1 < i < n) of finite sets satisfy condition X; suppose 
that 1 F, 1 < ... < 1 r,, 1; and write I r, I = m. By exploiting the Halmos- 
Vaughan argument of Section 2.1, R. Rado [92] showed recently that there 
are at least 
m~nhn) 
Fl (IrkI-~+l) 
different systems of distinct representatives of (ri : 1 < i < n). The best 
previously known estimate, namely, 
had been discovered nearly twenty years earlier by M. Hall [34]. Recent 
investigations bearing on the problem of upper estimates and expressed in 
the language of matrix theory will be found in [73] and [24]. 
The results just stated are useful in the discussion of ‘Latin rectangles.’ 
Let Y  < n, s < 12. An Y x s matrix whose elements in each row resp. column 
are s resp. r distinct numbers chosen from 1, 2, *=o, n will be called a Latin 
rectangle of type (r, s, n). When T = s = n, we shall speak of a Latin square 
of order n. 
-- 
B #See Section 4.3 below. 
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Let 1 < r < n and let R be a Latin rectangle of type (r, n, n). Denote by 
ri the set of numbers among 1,2, =.., n which do not occur in the ith column 
of R. Then 
Ir,l =...=lr,,l =n-r, 
and it can be verified that the I”s satisfy condition ..Z. Hence, by Hall’s 
theorem and either of the two estimates referred to above,s the family 
(ri : 1 < i < n) possesses at least (n - r)! different systems of distinct 
representatives. This implies that a further row can be adjoined to R in 
at least (n - r)! different ways, so that the resulting matrix is a Latin rectangle 
of type (Y + 1, n, n). Making repeated use of this conclusion, we are at 
once led to the following result. 
THEOREM 3.1. For1 ~r~n,thereareatleastn!(n-l)!***(n--+I)! 
Latin rectangles of type (r, n, n). In particular, there are at least 
n!(n - l)! *-- 2!1! Latin squares of order n. 
This theorem is due to M. Hall ([33], [34]). Ryser [95] considered the 
more general problem of extending a Latin rectangle of type (r, s, n) to a 
Latin square of order n, and obtained necessary and sufficient conditions 
under which this operation can be carried out. The inequalities of Theo- 
rem 3.1 are far from best possible and much more exact information is, 
in fact, available. Thus, from the work of ErdGs and Kaplansky [14] and of 
Yamamoto [IO81 we know that, if Y < n” where 01 < +, then the number of 
Latin rectangles of type (y, n, n) is, for n---f co, asymptotically equal to 
(n!)’ exp {- Y(Y - 1)/2}. 
3.2. Systems of ‘Almost’ Distinct Representatives 
We next turn our attention to systems of representatives which satisfy 
less than the full requirement of distinctness, and we begin with an unpub- 
lished result of R. Rado. 
THEOREM 3.2. Let (lTi : i E I) be a family of subsets of E and assume that, 
if I is injinite, then all I’i are jinite. Furthermore, let r be a natural number. 
Then the family (I’$ : i E I) possesses a system of representatives in which no 
element of E occurs more than T times7 if and only if, for each natural number 
k < ) I 1 , the union of any k r’s contains at least k/r (distinct) elements. 
6 In the present instance, Rado’s estimate clearly offers no advantage over Hall’s. 
’ The number of occurrences of an element x in the family (xi : i E I) is, of course, 
defined as the cardinal number of the set {i E I : xi = x}. 
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The necessity of the stated condition is trivial. To establish sufficiency, 
write R = (1, 2, -*-, r>, Ci = ri x R. Then each Ci is a subset of E x R 
and, if I is infinite, each Ci is finite. Let K be a natural number such that 
k < 1 I 1 and denote by ii, --- , i, any k distinct elements of I. Then, by 
hypothesis, 
Hence, by Hall’s theorem, the C’s possess a system of distinct representatives; 
i.e., for each i E I, there exist elements xi E Pi, fi6 E R such that the pairs 
(x$ , n,), i E I, are distinct. Now assume that an element x of E occurs at 
least t + 1 times among the xi’s, say 
Then, contrary to our assumption, the pairs 
cannot all be distinct since at least two among the n’s are equal. It follows 
that (xi : i E I) is a system of representatives of (r, : i E I) with the requisite 
property. 
The situation is rather different for Y = 00. We shall confine ourselves 
now to denumerable families. For that case, the following result, the proof 
of which is not based on Hall’s theorem, was noted by Rado. 
THEOREM 3.3. Let (ri : i = 1, 2, a.*) b e a sequence of nonempty subsets of E. 
This sequence possesses a system of representatives in which no element of E 
occurs infinitely often if and only if, f  OY each infinite sequence S of natural 
numbers, Vies ri is an injinite set. 
The necessity of the stated condition is plain, and the proof of sufficiency 
runs as follows. Let xi E r, . For i > 1, remove x1 from ri if xi belongs to 
ri except when ri = {xi}. Denoting the resulting sequence by 
(rp : i = 1, 2, **-), we observe that it still has the properties referred to 
in the statement of the theorem and that x1 occurs in only a finite number of 
the sets Pj’). Next, let xs E ,A” C I’, and, for i > 2, remove xs from Fjl’ 
if xp belongs to rjl) except when rjl) = {~a}. We continue in this way and 
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choose, in turn, elements x1 E r, , xa E r, , ..a . Our procedure ensures that 
no element occurs infinitely often in the sequence (xi : i = 1, 2, ...). 
One might seek to extend the result of Theorem 3.3 in several ways. Thus, 
given an infinite family (ri : i E I) of subsets of E, we can ask for conditions 
that will imply the existence of a system of representatives (xi : i E I) in 
which no element of E occurs infinitely often or, alternatively, which satisfies 
for each x E E the requirement 
I{iEI:X=Xi}l </Ii. 
3.3. Defect Theorems and the Gale-Ryser Criterion 
Let (ri : i E I) be a family of subsets of a set E; let d be a non-negative 
integer; and let I, be a subset of I such that 1 I - I,, ( = d. A system of 
distinct representatives of the subfamily (ri : i E Ia) will be called a transversal 
with defect d of the original family. Thus a transversal with defect 0 is simply 
a transversal, i.e., a system of distinct representatives. Conditions for the 
existence of transversals with prescribed defect are not difficult to formulate. 
Thus the family (ri : 1 < i < n) possesses a transversal with defect d 
if and only if, for each k in the range d < k < n, the union of any k r’s 
contains at least k - d elements. This and more general results were noted 
by 0. Ore [79]. Here we shall consider the wider problem involving several 
pairwise disjoint transversals with prescribed defects. For brevity, we shall 
write z+ = max (a, 0). 
THEOREM 3.4. Let ij = (ri : i E I) be a family of subsets of a set E, and 
suppose that all I’d are finite Z-Y the index set I is infinite. Let m > 1, and let 
d *a*, d, be non-negative integers not exceeding 1 I ( . Then 3 possesses m
&wise disjoint transversals with defects dI , a*., d, , respectively, if and only if, 
for each natural number k < 1 I 1 , the union of any k r’s contains at least LYE 
(distinct) elements, where 
aI,=(k-dJ++...+(k-dd,)+. 
When m = 1 and I is finite, this reduces to Ore’s statement quoted a few 
lines earlier. For an arbitrary integer m and finite I, we obtain a theorem 
of P. J. Higgins 1421. 
The necessity of the stated condition is nearly obvious; our proof of suf- 
ficiency will be based on [75]. Let D, , a**, D, be arbitrary sets containing 
d e-e, d, elements, respectively, and such that D, , .*a, D, , E are pairwise 
disjoint. It is easy to verify that, if the union of any k r’s contains at least ale 
elements, then the family of sets (ri u Dj : i E I, 1 <i < m) satifies con- 
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dition &‘. Hence, by Hall’s theorem, there exist distinct elements xii (z’ E I, 
1 <j < m) in E u D, u *a* u D, such that 
xii E ri u Di (i E I, 1 <j f rn). 
Therefore, for every j with 1 < j < m, there exists a set Ii C I such that 
xi, E ri (i E IJ, xij E Di (i E I - Ij). 
Thus 5 = (Q : i E IJ is a transversal of 5 whose defect 1 I - I, 1 does not 
exceed 1 Di ( = dj . Furthermore, .& , **o, K,, are evidently pairwise dis- 
joint. 
Theorem 3.4 naturally raises the question as to the existence of an infinite 
number of transversals. However, nothing is known in this direction. 
When the family 5 is finite and consists of finite, pairwise disjoint sets, 
then a short and straightforward computation enables us to restate Theorem 
3.4 in the following form. 
THEOREM 3.5. Let m 3 1, II 3 1; let y1 , *.a, rm be non-negative integers 
not exceeding n; and let s1 , *. * , s, be non-negative integers. Further, let I’, , a**, r, 
be pairwise disjoint sets containing s1 , a.. , s,, elements, respectively. Then the 
family (Pi : 1 < i < n) possesses m pairwise disjoint transversals of lengths 
Yl, .**, ?.?,I Pa respectively, if and only if 
where S, , **a, S, are the numbers s1 , e-v, s, arranged in nonascending order of 
magnitude and rj* denotes the number of ~~‘sgreater than or equal to j. 
Higgins [42] used the result just stated to give a new proof of a criterion 
for the existence of incidence matrices (i.e., matrices each of whose elements 
is 0 or 1) with prescribed row-sums and column-sums. To discuss this topic, 
we need to recall the notion of vector majorization introduced by Hardy, 
Littlewood, and Polya ([39], 45). Let (x1, *.*, x,), (yr , ***,y,,) be two real 
vectors; denote by f, , a**, %,, the numbers xi , **a, x, arranged in nonascend- 
ing order of magnitude; and let $ , eve, $, be defined analogously. If 
H That is, of defects n - rl , se*, n - rm respectively. 
409lrs/3- 10 
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with equality fork = n, then we write 
(Xl , --.> 4 < (Yl 9 -**, m). 
It is plain that this relation is valid if and only if 
with equality for k = n. 
We are now able to formulate the criterion mentioned a few lines earlier. 
This was arrived at independently by Gale [27] and Ryser [96]. An alternative 
treatment of this and of related results will be found in Ford and Fulkerson’s 
book ([19], 76 ff.) 
THEOREM 3.6. Let m > 1, n > 1; let yl, **., yrn be non-negative integers 
not exceeding n; and let s, , ..* , s, be non-negative integers. Then the validity of 
the relation 
($1, ..* > %> < (yl*, **., m*) 
is necessary and suficient fm the existence of an m x n incidence matrix with 
row-sums yi (1 < i < m) and column-sums sj (1 < j < n). 
Here the numbers rj* are defined as in the preceding theorem. Suppose 
that a matrix M = (mij) of the specified type exists. Writing 
rj = ((i, j) : 1 < i < m, rnCi = 1) (1 <i d 4, 
we note that P, , .**, r, are pairwise disjoint sets with s1 , a.*, s, elements 
respectively. Moreover, they possess pairwise disjoint transversals of lengths 
rl,“‘,ym, respectively, and so, by Theorem 3.5, 
i Sj> i Yj* (l<k<n). 
3-n-k+l I=-?+-K-t1 
Further, there is equality for k = n since 
pj = i s* = f  Ti = i yj*. 
j-l i-l j-1 
Thus the relation (sr , .**, s,) < (I~*, *-., Y,*) is valid. Conversely, let this 
relation be given. Then S, < ri* < m and so si , a*., s,, < m. Let M = (mij) 
denote any m x n incidence matrix with column-sums si , es., s,, , respectively, 
and let the sets rj (1 <j < n) be defined as above. By our hypothesis and 
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Theorem 3.5, these sets possess m pairwise disjoint transversals, say TI , *a*, 
T, , of lengths rl , .a*, I, , respectively. Further 
1 r, u --* ~r~~=~~j=~r,*=~~~ri=lTlU... u T,n I
j=l j=l 
and so T, u -.* u T, = r, u *** U I’,, . Finally, we construct a matrix of 
the requisite type by permuting the elements in each column of M in such 
a way that the elements of each transversal come into horizontal alignment. 
IV. FURTHER GENERALIZATIONS OF HALL’S THEOREM 
Though interesting and suggestive, the generalizations treated in the 
preceding sections are still concerned with situations not essentially different 
from the situation described by Hall’s theorem. We now propose to indicate 
four distinct lines of inquiry--one of them initiated by Mendelsohn and 
Dulmage and the others by Rado-which lead to altogether more far- 
reaching and illuminating conclusions; in each case, Hall’s theorem (in either 
the finite or the transfinite form) will appear as a mere detail. 
4.1. Symmetrization of Hall’s Problem 
Suppose that the family (ri : 1 < i < n) of finite sets possesses a system 
of distinct representatives. Under what conditions is it then possible to 
choose such a system whose range contains a set of prescribed elements ? 
This question was first investigated by Mann and Ryser [67], and a definitive 
solution was furnished a little later by Hoffman and Kuhn [46]. Mendelsohn 
and Dulmage [70] obtained a more general result and at the same time gave 
a new slant to Hall’s problem by correcting the original lack of symmetry 
between sets and elements. We shall describe their conclusion in the language 
of matrices: this mode of statement is often convenient and suggestive in 
combinatorial analysis. 
,4 set of elements9 in a matrix will be called independent if no two elements 
of the set lie in the same row or the same column. A set of elements will be 
said to be incident with certain rows (or columns) if each of the rows (or 
columns) in question contains at least one element of the set. We shall need 
to distinguish between two classes of elements in a matrix, say the zero and 
nonzero elements (though any other distinction would serve equally well). 
For many purposes, the actual values of the nonzero elements are immaterial, 
and we then take them all as 1. 
p More precisely, we should say a set of ‘places.’ 
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We shall first give a matrix interpretation of Hall’s theorem. Let 
(pi : 1 < i < n) be a family of subsets of (xi , ..., x,}, and let A = (uij) be 
the m x n incidence matrix of these elements and sets, so that aij = 1 or 0 
according as xi E r, or xi $ rj Then Hall’s theorem (for a finite family 
of finite sets) states that the matrix A possesses a set of independent nonzero 
elements incident with all columns if and only if, for each k = 1, ..., n, 
the nonzero elements in any K columns belong to at least k rows. In this 
statement the rows and columns (i.e., the elements and sets of Hall’s theorem) 
play quite different roles. The theorem of Mendelsohn and Dulmage (op. 
cit.), the proof of which is fairly complicated, provides a solution of the 
symmetrized problem. 
THEOREM 4.1. LetAbeanm ~nmatrix,andletO,<r<m,O<s<n. 
Further, let R be a set of Y  rows and C a set of s columns in A. Then A possesses 
an independent set of non-zero elements incident with both R and C if and only 
;f  both the following conditions are satisjed. 
(i) The nonzero elements of each subset R* of R belong to at least ) R* / 
columns. 
(ii) The nonzero elements of each subset C* of C belong to at least / C* j 
YOWS. 
Hall’s theorem corresponds to the special case r = 0, s = n. Taking 
0 < Y  < m, s = n and reinterpreting the above result in terms of sets and 
elements, we obtain Hoffman and Kuhn’s theorem already referred to. This 
is as follows. 
THEOREM 4.2. Let 5 = (ri : 1 < i < n) be a family of subsets of a 
finite set E, and let M C E. Then 5 possesses a system of distinct representatives 
whose range contains all elements of M if and only if $J satisjies condition X and, 
in addition, every subset M* of M intersects at least ) M* 1 sets among I’, , ..., P,, . 
Professor Rado has noted that, with suitable qualifications, Theorem 4.2 
remains valid for infinite families of sets. We have, in fact, the following 
generalization. 
THEOREM 4.3. Let 5 be a family of finite subsets of a set E such that no 
element of E OCCUYS in injinitely many of these subsets. Let M be a subset of E. 
Then 5 possesses a system of distinct representatives whose range contains all 
elements of M a. and only if 3 satisfies condition 8 and, in addition, very finite 
subset M* of M intersects at least / M* / among the sets of 3. 
The proof, which is not difficult, depends on Zorn’s lemma and two appli- 
cations of the transfinite form of Hall’s theorem. 
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4.2. Systems of Independent Representatives 
In this paragraph we shall be concerned with a different generalization 
of the finite form of Hall’s theorem. Let E be a set, and let I be a function 
which associates with every finite unordered system x1 , es., x, of elements 
of E either the number 0 or 1. We also admit the value m = 0 by postulating 
I(@ = 1. Further, we make the following assumptions about the function I. 
(9 1(x1 , --*) x,) 2 Gl , --, x, , xmtl) 
for every m > 0 and all x1 , ..a, x,+r E E. 
(ii) 1(x, x) = 0 for all x E E. 
m+1 
(iii) 4x1 , -y xn)4yl , *-,Ym+d < C 4x1 , --et x, , yk) 
k=d 
for every m > 0 and all x1, **a, x, , yr , *a*, ym+r E E. 
Let such a function I be given once for all. (That the postulates can be 
realized will emerge from the special cases discussed below.) We shall call 
Z an independence function and we shall say that the elements x1 , .a*, x, of E 
are independent or dependent according as 1(x, , e-e, xm) = 1 or 0. The follow- 
ing result was established by Rado [88]. 
THEOREM 4.4. Let (Fi : 1 < i < n) be a family of subsets of a set E. 
Then it is possible to select independent elements xi E ri (1 < i < n) if and only 
if,.for each k with 1 < k < n, the union of any k r’s contains at least k indepen- 
dent elements. 
‘Here, as in Theorem 2.1, one half of the statement is obvious. The proof 
of the other half, though not difficult, is rather ingenious but we have no 
space to enter into details. Theorem 2.1 (i.e., the finite form of Hall’s theorem) 
is an immediate consequence of Theorem 4.4: all we need to do is to define 
the function I by the requirement that 1(x,, he., x,) = 1 or 0 according 
as x1 , 01.) x, are distinct or not-a definition which is in conformity with the 
axioms laid down for independence functions. 
Another very interesting special case is concerned with the relation of 
linear independence. 
THEOREM 4.5. Let (ri : 1 f  i < n) be a family of subsets of a vector 
space V. Then there exist linearly independent vectors xi E ri (1 < i < n) 
if and only if, for each k with 1 Q k < n, no set of k r’s is contained in a (k - l)- 
dimensional subspace of V. 
We define 1(x,, o**, x,) as 1 or 0 according as x1 , *a., x, are linearly 
independent or linearly dependent vectors in V. The derivation of Theorem 
4.5 from Theorem 4.4 is then entirely straightforward. 
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4.3. Subsets with a Prescribed Pattern of Overlaps 
When we say that the family (F+ : 1 < i < n) possesses a system of distinct 
representatives, we assert the existence of subsets of r, , **., r, which 
exhibit a certain set-theoretic structure: they are disjoint singletons. It is 
natural, therefore, to extend the question implied by Hall’s theorem and 
seek to determine conditions which will ensure that I’, , ..*, I!,, possess ubsets 
the pattern of whose overlaps is prescribed in advance. To formulate this 
question more precisely, let us say that the two families of sets (ri : 1 < i < n) 
and (Ai : 1 < i < n) are combinatoriak’y equivalent if there exists a bijection 
such that o(rJ = A, (1 < i < n). It is plain that two combinatorially equiv- 
alent families (ri : 1 \( i < n), (Ai : 1 < i < n) are indistinguishable in the 
sense that 
I p(r, , --, rn) I = I /-%A, 9 --a, A,) I 9 
where /3(X, , *.*, X,) denotes any set obtained from Xi , *a., X, by the forma- 
tion of unions, intersections, and differences. Our question can now be 
stated thus: under what conditions is it possible to find subsets of r, , .a+, l?, , 
respectively, such that the family of these subsets is combinatorially equiv- 
alent to a given family (Ai : 1 < i < n) ? We owe to R. Rado [87] the follow- 
ing solution of this problem. 
THEOREM 4.6. Let (ri : 1 < i < n) and (Ai : 1 < i < n) be two families 
of subsets of a set E. Then there exist sets Xi C I’{ (1 < i < n) such that the 
family (Xi : 1 < i < n) is combinatorially equivalent to (Ai : 1 < i < n) zjc 
and only if 
Ipv--, , -., ~,JI>IP(~,...,~I 
for every restricted boolean polynomial p. 
By a ‘restricted boolean polynomial’, in say I’, , ‘1.) I?, , we understand 
a finite expression involving the r’s and formed by means of unions and 
intersections. 
Rado’s formulation of Theorem 4.6 was even more comprehensive, and in 
[89] he obtained a still more general result; but the theorem, as stated here, 
contains the gist of his conclusions in [87]. We note that Theorem 4.6 is a 
generalization of Theorem 2.2 (and consequently also of the finite case of 
Hall’s theorem), since Theorem 2.2 corresponds to the case when A, , e-e, A, 
are pairwise disjoint sets containing p, , ..*, p, elements, respectively. 
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We shall sketch the proof of the theorem on the assumption that all F’s 
and d’s are finite: the proof of the general case follows a similar pattern but 
entails additional complications. Let us suppose that the condition involving 
the restricted boolean polynomials is satisfied. Put NO = {1,2, a**, n} and, 
for pl # NC N,, , write 
r(N) = n r,, A(N)= n 4, 
d*(N) = n A, - u An. 
kEN &N 
The 2” - 1 sets d*(N) (8 # N C NJ are called the ‘boolean atoms generated 
by A,, me-, A, .’ They are pairwise disjoint, and their union is equal to 
A, CJ 1.. v A,. 
Let 1 < K < 2” - 1 and denote by N, , .*a, Nh any K different, nonempty 
subsets of NO. Then, in view of the hypothesis, 
= I A*(N,) I + -.- + I A*(N,) I . 
Hence, by Theorem 2.2, there exist 2n - 1 pairwise disjoint sets X(N) 
(0 f  NC NO) such that 
Write 
X(N) C WV, IXUVI =IA*WI. 
X, = U X(N) (1 < k < 4, 
KEN 
X*(N) = n XI, - u Xk (0 # N C No) 
keN kW 
(so that the X*(N) are the boolean atoms generated by the X,). It is easily 
verified that XI, C r, and X*(N) = X(N). Hence / X*(N) 1 = 1 A*(N) I , and 
consequently there exists a bijection (sN : X*(N) + A*(N). Denoting by u 
the ‘composition’ of all Us , we infer from the properties of the atoms that u 
is a bijection of u;Lzl X, into uEC1 A, such that u(X,) = A, (1 < k < n). 
Thus (Xi : 1 < i < n) is combinatorially equivalent to (Ai : 1 < i < n). 
This establishes one half of the theorem; the other half is nearly obvious. 
4.4. Rado’s Selection Principle 
Let (Fi : i E I) be a family of subsets of E. A choice function 0 of this family 
is a mapping 0 : I - E such that O(i) E ri for all i E I. Thus the notion of a 
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choice function is precisely the same as that of a system of representatives; 
and if the choice function is injective, we have a system of distinct representa- 
tives. In giving an axiomatic treatment of the concept of rank, Rado [90] 
succeeded in isolating the following selection principle. 
THEOREM 4.7. Let (ri : i E I) be a family of jkite subsets of a set E, and let 
$ denote the class of all Jinite subsets of the index set I. For each J E f, let 
0, be a choice function of the subfamily (ri : i E J). Then there exists a choice 
function 0 of the entirefamily (ri : i E I) such that, for each J E j, there exists a 
set K E $ with J C K and O(i) = e,(i) for all i E J. 
To put the matter more loosely: given a system of local choice functions, 
there exists a global choice function which mimicks (in the sense specified) 
the behavior of the local functions. 
Rado’s proof of Theorem 4.7 was set-theoretic and not entirely easy. 
Very recently, B. L. Foster [20] offered another proof by linking the question 
with a theorem of Konig [55] on binary relations. The proof we shall give 
here is topological in character; it is due to W. H. Gottschalk [31] and depends 
on the same idea as that used by Halmos and Vaughan [38] for their treatment 
of the transfinite case of Hall’s theorem. For yet another proof (which makes 
no use of the axiom of choice) we refer to Luxemburg [64]. 
Let J E f, and let E, denote the set of all choice functions 0 of (Pi : i E I) 
such that B(i) = O,(i) (i E J) for some K E $ with J C K. If  each ri is 
endowed with the discrete topology, then the Cartesian product 
X =X ieI ri (i.e., the set of all choice functions of the entire family) becomes, 
by Tychonoff’s theorem, a compact topological space. But (E, : J E $) is a 
family of nonempty, closed subsets of X which possesses the finite inter- 
section property. Therefore flJES EJ + 0, and any choice function which 
belongs to this intersection has the requisite properties. 
Designed originally for the study of abstract linear dependence, Rado’s 
selection principle has proved an exceptionally powerful and versatile tool. 
We note, to begin with, that it enables us to exhibit the transfinite case of 
Hall’s theorem (Theorem 2.3) as an easy consequence of the finite case 
(Theorem 2.1). For let (ri : i E I) be an infinite family of finite sub- 
sets of E, and suppose that it satisfies condition S. Then for each 
J E $ there exists, .by Theorem 2.1, an injective choice function 0, 
of (ri : i E J). The selection principle now guarantees the existence of a 
choice function 0 of (ri : i E I) with the properties stated in Theorem 4.7. 
To show that 6’ is injective, let i, i’ E I, i # i’, and take J = {i, i’}. Then 
there exists a set K E $ such that i E K, i’ E K and 0(x) = e,(x) for all 
x E J. Hence 0(i) = e,(i), 6(i’) = 0x(C) and, since e,(i) # e,(C), we have 
8(i) f  e(r). 
We observe that the selection principle is a machine for the manufacture 
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of theorems which exhibit, roughly speaking, the following pattern: ‘the 
system 6 possesses the property 9 if and only if every finite subsystem of 6 
has this property.’ That the transfinite case of Hall’s theorem has this form is 
plain from Theorem 2.4. We mention some further results which can be 
dealt with by means of the selection principle. 
We shall say that a group G can be ordered if it is possible to define a 
(total) order ‘<’ on the set of its elements which is compatible with the 
multiplicative structure, so that the relations X, y, z E G and x < y imply 
xz <: yz and zx < zy. It was shown by B. H. Neumann [77], as a conse- 
quence of a more general result, that an infinite group G can be ordered if 
and only if every finitely generated subgroup of G has this property. 
Neumann’s argument was based on considerations of algebraic structure, 
but the result we have quoted is not difficult to deduce from the selection 
principle. 
Our next illustration is best stated in the language of the theory of graphs. 
Let k be a positive integer. A graph F will be said to have chromatic number k 
if k is the least number with the property that it is possible for each node to 
be painted with one of a set of k colors such that no two nodes which are joined 
by an edge are colored alike. It was shown by de Bruijn and Erdijs [6] that 
the chromatic number of a graph I’ does not exceed k if and only if every 
finite subgraph of I’has the same property. Once again, this result is an almost 
immediate consequence of Theorem 4.7, as is also a theorem on graphs due 
to Neumann (op. cit.) which may be regarded as the dual of the theorem of 
de Bruijn and Erdos. Yet another result which can be deduced from Theo- 
rem. 4.7 is E. S. Walk’s theorem [107] to the effect that, if every finite sub- 
graph of an unoriented graph I’ admits a transitive orientation, then so does 
r itself. 
A further application of Theorem 4.7 will be made in Section 5.2, where we 
shall use it to derive Dilworth’s theorem for infinite sets from the analogous 
result for finite sets. Generally speaking, it seems safe to predict that the 
use of Rado’s selection principle will be increasingly found to serve as a 
standard argument in very diverse fields of mathematical research. 
V. DUALITY THEOREMS 
We use the term ‘duality theorem’ in a rather loose way to describe a 
statement (such as the theorem on graphs quoted in the second footnote in 
Section 2.1) which asserts the equality of a maximum and a minimum. In 
the present section we propose to discuss two duality theorems (associated 
with the names of D. Kiinig and R. P. Dilworth respectively) which are of 
great interest in themselves and at the same time throw further light on 
542 MIRSKY AND PERFECT 
Hall’s theorem. Throughout this section all sets are assumed to be finite 
except when the contrary is stated. 
5.1. The Theorems of l&zig and Frobenius 
We shall now be concerned with combinatorial properties of matrices. 
The term ‘line’ will be used as a common designation for a row or a column. 
THEOREM 5.1. Let A be a (finite) rectangular matrix. Then the maximum 
number of independent nonzero elements of A (i.e., of nonzero elements no two 
of which lie on the same line) is equal to the minimum number of lines which con- 
tain all nonzero elements of A. 
This result was established by D. Konig by means of the theory of graphs 
([56], [57]; see also [58], 233). Another proof and a generalization were given 
by Egerviry [13], a constructive proof by M. M. Flood [16], and a proof 
based on the theory of flows in networks by Ford and Fulkerson ([19], 54- 
55). Here we shall follow M. Hall ([36], 63) and derive Theorem 5.1 (or, as 
we shall call it, K&rig’s duality theorem) from P. Hall’s theorem on distinct 
representatives. 
Let A = (aij) be an m x n matrix, and denote by M* and M, the maxi- 
mum and minimum specified in the enunciation of the theorem. Trivially, 
we have M* < M, and it suffices, therefore, to show that M, < M*. 
Suppose that all nonzero elements are contained in Y rows and s columns, 
where Y + s = M, . We may assume without loss of generality that the 
rows and columns in question occupy initial positions, so that A has the form 
2 “0 Ii > 
where A, is of type r x s. For 1 < i < Y, we define 
ri = {j : s <j < n, aij # 0). 
Let 1 < k < r. Assume that the union of a certain set of K r’s contains only 
8 < k integers. Then the nonzero elements in a certain set of k rows of A, 
are contained in &’ columns, and so all nonzero elements of A, are contained 
in Y - K rows and / columns. Consequently, all nonzero elements of A are 
contained in s + r - k + 8 = M, - k + / < M, lines, and this is con- 
trary to our definition of M, . It follows that the family (ri : 1 < i ,< r) 
satisfies condition .% and so, by Theorem 2.1, possesses a system of distinct 
representatives. This means that A, has a set of Y independent nonzero 
elements. By exactly the same argument, we infer that A, has a set of s 
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independent nonzero elements. Hence A has a set of (at least) Y + s = M, 
independent nonzero elements, i.e., M, < M*, and the proof is complete. 
The converse argument, i.e., the deduction of Hall’s theorem from 
K&rig’s, is even simpler. Let I’, , es., r, be subsets of E = {xi, *=a, CC,> 
and suppose that they satisfy condition X (so that n < m). Let A = (uij) 
be the m x n incidence matrix of these sets and elements. Then, by condi- 
tion X’, the nonzero elements in any K columns of A must belong to at least 
k rows. Now, if the nonzero elements of A were contained in fewer than n 
lines, say in r rows and s columns where Y + s < n, then the nonzero elements 
in the remaining n - s columns would belong to only Y < n - s rows, and 
we would arrive at a contradiction. Thus a set of fewer than n lines cannot 
contain all nonzero elements of A and so, by Konig’s duality theorem, A 
possess n independent nonzero elements. The corresponding x’s define a 
system of distinct representatives for the Ps. 
The idea of exhibiting a family of abstract sets by means of their incidence 
matrix (used above and already encountered in Section 4.1) is very fruitful 
and provides an immediate link between Hall’s theorem and the study of 
combinatorial properties of matrices. If r, , es., lY, are finite sets and A 
is the incidence matrix to which they give rise, then the maximum number 
of sets among the r’s which possess a system of distinct representatives is 
plainly equal to the maximum number of independent nonzero elements of A. 
This number, which is called the ‘term rank’ of A, has been the subject of 
intensive study, especially at the hands of H. J. Ryser. We cannot here enter 
into details and refer for further discussion of this and related questions 
(e.g., tournament problems) to Ryser’s book ([98], 55-66) and to his survey 
articles [97] and [99]. 
Let us now turn, once again, to Kiinig’s duality theorem. This has a good 
many interesting consequences, and we shall here deduce one originally 
established by Frobenius [21]. This theorem was the cause of a subacid 
controversy between Konig and Frobenius-a controversy that was still 
pursued by Kijnig almost twenty years after Frobenius’s death. The interested 
reader may wish to savor the polemical footnote on p. 240 of Konig’s book 
F31. 
THEOREM 5.2. All terms in the determinantal expansion of an n x n 
matrix A vanish if and only if, for some Y in the range 1 < Y < n, A contains a 
zero submatrix of type r x (n - r + 1). 
Let M* denote the maximum number of independent nonzero elements of 
A, and let M, be the minimum number of lines containing all nonzero 
elements of A. Suppose that all terms in the determinantal expansion of A 
vanish. Then M* < n and so, by Konig’s duality theorem, M, < n. If a 
set of M, lines containing all nonzero elements of A consists of i rows and j 
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columns, then A possesses a zero submatrix of type (n - i) x (n -j) and 
(n - i) + (n -j) = 2n - M, > n, 
as required. The converse inference is almost obvious and can also be obtained 
by reversing the above argument. We may note that ad hoc proofs of Theorem 
5.2 were given by Rado [86] and by Dulmage and Halperin [12]. 
5.2. Dilworth’s Decomposition Theorem 
We now come to an important result established by R. P. Dilworth [Ill. 
Let P be a partially ordered set. A chain in P is a totally ordered subset of P. 
We say that P is decomposed into the chains C, , es., C, if their union is P. 
THEOREM 5.3. The maximum number of pairwise incomparable elements in 
a $nitelQ partially ordered set P is equal to the minimum number of pairwise 
disjoint chains into which P can be decomposed. 
Dilworth’s own proof of the decomposition theorem was somewhat com- 
plicated, and a number of further proofs have since been discovered. Thus 
Theorem 5.3 emerges, in several ways, as an off-shoot of the theory of graphs 
(see [23], [29], [30]) and it can also be established by the method of linear 
programming [IO]. However, the simplest and most direct proof was given 
quite recently by M. A. Perles [84]. 
Hall’s theorem follows readily from Theorem 5.3. Let (ri : 1 < i < n) 
be a family of subsets of {x1 , **e, x,} and suppose that condition S? is satis- 
fied. We denote by P the set of undefined objects 
R 19 -.., R, , C, , .++, C, 
and we introduce a partial order into P by postulating that Ri < Ci if and 
only if xi E rj (and that no other order relations are valid). I f  in a set of k C’s 
and 8 R’s, say 
Cjl 9 a..> Cj, > Ri, > *.*> Ri, 3 
the objects are pairwise incomparable, then none of the elements xi1 , ..., xic 
belong to any of the sets rjl , 11.) Fj and therefore k < m - 8 by virtue of 
2. Thus the maximum number of ;airwise incomparable objects in P is at 
most m, and so is equal to m. By Dilworth’s theorem it follows that the mini- 
mum number of pairwise disjoint chains into which P can be decomposed is 
also equal to m. I f  now 
lo The case of infinite sets will be discussed briefly at the end of the paragraph. 
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is a set of m such chains (where the R’s and C’s have possibly been renum- 
bered), then t = 7t and so x1 E r,, *a*, x, E r, . 
Almost exactly the same argument as that just used will, in fact, yield 
Ore’s defect theorem (for a system of distinct representatives) quoted at 
the beginning of Section 3.3. What is more interesting is that Kiinig’s duality 
theorem, too, can be deduced from Theorem 5.3 by the same type of reason- 
ing; and so can also the following theorem of Rado’s [86] on representing 
sets. 
THEOREM 5.4. Let 3 be a jinite family of non-empty sets which can be parti- 
tioned into two subfamilies of pakwise disjoint sets. Then the minimum number 
of elements in a representing set of 5 is equal to the maximum number of pairwise 
disjoint sets in 3. 
The various deductions we have indicated illustrate the power of Dilworth’s 
theorem. It is, at the same time, interesting to note that Dilworth’s theorem 
can be deduced from K&rig’s ([19], 62-63)-and so indirectly from Hall’s- 
although the argument is fairly complicated. At the moment one cannot 
pronounce with confidence on the relative status of theorems discussed in 
this survey, but it is possible that Dilworth’s theorem is the most fundamental 
among the ‘finite’ results. One aspect of the matter is, in any case, clear from 
our discussion: many results and arguments in combinatorial analysis can 
be framed equally well in terms of sets, of matrices, or of graphs; and it is 
the interplay of different ‘languages’ that often provides a new insight into a 
problem. 
We shall devote the last few lines of this paragraph to showing that the 
decomposition theorem remains valid for an infinite set, provided only that 
the set does not contain arbitrarily large subsets of pairwise incomparable 
elements. If this requirement is not fulfilled, then, as was shown by Perles [85], 
the theorem becomes false. 
Suppose, then, that in an infinite partially ordered set P any subset compris- 
ing more than k elements contains at least two comparable elements. For any 
xEP, let r,={l,2;*., K}. Let Q be any finite subset of P. Then, by 
Theorem 5.3, we can write Q = Qr u **. U QIc, where Qr , .*e, Qk are pair- 
wise disjoint chains (some of which may be empty). If x E Q, then there is 
a unique integer Y  in the range 1 < r < K such that x E Qr . Writing 
I,&) = r, we specify a choice function $o of the family (r, : x E Q) and, 
if x, x’ E Q and #o(x) = #o(x’), then x, x’ are clearly comparable. It follows 
by Rado’s selection principle (Theorem 4.7) that there exists a choice func- 
tion 4 of the family (r, : x E P) such that, for any finite subset Q of P, there 
is a finite subset R of P with Q C R and 4(x) = I,&(X) (x E Q). Let now x, x’ E P 
and take Q = {x, x’}. Then x, x’ E R and #(x) = (crR(x), 4(x’) = #a(~‘). 
If #(x) = $(x’), then #k(x) = z/&x’), and so x, x’ are comparable. 
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Writing, for 1 < i < Iz, 
we see that P, , .**, Pk are pairwise disjoint chains whose union is P. This 
elegant argument was shown to us by Professor Rado, but the conclusion 
had been established in Dilworth’s original paper [l 11. 
VI. COMMON TRANSVERSALS 
At this stage it is appropriate to give a new direction to our inquiry. So 
far, our concern has been with the representation of single families: we shall 
now consider systems of common representatives of two families. However, 
the argument establishing the existence of such systems will in each case 
depend, wholly or in part, on Hall’s theorem. 
Systems of common representatives for two families with the same index 
set were defined in Section 1.1: it will be useful to extend this notion. Let 
?I = (Ai : i E I), 8 = (Bj :j E J) be two families of subsets of E, and suppose 
that I, J have the same cardinal number. A family (xi : i E I) of elements of E 
will be called a system of common representatives (or a common transversal) of 
% and b if, for some bijection B : I -+ J, 
xi E Ai n BsCi) (i E I). 
Thus ?I and b possess acommon transversal precisely if Ai n Beci) # 0 (i E I) 
for some bijection B : I -+ J. We note that this last statement is symmetric 
with respect to X and 8. 
6.1. Finite Families 
We begin with a simple but useful result. 
THEOREM 6.1. The two families (Ai : 1 <i < n) and (Bi : 1 < i < n) 
of subsets of a set E possess a common transversal ay and only if, for each 
k = 1, 2, **a, n, the union of any k A’s intersects at least k B’s. 
The theorem itself shows that the lack of symmetry between the A’s and 
B’s is only appareht. Theorem 6.1 is due to P. Hall [37], but closely related 
results appear in the earlier literature. 
To prove the assertion, we suppose that the two families have the inter- 
section property specified in the theorem. For 1 < i < n, we put 
I’$ = {j : 1 <i < n, Ai n B, f S}. 
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and so, by hypothesis, 1 ril u *** u rik ] > k. Thus the family 
(ri : 1 < i < n) satisfies condition G%? and so possesses a system of distinct 
representatives; i.e., there exist distinct integers i1 , . . ..j. such that j, E r, 
(1 < 12 < n). In other words, A, n Bjk # 0 (1 < k < n), and so a common 
transversal exists. The converse inference is, of course, trivial. 
We shall indicate a second proof, which is based on Frobenius’s theorem 
(Theorem 5.2) and given by W. Maak [66]. (It may be of interest to recall that 
Maak uses Theorem 6.1 as a tool in his account of the theory of almost 
periodic functions; see [65] and [66].) Let the intersection condition of 
Theorem 6.1 be satisfied and denote by M = (m,J the n x n matrix such 
that rnCj = 1 or 0 according as A, and Bj do or do not intersect. If all terms 
in the determinantal expansion of M vanish, then, by Frobenius’s theorem, 
M possesses a zero submatrix (situated, say, in the top left-hand corner) of 
typerxs,wherer+s=n+1.ThusAinBj=9)whenever1<i<r, 
1 <i < s; and it follows that, contrary to hypothesis, A, u *.a u A, inter- 
sects at most r - 1 B’s. We conclude that at least one term in the determi- 
nantal expansion of M is nonzero-a fact which is equivalent to the existence 
of a common transversal. 
As an immediate consequence of Theorem 6.1, we have the following 
striking statement. 
THEOREM 6.2. Suppose that 
A, u a.. u A, = B, u ... u B,; 
that the A’s and likewise the B’s are pairwise disjoint; and that every A and 
every B contains precisely m elements. Then the two families (Ai : 1 < i < n) 
and (Bi : 1 < i < n) possess a common transversal. 
In this form, the theorem was first stated and proved by van der Waerden 
[105], and van der Waerden’s proof was further simplified by Sperner [102]. 
However, the theorem is equivalent to a much older result in the theory of 
graphs due to D. Konig ([53], [54]; [58], Satz. XI, 13).11 Van der Waerden 
noted in his paper that from the hypotheses of the theorem one can actually 
infer the existence of m pairwise disjoint common transversals. 
There are several other results closely akin to Theorems 6.1 and 6.2; 
details will be found in P. Hall’s paper [37]. Here we mention, by way of 
illustration, a variant of Mann and Ryser [67]. Let A,, *.*, A, be pairwise 
I1 :Kijnig’s theorem states that every finite, even, regular graph possesses a factor 
of the first degree. 
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disjoint, nonempty sets and let B, , ..‘, B, be nonempty subsets of A, v  ... v  A, . 
If, for each k = 1,2, .*., n, the union of any k A’s contains at most k B’s, then 
(Ai : 1 < i < n) and (Bi : 1 < i < n) possess a common transversal. 
A common transversal of two families is not, in general, a system of distinct 
representatives. However, we can state a criterion for the existence of a 
family of elements which satisfies both requirements. 
THEOREM 6.3. The two families (Ai : 1 < i < n), (Bi : 1 < i < n) of 
sets possess a system of common distinct representatives if and only if the inequal- 
ity 
j(~A~)~(~Bi)~~iIl+lJl-- 
holds for all pairs I, J of subsets of { 1, . . ., n}. 
Hall’s theorem (Theorem 2.1) is, of course, a special case of this result. 
For proofs of Theorem 6.3 and of similar results, we refer to Ford and Fulker- 
son’s book ([19], 67-75). 
It would, of course, be interesting to have a result for more than two 
families, and Professor Rado raised the question whether the following 
analogue of Theorem 6.3 is valid: the three families (Ai : 1 < i < n), 
(Bi : 1 < i < n), (Ci : 1 < i < n) have a system of common distinct repre- 
sentatives (i.e., there exist distinct elements xi , *.e, X, and permutations 
(Y, B, y  of 1, ..., n such that 
for 1 < k < n) if and only if 
for any subsets I, J, K of (1, -1.) n}. The necessity of this condition is almost 
immediate, and there is an obvious extension of the conjecture to any number 
of families. One would also wish to possess a criterion for the existence of a 
common system of (not necessarily distinct) representatives of three or 
more families, but no result of this type is known to us. 
6.2. Banach’s Mappiw Theorem and its Generalization 
It is naturally desirable to extend Theorem 6.1 to infinite families, but 
for this purpose even the general form of Hall’s theorem is not found to be 
adequate: we shall also need to invoke a result of Banach [l] which exhibits the 
SYSTEMS OF REPRESENTATIVES 549 
ground common to various proofs of the Schroder-Bernstein theorem. This 
result states that, if X, Y are sets and 0 : X + Y, # : Y + X are injective 
mappings, then there exist partitions12 X = X, u X, and Y = Y, u Y, 
such that 0(X,) = Y, , #(Y2) = X2. H owever, for the application we have 
in view, it is convenient to reformulate this result. 
THEOREM 6.4. Let X, Y be sets and 0 : X + Y, 3 : Y -+ X injective map- 
pings. Further, let N be a subset of X x Y such that (x, 8(x)) E N for all x E X 
and (#(y), y) E N for all y  E Y. Then there exists a bijection (r : X---f Y such 
that (x, u(x)) E N for all x E X. 
In certain situations, Banach’s theorem will be found to be insufficiently 
comprehensive and we shall then need to appeal to the following extended 
version established in [83]. 
THEOREM 6.5. Let X, Y, X’, Y’ be sets with x’ C X, Y’ C Y. Let 
0 : x’ -+ Y, # : Y’ ---f X be injective mappings, and let N be a subset of X x Y 
such that (x, e(x)) E N for all x E X’ and (1+5(y), y) E N for all y  E Y’. Then 
there exist sets X, , Y, with X’ C X, C X, Y’ C Y, Z Y and a bijection 
0 : X0 -+ Y, such that (x, u(x)) E N for all x E X, . 
For X’ = X, Y’ = Y, this result reduces to Theorem 6.4. 
6.3. De Bruijn’s Theorem on Intertwining Families 
Let E, I be given sets, and let ‘u = (Ai : i c I), b = (Bi : i E I) be two 
families of subsets of E, both indexed by I. We shall say that the two families 
are relatively$nite if each A intersects only a finite number of B’s and each B 
intersects only a finite number of A’s. Further, we shall say that ‘?I and !II 
intertwine if, for each natural number k < ] I / , 
(i) the union of any k A’s intersects at least k B’s; 
(ii) the union of any k B’s intersects at least k As. 
We are now able to formulate an analogue, established by de Bruijn [5] and 
later independently by Everett and Whaples [15], of Theorem 6.1.13 
THEOREM 6.6. Let E, I be arbitrary sets and let ‘?I, b be two relatively 
finite families of subsets of E, both indexed by I. Then B and 23 possess a common 
transversal if and only if they intertwine. 
lp We say that X = X1 U X2 is a ‘partition’ if X, n X, = 8. 
I8 Theorem 6.6 is, in fact, slightly more general than the result obtained by these 
writers. 
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When the index set is finite, this statement reduces to Theorem 6.1, except 
that the ‘two-sided’ form of the intersection condition now becomes redun- 
dant. 
To prove the theorem, we note that the existence of a common transversal 
implies that the families intertwine. To establish the converse, let N be a 
subset of I x I which is specified by the requirement that (z’,j) E N if and 
only if Ai n Bj # @ For i E I, write 
Since ‘u and 8 are relatively finite, each I’i is finite. Moreover, it follows by 
hypothesis (i) that the family (ri : i E I) satisfies s. Hence, by Theorem 2.3, 
this family possesses a system of distinct representatives; and so there is an 
injection 0 : I -+ I such that e(i) E I’i (i E I), i.e., (i, B(i)) E N for all i E I. 
By the same argument, with (ii) in place of (i), we infer the existence of an 
injection # : I + I such that (#(i), i) E N for all i E I. Hence, by Theorem 6.4 
(with X = Y = I), th ere exists a permutation u of I such that (i, u(i)) E N 
(i E I), i.e., Ai n B,,ci) f 0 (i E I). This establishes the assertion. 
In contrasting Theorems 6.1 and 6.6, we should note that the intersection 
condition in the latter theorem (but not in the former) has a ‘two-sided’ form. 
(The ‘one-sided’ analogue of Theorem 6.6 is false.) The reason for this 
difference is that an injection of a set into itself is necessarily a bijection if 
and only if the set is finite. 
6.4. Representation of Cosets 
Let H be a subgroup of a finite group G. It was shown by G. A. Miller [72], 
and independently by H. W. Chapman [8], that the family of left cosets 
and the family of right cosets of H in G possess acommon transversal. Both 
authors used quite advanced group-theoretic arguments, but the discussion 
was shifted on to combinatorial ground when van der Waerden [IO51 pointed 
out that the result in question is a trivial consequence of Theorem 6.2. 
Exactly the same reasoning enables us to extend this result by showing that, 
if H, K are subgroups of equal index of a finite group G, then the left cosets 
of H and the right cosets of K possess acommon transversal.14 This fact had 
been arrived at previously, with the help of group-theoretic methods, by 
G. Scorza [lOO]. 
It follows easily from Theorem 6.6 (or from a result in the theory of graphs 
due to KBnig and Valk6 [59]) that the theorem of Miller, Chapman, and 
I4 Needless to say, one can equally well consider two families of left (or of right) 
cosets. 
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van der Waerden can be extended to the case of an infinite group G and a 
finite subgroup H. Further, the conclusion is still valid if H is infinite but has 
a finite index. However, in this latter case, combinatorial methods do not 
suffice and we need to make use of arguments appropriate to the theory of 
groups (cf. [105]). 
There remains the case of an infinite subgroup H of G which has an 
infinite index. In this case left and right cosets need not possess a system 
of common representatives, as was demonstrated by the following counter- 
example in van der Waerden’s paper. Let 2 be the set of integers; tip0 the 
mapping x + px + a; G the group (with respect to multiplication of map- 
pings) of all ePo with rational p, a; and H the subgroup {0,, : n E 21. Then 
fL$f = Pz.zn : n E -3 
f&H = 04.zn+l : n E 21, 
He,, = {e,,, : n E 21. 
Thus &,H c HO 2,, t&H C HO,,; and it follows that the left and right cosets 
of l!l in G do not possess asystem of common representatives. 
The conclusions reached so far do not, of course, exhaust the problem since 
we can ask under what additional conditions the cosets of an infinite subgroup 
with infinite index will have the desired property. However, investigations 
beyond this point cannot be carried out in terms of combinatorial ideas and 
must take account of the group structure. For further results in this field, 
we refer to the papers of S. Shu [loll and 0. Ore [80]. 
6.5. Common Transversals with Defect 
In Section 3.3, we studied systems of distinct representatives with defect. 
Here the analogous notion will be considered for common transversals of 
two families of sets. 
We begin with a result established by Ore [79] in the course of research 
on the theory of graphs. As previously, we shall write z+ = max (z, 0). 
THEOREM 6.7. Let d, e be non-negative integers. Let (Ai : i E I), (B, : j E J) 
be two relatively finite families of subsets of a set E. Suppose that, for each natural 
number k < 1 I 1 , the union of any K A’s intersects at Zeast (k - d)+ B’s and 
that, for each natural number k < 1 J ) , the union of any k B’s intersects at 
least (k - e)+ A’s. Then there exist sets I, C I, Jo C J with 1 I - I,, ( < d, 
1 J - Jo 1 < e such that the families (Ai : i E I,,), (Bj : j E Jo) possess a common 
transversal. 
For d = e = 0, this result implies de Bruijn’s theorem (Theorem 6.6). 
The proof depends on a combination of Hall’s theorem, the Mapping 
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Theorem 6.5, and a technique similar to that used to establish Theorem 3.4. 
In outline, the argument (which is taken from [83]) runs as follows. We write 
N = {(i,j) : i E 1,j E J, A, n Bj # tl}, 
A, = {j E J : (&j) E N} (i E I), 
ri =A< uD (i E I), 
where D is any set with J n D = 0, j D 1 = d. By Theorem 2.3, there exists 
an injective mapping d : I - J u D with e(i) E ri for all i E I. It follows 
that there is a set I’ _C I with / I - I’ 1 < d and an injection 0 : I’ - J (the 
restriction of 0 to I’) such that (i, 0(i)) E N for all i E I’. By the same argument 
but with the roles of A’s and B’s reversed, we infer the existence of a set 
J’ _C J with 1 J - J’ / < e and an injection I,L : J’ 4 I such that (#(j), j) E N 
for all j E J’. Theorem 6.5 now shows that there exist sets I,, , J, with 
I’ C I, C I, J’ _C J, C J and a bijection u : I,, + J, such that (i, u(i)) E N 
for all i E I, . This establishes the assertion. 
When one of I, J is finite, then both are finite; and to prove Theorem 6.7 
in this case, we do not need to invoke a mapping theorem. Furthermore, the 
‘two-sided’ form of the intersection condition is no longer significant. 
Making use only of the finite case of Hall’s theorem, we easily establish the 
following result. Let (Ai : 1 < i < m) and (Bi : 1 < i < n) be two families 
of sets. Denote by d the least non-negative integer with the property that, for 
1 < k < m, the union of any k A’s intersects at least (k - d)+ B’s; and by 8 
the largest integer such that some subfamily of 8 A’s and some subfamily of d B’s 
possess a common transversal. Then L = m - d. As one of the consequences of 
this statement, we can deduce the following theorem of G. Kreweras [60].15 
THEOREM 6.8. Let (Ai : 1 < i < n) and (Bi : 1 < i < n) be families of 
pairwise disjoint sets. Denote by d the least integer such that, for 1 < k < n, 
the union of any k A’s intersects at least (k - d)+ B’s; and by r the least integer 
such that there exists a set of n + r elements which contains representing set+ 
of both families. Then d = r. 
Taking d = 0 in this result, we at once obtain a special case of Theorem 6.1. 
There are proofs of Theorem 6.8 (for instance, Kreweras’ own) different 
from that indicated here. Furthermore, a result which contains Theorem 6.8 
as a special case was derived by Dilworth [I l] from his decomposition 
theorem. 
I5 In fact, Kreweras’ formulation of Theorem 6.8 is slightly different, but it is easy 
to show that the two versions are equivalent. 
I6 For the definition of this term. see Section 1.1. 
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6.6. R-Maximality 
In Section 6.1 we considered the existence of a system of common distinct 
representatives of two finite families. To study this question in a more general 
setting, we shall now introduce the notion of ‘R-maximality.’ This notion 
and the results quoted below are taken from [83]. 
Let 2I = (Fi : i E I) be a family of subsets of a set E, and let b = (Pi : i E J), 
where J C I, be a subfamily of %. We shall say that B is an R-maximal 
subfamily of X if it possesses a system of distinct representatives and if no 
family 8’ = (Fi : i E J’) with J C J’ C I has this property. 
The following result can be deduced from the Mapping Theorem 6.5. 
THEOREM 6.9. Any two R-maximal subfamilies of X possess systems of 
distinct representatives with the same range. In particular, therefore, the index 
sets of any two R-maximal subfamilies of ‘11 have the same cardinal number. 
It is natural to seek conditions which would guarantee the existence of 
R-maximal subfamilies of a given family U. This question appears to be 
difficult, but we can state a partial result. 
THEOREM 6.10. Any family ‘u of Jinite subsets of E possesses an R-maximal 
subfamily. In fact, any subfamily b of ?I which has a system of distinct repre- 
sentatives is contained in an R-maximal subfamily of ‘u. 
The proof depends on a combination of Zorn’s lemma and the transfinite 
case of Hall’s theorem. 
VII. DOUBLY STOCHASTIC MATRICES AND 
DOUBLY STOCHASTIC PATTERNS 
In this section we shall be concerned with a special class of matrices. A 
finite or infinite square matrix is called doubly stochastic (d.s.) if its elements 
are real non-negative numbers and if all its row-sums and column-sums are 
equal to 1. By a diagonal of a square matrix, we shall understand a set of 
elements containing exactly one element from each row and each column. 
A diagonal will be said to be positive (nonzero) if all its constituent elements 
are positive (nonzero). 
7.1. BirkhoJP’s Theorem 
We begin with a result which is implicit is our earlier discussion. 
THEOREM 7.1. An n x n matrix A possesses a nonzero diagonal zf and 
only if, for each k = 1, 2, o**, n, any k rows of A contain between them nonzero 
elements from at least k columns. 
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The idea of the proof is the same as that used to establish Theorem 6.1 
(cf. also the argument in Section 5.1). The necessity of the stated condition 
is obvious, and the sufficiency follows from Hall’s theorem applied to the 
family (ri : 1 ,( i < n), where 
T,={j:l <j<n,a$j#o}. 
THEOREM 7.2. Evuy finite doubly stochastic matrix possesses a positive 
diagonal. 
This result was first established by Kijnig([53]; see also [58],238) nearly fifty 
years ago with the aid of the theory of graphs. Frobenius [22] gave another 
proof and Egerviry [ 131 generalized the theorem. In our view, Theorem 7.2 con- 
veys one of the most arresting results in the combinatorial analysis of matrices. 
Few mathematicians, in any case, would now endorse Frobenius’s contemp- 
tuous verdict (op. cit.) that it is ‘ein ganz spezieller Satz von geringem Werte.’ 
The proof is easy. Let A be a d.s. n x n matrix. Assume that, for some 
value of K in the range 1 < K < n, all positive elements in a certain set of 
K rows of A (say the first K rows) are contained in a set of K - 1 columns 
(say the first K - 1 columns). Then the sum of all elements in the k x (k - 1) 
top left-hand submatrix of A is K if reckoned by rows and at most K - 1 if 
reckoned by columns. We thus arrive at a contradiction, and the assertion 
follows by Theorem 7.1. It is equally easy to deduce Theorem 7.2 from 
Frobenius’s theorem (Theorem 5.2). However, no really simple ad hoc proof 
is known to us. The discovery of such a proof would certainly be of interest. 
A number of quantitative refinements of Theorem 7.2 have been found. 
Thus Marcus and Mint [68] proved that, if (akj) is a d.s. n x n matrix, then 
I? ak,w(k) 3 n-” 
k-l 
for some permutation r of 1, ***, n. Again, let pn = 4/n(n + 2) or 4/(n + 1)2 
according as n is even or odd. If (ax,) is a d.s. n x n matrix, then, by a theorem 
of Marcus and Ree [69], 
ak,dk) 2 PL, (1 < f3 < n) 
for some permutation n. This estimate (which is best possible) was established 
by an application of Frobenius’s theorem and could also have been based on 
Hall’s theorem. Both papers cited above contain a number of further results 
which assert, crudely speaking, that every finite d.s. matrix contains a diagonal 
in which the elements are not too small. 
Following Dulmage and Halperin [12] and making use of induction with 
respect to the number of positive elements of a d.s. matrix, we can easily 
derive from Theorem 7.2 a celebrated result due to G. Birkhoff [4]. 
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THEOREM 7.3. An n x n matrix belongs to the convex hull of the R x n 
permutation matrices if and only if it is doubly stochastic. 
This is one of the two fundamental results on d.s. matrices; the other is a 
theorem of Hardy, Littlewood, and Polya ([39], Theorem 46). Birkhoff’s 
own proof rests on combinatorial ideas and, in particular, on Hall’s theorem; 
but subsequently several other proofs were discovered. For bibliographical 
information, see [74]. 
7.2. Distribution of Positive Elements 
The prominent position of Theorem 7.2 in the argument leading to 
Birkhoff’s theorem suggests the problem of characterizing the distribution of 
positive elements in (finite or infinite) d.s. matrices. We shall here summarize 
briefly the principal results obtained in [82]. A square matrix Mwill be said to 
have a d.s. pattern if there exists a d.s. matrix A (of the same order as M) such 
that the nonzero elements of M and A occupy precisely the same positions. 
The solution of the problem for the finite case depends on Theorem 7.1 
and is entirely straightforward. 
THEOREM 7.4. Let M be a finite, nonzero, square matrix. Then the following 
statements are equivalent. (i) M has a d.s. pattern. (ii) Every non-zero element 
of M belongs to a nonzero diagonal. (iii) M cannot be reduced by means of 
permutations of rows and of columns to the form 
X0 
/I II Y 2 
where X is a square matrix and Y # 0. 
The discussion of the infinite case is, of course, harder. We first consider 
infinite but ‘line-finite’ matrices, i.e., matrices which have only a finite num- 
ber of nonzero elements on each line. J. R. Isbell [49] noted the following 
analogue of Theorem 7.1. 
THEOREM 7.5. An infinite line-@site matrix possess a nonzero diagonal 
if and only if, for each natural number k, any k rows contain between them non- 
zero elements from at least k columns and any k columns contain between them 
nonzero elements from at least k rows. 
The necessity of the stated condition is obvious; and sufficiency follows 
by an application of de Bruijn’s theorem (Theorem 6.6) if we denote the 
given matrix by M = (mdj), take I to be the set of natural numbers, E = I X I, 
and define 
Ai = {(i, j) : j E I, mij # 0} (i E I), 
Bi = {(i, i) : i E I, mij # 0} (j E I). 
556 MIRSKY AND PERFECT 
We may mention in passing that Theorem 7.5 is no longer valid for unre- 
stricted infinite matrices. 
From the above criterion it is possible to deduce the following analogue 
of Theorem 7.4. 
THEOREM 7.6. Let M be an infinite, line-jnite, nonzero matrix. Then the 
following statements are equivalent. (i) M has a d.s. pattern. (ii) Every nonzero 
element of M belongs to a nonzero diagonal. (iii) M cannot be reduced by means 
of permutations of rows and of columns to either of the two forms 
where XI , X2 are jnite square matrices and YI # 0, Yz # 0. 
Finally, exploiting an idea of Isbell [49], one can show that statements (i) 
and (ii) in the above theorem are still equivalent for unrestricted infinite 
matrices, although statement (iii) is no longer equivalent to them. The 
equivalence of (i) and (ii) implies, in particular, Isbell’s conclusion that 
every infinite d.s. matrix possesses a positive diagonal. Thus Theorem 7.2 
continues to hold for infinite matrices, 
We noted a few lines earlier that Theorem 7.5 ceases to be true for unre- 
stricted infinite matrices. Is it possible to devise a valid criterion for the 
existence of a nonzero diagonal in such a matrix ? The question is tantalizing 
but, as far as we can see, inaccessible to methods available at present, since 
it is equivalent to the problem of rehabilitating Hall’s theorem for a denu- 
merably infinite family of denumerably infinite sets. 
VIII. DISCRETE AND CONTINUOUS METHODS 
So far we have been dealing with discrete identities, and the notion of 
continuity has been absent from our discussion. In this last section of the 
survey, we propose to change our point of view and to indicate a treatment 
of combinatorial problems by the method of linear programming. We shall 
assume that the reader is familiar with the simplest notions relating to 
convex sets and with the duality theorem of linear programming, especially 
for the case of the transportation problem. A very clear and broadly based 
account of the theory of linear programming will be found in Gale’s book [28]. 
For a self-contained proof of the duality theorem, we refer to Gale’s paper [26]. 
8.1. Integral Convex Polytopes 
We begin with a few definitions. A convex polytope (in n-dimensional 
euclidean space) is the convex hull of a finite number of points. We shall 
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say that a convex polytope is integral if all its extreme points have integral 
coordinates. A rectangular matrix A will be called totally unimodular if the 
determinant of every square submatrix of A has one of the values 1, 0, - 1. 
The transpose of a totally unimodular matrix is, of course, again totally 
unimodular. 
It is not easy to recognize whether a given matrix is totally unimodular, 
but several sufficient conditions have been formulated by Hoffman and 
Kruskal [45], Heller and Tompkins [40], and P. Camion [7]. Below, we 
shall need to refer to one result of Heller and Tompkins, which we quote 
in the specialized form appropriate for our purpose. 
THEOREM 8.1. Let A be a rectangular incidence matrix with the following 
properties. (i) No row of A contains more than two positive elements. (ii) The 
columns of A can be partitioned into two sets C, , C, in such a way that, if any 
row of A contains two positive elements, the column of one of them is in C, while 
the other is in C, . Then A is totally unimodular. 
As we shall see in subsequent paragraphs, it is essential to possess criteria 
for deciding whether a convex polytope, which is defined by a system of 
inequalities, is integral. A comprehensive study of this question was carried 
out by Hoffman and Kruskal [45]. H ere we shall mention only one partial 
result. 
THEOREM 8.2. Let A be a rectangular, totally unimodular matrix and let 
b, b’, c, c’ be vectors with integral components. Then the convex polytope, defked 
as the set of all vectors x satisfying the relations 
is integra1.l’ 
b < Ax < b’, c < x < c’, 
This result is not difficult to derive from Cramer’s rule. For the full facts 
about integral convex polytopes, we refer to the paper of Hoffman and 
Krwkal (op. cit.). 
8.2. Application of Linear Programming 
Egervary, in his paper [13] mentioned earlier, showed that, for any n x n 
matrix A = (ai3) whose elements are non-negative integers, 
max 5 a,,c(i) = min 5 (A, + I”*), 
I=1 k=l 
I7 Inequalities between vectors are to be interpreted componentwise; and we 
naturally assume that the set of above inequalities is consistent. Further, the reader 
is reminded that if a subset of euclidean space is defined by means of linear inequal- 
ities and if it is bounded, then it is a convex polytope. 
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where the maximum on the left-hand side is taken with respect to all permu- 
tations 7r of 1, .a., n and the minimum on the right-hand side with respect 
to all sets of integers X, , ..., X, , pr , a.., pn which satisfy the conditions 
Ai + pj > aij (1 < i, i < n). rs From this result, Konig’s duality theorem 
follows very readily. Egervary’s proof is purely combinatorial, but it will 
become clear from the discussion below that the natural setting for this 
theorem is the theory of linear programming. Explicit use of linear inequali- 
ties in the treatment of combinatorial problems seems to have been made 
first by R. Rado in his paper [89]. Again, John von Neumann [78] invoked 
the theory of games-a discipline closely allied to linear programming-to 
discuss a particular combinatorial question, the ‘optimal assignment problem.’ 
These earlier papers may be regarded as to some extent anticipating the 
discovery, made some ten or twelve years ago and more or less independently 
by several mathematicians (e.g., Kuhn [61], [62]; Hoffman [43]; Motzkin 
[76]), that the theory of linear programming is an effective tool for fashioning 
combinatorial results. This method has been used since with considerable 
success, both to derive fresh results and to give new insight into familiar 
ones. Nevertheless, the scope and potentialities of the method are not yet 
fully understood. Nor does there exist a systematic exposition of this area of 
research, and unfortunately much of the work that has been done is either still 
unpublished or else not easily accessible. The most valuable source of 
information remains Hoffman’s expository article [44]. 
To illustrate the use of linear programming in a particularly simple case, 
we shall give another proof of Konig’s duality theorem (Theorem 5.1). 
The discussion here is based on the preface to [63]. (Cf. also Kuhn’s ‘Hun- 
garian method’ developed in [62].) We first recall the form of the duality 
theorem of linear programming for the case of the ‘transportation problem’. 
Let A = (Q) be an m x n matrix and let ri (1 < i < m), sj (1 <i ,< n) be 
non-negative numbers. Write 
M* = max f f UijXij , 
i=l j=1 
where the variables are subject to the constraints 
I8 For a proof of a slightly more general statement, see [36], 67-68. 
SYSTEMS OF REPRESENTATIVES 559 
where the variables are subject to the constraints19 
% >, 0, q 20, ui + vi > aij (1 <i < m, 1 <j < n). 
Then M* = M, . 
To deal with K&rig’s duality theorem, we assume (as may be done without 
loss of generality) that A = (aij) is an m x n incidence matrix. Then EL*, 
the maximum number of independent positive elements in A, can be expres- 
sed in the form 
p* = max f i a&i*, 
i-l j-1 
where the maximum is taken with respect to the class of incidence matrices 
(fi5) having at most one positive element in each row and in each column. 
Now, an easy deduction from Birkhoff’s theorem (Theorem 7.3) shows that 
the convex hull of all matrices (fcj) is identical with the class of all real 
m x rz matrices (Q) whose elements satisfy the conditions 
Since a linear form on a convex polytope attains its maximum at an extreme 
point, we now have 
where (xii) is subject to the conditions stated above. (This conclusion follows 
equally from Theorems 8.1 and 8.2.) Hence, by the duality theorem in the 
form stated a few lines earlier, 
P* = min ($fl ui + i q) , 
j=l 
where the variables are subject to the conditions 
ui z 0, vj z 0, Ui + Vj > aii (1 <i<m,l <jjrz). 
It is plain that these conditions can be rewritten in the form 
1 > ui 3 0, 1 > vj > 0, 2 3 246 + Vj 3 aij 
(1 < i < m, 1 <j < n). 
I” It is plain that both M* and M* exist and are finite. 
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These inequalities define a convex polytope (in euclidean space of m + n 
dimensions), and it follows from Theorems 8.1 and 8.2 that this polytope 
is integral. Consequently, all coordinates of its extreme points have the 
values 0 or 1. Now the minimum of a linear form on a convex polytope is 
attained at an extreme point, and thus in the expression for p* it is sufficient 
to consider the U’S and U’S taking the values 0,l only and satisfying the inequal- 
ities ui + vi 3 aij (1 < i < m, 1 ,( j < zz). It follows that 
CL * = min (I 1 I + I J I), 
where the minimum is taken with respect to all I _C (1, .~a, m} and all 
J C{l, . . . . n} subject to the condition that at least one of the relations i E I, 
j E J, is valid whenever aij = 1. Thus ,u* = p* , where pu* denotes the 
minimum number of lines containing all positive elements of A. 
Let us summarize the principal steps in the above argument. We begin 
with a combinatorial question which can be put in the form of an extremum 
problem-in the present case we ask for the maximum number of independent 
nonzero elements in a given matrix. Next, we ‘embed’ our question in a 
linear program in such a way that the value of the program is equal to the 
solution of the original combinatorial question. We then apply the duality 
theorem and express this solution as the value of the dual program. Finally, 
it may be possible to convert the dual program into another extremum prob- 
lem of the combinatorial type. We then obtain the equality of two quantities 
defined in combinatorial terms. Such is the broad outline of the method, 
though in more significant applications some additional difficulties have 
normally to be overcome. 
The use of linear programming has not, of course, the merit of brevity, but 
it leads to new results and reveals fresh aspects of combinatorial problems. 
To give some instances, let us begin by considering the following theorem of 
W. Vogel [104]. 
THEOREM 8.3. Let A be an m x n incidence matrix and let ri (1 < a’ < m), 
si (1 <j < n) be non-negative integers. Then the maximum number of l’s 
in A such that, for 1 ,( i < m, at most ri are chosen from the ith row and, for 
1 < j < n, at most sj are chosen from the jth column is equal to 
where the minimum is taken with respect to allsubsets I, J of { 1, .**, m}, (1, ..., n}, 
respectively. 
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Kijnig’s duality theorem is, of course, an easy corollary of Theorem 8.3, 
and the Gale-Ryser criterion (Theorem 3.6) too, can be deduced without 
difficulty from this result. Vogel has indicated two proofs of Theorem 8.3, 
one constructive [104] and the other based on linear programming [103]. 
We may also note that Dantzig and Hoffman [lo] used the theory of linear 
programming to give a new treatment of Dilworth’s decomposition theorem 
(Theorem 5.3), and that Dantzig and Fulkerson [9] relied on the same tech- 
nique to prove the ‘max-flow min-cut’ theorem20 originally established by 
Ford and Fulkerson ([17]; see also [19] and [28]). 
8.3. Constrained Systems of Representatives 
The applications of linear programming mentioned in the preceding 
paragraph do not, by any means, exhaust the list; and we shall next review 
briefly a number of results of the type of Hall’s theorem, i.e., results which 
assert that, under suitable conditions, the sets of a family possess representa- 
tives (or subsets) which satisfy certain constraints. Statements of this type 
already considered are Theorems 2.2, 3.2, 3.3, 4.2, and 4.6. 
Possibly the most natural generalization of Hall’s problem was put forward 
by \‘ogel [103], whose conclusion (reached with the aid of linear program- 
ming) may be stated in the following terms. 
THEOREM 8.4. Let Y, s be positive integers and let (ri : 1 < i < n) be a 
family of subsets of a set E = {xi , **., x,>. Then there exist sets Xi (1 < i < n) 
with Xi C I’i , 1 Xi 1 = s (1 < i < n) and such that no xk belongs to more than 
rXj’sifandonZyif,foreachFCEandeachIC{l, ..-,n}, 
C ( I’i CT F / > s 1 I ( + I 1 F 1 - rm. 
te1 
For the special case r = s = 1, we obtain a necessary and sufficient con- 
dition, different from &Y, for the existence of a system of distinct representa- 
tives of (ri : 1 < i < n). The equivalence of the two conditions can, however, 
be easily established. Results related to Theorem 8.4 were obtained by 
H. G. Kellerer [50]. 
We next turn to an investigation of Hoffman and Kuhn ([47]; see also [19]). 
This is concerned with a system of distinct representatives whose intersection 
with each member of a given partition of the fundamental set has a cardinal 
number lying between preassigned bounds. 
to This theorem is closely allied to a duality theorem of K. Menger on graphs [71]. 
An easy proof of Menger’s theorem was given by T. Griinwald [32]. 
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THEOREM 8.5. Let (ri : 1 < i < n) be a family of subsets of E; let 
E = E, u ..a u E, be a partition of E into pairwise disjoint subsets; and let 
a, , bk be integers such that 0 < ak < 6, (1 < k < p). Then there exists a 
system G of distinct representatives of (ri : 1 ,( i < n) whose range G* satisjies 
the inequalities 
a,<l~*n&<h (1 <k <<p> 
if and only if the relation 
is validfor each pair I, J of subsets of (1, .*a, n}, (1, . . ..p}. respectively. 
Hall’s theorem follows from this result if we take ak = 0, b, = n for all k. 
Another special case is Theorem 4.2 on systems of distinct representatives 
whose range contains certain preassigned elements. 
Next, let X be a family of elements whose range belongs to a set E. For 
x E E, we shall denote by v(X; X) the frequency of occurence of x in X. Ford 
and Fulkerson [18] used their max-flow min-cut theorem to obtain the fol- 
lowing result (which could also have been derived by means of linear pro- 
gramming, or as a consequence of Theorem 8.5). 
THEOREM 8.6. Let (ri : 1 < i < n) be a family of subsets of a set 
E={x,;.., xm}, and let a, , b, be integers such that 0 < a,. < b, (1 < r < m). 
Then (ri : 1 < i < n) possesses a system X of representatives such that 
if and only if 




a,, C b.1 
zel WI!-/ 
for each subset I of {I, *-*, n}. 
Theorem 2.1 and 4.2 follow once again as special cases. It should also be 
recorded that Ford and Fulkerson (op. cit.) obtained similar results involving 
common systems of representatives of two families of sets. 
8.4. Assessment of the Role of Linear Programming 
The series of theorems described in Sections 8.2, 8.3 illustrates the power 
of the duality theorem of linear programming in combinatorial analysis. 
However, as we have already indicated, its precise scope is as yetfar from 
clear and the relation between ‘discrete’ and ‘continuous’ arguments is still 
only imperfectly understood. Thus, for example, Birkhoff’s theorem (Theo- 
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rem 7.3) was derived from Hall’s in Section 7.1; it could also have been ob- 
tained, as was shown by Hoffman and Wielandt [48], by invoking the proper- 
ties of convex polytopes. At present it is not possible to say whether this is a 
fortuitous fact or whether there exists an intrinsic connection between the 
two methods. Most of the results of the present section are amenable to 
combinatorial treatment (see [44], Section 4) though many were, in fact, 
discovered by the technique of linear programming. There is, however, one 
very general result of Hoffman ([44], Section 5) for which no purely combina- 
torial treatment is available at present. This result (of which no proof has as 
yet been published) implies a good many other results discussed in this 
survey. For the sake of simplicity, we shall state it in a somewhat truncated 
form. 
THEOREM 8.7. Let (ri : 1 < 1 < n) be a furnib of subsets of 
E = {x1 , em., x,), and denote by A the incidence matrix de$ned by these sets 
and elements. For I L (1, em*, n}, 1 < r < m, write 
v,(I) = ( {i : i E I, x, E ri} ) . 
Let ad , 6, (1 < i < n), cj (1 < j < m) be integers such that ai < 6, (1 < i < n) 
and c, >, 0 (1 <j < m). 
Suppose that A is totally unimodular. Then there exist integers ui (1 < j < m) 
which satisfy 
0 < Uj < Cj (1 <j < 4, ai < c u, f  bi (1 < i < A) 
WJ-i 
if and only if, for any disjoint subsets I, J of {l, *se, n}, the relations 
I +(I) - v,(J) I d 1 (1 < r < m) 
imply the inequality 
In the present state of knowledge it is impossible to say with certainty 
whether linear programming is capable of yielding combinatorial results 
which are inaccessible to combinatorial arguments. It is, however, a matter 
of historical record that the theory of linear programming (and the related 
theories of integral linear programming and of flow in networks; cf. [28], 
[19]) have imparted a powerful impetus to combinatorial studies. Indeed, 
the use of the duality theorem and of similar techniques probably 
constitutes one of the most important advances in this area of research; 
but it is evident that much work is needed before the present very confused 
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situation can be clarified. If  we had to hazard a guess, we would be inclined 
to say that the introduction of linear programming into combinatorial mathe- 
matics will ultimately come to be regarded as a development analogous to the 
exploitation of the resources of analysis in the study of ‘discrete’ questions 
of the theory of numbers. 
NOTE ADDED IN PROOF 
(1) In a paper which is to appear in the Quart. r. IMath. (Oxford), one of us (H.P.) 
has given a simple proof of the theorem of Mendelsohn and Dulmage (Theorem 4.1). 
(2) Since writing the present survey, we have noticed that the condition stated at 
the end of Section 6.1 is not sufficient to ensure the existence of a system of common 
distinct representatives of three families. 
(3) We have recently used the concept of independence (cf. Section 4.2) and one 
of its realizations to study a number of questions relating to systems of representatives. 
Our method leads, in particular, to an easy proof (based on Rado’s Theorem 4.4) 
of the theorem of Ford and Fulkerson (Theorem 6.3). We have also obtained a trans- 
finite extension of the theorem of Mendelsohn and Dulmage. We hope to publish 
the results of this investigation in a separate paper. 
(4) We have now realized that Theorem 6.5 is an easy consequence of a result of 
B. Knaster and A. Tarski; see Ann. Sot. Polon. Math. 6 (1927), 133. Also cf. Ore [Sl], 
Theorem 7.4.1. 
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