Abstract. In this paper, we prove the local well-posedness of the water wave problem with surface tension in the case of finite depth by working in the Eulerian setting. For the flat bottom, as surface tension tends to zero, the solution of the water wave problem with surface tension converges to the solution of the water wave problem without surface tension.
1. Introduction 1.1. Presentation of the problem. In this paper, we are concerned with the motion of an ideal, incompressible, irrotational gravity fluid influenced by surface tension on its surface in the case of finite depth. We restrict our attention to the case when the surface is a graph parameterized by a function ζ(t, X) where t denotes the time variable, and X = (X 1 , ..., X d ) denotes the horizontal spacial variables. The bottom of fluid is parameterized by a function b(X). We denote the fluid domain at time t by Ω t . The motion of the fluid in Ω t is described by the incompressible Euler equation ∂ t V + V · ∇ X,y V = −ge d+1 − ∇ X,y P in Ω t , t ≥ 0 (1.1)
where −ge d+1 = (0, · · · , 0, −g) denotes the acceleration of gravity and V = (V 1 , ..., V d , V d+1 ) denotes the velocity field (V d+1 is the vertical component). The incompressibility of the fluid is expressed by div V = 0 in Ω t , t ≥ 0, (1.2) and the irrotationality means that
Assume that no fluid particles are transported across the surface. At the bottom, this is given by and is given by
where V n = n + · V | y=ζ(X) , with n + := 1 √ 1+|∇ X ζ| 2 (−∇ X ζ, 1) T denoting the outward normal vector to the free surface. With surface tension, the pressure at the surface is given by P | y=ζ(t,X) = −κ∇ X · ( 6) where κ > 0 is the surface tension coefficient. The above problem is known as the water wave problem. Concerning 2-D water wave problem, when surface tension is neglected and the motion of free surface is a small perturbation of still water, one could check Nalimov [16] , Yosihara [20] and W. Craig [9] . In general, the local well-posedness of the water wave problem without surface tension was solved by S. Wu [18, 19] in the case of infinite depth and see also Ambrose and Masmoudi [4, 5] for a different proof. More recently, D. Lannes [13] considered the water-wave problem without surface tension in the case of finite depth by working in the Eulerian setting. We should mention some recent results concerning the rotational water wave problem [15, 8, 17, 22] .
The purpose of this paper is to study the water wave problem with surface tension and zero surface tension limit in the case of finite depth. Although it seems possible to adapt the method of Ambrose and Masmoudi [4, 5] to the case of finite depth, we choose to work in the Eulerian setting as in [13] , since it's the easiest to handle, especially when the asymptotic properties of the solutions are concerned [2, 7] . On the other hand, the water wave problem can be reformulated as a Hamiltonian system in the Eulerian coordinates [21] . To exploit the theory(for example, canonical transformation theory) in the Hamiltonian mechanics, it is natural to use the coordinates in which the water wave problem has a Hamiltonian structure.
1.2. Presentation of the result. As in [13] , we use an alternative formulation of the water wave system (1.1)-(1.6). From (1.2) and (1.3), there exsits a potential flow function φ such that V = ∇ X,y φ and ∆ X,y φ = 0 in Ω t , t ≥ 0.
(1.7)
The boundary conditions (1.4) and (1.5) can be expressed in terms of φ ∂ n − φ| y=b(X) = 0, for t > 0, X ∈ R d , ( 8) and ∂ t ζ − 1 + |∇ X ζ| 2 ∂ n + φ| y=ζ(X) = 0, for t > 0, X ∈ R d , (1.9)
where we denote ∂ n − := n − · ∇ X,y and ∂ n + := n + · ∇ X,y . The Euler's equation (1.1) can be put into Bernoulli's form ∂ t φ + 1 2 |∇ X,y φ| 2 + gy = −P in Ω t , t ≥ 0.
(1.10)
We next reduce the system (1.7)-(1.10) to a system where all the functions are evaluated at the free surface only. For this purpose, we introduce the trace of the velocity potential φ at the free surface ψ(t, X) := φ(t, X, ζ(t, X)), and the (rescaled) Dirichlet-Neumann operator G(ζ, b)(or simply G(ζ)) G(ζ)ψ := 1 + |∇ X ζ| 2 ∂ n + φ| y=ζ(t,X) .
Taking the trace of (1.10) on the free surface, the system (1.7)-(1.10) is equivalent to the system
which is an evolution equation for the height of the free surface ζ(t, X) and the trace of the velocity potential on the free surface ψ(t, X). Our results in this paper will be given for this system. We will essentially follow the framework of [13] . It is well-known that Taylor's sign condition is a necessary condition for well-posedness of the water-wave system without surface tension [10, 12] . It is unnecessary for the system with surface tension due to the "smoothing effect" of surface tension. Due to the derivative loss in the system (1.11), we will use Nash-Moser iteration to solve (1.11). The key step is to obtain the well-posedness and the tame estimates of the soluion to the linearized equations of (1.11):
where a, v are smooth functions, the source terms (
As usual(find a change of unknowns which symmetrizes the system (1.12)), if we try to use the energy functional
we have to deal with some singular terms like , since the commutator [G, −A] is an operator of order 2. Fortunately, we find an important fact that the main part of the DirichletNeumann operator G is similar to that of the operator A. Formally, if the main part of G is the same as that of the operator A, we expect that [G, −A] becomes an operator of order 1. In order to use this fact, we need to introduce a more complicated energy functional
On the other hand, to obtain the tame estimates of the solution, we rely heavily on some sharp pseudo-differential operator estimates obtained in [14] . Now we state our results as follows.
Then there exist T > 0 and a unique solution (ζ, ψ) to the water-wave system (1.11) with the initial condition (ζ 0 , ψ 0 ) and such that (ζ,
For the flat bottom, we also obtain the zero surface tension limit. Theorem 1.2. Let b = −1 and (ζ 0 , ψ 0 ) satisfy the same assumptions as Theorem 1.1. Assume that the surface tension coefficient κ is sufficiently small. Then there exist T > 0 independent of κ and a unique solution (ζ κ , ψ κ ) to (1.11) with
. Moreover, as κ tends to zero, the solution (ζ κ , ψ κ ) converges to the solution (ζ, ψ) of (1.11) with κ = 0. Remark 1.3. In [13] , D. Lannes proved the well-posedness of the water wave problem without surface tension under the following condition on the bottom 13) where Π b is the second fundamental form of Γ b , and V 0 is the velocity field associated to ψ 0 . In the case of nonzero surface tension, we don't need this extra condition (1.13).
Remark 1.4. Under the condition (1.13), D. Lannes proved the Lévy condition in the case of zero surface tension. However, we don't know whether the Lévy condition still holds for small surface tension under (1.13) . This is the reason why we restrict Theorem 1.2 to the case of the flat bottom.
Organization of the paper. In section 2, we prsent a tame elliptic estimate on a strip. In section 3, we review some sharp pseudo-differential operator estimates, and then introduce an important elliptic operator and study its properties. Section 4 is devoted to the study of the Dirichlet-Neumann operator.
In section 5, we prove the well-posedness of the linearized water-wave equations and the tame energy estimates of the solution. In section 6, we solve the fully nonlinear equations by using Nash-Moser iteration and study zero surface tension limit.
1.3. Notation. We list some notations we will use throughout this paper: -C denotes some numerical constant which may change from one line to another. If the constant C depends on λ 1 , λ 2 , ..., we simply denote it by C(λ 1 , λ 2 , ...).
-We denote by m 0 the first integer strictly larger then
the set of bounded and continuous on R d functions together with their derivatives of order less than or equal to k. We also denote C 
and H k (U) respectively. When no confusion can be made we omit U.
Elliptic boundary value problem on a strip
Assume that Ω = {(X, y) ∈ R d+1 , b(X) < y < a(X)}, where a(X) and b(X) satisfy
We study the boundary value problem of the form
where h is a function defined on Ω, f, g are functions defined on R d , and ∂ n − u| y=b(X) denotes the normal derivative of u at the boundary y = b(X).
We denote by S = R d ×(−1, 0) a flat strip. We denote by S a diffeomorphism from S to Ω, which is of the form
where s( X, y) = −b( X) y + (1 + y)a( X).
Using the diffeomorphism S, the elliptic equation −∆ X,y u = 0 on Ω can be equivalently formulated as a variable coefficients equation P u = 0 on S. More precisely, 
Moreover, one has for all Θ ∈ R d+1 ,
.
The following tame estimate of the coefficient matrix P will be frequently used in the subsequence: for any k ∈ N
which can be deduced by using Hölder inequality and interpolation argument (see also Appendix A in [13] ). We next present the tame elliptic estimate of the following variable coefficients elliptic equation:
where ∂ e P n denotes the conormal derivative associated to P ∂ e P n u| y=−1 = e d+1 · P ∇ X,y u| y=−1 .
Proof. This is a direct corollary of (2.2) and Theorem 2.9 in [13] .
Sharp pseudo-differential operator estimates
Let us firstly recall some tame pseudo-differential operator estimates from [14] which play an important role in the energy estimates.
Definition 3.1. Let m ∈ R, p ∈ N and let Σ be a function defined over R
We have the following tame pseudo-differential operator estimates:
For n ∈ N, we define σ 1 ♯ n σ 2 as
and the Poisson bracket {σ 1 , σ 2 } n as
We have the following tame composition and commutator estimates:
. Assume moreover that Σ 1 and Σ 2 are n-regular at the origin. Then for all s ∈ R such that min{−t 0 ,
We only need to notice the following two facts: Firstly, since S is a flat strip, there exists a linear extension operator E :
Secondly,
where σ(X, y, ξ) = Σ((Ev)(X, y), ξ).
We next introduce an elliptic differential operator Λ a defined by
which will appear in the energy functional. Later, we will find that the operator Λ a is similar to the main part of the Dirichlet-Neumann operator G(a, b). Here the repeated index denotes the summation. In what follows, we denote by C k (s) a constant depending on k and |a| H s .
Since lemma can be easily proved by using Hölder inequality and interpolation argument(see Appendix A in [13] ), we omit its proof here.
Proof. We use an inductive argument on k. Let us firstly prove the case of k = 1. We can rewrite Λ a as
Then we have
which together with (3.1) gives
from which and Kato-Ponce commutator estimate, it follows that
Again, by (3.2) we get
Now let us inductively assume that for 1
Then we get by the induction assumption that
While by (3.3) and Kato-Ponce commutator estimate, we have that for any |α| = 2(k − 1)
and by interpolation,
which together with (3.4) and (3.5) imply the lemma.
Similarly, we can also obtain
A similar estimate also holds for |σ
In the energy estimates, we need to deal with the following commutator
where the operator P a is defined by
By a simple calculation, we find that the operator P a can be written as
for some two smooth functions h 1 , h 2 . So, we arrive at
Proof. By (3.6), we have
from which, we get by using Hölder inequality and interpolation argument that
Summing up (3.7) and (3.8), we conclude the lemma.
The Dirichlet-Neumann operator
Assume that the fluid domain Ω is of the form
where a(X) and b(X) satisfy (2.1). We consider the boundary value problem
Definition 4.1. Let k ∈ N, and a, b ∈ W 2,∞ (R d ) satisfy the condition (2.1). We define the Dirichlet-Neumann operator to be the operator G(a, b) given by
where u is the solution of (4.1).
As in section 2, we can associate the elliptic problem (4.1) on Ω to a problem on a strip S:
We denote by f b the solution of (4.2). Then we have
In what follows, we firstly recall some properties of the Dirichlet-Neumann operator from [13] . Let us introduce some notations. When a bottom param-
is given, we write B = |b| W k,∞ . For all r, s ∈ R, we denote by M(s)(resp. M r (s)) constants which depend on B and |a| H s (resp. r, B and |a| H s ).
ii. The operator is positive:
iii. We have the estimates for f, g ∈ S(R d ):
, wherep is given in Lemma 2.1.
Define the operator
where g a (X, D) is a pseudo-differential operator with the symbol
We have the following tame estimate for R a :
Remark 4.5. The case when k = 0, −1 was proved in [13] . To obtain the tame estimate for general k, we need to use the approximate solution of (4.2) constructed in [13] and the tame pseudo-differential operator estimates from [14] . Proposition 4.4 also tells us that g a (X, D) is the main part of the DirichletNeumann operator G(a, b).
Let us firstly recall the approximate solution of (4.2) constructed in [13] . Write P given by Lemma 2.1 as
where η ± (X,ỹ, D) are pseudo-differential operators with symbols
Moreover, η + satisfies
where C + is a positive constant depending on h 0 , p, |b| 1,∞ and |∇ X a| H m 0 . Therefore, there exist functions
The approximate solution f 
We use the trace theorem and (2.2) to get 
From Prop. 2.2, it follows that
Now it remains to estimate the right hand side of the above inequality.
Step 1. Estimate of h 1 app . We set
Then we find that
Therefore, we obtain
By (2.2), the first term of the right hand side is bounded by
By Prop. 3.2-3.3 and (2.2), the other two terms are bounded by
So we get
which implies that
where
|D|) is a pseudo-differential operator of order 0. By Prop. 3.2, we get
which together with (4.5) gives
where we used the fact that
Step 2. Estimate of h 2 app . By the definition, we have
We get by Prop. 3.2 and (2.2) that
and by Prop. 3.3 and (2.2)
from which and (4.7), it follows that
Step 3. Estimate of ∂P n f b app |ỹ =−1 . We rewrite it as
Note that the symbol σ app (X, −1, ξ) is a smooth symbol, we get by Prop. 3.2 and (2.2) that
which leads to
Summing up (4.6),(4.8) and (4.9), we obtain
The proof of Proposition 4.4 is finished.
We next prove a tame commutator estimate which plays a key role in the energy estimate. It should be pointed out that we don't need this kind of estimates in the case of zero surface tension.
Remark 4.7. The above result seems surprising, since [σ a G(a, b)σ a , Λ k a ] should be an operator of order 2k . However, thanks to special form of the operator Λ a , the main part of σ a G(a, b)σ a is the same as that of Λ a so that it becomes an operator of order 2k − 1, which is a key point of this paper.
The proof of Theorem 4.6 is very technical and will be divided into two parts. In the first part, we deal with the commutator estimate between the main part of G(a, b) and Λ a which can be obtained by using pseudo-differential operators calculus. In the second part, we deal with the commutator estimate between the remainder of G(a, b) and Λ a which relies on the construction of the approximate solution of the variable coefficients elliptic equation on a flat strip.
).
Proof. We write
Furthermore, we find that
With this identity, the lemma can be deduced from Prop. 3.2-3.3.
Proof. Let τ 1 , τ 2 be as in Prop. 4.4. We write
From the proof of Prop. 4.4, we find that
app . So we get by Prop. 3.3 and (2.2) that
where we used the fact that(see also (4.6))
Similarly, we have
This completes the proof of Lemma 4.9.
Proof. Note that
Firstly, we get by Prop. 3.3, (2.2) and (4.10) that
We now estimate the term
. By the trace theorem, it suffices to estimate (Λ a f )
together with the following boundary conditions
We get by Prop. 2.2 that
Following the proof of Step 3 in Prop. 4.4 and (4.11), we find that
By the definition of h, we have
We get by Lemma 4.9 that
and by the proof of Proposition 4.4,
and
By Prop. 3.3, (2.2) and (4.7), the first term above is bounded by
By the definition of σ app in Prop 4.4, we rewrite it as
|D|) is still a pseudo-differential operator of order 0, we thus get by Prop. 3.2, (2.2) and (4.7) that
On the other hand, we can show by using Bony's paraproduct decomposition [7] that for any
which together with (4.14) gives
So, we get
from which, we get by Prop. 3.2-3.3, (2.2) and (4.7) (for the last term, we need to use a similar argument leading to (4.15)) that
Summing up (4.12-4.13) and (4.16-4.17), we obtain
Thus, we have
from which and (4.11), we conclude the lemma.
Now we are in a position to prove Theorem 4.6.
Proof of Theorem 4.6. By the definition of G (a, b) ,
Using Lemma 3.5 and Lemma 4.8, we get by the interpolation argument that
And by Lemma 3.5, Prop. 4.4, Prop. 3.3 and Lemma 4.10, we have
This completes the proof of Theorem 4.6.
The linearized water wave equations
5.1. The linearized system. We rewrite the water wave equations (1.11) as
We will linearize the system (5.1) around an admissible reference state in the following sense:
and if moreover
where y = b(X) is a parameterization of the bottom.
The linearized operator L associated to (5.1) is given by
with Z = Z(U), A = A(U ) and v = v(U), and for all U = (ζ, ψ) T smooth enough
According to Theorem 3.20 in [13] , we have
so that L becomes
3) where
5.2.
Well-posedness of the linearized system. We consider the linearized system
We obtain the following well-posedness and tame energy estimates of (5.4).
Proposition 5.2. Let T > 0 and U be an admissible reference state. Assume that
2 ) to (5.4) and for all k ∈ N, there exists a constant C k such that
, and q 0 is a constant depending only on d. Moreover, if M satisfies the Lévy condition 5) there exists a constant C k independent of κ such that
Proof. As the existence of solutions to (5.4) follows from the a priori estimates for the approximate solutions( which can be constructed by a parabolic regularization as in [13] ), here we only present the a priori tame estimate to smooth enough solutions of (5.4). We rewrite the linear system (5.4) as
where we write G for G(ζ). We introduce the following energy functional E k (V ) defined by
Fix a constant λ > 0 to be determined later. We have
Let us begin with the estimates of I 1 − I 7 .
Estimtates of I 2 + I 3 .
By Lemma 3.5, we have
Using the first equation of (5.6), we rewrite I 22 as . We have
By the definition of A,
so we get
We rewrite II 1 as
By Lemma 3.5, Prop. 4.2 and Thm. 4.6, we have
Now, we decompose II 2 as
We get by Lemma 3.5 and Prop. 4.2 that
We write II 22 as
. As in (5.16), we have
We write II 23 as
We write II 24 as
24 . As in (5.16), we have
And from the above calculations, we find that
and we also have
from which, we get where φ is a solution of the elliptic equations −∆ X,y φ = 0 on Ω(t), φ| y=ζ(t,X) = −ψ(t, x), ∂ n − φ| y=b(X) = 0.
If the admissible reference U solves the water wave problem (5.1) at time t 0 , we find from the proof of Proposition 4.4 in [13] Proof. Note that −∆ X,y P = ∆( √ 1+|∇ X ζ(t 0 ,X)| 2 ), ∂ n − P | y=−1 = g. From (5.25), it suffices to prove that if κ is sufficiently small, there exists a constant c 0 such that −∂ n + P | y=ζ(t 0 ,X) ≥ 2c 0 . We will follow the argument of Lemma 4.1 in [19] . We denote by Γ t the free surface, and by Γ b the bottom. Then there exist T > 0 and a unique solution (ζ, ψ) to the water-wave system (1.11) with the initial condition (ζ 0 , ψ 0 ) and such that (ζ,
We will use a simplified Nash-Moser theorem in [3] to solve (1.11). We rewrite the water wave equations (1.11) as ∂ t U + F (U) = 0, U(0, x) = U 0 (x), (6.1) where U = (ζ, ψ) T and F (U) = (F 1 (U), F 2 (U) T with F 1 (U) and F 2 (U) given by (5.2) . In order to use Theorem 1(with ε = 1, L = 0) in [3] , we firstly verify the assumptions on the nonlinear operator F (·). Assume that U is an admissible reference state. Note that U dose not necessarily belong to Sobolev space because ψ| t=0 is not necessarily in a Sobolev space (though its gradient is). In what follows, we use |U| H a to denote the quantity . a subsequence of {U κ } κ>0 which converges weakly to some U. By a standard compactness argument, we can prove that U is a solution of (6.1) with κ = 0.
