A deep neural network (DNN) based power control method that aims at solving the non-convex optimization problem of maximizing the sum rate of a fading multi-user interference channel is proposed. Towards this end, we first present PCNet, which is a multi-layer fully connected neural network that is specifically designed for the power control problem. A key challenge in training a DNN for the power control problem is the lack of ground truth, i.e., the optimal power allocation is unknown. To address this issue, PCNet leverages the unsupervised learning strategy and directly maximizes the sum rate in the training phase. We then present PCNet+, which enhances the generalization capacity of PCNet by incorporating noise power as an input to the network. Observing that a single PCNet(+) does not universally outperform the existing solutions, we further propose ePCNet(+), a network ensemble with multiple PCNets(+) trained independently. Simulation results show that for the standard symmetric K-user Gaussian interference channel, the proposed methods can outperform state-of-the-art power control solutions under a variety of system configurations. Furthermore, the performance improvement of ePCNet comes with a reduced computational complexity.
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I. INTRODUCTION
I NTERFERENCE management has increasingly become the bottleneck of the overall system performance in today's wireless network, largely due to the dense deployment of base stations and mobiles, which creates a heavily interfering environment. Because of the broadcast nature of the wireless medium, the transmit power of a sender not only serves the purpose of information delivery to the intended receiver, but also inadvertently creates interference to other receivers. Hence, the transmit power needs to be carefully controlled to manage the interference and enhance the overall system performance.
Research over the past decade has shown that significant performance gain can be achieved by power control [2] , [3] . In this paper, we focus on the power control problem of maximizing the sum rate of a multi-user interference channel, where each receiver is restricted to treating interference as noise (TIN). This problem (including some of its variations) is generally NP-hard, and has been investigated for decades. Due to its non-convex nature, state-of-the-art solutions in the literature often involve either exhaustive search (explicitly or implicitly) [4] , [5] or iterative optimization of some approximate sub-problems [2] , [6] - [8] . Performance, convergence, and complexity issues hinder the practicality of these solutions. In particular, how to achieve efficient power control when the number of users is large remains an open problem.
This work addresses power control from a different perspective. Instead of directly tackling the non-convex optimization problem in an analytical fashion, we leverage the recent advances in deep learning to investigate whether a data-driven method can achieve better performance with lower complexity. In particular, the proposed approach establishes a connection between the sum-rate maximization problem and minimizing a loss function in training a deep neural network (DNN), and relies on the efficient network training and ensembling mechanism to achieve near-optimal power control.
Deep learning has had great success in computer vision, natural language processing and some other applications. Recent results also show that deep learning can be a promising tool for solving difficult communication problems, such as channel decoding [9] , [10] , radio signal classification [11] , and channel estimation [12] . For the considered power control problem, Sun et al. [13] recently proposed a neural network based method, in which the network is trained with the power control results of weighted sum mean-square error minimization (WMMSE) [8] serving as the ground truth. This method has lower computational complexity compared to the original WMMSE, but the sum rate is also upper bounded by it. A natural question thus arises: in addition to the benefit of low complexity, can we also achieve better performance (in terms of larger sum rate) than the existing power control methods?
In this paper, we answer this question affirmatively by proposing a novel family of methods, called ensemble Power Control Network (ePCNet) . There are two key ingredients in ePCNet. The first is that in order to simultaneously achieve higher sum rate and lower computation complexity than existing methods, we skip the supervised learning stage, which is used in some related works [13] , [14] , and directly carry out the unsupervised learning for network training. This idea lifts the performance upper bound limitation of [13] and avoids the possible negative impact of the supervised learning stage of [14] , which allows us to better approach the ultimate ground truth, i.e., the globally optimal power control. A variation to PCNet, called PCNet+, further enhances its generalization capacity by allowing a single trained network to handle a range of noise power levels.
The second component is ensemble learning which, to the best of the authors' knowledge, has not been used in the power control problem. This is particularly useful as we observe that a single PCNet may not universally outperform all existing methods. The proposed ePCNet, however, creates multiple independent "copies" of PCNet and trains them separately, before forming an ensemble that selects the power profile which leads to the largest sum rate. We show via numerical simulations that combining DNN with ensemble learning results in a high-performance and low-complexity power control method that outperforms state-of-the-art methods in a variety of system configurations. Furthermore, this method is especially efficient when the number of users is large, for which traditional methods do not always provide satisfactory results. Finally, this paper explains the advantage of the learning approach via an investigation of the optimization landscape for the power control problem.
The rest of this paper is organized as follows. Related works are discussed in Section II. The system model is introduced in Section III. In Section IV, the main contributions of this paper, including the PCNet(+) and ePCNet(+), are explained in detail. Simulation results are given in Section VI and VII. The paper is concluded in Section VIII.
II. RELATED WORKS
A. Power Control for Interference Management
Interference management via power control is a critical technique towards efficient frequency reuse in both wireless networks (such as cellular systems [7] ) and wired networks (such as Digital Subscriber Lines [15] ). This problem has several variations, including min-rate maximization [16] , sumrate or weighted sum-rate maximization (SRM or WSRM) [17] , [18] , QoS constrained power minimization [19] , and some hybrid formulations [2] . Different channel models are also considered, including the scalar interference channel (IC) model, the parallel IC model and the MIMO IC model [15] . However, regardless of the specific problem formulation, the resulting optimization problem is generally non-convex, which makes the solution non-trivial and has sparked a lot of research. In this section, we give a brief overview of related literature. A comprehensive survey can be found in [15] , [20] .
The sum rate or weighted sum rate maximization problem is one of the most fundamental formulations of power control problems, and has been thoroughly investigated in the literature. For the scalar IC model, Chen et al. [6] proposed a roundrobin power control method to determine the transmit power user-by-user, by solving a polynomial system equation. Binary power control was carefully investigated in [7] . The authors found that binary power control can provide near-optimal performance and a low-complexity greedy binary power control algorithm was proposed. Noting that binary power control can be equivalently viewed as a scheduling problem, the authors in [21] studied user scheduling and proposed a distributed algorithm called ITLinQ, which implicitly maximizes the sum rate by activating a subset of links.
For the parallel IC model where the spectrum is divided into several independent non-overlapping bands, the problem is more complicated. In [17] , [22] , this problem was addressed via Lagrangian dualization. However, due to the non-convex nature of the primal problem, a duality gap exists. This gap vanishes when the number of channels goes to infinity [17] . Noting that if the power allocation of all other users is fixed, power control of the present user can be effectively solved via water-filling, the authors of [23] proposed to execute waterfilling iteratively until convergence. A modified iterative waterfilling method was later proposed for resource allocation in the presence of crosstalk [24] . For MIMO IC channels, Shi et al. transformed the original problem into an equivalent WMMSE problem [8] . The WMMSE problem is convex for each individual variable when others are fixed, which makes it easier to find a local optimal solution. The authors of [25] further adopted the WMMSE method to study the full-duplex MIMO interference channel. The WMMSE algorithm turns out to be related to a more powerful fractional programming approach that can be used for the joint power control, scheduling and beamforming optimization problem [26] - [28] .
The power control problem becomes more complex if additional QoS constraints are incorporated. In [2] , the authors proposed to maximize the weighted sum rate with explicit QoS constraints via geometric programming (GP). Under the high-SNR assumption, the original problem can be approximated as a standard GP. Without the high-SNR assumption, it can be transformed into a series of GP problems for which the SCALE algorithm was proposed in [18] to solve a series of approximated convex problems.
B. Applications of Deep Learning in Communications
Inspired by its success in many areas, researchers have begun to study whether deep learning can help improve the design of communication algorithms [29] . In recent years, many works in this field have appeared, targeting different aspects of physical-layer and MAC-layer designs.
Channel decoding is the first topic that researchers have attempted to leverage deep learning for better error performance and lower complexity. The authors in [9] carried out a thorough investigation on deep learning decoding of linear codes. Based on the belief-propagation (BP) decoding architecture, they adopted the feed-forward and recurrent neural network models to build channel decoders by assigning different weights to the edges in the Tanner graph. The neural network decoder can achieve better performance than the traditional BP decoder [9] . The low complexity min-sum decoding with neural networks is further investigated in [30] , [31] . For channel decoding under colored noise, Liang et al. proposed an iterative BP-CNN structure in which one convolutional neural network is concatenated with a BP decoder for noise estimation [10] . Neural networks are also considered for polar codes [32] . Besides channel decoding, deep learning has the potential to improve the state of the art in other areas, such as end-to-end communications [33] , MIMO detection [34] , channel state information feedback [35] , SCMA [36] , radio signal classification [11] , traffic type recognition [37] , channel estimation [38] , and optical fiber communications [39] .
Narrowing down to the power control problem, the authors in [13] have proposed a power control algorithm which trains a deep neural network with WMMSE as ground truth. They showed that this solution can approach WMMSE in terms of the sum rate performance, but with much lower complexity. However, with WMMSE serving as the ground truth, the performance of the neural network is also upper bounded by the performance of WMMSE, which is not the global optimum. In [14] , the authors proposed a two-stage training mechanism for the sum rate maximization problem. The network is first trained with WMMSE as the ground truth, and then further improved via unsupervised learning. This approach is limited by the steep local optima that WMMSE may find, which is difficult for the subsequently unsupervised learning to overcome. Furthermore, the two-phase training strategy is of high complexity because it needs a lot of training data generated by WMMSE. Therefore it is an interesting problem whether the network can be trained with only one unsupervised-learning phase. Some other deep learning based methods are also proposed for distributed power control [40] , [41] , power control for cognitive radio [42] , and deviceto-device (D2D) communications [43] , [44] . In particular, the work [45] proposed to use deep learning to solve a scheduling problem, while circumventing the need for channel state information estimation.
The limitation of supervised learning for power control has motivated us to investigate other techniques, including unsupervised learning, ensemble learning and batch normalization. The goal is to simultaneously improve the sum-rate performance over state-of-the-art algorithms while reducing the online computational complexity.
III. SYSTEM MODEL
A. The K-User Single-Antenna Interference Channel
We consider a general K-user single-antenna interference channel as shown in Fig. 1 . It is assumed that all transmitterreceiver pairs share the same narrowband spectrum and are synchronized. The discrete-time baseband signal received by the i-th receiver is given by
where the set of transmitter-receiver pairs is K = {1, 2, · · · , K}; K/{i} denotes the set of transmitter-receiver pairs excluding the i-th one; x i ∈ C denotes the signal transmitted by the i-th transmitter; h i,i ∈ C denotes the directlink channel for the i-th user, h j,i ∈ C denotes the cross-link channel between the j-th transmitter and the i-th receiver; and n i ∼ CN (0, σ 2 i ) denotes the receiver noise, which is independent across both time and users. Receiver i only intends to decode x i . For simplicity, we assume that all receivers have the same noise power σ 2 . We note that this model has been widely studied in the literature; see [4] , [6] , [8] , [13] .
A block fading channel model is assumed, i.e., the channel coefficients remain unchanged in one time slot but change independently from one time slot to another. We do not impose any limitation on the distribution of h i,i , as our method is generic enough to handle different channel models. Random Gaussian codebooks are assumed. Encoding is independent across users and no interference cancellation is performed at each receiver. Thus, the transmitter-receiver pairs do not cooperate and multiuser interference is treated as additive noise, i.e., TIN [21] . Therefore, the effective received noise power at the i-th receiver is σ 2 i + j∈K/{i} P j |h j,i | 2 . The transmit power P i for user i is chosen from set P i ⊆ R + . In this work, for simplicity, we consider P i = {P : 0 ≤ P ≤ P max }, ∀i ∈ K, where P max is the maximum power that transmitters can use. Note that 0 ∈ P i . Thus, a user may choose not to transmit. 1 The joint power profile of all users is denoted by a vector P = (P 1 , P 2 , · · · , P K ) T ∈ P, where P = P 1 ×P 2 ×· · ·×P K and (·) T denotes matrix transpose. For a given P and channel realizations {h ij } i,j∈K , the achievable rate of the i-th receiver under Gaussian codebooks is
For each slot, the channel coefficients are fixed, and the power control algorithm outputs a power profile P based on the channel realization.
B. Problem Formulation
The objective of power control for interference management is to find the optimal power profile P for all users to maximize some system performance metric under some specific constraints. With different performance measures and different constraints, the power control problem has different formulations. In this paper, we focus on two specific ones: (1) sum rate maximization; and (2) sum rate maximization under QoS constraints. We comment that both formulations are widely researched in the literature; see [20] for a comprehensive survey.
1) Sum Rate Maximization (SRM): The sum rate maximization (SRM) problem is formally given as
Problem (3) is the simplest formulation among various power control problems. However, it is very difficult to solve due to its non-convex nature with respect to the power profile. The optimization problem (3) is known to be NP-hard [20] .
2) Sum Rate Maximization Under QoS Constraints (SRM-QC):
A more complicated variation of (3) is to maximize the sum rate while satisfying the minimum rate requirement of all receivers, which can be formally presented as
where r i,min is the minimum required rate of the i-th receiver. For simplicity, we define r min = (r 1,min , · · · , r K,min ).
Obviously, if we set r i,min = 0, ∀i ∈ K, the SRM-QC problem (4) degenerates to the SRM problem (3). If the target rates are large, the SRM-QC problem may have no feasible solution. It is not difficult to derive a necessary and sufficient criterion to check its feasibility [4] , [20] . Define matrix B as:
where B i,j denotes the (i, j)-th element of B, and γ i,min is the minimum signal-to-interference-plus-noise ratio (SINR) of the i-th receiver that is required to satisfy the minimum rate constraint, i.e. γ i,min = 2 ri,min −1. If the maximum eigenvalue of B is smaller than 1, it is possible to find a feasible power allocation P as
where I denotes an K × K identity matrix and u is a K × 1 column vector with the i-th element u i as
If all elements in P are in the range between 0 and P max , then the power profile P is a feasible solution of the problem (4).
Otherwise (4) is not feasible. Note that P may not be the optimal solution.
IV. PCNET AND PCNET+: TRAINING DNN FOR POWER CONTROL We describe the proposed PCNet, and a simple variation PCNet+, in this section, including details of the DNN design and the training mechanism based on unsupervised learning. As mentioned before, the SRM problem (3) is a special form of the SRM-QC problem (4) . We thus describe the proposed design that is universal to both problem (3) and (4), and only highlight the differences when applicable.
A. Network Design
We propose to exploit a fully connected deep neural network to address the power control problem (3). The network structure is illustrated in Fig. 2 . More specifically, the network consists of one input layer of K 2 nodes, one output layer of K nodes, and L − 1 fully connected hidden layers. These layers are indexed from 0 to L. The input layer of PCNet is formed by aligning all h i,j as a column vector, denoted as h. The input vector is processed by the L fully connected layers, including L − 1 hidden layers and one output layer.
The reason that a fully connected DNN is adopted, rather than other types of networks such as convolutional neural networks (CNN) or recurrent neural networks (RNN), is that there is little structure to explore for the general problem (3) and (4). If the problem exhibits certain features, such as the existence of correlation among different channel coefficients, then a more structured neural network such as CNN may be useful. Such an approach is, for example, adopted in [45] , in which geographic location information of the transmitting and receiving nodes are used as features to a CNN for solving a scheduling problem.
We denote the number of nodes in the k-th layer as l k . If the k-th layer is a hidden layer, its output is calculated as follows:
where c k−1 and c k are the output vectors of the previous and current layers; their dimensions are l k−1 × 1 and l k × 1 respectively; W k is the l k × l k−1 weight matrix and b k is the l k × 1 bias vector; BN(·) denotes batch normalization (BN) [46] ; ReLU(·) is the Rectified Linear Unit function (max(x, 0)) which introduces nonlinearity to the network [47] . For the first hidden layer, we define c 0 = h and l 0 = K 2 . The output layer decides the transmit power of all transmitters; its calculation is different from previous layers and is given as follows:
where Sig(x) denotes the standard sigmoid function:
.
First, noting that the transmit power must be within the range [0, P max ], the sigmoid function is used as the activation function instead of ReLU to regulate the output. Second, BN is skipped in the output layer, as we have empirically observed that it would degrade the network performance. Finally, the transmit power of user i is
where c L,i is the ith element of c L . We note that the fully connected DNN structure can be completely captured by the number of nodes in each layer and it is concisely denoted as:
Remark 1: A typical optimization problem involves one objective function and several constraints. PCNet essentially performs a mapping from a channel realization h to a power profile P. However, it is not guaranteed that the output power profile is a feasible solution which satisfies all constraints, as these constraints may not always be explicitly enforced in the DNN structure. Thus measures have to be taken to address this problem. Fortunately, for the SRM problem formulated in (3), the only constraint is that each transmit power must in the range [0, P max ]. This simple constraint has naturally been taken care of in the proposed PCNet structure by using Sig(·) as the activation function of the output layer, followed by a linear scaling of P max . The choice of Sig(·) and linear scaling directly regulate the PCNet output to satisfy the desired constraint. However, the minimum rate constraints in the SRM-QC problem are more difficult to handle. We are not aware of any neural network structure that can directly capture and enforce these constraints. We thus take a different approach and define a new loss function, which is discussed in Section IV-B.
Remark 2: We add BN layers in the PCNet design, which was rarely considered in the existing literature for power control. We emphasize that although it is well known in the deep learning community that employing BN layers accelerates the training process for a general DNN, its impact goes beyond the general training and is particularly important to the considered power control problem. This is because the sigmoid layer is naturally applied to limit the output power in the range [0, P max ]. If the input value of a sigmoid node is far from 0, the gradient of the sigmoid node vanishes and the network training does not converge. Inserting BN layers helps prevent the input value of the sigmoid nodes from moving toward infinity too quickly, and hence prevent the training process from stopping earlier.
B. Training PCNet
The performance of a neural network largely depends on how it is trained. As mentioned before, in the recent work [13] , the authors proposed to train the network using WMMSE as the ground truth. The loss function is defined to measure the distance between the network output and the ground truth. Obviously, the network trained with this strategy cannot outperform WMMSE, and thus the main benefit of [13] comes from the (online) computational complexity.
Ideally, were we able to obtain the globally optimal power control P * = (P * 1 , · · · , P * K ) T for a given channel realization, we would have designed PCNet under the traditional (supervised) neural network training by using the optimal solution as the ground truth and minimizing an appropriately chosen loss function (e.g., the 2 loss). However, such approach is suitable only when P * i can be efficiently obtained, which is computationally challenging especially when K is large. This difficulty has motivated us to take a different approach, and to resort to unsupervised learning in training PCNet. We directly apply the objective function in problems (3) and (4) as the loss function for PCNet training, which is detailed in the following.
1) Training PCNet for SRM: Noting that the sum rate is the ultimate goal of the SRM problem, we define a loss function to directly maximize the sum rate, which is
where θ denotes the set of trainable network parameters for PCNet. R(h, θ) is the sum rate under a specific channel realization h and network parameters θ. Obviously, this loss function is differentiable with respect to θ and can be used to train the network via stochastic gradient descent (SGD). Note that the loss function (12) is with respect to the distribution of h, whose direct evaluation is quite challenging. We adopt a widely used method, mini-batch gradient descent, to train PCNet. In each iteration of the training, multiple channel realizations h are generated from its distribution and we use H to denote the set of these channel realizations. The training loss is then approximated as
where |H| denotes the number of samples in H and its choice should balance complexity and accuracy. Therefore, in each iteration, (13) is used instead of (12) to calculate the gradients and update the network parameters.
2) Training PCNet for SRM-QC: For the SRM-QC problem, the loss function defined in (12) is not applicable. Our proposed solution to addressing the minimum rate constraints in SRM-QC is to define a new loss function that penalizes the constraint violation, which is (14) where R i (h, θ) is the rate of i-th receiver under a specific channel realization h and network parameters θ. The similar strategy is considered in [42] , [43] . However, only the interference power to the primary users caused by secondary users or to the cellular users caused by D2D users are considered. While in our work, we directly consider the rate constraints for all users. This is due to the different applications of [42] , [43] (cognitive radio with primary and secondary users and D2D communications with cellular users and D2D users) and our work (general interference channel).
Different from the loss function (12), penalty terms are introduced to incentivize the network output to meet the minimum rate constraints. If r i,min > R i (h, θ), i.e. a rate constraint is not satisfied, ReLU (r i,min − R i (h, θ)) > 0 and the corresponding penalty term forces the network parameters to be updated in the direction where the constraint is satisfied. On the contrary, if r i,min ≤ R i (h, θ), ReLU (r i,min − R i (h, θ)) = 0 and the penalty term does not influence the network training. In this case, the training process focuses on making the network output satisfy the rate constraints of other receivers and increasing the system sum rate. The scaling factor λ balances the trade-off of different terms in the loss function, which is a hyperparameter and needs to be tuned carefully: if it is too large, the network would focus on meeting the rate constraints while sacrificing the sum rate performance; if it is too small, the network may not output a feasible power profile. It is usually a difficult problem to select hyper-parameters both in deep learning and many optimization problems. In our work, we currently do not have good methods to select λ but just decide its value based on simulation results. We discuss how λ influences the performance using numerical results in Section VII.
It should be noted that even with the new loss function (14), PCNet may still output a power profile that is not a feasible solution. There are two possibilities when this happens. The first is that the original SRM-QC problem under this specific parameter setting is infeasible. In this case, there is no valid power profile anyway. The second is that feasible solutions exist but PCNet for SRM-QC fails to produce one. In this case, we note that the power profile given in (6) is already a feasible solution. Therefore, we have a feasible solution as
where max( P) denotes the maximum power allocated to one user in P. Obviously, P is also a feasible solution and there is at least one user whose power is P max . Previous result has shown that the achieved rate of P is no smaller than P [7] . If max( P) < P max , the power profile P would outperform P. This mechanism to address the case that the output power profile does not satisfy the constraint also differentiates our work from [42] , [43] .
C. PCNet+: Enhancing the Generalization Capacity of PCNet
One PCNet needs to be trained for a given background noise power, because it only takes channel coefficients as the input. In practical applications, this means that multiple network models of PCNet have to be separately trained for different noise power (e.g., a range of SNRs), and the system controller needs to store multiple models and select one for power control based on its estimation of the noise power. This limits the generalization capability of PCNet. What is more desirable is a single trained PCNet which can handle a wide range of noise power levels.
Motivated by this limitation, we propose PCNet+, which is a minor variation to PCNet but offers better generalization capacity. The key idea of PCNet+ is to take the noise power σ 2 , in addition to the channel coefficients, as another input to the network. In this case, the network input layer contains K 2 + 1 nodes: |h i,j |, i = 1, · · · , K, j = 1, · · · , K, and σ 2 . In this way, a single PCNet+ can be trained to handle a range of noise power levels. To train PCNet+, the data is generated under multiple levels of noise power, and the aggregated data is used.
Training a different neural network for each EsN0 should logically yield better performance than training a single neural network to adapt to different EsN0's, i.e., the improved generality may come at the cost of reduced performance gain. As the generalization capability of PCNet+ is a very desirable property, the remaining important question is how much performance loss is incurred by training one network for multiple EsN0s compared with training one network for each EsN0. Interestingly, as shown in Section IV, PCNet+ enhances the generalization capacity of PCNet at the cost of very little performance loss.
V. EPCNET: ENSEMBLING PCNETS
Training PCNet with sufficiently representative data and the new loss functions defined in (12) (for SRM) or (14) (for SRM-QC) cannot guarantee that PCNet outputs the globally optimal power profile P * (h) for a given channel realization h. Due to the inherent deficiency of gradient descent, the trained PCNet may fall into a local optimum. As is corroborated in the numerical experiments, a single PCNet does not universally outperform existing methods. To boost the power control performance and better approach the global optimum, we incorporate the idea of ensemble learning and propose ensemble PCNet, i.e., ePCNet. A pictorial illustration is given in Fig. 3 . Note that ensemble learning [48] is a commonly used machine learning method to achieve better performance by combining multiple weak local learners, each of which is powerful only for certain local use cases. For example, in the classification problem, the ensemble output is obtained by weighing the intermediate outputs of all local classifiers in the ensemble. Similarly, for the power control problem, we propose to build an ensemble of PCNets to achieve better performance. Although each individual PCNet is not "powerful" enough, i.e., it cannot universally achieve better performance, a carefully formed ensemble of these weak local learners may be able to "ride the peak" of individual PCNets and output a universally better power profile.
Assume that we have M PCNets trained for a given interference channel model. For simplicity, we further assume that all PCNets have the same network structure. Operationally, this simplification also facilitates the deployment of the proposed ePCNet, since all local learners share the same network structure and do not need to change the underlying computational architecture. We simply apply different network parameters to execute different PCNets. Each of the local PCNets is trained with a different set of initial parameters, together with a set of independently generated training data. These measures are taken to enhance the diversity of the M local learners, which is an important principle in ensemble learning [48] . The network input h is first fed into all PCNets in the ensemble and the mth PCNet outputs a power control result P m (h). The selector collects all M outputs {P m (h), ∀m = 1, · · · , M} as well as the channel vector h, and then computes the sum rate for each PCNet. The selector outputs the power profile with the highest sum rate, i.e.,
P eP CN et (h) = arg max
where P eP CN et (h) is the output power profile of ePCNet, R P CNet (h, P m (h)) is the achieved sum rate of PCNet with the channel realization h and the power profile P m (h).
The following remarks on the proposed ePCNet are in order. Remark 1: It is well-known that training a neural network with stochastic gradient descent may lead to local optima. Thus, combining several local weak DNNs effectively looks at multiple local optima and leads to significantly improved sum rate performance.
Remark 2: PCNet only requires a few matrix multiplications and is of low computational complexity. 2 Therefore, combining several PCNets only increases the online complexity in a linear fashion with respect to the total number of local learners, which does not affect the order of complexity with respect to the problem size (i.e., K). Furthermore, all networks are trained independently and training can be conducted in parallel to reduce the overall running time.
Remark 3: Creating diversity by training multiple PCNets is applicable not just to DNN. Some existing methods for power control may also benefit from such diversity. For example, a random initialization is often needed to start an algorithm that iteratively converges to a solution. Giving such algorithms multiple random initializations may also produce multiple local optima and selecting one with the best performance would also achieve better performance. However, such performance improvement is often achieved while sacrificing computational efficiency. In Section VI, we compare the performance of ePCNet with that of WMMSE with multiple random initializations.
Remark 4: ePCNet+ can be easily obtained by ensembling several trained models of PCNet+, in the same way as constructing ePCNet from PCNets.
VI. NUMERICAL EVALUATIONS FOR SRM
In the next two sections, we conduct numerical simulations to verify the effectiveness of the proposed family of PCNets, and compare them with the state-of-the-art power control methods. More specifically, we intend to evaluate and compare the performance (for SRM and SRM-QC) and the computational complexity of various methods. Besides PCNet(+) and ePCNet(+), we also implement Round-Robin (RR) Power Control, WMMSE and Greedy Binary Power Control (GBPC) for the SRM problem and the geometric programming (GP) based method [2] for the SRM-QC problem. In this section, we first focus on evaluations for SRM.
A. Schemes for Comparison 1) PCNet(+) and ePCNet(+):
We implement the proposed PCNet and ePCNet in TensorFlow, following the detailed descriptions in Section IV and V. Per common practice, we use Xavier initialization [49] to initialize the network parameters and ADAM [50] to train the network. The stochastic gradient descent is used to calculate the gradient and the mini-batch size is set to 10 3 . To track the network performance during training, a validation data set containing 10 4 samples is used to evaluate the network performance. This is done for every 50 iterations and the model with the best performance is saved. A total of 10 5 iterations are executed to train the network. The training data can be easily generated based on the channel model. As the mini-batch size is 10 3 and total iteration number is 10 5 , a total of 10 8 channel samples have been generated for training the network. We have also observed that it is possible to train different networks in the ensemble using the same dataset. Based on our simulation, 10 6 samples are generally enough to train the entire ensemble.
For SRM, it is observed that PCNet almost always outputs power profiles that are close to binary power control, which is also observed in another work [13] . Therefore, we round the power profiles of PCNet to binary ones. Although this causes a small deviation from the true performance, the impact is very minor. Binary power control facilitates practical implementation as it is easy for transmitters to configure binary transmit power and hence user scheduling is implicitly considered. In addition, theoretical studies [7] have shown that binary power control is optimal when K = 2, and offers good performance when K > 2 (although no longer optimal). Our result is consistent with these studies. However, for SRM-QC, we do not have these observations and the output of PCNet is used as the power profile directly.
For ePCNet, it is difficult to give an analytical prediction on how large the ensemble should be. It depends on many factors, such as the number of users, EsN0, and the affordable complexity. We also present the performance of ePCNet with different ensemble sizes, but generally we find that 10 networks are sufficient to achieve good performance. Note that before forming a network ensemble, each single network is first optimized, including the network size and training, to approach the best performance that one single network can achieve.
2) Round-Robin Power Control (RR): The RR algorithm proposed for SRM in [6] is implemented for comparison. The basic idea of RR is to update the power of one user while keeping others fixed. This sub-problem is addressed by solving a polynomial function optimization. The algorithm stops when the following condition is satisfied,
where R(P (t) ) and R(P (t−1) ) denotes the sum rates in the current and last iterations respectively.
3) The Iteratively Weighted MMSE Approach (WMMSE): WMMSE is proposed to solve the sum-utility maximization problem for a MIMO interfering broadcast channel [8] . Its simplified version can be used to solve the considered SRM problem. In the literature, WMMSE is also used to generate the ground truth for the network training in [13] . Therefore, we also incorporate WMMSE for comparison. Note that the same stopping condition (17) is also used for WMMSE.
4) Greedy Binary Power Control (GBPC):
The greedy binary power control method in [7] is also implemented for comparison. It has been shown in [7] that GBPC can provide desirable performance that approaches the optimal binary power control in some instances.
Binary power control is actually a scheduling algorithm. There exist many works addressing interference management via scheduling, such as [21] , [40] , [45] , [51] . The method proposed in [52] tries to activate a subset of links in which TIN can achieve the whole capacity region to within a constant gap. We empirically find it does not perform well in our simulations and the results are omitted in this paper. The work in [51] maximizes the weighted sum generalized degrees of freedom, which is different from our target. Therefore we do not consider this work in comparison either.
B. Performance Comparison
In the majority of the simulations that follow, we focus on the symmetric interference channel model with i.i.d. Rayleigh fading for all channels. We also report performance comparison with Ricean fading and large-scale pathloss in Section VI-E. For the symmetric Rayleigh fading IC model, we have h i,j ∼ CN (0, 1) , ∀i, j ∈ K. The noise power at each receiver is set to the same σ 2 . These settings are widely used in the literature [4] , [6] , [8] , [13] . Without loss of generality, we assume P max = 1 and define the EsN0 as
For PCNet/ePCNet, we present the results under three typical values of EsN0, 0dB, 5dB and 10dB. For PCNet+/ePCNet+, the network is trained using the data generated with EsN0 selected from the set {0, 1, 2, · · · , 10}dB. In each epoch of training, the numbers of training samples under different EsN0 are the same. We then test the performance of PCNet+/ePCNet+ with EsN0 as 0dB, 5dB and 10dB and the results are presented for comparison with PCNet/ePCNet trained for one specific EsN0.
We first focus on evaluating ePCNet for the SRM problem. In this case, the considered compared algorithms include RR, WMMSE and GBPC. We use R P N (h) to denote the achievable sum rate of one PCNet or ePCNet, given channel coefficients h. Correspondingly, R c (h) denotes the sum-rate of a compared scheme. We evaluate the performance of ePCNet from different perspectives.
First, we focus on comparing the achievable average sum rates of all methods, i.e., E h (R P N (h)) and E h (R c (h)). The results are shown in Fig. 4 under different system settings. Specifically, for evaluating ePCNet, we show the performance of a network ensemble of different sizes to highlight how the overall performance of ePCNet (the ensemble) scales with the number of PCNets (its local learners). The number of neurons per layer in the PCNet are {400, 400, 200, 20} and {100, 200, 100, 10} for K = 20 and K = 10, respectively.
As we mention before, WMMSE is an iterative method and it needs a random initialization to start the algorithm. If complexity is not an issue, giving WMMSE multiple random initializations would also generate multiple local optima and selecting one with the best performance would also be a strategy to achieve better performance. Therefore, as comparison, we also evaluate the performance of WMMSE with multiple random initializations. Note that the existing literature on WMMSE rarely uses multiple initiations in the methodology development, but it is a natural extension for improved performance.
RR is an iterative method for which multiple initializations is also possible. However, as we will see later, the RR algorithm finds a local optimum by solving a high-order equation of 2K − 2 degrees and is of high computational complexity. Thus, we do not consider multiple initializations for the RR Fig. 4 . Sum rate comparison of different power control methods. The top row is for K = 10 and the bottom row is for K = 20. The legend OptBPC denotes the optimal binary power control via an exhaustive search. The performance of WMMSE is presented with multiple random initializations. algorithm since it is not easy to do the experiments. As for GBPC, it is a deterministic algorithm and no randomness is contained. Hence, multiple random initializations are not possible for GBPC. The performances of RR and GBPC are plotted as horizontal lines for comparison. When K is not very large, it is possible to obtain the optimal binary power control via exhaustive search. 3 We thus also plot the performance of optimal binary power control for K = 10 in Fig. 4 .
Let us first compare the proposed PCNet/ePCNet and PCNet+/ePCNet+. It is clear that very little performance loss is observed for PCNet+/ePCNet+, compared with PCNet/ePCNet which is trained for the matching EsN0.
In some cases such as Fig. 4(b) , 4(c) and 4(e), two schemes provide almost identical results. This shows that PCNet+/ePCNet+ enjoys high generalization capacity while providing good adaption to different EsN0.
Next we focus on comparing PCNet/ePCNet and WMMSE with multiple random initializations. A general observation is that PCNet/ePCNet can outperform WMMSE when the user number is not too large and when SNR is high. As shown in Fig. 4(b) , Fig. 4(c) and Fig. 4(f) , the ePCNet with ensemble size as 10 outperforms WMMSE with 10 random initializations by 0.14%, 0.77% and 1.57% respectively in these three cases. We comment that the performance improvement of WMMSE with multiple random initializations comes with significantly larger (online) complexity. If the computational resource is constrained and only one initialization is allowed, the performance gain of ePCNet becomes more obvious. 3 There exist some methods to reduce the complexity of searching for the optimal binary power control [5] , [7] . However, they cannot fundamentally change the complexity scaling and hence are still limited to small K. As shown in Fig. 4(c) and Fig. 4(f) , ePCNet with 10 networks can outperform WMMSE by 5.92% and 6.12% in these two cases. To further compare WMMSE and ePCNet, we plot the performance gain achieved by ePCNet over WMMSE in Fig. 5 . The results show that when EsN0 is small, ePCNet performs similarly or slightly worse than WMMSE. As EsN0 becomes larger, it outperforms WMMSE consistently, and this gain monotonically increases with SNR.
We note that ePCNet does not necessarily achieve a performance gain when the user number K is large, as shown in Fig. 4(b) and Fig. 4(e) . This can be explained by the fact that training a neural network of large size requires much more data, so it may not be an easy task. We also note that WMMSE actually performs better than ePCNet when SNR is low. One possible explanation is that the background noise can smooth over those local optima of the optimization landscape. Thus at low SNR, WMMSE does not suffer severely from being stuck at a steep local optimum.
Let us continue looking into the performance comparison between PCNet/ePCNet and other algorithms. It can be observed from Fig. 4 that GBPC achieves the best performance among the three traditional methods if only one local optima is allowed in WMMSE and RR. When further compared to PCNet and ePCNet, we have the following observations. First, a single PCNet cannot achieve universally better sum rate than existing methods. There exists a performance gap between GBPC and a single PCNet. Second, when ePCNet is used and the ensemble size increases, it can quickly outperform standard WMMSE (with single initiation), RR, GBPC in most cases except the case K = 20, EsN0 = 0dB. When K = 20, EsN0 = 10dB, ePCNet with M = 2 is already capable of outperforming GBPC. Even in the relatively difficult case of K = 20, EsN0 = 5dB, ePCNet with M = 5 has the best performance. Third, taking the three system settings shown in Fig. 4(c) , Fig. 4(f) , and Fig. 4(e) as examples, the sum rate gain of ePCNet with M = 10 over GBPC is 3.5%, 4.6% and 1.2%, respectively. Further increasing M continues to improve the performance, but the sum rate gain becomes marginal. Furthermore, by examining Fig. 4(c) , we can see that ePCNet achieves near-optimal performance with respect to the optimal binary power control. Last but not the least, to compare the performance of all schemes, we also plot the empirical cumulative distribution functions (CDF) of achievable sum rates of all algorithms in Fig. 6 under three settings. For ePCNet, we only show the performance of the ensemble with M = 10 networks. For WMMSE, we show its performance with 10 random initializations. Clearly, the same conclusion can be reached that ePCNet outperforms the three baselines.
Besides the average sum rate improvement, we further evaluate ePCNet by plotting CDF of R P N (h) − R c (h) in Fig. 7 . The ePCNet used in this experiment has M = 10. For WMMSE, 10 random initializations are used. We can see that generally speaking, ePCNet cannot universally (with respect to all channel realizations) outperform the baseline schemes. For example, compared with GBPC, ePCNet can achieve a sum-rate improvement for approximately 40% of the channel realizations when K = 20, EsN0 = 10dB. However, there are still about 10% of channel realizations for which ePCNet does not work as well as GBPC. This is not surprising because the objective of the training is to maximize the average sum rate, and ePCNet is not expected to achieve performance gain for all network input.
As discussed in Section IV-A, BN is a key element in PCNet as it can increase the training efficiency of PCNet. Therefore, we present results in Fig. 8 to compare the performance of PCNet with and without batch normalization. The user number is 10 and EsN0 is 10dB for the evaluation. We can see that one single network with BN can outperform the one without BN for training significantly, which corroborates Remark 2 in Section IV-A. Furthermore, due to the inefficiency in training a single network without BN, it is also of poor performance by ensembling such networks, as shown in Fig. 8 .
C. Analyzing the Optimization Landscape of ePCNet and WMMSE
Comparing the optimization landscape of PCNet and WMMSE is not straightforward as the variable space and objective function are different. PCNet optimizes network weights in order to maximize the average sum rate over all channel samples, while WMMSE directly optimizes the power profile to maximize the sum rate under any given channel realization. In the following, we analyze their optimization behaviors based on numerical experiments. 1) Optimization by ePCNet: A direct analysis for the optimization of PCNet is quite difficult due to overparametrization in DNN. However, it has been observed and reported in the deep learning literature that for multilayer networks such as DNN, different local optima often provide similar performance, even with highly non-convex loss functions. The authors of [53] have investigated this phenomenon under several assumptions. We note that this is consistent with our observation in the performance of PCNet.
For ePCNet, we focus on understanding the roles of different PCNets in the ensemble. We empirically evaluate the contributions from local learners to the overall performance. More specifically, we test an ePCNet with M = 10 and 10 5 samples, and plot the empirical distribution of the number of time each PCNet (i.e., local learner) is selected for the final power control. The system setting for this experiment is K = 20, EsN0 = 10dB and the network structure is {400, 400, 200, 20}. Local learners (networks) are indexed from 1 to 10. Note that if more than one networks provide the (same) highest sum rate, the selected network is randomly chosen among them. The histogram is shown in Fig. 9 (a) . It is clear that each network in the ensemble is selected with approximately equal probability. In Fig. 9 (b) , we also show the average sum rate achieved by each network when it outputs the best power profile. We see that all networks perform approximately equally and yield the same performance when it is selected. Both results in Fig. 9 indicate that all networks contribute similarly to the overall performance.
2) Optimization by WMMSE: Next we analyze the optimization landscape of WMMSE, which refers to optimizing the power profile under a specific channel realization. Essentially, we want to determine whether the sum rates at different local optimal solutions for WMMSE vary significantly or not, Fig. 9 . Compare the networks in the ensemble. and how this is related to the noise power. For a specific realization of channel coefficients h, WMMSE with random initialization outputs a sum rate that is a random variable due to the random initialization, which is denoted as r (w) h . We also denote μ(r i,h differs from each other. In order to compare under different noise power, we also introduce a normalized measurement, coefficient of variation:
Comparing the empirical distributions of σ 2 (r (w) h ) and CV h under different noise power can help us understand the influence of background noise to the optimization landscape of WMMSE.
In Fig. 10 , we plot the empirical CDFs of σ 2 (r (w) h ) ( Fig. 10(a) ) and CV h (Fig. 10(b) ) under different values of EsN0. Each curve is obtained by simulating 10 4 samples of h ) for this specific h can be computed. The empirical CDFs are then plotted with respect to the channel realizations. Both subplots show that decreasing background noise power enhances the variation of local optima of WMMSE. Thus at high SNR, it becomes increasingly important to identify "good" local optima, which is not an easy task. This explains why ePCNet can outperform WMMSE at high EsN0.
D. Complexity Analysis
Comparing the complexity of neural networks and traditional communication algorithms is a difficult task. Simply looking at the number of floating-point operations (FLOP) is not enough for a fair conclusion, as how these operations are executed and what architecture is used also have profound impact. We note that generally PCNet has more FLOPs than WMMSE, but PCNet also has higher degree of parallelism while WMMSE is an iterative method and it has to wait for the completion of one iteration to execute the next iteration. As a result, FLOP comparison alone is not sufficient. More importantly, the implementation of neural networks has been highly optimized nowadays in libraries such as TensorFlow and PyTorch. A comprehensive comparison, especially in realworld platforms, is an important topic that is worth further investigation. We also comment that although training PCNet is time and resource consuming, it only takes place in an offline setting.
In this subsection, we perform an approximate comparison in terms of the running time of the inference task for all methods in the same computational environment. This may not be totally accurate but it can give us at least some qualitative complexity comparison. We implement all power control methods in Python with NumPy [54] for algebraic calculations. Specially, two versions of PCNet are implemented in Python with TensorFlow [55] and NumPy respectively. All programs are run using the same Intel Core i7-6700 processor (3.40GHz ). To handle the potential problem that different programs may have different CPU utilizations, we only enable a single CPU core for all simulations, i.e., we do not allow multi-core processing.
In Table I , we report the running time of different schemes for 10 4 channel samples. The reported running time is the required time to run one network for PCNet and WMMSE with one initialization. Since the WMMSE algorithm does not change when multiple initialization is used, its complexity increases linearly with the number of initializations. First, by comparing PCNet-TF and PCNet-NP, we find that the running time of PCNet depends on which library is used for implementation. When K = 10, NumPy performs better while TensorFlow is more efficient when K = 20. Compared with WMMSE, PCNet-TF has less running time but PCNet-NP runs a little slower. Overall, PCNet and WMMSE are comparable in terms of the running time. However, if PCNet is executed in a highly parallel platform such as GPU, its running time is much less than WMMSE. In addition, RR and GBPC are much more computationally complex. Note that the computation time of training is not accounted for here, since training is done off-line.
E. Performance Comparison in Rician Fading and Different Geometries
Although channel coefficients have been generated following Rayleigh fading in the numerical results presented so far, the proposed method does not rely on any specific channel model and ePCNet can be easily applied for other channel models by retraining the PCNets. To verify this, we evaluate ePCNet under (1) a Rician fading model with 0dB K-factor, and (2) different pathloss values for transceiver pairs. For ePCNet, we use the same configurations as in the Rayleigh fading experiments.
The simulation results for Rician fading are given in Fig. 11 . For WMMSE, we also present the results with multiple random initializations. It is clear that both ePCNet and WMMSE can outperform RR and GBPC by combining multiple local optima. For the comparison between ePCNet and WMMSE, ePCNet can achieve better performance with relatively low noise power. This is similar to the case of Rayleigh fading channels. Therefore, we conclude that the proposed ePCNet is also effective in Rician fading channels, validating its broad applicability to different interference channel models.
We then evaluate the performance of ePCNet by considering different geometries of transmitters and receivers. In our experiments, all transmitters and receivers are uniformly randomly distributed in a 10 meter × 10 meter area. The channel gain h i,j 2 can be written as h i,j 2 = G i,j f i,j 2 , where f i,j is the small-scale fading coefficient which still follows CN (0, 1), and G i,j is the pathloss function defined as [56] 
where d i,j is the distance between the i-th transmitter and j-th receiver. We incorporate this random geometry in generating the training data. Since G i,j < 1, the channel gain in this channel model is smaller than the channel gain in the Rayleigh fading channel model. Therefore, we choose a larger EsN0 so that the simulation is done in the similar SINR range of the previous simulations.
The simulation results are shown in Fig. 12 . It is observed that similar comparison results are obtained and ePCNet can still outperform other schemes when different geometries are modeled. This indicates again that the proposed method can be used for a wide range of channel models.
VII. NUMERICAL EVALUATIONS FOR SRM-QC
A. Overview
In this section, we focus on evaluating the proposed PCNet(+)/ePCNet(+) for the SRM-QC problem. The implementation details of PCNet(+)/ePCNet(+) are the same as in the previous section.
The GP based algorithm is used as the baseline algorithm for SRM-QC. The GP-based method, proposed in [2] , is a well known and high-performance algorithm for SRM-QC. Specifically, we implement the GP-based method with successive convex approximation. It successively approximates the original non-convex problem as several convex problems and solves these problems iteratively via GP until the solution converges. The details of this algorithm can be found in Section IV of [2] .
Besides GP-based algorithms, SCALE [18] is another wellknown method for solving the SRM-QC problem. However, this algorithm is built based on a high-signal-to-interferenceratio assumption. According to our experimental results, we find that the algorithm may not converge if this assumption is not satisfied. Therefore, we do not involve SCALE in our comparison. In addition, there still exist some methods which can find the global optimal solution, such as MAPEL [4] . However, these algorithms find the global optimal solution based on an implicitly exhaustive search and the exponential complexity makes them unfeasible for practical usage [15] .
Due to the high complexity of GP, the results in this section are obtained by simulating 10 4 channel samples. Unless otherwise specified, Rayleigh fading is used for simulation. Different with the evaluations in Section VI, under a specific rate constraint, we generate channel samples following a predefined distribution but only keep those which have feasible solutions for training networks and evaluations.
B. Performance Comparison
In Table II , we compare the achieved rates with K = 5, EsN0 = 10dB and different minimum rate constraints. The network shape of PCNet in this case is {25, 50, 25, 5}. The scaling factor λ in the loss function (14) is set to 10. The performance of ePCNet with M = 10 is shown in Table II . It can be observed that ePCNet can achieve higher sum rate than GP when the rate constraint is not so strong. When r min = (0.5, 0.5, 0, 0, 0), ePCNet with M = 10 outperforms GP by 23%. However, when the rate constraint becomes tight, the GP-based method performs more efficiently. This is not difficult to explain. A tighter rate constraint shrinks the feasible solution space, which may contain a small number of local optima. It is more likely that GP can find the global optimal solution in such a reduced space. However, PCNet cannot perform a more efficient search because it is not tailored to the problem. From Table II , we also observe that the achieved sum rate, of both ePCNet and GP, does not change monotonically with the varing number of users with rate constraint. This is not abnormal because the performance is averaged with the samples which have feasible solutions under a specific rate constraint and the simulation samples are different for different rate constraints.
A deep look at the output of ePCNet can help us better understand its behavior. We define hit rate as the ratio of the number of channel samples for which ePCNet can output a feasible solution to the number of all simulated samples. Note that all simulated samples are feasible. In Fig. 13 , we show the hit rate of ePCNet under different rate constraints and ensemble sizes. First, we find that the hit rate decreases as the rate constraint becomes tighter. When r min = (0.5, 0, 0, 0, 0), ePCNet can output a feasible solution for nearly all simulated samples. When r min = (0.5, 0.5, 0.5, 0, 0), one PCNet can only achieve a hit rate of 82% and it can reach 94% when ten networks are available in the ensemble. However, GP always searches the solution in the feasible solution space and the hit rate is 100%. The gap of hit rate between ePCNet and GP is due to the difficulty to explicitly let the neural network know that there exist some constraints to the output and the feasible solution space is reduced. PCNet cannot perform a focused optimization strictly inside the feasible solution space, which influences its efficiency when the constraint is tight.
C. The Impact of λ
PCNet addresses the rate constraint by adding penalty terms to the loss function in (14) , and the scaling factor λ plays an important role in deciding the PCNet behavior. In this part, we give some results to show how the scaling factor λ influences the PCNet performance.
In Fig. 14(a) , we show how the achieved sum rate changes of one PCNet with the scaling factor λ. It clearly shows that if we set λ = 0, PCNet suffers from a severe performance degradation, indicating the necessity of introducing penalty terms in the loss function. In the future, if we can come up with some new methods to address the rate constraints, the penalty terms may be unnecessary. Intuitively, λ should be large so that the network searches in the entire feasible solution space because any violation may cause dramatic increase due to the penalty term. However, from Fig. 14(a) , we find that this is not the case and selecting large λ may degrade the performance. The reason is that the network cannot constrain the searching space in the feasible solution space for all training samples. If the network evolves toward a direction that satisfies the constraints for some samples, the results of other samples may again violate the constraints. This means that the network focuses on minimizing the penalty term all the time and does not pay attention to the sum rate. Consequently, the performance may be degraded.
The results in Fig. 14(b) help us further understand the influence of λ. We compare the performance of ePCNet with different ensemble sizes and different λ's. The minimum rate constraints are r min = (0.5, 0.5, 0.5, 0, 0). First, we can see that λ = 10 not only provides better performance when only one PCNet is available, it also outperforms others with increased ensemble size. Comparing the results of λ = 5 and λ = 30, an interesting observation can be made. When M = 1, λ = 5 cannot outperform λ = 30, but it quickly outperforms λ = 30 when the ensemble size increases. This result indicates that selecting a larger λ may improve the sum rate by increasing the hit rate, but it may also sacrifice the ability of ePCNet to achieve a higher sum rate by combining multiple networks.
VIII. DISCUSSION AND FUTURE WORKS
This paper studies a long-standing optimization problem from a new machine learning perspective. Inspired by recent advances in artificial intelligence, we propose to use deep learning to address the traditional power control problem for interference management in wireless networks. We first develop PCNet -a fully connected multi-layer neural network which takes the channel coefficients as input and outputs the transmit power of all transmitters. An unsupervised learning strategy is adopted to train PCNet by directly maximizing the system sum rate. An ensemble of PCNets, i.e., ePCNet, is proposed and shown to improve the sum-rate performance over the traditional expert-based methods. By taking the noise power as an additional network input, we obtain PCNet+/ePCNet+ which provides the desirable generalization capacity. Extensive experiments have been carried out to verify the performance of ePCNet(+) and to analyze its behavior under different system settings. Sum rate and complexity comparison show that ePCNet(+) achieves better power control results while requiring less computational resources.
The results of this paper show the promise of leveraging training deep neural networks to solve non-convex optimization problems. The framework, however, is not limited to the two specific problems discussed in this paper. By generalizing the optimized objective and constraints, deep learning has the potential to tackle other non-convex optimization problems often encountered in wireless communications. Nevertheless, this generalization may not always be straightforward, as we have seen in our experiments on SRM-QC versus SRM. For example, it is difficult to optimize discrete objective functions to deal with general constraints with neural networks. There is a recent work that proposes a method to impose linear inequality constraints on neural network activations [57] , and the idea may be useful to our problem.
There are some other challenges remaining to be solved in order to make the DNN-based power control ready for practice. First, in this work, we have shown that PCNet provides desirable generalization capability in terms of the background noise power if it is also used as an input to the network. However, there are other system parameters such as the number of users K and the distribution of channel coefficients, which are not easily incorporated. How we can generalize PCNet to handle these system parameters is an important research direction. Second, we currently assume ideal channel estimation, which is not realistic in practice. How to make PCNet robust against channel estimation errors should be further investigated. In addition, future research is needed to devise strategies for selecting hyper-parameters and for making the network always output a feasible solution. Last but not the least, the proposed scheme is a centralized framework. How to devise a distributed version of PCNet is another interesting but challenging topic. Fei Liang received the B.Sc. and Ph.D. degrees in
