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Valentin VV, O’Doherty JP. Overlapping prediction errors in dorsal
striatum during instrumental learning with juice and money reward in
the human brain. J Neurophysiol 102: 3384–3391, 2009. First pub-
lished September 30, 2009; doi:10.1152/jn.91195.2008. Prediction
error signals have been reported in human imaging studies in target
areas of dopamine neurons such as ventral and dorsal striatum during
learning with many different types of reinforcers. However, a key
question that has yet to be addressed is whether prediction error
signals recruit distinct or overlapping regions of striatum and else-
where during learning with different types of reward. To address this,
we scanned 17 healthy subjects with functional magnetic resonance
imaging while they chose actions to obtain either a pleasant juice
reward (1 ml apple juice), or a monetary gain (5 cents) and applied a
computational reinforcement learning model to subjects’ behavioral
and imaging data. Evidence for an overlapping prediction error signal
during learning with juice and money rewards was found in a region
of dorsal striatum (caudate nucleus), while prediction error signals in
a subregion of ventral striatum were significantly stronger during
learning with money but not juice reward. These results provide
evidence for partially overlapping reward prediction signals for dif-
ferent types of appetitive reinforcers within the striatum, a finding
with important implications for understanding the nature of associa-
tive encoding in the striatum as a function of reinforcer type.
I N T R O D U C T I O N
Accumulating evidence from neurophysiological recording
studies in nonhuman primates and rodents implicates the pha-
sic responses of dopamine neurons in encoding prediction
errors for reward (Mirenowicz and Schultz 1994; Morris et al.
2006; Roesch et al. 2007; Schultz 1998). These neurons dem-
onstrate a response profile that resembles the difference be-
tween expected and actual rewards associated with the presen-
tation of particular stimuli and/or performance of specific
actions (Mirenowicz and Schultz 1994; Montague et al. 1996;
Roesch et al. 2007; Schultz 1998). Consistent with the animal
data, human imaging studies have revealed evidence for re-
ward prediction error signals in target areas of dopamine
neurons in the human brain, most prominently in the ventral
and dorsal striatum (Abler et al. 2006; McClure et al. 2003;
O’Doherty et al. 2003, 2004; Pessiglione et al. 2006; Tanaka et
al. 2004). Prediction error signals have been reported in hu-
mans during learning with a number of different kinds of
reward, including money, liquid food rewards, water, and
attractive faces (Bray and O’Doherty 2007; Kim et al. 2006;
McClure et al. 2003; O’Doherty et al. 2003; Pessiglione et al.
2006).
An outstanding question is whether prediction error signals
are distinct depending on the type of reward involved. Ad-
dressing this question is important for developing a better
understanding of the computational mechanisms used by the
brain to learn reward predictions. The presence of a generic
reward prediction error signal that does not distinguish be-
tween different reinforcer types (whether biological compared
with abstract rewards or visual versus flavor rewards) might be
used to learn a nonspecific reward prediction signal that can
indicate whether a particular stimulus or action is “rewarding”
but nonetheless carries no information about the specific nature
of the reward to be expected. On the other hand, if distinct
prediction error signals are found to be recruited for different
reinforcer types, then this could imply that the reward predic-
tions trained by such signals might encode reinforcer specific
information, thereby permitting motivationally specific modu-
lation of predictive representations. Understanding the nature
of prediction error signaling for different types of reinforcers is
also relevant for evaluating theories of economic decision
making predicated on the notion of a “common utility,”
whereby representations for the value or utility of different
kinds of reinforcers are suggested to be encoded on a common
scale to facilitate comparisons between actions leading to
different types of reinforcers (Montague and Berns 2002;
O’Doherty 2007). One way such common utility representa-
tions might be learned for different kinds of reinforcers is
through a nondiscriminative generic reward prediction error
signal. However, it is important to note that a nondiscrimina-
tive prediction error signal is only one of several mechanisms
by which a common currency could be implemented. An
alternative possibility is that reward-predictions for each rein-
forcer type could be learned separately via distinct prediction
error signals and that these value predictions get converted into
a common currency at the time of choice (i.e., independently of
learning). Nevertheless if in the present study we find overlap-
ping prediction error signals during learning, this could provide
evidence in support of the possibility that predictive represen-
tations for different reinforcer types are integrated at the point
of learning and not merely at the time of choice.
The degree to which reward prediction error signals distinguish
between different reinforcer types has not been systematically
addressed in either single-unit recording studies in animals or in
functional imaging studies in humans. In direct recordings from
dopamine neurons in animals, the range of reinforcers used has
been limited to liquid foods and water, which does leave open the
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question whether firing patterns of dopamine neurons might
distinguish between more diverse types of reinforcer. In humans,
while brain regions such as ventral and dorsal striatum have been
found to correlate with prediction error signals in response to a
range of different reinforcers, no study to date has systematically
compared and contrasted prediction error responses to different
reinforcer types, leaving open the question whether prediction
error representations are common or distinct as a function of
reinforcer type.
The goal of the present study was to compare and contrast
prediction error signals elicited while subjects learned to perform
actions to obtain one of two distinct reinforcer types: a liquid food
reward (juice), and monetary reward (monetary gain). Subjects
were scanned with functional magnetic resonance imaging
(fMRI) while performing a task during which they had to choose
actions denoted by distinct stimulus pairs, which in one case led
to either a high or low probability of obtaining a pleasant juice
reward (1 ml of apple juice) and in another case a high or low
probability of obtaining a monetary outcome (gaining 5 cents).
We tested for regions showing significant correlations with pre-
diction error signals separately during choices involving money
and juice rewards to establish the extent to which prediction error
signals elicited during learning with money and juice engage
distinct or overlapping representations.
M E T H O D S
Subjects
Seventeen healthy right-handed individuals [5 females, 12 males;
mean age: 25  1.7 (mean  SD); range: 19–40] participated in the
experiment. The subjects were preassessed to exclude those with a
prior history of neurological or psychiatric illness. Prior to participa-
tion in the experiment, the subjects were prescreened to ensure that
they found apple juice to be highly pleasant.
Subjects were asked to fast for 6 h prior to their scheduled arrival
time at the laboratory but were permitted to drink water. All subjects
gave informed consent and the study was approved by the Institutional
Review Board of the California Institute of Technology.
Stimuli
The liquid-food reward was apple juice, and its control was an
affectively neutral tasteless solution that consists of the main ionic
components of human saliva (25 mM KCl and 2.5 mM NaHCO3). The
liquids were delivered by means of separate electronic syringe pumps
(1 for each liquid) positioned in the scanner control room. These
pumps transferred the liquid stimuli to the subject via 10-m-long
polyethylene plastic tubes (6.4 mm diam), the other end of which were
held between the subject’s lips like a straw while they lay supine in
the scanner. The monetary reward was indicated with a picture of a
nickel to mean that five cents was added to the accumulating win-
nings, and its control was a scrambled picture of a nickel to mean that
there was no change in income.
Task
The task consisted of four trial types: money, scrambled-money,
juice, or neutral-solution, the occurrence of which was fully random-
ized throughout the experiment (see Fig. 1). On each trial, subjects
were faced with the choice between two possible actions. Each trial
type had unique pairs of arbitrary, affectively neutral, fractal stimuli
representing those actions. The action of choosing one of the stimuli
delivered the respective reward with a probability of 0.6, and the other
delivered the same reward with a probability of 0.3. Subjects could
choose a given action by selecting one of two button presses on a
response pad corresponding to the left or the right location on the
screen. The location assignment of the two images was fully coun-
terbalanced across trials. The assignment of the images to each trial
type and outcome probability was fully counterbalanced across sub-
jects. The subjects’ task on each trial was to choose one of the two
possible available images. If a response was not registered before
1.5 s, a response omission was indicated to the subject, and the trial
was aborted. When an image had been selected, it increased in
brightness, and 4 s later the screen was cleared. Immediately follow-
ing this, depending on the condition, the outcome was either the
delivery of 1 ml apple juice or a picture of a nickel designating a
5-cent increase in the accumulating income; the delivery of 1 ml of
affectively neutral control tasteless solution or a picture of a scram-
bled nickel designating no change to income; or else no stimulus was
delivered or presented (according to the reward schedule associated
with the particular stimulus chosen). The outcome lasted 1 s and was
followed by a jittered intertrial interval drawn from a Poisson distri-
bution with a mean of 4 s.
Experimental design
Before starting the experimental task, we collected pleasantness
ratings of the visual cue stimuli (5, very unpleasant; 5, very
pleasant) based on subjective preference, and after the experiment we
collected pleasantness ratings of the cues based on their learned
associated outcomes. Subjects underwent two 25-min scanning ses-
sions—two training sessions, each with different images (new learn-
ing) consisting of 160 trials (40 trials per condition: money, juice,
scrambled, and neutral). There was a break in between the two
sessions to allow subjects to rest. All four trial types were pseudo-
randomly intermixed throughout both of the sessions. Prior to each
training session, subjects were told that there were four pairs of
stimuli, and on each trial, one of these pairs would be displayed. They
were instructed to select one of the possible visual stimuli on each trial by
pressing the left or right response button. They were told that following
their choices they could receive 1 ml of apple juice, 1 ml of a neutral
solution, an image of a nickel designating winning 5 cents, a scrambled
image designating no change, or nothing. They were not told which
stimulus was associated with which particular outcome, but they were
told that one of each pair of stimuli was associated with a higher
probability of obtaining an outcome than the other. Subjects were in-
structed to learn to choose the stimuli that gave them the most reward.
fMRI data acquisition
The functional imaging was conducted by using a Siemens 3.0 Tesla
Trio MRI scanner to acquire gradient echo T2* weighted echo-planar
(EPI) images with blood-oxygenation-level-dependent (BOLD) contrast.
To optimize functional sensitivity in orbitofrontal cortex (OFC), we used
a tilted acquisition in an oblique orientation of 30° to the AC-PC line
(Deichmann et al. 2003). In addition, we used an eight-channel phased
array coil which yields a 40% signal increase in signal in the medial OFC
over a standard head coil. Each volume comprised 32 axial slices. A total
of 750 volumes (25 min) were collected during the experiment in an
interleaved-ascending manner. The imaging parameters were: echo time,
30 ms; field of view, 192 mm; in-plane resolution and slice thickness, 3
mm; TR, 2 s. Whole-brain high resolution T1-weighted structural scans
(1  1  1 mm) were acquired from the 17 subjects and co-registered
with their mean EPI images and averaged together to permit anatomical
localization of the functional activations at the group level. Image
analysis was performed using SPM2 (Wellcome Department of Imaging
Neuroscience, Institute of Neurology, London, UK). Temporal normal-
ization was applied to the scans, each slice being centered to the middle
of the scan (TR/2). To correct for subject motion, the images were
realigned to the first volume, spatially normalized to a standard T2*
template with a resampled voxel size of 3 mm, and spatially smoothed
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using a Gaussian kernel with a full-width at half-maximum (FWHM) of
8 mm. Intensity normalization and high pass temporal filtering (using a
filter width of 128 s) were also applied to the data (Friston et al. 1995).
Reinforcement learning model
We used a simple reinforcement learning model to learn action
values Qa and Qb for each pair of actions a,b available for each of the
four separate trial types (juice, money, and their corresponding control
conditions). The action values were updated using a Rescorla-Wagner
learning rule, following selection of that action on a given trial t
Qchosent 1 Qchosent t
Where (t) is a prediction error computing the difference between
predicted and actual reward obtained on that trial
t  rt Qchosent
and  is a learning rate parameter.
We set r(t) to 1 or 0 to denote receipt of a liquid-food/money
outcome or no outcome, respectively. The probability of choosing a
given choice option given the learned values is determined using a
logistic sigmoid
pat
expQat	
expQat	 expQbt	
where  is an inverse temperature that determines the ferocity of the
competition. To find optimal model parameters, we calculated the log
likelihood fit of the actual choices made by subjects according to
Rescorla-Wagner learning, for a variety of learning rates () and
inverse temperature parameters (). A single set of model parameters
were fit to the group as a whole. These optimal parameters were
obtained separately for different trial types and separately across runs:
 
 0.06 and  
 10 for money in run 1;  
 0.2 and  
 4.6 for
money in run 2;  
 0.02 and  
 3.8 for scrambled money in run
1;  
 0.02 and  
 10 for scrambled money in run 2;  
 0.06 and
 
 10 for juice in run 1;  
 0.1 and  
 7 for juice in run 2;  

0.02 and 
 5.6 for neutral in run 1; 
 0.02 and 
 10 for neutral
in run 2. The above parameters were used to generate the actual
regressors for the fMRI data analysis for each subject.
fMRI data analysis
The event-related fMRI data were analyzed by creating regressors
composed of sets of delta (stick) functions. For each trial type, we
approximated a full temporal difference prediction error signal (with
cue and outcome responses) by using a regressor as a parametric
modulator in which the signal at the time of cue presentation was set
to the value of the chosen action Qchosen(t), while the activity at the
time of outcome corresponded to (t). Additional regressors modeled
activity corresponding to receipt of reward at the time of the outcome
(which was set to 1 if a reward was delivered, 0 otherwise). Separate
regressors modeled activity for each trial type. Regressors for omitted
trials and onsets of swallowing events were also created. All of these
regressors were convolved with a hemodynamic response function. In
addition, the six scan-to-scan motion parameters produced during
realignment were included to account for residual effects of move-
JUICE MONEY NEUTRAL
4s
1s
p=0.6
~500ms
Subject choice
Choice 
displayed
Outcome
Trial onset
~4s
Trial ends
p=0.3
High probability 
Low probability 
SCRAMBLED
5 cents
5 cents
+
No change
Scrambled
5 cents
++ +
+ + +
++
+
You won 5 cents!
1ml
apple
1ml
apple
1ml
neutral
1ml
neutral
Scrambled
5 cents
FIG. 1. Instrumental task illustration. Each of the 4 conditions, juice, money, neutral, and scrambled, were signified by different pairs of arbitrary stimuli. On
each trial, subjects had to choose between 2 possible images, 1 leading to a high probability of outcome (0.6) and the other a low probability (0.3). Depending
on the condition, the outcome was 1 ml apple juice, a picture of a nickel, 1 ml neutral control solution, or a picture of a scrambled nickel. The chosen stimulus
was illuminated, and 4 s later the outcome was delivered.
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ment. A swallowing-motion parameter was also recorded via a motion
detection coil placed on each subjects’ neck. These regressors were
then entered into a regression analysis against the fMRI data for each
individual subject. Linear contrasts of regressor coefficients were
computed at the single subject level to enable comparison between the
juice, neutral, money, and scrambled trial types. The results from each
subject were taken to a random effects level by including the contrast
images from each single subject into a one-way ANOVA with no
mean term. The main contrasts reported in this study were between the
prediction error signals of juice minus neutral and money minus
scrambled. To find commonalities, we took the average (main effect
of prediction error) and the conjunction of these contrasts. The
conjunction was computed by applying a statistical threshold to one of
the prediction error (PE) contrasts ([juice – neutral]) and then apply-
ing the other PE contrast ([money – scrambled]) as an inclusive mask
using the same threshold (e.g., at P  0.001). To find differences, we
looked for an interaction between these contrasts: [money – scram-
bled] – [juice – neutral]. We also tested for regions responding
following receipt of the different outcomes, computing conjunctions
and differences in the same way as described in the preceding text for
the prediction error contrasts. We also modeled a tonic value signal set
to Qchosen(t), which began at the cue presentation and ended at the
time of outcome presentation.
The structural T1 images were co-registered to the mean functional
EPI images for each subject and normalized using the parameters
derived from the EPI images. Anatomical localization was carried out
by overlaying the t-maps on a normalized structural image averaged
across subjects and with reference to an anatomical atlas. When
testing for prediction error signals, we focused in particular on the
ventral and dorsal striatum and report results in this area using an
uncorrected threshold of P  0.001 and an extent threshold of five
contiguous voxels. Activities in all other regions are reported only if
surviving correction for multiple comparisons at whole brain level
using family-wise error at P  0.05.
R E S U L T S
Behavioral results
EFFECTS OF TRAINING DURING INSTRUMENTAL CONDITION-
ING. Figure 2A shows averaged learning curves for the high
probability actions associated with apple juice, neutral, money,
and scrambled outcomes over the course of the two training
sessions and across the 17 subjects. In the last 10-trial block of
training (averaged from each session), subjects chose the high
probability action significantly more often than the low prob-
ability action in both the juice [t(16) 
 3.82, P  0.001,
1-tailed] and the money [t(16) 
 5.30, P  0.001, 1-tailed]
conditions. This indicates that subjects learned to choose the
instrumental action associated with the most reward in both
conditions. On the contrary, subjects did not learn to choose the
high probability action more than the low probability action in
the last block of the neutral condition [t(16) 
 0.13, P 
 0.90,
2-tailed], and the scrambled condition [t(16) 
 0.71, P 
 0.49,
2-tailed], indicating that subjects were indifferent as to whether
they obtained the affectively neutral control stimuli. In addi-
tion, we found no significant difference in the number of high
probability action choices made in the juice and money con-
ditions in the last 10 trials [t(16) 
 0.31, P 
 0.76, 2-tailed].
Effects of training on the affective evaluation of
visual stimuli
Subjective pleasantness ratings for the eight different stimuli
(images associated with the low and high probability outcomes
for each of the 4 trial types) were taken before and after both
sessions of training and their average from the two sessions are
plotted in Fig. 2B. The subjective pleasantness of the stimuli
associated with high probability of money or juice outcomes
increased from before to after conditioning [money-high:
t(16) 
 1.95, P  0.05, 1-tailed; juice-high: t(16) 
 1.85,
P  0.05, 1-tailed], whereas the pleasantness of the images
associated with low probability of money or juice outcomes
decreased [money-low: t(16) 
 2.73, P  0.01, 1-tailed;
juice-low: t(16) 
 2.75, P  0.01, 1-tailed]. These results
indicate that subjects’ subjective affective evaluations for the
visual stimuli associated with a high probability of reward were
increased from before to after conditioning for both food and
money rewards. On the other hand, for the nonrewarding
control trials, the subjective pleasantness of the stimuli de-
creased from before to after, regardless of the probability of
outcome with which that stimulus was associated [neutral-
high: t(16) 
 1.53, P 
 0.07, 1-tailed; scrambled-high: t(16) 

3.41, P  0.01, 1-tailed; neutral-low: t(16) 
 2.31, P  0.05,
1-tailed; scrambled-low: t(16) 
 4.03, P  0.001, 1-tailed].
Furthermore, the increase in subjective pleasantness of the
stimuli associated with high probability of money was not
3
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FIG. 2. A: learning curves. Total number of high probability action choices
over 4 10-trial blocks shown averaged across 17 subjects and 2 learning
sessions. Over the course of training, subjects increasingly favored the high
probability images associated with apple juice or money over their low
probability counterparts, but this was not the case for the neutral and scrambled
condition where subjects were indifferent between the high and low probability
actions (*, P 0.001, 1-tailed). B: subjective pleasantness ratings of images on
a scale of5 (very unpleasant) to5 (very pleasant), before and after training,
averaged across 17 subjects and two learning sessions. The ratings for the high
probability reward conditions significantly increased, and the low probability
reward conditions significantly decreased, but this was not the pattern in the
control conditions (*, P  0.05, 1 tailed).
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significantly different from that of juice [t(34) 
 0.74, P 

0.46].
Neuroimaging results
COMMONALITIES IN PREDICTION ERROR CODING BETWEEN REIN-
FORCERS. To identify striatal regions correlating with predic-
tion error for both juice and money, we first averaged the
prediction error contrasts: juice-neutral and money-scrambled.
This analysis revealed significant effects in a number of striatal
subregions: the nucleus accumbens [15, 12, 6 mm, z 
 3.90,
P  0.001], and dorsal striatum (caudate nucleus) [9, 3, 15
mm, z 
 4.22, P  0.001; see Fig. 3A]. Figure 3,B and C, also
shows the separate results from the individual juice-neutral and
the money-scrambled prediction error contrasts respectively.
We also tested for striatal areas showing significant effects
in the conjunction of juice-neutral and money-scrambled pre-
diction error contrasts. This analysis revealed significant ef-
fects in the dorsal striatum, specifically anterior caudate nu-
cleus [-9, 0, 6 mm; z 
 3.34, P  0.001]. These results are tabulated in Supplementary Table S1, and time course plots
from this region are shown in Supplementary Fig. S1.1
Differences in prediction error coding between reinforcers
Next we looked for regions that were specific to a reinforcer
type (Fig. 4). To test for areas responding more during money
than juice prediction errors, we tested for the following contrast:
(money PE  scrambled PE)  (juice PE  neutral PE). This
analysis revealed significant effects in a region of the right nucleus
accumbens [15, 9, 6 mm, z 
 3.58, P  0.001], suggesting that
this region is significantly more correlated with prediction errors
in the money than the juice conditions (see Fig. 5; Table S2). No
areas within striatum showed significantly stronger effects for
juice compared with money PEs.
Separate prediction errors at the time of cue and outcomes
We also ran an additional analysis in which we split the full
PE signal into two components, one at the time of cue presen-
tation and the other at the time of outcome presentation. For the
outcome PE regressors, we obtained broadly similar results in
the striatum for the conjunction and difference contrasts to that
seen in the full PE case, albeit only at a trend level (P  0.01),
whereas for the cue PE regressors, we did not find such effects.
These results suggest that the effects of the full PE analysis
1 The online version of this article contains supplemental data.
y=+12
y=+12
y=+12
A
B
C
FIG. 3. Area of striatum showing prediction error responses to the different
reinforcers. A: average prediction error (PE) signal combined across money
and juice trials (from the contrasts of juice PE  neutral PE and money PE 
scrambled PE) showing activity in both ventral and dorsal striatum. B: regions
of striatum correlating with reward prediction errors during money trials (from
the contrast of money PE  scrambled PE). C: regions of ventral and dorsal
striatum correlating with reward prediction errors during juice trials (from the
juice PE  neutral PE contrast). Images are shown with threshold set at P 
0.001.
FIG. 4. Region of dorsal striatum showing common prediction error coding
for juice and money reward in a conjunction of prediction error contrasts:
(juice PE  neutral PE) and (money PE  scrambled PE). Image is shown
with threshold set at P  0.001.
FIG. 5. Region of nucleus accumbens showing differential prediction error
coding between reinforcers. Right nucleus accumbens was significantly more
correlated with money prediction errors than with juice prediction errors.
Image is shown with threshold set at P  0.001.
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may be especially driven by the prediction error signal at the
time of outcome, although a combined analysis of the error
signals across both time points is necessary to reach our
threshold for significance in the striatum.
Testing for the contribution of outcome responses to
prediction error effects
To rule out the contribution of responses to outcomes indepen-
dently of prediction errors on the above findings, we ran a further
analysis in which the receipt of juice, money and neutral and
scrambled outcomes were modeled as separate regressors. The
prediction error regressors were then orthogonalized with respect
to those outcome regressors ensuring that the outcome regressors
were assigned all the variance common to prediction errors and
outcomes. We then performed a conjunction analysis across the
money and juice outcome regressors: i.e., (money  scrambled)
and (juice  neutral). We did not find any significant effects in
dorsal striatum in this contrast at P  0.001 or even when the
conjunction between both contrasts was tested at P  0.01.
We also tested for a difference between responses to the money
and juice outcomes: (money  scrambled)  (juice  neutral).
Again we did not find any significant effects in ventral striatum
(nucleus accumbens) at P 0.001 (or at P 0.01) in this analysis
as had been found for the prediction error analysis. Taken together
these results indicate that differences in the sensory properties of
outcomes (whether between money and scrambled or juice and
neutral, or between money and juice) are unlikely to account for
the prediction error findings described earlier. However, because
this conclusion is based on a null result, the contribution of
sensory differences in outcome coding to the prediction error
results cannot be completely ruled out.
D I S C U S S I O N
Here we provide evidence with fMRI that prediction error
signals during learning with food and money reward are at least
partially overlapping in humans. Specifically within the striatum,
a part of dorsal striatum (caudate nucleus) was found to exhibit
prediction error signals during learning with both money and juice
reward. In addition to our finding of overlapping prediction error
representations in some areas, we also found evidence for partially
distinct prediction error representations in other areas. In particu-
lar, a region of right nucleus accumbens, part of the ventral
striatum, was found to be engaged by prediction errors during
learning with money but not juice reward.
These results have important implications for understanding
the computational mechanisms underlying learning of reward
associations in humans. It is notable that dorsal striatum should
turn out to be the locus of common prediction error responses
given that this region is thought to contribute toward guiding
action selection for reward. According to actor-critic models of
reinforcement learning, action selection for reward is mediated
via the “actor,” which learns a policy through the formation of
stimulus-response associations. These associations (described
as habitual in the animal learning literature) are, once formed,
insensitive to the current incentive value of the outcomes used
to stamp in such associations in the first place (Barto 1992,
1995; Daw et al. 2005; Dayan and Balleine 2002; Montague
et al. 2006; O’Doherty et al. 2004). Although here we do not
test whether the instrumental actions being performed by
subjects are under goal-directed or habitual control (Balleine
and Dickinson 1998), one plausible interpretation of the
present results is that the overlapping prediction error signals
we found in dorsal striatum correspond to the site of learning
of habitual stimulus-response associations in which there is no
explicit representation of the outcome (Daw et al. 2005).
Another feature of actor-critic models of reinforcement
learning is the “critic,” which learns about the expected future
rewards arising from being in a particular context (usually
denoted by specific stimulus configurations). The critic has
been proposed to learn Pavlovian stimulus-outcome associa-
tions. Unlike habitual stimulus-response associations in the
actor (Balleine and Dickinson 1998; Balleine et al. 2008;
Dickinson 1985), Pavlovian associations are known to be
sensitive to the value of the outcome with which they are
associated in that devaluation of outcomes can result in a
decrease in cue-elicited Pavlovian conditioned responses (Hol-
land and Straub 1979). Ventral striatum has previously been
implicated in learning of stimulus-outcome associations in
humans as prediction error signals in this area have been
reported during studies of appetitive classical conditioning
with a range of different reinforcer types (Bray and O’Doherty
2007; Kim et al. 2006; O’Doherty et al. 2003; McClure et al.
2003). Indeed ventral striatum has been suggested to be a
candidate region for implementing the critic.
In the present study, while we found a main effect of reward
prediction error in ventral striatum (on average across both juice
and money conditions), a direct comparison between money and
juice prediction errors revealed significantly stronger correlations
with money prediction errors in the nucleus accumbens compared
with juice prediction errors. These findings could be taken to
indicate that a part of ventral striatum is specifically recruited in
response to prediction errors for money and not juice. However,
because we did not observe significant prediction error signals in
ventral striatum in the juice condition alone, the preceding find-
ings should be interpreted with caution. Many previous studies
have reported significant prediction related signals in ventral
striatum during learning with juice reward (McClure et al. 2003;
O’Doherty et al. 2003, 2004). Therefore it is certainly not the case
when taking into account these previous findings that ventral
striatum is exclusively engaged during learning with money re-
ward. However, prediction errors for juice reward have in other
studies been found to correlate with activity in more lateral
regions of ventral striatum, particularly in the ventral parts of
putamen (O’Doherty et al. 2003, 2006), whereas money predic-
tion errors often tend to be located more medially within the
nucleus accumbens proper (Abler et al. 2006; Hare et al. 2008;
Haruno et al. 2006). Our finding of enhanced activity within
nucleus accumbens for money prediction errors could be consis-
tent with this trend. It also been reported that prediction errors
during learning with a rewarding visual stimulus (attractive faces)
elicited activity in medial ventral striatum (Bray and O’Doherty
2007). Taken together these results suggest the possibility that
medial ventral striatum may be preferentially engaged by predic-
tion errors for either abstract or visual reinforcers compared with
juice. Relatively greater involvement of medial aspects of the
ventral striatum in responding to money or visual reinforcers
could occur due to the pattern of Pavlovian conditioned responses
being elicited through learned association with such stimuli,
which may be preparatory (such as eliciting approach) rather than
consummatory as would likely be the case during conditioning
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with juice reward (Konorski 1948). Future studies could address
this possibility directly by measuring different types of Pavlovian-
conditioned responses during associative learning with money,
visual, and juice rewards and comparing these to the pattern of
activation in the striatum.
An alternative explanation for the more robust engage-
ment of nucleus accumbens during the money reward con-
dition is that money could be deemed more valuable to
subjects than juice reward and that stronger prediction errors
in ventral striatum in the money condition relates to a
difference in overall salience between the reward condi-
tions. However, several pieces of evidence argue against
this interpretation in the case of the present results. First of
all, robust prediction error signals were found in dorsal
striatum in response to both food and money reward, which
indicates that prediction error signals are not generally
stronger in the money compared with the food conditions.
Moreover, the extent to which subjects favored the high
compared with low probability actions within each condi-
tion is a behavioral measure of preference for the rewards.
Notably, subjects learned to favor the high probability
action for the money and juice reward conditions and did not
differ between these conditions in the proportion of choice
allocations to the high probability actions. On the other
hand, subjects were indifferent in their choices between the
high and low probability actions for both neutral conditions.
These results therefore suggest that subjects value both the
food and money rewards equally highly. Finally, subjective
pleasantness evaluations for the stimuli associated with the
high probability actions were significantly elevated in both
juice and money conditions, and no significant difference
was found between the stimulus evaluations in the food and
money conditions, suggesting that subjectively, both reward
contexts were rated as similarly favorable by the subjects.
It is also important to note that the present study can only
provide indirect evidence about the role of dopamine in pre-
diction error signaling for different reinforcers. The prediction
error signals we are measuring in the target areas of dopamine
neurons such as striatum likely depends at least partially on
dopaminergic input into these areas (Pessiglione et al. 2006),
but it is also likely that other neural signals contribute to the
observed prediction-error-related activity in these regions, in-
cluding intrinsic activity within striatum as well as other
nondopaminergic inputs. Nevertheless, the finding of only
partially overlapping prediction error BOLD correlates for the
different reinforcers raises the question as to whether dopamine
neurons do indeed at least partially differentiate between rein-
forcer types. The results of the present study suggest the
importance of following up this question using techniques that
allow selective measurement of dopamine signals including
single-unit neurophysiology recordings from dopamine centers
in the midbrain and/or voltammetric recordings from some of
the dopaminoceptive target areas identified in the present
study.
The main conclusions of the present study are that a region
of dorsal striatum correlates with prediction errors during
learning with both juice and monetary rewards, suggesting that
this area is involved in mediating learning of stimulus-response
associations irrespective of the nature of the reward being used
to reinforce such instrumental associations. While prediction
error activity was largely overlapping within the dorsal stria-
tum, we also found some evidence for partial specificity within
the ventral striatum in that the nucleus accumbens showed
stronger responses to prediction errors during learning with
money compared with juice reward, which may suggest at least
partial differentiation of ventral striatal circuitry involved in
learning Pavlovian associations.
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