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Introduction
Especially since the outbreak of the global financial crisis, central banks have employed a large variety of macroprudential instruments to strongly differing degrees (Cerutti et al., 2017) . These instruments were often introduced without much prior empirical evidence on their potential effects. The main aim of this study is to provide robust inference on the medium to long-run effects of reserve requirements, one of the most widespread macroprudential measures, on credit growth and economic growth. In order to ensure robustness to model specification, we use Bayesian model averaging techniques in order to quantify the role played by reserve requirements. Our main interest lies in quantifying the real growth effects of reserve requirements as a regulatory (macroprudential policy) tool during normal and stress times.
The main objective of macroprudential policy is to promote the resilience of the financial system (Schoenmaker, 2014) . This is important because financial risk taking may not always be beneficial for economic growth. On the one hand, financial risk taking has been found to have -on average -a positive effect on growth by mitigating financial bottlenecks (Rancière et al., 2008) . On the other, this may not be true to the same extent for countries with strong and sound institutions or for extremely high levels of risk.
Financial crises as an undesired outcome of systemic risk taking can have severe adverse consequences for the financial system and the real economy (Laeven and Valencia, 2013) . In order to maximize welfare, a balance therefore needs to be struck between financial stability on the one hand, and some (systemic) risk taking on the other hand (Borio and Shim, 2007) .
A variety of theoretical papers have evaluated costs and benefits of regulation. Statements on the most efficient approach usually depend on the setup of the economy and modelled frictions (Jeanne and Korinek, 2013; Benigno et al., 2013) . The assessment of the effects of macroprudential instruments in empirical studies has -in comparison -not kept pace. The first generation of empirical studies on macroprudential instruments and their effects uses aggregate measures in international panel studies, for example by creating simple indices identifying the legal existence of these instruments (Borio and Shim, 2007; Cerutti et al., 2017) . The focus of these studies -influenced by the recent financial crisis -has mostly been on measuring the effect on credit growth and house prices. Due to the use of variables based on legal existence, the intensity of an instrument is never a factor in these studies. This problem is addressed in a second group of studies, which employ either microeconomic or time-series analysis to identify the effects of the strengthening of one instrument in a single country (Tovar et al., 2012; Arregui et al., 2013; Camors and Peydro, 2014) . In general, single-country studies confirm the evidence on credit and house price growth found in the first group of studies mentioned above.
We aim to reassess and extend the previous findings of the empirical literature. To do so, we address the general research question on the effects of macroprudential policy from a slightly different angle: We aim to identify the medium to long-run effect of one particular macroprudential instrument, reserve requirements, on credit and GDP per capita growth in the context of economic growth regressions under the presence of model uncertainty, using Bayesian methods. 1 Both the focus on a longer horizon and a switch to GDP growth are aimed at bringing our study more in-line with the welfare-maximizing objective of forward-looking policymakers. The Bayesian analysis has the additional advantage that it does not presuppose a particular 1 Reserve requirements can also be seen as a form of capital controls. There is an extensive literature looking at costs and benefits of capital controls (see for example Chinn and Ito, 2006; Forbes, 2007) , however not with a focus on the potential benefits during a banking crisis. We control for the strength of total capital controls in our estimations.
1 econometric specification to address the effect of reserve requirements on income growth for the sample. In particular, the method creates weighted averages of the effects found across different specifications making use of posterior model probabilities as weights. It thereby integrates away the uncertainty embodied in the choice of a particular model, thus providing inference which already accounts for the fact that the true specification is unknown to the researcher. The advantages of such a method depend on the set of models entertained, so we put an effort on collecting a dataset including the most relevant variables employed in the literature to assess differences in long-run economic growth and also assess potential nonlinearities by allowing for quadratic and interaction effects in the models used.
The paper is organized as follows. Section 2 provides a review of our the relation of crises, regulation and growth, and describes the data employed in the empirical exercise. Section 3 gives an overview over Bayesian model averaging techniques, section 4 presents the results of the analysis and section 5 concludes.
Variables, data and sources
This section reviews the extensive literature on (a) the link between crises and economic growth; (b) the scope of macroprudential regulation in general and reserve requirements in particular; (c) empirical findings on the effect of reserve requirements. It also describes the additional control variables we employ in our Bayesian model averaging exercise for economic growth regressions. 2
The relationship of crises, regulation and growth
In the literature, there is considerable disagreement on the effects of crises and corresponding welfare losses.
To illustrate different results regarding the link between growth and crises, in Figure 1 we show yearly GDP and credit growth rates from ten years before to ten years after a systemic banking crises identified by Laeven and Valencia (2013) . Growth rates of GDP and credit are substantially lower in the year of a crisis than in other years. Importantly, neither credit nor GDP growth rates seem to be much higher after a crisis than before. Thus, if a trend is calculated based on pre-crisis growth rates, this would give rise to a very slow return to trend (as found by Laeven and Valencia, 2013) or even large and persistent output losses (as argued by Cerra and Saxena, 2008) . However, we can also see that nearly 50% of the countries have positive GDP growth during a crisis. This is the key finding of Devereux and Dwyer (2016) , who argue that output losses should be calculated relative to pre-crisis output rather than to a trend, because the latter is hard to establish for volatile (and crisis-prone) middle-income countries. Beyond direct effects, crises often trigger long and protracted adjustment processes. Thus, they can in principle have effects on GDP growth more than five years in the future. However, there is not much agreement on these effects. On the one hand, persistence would point to a continuing negative effect on growth, even after five years (Bordo et al., 2010) . On the other hand, standard macroeconomic models would predict stronger growth after a crisis, as the economy moves slowly back to its long-run growth path. Note: The analysis is based on 54 crises, drawn from Laeven and Valencia (2013) . We report mean, median as well as the 16 and 84-percentile of the data. Note: The figure shows the frequency of crises and descriptive statistics for the average reserve requirement of a country in a given year (median as a thick line, interquartile range as a box, extended range as dashed line, and outliers as dots). Reserve requirement data are from the database of Federico et al. (2014) .
In this study, we use the data on systemic banking crises as defined by Laeven and Valencia (2013) . This is to our knowledge the most comprehensive database of systemic banking crises worldwide. Economic crises were not often employed as potential covariates in the literature on the robust determinants of longrun economic, which tends to abstract from short-run fluctuations. However and as argued above, this restriction may be flawed. Figure 2 shows the development of our main two variables of interest, systemic banking crises and reserve requirements, over the period spanned by our sample. In the left plot, it can be observed that the share of crises per year in our sample is fairly high during the currency and banking crises of the late seventies and nineties, and during the great financial crisis. The smaller number of countries in our sample the early seventies, together with lower degrees of financial liberalization, may have contributed to the low frequency of crises in this period.
From a theoretical perspective, crises can be seen as consequences of frictions on financial markets. With an eye on middle-income countries, Rancière et al. (2008) construct a model of an open economy with two sectors -non-tradable and tradable -and two frictions -limited enforcement and systemic bailouts in case of an external debt crisis. Financial liberalization (a reduction in capital controls) allows firms in the non-tradable sector to borrow more, and the bailout guarantees induce them to borrow in foreign currency. However, firms still hold less debt than optimally. Rarely, this leads to crises. However, as average growth under financial liberalization is higher than under repression, Rancière et al. (2008) conclude that, if frictions cannot be tackled directly, a volatile high-growth path may be preferable to steady stagnation.
The view of efficient crises is shared by proponents of the so-called Greenspan doctrine, which states that crises should only be counteracted after their occurrence as any ex-ante regulation will necessarily be too blunt a tool and create negative distortions (Benigno et al., 2013) . Distortions on financial markets should affect investment, hampering growth (Ramey and Ramey, 1995) and potentially even increase real volatility (Aghion et al., 2010) . This view is challenged by central banks and academics alike: if crises are the result of overborrowing, then ex-ante policy could improve welfare by reducing credit growth (Jeanne and Korinek, 2013; Mendoza and Bianchi, 2011) . In practice, it is thus very likely that a mixture of many policy toolsex-ante and ex-post -is the second best option in the face of a multitude of frictions.
The right plot of Figure 2 reports our second variable of interest, reserve requirements, for the same sample. Reserve requirements are one of the main tools of macroprudential policy and have been used in many countries in order to mitigate the severe negative short-run effects of systemic banking crises. Thus, they aim at reducing bubbles and systemic risk-taking in the financial sector (Arregui et al., 2013) . They require banks to hold a certain percentage of their deposits as reserves at the central bank. Thus, reserve requirements act as a tax on the banking system (Glocker and Towbin, 2012) . They increase intermediation costs and drive a wedge between deposit and lending rates. 3
We obtain data on reserve requirements from the large international database of Federico et al. (2014) .
The database contains unbalanced quarterly data on reserve requirements in 60 countries (and, additionally, the euro area as an aggregate) from 1969 onwards. The advantage of our data is that we observe the exact value of reserve requirements. Advanced economies tend to set extremely low requirements, sometimes even zero. On the other end, Colombia had requirements of 100% from 1977 to 1979. Mexico and Brazil also set requirements at 50% or above during their respective economic crises in 1988 and 1994. 4 The right panel of Figure 2 shows that there seems to be a slight downward trend of requirements both in the median (thick black line) and the outliers (circles). This holds even though we are able to add many middle-income and low-income countries to our sample over the 1990's. Note: The analysis is based on 54 crises, drawn from Laeven and Valencia (2013) and reserve requirements from Federico et al. (2014) . We report mean, median as well as the 16 and 84-percentile of the data.
(i.e., set a longer period over which reserves must be sufficient on average), (c) to differentiate requirements over certain types of deposits, or to exclude certain deposits altogether, 5 (d) to apply requirements to all existing deposits or only to newly created ones (Gray, 2011) .
Three broad reasons have been suggested for the use of reserve requirements (Gray, 2011 In line with the considerations above, increasing reserve requirements have been found to be a complement to monetary policy (Vargas et al., 2011; Glocker and Towbin, 2015; Tovar et al., 2012) . 7 Glocker and Towbin (2015) identify interest rate and reserve requirement shocks via zero and sign restrictions 5 Differentiation can go as far as exempting specific banks. In the case of Brazil, for instance, reserve requirements act as a de facto subsidy from large towards small banks (Robitaille et al., 2011) .
6 Some advanced economies like the Eurozone use a low level of requirements to stabilize money market rates and link them to central bank interest rates rather than as countercyclical tools. However, whenever this is the main goal of requirements, they are typically very close to zero. Fluctuations (if existent) are due to serious shortages on interbank markets, which are internationally linked across advanced economies. We control for this in our empirical setting by using country and time fixed effects.
in an structural vector autoregressive model (VAR model) employing Brazilian data. They show that a discretionary tightening of reserve requirements leads to a decline in domestic credit, an increase in unemployment, a depreciation of the exchange rate, an improvement of the current account, and an increase in the price level. Overall, they conclude that reserve requirements provide a potential way of reining in credit growth without attracting net capital inflows and appreciating the exchange rate. Tovar et al. (2012) and Arregui et al. (2013) confirm in panel VARs that macroprudential instruments including reserve requirements reduce (temporary) credit and house price growth. Montoro and Moreno (2011) find that higher requirements have two beneficial effects in crises times. First, higher buffers increase resilience per se. Second, the possibility to lower requirements helps to offset tighter financing conditions by providing liquidity. However, all these studies share a focus on short-run developments. We add to their analysis by describing the long-run growth effects of reserve requirements and crises.
The right panel of Figure 2 also shows that there is only little variation of average reserve requirements over the course of our sample. If anything, requirements slowly decrease. This coincides with an expansion of our geographical sample, mainly towards developing countries, which usually have higher requirements than advanced economies. That is, we find a downward trend for reserve requirements in nearly all countries in our sample. However, at all times there are some countries with very high reserve requirements (20% and more).
Data description
Our main variable of interest is the growth rate of GDP per capita. Thus, we extend the literature mentioned in the introduction, which mainly focuses on the effect of reserve requirements on credit aggregates or house price developments. However, our analysis allows us to also shed some light on the robustness of previous findings. To this end, we also provide results on the robust determinants of differences in the growth rate of three different credit measures and the role played by reserve requirements in this context. In particular, we look at growth rates of bank credit to private sector, credit by financial sector and credit to private sector.
While conceptually close, there may be some accounting differences. For example, bank credit to the private sector may be much closer to credit to private sector in a bank-based than in a market-based financial system. Also, the size of the government sector plays affects the different credit aggregates differently.
Our additional control variables are mostly standard covariates employed in the growth literature (MoralBenito, 2012, see for example). Our variables focus mostly on determinants of long-run growth and include covariates that correspond to theoretical frameworks that are often used in the empirical literature to study economic growth differences across economies. We include variables that correspond to the human capital-augmented Solow model (gross capital formation, population growth, initial income per capita and educational attainment variables), as well as covariates measuring age structure, which have been highlighted as economic growth predictors by Lindh and Malmberg (1999) or Bloom et al. (2007) , variables related to international trade and foreign direct investment (see, for example, Frankel and Romer, 1999) or to credit access (King and Levine, 1993) . Importantly, we include capital account openness and other variables of financial liberalization to make sure that our results are driven by macroprudential motives for reserve requirements (Rancière et al., 2008) . The set of potential models encompassed by combinations of covariates of the pool used in our analysis corresponds therefore to many of the specifications which are routinely used to address long-run economic growth in modern empirical studies. However, our variables of interest most likely have the strongest effect on growth at business cycle frequencies. In order to avoid attributing wrong effects to crises and reserve requirements, we need to control for additional macroeconomic variables operating at the same frequency. Therefore, we include real interest rates, inflation measures and unemployment, as well as the current account measures and external debt to our list of potential regressors. This captures the most important macroeconomic and financial leading indicators. Our dataset also contains information on exchange rate regimes, which is used in a robustness check aimed at assessing subsample heterogeneity in the effect of reserve requirements on economic growth (see section 5).
As usual in the literature on long-run economic growth, we abstract away from effects within business cycle frequencies by forming non-overlapping five-year averages for all variables. All right hand side variables are lagged one period (i.e., averages of the prior five-year block). In order to control for unobserved country specificity and global shocks, we add country and period fixed effects in all regressions.
We have 314 observations in our baseline model and our estimation covers 5-year periods in 66 countries.
In a robustness check without reserve requirements and crises, we are able to extend our dataset to 485 observations, covering 97 countries. If we deviate from our baseline estimation by replacing GDP growth with credit growth or by including exchange rate arrangements as an additional explanatory variable, the number of observations varies only slightly.
Methodological framework: Reserve requirements and economic growth under model uncertainty
In order to assess quantitatively the role played by reserve requirements as a determinant of both credit and income per capita growth in the presence of specification uncertainty, we consider the following class of linear panel data models applied to N observations,
where g i,t is the dependent variable of interest (alternatively the growth rate of credit or income per capita in country i and five-year period t). A model is defined by the choice of k variables as explanatory covariates.
These variables are assumed to belong to a pool of K potential covariates that may explain within-country differences in the dependent variable of interest. All models include country fixed effects (α i ) and time fixed effects (λ t ) to control for observable and unobservable differences across economies that remain constant over time, as well as for shocks to g i,t that are common across countries. 8 In addition, we assume that ε i,t is a homoskedastic, normally distributed shock with variance σ 2 .
Our main interest is to quantify the effect of the variable measuring reserve requirements, which is in the pool of available covariates. Since the effect of reserve requirements on both credit growth and income per capita growth is potentially affected by whether the economy is experiencing a crisis, we add the interaction between the reserve requirements covariate and a crisis dummy as an additional variable in the set of potential determinants of g i,t . The full set of covariates used to construct panel data models of the 8 In practice, we account for fixed effects by conducting the analysis on deviations from country-time specific means.
8 type given by equation (1) corresponds to that presented in Table A .2, augmented with the interaction term mentioned above.
We integrate model uncertainty by carrying out inference on the effect of the explanatory variables based on the full set of models that can be created using the pool of potential covariates. In such a setting, the posterior distribution for the parameter corresponding to variable x j , β j , is given by
where posterior distributions are denoted by P (·|y), and where P (·|M l , y) stands for the posterior distribution conditional on the specification given by model M l and data y. Inference is performed based on the posterior distributions obtained from individual specifications, weighted by posterior model probabilities, P (M l |y). These are proportional to the product of the marginal likelihood of the corresponding model (P (y|M l )) and the prior model probability (P (M l )). The integrated likelihood of a model can be computed
where f (y|β l , σ) is the likelihood function under model M l and P (β l , σ) is the prior density over the parameters of M k . It is standard in the literature on Bayesian Model Averaging (BMA, see for example Fernández et al., 2001b,a; Steel, 2007, 2012) to assume a flat prior over log(σ), so that P (σ) ∝ σ −1 , and an independent g-prior over β l , which implies that
where the columns of matrix X l contain the observations of the explanatory variables included in M l . The g-prior given by equation (4) assumes the same covariance structure as for the OLS estimator of β l , scaled by g. Recent contributions propose the use of a hierarchical prior structure where a prior distribution over g is imposed. Liang et al. (2008) , Feldkircher and Zeugner (2009) or Cui and George (2008) , for instance, put forward alternative Beta priors over the shrinkage factor (given by g/(1 + g)) which increase robustness of inference in the presence of model uncertainty further (see also Ley and Steel, 2012 , for a comparison of hyper-g-priors in simulated settings). This is the setting employed in the empirical application of this study. 9
With respect to the prior over models, P (M l ), the BMA literature has moved from assigning a uniform prior over the model space (see for example Fernández et al., 2001b) or fixed prior inclusion probabilities by covariate (see for example Sala-i-Martin et al., 2004) to hierarchical priors where a (Beta) prior is imposed on the inclusion probability of each variable. Such a Beta-Binomial prior on model specifications has the advantage of providing more robust inference than priors based on fixing the inclusion probability of explanatory variables. Additionally, it makes the prior on model size less dependent on the choice of 9 Early contributions to the application of BMA to econometric specifications (Fernández et al., 2001b; Sala-i-Martin et al., 2004) tend to use fixed values of g corresponding to settings that result on integrated likelihoods that result on well understood penalties on the inclusion of new variables in the model. The uniform information prior (UIP) results on an integrated likelihood that can be approximated using the Bayesian information criterion (BIC, see Schwarz, 1978) and corresponds to setting g = N . Alternatively, setting g = K 2 , for instance, leads to the so-called risk inflation criterion (RIC, Foster and George, 1994) . Fernández et al. (2001a) , making use of a comparison based on simulated settings, propose the so-called BRIC criterion, which corresponds to g = max(N, K 2 ).
9 the g-prior (Ley and Steel, 2009 ). Since our particular application includes an interaction term among the potential covariates, treating all specifications in the model space equally a priori may lead to inference which is difficult to interpret. This is because specifications with interaction term but without the parent variables would be entertained in the averaging exercise. In order to avoid basing our inference on such potentially misleading models, we apply a strong heredity prior on covariate inclusion (Chipman, 1996; Crespo Cuaresma, 2011) . Under this prior, specifications which include an interactive variable without also including the linear terms corresponding to both of the interacted variables are assigned a zero prior probability, thus ensuring that inference on the interaction term is properly interpretable.
Given the large number of models that need to be estimated to compute posterior distributions (in our benchmark estimation we have K = 36, so the model space contains around 69 billion specifications), we employ a Markov Chain Monte Carlo (MCMC) method to analyze the space of specifications (Kass and Wasserman, 1995) . Our inference is based on 1,000,000 MCMC draws (visiting around 550,000 different models), after discarding 100,000 steps as a burn-in sample. The usual statistics used to ensure convergence of the Markov chain indicate systematically that statistics based on the visited models can be safely used to perform inference. 10 4 Empirical results: The effect of reserve requirements on economic growth
Reserve requirements and credit growth
The previous literature has documented in a number of studies that tightening reserve requirements tends to be followed by lower credit growth. However, most of these studies focus on short-term to mediumrun effects. Camors and Peydro (2014) , for example, exploit a single change in regulation in Uruguay to identify reactions by banks. Glocker and Towbin (2015) and Tovar et al. (2012) employ VAR methods with monthly data and are therefore in principle able to identify longer-run effects of reserve requirement shocks.
However, they restrict their impulse-response functions to four and one year horizons. Our analysis has a natural focus on longer horizons, and therefore provides a reference to compare the conclusions of these studies and assess whether short-run reactions persist at longer horizons. Moreover, our Bayesian approach to dealing with inference allows to integrate away the uncertainty attached to the choice of controls in the specification, thus providing robust alternative empirical evidence as compared to the findings from (admittedly rather large-scale) VARs. The comparative disadvantage of our analysis, on the other hand, is that we are not able to provide results on adjustment dynamics beyond conditional convergence speeds, nor can we strictly identify exogenous shocks. In order to rule out reverse causality, we need to make the assumption that reserve requirements and other control variables do not react to medium-run expectations (covering the following five years) of credit and GDP growth. The lag structure imposed in our model space, where explanatory variables are lagged by five years, provides a chronology that makes endogeneity concerns arguably unimportant in our setting. Note: Columns report the posterior inclusion probability (pip), unconditional mean (mean) and t-statistic conditional on inclusion (t-stat) of the coefficients. The corresponding BMA results without average reserve requirements and crisis dummies can be found in the appendix in Table A Note: Densities are conditional on inclusion of the variable in the model. The full posterior density would be given by a scaled version of the reported densities, combined with a point-mass at zero. Table 1 reports results from our BMA exercise with three different measures of credit growth as dependent variable. Specifically, we consider growth rates of (i) domestic credit provided by the financial sector, (ii) total credit to the private sector, and (iii) credit to the private sector provided by the banking sector. For every credit growth measure, we report results for BMA applied to the model space spanned by combinations of control variables in Table A .2 including mean(rr), the crisis dummy and the interaction of the two. 11 In all cases, we report the posterior inclusion probability, the unconditional mean and the ratio of posterior mean to posterior standard deviation (thus resembling the frequentist t-statistic) conditional on inclusion for all variables entertained in the exercise. The posterior inclusion probability of a variable is given by the sum of posterior model probabilities of the specifications which include that variable as a covariate and is routinely interpreted as the importance of the variable when explaining variability in our dependent variable. As a different representation, Figure 4 depicts the conditional posterior distribution of our three main variables of interest in the regression on the growth rate of credit by the financial sector. The reported conditional mean effect (denoted by Cond. EV in the figure) is determined by the unconditional mean in the Table 1 divided by the corresponding inclusion probability.
Several results among those presented in Table 1 stand out. First, posterior inclusion probabilities are in general much more extreme and mostly closer to zero in the model estimates based on datasets without reserve requirements and crises (that have more observations), as can be seen by comparing these results to those in Table A .4, presented in the Appendix. That implies that the posterior model size distribution favours much smaller models (four to six regressors) among the latter models as compared to the specifications that lead to the results reported in Table 1 , which indicate average model sizes of 15 to 18 regressors. It also implies that posterior means for coefficients of variables with low inclusion probabilities are much closer to zero than in the estimations from models including the variables of interest. However, the posterior means of the corresponding parameters conditional on inclusion are quite comparable over different settings. Second, we find fairly high posterior inclusion probabilities for mean(rr), crisis and their interaction, in particular for credit by the financial sector, indicating that the data tend to support the robustness of these variables as determinants of credit growth. Third, we find that past crises and past levels of reserve requirements have a positive effect on credit growth. Since crises rarely extend over more than one period and are contemporaneously associated with a sharp slowdown of credit growth (see Figure   1 ), the positive coefficient on lagged crises implies a credit expansion back to normal levels. We also find a positive coefficient on mean reserve requirements. VAR-studies Tovar et al. (2012) ; Arregui et al. (2013) ; Glocker and Towbin (2015) suggest a short-run negative effect of increasing requirements on credit growth.
However, as requirements are very persistent, increases have an effect in the medium to long run (our measure of analysis), which seems to be positive for credit growth according to our findings. Taken together, faster credit growth after a short-run credit tightening may be a sign that either reserve requirements do not create permanent impairments to credit levels, or that there is an initial overreaction of financial markets in a reduction of credit. Last but not least, high reserve requirements during systemic banking crises have a strongly negative effect on credit growth even in the long run. This is consistent with the idea that reserve requirements should be lowered during a crisis to remove constraints from the stressed banking sector and enable its quick stabilization. Indeed, our data suggest that requirements are lowered in the first year of a crisis (see Figure 3) . Once model uncertainty is taken into account, the standard deviation of our coefficient estimates are quite large (see Figure 4) . Only the mean of the posterior distribution of the interaction coefficient is more than two standard deviations away from zero, further strengthening the recommendation of reducing requirements during a crisis.
In addition to our results for reserve requirements and crises, we also find evidence of conditional convergence dynamics in all credit measures, which materializes in a robust negative partial correlations between the initial level of credit and subsequent credit growth. Systematic robust effects with relatively precise estimates for all credit measures are also found for the following control variables: An economy with faster population growth tends to exhibit also faster credit growth, while older populations tend to reduce their reliance on credit. Moreover, richer economies (as measured by log GDP/capita) show faster credit growth.
Furthermore, EU economies tend to present lower growth rates of credit independently of the measure used, while the opposite is true for low income countries (as defined by the World Bank classification). Finally, a higher labor force participation is associated with lower credit growth, a result which is likely to be caused by the fact that the highest increases in labor force participation (due mostly to the incorporation of women into the labor force, as well as improvements in educational attainment levels) tended to occur in the low and middle-income countries of our sample.
Reserve requirements and income growth
We now turn to the main analysis, where we investigate the effects of reserve requirements and systemic banking crises on economic growth. In a first step, we perform a similar analysis as above with the growth rate of GDP per capita as a dependent variable. The results of the BMA analysis applied to this setting are reported in Table 2 . Differences in results between the settings with and without the three additional variables are much smaller than in the case of credit growth. As expected, initial GDP per capita levels have a strong negative effect on growth after controlling for other covariates, indicating conditional convergence to country-specific long-run balanced growth paths. Moreover, variables describing economic openness and international competitiveness appear as important robust determinants of economic growth. Concerning demographics, population growth has the expected negative effect on income growth, while the size of the population affects growth positively.
We again report the distribution of our three main coefficients of interest, the ones on mean(rr), crisis
and their interaction, in Figure 5 . Average reserve requirements have (on average) a negative long-run effect on growth, as would be expected from stronger regulation. 12 A 10 percentage point higher level of requirements reduces economic growth by about 0.13 percentage points. However, reserve requirements have a positive effect on growth during crises. A possible reason for such a result is that crises are less severe if regulation is stronger, and that reserve requirements are employed countercyclically and loosened to free liquidity during a crisis. It should be noted, however, that the low inclusion probability of the interaction term of mean(rr) and crisis implies that there is little evidence for the robustness of such asymmetric effects of reserve requirements in this particular setting. Moreover, while reserve requirements may smooth volatility of GDP through a crisis, the overall effect appears negative for the data at hand. As in the results for credit growth, we find that past crises have a positive effect on income growth. Recessions and recoveries after crises take longer than usual business cycles, and cyclical amplitudes are higher Rogoff, 2009, 2014; Bordo and Haubrich, 2017) , which can explain why crises have a positive effect on long-run growth on average in our results. A second reason may be related to the fact that crises provide a trigger to improve institutions (for example through IMF programs), having an additional and permanent positive effect on economic growth (Acemoglu et al., 2005) . However, it should be noted that all coefficients are small and very imprecisely estimated. That is, we can not refute the possibility that there is no catching up after a crisis (see Cerra and Saxena, 2008) .
The database of Federico et al. (2014) does not only report average reserve requirements, but also differentiates requirements across maturities and/or currencies of regulated deposits. Thus, it allows to construct and investigate additional measures of reserve requirements that may shed light on the degree of differentiation embodied in different policy strategies with respect to reserves. During crises, more differentiation should allow policymakers a more targeted response to the crisis, having a positive effect on economic 12 These effects remain nearly identical if we drop capital account openness from the set of explanatory variables. Note: Columns report the posterior inclusion probability (pip), unconditional mean (mean) and t-statistic conditional on inclusion (t-stat) of the coefficients. Note: Columns report the posterior inclusion probability (pip), unconditional mean (mean) and t-statistic conditional on inclusion (t-stat) of the coefficients.
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growth. During normal times, increased differentiation could either be positive (due to the same targeting argument), or regulatory complexity could weigh negatively on growth. In particular, we look at the standard deviation of requirements across categories, and the difference between maximum and minimum requirements. 13 We use these variables individually and -as for mean(rr) -interact them with the crisis dummy. The findings on control variables are nearly unaffected, thus we report only variables of interest in Table 3 . The differentiation measures have only a minor effect on the results obtained for the parameters of our baseline variables of interest. In addition, we find that inclusion probabilities are very similar to those of mean(rr) and its interaction with the crisis dummy. Regarding the effects of differentiation (sd(rr), maxdiff(rr) and their interactions with the crisis variable), we do not find any evidence of robust effects.
The fourth set of columns in Table 3 presents the model averaging results for models where the quadratic term of the reserve requirements covariate and its interaction with the crisis dummy are included as part of the pool of explanatory variables, capturing a potential nonlinear effect of average reserve requirements on economic growth. A quadratic relation could imply an "optimal level" of requirements, balancing growth against volatility. Indeed, we find that the posterior inclusion probabilities of these two variables are high, indicating a more complex nature of the link between economic growth and reserve requirements than that implied by linear models, and its modulation by crisis occurrence. The estimated partial relationship between crisis and reserve requirements (jointly) and economic growth is presented in Figure 6 . It reports the joint effect of individual and interaction terms, and displays the actual observations on which our estimates are based. The dominating feature is a strong positive effect on growth for larger values of the crisis variable, consistent with the large positive coefficient in our estimations. On a more subtle note, we can see some differences when we vary the amount of reserve requirements. For low levels of the crisis occurrence variable (that is, for tranquil periods), the function is strongly hump-shaped. Moreover, the majority of observations have lower reserve requirements than the function maximum. That is, higher reserve requirements could have had a positive effect on growth. This finding is reassuring for the use of reserve requirements, which should provide a safeguard against crises and large economic fluctuations without affecting growth too negatively. Apparently, this strategy works for medium levels of reserve requirements. For larger values of the crisis variable, we do not find the same hump-shaped relationship. Instead, the relationship flattens, indicating that reserve requirement levels do not affect the growth path after a long and severe financial crisis. However, we need to be careful about interpreting too much into results at high crisis values, as we have only very few observations at such levels of the variable.
Last, we account for the fact that many developing economies employed reserve requirements for monetary policy or as capital controls, rather than as macroprudential policy. As argued by Walsh (2012) in his discussion of the contribution by Glocker and Towbin (2012) , reserve requirements may weigh more negatively on growth under fixed exchange rates. Higher reserve requirements increase the gap between lending and deposit rates necessary to maintain bank profitability. Thus, they should lead to higher capital outflows and currency devaluation. Under a fixed exchange rate regime (where devaluation is not an option), the central bank needs to increase its interest rate or continuously sell reserves in order to counteract the capital outflows. This interest rate tightening, in turn, has an additional negative effect on growth. We test if we can confirm this hypothesis even in a setup with a focus on longer horizons and allowing for crises. In order to do so, we make use of the exchange rate arrangement classification of Ilzetzki et al. (2017) . We construct two measures in addition to their coarse and a fine classification schemes (where increasing index values are associated with lower degrees of exchange rate control). First, we remove all periods in which Ilzetzki et al. (2017) classify the currency as either free-falling or as a "dual market in which parallel market data is missing" (their two last categories). Second, we construct a simple dummy which is one if the fine index is equal or above the median (eight). In addition to exchange rate arrangements, we also test the interaction with the capital openness index of Chinn and Ito (2008) .
Independently of the way we measure exchange rate arrangements, we cannot confirm the theoretical hypothesis. 14 In all cases, increasingly fixed exchange rates (i.e., lower index values) together with higher reserve requirements tend to be followed by higher growth, as indicated by the negative coefficients on the interaction terms. Somewhat pointing in the opposite direction, larger capital account openness in interaction with higher reserve requirements are also good for growth. We draw from this set of results that both our results and the theoretical prediction should be taken with a grain of salt. First, the time horizon at which predictions of the theoretical model hold is most likely shorter than in our empirical analysis. Furthermore, the theoretical model does not explicitly account for crises, which may heavily influence our estimation results. There remains a considerable number of systemic banking crises even if we exclude periods where exchange rates were freely falling.
Conclusion
This paper investigates the effect of reserve requirements on medium to long-run credit and GDP growth.
Adding to the previous literature on reserve requirements, we employ a large international panel study. Our
Bayesian estimation framework, aimed at assessing explicitly model uncertainty and incorporating it to our estimates, provides robust evidence on the importance of reserve requirements for growth, and its effect. In terms of credit growth, previously indicated negative effects of reserve requirements seem to be short-lived.
After five years, we instead find a robust positive effect of past requirements on current credit growth. In terms of GDP growth, reserve requirements have on average the expected negative effect of regulation, and although they seem to be somewhat helpful on average in mitigating the effects of a crisis, their effect is not robust to specification uncertainty in the economic growth regressions entertained. A nonlinear estimation suggests that medium levels of reserve requirements may in fact be optimal for medium to long-run growth.
14 Table A.5 in the Appendix presents the results. 
Index of Models PMP (MCMC) PMP (Exact)
Note: The upper plot shows the distribution of prior and posterior model sizes. The lower plot reports the posterior model probabilities calculated from numerical integration ("exact") and as implied by the MCMC draws for the 500 models with the highest posterior likelihood. Note: Columns report the posterior inclusion probability (pip), unconditional mean (mean) and t-statistic conditional on inclusion (t-stat) of the coefficients. Note: Columns report the posterior inclusion probability (pip), unconditional mean (mean) and t-statistic conditional on inclusion (t-stat) of the coefficients. ka_open refers to capital account openness.
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