Explicit Methods for Radical Function Fields over Finite Fields by Fontein, Felix
ar
X
iv
:0
91
1.
55
43
v1
  [
ma
th.
NT
]  
30
 N
ov
 20
09
EXPLICIT METHODS FOR RADICAL FUNCTION FIELDS
OVER FINITE FIELDS
FELIX FONTEIN
Abstract. We develop explicit formulas and algorithms for arithmetic in rad-
ical function fields K/k(x) over finite constant fields. First, we classify which
places of k(x) whose local integral bases have an easy monogenic form, and
give explicit formulas for these bases. Then, for a fixed place p of k(x), we
give formulas for functions whose valuation is zero for all places P | p except
one, for which it is one. We extend a result by Q. Wu on a k[x]-basis of its
integral closure in K, show how to compute certain Riemann-Roch spaces and
how to compute the exact constant field, resulting in explicit formulas for the
exact constant field together with easy to evaluate formulas for the genus of
K. Finally, we show how to approximate the Euler product to obtain the class
number using ideas of R. Scheidler and A. Stein and give an algorithm. We
give bounds on the running time for all algorithms.
1. Introduction
There exist a lot of very general algorithms to perform explicit arithmetic in
global function fields; for a good overview, see [Die08]. In theory, all arithmetic
operations have a running time polynomially bounded in log q and certain other
invariants, but in practice, these algorithms are often slow compared to more spe-
cialized solutions.
For example, if one compares how general methods for arithmetic perform in
elliptic function fields, it turns out that these methods are extremely slower than
working with points on the corresponding elliptic curve instead. Besides elliptic
function fields, one also has very efficient and optimized arithmetic for hyperelliptic
function fields [CFA+06]. Besides these, there are other classes of function fields
for which specialized arithmetic exists, for example, cubic function fields [Bau04,
Sch01], Cab function fields and superelliptic function fields [GPS02].
In this paper, we will concentrate on radical function fields, i.e. function fields
of the form K = k(x, y), where y satisfies an equation of the form yn − D with
D ∈ k(x) and n is not divisible by the characteristic of k. Hyperelliptic curves in
characteristic 6= 2 are a special case of radical function fields, as well as superelliptic
function fields: the latter are radical function fields with one place at infinity and
where D is a squarefree polynomial. Hence, our methods extend results for these
special cases.
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In the case of radical function fields over finite constant fields, not much work has
been done in the direction of explicit arithmetic. One notable exception is a result
by Q. Wu, which gives an explicit k[x]-basis of the integral closure O of k[x] in K
[Wu09] under the assumption that D ∈ k[x] is n-th power free. We will reformulate
his result in Section 4 to work for all D ∈ k(x).
To do explicit arithmetic in K, we present algorithms which compute local as
well as global integral bases. The goal is that these bases are as explicit and simple
as possible. For most places p of k(x), one can give a very simple monogenic basis
of the integral closure O′p of op in K, i.e. one give an element of the form ρ = yi/πj
such that O′p = op[ρ]; here, π is a uniformizer for p. We use this to give an easy
algorithm for computing all places P of K lying above a place p of k(x). Moreover,
we find elements fP ∈ K∗ for P | p of a simple form such that νP(fP) = 1 and
νP′(fP) = 0 for P
′ 6= P, P′ | p.
These methods allow to use the algorithm of F. Heß to compute Riemann-Roch
spaces [Heß02], and our methods allow to give an explicit bound on the running
time of the algorithm assuming that the divisor is given in form of a k[x]-basis of
a fractional O-ideal together with integers for the infinite valuations.
We then use the theory for Riemann-Roch space computations to compute the
exact constant field of K/k(x) as the Riemann-Roch space of the zero divisor. This
results in an explicit criterion when k is the exact field of constants, and furthermore
we give an explicit k-basis of the exact constant field k′ and an explicit and easy to
evaluate formula for the degree [k′ : k]. This, in turn, allows us to give an explicit
formula for the genus of K/k(x).
Finally, we apply the Euler product approximation of R. Scheidler and A. Stein
[SS09] to radical function fields. We reformulate their approximation of the class
number to make it better suited for numerical evaluation, and provide explicit
algorithms to compute the approximation. Our discussion includes a bound on the
running time in binary operations.
All algorithms in this paper, except the Euler product approximation in Sec-
tion 9, have been implemented by the author in C++, and are used to do explicit
arithmetic in the divisor class group of a radical function field using infrastructure
methods (see [Fon09]).
1.1. Notation. Let k be a field and n ∈ N, n > 1 coprime to the characteristic
of k. Let D ∈ k(x)∗ such that Y n −D ∈ k(x)[Y ] is irreducible; then D 6= αt for
all α ∈ k(x) and all divisors t of n, t > 1. Let K = k(x, y), where y is a root of
Y n −D.
Write D = sgn(D) ·∏∞i=1 fiifi−i with sgn(D) ∈ k∗ and . . . , f−2, f−1, f1, f2, . . . a
sequence of pairwise coprime squarefree monic polynomials, almost all of them
being 1. For convenience, define f0 := 1. Note that the condition D 6= αt for all
α ∈ k(x) is equivalent to sgn(D) not being a t-th power or fi 6= 1 for some i ∈ Z
with t ∤ i. Moreover, note that checking whether an element is a t-th power in Fq
can be effectively done; see Corollary 1.
We denote the set of places of a function field K ′ by PK′ . For p ∈ PK′ , let
νp : K
′ → Z ∪ {∞} be the surjective valuation of p. If K ′′/K ′ is an extension of
function fields and p ∈ PK′ , P ∈ PK′′ , we write P | p if, and only if, P ∩K ′ = p.
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For a place p ∈ Pk(x), let op be the valuation ring of p with maximal ideal mp
and let O′p be the integral closure of op in K. Moreover, write κ(p) := Op/mp for
the residue field of p.
For a place P ∈ PK , let OP be the valuation ring with maximal ideal mP. If
p = P ∩ k(x), let e(P | p) = νP(t)νp(t) be the ramification index of P over p (where
t ∈ k(x)∗ satisfies νp(t) 6= 0) and f(P | p) the extension degree [OP/mP : κ(p)].
Let p∞ be the infinite place of k(x), i.e. the one whose valuation is given by
νp∞(
f
g ) = deg g − deg f for f, g ∈ k[x], g 6= 0; this place is the only pole of x. We
use the abbrevations o∞ := op∞ and O∞ := O′p∞ . Moreover, we denote by O the
integral closure of k[x] in K. Finally, we call the places of K above p∞ the infinite
places of K; all other places are called finite places.
2. Monogenic Integral Bases and Splitting of Primes
In this section, we develop a criterion when a place p ∈ Pk(x) with uniformizer π ∈
k(x)∗ possesses a monogenic integral basis of O′p of the form yiπj with i, j ∈ Z in
Proposition 1. Moreover, we show how a local integral basis can be constructed in
any case. Then, we show how to find elements in K∗ which have valuation 1 for
one place P | p and valuation 0 for all other places lying above p in Proposition 2.
We begin with a result on monogenic integral bases and the places of K lying
above a place of k(x).
Proposition 1. Let p ∈ Pk(x) and d := gcd(n, νp(D)). Then there exists an
element z ∈ K such that O′p = op[z] and zn ∈ k(x) if, and only if, d ∈ {1, n}.
To be more precisely, let π ∈ op be a uniformizer for p. Then we have:
(a) If d = 1, let a, b ∈ Z with aνp(D)+bn = 1. Then z := yaπb satisfies O′p = op[z].
The minimal polynomial of z over k(x) is Zn −Daπnb.
Moreover, p totally ramifies in K, i.e. there is exactly one place P ∈ PK
lying above p and e(P|p) = n, f(P|p) = 1. Finally, νP(z) = 1.
(b) If d = n, let b ∈ Z with nb = −νp(D). Then z := yπb satisfies O′p = op[z]. The
minimal polynomial of z over k(x) is Zn −Dπ−νp(D).
Moreover, p is unramified in K, i.e. all places P ∈ PK lying over p satisfy
e(P|p) = 1. The degrees of the places are determined by the factorization of
Zn − α over κ(p) = op/mp, where α = Dπbn +mp 6= 0. Finally, νP(z) = 0 for
all P lying above p.
(c) If 1 < d < n, the ramification indices of the places P ∈ PK lying above p are
given by nd .
In any case, an integral basis of O′p is given by(
π
−
j
i
νp(D)
n
k
yi
)
i=0,...,n−1
.
The results on the ramification and splitting are well known; see, for example,
[Sti93, p. 111f, Proposition III.7.3].
Proof. By [Sti93, p. 111, Proposition III.7.3 (b)], e(P|p) = nd and d(P|p) = nd − 1
for all places P lying above p. This shows that νP(y) =
1
nνP(y
n) = 1nνP(D) =
1
ne(P|p)νp(D) = 1dνp(D) for any place P lying above p.
Now, let us consider the three cases.
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(a) Let d = 1; then e(P | p) = n, whence p totally ramifies in K. Let a, b ∈ Z with
aνp(D) + bn = 1 and set z := y
aπb. Clearly, k(x)(z) = k(x)(y) as a is coprime
to n, whence the minimal polynomial has degree n. Now zn = (yn)aπbn =
Daπbn ∈ k(x), whence ϕ := Zn −Daπbn is the minimal polynomial.
Thus, we have νP(z) = aνP(y) + bνP(π) = aνp(D) + be(P|p) = 1. Now
ϕ′(z) = nzn−1, whence νP(ϕ′(z)) = n − 1 = d(P|p). Therefore, by [Sti93,
p. 96, Theorem III.5.10], O′p = op[z].
(b) Let d = n. If b = − νp(D)n and z := yπb, then νP(z) = νP(y) − νp(D)n νP(π) =
1
dνp(D) − 1dνp(D) = 0. Moreover, clearly k(x)(y) = k(x)(z) as zy ∈ k(x).
Hence, the minimal polynomial is given by ϕ := Zn − zn = Zn − Dπbn =
Zn − Dπ−νp(D). Again, ϕ′(z) = nzn−1, whence νP(ϕ′(z)) = 0 = e(P|p) − 1.
Therefore, by [Sti93, p. 96, Theorem III.5.10], O′p = op[z].
By Kummer’s Theorem [Sti93, p. 76, Theorem III.3.7], the factorization of
Zn − (Dπ−νp(D) +mp) over κ(p)[Z] gives the places of K lying above p.
(c) Let 1 < d < n. Assume that a z exists with minimal polynomial Zn − α
such that O′p = op[z]. Let P : op → κ(p) the projection. Then, by Kummer’s
Theorem [Sti93, p. 76, Theorem III.3.7], the factorization of Zn − P (α) ∈
κ(p)[Z] determines the ramification indices and relative degrees of the places
of K lying above p.
If P (α) = 0, the polynomial factors as Zn, whence p totally ramifies in K:
but then n = e(P|p) = nd , whence d = 1, a contradiction.
In case P (α) 6= 0, the polynomial Zn−P (α) is squarefree as n is coprime to
the characteristic of κ(p). Thus, 1 = e(P|p) = nd for all place P lying above p:
therefore, d = n, a contradiction.
Thus, if 1 < d < n, such a z cannot exist.
Finally, we want to show that O′p =
⊕n−1
i=0 opzi, where zi := π
−
j
i
νp(D)
n
k
yi. For
that, we use a similar argument chain as in [Wu09, Section 3], which simplifies a
lot in this special case. Let P be a place lying above p. First,
νP (zi) =
1
n
νP
(
π
−
j
i
νp(D)
n
k
n
yin
)
=
1
d
(
−
⌊
iνp(D)
n
⌋
n+ iνp(D)
)
.
Now
⌊
iνp(D)
n
⌋
n = iνp(D)− ((iνp(D)) mod n), whence νP(zi) = ((iνp(D)) mod n)d ≥
0. Therefore, zi ∈ O′p. Now
disc(z0, . . . , zn) = disc(1, y, . . . , y
n−1) ·
n−1∏
i=0
π
−2
j
i
νp(D)
n
k
,
whence
νp(disc(z0, . . . , zn)) = νp(disc(1, y, . . . , y
n−1))− 2
n−1∑
i=0
⌊
i
νp(D)
n
⌋
.
Now
νp(disc(O′p)) =
∑
P|p
d(P|p)f(P|p) = n− d
n
n = n− d,
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whence it suffices to show that νp(disc(z0, . . . , zn)) = n− d. First, note that
νp(disc(1, y, . . . , y
n−1)) = νp(D)(n− 1),
whence we have to show that
νp(D)(n − 1)− 2
n−1∑
i=0
⌊
i
νp(D)
n
⌋
= n− gcd(n, νp(D)).
Define s := νp(D), then this simplifies to s(n − 1) − 2
∑n−1
i=0
⌊
is
n
⌋
= n − gcd(n, s).
But this is actually shown in [Wu09, Proposition 3.1]. 
We now want to construct elements fP, for P | p, which satisfy
(∗) νP(fP) = 1 and ∀P′ | p,P′ 6= P : νP′(fP) = 0.
The ring O′p is a principal ideal domain whose non-zero prime ideals correspond to
the places P | p, where P corresponds to the prime ideal mP ∩ O′p. Any generator
of mP∩O′p satisfies (∗), and vice versa, any element fP satisfying (∗) is a generator
for mP ∩ O′p. Hence, these elements fP allow us to describe the non-zero prime
ideals mP ∩ O′p in an elegant way.
This will be used in Sections 5 and 6 to directly write down an o∞-basis for the
O′∞-ideal a with νP(a) = tP, when integers tP ∈ Z, P | p are given.
Proposition 2. Let p ∈ Pk(x) and d := gcd(n, νp(D)).
(a) If d = 1, let a, b ∈ Z with aνp(D) + bn = 1. Then z := yaπb satisfies νP(z) = 1
for the only place P ∈ PK lying above p.
(b) If d > 1, let a, b ∈ Z such that and + b
νp(D)
d = 1. Let π be a uniformizer for p
and set π′ := πayb. If d = n, we can choose π′ = π.
Let P : op → κ(p) be the projection and let α := P (Dπ−νp(D)). Let the
factorization of Zd−α over κ(p) be ∏ti=1 gi with pairwise distinct monic prime
polynomials gi ∈ κ(p)[Z]. Let gˆi ∈ op[Z] be monic polynomials with P (gˆi) = gi,
1 ≤ i ≤ t; in case deg p = 1, we can choose gˆi = gi.
If ai := π
′O′p + gi(yπ−νp(D)/d)O′p, then a1, . . . , at are exactly the non-zero
prime ideals of O′p. Let Pi ∈ PK be the place corresponding to ai, i.e. mPi ∩
O′p = ai.
(i) If d = n:
For z
(1)
i := gi(yπ
−νp(D)/d) and z(2)i := z
(1)
i + π, we have νPj (z
(s)
i ) = 0 for
j 6= i, s = 1, 2 (or z(1)i = 0), and we have νPi(z(s)i ) > 0 for both s, and
νPi(z
(s)
i ) = 1 for at least one s.
Moreover, νPi(z
(1)
i ) > 1 is the case if, and only if, π 6∈ z(1)i O′p. This is
the case if, and only if, νp(NormK/k(x)(z
(1)
i )) > 1.
(ii) If d < n:
For zi := gi(yπ
−νp(D)/d)+π′, we have νPj (zi) = 0 for j 6= i and νPi(zi) =
1. In particular, ai = ziO′p.
Proof. The case (a) was already shown in the previous proposition. Now, con-
sider (b). First note that π′ is a uniformizer for every place P of K lying above p:
νP(π
′) = aνP(π) + bνP(y) = and + b
1
dνp(D) = 1.
Let ρ := yn/d and K ′ := k(x)(ρ); then the minimal polynomial of ρ over k(x)
is Y d − D, and the minimal polynomial of y over K ′ is Y n/d − ρ. Note that if
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Pˆ is a place of K ′ lying above p, then e(Pˆ|p) = 1 as d | νp(D). Thus, νP(ρ) =
1
dνP(D) =
1
dνp(D) is coprime to
n
d : this shows that the extension K/K
′ with
K = K ′(y) of degree n/d is totally ramified in Pˆ. Moreover, the extension K ′/k(x)
with K ′ = k(x)(ρ) is unramified in p. (In case d = n, K ′ = K.)
Now z := ρπ−νp(D)/d satisfies Op ∩ K ′ = op[z] by part (b) of the previous
proposition. Let P : op → κ(p) be the projection and α := P (Dπ−νp(D)); as
νp(Dπ
−νp(D)) = 0 we have α 6= 0. Now (Zd − α)′ = dZd−1 is coprime to Zd − α,
whence Zd − α is squarefree. Let the factorization of Zd − α over κ(p) be ∏ti=1 gi
with pairwise distinct monic prime polynomials gi ∈ κ(p)[Z]. Let gˆi ∈ op[Z] be
monic polynomials with P (gˆi) = gi, 1 ≤ i ≤ t.
By Kummer’s Theorem [Sti93, p. 76, Theorem III.3.7], the places Pˆ ∈ PK′ lying
above p correspond to the gi. Let Pˆi be the place corresponding to gi. Now
(∗) m
Pˆi
∩ (O′p ∩K ′) = π(O′p ∩K ′) + gˆi(z)(O′p ∩K ′).
If gˆi(z) = 0, we must have deg gˆi = d, whence Pˆi is the only place lying over p.
As K/K ′ is unramified, there is exactly one place of K lying above p. In this case,
we get that fi = π
′ satisfies the condition. Hence, we assume that gˆi(z) 6= 0 for all
i.
By (∗) we see that νPj (gˆi(z)) = 0 for j 6= i and νPi(gˆi(z)) > 0. As νPˆi(π) = 1,
we have νPi(gˆi(z) + π) = 1 in case νPi(gˆi(z)) > 1. Moreover, π ∈ gˆi(z)(O′p ∩K ′)
if, and only if, 1 = νPi(π) ≥ νPi(gˆi(z)). As νPj (gˆi(z)) = 0 < νPj (π), we also have
νPj (gˆi(z)+π) = 0 for j 6= i. Finally, νp(NormK/k(x)(gˆi(z)) =
∑
P|p νP(z) = νPi(z).
This shows (b) (i), i.e. the case n = d.
Now assume d < n. In that case, νPi(gˆi(z)) =
n
d νPˆi(gˆi(z)) ≥ nd > 1, whence
νPi(gˆi(z) + π
′) = 1. Moreover, as before, νPj (gˆi(z) + π
′) = 0 for j 6= i. Finally,
note that this implies (gˆi(z) + π
′)O′p = mPi ∩ O′p. And as π′ and gˆi(z) clearly lie
in this ideal, we have ai = gˆi(z)O′p + π′O′p. 
We have seen how to, given a place p ∈ Pk(x),
• decide whether an easy monogenic basis for O′p exists and, if yes, how to
obtain it;
• find an easy to describe integral basis for O′p;
• find all places P ∈ PK lying above p; and
• find generators of the non-zero prime ideals mP ∩ O′p of O′p.
To compute these, we need to compute
(a) greatest common divisors of two integers and the corresponding Be´zout identi-
ties,
(b) a uniformizer for a place p ∈ Pk(x),
(c) the projection Pp : op → κ(p) for a specific element of op,
(d) the factorization of a polynomial of the form Y n − α in some κ(p)[Y ].
The first can be done using the Extended Euclidean Algorithm (see [vzGG03]). For
(b) and (c), distinguish between the infinite place p∞ and the finite places.
For p = p∞, we have κ(p) ∼= k, and a uniformizer is given by π = 1x . If
f = λ gh ∈ k(x)∗ with g, h ∈ k[x] monic and λ ∈ k∗, then
Pp(f) =
{
0 if deg g < deg h,
λ if deg g = deg h
.
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Now assume that p is a finite place, corresponding to a monic irreducible poly-
nomial p ∈ k[x]. Then we can choose π = p, and we haveκ(p) ∼= k[x]/(p) and
Pp(f) = f + (p). In particular, if p = x− λ, then κ(p) ∼= k and P (f) = f(λ).
This allows us to describe the residue field κ(p) and compute the residue map
Pp for all places of k(x).
We are mainly interested in the case that k = Fq is a finite field of q elements;
in this case, κ(p) is a finite field of qdeg p elements. In that case, factorization of
polynomials is well understood [vzGG03, Section 14]. The special case of radical
polynomials Y n − α is even easier, if one does not need to know the exact fac-
torization but only the number of degree d prime divisors for all d ≥ 1. We will
investigate this in the next section.
3. On the Factorization of Y n − α over a Finite Field
In the following, we are interested in obtaining information on the factorization
of Y n − α over a finite field k = Fq, where n is coprime to q and α 6= 0. These
assumptions imply that Y n − α is squarefree and that all roots are non-zero. We
will give an explicit algorithm (Algorithm 3.3) which computes the degrees of the
irreducible factors of Y n − α over Fq, and bound its running time.
First, we are interested in the roots of Y n − α in a specific extension Fqm of Fq,
m ≥ 1. The in Fqm are exactly the roots of gcd(Y n − a, Y qm−1 − 1). By taking
a generator β of F∗qm and solving the Discrete Logarithm Problem β
x = α, it is
possible to reduce Y n − α to a linear equation modulo qm − 1. The same can also
be achieved by explicitly computing gcd(Y n − α, Y qm−1 − 1), which can be done
completely without polynomial arithmetic:
Lemma 3.1. Let k be any field and α, β ∈ k \ {0}. Consider Y n − α and Y m − β
with n,m ∈ N>0. Write gcd(n,m) = λn+ µm with λ, µ ∈ Z. Then
gcd(Y n − α, Y n − β) =
{
Y gcd(n,m) − αλβµ if α mgcd(n,m) = β ngcd(n,m) ,
1 else-wise.
It can be computed using the following algorithm:
Algorithm 3.2: Computing gcd(Y n − α, Y m − β)
(1) Set A :=

m n0 1
1 0

 = (aij)ij .
(2) While a11 6= 0, do:
(i) Compute q := a12mod a11 (so that 0 ≤ q < a11).
(ii) Set B :=
(−qn 1
1 0
)
.
(iii) Set A := A ·B.
(3) Compute c := αa21βa31 .
(4) If c 6= 1, return 1.
(5) Set γ := αa22βa32 and return Y a12 − γ.
Proof. One obtains this by following the Euclidean Algorithm applied on f and g.
For that one has to investigate what the long division of Y n − α by Y m − β does.
Write n = qm+ r with 0 ≤ r < m; as (Y m)q − βq is divisible by Y m − β, we can
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write Y mq = βq + h(Y )(Y m − β) with h ∈ k[Y ]. Then Y n − α = (Y m)qY r − α =
h(Y )Y r(Y m − β) + βqY r − α, whence
(Y n − α)mod(Y m − β) = βqY r − α = βq(Y r − αβ−q).

This allows us to give a precise answer about the number of zeroes of Y n − α in
Fqm :
Corollary 1. Let m ∈ N and let d = gcd(qm − 1, n). Then Y n − α ∈ Fq[Y ] has
zeroes in Fqm if, and only if, α
qm−1
d = 1. If that is the case, it has precisely d
zeroes.
Proof. The number of zeroes of Y n−α in Fqm is given by deg gcd(Y qm−1− 1, Y n−
α). The degree is > 0 by the previous lemma if, and only if, 1
n
d α−
qm−1
d = 1,
which is the case if, and only if, α
qm−1
d = 1. If this is the case, the degree of
gcd(Y q
m−1 − 1, Y n − α) is gcd(qm − 1, n) by the previous lemma. 
Note that this can be proven alternatively, without the use of Lemma 3.1:
Alternative proof of Corollary 1. Write F∗qm = 〈β〉 for a primitive element β. Write
α = βx with x ∈ N. Now βy is an n-th root of α if, and only if, ny ≡ x (mod qm−1).
But this is known to be solvable if, and only if, d := gcd(qm − 1, n) divides x; in
that case, there exist d solutions. 
Moreover, we can determine the splitting field of Y n − α:
Corollary 2. The degree of the splitting field of Y n − α over Fq is given by
ordZ/n ordF∗q (α)Z
(q).
Proof. Let m ∈ N>0. Then the condition that Y n − α splits over Fqm is equivalent
to gcd(qm − 1, n) = n and α q
m−1
gcd(qm−1,n) = 1. This is easily seen to be equivalent to
n ordF∗q (α) | (qm − 1). 
Note that there is a field-theoretic interpretation: in case a field L contains all
solutions of Y n−α, α 6= 0, it must contain a primitive n-th root of unity. Now Fqm
contains such a root if, and only if, n | (qm − 1) as F∗qm is cyclic of order qm − 1.
Finally, a field L containing a primitive n-th root of unity contains either none or
all roots of Y n − α.
We now want to compute the degrees of the irreducible polynomials appearing in
the factorization of Y n−α over Fq. For that, it suffices to determine the number nm
of roots of Y n−α in Fqm which do not lie in any subfield, m ≥ 1. Then the number
of irreducible factors of degree m is given by nmm .
Hence, this can be done with the following algorithm:
Algorithm 3.3: Compute the degrees of the factorization of
Y n − α over Fq
Input: n ∈ N>0, a prime power q, α ∈ Fq.
Output: a list (a1, . . . , am) such that ai is the number of irreducible
factors of Y n − a of degree i.
(1) Compute m′′ = ordF∗q (α), m
′ = ord(Z/nm′′Z)∗(q) and set m =
min{m′, n}.
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(2) Set a1 = · · · = am = 0.
(3) For i = 1, . . . ,m, do:
(i) If i ∤ m′, continue with the next i.
(ii) Compute d = gcd(qi − 1, n).
(iii) If m′′ does not divide q
i−1
d , continue with the next i.
(iv) For j = 2, . . . ,
⌊
m
i
⌋
, do:
(a) Set ai·j = ai·j − (ai + d).
(v) Set ai =
ai+d
i .
(4) Return (a1, . . . , am).
Proposition 3. The algorithm computes the degrees of the factorization of Y n−α
over Fq in
O(n log3 n+ n logn · log2 q + log3 q · log log q)
binary operations. We assume that the factorizations of q− 1 and n are given, and
the factorization of p− 1 for every prime p dividing (q − 1)n.
Note that the time required to factor n and all p− 1 for p | n is subexponential
in logn for each of this numbers. Hence, the time required for this is less than
O(n logn), i.e. it is negligible compared to the total running time of the algorithm.
Proof. By Corollary 2, m′ is the degree of the splitting field of Y n − α over Fq.
Hence, the degrees of all possible irreducible factors of Y n−α divide m′. Moreover,
the maximal degree of such a polynomial is bounded by m.
Now let i be a divisor of m′′ which is ≤ m, and let d = gcd(qi − 1, n). Then,
by Corollary 1, Y n − α has roots in Fqi if, and only if, α
qi−1
d = 1, i.e. if, and only
if, the order of α divides q
i−1
d . In case it has roots in Fqi , the number of roots
is d, again by Corollary 1. Now we have to subtract from d the number of roots
already lying in subfields of Fqi or, alternatively, one subtracts the roots lying in
subfields from ai when their number is determined; the latter is done in the loop
in Step (3 iv). Finally, one divides the number by i as Fqi/Fq is Galois and the
minimal polynomials of the roots in Fqi which lie in no subfield have degree i. This
shows that the algorithm is correct.
Now m′′ = O(q), m′ = O(nq) and m = O(n). Computing gcd(qi − 1, n) can be
done by first evaluating qi − 1 modulo n and then computing the gcd, whence this
requires O(log i · log2 n + log2 n) ⊆ O(log i log2 n) ⊆ O(log3 n) binary operations.
Moreover, to check whether m′′ | qi−1d it suffices to evaluate qi − 1 modulo dm′′ =
O(log(nq)), which can be done in O(log i log2(nq)) ⊆ O(log3 n+logn·log2 q) binary
operations. Hence, the running time of the loop in Step (3) is O(n · logn · (log2 n+
log2 q)) binary operations.
As we know the factorization of q − 1, we can compute m′′ = ordF∗q (α) using a
fast order computation in O( log3 q·log log qlog log log q ) binary operations; see [Sut07, p. 117,
Proposition 7.3]. This algorithm will give the factorization of m′′, whence we
know the factorization of nm′′ and can use that information to compute the fac-
torization of φ(nm′′). Hence, the order of q in (Z/nm′′Z)∗ can be computed in
O( log3(nq)·log log(nq)log log log(nq) ) binary operations as nm′′ = O(nq). In particular, Step (1)
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requires O( log3(nq)·log log(nq)log log log(nq) ) ⊆ O(log3 n · log logn+ log3 q · log log q) binary opera-
tions.
This gives the stated total running time. 
This section shows how to compute the degrees of the prime factors in the fac-
torization of Y n − α over a finite field. We have seen in Proposition 1 that this
allows us to describe the degrees of the places of K lying above a place p ∈ Pk(x).
This completely suffices to determine whether K has an infinite place of degree one
or to compute the Euler factor for p in Section 9. It does not suffice, though, to
describe the places lying above p as in Proposition 2; for that, we need to compute
the prime factors in the decomposition.
To factor Y n − α, one can first compute the number nd of prime divisors of
degree d for all d ≥ 1 as sketched above; as a side result, this algorithm can
compute gcd(Y n − α, Y qd−1 − 1) as well and use the same technique to eliminate
all prime divisors of degree < d. Then the resulting polynomial hd ∈ Fq[Y ] is of
degree ndd, and is the product of nd distinct prime factors of degree d, to which,
for example, the Cantor-Zassenhaus algorithm can be applied (see [vzGG03]).
4. Integral Bases, Part 2
In this section, we want to generalize a result of Q. Wu [Wu09] on how to give
an explicit k[x]-basis of O, the integral closure of k[x] in K. We will need this for
computing Riemann-Roch spaces in the next sections.
Moreover, we will give an inequality for the degree of a certain rational function
appearing in the integral basis and give a precise statement when equality happens;
this will be important for the determination of the exact constant field of K/k in
Section 7.
Define
z := y
∞∏
i=−∞
f
−⌊i/n⌋
i ;
then k(x, y) = k(x, z) and
zn = sgn(D)
∞∏
i=−∞
f imodni = sgn(D)
n−1∏
j=1
( ∞∏
i=−∞
fj+in
)j
=: D˜ ∈ k[x].
For j = 1, . . . , n− 1, define
G˜i :=
∞∏
i=−∞
fj+in ∈ k[x];
then G˜1, . . . , G˜n−1 are pairwise coprime, monic and squarefree polynomials such
that
zn = sgn(D)
n−1∏
i=1
G˜ii = D˜.
If we set D˜i :=
∏n−1
j=1 G˜
⌊ ijn ⌋
j for j ∈ {0, . . . , n− 1}, then
D˜i =
n−1∏
j=1
( ∞∏
k=−∞
fj+nk
)⌊ ijn ⌋
=
∞∏
j=−∞
f
⌊ i(jmodn)n ⌋
j .
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By [Wu09], zi/D˜i, i = 0, . . . , n− 1 is a k[x]-basis of its integral closure in K. Now
zi
D˜i
= yi
∞∏
j=−∞
f
−⌊ i(jmodn)n ⌋−i⌊ jn⌋
j =
yi
Di
with
Di :=
∞∏
j=−∞
f
⌊ i(jmodn)n ⌋+i⌊ jn⌋
j =
∞∏
j=−∞
f
⌊ ijn ⌋
j .
In particular, D0 = 1. Note that we no longer have D1 = 1 in general; this only
happens if fi = 0 for i < 0 and for i ≥ n. Hence, we have proven:
Theorem 4.1. Let K = K(x, y) where yn = D with D ∈ k(x)∗. If D =
sgn(D)
∏∞
i=−∞ f
i
i is the squarefree decomposition of D and if
Di :=
∞∏
j=−∞
f
⌊ ijn ⌋
j ,
then D0 = 1 and
1,
y
D1
,
y2
D2
, . . . ,
yn−1
Dn−1
is an integral basis for O, the integral closure of k[x] in K. 
We will now compare the degree of Di to
⌈
idegDn
⌉
, which will later allow us to
make statements on the exact constant field of K.
Lemma 4.2. Let i ∈ {1, . . . , n− 1}.
(a) We have degDi ≤
⌊
idegDn
⌋
≤
⌈
idegDn
⌉
.
(b) We have degDi =
⌈
idegDn
⌉
if, and only if,
∀j ∈ Z : deg fj = 0 ∨ n | ij.
Proof. First, as ⌊a⌋+ ⌊b⌋ ≤ ⌊a+ b⌋ for all a, b ∈ R, note that
degDi =
∞∑
j=−∞
⌊
ij
n
⌋
deg fj ≤
∞∑
j=−∞
⌊
ij
n
deg fj
⌋
≤
 ∞∑
j=−∞
ij
n
deg fj
 = ⌊idegD
n
⌋
≤
⌈
i
degD
n
⌉
.
This shows (a), and moreover it shows that (b) is equivalent to that the following
three conditions are satisfied simultaneously:
(1) ∀j ∈ Z : ⌊ ijn ⌋deg fj = ⌊ ijn deg fj⌋;
(2)
∑∞
j=−∞
⌊
ij
n deg fj
⌋
=
⌊∑∞
j=−∞
ij
n deg fj
⌋
; and
(3)
⌊
i
n degD
⌋
=
⌈
i
n degD
⌉
.
Now (3) is clearly equivalent to
(3’) n | i degD =
n−1∑
j=1
ij deg fj .
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To attack (1) and (2), note that ⌊a⌋+ ⌊b⌋ = ⌊a+ b⌋ if, and only if, {a}+ {b} < 1;
here, {a} := a− ⌊a⌋ is the fractional part of a. Then, (1) and (2) are equivalent to
(1’) and (2’), respectively:
∀j ∈ Z : { ijn } deg fj < 1(1’)
∞∑
j=−∞
{ ijn deg fj} < 1(2’)
Now { an} = amodnn , whence these conditions can be rewritten as
∀j ∈ Z : (ijmodn) deg fj < n(1”)
∞∑
j=−∞
(ij deg fj modn) < n(2”)
Note that (3’) is the case if, and only if, n | ∑∞j=−∞(ij deg fj modn). Therefore,
(3’) and (2”) are together equivalent to
∞∑
j=−∞
(ij deg fj modn) = 0,(4)
which is clearly equivalent to
∀j ∈ Z : n | (ij deg fj).(4’)
Thus, degDi =
⌈
idegDn
⌉
is equivalent to (1”) and (4’), i.e. to
(5) ∀j ∈ Z : (ijmodn) deg fj < n ∧ n | (ij deg fj).
If deg fj = 0 or n | ij, we clearly have (ijmodn) deg fj < n∧n | (ij deg fj). Hence,
assume that deg fj > 0 and n ∤ ij. In case n | (ij deg fj), we have ngcd(n,deg fj) | ij,
whence ijmodn is a multiple of ngcd(n,deg fj) . But ijmodn 6= 0 as n ∤ ij, whence
ijmodn ≥ ngcd(n,deg fj) . But then,
(ijmodn) deg fj ≥ n deg fj
gcd(n, deg fj)
≥ n.
Therefore, (5) is equivalent to ∀j ∈ Z : deg fj = 0 ∨ n | ij, what we wanted to
show. 
Hence, we saw how to obtain a k[x]-basis of the integral closure O of k[x] in the
radical function field K, which is easy to write down once one has the squarefree
decomposition of D(x)∗. This basis is of the form y
i
Di
with 0 ≤ i < n, i.e. it allows
to efficiently test an element f =
∑n−1
i=0 aiy
i ∈ K with ai ∈ k(x) for being integral:
this is the case if, and only if, Diai ∈ k[x] for 0 ≤ i < n. Moreover, we need this
result to describe the size of certain transformation matrices in Section 6, as well
as finding formulas for the degree of the exact constant field over k and the genus
of K/k, which only depend on the numerical data (n, (deg fi)i∈Z) (see Sections 7
and 8).
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5. Matrix Representation of Uniformizing Elements for the Infinite
Places
This section prepares work for the next section. We want to find a matrix rep-
resenting certain uniformizing elements for the infinite places and make statements
on the size of the entries of these matrices and their inverses. The final, quantitative
result is given in Proposition 4.
Let p1, . . . , ps be the infinite places of K/k(x). Then there exist elements hi ∈
O∞ with νpi(hi) = 1 and νpj (hi) = 0 for j 6= i, as described in Proposition 2.
We have seen that wˆ0, . . . , wˆn−1 with wˆi = yix⌊i
− degD
n ⌋ is a o∞-basis of O∞,
and at the same time a k(x)-basis of K. Hence, we can represent hi and h
−1
i as
n × n-matrices Mi and M−1i over k(x) with respect to this basis, by interpreting
them as k(x)-vector space endomorphisms of K given by
v 7→ hiv and v 7→ h−1i v (v ∈ K).
We are interested to give bounds on the numerators and denominators of these
matrices. More precisely, given a matrix M = (mij)ij ∈ k(x)n×n, we define
degM = maxi,j degmij . The denominator of M is a monic polynomial d ∈ k[x]
of minimal degree which satisfies dM ⊆ k[x]n×n, and the numerator of M is dM ;
hence, we are interested in upper bounds for deg d and deg(dM).
Note that deg(AB) ≤ degA + degB and deg(A + B) ≤ max{degA, degB} for
all A,B ∈ k(x)n×n. Moreover, note that the strict triangle inequality does not hold
in general, and that deg is not multiplicatively as soon as n > 1.
We first begin with a small lemma on Be´zout identities:
Lemma 5.1. Let a, b ∈ N>0 such that d := gcd(a, b) > 0 satisfies d < min{a, b}.
(i) There exist λ, µ with 0 ≤ λ < bd and 0 ≤ µ < ad such that d = λa− µb.
(ii) There exist λ′, µ′ with 0 ≤ λ′ < bd and 0 ≤ µ′ < ad such that d = −λ′a+ µ′b.
Proof. Let λ′′, µ′′ ∈ Z be arbitrary with d = λ′′a+µ′′b. Then the set of all solutions
of d = αa+ βb is
{(λ′′ + x bd , µ′′ − xad ) | x ∈ Z}.
(i) First assume d < b. Choose x such that 0 ≤ λ := λ′′ + x bd < bd . Note that
there is exactly one such x. Then
µ := −(µ′′ − xad) =
λa− d
b
,
whence
−d
b
≤ µ < ab/d− d
b
=
a
d
− d
b
.
As 0 < db < 1 we get 0 ≤ µ < ad , as we wanted.
In case d = b, we have a > b and d = 1 · a− (ab − 1) · b. Then 0 ≤ µ := 1 ≤
1 = bd and 0 ≤ λ := ab − 1 < ab = ad .
(ii) This follows from (i) by switching a and b. 
WriteD = sgn(D) DnumDdenom with pairwise coprime monic polynomialsDnum, Ddenom ∈
k[x], and set Ddeg := max{degDnum, degDdenom}; note that Ddeg is the height of
D ∈ k(x). Note that
Dnum =
∞∏
i=1
f ii ∈ k[x] and Ddenom =
∞∏
i=1
f i−i ∈ k[x].
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Lemma 5.2. Let f =
∑n−1
i=0 aix
biyi ∈ K with ai ∈ k, bi ∈ Z. Define a matrix
M = (mij)ij ∈ k(x)n×n such that fwˆj =
∑n−1
i=0 mijwˆi. If d ∈ k[x] is monic and of
minimal degree with dM ∈ k[x]n×n, then
deg d ≤ degDdenom +max
{⌈−bmin − 1n⌉+ 1 +max{degD, 0}, 0}
= max{⌊−bmin − 1n⌋+ 1 +Ddeg, degDdenom} =: A
and
deg(dM) ≤ A+ ⌊bmax − 1n⌋+ 1 +max{degD, 0};
here,
bmin := min{bi + in degD | ai 6= 0}
and bmax := max{bi + in degD | ai 6= 0}.
Proof. Note that wˆi = y
ix⌊i− degDn ⌋ = yix−⌈i degDn ⌉. Therefore,
aix
biyi · wˆi = xbi−⌈j
degD
n ⌉yi+j .
Next, note that
−
⌈
adegDn
⌉
+
⌈
bdegDn
⌉
=
⌊
−adegDn
⌋
−
⌊
−bdegDn
⌋
= (b− a)degDn + 1n (((−b degD)modn)− ((−a degD)modn)) ,
and the last term lies in the interval [−1 + 1n , 1− 1n ].
Now we want to estimate deg dmij as well as deg d itself. For that, we distinguish
two cases. Both show that d must be of the form xℓDdenom for some ℓ ∈ Z, ℓ ≥
−ν0(Ddenom) as soon as f 6∈ k, and allow to give conditions on ℓ; here, ν0(Ddenom)
denotes the exact power of x dividing Ddenom.
(1) The first case is i+ j < n. In that case,
mi+j,j = aix
bi−
‰
j
degD
n
ı
+
‰
(i+j)
degD
n
ı
.
In case ai 6= 0, we have
ℓ ≥ −bi +
⌈
j degDn
⌉
−
⌈
(i+ j)degDn
⌉
and
− bi +
⌈
j degDn
⌉
−
⌈
(i+ j)degDn
⌉
≤ − bi − in degD + 1− 1n ≤ −bmin + 1− 1n .
Moreover,
deg(xℓmi+j,j) ≤ ℓ+ bi + in degD + 1− 1n ≤ bmax + ℓ+ 1− 1n .
(2) The second case is i+ j ≥ n. In that case,
mi+j−n,j = aix
bi−
‰
j
degD
n
ı
+
‰
(i+j−n) degDn
ı
Dnum
Ddenom
.
In case ai 6= 0, we have
ℓ ≥ −bi +
⌈
j degDn
⌉
−
⌈
(i+ j − n)degDn
⌉
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and
− bi +
⌈
j degDn
⌉
−
⌈
(i+ j − n)degDn
⌉
≤ − bi − in degD + degD + 1− 1n ≤ −bmin + degD + 1− 1n .
Moreover,
deg(xℓmi+j−n,j) ≤ ℓ+ bi + in degD + degD + 1− 1n
≤ ℓ+ bmax + degD + 1− 1n .
This shows that
deg d = ℓ+ degDdenom
≤ degDdenom +max
{⌈−bmin + 1− 1n +max{degD, 0}⌉, 0} = A
and
deg(xℓDdenommi,j) ≤ A+
⌊
bmax + 1− 1n +max{degD, 0}
⌋
as deg(xℓDdenommi,j) ∈ Z. 
Now let us consider Mi and M
−1
i obtained from choosing hi as in Proposition 2.
Remember that we have wˆi = x
⌊− i degDn ⌋yi. We distinguish between three cases:
(1) gcd(degD,n) = 1, i.e. K has exactly one infinite place. First, assume degD >
0. Then, by Lemma 5.1 (ii) there exist s, t ∈ Z with 1 = −s degD + tn with
0 < s < n and 0 < t < degD and we can choose h1 := y
sx−t.
Next, assume degD < 0. Then, by Lemma 5.1 (i) there exist s, t ∈ Z
with 1 = s(− degD) + tn with 0 < s < n and degD < t < 0 and we can
choose h1 := y
sx−t.
(2) gcd(degD,n) = n, i.e. the infinite places are unramified. Let π : o∞ → k be
the projection and α := π(Dx− degD). Write Y n − α = ∏ti=1 gi with pairwise
coprime monic polynomials gi ∈ k[Y ]. Then we can choose hi = gi(yx− degD/n)
or hi = gi(yx
− degD/n) + x−1. Note that deg gi = degPi < n.
(3) gcd(degD,n) =: d ∈ {2, . . . , n − 1}, in which case there are up to d infi-
nite places which are all ramified. Let π : o∞ → k be the projection and
α := π(Dx− degD). Write Y d − α = ∏ti=1 gi with pairwise coprime monic
polynomials gi ∈ k[Y ].
Next, in case degD > 0, write 1 = −sdegDd + tnd with s, t ∈ Z and 0 <
s < nd and 0 < t <
degD
d ; then νPi(y
sx−t) = 1. In case degD < 0, write
1 = s− degDd + t
n
d with s, t ∈ Z and 0 < s < nd and degDd < t < 0; then
νPi(y
sx−t) = 1.
In both cases, we can choose hi = gi(y
n/dx− degD/d) + ysx−t. Note that
deg gi = degPi ≤ d.
Now let di ∈ k[x] be monic and of minimal degree with diMi ∈ k[x]n×n. Using
Lemma 5.2, we can give upper bounds for deg di and deg(diMi). We are only
interested in quantitative results, but note that one can work out sharper bounds
in detail using the above material. All involved O-constants do not depend on n or
D. We have the same three cases as above:
(1) Note that in this case, bmin = bmax = −t+ sn degD, whence we have |bmin| =
|bmax| = O(|degD|).
(2) In this case, bmin = −1 and bmax = 0 (as gi(0) 6= 0).
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(3) Here, we have 1 − ( 1d − 1n )|degD| ≤ bmin ≤ bmax ≤ −1 + ( 1d − 1n )|degD| (as
gi(0) 6= 0). Therefore, |bmin|, |bmax| = O(Ddeg).
Applying the lemma, we obtain
deg di = O(Ddeg) and deg(diMi) = O(Ddeg)
in all cases.
Instead of repeating the same investigation for the inverses M−1i , we use some
results from Linear Algebra. For a matrixM ∈ Rn×n, where R is any commutative
unitary ring, one can define the adjugate matrix adj(M) ∈ Rn×n which satisfies
adj(M)M = M adj(M) = det(M) · In, where In is the n× n identity matrix. The
elements of adj(M) are cofactors ofM , i.e. up to sign determinants of (n−1)×(n−
1) submatrices of M . Hence, if M ∈ k[x]n×n and we consider the Leibniz formula
for the determinant, we get deg adj(M) ≤ (n−1) degM . Therefore, ifM ∈ k(x)n×n
and d ∈ k[x] \ {0} is monic and of minimal degree with dM ∈ k[x]n×n, then
M−1 = d(dM)−1 = d det(dM)−1 adj(dM) =
1
dn−1 detM
adj(dM).
Hence, if d′ ∈ k[x] \ {0} is monic and of minimal degree with d′M−1 ⊆ k[x]n×n, we
have
deg d′ ≤ (n− 1) deg d+max{deg detM, 0}
and
deg(d′M−1) ≤ max{− deg detM, 0}+ (n− 1) deg(dM).
We can use this to show our quantitative result:
Proposition 4. Now, if M = M tii for some i and ti ∈ Z, and d ∈ k[x] \ {0} is
monic and of minimal degree with dM ∈ k[x]n×n, then
deg d = O(|ti|nDmax) and deg(dM) = O(|ti|nDmax).
In case ti ≥ 0, we get the stronger result
deg d = O(tiDmax) and deg(dM) = O(tiDmax).
Proof. Let d′i ∈ k[x] \ {0} be monic and of minimal degree such that d′iM−1i ∈
k[x]n×n. Note that detMi = NormK/k(x)(hi) equals the norm of hi, whence
νp∞(detMi) = degPi, i.e. deg detMi = − degPi. Using the above results, we
see that
deg d′i = O(nDmax) and deg d′iM−1i = O(nDmax).
First, assume that ti ≥ 0. Then M = M tii , and we can choose d = dtii . Hence,
deg dM = ti deg diMi = O(tiDmax) and deg d = O(tiDmax) from the above dis-
cussion. Next, assume that ti < 0. In that case, M = (M
−1
i )
−ti , and we can
choose d = (d′i)
−ti . Hence, deg dM = (−ti) deg d′iM−1i = O((−ti)nDmax) and
deg d = O((−ti)nDmax). 
This shows that the matrices we can use to represent infinite places can be
given using n2 + 1 polynomials whose degree is in O(nDmax). If we have any
selection of integers t1, . . . , ts ∈ Z, then
∏s
i=1M
ti
i can be written in the form
M/d with M ∈ k[x]n×n and d ∈ k[x] such that all involved polynomials are of
degree O(Ddegn
∑s
i=1 |ti|). We use this to show a bound on the running time of
Riemann-Roch space computations in the next section.
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6. Computation of Riemann-Roch Spaces
This section is very central in this paper: it combines everything prepared so far
to show how to compute Riemann-Roch spaces in radical function fields over finite
constant fields, and gives an estimate on the running time. Part of the material
from this section will be used in the next section to compute the exact constant
field of K/k(x). The algorithm we will use in this section is based on an algorithm
of F. Heß [Heß02], and is also described in [Fon09]. The main results in this section
are given in Proposition 5 and its corollary.
Assume that the infinite places are p1, . . . , ps. Let a be a non-zero O-ideal and
ti ∈ Z, 1 ≤ i ≤ s. We are interested in computing a k-basis of
B(a, (t1, . . . , ts)) := {f ∈ a | νpi(f) ≥ −ti, 1 ≤ i ≤ s}.
If a =
∏
p∤p∞(mp ∩ O)np is the factorization of a into prime ideals of O, then
B(a, (t1, . . . , ts)) is exactly the Riemann-Roch space
L

− ∑
p∤p∞
npp+
s∑
i=1
tipi

 .
Note that any divisor of K can be represented in such a form; also see [Die08,
Section 2.5].
Now vˆi := y
i/Di, 0 ≤ i < n is an integral basis for O by Theorem 4.1. Next, a
o∞-basis for O∞ is given by wˆi := x⌊i
− degD
n ⌋yi, 0 ≤ i < n by Proposition 1. Now,
if M ∈ k(x)n×n satisfies (vˆ0, . . . , vˆn−1) = (wˆ0, . . . , wˆn−1)M , then M = (mij)ij with
mij = 0 for i 6= j, and mii = x⌈i
degD
n ⌉/Di.
Write
a =
1
d(a)
n−1∑
i=0

 i∑
j=0
aij vˆi

 k[x]
with deg aij < deg aii for j < i, the aii’s being monic, and (a) monic of minimal
degree. Set Ta := (
1
d(a)aij)ij with aij = 0 for j > i; then v0, . . . , vn−1 is a k[x]-
basis of a if we set (v0, . . . , vn−1) := (vˆ0, . . . , vˆn−1)Ta = (wˆ0, . . . , wˆn−1)MTa. If
Ma := MTa = (m
′
ij)ij , then
m′ij = mii
aij
d(a)
=
aijx
⌈i degDn ⌉
Did(a)
.
Next, we need elements hi ∈ O∞ with νpi(hi) = 1 and νpj (hi) = 0 for j 6= i.
Then, we can defineMi by (hiwˆ0, . . . , hiwˆn−1) = (wˆ0, . . . , wˆn−1)Mi andM((ti)i) :=∏t
i=1M
ti
i . We already discussed how to find such elements in Proposition 2 and the
previous section. Now we can apply the Reduction Algorithm of Paulus [Pau98] to
the matrixM((ti)i)Ma. There exists two matrices U ∈ Gln(o∞) and V ∈ Gln(k[x])
such that
UM((ti)i)MaV =


xλ1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 xλn


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with λ1, . . . , λn ∈ Z. Actually, the algorithm computes M((ti)i)MaV , the λi can
be recovered as the maximal degree appearing in the i-th column of that matrix,
and the algorithm can easily be modified to explicitly compute V as well with-
out affecting the asymptotic running time. Now, if we compute (v˜0, . . . , v˜n−1) =
(v0, . . . , vn−1)V = (vˆ1, . . . , vˆn)TaV , then a k-basis of B(a, (t1, . . . , ts)) is given by
{xj v˜i | 0 ≤ i < n, 0 ≤ j − λi}.
In the rest of the section, we are interested in estimating the running time. Recall
that we defined degA = maxi,j deg aij for a matrixA = (aij)ij ∈ k(x)n×n. The run-
ning time of Paulus’ algorithm, applied to a matrix A ∈ k[x]n×n, is O(n4(degA)2)
operations in k; see [Pau98, Proposition 3.3].
First, let us write Ma =
1
dM
′
a with M
′
a ∈ k[x]n×n and d ∈ k[x]. For that, note
that DnumDi =
∏−1
j=−∞ f
−⌊ ijn ⌋
j
∏∞
j=1 f
−⌊ ijn ⌋+j
j ∈ k[x]; this shows that we can choose
d = Dnumd(a). Set M
′
a := dMa ∈ k[x]n×n. Then
degM ′a = max
i,j=0,...,n−1
(
deg aij +
⌈
i degD
n
⌉
− degDi + degDnum
)
≤ max
i,j=0,...,n−1
deg aij +max{degD, 0}+ degDnum
= O(deg d(a)Ta +Ddeg)
and
deg d = deg d(a) + degDnum.
Next, using Proposition 4 we see that if d′ ∈ k[x] is monic and of minimal degree
with d′M((ti)i) ∈ k[x]n×n, then
deg d′ = O
( s∑
i=1
|ti|nDdeg
)
and deg(d′M((ti)i)) = O
( s∑
i=1
|ti|nDdeg
)
.
Proposition 5. Let a be an O-ideal of K represented with respect to the k[x]-basis
y0/D0, . . . , y
n−1/Dn−1 of O as M/d with M ∈ k[x]n×n and d ∈ k[x]. Moreover, let
t1, . . . , ts ∈ Z be integers. Then the running time required for computing a k-basis
of
L
(∑
p∤p∞
npp+
s∑
i=1
tipi
)
is
O
((
n+
∑
i=1,...,s
max{0, log |ti|}
)
n3
((
1 + n
s∑
i=1
|ti|
)
Ddeg + degM
)2)
operations in k, and requires a storage of
O
(
n2
((
1 + n
s∑
i=1
|ti|
)
Ddeg + degM
))
elements of k.
Proof. We assume that the result is given in a ‘compact form’, i.e. v˜i is only given
once and not for every power of x multiplied to it. Moreover, each element in the
result has to be divided by d(a).
Note that the given running time and space requirements essentially describe
the running time of Paulus’ algorithm and the matrix dd′M((ti)i)Ma. Clearly, the
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storage required for matrix multiplications is at most a constant multiple of the
storage for one matrix.
For computation of a k-basis, we also have to construct the matrix M((ti)i)Ma
first by multiplying all required matrices together, and then, after applying Paulus’
algorithm, collecting the information from the algorithm to compose the k-basis of
the Riemann-Roch space.
Note that multiplying two matrices A,B ∈ k[x]n×n requires O(n3(degA +
degB)2) operations in k. Hence, we have to show that the number of matrix
multiplications is O(n+∑i=1,...,smax{0, log |ti|}).
The last step requires multiplication of the matrix V obtained from Paulus’
algorithm with the basis (v0, . . . , vn−1) = (vˆ0, . . . , vˆn−1)M . The matrix obtained
from Paulus’ algorithm is of the same size as the input matrix, i.e. the entries are
of degree
O
((
1 + n
s∑
i=1
|ti|
)
Ddeg + degM
)
.
Multiplying it by M and by the elements vˆi shows that the result is of the same
size. Here, two matrix multiplications are required.
Finally, for computing Ma, every entry of M is multiplied with a polynomial;
the running time is less than the running time for one matrix multiplication. For
computation of M((ti)i), one requires O(
∑s
i=1(max{log |ti|, 0} + 1)) matrix mul-
tiplications, and multiplying M((ti)i) with Ma requires a last one. As s ≤ n, the
claim follows. 
Noting that
∑s
i=1 logmax{|ti|, 1} ≤ s logmax{
∑s
i=1 |ti|, 1} and s ≤ n, we get
the following special case:
Corollary 3. In case there exists some G > 0 with degM = O(nG) and∑si=1 |ti| =
O(G), then the running time is
O(n6D2degG2 logG)
operations in k and the storage requirement is
O(n3GDdeg)
elements of k. 
Note that in case a is a product of at most two reduced ideals and the sum of
the |ti|’s is O(g), where g is the genus of K/k, we see that we can choose G = g (see
[Fon09]). In particular, the running time required for a giant step or a reduction
in the sense of [Fon09] is
O(n6D2degg2(log g)2)
operations in k. In Corollary 4 we will see that g = O(nDdeg), whence we obtain
the running time
O(n8D4deg(logn+ logDdeg)2).
This is a much more precise estimate than the standard estimates as in [Die08] that
arithmetic is polynomial in n, g and the size of the representation of K; the latter
is in this case bounded by 2Ddeg.
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7. Computing the Exact Constant Field
In this section we will give an explicit description of the exact constant field k′
of K/k(x), using the methods from the previous section on the computation of
Riemann-Roch spaces. Note that k′ = L(0), the Riemann-Roch space of the zero
divisor. For the main result, see Theorem 7.2.
To compute L(0), consider the matrix M = (mij)ij with mij = 0 for i 6= j
and mii = x
⌈i degDn ⌉/Di. Applying Paulus’ algorithm [Pau98] to this matrix will
return the matrix itself. Let λi := degmii. Hence, a k-basis of L(0) is given by
{vˆixj | 0 ≤ j < −λi, 0 ≤ i < n}. Obviously, −λi = degDi −
⌈
idegDn
⌉
. Clearly,
−λ0 = 0, which is not surprising after all as vˆ0 = 1 ∈ L(0) and x 6∈ L(0).
Therefore, we have
dimk L(0) = 1 +
n−1∑
i=1
max
{
1 + degDi −
⌈
i
degD
n
⌉
, 0
}
and a k-basis of L(0) is given by xj vˆi with 0 ≤ i < n and j = 0, . . . ,max
{
degDi −
⌈
idegDn
⌉
,−1
}
.
Now by Lemma 4.2 (a), degDi −
⌈
idegDn
⌉
≤ 0. Combining all this, we get the fol-
lowing result:
Proposition 6. We have
dimk L(0) = 1 +
∣∣∣∣
{
i
∣∣∣∣ 1 ≤ i < n, degDi =
⌈
i
degD
n
⌉}∣∣∣∣,
and a basis is given by{
1,
yi
Di
∣∣∣∣ 1 ≤ i < n, degDi =
⌈
i
degD
n
⌉}
.

Our next aim is to describe the occurring integers imore precisely. Now Lemma 4.2 (b)
says that degDi <
⌈
idegDn
⌉
if, and only if, there exists a j ∈ Z with deg fj > 0 and
n ∤ ij. This condition can be described in an easier way:
Lemma 7.1. Let n ∈ N>0 and S ⊆ Z be a non-empty subset. Then, for a fixed i ∈
Z,
(*) ∃j ∈ S : n ∤ ij
is satisfied if, and only if,
n ∤ i gcd(n, j | j ∈ S).
Proof. Define A :=
⋂
j∈S
n
gcd(n,j)Z. We first show that (∗) is equivalent to i 6∈ A.
Note that nZ ⊆ A.
For that, assume (∗). Then, by assumption, there exists a j ∈ S with n ∤ ij,
whence ngcd(n,j) ∤ i. But then, i 6∈ A.
Now, assume that i 6∈ A. Then there exists at least one j ∈ S with i 6∈ ngcd(n,j)Z,
which means ngcd(n,j) ∤ i, i.e. n ∤ ij. Therefore, (∗) holds.
Thus, we have that (∗) is equivalent to i 6∈ A. Now let us study A. Clearly,
A =
⋂
j∈S
n
gcd(n, j)
Z = lcm
(
n
gcd(n, j)
∣∣∣∣ j ∈ S
)
Z.
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Since n is a common multiple of the ngcd(n,j) , j ∈ S, the lcm must be of the form
n
ℓ , ℓ ∈ {1, . . . , n}. Now ngcd(n,j) | nℓ if, and only if, ℓ | gcd(n, j). Therefore,
lcm
(
n
gcd(n, j)
∣∣∣∣ j ∈ S
)
=
n
gcd(gcd(n, j) | j ∈ S) .
Moreover, note that gcd(gcd(n, j) | j ∈ S) = gcd(n, j | j ∈ S). Summing up
what we have so far, we get that (∗) is equivalent to i 6∈ ngcd(n,j|j∈S)Z, i.e. to
n ∤ i gcd(n, j | j ∈ S). 
Now we can give a precise statement on the exact constant field:
Theorem 7.2. We have
[k′ : k] = dimk k′ = |{i ∈ {0, . . . , n− 1} | n divides i gcd(n, j | fj 6= 1)}|
= gcd(n, j | fj 6= 1).
Moreover, a k-basis of k′ is given by{
yi
Di
∣∣∣∣ i ∈ {0, . . . , n− 1}, ngcd(n, j | fj 6= 1) divides i
}
,
where y
0
D0
= 1. In particular, k is the exact constant field of K if, and only if,
gcd(n, j | fj 6= 1) = 1. 
This gives an easy to evaluate formula to decide whether k is the exact constant
field of K/k, and if not, to compute a k-basis of the exact constant field. In case
gcd(n, j | fj 6= 1) > 1, k′ = k(yi/Di) with i = ngcd(n,j|fj 6=1) . Note that the minimal
polynomial of yi/Di over k(x) is given by T
n/i − D
D
n/i
i
; but since [k′ : k] = n/i, it
must as well be the minimal polynomial of yi/Di over k, whence
D
D
n/i
i
∈ k. This
can be directly verified: since fj = 1 for j 6∈ ni Z,
D
n/i
i =

 ∞∏
j=−∞
f
—
i n
i
j
n

n
i j


n
i
=
∞∏
j=−∞
f
j ni
n
i j
=
∞∏
j=−∞
f jj =
D
sgn(D)
.
We see that yi/Di =
n/i
√
sgn(D), i.e.
k′ = k( n/i
√
sgn(D)) = k(sgn(D)1/ gcd(n,j|fj 6=1)).
This is also not very surprisingly, as Y n − D ∈ k(x)[Y ] is not irreducibe over
k(sgn(D)1/ gcd(n,j|fj 6=1))[Y ] (compare Section 1.1); finally, K/k′(x) is defined by
K = k′(x, y) with the relation yi = Dˆ(x), where
Dˆ := sgn(D)i/n
∞∏
j=−∞
f jn
i j
= D(x)i/n ∈ k′(x).
8. Computing the Degree of the Different and the Genus
In this section we give two ways to compute the genus of K/k(x): one method
is to compute the degree of the different and using the Riemann-Hurwitz formula.
The second method is more general applicable and is based on F. Heß’ method on
computing Riemann-Roch spaces: for the Riemann-Roch space algorithm, a special
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matrix has to be computed using an integral basis of O and O∞. We show how
one can extract the genus from this matrix using the Riemann-Roch theorem.
Since all ramification is tame, the different of K/k(x) and its degree can be com-
puted using the ramification indices. For the ramification indices, we need the fac-
torization ofD, or at least we need to know the valuations and degrees of the appear-
ing places. For that, recall that D = sgn(D)
∏∞
i=−∞ f
i
i with . . . , f−2, f−1, f1, f2, . . .
a sequence of squarefree, pairwise coprime elements of k[x]. Then, by [Sti93, p. 111,
Proposition III.7.3 (c)],
deg Diff(K/k(x)) =
n
[k′ : k]
∑
p∈Pk(x)
(
1− gcd(n, νp(D))
n
)
deg p
=
1
[k′ : k]
∞∑
i=−∞
(n− gcd(n, i)) deg fi,
where k′ is the exact constant field of K/k(x). The different itself can be computed
in the same spirit, by factoring the fi’s into a product of irreducible polynomials
and determining the different exponents by the formula d(P | p) = ngcd(n,νp(D)) − 1.
Using the Hurwitz Genus Formula and the previous section, the genus g of F
equals
g = 1− n
[k′ : k]
+ 12 degDiff(K/k(x))
= 1 +
1
gcd(n, j | fj 6= 1)
(
−n+ 12
∞∑
i=−∞
(n− gcd(n, i)) deg fi
)
.
In particular, this shows:
Corollary 4. We have g = O(nDdeg). 
A second way to compute the genus is at follows. It is essentially based on Heß’
idea on computing Riemann-Roch spaces together with the fact that for divisors D
of large enough degree, dimk L(D) = degD + [k
′ : k](1 − g) by the Riemann-Roch
theorem. This idea can be applied to any function field where a matrix M ∈
k(x)n×n is known which transforms a o∞-basis of O∞ into a k[x]-basis of O.
Note that the algorithm of Heß does not only computes a k-basis of L(D) for
some divisor D, but a k-basis of L(D + t(x)∞) for any t ∈ Z; here, (x)∞ denotes
the pole divisor of x. If t > 0 is large enough, dimk L(t(x)∞) = deg(t(x)∞) + [k′ :
k](1− g) = nt+ [k′ : k](1− g), whence
g =
− dimk L(t(x)∞) + tn
[k′ : k]
+ 1.
Now, by the discussion in the previous section and [Heß02],
dimk L(t(x)∞) = 1 +
n−1∑
i=1
max
{
1 + degDi −
⌈
i
degD
n
⌉
+ t, 0
}
;
hence, if t is large enough,
dimk L(t(x)∞) = 1 + n+
n−1∑
i=1
(
degDi −
⌈
i
degD
n
⌉)
+ tn,
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whence
g = 1 +
−n− 1 +∑n−1i=1 (⌈idegDn ⌉− degDi)
gcd(n, j | fj 6= 1) .
Note that this method can be used for any function field, as long as integral bases
of O and O∞ are known. As one uses D = 0, one obtains [k′ : k] = dimk L(0),
whence being able to compute integral bases and Riemann-Roch spaces suffices to
compute k′, [k′ : k] and g.
9. Euler Product Approximation
In this section, we want to discuss Euler product approximation for radical func-
tion fields. The Euler product is another representation of the zeta function based
on the places of K. We use the fact that the zeta function gives the L-polynomial
of K, which in turn provides a way to compute the class number when evaluated at
t = 1. In the following, we assume that k = k′ = Fq is a finite field of q elements,
as well as the exact constant field of K/k; we have seen in the previous sections
how to reduce to this case.
We begin with giving the Euler product, divided by the Euler product represen-
tation of the zeta function of k(x), via its factors. For p ∈ Pk(x), define
S(p)(t) := (1− tdeg p)
∏
P|p
1
1− tdegP .
We then have that ∏
p∈Pk(x)
S(p)(t) = LK(t) ∈ Z[t]
is the L-polynomial ofK. It satisfies the functional equation LK(t) = q
gt2gL((qt)−1)
and, more importantly, we have
∣∣Pic0(K)∣∣ = LK(1). Note that we cannot evalu-
ate LK(1) directly using the above product representation. But using the func-
tional equation, we get LK(1) = q
gL(q−1), and S(p)(q−1) is well-defined for ev-
ery p ∈ Pk(x). Using the results from [SS09], we can determine the error if we only
consider all places p ∈ Pk(x) with deg p ≤ λ in the product. For a λ ∈ N define
E2(λ) by
logE2(λ) = g log q + log
∏
p∈Pk(x)
deg p≤λ
S(p)(q−1) = g log q −
∑
p∈Pk(x)
deg p≤λ
(− logS(p)(q−1))
= g log q −
λ∑
ν=1
∑
p∈Pk(x)
deg p=ν
(∑
P|p
log(1 − q− degP)− log(1− q− deg p)
)
.
In [SS09, Theorem 4.2 and Theorem 4.3], bounds are given on
∣∣E2(λ) − ∣∣Pic0(K)∣∣∣∣
which are of size O(qg−(λ+1)/2), one of them being:
Theorem 9.1 (Scheidler–Stein [SS09]). Let k = Fq be the exact constant field of
K/k, and n = [K : k(x)]. We then have∣∣E2(λ)− ∣∣Pic0(K)∣∣∣∣ ≤ E2(λ)(eψ2(λ,ℓ) − 1),
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where ℓ is the smallest prime divisor of λ+ 1 and
ψ2(λ, ℓ) =
2g
λ+ 1
q−
λ+1
2 +
n− 1
λ+ 1
q
q − 1
q
λ+1
ℓ − 1
qλ+1
+
n− 1
λ+ 1
q−(λ+1)
+
2g
λ+ 2
√
q√
q − 1q
−λ+22 +
2(n− 1)
λ+ 2
q
q − 1
q1−
1
ℓ
q1−
1
ℓ − 1q
−(1− 1ℓ )(λ+2).
Proof. We have to show that our definition of E2(λ) coincides with the definition
in [SS09, Theorem 4.2]; we denote their E′2(λ) by E˜2(λ). Then
log E˜2(λ) = A(K) +
λ∑
m=1
1
mqm
∑
ν|m
νSν(
m
ν ) +
∞∑
m=λ+1
1
mqm
∑
ν|m
ν≤λ
νSν(
m
ν )
with A(K) = g log q + logS(p∞)(q−1) and
Sν(i) :=
∑
deg p=ν
p finite
n−1∑
j=1
zj(p)
i,
where zj(p) is defined by
1
1− tdeg pS(p)(t) =
∏
P|p
1
1− tdegP =
1
1− tdeg p
n−1∏
j=1
1
1− zj(p)tdeg p .
Now
E˜2(λ)
expA(K)
= exp

 λ∑
m=1
1
mqm
∑
ν|m
νSν(
m
ν ) +
∞∑
m=λ+1
1
mqm
∑
ν|m
ν≤λ
νSν(
m
ν )


=
∞∏
m=1
∏
ν|m
ν≤λ
exp(Sν(
m
ν ))
ν
mqm =
∞∏
m=1
∏
ν|m
ν≤λ
∏
deg p=ν
p finite
n−1∏
j=1
exp(zj(p)
m/ν)
ν
mqm
=
∏
deg p≤λ
p finite
n−1∏
j=1
exp
( ∞∑
m=1
1
m
(
zj(p)
qdeg p
)m)
=
∏
deg p≤λ
p finite
n−1∏
j=1
exp
(
− log
(
1− zj(p)
qdeg p
))
=
λ∏
ν=1
∏
deg p=ν
p finite
S(p)(q−1),
whence E˜2(λ) = E2(λ). 
Before discussing how to compute the − logS(p)(q−1)’s, we want to discuss the
subject of numerical approximation. To compute logE2(λ), we need to add a huge
number of logarithms of rational numbers 6= 1, i.e. of transcendental numbers. But
we have an advantage, namely all appearing logarithms are integral multiples of
log(1 − q−i) for i ∈ {1, . . . , nλ}. In general, nλ ≪ qλ, whence it makes sense to
write
logE2(λ) = g log q +
nλ∑
i=1
bi log(1− q−i)
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with bi ∈ Z, and to first compute the coefficients bi ∈ Z – for which no approxima-
tion is needed – and then use the bi to compute an approximation of logE2(λ). In
particular, once we know bi, it is easier to determine the precision of log(1 − q−i)
that is required to compute logE2(λ) with the wanted precision. Moreover, no
floating point operation is required during the determination of the bi, only integer
arithmetic and finite field arithmetic. This improves the approach made in [SS09].
Now, let us discuss how we can compute S(p)(t) for a place p ∈ Pk(x); for that,
we use material from Sections 2 and 3. Let dp := gcd(n, νp(D)). If dp = 1, we have
S(p)(t) = (1 − t) 11−t = 1 as p ramifies totally. In case dp > 1, let F : op → κ(p)
be the projection, π a uniformizer for p and αp := F (Dπ
−νp(D)) ∈ κ(p)∗. Then
the factorization of fp := Y
d − αp ∈ κ(p)[Y ] determines S(p). We have seen
that fp is squarefree. In particular, we can effectively compute the degP’s using
Algorithm 3.3. We get the following algorithms and results:
Proposition 7. Assume that k = Fq is the exact constant field of K, and assume
that D ∈ k[x] and logn = O(log q). Given a finite place p ∈ Pk(x), the following
algorithm computes the coefficients ai of − logS(p)(q−1) =
∑n
i=1 ai log(1−q−ideg p)
in
O((deg p)2 log3 q · (n+ deg p · (log log q + log deg p)) + (degD)2 log2 q)
binary operations, assuming we know the factorization of qdeg p − 1 and the one of
p− 1 for every prime p | (qdeg p − 1). For almost all places, the algorithm needs in
fact just
O((deg p)2 log3 q · (n+ deg p · (log log q + log deg p)) + deg p degD log2 q)
binary operations.
Algorithm 9.2: Compute − logS(p)(q−1) for a finite place p ∈
Pk(x)
Input: n, D ∈ Fq[x], p given in form of an irreducible polynomial
p ∈ Fq[x]
Output: − logS(p)(q−1) =∑ni=1 ai log(1−q−ideg p) in terms of a1, . . . , an
(1) Set t := 0.
(2) Compute D = qp+ r with q, r ∈ Fq[x], deg r < deg p.
(3) If r = 0:
(a) Set D := q.
(b) Set t := t+ 1.
(c) Go to Step (2).
(4) Compute d := gcd(n, t).
(5) If d = 1, return ai = 0.
(6) Use Algorithm 3.3 to compute the degrees of the irreducible factors
of Y d − r in (Fq[x]/(p))[Y ]. Let ai be the number of irreducible
factors of degree i over Fq[x]/(p).
(7) Set a1 := a1 − 1.
For the infinite place p∞ of k(x), the following algorithm computes the coeffi-
cients ai of − logS(p)(q−1) =
∑n
i=1 ai log(1−q−i deg p) in O((n+log log q) log3 q) bi-
nary operations under the same assumptions as above:
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Algorithm 9.3: Compute − logS(p)(q−1) for the infinite place
of k(x)
Input: n, D ∈ Fq[x]
Output: − logS(p)(q−1) =∑ni=1 ai log(1−q−ideg p) in terms of a1, . . . , an
(1) Compute d := gcd(n, degD).
(2) If d = 1, return ai = 0.
(3) Use Algorithm 3.3 to compute the degrees of the irreducible factors
of Y d−sgn(D) in Fq[Y ]. Let ai be the number of irreducible factors
of degree i over Fq.
(4) Set a1 := a1 − 1.
Proof. Let us first estimate the time required to compute α = Dp−νp(D) mod p in
Algorithm 9.2, i.e. for Steps (1)–(3). We have νp(D) = O(degD/ deg p), and in
the t-th (beginning with t = 0) iteration of Step (2) we have degDt = degD0 −
t deg p, where Dt is the value of D in the t-th iteration. Computing a long division
needs O(deg p degDt) operations in Fq [Coh96, Section 3.1.3], whence we need
O((degD/ deg p)2(deg p)2) = O((degD)2) operations in Fq to obtain t = νp(D)
and r = Dp−tmod p. Note that in case t = 0, we just need O(degD · deg p)
operations. Moreover, note that for Algorithm 9.3, the corresponding steps need
no time as α = sgn(D) and νp(D) = − degD.
The finite field Fq˜ in Algorithm 3.3 is κ(p) ∼= Fq[x]/〈p〉, whence it has qdeg p =
qdeg p elements. Hence, by Proposition 3, the computation of the degP’s requires
O(n log3 n + n logn · (deg p)2 log2 q + (deg p)3 log3 q · (log log q + log deg p)) binary
operations. Using logn = O(log q), this simplifies to O((deg p)2 log3 q · (n+ deg p ·
(log log q + log deg p))). 
Next, we want to discuss the question on how to enumerate all monic irre-
ducible polynomials p ∈ Fq[x] with deg p ≤ λ. It is well-known that there are
qd
d +O(qd/2/d) monic irreducible polynomials in Fq[x] of degree d. (For d = 1, ev-
ery polynomial is irreducible.) The total number of monic polynomials of degree d
is qd, whence it makes sense to try all monic polynomials and use a irreducibil-
ity test; according to [vzGG03, Section 14.9], this can be done in O((M(d) log q +
(d1.688 + d1/2M(d))δ(d) log d) log2 q) binary operations; using Karatsuba’s method,
one has M(d) = O(d1.59) [vzGG03, p. 242], and δ(d) < log2 d, whence we get a
total running time of
O(d1.59 log3 q + d2.09 log2 d · log2 q)
for one irreducibility test. Hence, we get a running time of
O(qdd1.59 log3 q + qdd2.09 log2 d · log2 q)
to enumerate all monic irreducible polynomials of degree d over Fq. Note that
the running time for one irreducibility check is dominated by the running time for
Algorithm 9.2 applied to any irreducible polynomial of degree d.
Theorem 9.4. Assume that k = Fq is the exact constant field of K. Let λ ∈
{1, 2, . . . , g}. The following algorithm computes the Euler product approximation
E2(λ) =
∏
p∈Pk(x)
deg p≤λ
S(p)(1/q)
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in
O(λqλ[λn log q + λ2 log q · log(λ log q) +Ddeg + λ2.09 log2 λ] log2 q)
binary operations, assuming log n = O(log q):
Algorithm 9.5: Compute the Euler product approximation E2(λ)
Input: n, λ, and the squarefree decomposition D = sgn(D)
∏∞
i=−∞ f
i
i
of D
Output: E2(λ) for the function field K : y
n = D(x)
(1) Compute D˜ := sgn(D) ·∏∞i=−∞ f imodni ∈ Fq[x]. When calling the
algorithms to compute − logS(p)(q−1), use D˜ instead of D.
(2) Set a1 := · · · := aλn := 0.
(3) For ν = 1, . . . , λ do:
(a) Factor ν, factor qν−1 and, for every prime p dividing qν−1,
factor p− 1.
(b) If ν = 1, compute − logS(p∞)(q−1) =
∑n
i=1 bi log(1 − q−i),
where p∞ is the infinite place of k(x), using Algorithm 9.3,
and set ai := bi, 1 ≤ i ≤ n.
(c) For every monic polynomial f ∈ Fq[x] with deg f = ν do:
(1) Test whether f is irreducible; if this is not the case,
continue with the next choice of f .
(2) Compute − logS(p)(q−1) =∑ni=1 bi log(1−q−iν), where
p is the finite place of k(x) belonging to f , using Algo-
rithm 9.2, and set aνi := aνi + bi, 1 ≤ i ≤ n.
(4) Compute r := g log q −∑nλi=1 ai log(1− q−i).
(5) Compute and return exp(r).
Proof. The correctness follows from the previous discussion. What is left is to esti-
mate the running time. First, note that for almost all computations of− logS(p)(q−1),
we have νp(D) = 0. The number of possible exceptions is bounded by 1+
∑∞
i=−∞ deg fi =
O(Ddeg); these are exactly the places of k(x) which ramify in K.
We can ignore the running time required for the infinite place of k(x), as there is
only one, compared to the q finite places of degree one. Moreover, the factorization
in Step (3 a) can be ignored.
We have seen above that there are 1ν q
ν +O(qν/2) monic irreducible polynomials
of degree ν, whence the time spent in Step (3 c 2) for a fixed ν equalsO(qν [νn log q+
ν2 log q · log(ν log q) +Ddeg] log2 q) binary operations (in all but at most O(Ddeg)
cases).
In contrast, the time to enumerate all these polynomials is O(qνν1.59(log q)3 +
qνν2.09(log ν)2(log q)2). Therefore, the total running time for Step (3 c) is
O(qν [νn log q + ν2 log q · log(ν log q) +Ddeg + ν2.09 log2 ν] log2 q).
Hence, one obtains a total running time of
O(λqλ[λn log q + λ2 log q · log(λ log q) +Ddeg + λ2.09 log2 λ] log2 q)
for Step (3).
Finally, we have to estimate the running time for Steps (4) and (5). All ai are
bounded by n times the number of places of k(x) of degree ≤ λ; hence, |ai| ≤
n
∑λ
j=0 q
j ≤ nλqλ.
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Moreover, by Theorem 9.1 and the Hasse-Weil bounds E2(λ) is of order of magni-
tude qg. To compute E2(λ) with error <
1
2 , we therefore need to compute logE2(λ)
with error < log(1 + 12(1+√q)2g ). We have nλ + 1 terms to add for logE2(λ),
whence it suffices to compute each term with error <
log(1+ 1
2(1+
√
q)2g
)
1+nλ . Each term
can be bounded by g log q resp. nλqλ, whence we need a precision of at most
log2(nλq
λ) − log2
log(1+ 1
2(1+
√
q)2g
)
1+nλ ≤ λ log2 q + 2 log2(nλ) + 2 + 2g log2(1 +
√
q) =
O(g log q) bits as λ ≤ g. In particular, the computational costs for computing the
approximation of E2(λ) out of the ai’s are polynomial in g log q and are irrelevant
compared to the costs of Step (3). 
If we assume that n, Ddeg and λ stay bounded while q grows, we obtain a running
time of O(qλ log3 q · log log q) binary operations. This makes the statements on the
running time of computing Euler product approximations in [SS09] more precise
for the case of radical function fields.
10. Conclusion
In this paper, we have described explicit methods which allow to implement
arithmetic in radical function fields. We have presented methods to
(a) compute integral bases for O′p, p ∈ Pk(x);
(b) compute all places of K lying above p ∈ Pk(x) as well as generators of their
corresponding prime ideal in O′p;
(c) compute a simple integral basis for O, the integral closure of k[x] in K;
(d) compute Riemann-Roch spaces;
(e) compute the exact constant field, its degree and a generator of it over k;
(f) compute the genus;
(g) approximate the divisor class number
∣∣Pic0(K)∣∣ using an Euler product ap-
proximation.
The integral bases are given in a very explicit form; they can be written down know-
ing only n, a uniformizer π, νp(D), respectively n and the squarefree factorization
of D. For most computations, bounds on the running time and storage space are
given.
This allows to implement arithmetic in radical funtion field, assuming that a
library for working with polynomials over finite fields such as NTL1 is available.
Using infrastructure methods (see [Fon09]) or the methods described in [Die08,
Section 2], one can do effective arithmetic in the divisor class group Pic0(K).
Some of these results were already known in special cases; for example, in case D
is a squarefree polynomial and gcd(degD,n) = 1, the function field is superelliptic,
and arithmetic in it is described in [GPS02]. Under the assumption that D is
a polynomial not divisible by any n-th power, the formula for an integral basis
was given in [Wu09]. Our approach generalizes both results. The Riemann-Roch
space computation was described for general function fields [Heß02], as well as the
Euler product approximation [SS09]. Our approach makes the running time bounds
more precise, and in the case of the Euler product approximation, improves on the
original algorithm by making it more robust to approximation errors, as well as
1A C++ library by V. Shoup for doing Number Theory. See also http://www.shoup.net/ntl/.
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easier to implement as one does not have to compute the zj(p)’s as well as handle
the Sν(i)’s and the infinite series involving them.
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