Abstract. The aim of the article is to prove L p − L q off-diagonal estimates and L p − L q boundedness for operators in the functional calculus of certain perturbed first order differential operators of Dirac type for with p ≤ q in a certain range of exponents. We describe the L p − L q off-diagonal estimates and the L p − L q boundedness in terms of the decay properties of the related holomorphic functions and give a necessary condition for L p −L q boundedness. Applications to Hardy-Littlewood-Sobolev estimates for fractional operators will be given.
Introduction
In this article, we are interested in L p − L q estimates for operators defined by the functional calculus of certain first order differential operators of Dirac type. Let us start with an example. In one dimension Id − it 
(1, ∞) with p < q. However, the operator tD (Id + itD) −2 satisfies for all Borel sets E, F ⊂ R n , all u ∈ L p R n , C N and for certain values K ∈ [0, ∞) and q > p,
where d (E, F ) := inf {|x − y||x ∈ E, y ∈ F } is the distance between the sets E and F and χ E denotes the characteristic function of E. Here, we want to explore this phenomenon for perturbed first order Dirac operators DB and BD (see below for definitions). The off-diagonal estimates are important, when one seeks to prove, for example,  for certain values of p, where B (x, t) ⊂ R n denotes the ball of radius t and center x. In fact, this will be the application in the subsequent work of Pascal Auscher and the author.
The notion of L 2 − L 2 off-diagonal estimates arises from [Dav] and [Gaf] . Such off-diagonal estimates were proved and used for second order elliptic operators for the solution of the Kato square root problem in [AHLMT] and used to compensate the lack of pointwise kernel estimates. In [Hof-Mar] such L 2 − L 2 off-diagonal estimates were used to prove certain L p bounds Riesz transform associated to second order elliptic operators. It was in [Blu-Kun] that the L p − L q version of those were used to prove L p estimates in absence of pointwise bounds. In [Blu-Kun] , , [Hof-May-McI] , [Hof-May] , [Aus-Hof-Mar] and , L p − L q off-diagonal estimates for semigroup and resolvent of elliptic second order differential operators were used to prove square root estimates, boundedness for square functions, certain maximal functions, Riesz transforms, ect. Similar work was done in the context of selfadjoint operators in [Hof-Lu-Mit-Yan] , [Aus-McI-Mor] and [Bui-Duo] . Another line of developments was a generalized Calderón-Zygmund theory for operators which do not satisfy kernel estimates, where one used off-diagonal estimates as replacement (cf. [Blu-Kun] , , , , [Ber] , [Fre-Kun] , [Ber-Fre] etc.). As consequence of the solution of the Kato square root problem, interest arises also in square function estimates for first order Dirac operators. In [Axe-Kei-McI] and vertical square function estimates were proved using L 2 − L 2 off-diagonal estimates for the resolvent. In [Aus-McI-Rus] such off-diagonal estimates for the resolvent were used to develop a Hardy space theory associated to Hodge-Dirac operators on manifolds. In [Hyt-McI] and [Hyt-McI- 
off-diagonal estimates for the resolvent of first order Dirac operators were applied to prove an extrapolation theorem for R-bisectoriality and to prove equivalence of R-bisectoriality and holomorphic functional calculus on intervals of Lebesgue exponents. [Aji] even introduced an L p − L q theory for first order Dirac operators under certain restrictions, which we remove here.
Our plan is as follows. In the second section, we introduce the basic notions. In the third section, we discuss our main results. In the first part, we give sufficient conditions for L p −L q off-diagonal estimates and L p −L q boundedness for operators in the functional calculus of these perturbed first order Dirac operators in terms of decay properties at 0 and ∞ for the associated holomorphic functions. In particular, we give a relation between the decay properties for the associated holomorphic functions and the number K above. These results will be given in Propositions 3.3 and 3.9 below. Corollary 3.11 gives a version for bounded holomorphic functions, which have no decay at 0. These results are partially contained in the work of [Aji] when the range of the perturbed first order Dirac operator is stable under multiplication by smooth cut-off functions/cut-off functions. In the second part of Section 3, we discuss when this is the case. We give a condition in Proposition 3.19 that shows that for the operators D and DB, Ajiev's results may not be always applicable, in particular not for D = 0 div −∇ 0 as above, whereas ours are. In the third part of Section 3, we give a necessary condition for L p − L q boundedness when p < q, which highlights the connection of L p −L q boundedness to kernel/range decompositions. In particular, this condition shows that the operators (Id + itD) 
We denote the null space by N q (T ) and the range by R q (T ). We say that T admits a kernel/range decomposition in L q whenever
where the sum is topological and R q (T ) is the closure of R q (T ) in L q . A class of operators which admit a kernel/range decomposition are bisectorial operators. We say that a linear operator T is bisectorial of type ω ∈ 0, π 2 if T is closed, the spectrum of T is contained in a bisector S ω := {λ ∈ C\ {0} : | arg λ| ≤ ω or | arg (−λ) | ≤ ω}∪ {0} and for each ν ∈ ω, π 2 there exists a constant C ν > 0 such that
for all λ ∈ C\S ν . The bound (2.2) allows one to define a functional calculus. To σ > 0, τ > 0 and ν ∈ 0, π 2 we define Ψ τ σ Ṡ ν to be the set of all holomorphic
for all λ ∈Ṡ ν := {λ ∈ C\ {0} : | arg λ| < ω or | arg (−λ) | < ω}. Moreover, we define Ψ Ṡ ν := σ,τ >0 Ψ τ σ Ṡ ν and set ψ (0) = 0 when ψ ∈ Ψ Ṡ ν . Having these definitions in hand we can define a functional calculus as follows. Let T be a bisectorial operator of type ω ∈ 0, π 2 on L q , then for each ν ∈ ω, π 2 the Dunford integral
, where ∂S θ := ±te ±iθ : t ∈ (0, ∞) is oriented counterclockwise on the four branches surrounding S ω . We say that a bisectorial operator T of type ω has a bounded holomorphic functional calculus, if for each ν ∈ ω, π 2 there exists a constant C ν > 0 such that for all ψ ∈ Ψ Ṡ ν and all u ∈ L q holds
Whenever this is the case the bounded holomorphic functional calculus may be extended to the class H ∞ Ṡ ν by a limiting procedure and to the class H ∞ Ṡ ν , {0}
using the kernel/range decomposition of T . Indeed in this case, for f ∈ H ∞ Ṡ ν , {0} we define
where u N , u R denote the projections of u onto null space and closure of the range of T according to (2.1). Here, H ∞ Ṡ ν is the set of all bounded holomorphic
is the set of all bounded functions f :Ṡ ν ∪ {0} → C with norm ||f || H ∞ Ṡ ν ,{0} := sup z∈Ṡν ∪{0} |f (z) | such that the restriction f |Ṡ ν is holomorphic. For more details on kernel/range decompositions, bisectorial operators and functional calculus we refer the reader to [Cow-Dou-McI-Yag] , [LeM] , [Haa] , [McI] and the references therein. We fix p, q with 1 < p ≤ q < ∞ in the sequel. In the following we are interested in the following three boundedness properties for families of operators.
Definition 2.1 (Boundedness for families of operators). Let A ⊂ C\ {0} be a subset of the complex plane and U p ⊂ L p , U q ⊂ L q be closed subspaces. We say that a family of operators {T λ } λ∈A is U p − U q bounded if for all λ ∈ A and all u ∈ U p holds T λ u ∈ U q and there exists a constant C p,q > 0 such that for all λ ∈ A and all u ∈ U p holds
Definition 2.2 (Off-diagonal estimates for families of operators). Let A ⊂ C\ {0} be a subset of the complex plane. We say that a family of operators
where d (E, F ) := inf x∈E,y∈F |x − y| R n denotes the distance between E and F and χ E denote the characteristic functions of a set E.
Definition 2.3 (Biparameter off-diagonal estimates for families of operators). Let A, B ⊂ C\ {0} be two subsets of the complex plane. We say that a family of operators
2.2. First order Dirac operators. We are interested in families of operators defined by the bounded holomorphic functional calculus of the following special class of bisectorial operators.
Assumption 2.4. Let n, N ∈ N * . Let D be a first order differential operator on R n acting on functions valued in C N that satisfies the conditions (D0), (D1) and (D2) in [Hyt-McI] . These are
There exists κ > 0 such that the symbolD (ξ) = n j=1D j ξ j satisfies κ|ξ||e| ≤ |D (ξ) e| for all ξ ∈ R n and all e ∈ R D (ξ) ,
such that the spectrum of the symbol satisfies
Further, let B be the operator defined via pointwise multiplication by the matrix function
We assume additionally one of the following equivalent conditions:
(4) Assume B satisfies the coercivity condition ||Bu|| L 2 ||u|| L 2 for all u ∈ R 2 (D) and there exists ω ∈ 0,
In the sequel, we shall systematically assume without mention that Assumption 2.4 holds in all statements involving DB or BD. Here, we do not assume that D is self-adjoint or that B satisfies a strictly accretivity condition. The equivalence of the conditions (4) and (5) Proposition 2.6. Let 1 < q < ∞.
(
Here, we use the notation ∇u for ∇ ⊗ u and ||u|| (
Moreover, all the properties (1), (2), (3) and (4) 
For a more complete and more general version of this theorem we refer the reader to [Sta] . Finally let us make a few remarks in relation to Theorem 2.7.
Remark 2.8. For T ∈ {BD, DB} and q ∈ I D,B let T q be the L q -realization. Then
and we see that
Reversing the roles of D and BD shows that P Rq(BD) :
Remark 2.10 (Similarity Property). For q ∈ I D,B we know that B :
Remark 2.11 (The interval for the adjoint operators). Let A ′ := {q/ (q − 1) |q ∈ A} for a subset A ⊂ (1, ∞). By Theorem 2.7 and [Aus-Sta-1, Corollary 2.6] we have
Remark 2.12 (The interval for B = Id). Assumption 2.4 and Proposition 2.6 imply I D,Id = (1, ∞) and I D,B ⊂ I D,Id . Thus, whenever we are allowed to use the conclusion of Theorem 2.7 for T ∈ {DB, BD}, we are also allowed to use the conclusion of Theorem 2.7 for D.
Under Assumption 2.4 we are allowed to use kernel/range decompositions and it will be helpful in the sequel to have some properties for the range and the null space. These observations were made in [Hyt-McI] .
Lemma 2.13. [Hyt-McI, Section 3.3] For p, q ∈ I D,B and T ∈ {BD, DB} the following statements are true:
(1) We have with respect to L p -topology the direct sum decomposition 
. So, one can define families of bounded operators {f t (T )} t>0 via the family of functions {f t } t>0 .
Denote by ω = ω DB = ω BD the type of bisectoriality and let ν ∈ ω, π 2 . Let σ > 0 and τ > 0 be positive real numbers and
This is interesting in view of the following example.
Example 3.2 (Off-diagonal estimates and the semigroup). Here, let us denote sgn z := sgn(Re z), z := sgn (z) z, z ∈Ṡ ν and |T | := sgn (T ) T .
(1) Let T ∈ {DB, BD}. Denote by ω = ω DB = ω BD the type of bisectoriality and let ν ∈ ω, 
For certain operators in the functional calculus of DB (or BD resp.) we obtain even
Denote by ω = ω DB = ω BD the type of bisectoriality and let ν ∈ ω, 
Proof. First we prove the following claim for L p −L q -boundedness, which is a special case of the lemma taking E = F = R n and K = 0. 
The proof of Claim 3.4 is organized in several steps. The first step is Claim 3.5. Suppose q ∈ I D,B and p ∈ [q * , q] ∩ I D,B , where the lower Sobolev exponent is defined by q * = qn q+n . Then for all λ ∈ C\S ν , the operator (Id + λDB)
Proof of Claim 3.5. We first consider estimates for the resolvent of BD and use the similarity property to pass to DB later on. As
we deduce
Thus, by Sobolev embedding theorem, we obtain
is an isomorphism by Proposition 2.9, we get
By Remark 2.10 we know that B :
Thus the similarity property in Remark 2.10 yields
. Now, we use a rescaling argument and note that for λ ∈ C\S ν , B λ defined by multiplication of B λ (x) := −ie i arg λ B (|λ|x) has the same properties as B with uniform bounds in arg λ. Let u λ (x) := u (|λ|x). Then we have as above
and substitution |λ|x → x yields the estimate
for all u ∈ R p (D)∩R q (D). By density, the operator (Id + λDB) −1 has the desired extension to R p (D).
The second step is 
by Claim 3.5, Definition 2.4 and the decay properties of ψ. For u ∈ L p ∩ L q we can use the the decomposition in Lemma 2.13, (1), associated to the operator DB and
The third step is the proof of Claim 3.4 in the case T = DB. Let us denote q 0 := q and q l := (q l−1 ) * for l ∈ N * and k := inf {l ∈ N * : q l ≤ p}. Further, we set
Then we factorize
where z := sgn (z) z and
We observe that each ξ l satisfies the conditions of Claim 3.6:
and ζ ∈ Ψ Ṡ ν . Hence, we have
Now, Claim 3.4 in the case T = DB follows by iteration of Claim 3.6. The fourth step is to deduce Claim 3.4 in the case T = BD. From the case T = DB just proved, the similarity property g (BD) ψ t (BD) = Bg (DB) ψ t (DB) B −1 on R q (BD) and R p (BD), the boundedness and coercivity of B on R q (D) and R p (D) we get
we can use the decomposition in Lemma 2.13, (1) associated to the operator BD and ψ t (BD) u = 0 for all u ∈ N p (BD) ∩ N q (BD). By density we conclude the assertion
p . So, Claim 3.4 is completely proved. Now, we turn to the conclusion of Proposition 3.3 using Claim 3.4. First by normalizing, we may assume ||ψ||
boundedness we have to make sure that the family of holomorphic functions has enough decay at infinity to use L p0 − L q0 boundedness. So, we define ζ
, where we recall z = sgn (Re z) z for z ∈Ṡ ν and α ∈ C such that Re α < τ and observe that for fixed t > 0 the operator g (T ) ψ t (T ) is embedded in the analytic family {ζ α t (T )} α . Polar coordinates and arg (1 + t z) ∈ (−ν, ν) yields 
by Claim 3.4. Next, we will use Stein's interpolation theorem for the analytic family of operators {ζ α t (T )} α with 1
and θ := at Re α = 0. This yields
||χ E u|| L p when Re α = 0. The constants c 0 , c 1 are related to the formula in [Gra, Theorem 1.3.7] . Choosing α = 0 yields
By [Gra, Theorem 1.3.7, Exercise 1.3.8] we know that
Thus, (3.7) reads
Since p, q are fixed in the relation and r is choosen depending on p 0 , q 0 , the parameter θ = θ (p 0 , q 0 ) is determined by p 0 , q 0 . In order to minimize the factor
in (3.8), we minimize θ using (3.6). Indeed, we get by (3.6) the relation θ = θ (p 0 , q 0 ) :
and observe that
As we are allowed to choose p − (D, B) < p 0 < q 0 < p + (D, B) arbritrary in (3.6) we get the estimate
for each K ∈ [0, ∞) such that σ > Kc p,q , where
The next example shows that there are families of operators with finite σ in the functional calculus, which satisfy off-diagonal estimates of each order K ∈ [0, ∞), showing that the condition σ > cK is sufficient but not necessary.
Example 3.7 (L p −L q off-diagonal estimates of arbritrary order). Let T ∈ {BD, DB} and α, M ∈ N * with 0 < α ≤ M . Then the family (itT ) 
Proof. The conclusion of Proposition 3.9 follows by analytic interpolation as in Proposition 3.3: in fact, we use interpolation between Claim 3.4 (that is Proposition 3.3 in the case K = 0.) and the next claim. 
We have for each θ ∈ (ω, ν)
where K ∈ [0, ∞) will be chosen below. For the proof of (3.10) we consider two cases. On the one hand, if
In fact, the last estimate follows by splitting the contour integral at |λ| = 1 and using that
On the other hand if
x ≤ |λ| ≤ 1 and |λ| ≥ 1. From this the estimate
easily follows, required we choose K > M . In fact, for the first part we use
≤ 1 and for the second and third part we estimate
for the same choice of K > M and evaluate the three integrals associated to the three parts. The addition of the three evaluated parts is bounded by the right hand side in (3.11).
The lemma is proved.
For the semigroup e −t|T | for T ∈ {BD, DB} we can only prove R p (T ) − R q (T ) boundedness whenever p, q ∈ I D,B with p ≤ q. More precisely, we prove that f t (T ) maps R p (T ) to R q (T ), whenever the holomorphic function f has enough decay at infinity. We will apply this result to prove a Hardy-Littlewood-Sobolev inequality for fractional operators |T | −α in the next section.
Corollary 3.11 (L p − L q theory for bounded holomorphic functions). Let T ∈ {DB, BD}. Denote by ω := ω DB = ω BD the type of bisectoriality and let ν ∈ ω, π 2 . Suppose p, q ∈ I D,B such that p ≤ q, and let g ∈ H ∞ Ṡ ν and f be holomorphic function with |f (λ) | inf 1, |λ|
Proof. The first part can be proved using McIntosh convergence lemma and ideas from the proof in proposition 3.3. We let this to the interested reader. The statement for the semigroup follows from the special choice g = 1 and f (z) = e − z , where z = sgn (Re z) z as usual.
Remark 3.12. In the situation of Corollary 3.11, the family {g
This follows from Corollary 3.11 and (2.5). We treat the case (f g) (0) = 0 in Subsection 3.3.
3.2.
Stability under multiplication by cut-off functions and the relation to Ajiev's work. Let us begin this subsection with definition of stability under multiplication by smooth cut-off functions/cut-off functions.
Definition 3.13. Let U q be a closed subspace of L q , 1 ≤ q < ∞.
• We say U q is stable under multiplication by cut-off functions if for any u ∈ U q and any characteristic function χ E to a Borel measurable set E ⊂ R n one has χ E u ∈ U q .
• We say U q is stable under multiplication by smooth cut-off functions if for any u ∈ U q and any smooth complex-valued function ζ with compact support one has ζu ∈ U q .
Remark 3.14 (Equivalence). We observe that both notions are equivalent. Indeed, if U q is stable by cut-off functions it is also stable under multiplication by simple functions. Then by an approximation argument and the closedness of U q it follows that U q is stable under multiplication by smooth cut-off functions. Conversely, if U q is stable under multiplication by smooth cut-off functions, then it follows from the closedness of U q and a mollifier approximation argument that U q is stable under multiplication by cut-off functions. We never used these notions. However, to compare with [Aji] we investigate whether or not R p (D) is stable under multiplication by (smooth) cut-off functions. Remark 3.18. Suppose 1 < p, q < ∞. Then V p = V q and W p ′ = W q ′ . This follows from the density statements in Lemma 2.13. Thus, we may set V = V p and W = W p ′ for one p ∈ (1, ∞).
Proposition 3.19 (Stability under multiplication by smooth cut-off functions).
Let D as in Assumption 2.4 above and p ∈ (1, ∞).
is stable under multiplication by smooth cutoff functions.
is stable under multiplication by smooth cutoff functions if and only if V ⊥ W for the C N inner product.
This implies that (1) or (2) holds for one p, it holds for all p.
Proof. Assertion (1) is evident, so we turn to the proof of Assertion (2). Since R p (D) is the polar set to N p ′ (D * ), we have that R p (D) is stable by multiplication of smooth cut-off functions if and only if ξv, w = 0 for all v ∈ R p (D), all w ∈ N p ′ (D * ) and all smooth cut-off functions ζ. We claim that this is equivalent to vw = 0 almost everywhere for all v ∈ R p (D) and all w ∈ N p ′ (D * ). As
v, w are arbitrary, this is equivalent to V ⊥ W . We begin with the direction "⇒": If ζv, w = 0 for all such v, w, ζ then in particular we have ζ ξ v, w = 0 for all ξ ∈ R n , where ζ ξ (x) := e −ix·ξ ζ (x). Let us denote by F the Fourier transform. Then this implies F (ζvw) (ξ) = 0 for all ξ ∈ R n by definition of the Fourier transform. As ζvw ∈ L 1 , we deduce that ζvw = 0 almost everywhere. Choosing all possible ζ, this concludes the proof of the first direction. We turn to the converse direction. If vw = 0 almost everywhere for all v ∈ R p (D) and all w ∈ N p ′ (D * ) then ζvw = 0 almost everywhere for all these v, w and smooth cut-off ζ, hence ζv, w = 0. This shows that ζv belongs to the polar set of N p ′ (D * ), hence ζv ∈ R p (D). This concludes the proof of the stated equivalence and of the lemma. , we have
Taking f ∈ L p which is constant with value c on some ball and h ∈Ẇ 1,p with h(x) = n i=1 x i ξ i in the same ball. We see that (c, ξ 1 , . . . , ξ n ) ∈ V . Thus, C N ⊂ V (with N = m(1 + n)). The claim follows as we are in the situation of (2) in Proposition 3.19 and W is not orthogonal to V .
This shows that Ajiev's results do not apply to the main motivating example.
L
p −L q estimates and the relation to the kernel/range decomposition. From the next proposition and example we will learn more about the relation of kernel/range decomposition and the L p − L q boundedness of the related operators in the functional calculus. The proposition shows that f (0) = 0 is a necessary condition for functions f to have L p − L q boundedness of the associated operator, whenever the null space is not equal {0}. Before we state the proposition we make a definition.
Definition 3.21 (Not bounded). Let X and Y be two Banach spaces and T : X → X be a bounded linear operator. We say T is not bounded from X to Y and write T : X Y if there exists u ∈ X such that T u / ∈ Y or if there exists no constant C > 0 such that for all u ∈ X holds ||T u|| Y ≤ C||u|| X .
Proposition 3.22 (Necessary Condition). Let T ∈ {DB, BD}. Denote by ω := ω DB = ω BD the type of bisectoriality and let ν ∈ ω, π 2 . Suppose there exists r ∈ I D,B such that N r (T ) = {0} and let f ∈ H ∞ Ṡ ν , {0} with f (0) = 0. Then for all p, q ∈ I D,B such that p = q we have f (T ) :
Proof. First, we note by Lemma 2.13, (2) , that N r (T ) = {0} for one r ∈ I D,B is equivalent to N r (T ) = {0} for all r ∈ I D,B . Thus we can assume
N q (T ), which we prove next.
We begin with the case T = DB and let p, q ∈ I D,B . Since (N p (DB))
duality, where f * (λ) := f λ for λ ∈Ṡ ν ∪ {0}. Now, recall also that p, q ∈ I D,B is equivalent to p ′ , q ′ ∈ I D * ,B * by Remark 2.11. Thus it suffices to consider the case T = BD.
We turn to the case T = BD and assume that for p, q ∈ I D,B the operator f (BD) defined by the bounded holomorphic functional calculus maps N p (BD) to N q (BD), with quantitative estimate
where C is of course independent of u. Since f (BD) u = f (0) u this estimate turns into
is the null space of the constant coefficient partial differential operator we observe that u ∈ N p (BD) is equivalent to u s ∈ N p (BD) for all s > 0 by chain rule, where u s (x) := u (sx) for all s > 0 and all x ∈ R n . This means the null space N p (BD) is invariant by rescaling. Thus, if we fix u ∈ N p (BD) such that u = 0 we get the inequality
from (3.12) above. But by substitution, this inequality is equivalent to the inequality
for our fixed u ∈ N p (BD) with u = 0. If p < q we get a contradiction in (3.13) as s → 0. If p > q we get a contradiction in (3.13) as s → ∞.
Example 3.23. In the proof of the last proposition we have seen that operators f (BD) do not regularize the null space N p (BD) whenever f (0) = 0 and N p (BD) = {0}. In the special case of block form operators
The interpretation in this special case is that f (BD) does not regularize the tangential part of functions (0, g) which satisfy divg = 0. In this connection, we note also that the space
is invariant by rescaling.
Corollary 3.24 (Null space equal zero). Let T ∈ {DB, BD}. Denote by ω := ω DB = ω BD the type of bisectoriality and let ν ∈ ω, π 2 . Further, suppose there exists r ∈ I D,B such that N r (T ) = {0}.
(1) For all p, q ∈ I D,B satisfying p ≤ q the semigroup e
Proof. The easy details are left to the reader.
Corollary 3.24 really shows the link between L p − L q estimates for p < q and the triviality of the null space. Next, let q 0 < q 2 < q < q 3 < q 1 . We claim that the inequalities |S q2 ǫ,R h| > λ ≤ Cλ −q2 , ∀λ > 0,
imply ||T ǫ,R h|| L q ≤ C for h ∈ R p T k with ||h|| L p = 1 as in the proof of the Marcinkiewicz interpolation theorem, but we do not invoke this result here. In fact, fix ǫ < 1 < R, λ > 0 and h ∈ R p T k with ||h|| L p = 1. We have We next pass to the limit when h ∈ R p T k . Since T ǫ,R h converges strongly to |T | −α h in R p (T ), there exits a subsequence (T ǫ k ,R k h) k∈N with ǫ k → 0 and R k → ∞, such that T ǫ k ,R k h converges to |T | −α h almost everywhere. Since we also have
from Fatou's lemma. By density, |T | −α has a bounded extension from R p (T ) to R q (T ).
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