There has been much work on the following question: given n, how large can a subset of {1, . . . , n} be that has no arithmetic progressions of length 3. We call such sets 3-free. Most of the work has been asymptotic. In this paper we sketch applications of large 3-free sets, present techniques to find large 3-free sets of {1, . . . , n} for n ≤ 250, and give empirical results obtained by coding up those techniques. In the sequel we survey the known techniques for finding large 3-free sets of {1, . . . , n} for large n, discuss variants of them, and give empirical results obtained by coding up those techniques and variants.
1 Introduction
Historical Background
The motivation for this paper begins with van der Waerden's theorem:
(1) Let [n] be the set {1, . . . , n}.
(2) An arithmetic progression of length k is a sequence of numbers of the form a, a + d, a + 2d, . . . , a + (k − 1)d.
(3) A k-AP is an arithmetic progression of length k.
Theorem 2 (van der Waerden (41) but see also (18) ) For all k, for all c, there exists W (k, c) such that for all c-colorings of [W (k, c)] there exists a monochromatic k-AP.
The numbers W (k, c) are called van der Waerden numbers. In the original proof of van der Waerden's theorem the upper bounds on W (k, c) were quite large. Erdos and Turan (13) wanted smaller upper bounds on W (k, c). They made a conjecture that would imply van der Waerden's theorem, hoping that a proof of this conjecture would yield smaller upper bounds. They conjectured the following:
For every k ∈ N, λ > 0, for large enough n, for every A ⊆ [n]
|A| ≥ λn ⇒ A has a k-AP.
The k = 3 case of this conjecture was originally proven by Roth (18; 30; 31) using analytic means. The k = 4 case was proven by Szemeredi (18; 38) (see also Gowers' proof (16) ) by a combinatorial argument. Szemeredi (39) later proved the whole conjecture with a much harder proof. His proof used van der Waerden's Theorem and hence did not provide smaller bounds on the van der Waerden numbers. Furstenberg (14) provided a very different proof using Ergodic theory. His proof was nonconstructive and hence provided no upper bounds on the van der Waerden numbers. Gowers (17) provided an analytic proof that yielded much smaller upper bounds for the van der Waerden Numbers.
We are concerned with the k = 3 case.
Roth's theorem (30) (but see also (18) ) is as follows:
For all λ, for large enough n, for all A ⊆ [n], |A| ≥ λn ⇒ A has a 3-AP .
Roth later (31) improved his result:
For all n, for all A ⊆ [n], |A| ≥ Ω n log log n ⇒ A has a 3-AP .
Szemeredi (40) (but see also (20) ) and Heath-Brown (24) proved the following:
There exists c such that, for all n, for all A ⊆ [n], |A| ≥ Ω n (log n) c ⇒ A has a 3-AP.
Szemeredi obtained c = 1/20. Bourgain (5) (but see also (19) ) has shown that, for all , c = 1 2 − works. In the same paper he showed the following stronger result:
For large enough n, for all A ⊆ [n], |A| ≥ Ω n log log n log n ⇒ A has a 3-AP.
The theorems stated above are all refinements of the following statement:
if A ⊆ [n] is 'large enough' then A has a 3-AP.
The question arises, how large can A ⊆ [n] be without having a 3-AP? We give a brief history of the known results in order of increasing quality (of the bounds), which differs from chronological order. Proof sketches of all the results stated here will be given in the sequel.
The following Theorem appeared in (13) but they do not take credit for it; hence we can call it folklore. We will describe it in Section 4.
For all n (∃A ⊆ [n])[A has no 3-AP and |A| ≥ Ω(n log 3 2 ) ∼ Ω(n 0.63 )]
The following theorem was proven by Rozsa (32) in 1999 and is not as good as results obtained earlier; however, it is of some interest as will be described in the sequel. The following theorem was proven by Salem and Spencer (35) . Behrend (2) has the best result currently. Moser (28) obtained the same result in a slightly different way that he claims is more constructive than Behrend's method.
There exists a constant c such that, for all n, (∃A ⊆ [n])[A has no 3-AP and |A| ≥ Ω(n 1−c/ √ log n ).
We introduce terminology we will use throughout this paper and state the above theorems using it.
Definition 3 For k ∈ N, a set A is k-free if it does not have any arithmetic progression of size k. Combining the results of Bourgain and Behrend mentioned above we have the following: There exist constants c 1 , c 2 , c such that, for all n,
In this paper we discuss and implement techniques for finding exact values, and upper and lower bounds, on sz(n) for n ≤ 250. We obtain the following.
(1) Exact values of sz(n) for 1 ≤ n ≤ 187.
(2) Upper and lower bounds for sz(n) for 188 ≤ n ≤ 250.
Prior empirical studies have been done by Erdos and Turan (13), Wagstaff (42) , and Wroblewski (43). Erdos and Turan (13) computed sz(n) for 1 ≤ n ≤ 21. Wagstaff (42) computed sz(n) for 1 ≤ n ≤ 52 (and also looked at 4-free and 5-free sets). Wroblewski (43) has on his website, in different terminology, the values of sz(n) for 1 ≤ n ≤ 150, and has lower bounds for n ≤ 25, 958. We compute sz(n) for 1 ≤ n ≤ 187 and get close (but not matching) upper and lower bounds for 188 ≤ n ≤ 250. We also obtain new lower bounds on sz(n) for three values of n. Since Wroblewski's website uses a different notation than our paper we discuss the comparison in Appendix I.
Our Results and A Helpful Fact
Section 3 provides a short summary of how 3-free sets have been used in mathematics and computer science. Section 4 describes The Base 3 Method for obtaining large (though not optimal) 3-free sets. Section 5 describes The Splitting Method for obtaining upper bounds on sz(n). Both the Base 3 method and the Splitting Method are easy; the rest of our methods are more difficult. Section 6 describes a backtracking method for obtaining sz(n) exactly. It is used to obtain all of our exact results. Section 7 describes how to use linear programming to obtain upper bounds on sz(n). All of our upper bounds on sz(n) come from a combination of splitting and linear programming. Section 8 describes The Thirds Method for obtaining large 3-free sets. It is used to obtain all of our large 3-free sets beyond where backtracking could obtain exact answers. Section 9 describes methods for obtaining large 3-free sets whose results have been superseded by backtracking and the Thirds method; nevertheless, they may be useful at a later time. Section 10 describes our empirical results. The results themselves are in Appendices 1,2,3, and 4.
In the sequel we will summarize and unify several known methods for obtaining large 3-free sets of [n] when n is large and give the results of empirical studies. We will also look at Roth's theorem empirically to obtain upper bounds on sz(n).
The next two facts are trivial to prove; however, since we use them throughout the paper we need a shorthand way to refer to it:
Fact 5 Let x < y < z. Then x, y, z is a 3-AP iff x + z = 2y.
Fact 6 If A is 3-free and c is a constant then A + c = {x + c | x ∈ A} is 3-free.
In light of Fact 5 3-free sets are sometimes called non-averaging sets. For example Wroblewski (43) and Moser (28) use the term.
Applications
We sketch four applications of 3-free sets. The first is a combinatorics problem about chess and the other three are applications in theoretical computer science.
The Diagonal Queens Domination Problem
How many queens do you need to place on an n × n chess board so that every square is either occupied or under attack? How many queens do you need if you insist that they are on the main diagonal? The former problem has been studied in (21) and the latter in (7) . It is the diagonal problem that is connected to 3-free sets.
Theorem 7 Let diag(n) be the minimal number of queens needed so that they can be placed on the main diagonal of an n × n chessboard such that every square is either occupied or under attack. Then, for n ≥ 2, diag(n) = n − sz( n/2 ).
A more natural version of the problem is to ask "how many queens do you need to place on the main diagonal so that every non-diagonal square is under attack?" Using this version, Theorem 7 holds for all n ≥ 0. This paper will give exact values for sz(n) for 1 ≤ n ≤ 187, and hence exact values for diag(n) for 1 ≤ n ≤ 374. The theorems listed in Section 1 (also surveyed in the sequel paper) imply that, for large n, you need 'close to' n queens.
Matrix Multiplication
It is easy to multiply two n × n matrices in O(n 3 ) steps. Strassen showed how to lower this to O(n 2.87 ) (37) (as described in many algorithms textbook, e.g. (10; 12; 25; 27; 29) ). The basis of this algorithm is a way to multiply two 2 × 2 matrices using only 7 multiplications (but 18 additions). The best matrix multiplication algorithm known takes O(n 2.36 ) steps (9). It uses 3-free sets to guide the multiplication of smaller matrices. The algorithm is quite complicated.
The algorithm needs 3-free sets of size n 1−o (1) . The theorems listed in Section 1 imply that such sets exist. Unfortunately larger 3-free sets will not lead to better matrix multiplication algorithms. However, larger sets that satisfy other combinatorial properties will lower the matrix multiplication exponent. See (8).
Application to Communication Complexity
(1) A protocol for computing f (x, y, z), where Alice has x, y, Bob has x, z, and Carol has y, z, is a procedure where they take turns broadcasting information until they all know f (x, y, z). (This is called 'the forehead model' since we can think of Alice having z on her forehead, Bob having y on his forehead, and Carol having x on her forehead. Everyone can see all foreheads except his or her own.) (2) Let d f (L) be the number of bits transmitted in the optimal deterministic protocol for f . This is called the multiparty communication complexity of
For the function we are about to define, we view elements of {0, 1}
The multiparty communication complexity of f was studied by (6) (see also (26) and (3)). They used it as a way of studying branching programs. A careful analysis of the main theorem of (6) yields the following.
Theorem 10 Let f be the function in Definition 9.
(1)
Using the sphere method to generate large 3-free sets (see (2) or the sequel) the protocol's complexity is asymptotically 2 √ 2L. Empirically (3) the complexity is bounded above by 3.1 √ L.
Linearity Testing
One ingredient in the proofs about probabilistically checkable proofs (PCPs) has been linear testing (1; 34) . Let GF(2 n ) be the finite field on 2 n elements (GF stands for 'Galois Field'). Given a black box for a function f : GF(2 n ) → Z 2 we want to test if it is linear. One method, first suggested by (4) , is to pick x, y ∈ GF(2 n ) at random and see if f (x + y) = f (x) + f (y). This test can be repeated to reduce the probability of error.
We want a test that, for functions f that are 'far from' linear, will make fewer queries to obtain the same error rate. The quantity d(f ) (different notation from the d f (L) in the last section) is a measure of how nonlinear f is. The more nonlinear f is, the smaller d(f ) is (see (36; 23) ).
In (36) the following was suggested:
. Note that this test makes k random choices from GF(2 n ) and |E| queries. In (36) they showed that, using this test, the probability of error is ≤ 2
In (23) a graph is used that obtains probability of error ≤ 2
. The graph uses 3-free sets. It is a bipartite graph (X, Y, E) such that the following happens.
• There exists a partition of
• For all i, the graph restricted to X i × Y i is a matching (i.e., it is a set of edges that do not share any vertices). This is often expressed by saying that the graph is the union of O(k) induced matchings.
We reiterate the construction of such a graph from (23) (which is reiterated from (33) 
One can check that each M i is an induced matching.
The Base 3 Method
Imagine trying to generate a 3-free set using the greedy method. This means you would go through the numbers and put one in if it does not cause a 3-free set. If you do this for the first 27 numbers you get the following: {1, 2, 4, 5, 9, 10, 12, 13, 27}. What do these numbers all have in common? If you express them in base 3 then their digits will be 0 and 1 (never 2). This motivates the Base 3 Method.
Throughout this section sz(n) will be the largest 3-free set of {0, . . . , n} instead of {1, . . . , n}.
The following method appeared in (13) but they do not take credit for it; hence we can call it folklore. Let n ∈ N. Let A n = {m | 0 ≤ m ≤ n and all the digits in the base 3 representation of m are in the set {0, 1} }.
We will later show that A n is 3-free and |A n | ≈ 2 log 3 n = n log 3 2 ≈ n 0.63 .
Hence n in base 3 is 11022. We list the elements of A 116 in several parts. The above example illustrates one case of how to compute the size of A n . If n has k digits in base 3 then there are clearly 2 k−1 elements in A n that have 0 in the kth place (the coefficient of 3 k−1 ). How many elements of A n have a 1 in the kth place? In the case above it is |A n−3 k−1 |. This is not a general formula as the next example shows.
Hence n in base 3 is 12112. We list the elements of A 113 in several parts. The two examples demonstrate the two cases that can occur in trying to compute the size of A n . The following definition and theorem formalize this.
Definition 11 Let S be defined as follows. Let n ∈ N. Let k be the number of base 3 digits in n. (Note that k = log 3 (n + 1) except when n = 0 in which case k = 1.)
Theorem 12 Let n ∈ N (n can be 0)
(1) We show that A n is of size S(n) by induction on n. If n = 0 then A 0 = {0} which is of size S(0) = 1.
Inductively assume that, for all 0 ≤ m < n, A m is of size S(m).
Let k be the number of base 3 digits in n. There are several cases.
(all numbers of length k in base 3) is in A n , and A n cannot have any more elements. Hence A n is of size 2 k = S(n).
Note that the kth digit in base 3 is 1 since if it was 2 we would be in case 1, and if it was 0 then the number would only need k − 1 (or less) digits in base 3.
(a) We count the numbers of the form 1b k−1 · · · b 0 such that b k−1 , . . . , b 0 ∈ {0, 1} and 1b k−1 · · · b 0 ≤ n. This is equivalent to asking that the number (in base 3)
Hence we have a bijection between the elements of A n that begin with 1 and the set A n−3 k−1 . Inductively this is S(n − 3 k−1 ). (b) We count the numbers of the form 0b
Since the kth digit in base 3 of n is 1, there are clearly 2 k−1 elements of this form.
Hence we have A n is of size S(n − 3
(2) We show that A n is 3-free. Let x, y, z ∈ A n form a 3-AP. Let x, y, z in base 3 be
, 1} the addition is done without carries.
Hence we have, for all i, x i + z i = 2y i . Since x i , y i , z i ∈ {0, 1} we have
Using this one easily obtains that, for all n (not just of the form 3
Simple Upper Bounds via Splitting
Theorem 13
(1) For all n 1 , n 2 , sz(n 1 + n 2 ) ≤ sz(n 1 ) + sz(n 2 ).
(2) For all n, sz(kn) ≤ k · sz(n).
Proof:
2) This follows from part (1).
Since we will initially not know sz(n 1 ) and sz(n 2 ), how can we use this theorem? We will often know upper bounds on sz(n 1 ) and sz(n 2 ) and this will provide upper bounds on sz(n 1 + n 2 ).
Assume we know upper bounds on sz (1), . . . , sz(n −1). Call those bounds usz (1), . . . , usz(n − 1). Then usz(n), defined below, is an upper bound on sz(n).
This is the only elementary method we have for getting upper bounds on sz(n). We will look at a sophisticated method, which only works for rather large n, in the sequel.
Exact Values via Backtracking
In this section we describe several backtracking algorithms for finding sz(n). All of them will use depth first search. The key differences in the algorithms lie in both how much information they have ahead of time and the way they prune the backtrack tree. Most of the algorithms find sz (1), . . . , sz(i − 1) before finding sz(i).
Throughout this section we will think of elements of {0, 1} * and finite sets of natural numbers interchangeably. The following notation makes this rigorous.
n .
(1) We identify σ with the set {i | σ(i) = 1}.
is the number of bits set to 1 in σ. Note that it is the number of elements in the set we identify with σ. (6) Let σ = ατ where α, τ ∈ {0, 1} * . Then α is a prefix of σ, and τ is a suffix of σ. In particular α0 is α concatenated with 0, and α1 is α concatenated with 1. (7) is the empty string.
We will need an algorithm to test if a given string is 3-free. Let THREE FREE be such a test. We will describe our implementation of this in Section 6.3.
For all of the algorithms in this section we will present a main algorithm that calls a DFS, and then present the DFS.
Basic Backtracking Algorithms
In our first algorithm for sz(n) we do a depth first search of {0, 1}
n where we eliminate a node α if α is not 3-free.
The algorithm presented above will find sz(n) but is inefficient. The key to the remaining algorithms in this section is to cut down on the number of nodes visited. In particular, we will not pursue α0 if we can guarantee that any 3-free suffix of α0 will not have enough 1's in it to make it worth pursuing.
Assume we know sz (1), . . . , sz(n − 1). By Theorem 13, sz(n) ∈ {sz(n − 1), sz(n − 1) + 1}. Hence we need to determine if sz(n) = sz(n − 1) + 1.
Assume there exists a 3-free set A ∈ {0, 1} n with #(A) = sz(n − 1) + 1 and prefix α. Then A = ατ where |τ | = n − |α| and
Since τ is 3-free we know that #(τ ) ≤ sz(n − |α|). Therefore if α is the prefix of a 3-free set of [n] of size sz(n − 1) + 1 then
Notation:
The POT stands for Potential: does α have the potential to be worth pursuing? The B stands for Basic, since we are using it in the Basic algorithm.
We now have two tests to eliminate prefixes: THREE FREE(α) and POTB(α, n). If α ends in a 0 then we do not need to test THREE FREE(α). If α ends in a 1 then we do not need to test POTB(α, n).
Exit BASIC DFS2 and all recursive calls of it Let L and m be parameters. We will later take them to be L = 25 and m = 80. We will do the following to obtain information in two phases, which will be used to prune the depth first search tree.
Phase I: Find TF(L).
Phase II: For each σ ∈ TF(L), for each n ≤ m, find the size of the largest 3-free set of {0, 1} L+n that begins with σ.
In phase I we find all 3-free sets of [L] by using the following recurrence. We omit the details of the program.
Phase II: Generating More Information
In this phase we gather the following information: for every σ ∈ TF(L), for every n ≤ m, we find the ρ ∈ {0, 1} n such that THREE FREE(σρ) and #(ρ) is maximized; then let NUM(σ, n) = #(ρ). Note that NUM(σ, n) is the maximum number of 1's that can be in a string that extends σ by n bits while keeping the entire string 3-free. NUM(σ, n) counts the 1's in the extension but not in σ. The main point of the phase is to find NUM(σ, n) values; we do not keep the ρ's that are encountered. We do not even calculate sz values in the algorithm; however, we can (and do) easily calculate some sz values after this phase.
It is easy to see that, for all σ ∈ TF(L), NUM(σ, 0) = 0. Hence we only discuss the case n ≥ 1. The algorithm will be given an input n, 1 ≤ n ≤ m and will try to find, for every σ ∈ TF(L), NUM(σ, n).
Before trying to find NUM(σ, n), where 1 ≤ n ≤ m, we have computed the following:
(1) TF(L) from phase I.
(2) For all σ ∈ TF(L), for every n < n, NUM(σ , n ).
It is easy to see that NUM(σ, n) ∈ {NUM(σ, n − 1), NUM(σ, n − 1) + 1}. Let α ∈ {0, 1} ≤L+m be such that σ is a prefix of α. We will want to pursue strings α that have a chance of showing NUM(σ, n) = NUM(σ, n − 1) + 1.
L+n is such that A is 3-free, A has prefix α (hence prefix σ), and
Note that such an A will show that NUM(σ, n) = NUM(σ, n − 1) + 1 with the last n bits of A playing the role of ρ in the definition of NUM(σ, n). Rewrite α as βσ where β ∈ {0, 1} ≤m and σ ∈ {0, 1} L . Note that
We bound #(A) from above. Since we know α, we know #(α). (Now is the key innovation.) Note that A[|β|+L+1 . . . n+L] is a string of length n−|β| such that σ A[|β|+L+1 . . . n+L] is 3-free. Hence
By our assumption #(A) = #(σ) + NUM(σ, n − 1) + 1, so
We define a potential function that uses this test.
Exit GATHER DFS and all recursive calls of it. Else If POTG(σ, α0, n) then GATHER DFS(σ, α0, n) If THREE FREE(α1) then GATHER DFS(σ, α1, n) END OF ALGORITHM Now that we have the values NUM(σ, n) for all n, 0 ≤ n ≤ m we can compute sz(n).
Phase III: Using the Information Gathered
We will present the algorithm for n ≥ m + L + 1. We devise a potential function for prefixes.
Assume there exists a 3-free set A ∈ {0, 1} n with #(A) = sz(n − 1) + 1 and prefix α. Rewrite α as βσ where β ∈ {0, 1} * and σ ∈ {0, 1} L . Note that
We bound #(A) from above. Clearly we know #(βσ ) = #(α). (Now is the key innovation.)
Since #(A) = sz(n − 1) + 1 we have
If n − |β| − L ≤ m then NUM(σ , n − |β| − L) has been computed and we use this test. If n − |β| − L > m then we cannot use this test; however in this case there are several weaker bounds we can use.
Test T 1: We use sz. Since
we define T 1(α) as follows
Note that this is the same test used in POTB.
Test We define T 2(α) as follows:
Test T 3: We use forbidden numbers. In Section 6.3 we will see that associated with the bit string α will be a set of forbidden numbers. These are all numbers f , |α| < f ≤ n, such that, viewing α as a set (that is, take the bit positions that are a 1), α ∪ {f } has a 3-AP. Let c be the number of numbers that are not forbidden. If α can be extended to a 3-free set of [n] that has sz(n − 1) + 1 elements in it then we need the following to be true.
T 3(α) : #(α) + c ≥ sz(n − 1) + 1.
Notation: Let σ ∈ {0, 1} L , α ∈ {0, 1} * , n ∈ N, and |α| < n. Let α = βσ . Then
If |α| = n then If #(α) = sz(n − 1) + 1 then sz(n) = sz(n − 1) + 1 Exit FINAL DFS and all recursive calls to it Else (In what follows we know |α| < n.)
If POT(α0, n) then FINAL DFS(α0, n) If THREE FREE(α1) then FINAL DFS(α1, n) END OF ALGORITHM
Testing if a string is 3-free
In the above algorithms we called a procedure called THREE FREE. We do not have such a procedure. Instead we have a process that does the following.
• A string is being constructed bit by bit.
• While constructing it we need to know if adding a 1 will cause it to no longer be 3-free.
We describe this process.
(1) We are building α which will be a string of length at most n. We maintain both the string α and the array of forbidden bits f . 
(5) If we append 0 to α then the new α and f are
(6) If we want to append 1 to α we do the following:
(a) Shift f one bit to the right.
The bit string α remains as the above diagram, and f is replaced by the bitwise OR of α and f . (The bits of f that do not correspond to bits of α remain the same.) We denote the new f by f . (c) Shift α one bit to the left and append a 1 to it.
We leave it to the reader to verify that this procedure correctly sets f . Note that this procedure is very fast since the main operations are bit-wise ORs and SHIFTs.
In the DFS algorithms above we often have the line
If THREE FREE(α1) then DFS(α1) (where DFS is one of the DFS algorithms).
As noted above we do not have a procedure THREE FREE. So what do we really do? We use the forbidden bit array. For example, lets say that the first 99 bits of α are known and the forbidden bit pattern from 100 to 108 is as follows. We are pondering extending α by 0 or 1. But note that the next place to extend α is a forbidden bit. In fact, the next four places are all forbidden bits (these are the four rightmost bits). Hence we automatically put 0's in the next four places. After that we do the recursive calls to the DFS procedure.
We illustrate this by showing how we really would code BASIC DFS.
Definition 15 Let α, f ∈ {0, 1} * such that f is the forbidden bit array for α. Let b ∈ {0, 1}. Then ADJUST(α, f, b) is the forbidden bit array that is created when b is appended to α. The details were described above.
BASIC DFS(α, f, n)
If |α| = n then sz(n) = max{sz(n), #(α)} Exit BASIC DFS Else While (f |α|+1 = 1) and (|α| ≤ n) α = α0 BASIC DFS(α0, ADJUST(α, f, 0), n) BASIC DFS(α1, ADJUST(α, f, 1), n) END OF ALGORITHM
Coding Techniques to Speed up our Program
If there is a 3-free set A ∈ {0, 1} n such that #(A) = sz(n − 1) + 1 then A(1) = A(n) = 1 (otherwise there would be a 3-free subset of [n − 1] of size sz(n − 1) + 1). We use this as follows.
(1) In BASIC and BASIC2 we can start with 1 instead of . We can also end with a 1.
(2) In FINAL we need only begin with the σ ∈ TF(L) that begin with 1. (GATHER is unaffected since we need to gather information about all σ including those that begin with 0.) (3) In the procedure THREE FREE we test if σ is 3-free, we are actually testing if σ ∪ {n} is 3-free.
Empirical Results
The test
cut down on the number of nodes searched by a factor of 10. The tests T 1 and T 2 were useful but not dramatic. The test T 3 did not seem to help much at all.
The method enabled us to find exact values up to sz(187).
Upper Bounds via Linear Programming
We describe how linear programming was used to get better upper bounds on sz(n). The actual improvement obtained is in Appendix IV.
We rephrase the problem of finding a large 3-free set of [n] as an integer programming problem:
Maximize:
Constraints:
Say that (x 1 , . . . , x k ) is a solution. Then the set
is a 3-free set of size sz(n). Hence we can talk about solutions to this integer programming problem, and 3-free sets A, interchangeably.
The general integer programming problem is NP-complete. We have tried to use IP packages to solve this but the problem is too big for them. The two we used are actually parts of LP packages, CPLEX (11) and GLPK (15) . However, we can use linear programming, and these packages, to get upper bounds on sz(n).
If the integer program above is relaxed to be a linear program, and the max value for x 1 + · · · + x n was s, then we would know sz(n) ≤ s. We will use this linear program, with many additional constraints, to obtain upper bounds on values of sz(n) for which we do not have exact values.
If we just use the relaxation of the integer programming problem given in the last section then the upper bounds obtained are worse than those obtained by the splitting method. Hence we will need to add more upper bound constraints. For example, if we know that sz(100) ≤ 27 and we are looking at sz(200) we can put in the constraints
. . .
x 101 + · · · + x 200 ≤ 27
More generally, if we know sz(i) for i ≤ m then, for every 3 ≤ i ≤ m, we have the constraints
Putting in all of these constraints caused us linear programs that took too long to solve. However, the constraints based on sz(100) = 27 are intuitively more powerful than the constraints based on sz(3) = 2. Hence we put in fewer constraints. However, it turned out that putting in all constraints that used the values of sz(i) for 20 ≤ i ≤ 187 yielded programs that ran quickly. But there was another problem-These programs always resulted in numbers bigger than our upper bounds on sz(n) based on splitting, hence the information was not useful.
We then put in lower bound constraints. For example, if we want to see if sz(187) = 41 we can have the constraint
We can also have constraints based on known lower values of sz. For example, since sz(100) = 27 a 3-free set of [187] of size 41 would need to have
since otherwise
We then put in all lower bound constraints. This always resulted in either finding the conjectured value (which was not helpful) or finding that the feasible region was empty. In the latter case we know that the conjectured value cannot occur.
We now formalize all of this.
INPUT:
• n • usz (1), . . . , usz(n − 1) (upper bound on sz).
• t. (We want to show sz(n) < t.)
OUTPUT: Either "sz(n) ≤ t − 1" or "NO INFO"
We will add the following constraints.
New Upper Constraints using Known Values of sz
For every i, 3 ≤ i ≤ m, we have the constraints
New Lower Constraints Based on usz(i)
From the upper bound constraints we have
If A is to have t elements in it we need
New Lower Constraints Based on Prefixes
We want to know if there is a 3-free set A ⊆ {1, . . . , n} with #(A) ≥ t. Let L be a parameter. We consider every σ ∈ {0, 1} L that could be a prefix of A. In order to be a prefix it must satisfy the following criteria (and even then it might not be a prefix).
• σ is 3-free.
• For every i, 1 ≤ i ≤ L, let τ i be the i-length prefix of σ. Then
• σ begins with a 1. We can assume this since if there is such a 3-free set that does not not begin with 1 then we can shift it.
Definition 16 If σ satisfies the criteria above then GOOD(σ) is TRUE, else it is false.
For each such σ such that GOOD(σ) = TRUE we create a linear program that has the following additional constraints.
If every such linear program returns a value that is ≤ t−1 then we can say that sz(n) ≤ t−1.
If any return a value that is ≥ t then we cannot make any conclusions.
Using L = 30 we improved many of the upper bounds obtained by the splitting method. This value of L was chosen partially because of issues with word-size.
In Table 2 we describe which values we obtained improvements on.
Lower Bounds via Thirds Method
The large 3-free sets that are found by the methods above all seem to have many elements in the first and last thirds but very few in the middle third. This leads to the following heuristic to find a large 3-free set.
Given a large 3-free set A ⊆ [m] one can create a 3-free set of [3m − 1] in the following way: A ∪ B where B is the set A shifted to be a subset of {2m + 1, . . . , 3m}. You can then try to include some elements from the middle; however, most of the elements of the middle will be excluded.
We could take different 3-free sets of [m] for A and B. In fact, we could go through all large 3-free sets of [m].
In practice we do not use the maximum 3-free set of [m]. We sometimes found larger 3-free sets of [m] by using 3-free sets of size between m − log m and m + log m that are of size within one or two of maximum. This leads to most of the remaining middle elements being forbidden; hence, searching for the optimal number that can be placed is easy. There is nothing sacrosanct about log m or being within one or two of maximum. We only used this technique for numbers between 3 and 250; for larger values of m other parameters may lead to larger 3-free sets. We know that for m ≤ 187 the thirds method always found a set of size sz(m), and also the best known value for m ≤ 300.
Using this technique we obtained the following results. (43) .)
The three free set that showed sz(204) ≥ 42 is 
Other methods
We present methods for constructing large 3-free sets that were tried but ended up not being as good as Backtracking or the Thirds Method. These methods, or modifications of them, may prove useful later. In Appendix III we compare them to each other and to the optimal results that are known.
The Concatenation Method
The following theorem is similar in proof to Theorem 13.
Definition 17
If B is a set and m ∈ N then an m-translate of B is the set {x + m | x ∈ B}.
We need the following simple fact.
Fact 18
Let n = n 1 + n 2 . Let A 1 be the set of all 3-free subsets of [n 1 ]. Let A 2 be the set of all 3-free subsets of
and A 2 is an n 1 -translate of some element of A 2 .
Definition 19
If n, k ∈ N then E n,k is the set of 3-free subsets of [n] that contain both 1 and n and have size k.
The following assertions, stated without proof, establish the usefulness of the E's in computing sz(n):
(This is used at the base of a recursion.) (b) if n ≥ 2 then |E n,0 | = 0, |E n,1 | = 0, and |E n,2 | = 1. (This is used at the base of a recursion.) (c) if E n,k = ∅ then sz(n) ≥ k; (d) if E n,k = ∅ where k, n > 1 then E n,l = ∅ for all l > k; and (e) if E n,k = ∅ and k, n > 1 then sz(n) < k.
The sets that comprise E n,k can be obtained from E m,l where m < n and l < k. Let A ∈ E n,k . Partition A into A 1 = A ∩ {1, . . . , n 2 } and A 2 = A ∩ { n 2 + 1, . . . , n}. Let x be the largest element of A 1 and let y be the smallest element of A 2 . Then A 1 ∈ E x,|A 1 | and A 2 is a (y − 1)-translation of an element of E n−y+1,|A 2 | . This can be used to obtain a Dynamic Program to find E n,k . This method requires too much time and space to be useful for finding sz(n). However, it is useful if you want to find many large 3-free sets of [n].
The Greedy Vertex Cover Method
We can rephrase our problem as that of finding the maximum independent set in a hypergraph.
Definition 20
(1) A hypergraph is a pair (V, E) such that E is a collection of subsets of V . The elements of V are called vertices. The elements of E are called hyperedges. (2) A 3-uniform hypergraph is one where all of the hyperedges have exactly three vertices in them. (3) If H = (V, E) is a hypergraph then H, the complement of H, is (V, P(V ) − E) where P(V ) is the powerset of V . (4) If H = (V, E) is a hypergraph then an independent set of H is a set U ⊆ V such that
Note 1 If U is a vertex cover of H then U is an independent set of H.
Let G = (V, E) be the following 3-uniform hypergraph.
The largest independent set in this hypergraph corresponds to the largest 3-free set of [n] . Unfortunately the independent set problem, even for the simple case of graphs, is NP-complete. In fact, approximating the maximum independent set is known to be NP-hard (22) . It is possible that our particular instance is easier.
We have used the greedy method for vertex cover on our hypergraph; the complement of the cover gives a (not necessarily good) solution quickly. To compute the greedy vertex cover, at each step one selects the vertex in G with highest degree. If there is a tie either take the first one found or break the tie randomly. We will comment on this later. Once a vertex is selected it is removed from the graph along with all its incident edges. This process continues until no edges remain in G. For each of the O(n) removals we find the vertex with highest degree in O(n) time, so the greedy vertex cover can be found in O(n 2 ) time.
We have actually described two algorithms here: VC-Det where you pick the first vertex (so this is deterministic) and VC-Rand where you pick at random. Both methods are fast. VCRand seems to give larger sets, as can be seen in Appendix III. VC-Det comes within at most 8 of optimal and VC-Rand comes within at most 6 of optimal, in the range 1 ≤ n ≤ 250.
The Randomization Method
As noted in Section 4 the Greedy method starting at 1,2,3,. . . is the Base 3 method. What if you did not start with 1? What if you picked numbers at random rather than in order? This is the essence of the randomized method.
1) Randomly permute 1, . . . , n to get a 1 , . . . , a n .
2) Set S = ∅.
3) For i = 1 to n add a i to S if doing so does not create a 3-AP in S
The running time is O(n 2 ) using appropriate data structures. The method is fast and, as evidenced in Appendix III, yields 3-free sets that are at most 7 away from optimal, in the range 1 ≤ n ≤ 250.
10 The Values of sz(n) for Small n Appendix II contains tables of results small n. A lower bound of X on sz(n) means that there is a 3-free set of [n] of size X. An upper bound of X on sz(n) means that no set of [n] of size X is 3-free. When we have exact values for sz(n) they were obtained by backtracking as described in Section 6. When we have upper and lower bounds they are obtained by the thirds method, splitting, and linear programming.
(1) Tables 1 and 2 gives exact values for sz(n) for 1 ≤ n ≤ 187. We obtained these results by backtracking. (2) Table 3 gives upper and lower bounds for 188 ≤ n ≤ 250. The upper bounds for 188 ≤ n ≤ 250 were obtained by Theorem 13 and the linear programming upper bound technique described in Section 7. The lower bounds for 188 ≤ n ≤ 250 were obtained by the thirds-method described in Section 8.
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Appendix I: Comparison to Known Results
There are several websites that contain results similar to ours:
• http://www.math.uni.wroc.pl/˜jwr/non-ave/index.htm • http://www.research.att.com/˜njas/sequences/A065825
• http://www.research.att.com/˜njas/sequences/A003002
Compare to First Website
The first website is about Nonaveraging sets search. A nonaveraging set is what we have been calling a 3-free set. They study the problem in a different way.
Definition 21
For m ∈ N, a(m) is the least number so that there is a nonaveraging subset of {1, . . . , a(m)} of size m.
The following are easily verified. We summarize the difference between our data and the websites above:
(1) Our table yields the following new exact results. 
The Second and Third Website
The second website is the entry on a(n) in the Online Encyclopedia. The first website has the most current results. The third website is the entry in the Online Encyclopedia of sz(n). It only has values up to n = 53.
13 Appendix II: Tables for Small n n sz(n) n sz(n) n sz(n) n sz(n) Table 13 Comparing Methods for finding 3-free sets, 226-250
