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Abstract 
With the current improvement of development towards pharmaceutical, distinctive ultrasound 
methodologies are open to find the fetal prosperity. It is analyzed with diverse clinical 
parameters with 2-D imaging and other test. In any case, prosperity desire of fetal heart still 
remains an open issue due to unconstrained works out of the hatchling, the minor heart 
appraise and inadequate of data in fetal echocardiography. The machine learning strategies 
can find out the classes of fetal heart rate which can be utilized for earlier evaluating. With 
this background, we have utilized Cardiotocographic Fetal heart rate dataset removed from 
UCI Machine Learning Store for predicting the fetal heart rate health classes.  The Prediction 
of fetal health rate are achieved in six ways. Firstly, the data set is preprocessed with Feature 
Scaling and missing values. Secondly, exploratory data investigation is done and the 
dispersion of target feature is visualized. Thirdly, the raw data set is fitted to all the classifiers 
and the performance is analysed before and after feature scaling. Fourth, the raw data set is 
subjected to undersampling methods like ClusterCentroids, RepeatedENN, AllKNN, 
CondensedNearestNeighbour, EditedNearestNeighbours, InstanceHardnessThreshold and 
NearMiss. Fifth, the undersampled dataset by above mentioned methods are fitted to all the 
classifiers and the performance is analyzed before and after feature scaling. Sixth, 
performance analysis is done using metrics like Precision, Recall, F-score, Accuracy and 
running time. The execution is done using python language under Spyder platform with 
Anaconda Navigator. Experimental results shows that the Decision Tree classifier tends to 
retain 98% before and after feature scaling for the underrsampling with 
EditedNearestNeighbours, RepeatedENN and AllKNN methods. 
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The irregular changes of the fetus must be watched through the clinical parameters in 
orchestrate to induce to the fetal prosperity. The passing rate of the fetal can be controlled by 
anticipating the changes inside the clinical parameters of the fetal prosperity. With the 
mechanical advancement, the ultrasound techniques are utilized for the assessment of fetal 
health and other changes inside the specified properties. The innate calculations can besides 
be utilized for the figure of any illnesses inside the fetal prosperity by decoding the 
discernment gotten through the parameter changes. Fetal heart rate watching may be a 
technique of checking the rate and cadence of the fetal beat. The typical fetal heart rate is 
between 120 and 160 beats per minute. This rate may alter as the fetus responds to conditions 
inside the uterus. The assessment of fetal prosperity has had our capable thought for various a 
long time. As the enhancement of developments for pre-birth symptomatic strategies has 
progressed, applications of such developments have backed inside the huge examination of 
fetal well-being. Fetal heart-rate checking remains the foremost shape of fetal assessment for 
high-risk pregnancies. The additional examinations overseen by the examination of ST and 
T-wave changes of the fetal electrocardiogram hold ensure for moving forward the prescient 
regard of fetal heart-rate assessments . Ultrasound has been invaluable for evaluation of fetal 
life frameworks, and the utilization of Doppler ultrasound has given information into fetal 
cardiovascular responses to such conditions as intrauterine advancement control and fetal 




This paper employments non-parametric Bayesian techniques to classify the fetal heart rate. 
They have utilized non-parametric Bayesian Procedure and SVM-based methodology to 
classify the FHR and result are compared to find the execution of both procedures. Bayesian 
methodology have predominant execution than SVM-based procedure [1]. This paper find 
any natural contaminations and cardiac quirks on fetal heart utilizing full convolution neural 
organize (FCN). They are utilizing FCN to recognize the range of heart and examination the 
any inconsistencies utilizing FCN. They have concluded that FCN-16 illustrate has lower 
botch than other traces whereas classifying [2]. This paper endeavor to accomplish 
productive fetal acidosis disclosure to help pros in the midst of movement. They are utilizing 
sparse-SVM to choose and classify highlights and calculate execution. They have concluded 
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that classification done by modified assurance is far off predominant than clinical sharpen[3]. 
The Classification and regression tree (CART) to distinguish high-risk in the midst of 
pregnancy. They found that accuracy gotten utilizing entropy calculation and GINI list is 
88.87% and 90.12% independently[4]. This paper classify the fetal heart rate utilizing 
convolution neural organize (CNN) to make a neural organize which can classify heart rate 
subsequently. They found that accuracy is tall of CNN than of SVM and MLP. CNN is an 
profitable for fetal heart checking system[5]. They have utilized classification based on 
affiliation (CBA) to classify fetal prosperity status. They have found that the accuracy of 
appear was extended after utilizing highlight assurance methodology. They found out that 
subjective forest and XGBoost have extraordinary execution for classifying fetal prosperity 
status[6]. 
In this paper, they are advancing to find out the irregular changes to recognize sinusoidal 
heart rate. Unpredictable forest is utilized for the data preprocessing and sinusoidal plan is 
calculated utilizing soft theoretic procedure . The conclusion is that given methodology can 
be considered a gold standard for the discontinuous change revelation [7] . In this paper they 
are coming to to find within the occasion that there are any inconvenience happening in fetal 
and a overwhelming system utilizing significant learning is sketched out. Exploratory appear 
rot is utilized to break down any one-dimensional timing hail S(t) into Inborn Mode Work 
(IMF) with assorted frequencies. LSMT is utilized to classify the data. As a result, it is 
showed up that significant slanting has most precision for recognizing fetal heart 
inconvenience [8]. In this paper, they are pointing to anticipate fetal risk utilizing machine 
learning for shirking of any adolescent passing. At to start with for dataset derivation least 
reiteration most prominent relevance methodology is utilized . And after that the calculations 
like navie bayes, choice trees, irregular timberland, back vector machines are associated for 
classification of heart rate[9]. In this paper detail heart rate is classified utilizing two 
methodologies and the predominant procedure is found out between them. To utilize hybrid 
k-means, the incorporate extraction is done utilizing k infers clustering. CTG dataset is 
recorded utilizing calculation and is compared to SVM. Cross breed K-means and Bolster 
Vector Machine is compared and accuracy of cross breed K-means was 90.64% though 
ordinary exactness for SVM was 76.72 which shows up Half breed K-means has predominant 
exactness [10]. 
In this paper, they are utilizing 2D ultrasound to choose and degree the hatchling heart rate. 
Number of Pixel from the picture is taken care of and gives the information around fetal heart 
condition as each zone of the heart or parcel of heart pictures are arranged utilizing 2D 
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ultrasound [11]. In this paper, they classify and compare CTG data system utilizing managed 
SVM and choice tree to encourage which have best execution and exactness. The CTG 
dataset were arranged utilizing coordinated SVM and choice tree [12]. In this paper, they 
have utilize SVM as classifier to execute the f-score. They have utilized f-score procedure to 
sort the highlights. F-score have unimaginable precision in anticipating fetal status[13]. In 
this paper, they are centered on a formative multi objective generic algorithm (MOGA) by 
utilize of which the basic components causing fetal passing is removed with offer help of 
cardiotocographic examination . Along these methods, it is found out that execution of any 
classifier is boosted on the off chance that genuine incorporate assurance is done [14]. In this 
paper, they display the function of data-driven entropy profiling to distinguish fetal 
arrhythmia normally. The fetal QRS extraction method is utilized to remove fetal heart rate 
from the data set and after that entropy highlights are associated for profiling of the data set. 
The proposed methodology talks to strong entropy assess that donate predominant execution 




The CTG Cardiotocographic Fetal heart rate dataset with 36 independent variables and 1 
dependent variable has been used for implementation [17-20]. The prediction of fetal health 
is done with the following contributions.  
(i) Firstly, the data set is preprocessed with Feature Scaling and missing values.  
(ii) Secondly, exploratory data investigation is done and the dispersion of target feature is 
visualized.  
(iii) Thirdly, the raw data set is fitted to all the classifiers and the performance is analysed 
before and after feature scaling.  
(iv) Fourth, the raw data set is subjected to undersampling methods like ClusterCentroids, 
RepeatedENN, AllKNN, CondensedNearestNeighbour, EditedNearestNeighbours, 
InstanceHardnessThreshold and NearMiss.  
(v) Fifth, the undersampled dataset by above mentioned methods are fitted to all the 
classifiers and the performance is analyzed before and after feature scaling.  
(vi) Sixth, performance analysis is done using metrics like Precision, Recall, F-score, 
Accuracy and running time. Fig. 1 shows the overall workflow of this work 
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Figure 1. Overall Workflow of the system 
 
Exploratory Data Analysis 
 
The CTG dataset extricated from the UCI machine learning store is utilized for usage [21]. 
The dataset comprises of 2127 patients information with 21 autonomous highlights (baseline 
value, accelerations, fetal movement, Uterine contractions, light decelerations, severe 
decelerations, prolongued decelerations, abnormal short term variability, mean value of short 
term variability, percentage of time with abnormal long term variability, mean value of long 
term variability, histogram width, histogram min, histogram max, histogram number of 
peaks, histogram number of zeroes, histogram mode, histogram mean, histogram median, 
histogram variance, histogram tendency) and 1 Target “Fetal Health” [22]. The code is 
implemented with python under Anaconda Navigator with Spyder IDE. The data set is 
splitted with 80:20 for training and testing dataset. Fig.2. shows the target feature analysis 
and found to be non-sampled [23-24].  
CTG Data Set 
Partition of dependent and independent attribute 
 Encoding, Missing Values Processing 
Feature Scaling 
Analysis of Precision, Recall, FScore, Accuracy and Running Time  
Fetal Health Prediction 
Fitting to logistic, KNN, Kernel SVM, Guassian NBayes, Decision Tree, Extra Tree, 
Random Forest, Ada Boost, Ridge, RidgeCV, SGD, Passive Aggressive and Bagging 
Apply Undersampling like ClusterCentroids, RepeatedENN, AllKNN, 
CNN, ENN, InstanceHardnessThreshold and NearMiss 
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Figure 2. Target Feature Analysis of Dataset 
 
Implementation and Discussion 
The raw data set is fitted to all the classifier like logistic regression, KNN, Kernel SVM, 
Decision Tree, Random Forest, Ada Boost, Ridge, RidgeCV, SGD, Passive Aggressive and 
Bagging classifier with and without the presence of feature scaling and performance is shown 
in Table 1 and Table 2, the accuracy and running time comparison is shown in Figure. 3 - 4. 
 
Figure 3. Accuracy analysis of raw dataset before and after feature scaling 
 
Figure 4.Response time analysis of raw dataset before and after feature scaling 
Table 1 
Classifier performance of the raw dataset before scaling  
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Classifier Precision Recall FScore Accuracy Running Time (ms) 
Logistic 0.84 0.85 0.84 0.85 0.08 
KNN 0.86 0.87 0.86 0.87 0.03 
KSVM  0.83 0.84 0.83 0.84 0.08 
GNBayes 0.86 0.79 0.81 0.79 0.00 
DTree  0.92 0.92 0.92 0.92 0.02 
ETree 0.88 0.88 0.88 0.88 0.00 
RForest  0.93 0.93 0.93 0.93 0.06 
AdaBoost 0.88 0.88 0.88 0.88 0.17 
Ridge 0.82 0.83 0.81 0.83 0.02 
RidgeCV 0.82 0.83 0.81 0.83 0.03 
SGD 0.84 0.83 0.83 0.83 0.05 
PAggress  0.80 0.83 0.80 0.83 0.01 
 Bagging 0.93 0.94 0.93 0.94 0.12 
 
 Table 2 
Classifier performance of the raw dataset after scaling  
Classifier Precision Recall FScore Accuracy Running Time (ms) 
Logistic 0.89 0.89 0.89 0.89 0.12 
KNN 0.90 0.90 0.89 0.90 0.08 
KSVM  0.90 0.90 0.90 0.90 0.07 
GNBayes 0.86 0.71 0.75 0.71 0.02 
DTree  0.92 0.92 0.92 0.92 0.02 
ETree 0.88 0.88 0.88 0.88 0.00 
RForest  0.93 0.93 0.93 0.93 0.06 
AdaBoost 0.88 0.88 0.88 0.88 0.13 
Ridge 0.84 0.85 0.84 0.85 0.02 
RidgeCV 0.84 0.85 0.84 0.85 0.00 
SGD 0.89 0.90 0.89 0.90 0.02 
PAggress  0.88 0.87 0.87 0.87 0.02 
 Bagging 0.93 0.94 0.93 0.94 0.12 
 
Undersampling Results and Performance Analysis 
 
The raw data set is subjected to undersampling methods ClusterCentroids, 
CondensedNearestNeighbour, AllKNN, RepeatedENN, EditedNearestNeighbours, 
InstanceHardnessThreshold and NearMiss. The resampled dataset distribution after 
undersampling is shown in Figure.5. The raw data set is subjected to undersampling method 
namely ClusterCentroids and the resampled dataset is fitted to all the classifiers with and 
without the presence of feature scaling and performance is shown in Table 3 and Table 4, the 
accuracy and the running time comparison is shown in Figure. 6 - 7. 
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Figure 5. Data distribution after undersampling methods 
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Figure 7. Response time analysis of raw dataset before and after feature scaling 
 
Table 3 
Classifier performance of Cluster Centroids dataset before scaling  
Classifier Precision Recall FScore Accuracy Running Time (ms) 
Logistic 0.76 0.76 0.76 0.76 0.08 
KNN 0.80 0.80 0.80 0.80 0.01 
KSVM  0.76 0.76 0.76 0.76 0.01 
GNBayes 0.79 0.77 0.78 0.77 0.00 
DTree  0.85 0.85 0.85 0.85 0.01 
ETree 0.78 0.77 0.77 0.77 0.00 
RForest  0.88 0.88 0.88 0.88 0.06 
AdaBoost 0.86 0.86 0.86 0.86 0.14 
Ridge 0.84 0.84 0.84 0.84 0.03 
RidgeCV 0.84 0.84 0.84 0.84 0.02 
SGD 0.71 0.55 0.54 0.55 0.01 
PAggress  0.69 0.68 0.68 0.68 0.01 
 Bagging 0.88 0.88 0.88 0.88 0.05 
 
 Table 4 
Classifier performance of Cluster Centroids dataset after scaling  
Classifier Precision Recall FScore Accuracy Running Time (ms) 
Logistic 0.83 0.83 0.83 0.83 0.03 
KNN 0.84 0.83 0.83 0.83 0.02 
KSVM  0.85 0.85 0.85 0.85 0.00 
GNBayes 0.83 0.73 0.73 0.73 0.00 
DTree  0.88 0.88 0.88 0.88 0.02 
ETree 0.75 0.75 0.75 0.75 0.00 
RForest  0.89 0.89 0.89 0.89 0.03 
AdaBoost 0.85 0.82 0.82 0.82 0.10 
Ridge 0.87 0.86 0.86 0.86 0.00 
RidgeCV 0.85 0.85 0.85 0.85 0.01 
SGD 0.84 0.84 0.84 0.84 0.00 
PAggress  0.81 0.81 0.81 0.81 0.00 
 Bagging 0.93 0.93 0.93 0.93 0.05 
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The raw data set is subjected to undersampling method namely CondensedNearestNeighbour 
and the resampled dataset is fitted to all the classifiers with and without the presence of 
feature scaling and performance is shown in Table 5 and Table 6, the accuracy and the 
running time comparison is shown in Figure. 8 - 9. 
 
Figure 8. Accuracy analysis of CondensedNearestNeighbour dataset before and after scaling 
 
Figure 9. Response time analysis of CondensedNearestNeighbour before and after scaling 
 
Table 5 
Classifier performance of CondensedNearestNeighbour dataset before scaling  
Classifier Precision Recall FScore Accuracy Running Time (ms) 
Logistic 0.73 0.72 0.71 0.72 0.02 
KNN 0.65 0.66 0.65 0.66 0.01 
KSVM  0.73 0.69 0.63 0.69 0.00 
GNBayes 0.71 0.59 0.62 0.59 0.02 
DTree  0.79 0.81 0.79 0.81 0.00 
ETree 0.75 0.77 0.75 0.77 0.00 
RForest  0.82 0.81 0.82 0.81 0.03 
AdaBoost 0.84 0.78 0.79 0.78 0.08 
Ridge 0.68 0.69 0.67 0.69 0.00 
RidgeCV 0.67 0.69 0.67 0.69 0.01 
SGD 0.69 0.67 0.64 0.67 0.00 
PAggress  0.45 0.59 0.51 0.59 0.00 
 Bagging 0.82 0.81 0.81 0.81 0.02 
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 Table 6 
Classifier performance of CondensedNearestNeighbour dataset after scaling  
Classifier Precision Recall FScore Accuracy Running Time (ms) 
Logistic 0.72 0.73 0.72 0.73 0.02 
KNN 0.66 0.63 0.63 0.63 0.00 
KSVM  0.77 0.73 0.72 0.73 0.00 
GNBayes 0.72 0.54 0.58 0.54 0.00 
DTree  0.79 0.81 0.80 0.81 0.00 
ETree 0.60 0.62 0.61 0.62 0.00 
RForest  0.83 0.84 0.83 0.84 0.03 
AdaBoost 0.74 0.71 0.72 0.71 0.08 
Ridge 0.72 0.75 0.73 0.75 0.00 
RidgeCV 0.72 0.75 0.73 0.75 0.00 
SGD 0.73 0.73 0.73 0.73 0.00 
PAggress  0.74 0.75 0.74 0.75 0.00 
 Bagging 0.81 0.83 0.82 0.83 0.02 
 
The raw data set is subjected to undersampling method namely AllKNN and the resampled 
dataset is fitted to all the classifiers with and without the presence of feature scaling and 
performance is shown in Table 7 and Table 8, the accuracy and the running time comparison 
is shown in Figure. 10 - 11. 
Table 7 
Classifier performance of ALLKNN dataset before scaling  
Classifier Precision Recall FScore Accuracy Running Time (ms) 
Logistic 0.93 0.93 0.93 0.93 0.07 
KNN 0.96 0.96 0.96 0.96 0.03 
KSVM  0.92 0.92 0.92 0.92 0.07 
GNBayes 0.92 0.84 0.86 0.84 0.00 
DTree  0.98 0.98 0.98 0.98 0.00 
ETree 0.97 0.97 0.97 0.97 0.01 
RForest  0.98 0.98 0.98 0.98 0.06 
AdaBoost 0.86 0.86 0.86 0.86 0.16 
Ridge 0.91 0.91 0.91 0.91 0.01 
RidgeCV 0.91 0.92 0.91 0.92 0.01 
SGD 0.90 0.91 0.89 0.91 0.04 
PAggress  0.86 0.91 0.89 0.91 0.02 
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 Table 8 
Classifier performance of ALLKNN dataset after scaling  
Classifier Precision Recall FScore Accuracy Running Time (ms) 
Logistic 0.95 0.94 0.94 0.94 0.08 
KNN 0.94 0.94 0.94 0.94 0.08 
KSVM  0.96 0.95 0.95 0.95 0.06 
GNBayes 0.92 0.89 0.90 0.89 0.00 
DTree  0.97 0.97 0.97 0.97 0.00 
ETree 0.95 0.95 0.95 0.95 0.00 
RForest  0.98 0.98 0.98 0.98 0.05 
AdaBoost 0.91 0.91 0.90 0.91 0.14 
Ridge 0.92 0.93 0.92 0.93 0.00 
RidgeCV 0.92 0.92 0.91 0.92 0.00 
SGD 0.94 0.93 0.93 0.93 0.02 
PAggress  0.94 0.94 0.94 0.94 0.01 
Bagging 0.97 0.97 0.97 0.97 0.07 
 
  
Figure 10. Accuracy analysis of AllKNN dataset before and after feature scaling 
 
Figure 11. Response time analysis of AllKNN dataset before and after feature scaling 
 
The raw data set is subjected to undersampling method namely RepeatedENN and the 
resampled dataset is fitted to all the classifiers with and without the presence of feature 
scaling and performance is shown in Table 9 and Table 10, the accuracy and the running time 
comparison is shown in Figure. 12 - 13. 
Undersampling Aware Learning based Fetal Health Prediction using Cardiotocographic Data 
7742 
   
Figure 12. Accuracy analysis of RepeatedENN dataset before and after feature scaling 
 
Table 9 
Classifier performance of RepeatedENN dataset before scaling  
Classifier Precision Recall FScore Accuracy Running Time (ms) 
Logistic 0.93 0.93 0.93 0.93 0.07 
KNN 0.95 0.95 0.95 0.95 0.03 
KSVM  0.95 0.95 0.95 0.95 0.05 
GNBayes 0.94 0.92 0.93 0.92 0.00 
DTree  0.99 0.99 0.99 0.99 0.02 
ETree 0.97 0.97 0.97 0.97 0.00 
RForest  0.99 0.99 0.99 0.99 0.06 
AdaBoost 0.94 0.93 0.92 0.93 0.15 
Ridge 0.92 0.92 0.91 0.92 0.00 
RidgeCV 0.92 0.92 0.91 0.92 0.01 
SGD 0.87 0.82 0.83 0.82 0.03 
PAggress  0.92 0.92 0.91 0.92 0.01 
 Bagging 0.99 0.99 0.99 0.99 0.09 
 
 Table 10 
Classifier performance of RepeatedENN dataset after scaling  
Classifier Precision Recall FScore Accuracy Running Time (ms) 
Logistic 0.95 0.95 0.95 0.95 0.05 
KNN 0.95 0.95 0.95 0.95 0.03 
KSVM  0.96 0.96 0.96 0.96 0.03 
GNBayes 0.91 0.89 0.89 0.89 0.00 
DTree  0.97 0.97 0.97 0.97 0.01 
ETree 0.96 0.96 0.96 0.96 0.02 
RForest  0.98 0.98 0.98 0.98 0.06 
AdaBoost 0.90 0.81 0.84 0.81 0.14 
Ridge 0.90 0.91 0.89 0.91 0.00 
RidgeCV 0.89 0.90 0.89 0.90 0.00 
SGD 0.94 0.94 0.94 0.94 0.02 
PAggress  0.94 0.94 0.94 0.94 0.01 
Bagging 0.98 0.97 0.97 0.97 0.07 
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Figure 13. Response time analysis of RepeatedENN dataset before and after feature scaling 
 
The raw data set is subjected to undersampling method namely EditedNearestNeighbours and 
the resampled dataset is fitted to all the classifiers with and without the presence of feature 
scaling and performance is shown in Table 11 and Table 12, the accuracy and the running 
time comparison is shown in Figure. 14 - 15. 
Table 11 
Classifier performance of EditedNearestNeighbours dataset before scaling  
Classifier Precision Recall FScore Accuracy Running Time (ms) 
Logistic 0.93 0.93 0.93 0.93 0.07 
KNN 0.95 0.95 0.95 0.95 0.03 
KSVM  0.95 0.95 0.95 0.95 0.03 
GNBayes 0.94 0.92 0.93 0.92 0.00 
DTree  0.99 0.99 0.99 0.99 0.02 
ETree 0.97 0.97 0.97 0.97 0.00 
RForest  0.99 0.99 0.99 0.99 0.08 
AdaBoost 0.94 0.93 0.92 0.93 0.14 
Ridge 0.92 0.92 0.91 0.92 0.01 
RidgeCV 0.92 0.92 0.91 0.92 0.01 
SGD 0.92 0.92 0.91 0.92 0.03 
PAggress  0.94 0.93 0.93 0.93 0.01 
 Bagging 0.99 0.99 0.99 0.99 0.12 
 
  
Figure 14. Accuracy analysis of EditedNearestNeighbours dataset before and after scaling 
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Figure 15. Response time analysis of EditedNearestNeighbours dataset before and after 
scaling 
 
 Table 12 
Classifier performance of EditedNearestNeighbours dataset after scaling  
Classifier Precision Recall FScore Accuracy Running Time (ms) 
Logistic 0.95 0.95 0.95 0.95 0.06 
KNN 0.95 0.95 0.95 0.95 0.04 
KSVM  0.96 0.96 0.96 0.96 0.02 
GNBayes 0.91 0.89 0.89 0.89 0.00 
DTree  0.97 0.97 0.97 0.97 0.01 
ETree 0.96 0.96 0.96 0.96 0.00 
RForest  0.98 0.98 0.98 0.98 0.07 
AdaBoost 0.90 0.81 0.84 0.81 0.13 
Ridge 0.90 0.91 0.89 0.91 0.00 
RidgeCV 0.89 0.90 0.89 0.90 0.00 
SGD 0.96 0.96 0.95 0.96 0.03 
PAggress  0.93 0.94 0.93 0.94 0.01 
Bagging 0.97 0.97 0.97 0.97 0.06 
 
The raw data set is subjected to undersampling method namely InstanceHardnessThreshold 
and the resampled dataset is fitted to all the classifiers with and without the presence of 
feature scaling and performance is shown in Table 13 and Table 14, the accuracy and the 
running time comparison is shown in Figure. 16 - 17. 
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Figure 16. Accuracy analysis of InstanceHardnessThreshold dataset before and after scaling 
   
Figure 17. Response time analysis of InstanceHardnessThreshold before and after scaling 
Table 13 
Classifier performance of InstanceHardnessThreshold dataset before scaling  
Classifier Precision Recall FScore Accuracy Running Time (ms) 
Logistic 0.89 0.90 0.89 0.90 0.06 
KNN 0.80 0.87 0.82 0.87 0.06 
KSVM  0.81 0.84 0.82 0.84 0.02 
GNBayes 0.90 0.84 0.86 0.84 0.00 
DTree  0.96 0.96 0.96 0.96 0.02 
ETree 0.90 0.84 0.86 0.84 0.00 
RForest  0.96 0.96 0.96 0.96 0.02 
AdaBoost 0.95 0.94 0.94 0.94 0.00 
Ridge 0.97 0.97 0.97 0.97 0.06 
RidgeCV 0.89 0.90 0.89 0.90 0.01 
SGD 0.80 0.87 0.82 0.87 0.06 
PAggress  0.81 0.84 0.82 0.84 0.02 
 Bagging 0.95 0.95 0.95 0.95 0.11 
 
 Table 14 
Classifier performance of InstanceHardnessThreshold dataset after scaling  
Classifier Precision Recall FScore Accuracy Running Time (ms) 
Logistic 0.93 0.93 0.93 0.93 0.09 
KNN 0.94 0.94 0.93 0.94 0.06 
KSVM  0.90 0.90 0.90 0.90 0.02 
GNBayes 0.97 0.97 0.97 0.97 0.11 
DTree  0.95 0.95 0.95 0.95 0.02 
ETree 0.94 0.94 0.94 0.94 0.00 
RForest  0.98 0.98 0.98 0.98 0.05 
AdaBoost 0.95 0.95 0.95 0.95 0.05 
Ridge 0.91 0.87 0.88 0.87 0.00 
RidgeCV 0.95 0.95 0.95 0.95 0.02 
SGD 0.94 0.94 0.94 0.94 0.00 
PAggress  0.90 0.90 0.90 0.90 0.02 
Bagging 0.97 0.97 0.97 0.97 0.11 
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The raw data set is subjected to undersampling method namely NearMiss and the resampled 
dataset is fitted to all the classifiers with and without the presence of feature scaling and 
performance is shown in Table 15 and Table 16, the accuracy and the running time 
comparison is shown in Figure. 18 - 19.  
      
Figure 18. Accuracy analysis of NearMiss dataset before and after feature scaling 
    
Figure 19. Response time analysis of NearMiss dataset before and after feature scaling 
 
Table 15 
Classifier performance of NearMiss dataset before scaling  
Classifier Precision Recall FScore Accuracy Running Time (ms) 
Logistic 0.78 0.77 0.77 0.77 0.03 
KNN 0.77 0.75 0.75 0.75 0.01 
KSVM  0.76 0.71 0.71 0.71 0.01 
GNBayes 0.71 0.69 0.68 0.69 0.00 
DTree  0.91 0.91 0.91 0.91 0.01 
ETree 0.76 0.75 0.75 0.75 0.00 
RForest  0.91 0.91 0.91 0.91 0.04 
AdaBoost 0.83 0.82 0.82 0.82 0.08 
Ridge 0.75 0.75 0.75 0.75 0.00 
RidgeCV 0.75 0.75 0.75 0.75 0.01 
SGD 0.83 0.70 0.68 0.70 0.01 
PAggress  0.43 0.60 0.50 0.60 0.01 
 Bagging 0.88 0.88 0.88 0.88 0.05 
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 Table 16 
Classifier performance of NearMiss dataset after scaling  
Classifier Precision Recall FScore Accuracy Running Time (ms) 
Logistic 0.78 0.77 0.78 0.77 0.03 
KNN 0.86 0.85 0.85 0.85 0.02 
KSVM  0.82 0.81 0.81 0.81 0.00 
GNBayes 0.78 0.62 0.62 0.62 0.00 
DTree  0.87 0.87 0.87 0.87 0.00 
ETree 0.74 0.74 0.74 0.74 0.00 
RForest  0.90 0.90 0.90 0.90 0.03 
AdaBoost 0.71 0.60 0.60 0.60 0.09 
Ridge 0.73 0.72 0.72 0.72 0.00 
RidgeCV 0.73 0.72 0.72 0.72 0.00 
SGD 0.59 0.63 0.59 0.63 0.01 
PAggress  0.80 0.78 0.79 0.78 0.00 




An endeavor is done to analyze the execution of non sampled target features with tested 
information. The CTG dataset utilized in this paper found to have nonsampled information 
with Ordinary, Suspect and Pathologic. This paper endeavor to perform undersampling with 
ClusterCentroids, CondensedNearestNeighbour, AllKNN, RepeatedENN, 
EditedNearestNeighbours, InstanceHardnessThreshold and NearMiss methods. Experimental 
results shows that the Decision Tree classifier tends to retain 98% before and after feature 
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