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Abstract: Data interruption may cause the centralized energy management system of a microgrid (MG) to collapse. To solve 
this problem, a hybrid prediction-based energy management strategy is proposed in this paper to predict interrupted data for the 
centralized dispatching process of an MG. This hybrid prediction method is designed following a combination of model pre-
dictive control and extreme learning machine techniques. Based on the predicted data of distributed energy resources and 
three types of loads from demand-side response, an optimization model is formulated to minimize the operational cost. If 
some predicted data are interrupted during transmission, then a prospect vulnerability assessment method is applied to select 
a neighboring device to predict the interrupted data. In the end, an improved particle swarm optimization algorithm is pro-
posed with the help of genetic algorithms to accelerate convergence to global optimal solutions for the proposed MG energy 
management problem. The effectiveness of the proposed models and solution methods is also verified by a case study. 
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I. Introduction 
With the possible depletion of fossil fuel energy, more 
and more distributed renewable energy generations have 
been integrated to the power grid through microgrids (MGs) 
[1]. An MG forms a bridge linking distributed energy re-
sources (DERs) and distribution network, and it is mainly 
composed of distributed generation units, loads and energy 
storage systems [2]. Optimal energy management of DERs 
and efficient operation of MGs are important research top-
ics at present [3, 4]. Unlike conventional energy generations, 
renewable energy is intermittent and thus brings a great 
challenge to the reliable operation of MGs. In addition, 
during upstream failures, an MG could be automatically 
disconnected from the main grid and operate in island mode 
to satisfy its loads under distributed intelligent controls 
[5-7]. One of the key functionalities in MG’s energy man-
agement strategies is optimal scheduling, which includes 
optimal unit commitment, dispatch of generation resources, 
and demand management of flexible loads [8].  
The future MG will be restructured as a cyber-physical 
system which has components not only to carry power flow, 
but also to transmit data for advanced distributed control 
purpose [9]. There are mainly two approaches in energy 
management strategies: centralized and decentralized. A 
decentralized approach aims to optimize economical opera-
tion of an MG while providing the highest possible auton-
omy to different DERs and loads. Decentralized approach 
has been addressed in [10] by using the multi-agent system 
framework. A centralized approach is featured by a central 
controller that is provided with the relevant communication 
data about the MG for the purpose of determining the dis-
patch of the DERs according to selected objectives [11]. 
Based on these communication data, centralized energy 
scheduling strategy is widely used in MGs. A centralized 
strategy is suitable for a single MG, and requires less com-
munication data to operate [12, 13]. This is also the main 
type of scheduling strategies studied in this paper. 
Demand-side response (DSR) is a popular technique in 
the energy management of MG. Its objective is to benefit 
both of the power consumers and power suppliers through 
reshaping the load curve with the help of flexible loads and 
interruptible loads. The end-users taking part in demand 
response shall be offered either price or service incentives. 
Moreover, combined operation of responsive energy storage 
systems with demand response will lead to greater reliabil-
ity of energy storage systems in distribution network with 
intermittent generation sources. It can greatly increase the 
flexibility in addressing the power imbalance problem in 
MG [14, 15]. At present, there are many existing 
studied on DSR. For example, the influence of DSR 
on the UK economy and the roles of end users are 
discussed in [16], optimization approaches to the 
application of DSR in power systems are reviewed 
in [17], a general DSR application in industrial elec-
tric load is reported in [18], and a DSR-based ener-
gy management scheme is applied to MG in [19]. 
These studies show that DSR will play more and 
more important roles for the future power grid, es-
pecially MGs, since direct control on interruptible 
or flexible load is possible to reduce MG operation-
al cost and increase system reliability Considering the 
carbon emission reduction problem, the day-ahead outputs 
of DERs’ buying-back schemes are studied in [21], where 
convex optimization algorithms are used to maximize the 
system social welfare.  Uncertainties from power supply 
and load demand are considered in DSR to minimize the 
MG system cost in [22]. In [23], a heuristic-based evolu-
tionary algorithm is presented to solve the DSR problem by 
a day-ahead load shifting technique for a complicated MG, 
and substantial savings are achieved through reduced peak 
load. Reference [24] studies the reverse power flow prob-
lem from rooftop photovoltaic (PV) system to the substation 
which causes a voltage rise when generation is larger than 
the  load, and a DSR system is proposed to shift the opera-
tion of flexible loads from peak consumption hours to high 
PV production periods. A real-time DSR with communica-
tion networks is studied in [25] and a solution is derived 
from game theory to smooth the peak-to-average ratio, 
where it is also assumed to reward customers for accurate 
load forecast. Based on game theory, a real-time distributed 
algorithm is proposed in [26] to minimize customer bills by 
reducing peak demand. All adjustable loads are controlled 
in [27] to shift energy consumption from one time period to 
another, and thus obtain reduced peak-demand and flattened 
load curve. The above literature study shows  the increas-
ingly important role of DSR in future power grid and in 
particular MGs, since the DSR of interruptible or flexible 
load can have significant impact to the reliable and eco-
nomic operation of the MGs.  
Although existing approaches are able to achieve satis-
factory results for different objectives, there are still the 
following challenges. Firstly, the obtained optimization 
problems are solved by intelligent algorithms, which are 
often trapped at local optima and introduce undesired dis-
turbances to the system for online implementation since 
they are based on stochastic search. Secondly, the whole 
dispatching process will collapse if the communication data 
is interrupted in centralized approaches, and this will lead to 
the collapse of the whole MG. Thirdly, energy scheduling 
controls are mainly based on prediction data, which will 
lead to wrong optimization schemes if the prediction accu-
racy is low.  
To solve the above problems, a hybrid prediction-based 
energy management strategy is presented in this paper. The 
simplified process is as below: Based on the predicted data 
of DERs and three types of loads, an optimization model is 
formulated to minimize the operational cost under DSR. To 
solve the problem of data interruption, a neighbor prediction 
method based on prospect vulnerability assessment is de-
signed. An improved particle swarm algorithm is also pro-
posed to improve convergence speed. The main contribu-
tion is highlighted below: 
 A hybrid prediction method which combines 
model predictive control (MPC) and multiple 
extreme learning machines (ELMs) is designed. 
This method combines the advantages of MPC 
and ELM, and thus has better prediction accu-
racy than using either MPC or ELM alone. 
 A neighbor prediction method based on pro-
spect vulnerability assessment is designed to 
solve the problem of data interruption within 
the MG energy optimization model. When the 
transmission of predicted data of some devices 
in the system is interrupted, the optimization 
model can still be formulated, and the corre-
sponding dispatching strategy can also be ob-
tained. 
 An optimization model considering DSR is de-
signed and a particle aggregation degree based 
particle swarm optimization (PSO) algorithm is 
proposed to solve this problem. Through this 
design, the whole operation of MG can be opti-
mized effectively. The optimization problem 
computing speed is also improved. 
The remaining parts of this paper are organized as fol-
lows. The structure of the MG and the energy management 
system are presented in Section II. In Section III, the hybrid 
predictive method is proposed. In Section IV, the interrup-
tion problem in data transmission is solved. The optimal 
models are constructed in Section V. Simulations for case 
studies are provided in Section VI to demonstrate the effec-
tiveness of the proposed control strategy. Conclusions are 
drawn in Section VII. 
II. Structure of the energy management system 
Fig. 1 shows the energy management system (EMS) and 
the MG which consists of a wind turbine (WT), a PV system, 
a micro turbine (MT), an energy storage unit, a fuel cell (FC) 
and three different types of loads (interruptible load, flexible 
load and fixed load) [7]. In these loads, interruptible load is a 
load that can be removed directly from the system; flexible 
load is a load with adjustable usage time; and fixed load is a 
critical load that must be met as required. Because of the in-
termittent and uncertain characteristics of DERs (e.g., WT 
and PV), an energy management strategy is needed to solve 
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Fig. 1 The Micro-grid structure considering demand-side response 
A simplified progress of rolling optimization is shown in 
Fig. 2. The optimization sampling period is one hour, while 
the overall optimization period is one day. Based on the 
current predicted data of DERs and loads, the correspond-
ing optimization scheme is carried out to accomplish the 
energy management of MG. Afterwards, the needed data 
(i.e., power generation of controllable DERs, power ex-
changed with main grid, and the planned adjustable loads) 
can be obtained. Each controlled variable in the current 
sampling time period can be obtained by the predicted data 
in the previous sampling period, and this is why it is called 
rolling optimization. In other words, the dispatch scheme of 
current time period will affect the predicted data in the next 
period. 
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Fig. 2 Optimization strategy simplification 
However, if the transmission of predicted data is inter-
rupted, the dispatch progress will be interrupted. This will 
affect the operation of each DER, energy storage and the 
three types of loads in the following time periods. In serious 
cases, the whole system will crash. Therefore, for each DER 
(or energy storage unit), a neighbor predictive method 
based on cumulative prospective theory [28] and vulnera-
bility assessment theory is proposed to solve this problem. 
This method relies on neighbor DER (or energy storage 
units). 
The specific dispatch process of MG is shown in Fig. 
3, where the blue part represents the hybrid predic-
tion part; the pink part represents the energy man-
agement part based on DSR; the grey part repre-
sents vulnerability assessment and neighbor pre-
diction. The energy management processes are as 
follows: First of all, the predicted data from the hy-
brid prediction part in the uncontrollable DERs will 
be transmitted to the EMS via the sensors; then, the 
predicted data will be used to judge the current 
power balance between supply and demand. After 
deciding the power balance, the corresponding en-
ergy scheduling scheme will be used to control the 
operation of the whole MG. Meanwhile, the load 
information is also used for energy management at 
the next optimization iteration. In this way, a roll-
ing optimization process is completed.  
In addition, if the predicted data of the i-th un-
controllable DER is interrupted, the prospective 
vulnerability assessment and neighbor prediction 
are activated. That is, through vulnerability as-
sessment, the neighbor DER with the lowest vul-
nerability is selected at first. The corresponding 
prediction and data transmission are completed by 
the selected DER instead of the i-th DER. In this 
way, the EMS can be maintained when there is data 
interruption. In addition, when the predicted data of the 
i-th DER is interrupted, the parts of prospect vulnerability 
assessment and neighbor prediction will be activated. As-
sume the data transmission of the i-th DER is interrupted, 
and the specific process is as below: Firstly, through the 
vulnerability assessment, the DER with the lowest vulnera-
bility is selected in the neighbor DERs of the i-th DER. 
Then, the selected DER will be used to complete the corre-
sponding prediction and data transmission. In this way, the 
normal operation of EMS can be ensured even if data inter-
ruption occurs in the i-th DER.
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Fig . 3. The proposed EMS for the MG 
III. The hybrid prediction method
The inverter-based control structure of DERs can be sim-
plified as Fig. 4, which will be explained in Subsection III.1. 
Based on this structure, MPC can be used for data predic-
tion. Although MPC is robust, a hybrid predictive method 
combining ELM and MPC is designed in order to improve 
the real-time prediction performance. Considering different 
structures of the three types of loads, multiple weighted 
ELMs are used in the hybrid prediction. Note that WT and 
PV generation are affected by wind speed, solar irradiance 
and other factors, which result in power fluctuation and 
make the prediction more difficult. To solve this problem, 
the empirical mode decomposition (EMD) is used to 
pre-process historical data before using multiple ELMs for 
the power generation prediction from WT and PV [29], 
where the key idea is to decompose historical data with high 
volatility and long time durations into small groups of data 
with low volatility and shorter time durations. This greatly 
reduces the forecasting difficulty. Detailed design of this 
hybrid prediction process is given as follows. 
III. 1 Application of MPC 
The inverter-based control structure of DER in Fig. 1 is 
shown as Fig. 4. Based on the inverter control structure, 
MPC can be applied to predict the active power output of 
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Fig. 4 Simplified inverter control structure of the  i-th DER 
1) The control system in Fig. 1 is discretized with the 
sampling time period chosen as T . The output voltage and 
frequency of droop control at t TK are denoted by ( )iU K  
and ( )i K respectively.  
2) ( )iU K and ( )i K will be transferred to the voltage 
synthesis part. This process can be represented as 
1( ) ( ( ), ( ))i i i iU K f U K K           (1) 
3) Park Transformation is applied to ( )i iU K , with 
the results denoted by ( )drefiU K and ( )qrefiU K . According to 
the structure of voltage and current double closed loop in 
[27], ( )drefiU K and ( )qrefiU K  are also the inputs of voltage 
loop. After inputting ( )drefiU K and ( )qrefiU K to the voltage 
loop, ( )drefiI K and ( )qrefiI K can be obtained. Meanwhile, the 
two variables are the inputs of current loop. The process can 
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drefiI and qrefiI will be transferred to the current loop. Mean-
while, the PWM trigger signal will be obtained by current loop 
at first. Then, the trigger signal will be used to generate the 
PWM signal. After that, the PWM signal will be used to control 
the inverter. The signal
0 ( 1)iU k  , including components 
0 0( 1), ( 1)andai biU k U k   0 ( 1)ciU k  , will also be obtained. 
Finally, through the LC filter, ( 1)oiU K  (including 
( 1),oaiU k  ( 1)andobiU k  ( 1)ociU k  ) and ( 1)oiI K   (in-
cluding 0 ( 1)aiU k  , 0 ( 1)biU k  , and 0 ( 1)ciU k  ) will be ob-
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   
 (3) 
5) The signals of ( 1)odiU K  , ( 1)oqiU K  , ( 1)odiI K  and 
( 1)oqiI K  will be obtained by the Park transformation 
on ( 1)oiU K  and ( 1)oiI K  . Then these four signals will be 
transferred to the PQ calculation part. Meanwhile, 
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(4) 
6) ( 1)iP K  and ( 1)iQ K  will be transferred to the droop 
control part, and ( 1)iU K  and ( 1)i K  can also be ob-
tained in this part. The process can be expressed as 
12
13
( 1) ( ( 1))
( 1) ( ( 1))
i i
i i
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         (5) 
In summary, the output of droop control part at 
 1 Tt K  can be obtained from the output data of droop 
control at t KT . The initial parameters for MPC include 
InverteriZ , LineiZ , iL , iC and DCiU . Since the running time in the 
MG is continuous, a D-A converter is needed at the output 
of MPC. 
Based on the above analysis, the power output data at 
t=(K+1)T can be predicted from the relevant data at t=KT. 
III. 2 Data pre-processing by EMD 
It is often difficult to predict WT and PV generation be-
cause of strong random volatility. Therefore, to achieve a 
better prediction result, EMD is used to decompose the vol-
atile historical data into finite intrinsic modal functions 
(IMFs) and a remainder. Local characteristics in different 
time periods of the original data are contained in IMFs. If 
the predictive values of each IMF and remainder can be 
obtained by using multiple ELMs, the predictive value of 
generation power will be obtained by superimposing the 
first two predictive values. An IMF must satisfy two condi-
tions: 1) The difference between the number of extremums 
and the number of zeros is either 0 or ±1; 2) The mean val-
ue of the upper envelope line and the lower envelope line at 
any time must be zero. The decomposition process is as 
follows: All the maximum points of the original da-
ta ( )x t are found to form the upper envelope line. All the 
minimum points of ( )x t are found to form the lower enve-
lope line. The mean values of upper and lower envelope 
lines are denoted as lm . A new variable ( )h t can be ob-
tained by using ( )x t minus lm . If ( )h t is not an IMF, the de-
composition will continue; otherwise, the above decompo-
sition is carried out for the obtained remainder until the 
maximum iteration number is reached or the remainder be-
comes a monotone function [30]. The detailed process is 
illustrated in Fig. 5. 
h ( ) mlj jx t= -
1
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Fig. 5 The process of EMD 
In summary, EMD can decompose a set of data into 
multiple IMFs and one remainder in time domain. 
To better explain the above decomposition process, 
a group of PV power generation in a rainy day in a 
certain area of China is taken as an example, and 
we add the simulation results as below: 

























mean envelope  
Fig. 6 The effect of EMD 
In the above figure, we can see that PV power gen-
eration in rainy season is more regular. However, 
due to the irregularity of the generation curve, the 
prediction is not easy. Moreover, the upper and 
lower envelopes in EMD decomposition are the 
lines between the maximum and the minimum of 
the data curve as shown in Fig. 6. After two de-
compositions with IMF1 and IMF2 , the resulting 
remainder is monotonous, so the EMD stops. From 
Fig. 6, we can see that the volatility of IMF1 is still 
high, so it is suitable for prediction with ELM; the 
regularity of IMF2 and remainder is strong, so it is 
suitable to use MPC to complete the prediction. 
Therefore, we can find that EMD can better predict 
the future trend of data. III. 3 Application of ELM 
ELM is a fast training method for single hidden layer 
feed-forward neural networks [31]. The initial parameters 
for ELM include historical data, operation time, number of 
neurons and initial weight, etc. This method is briefed be-
low. 
 A set of training samples is chosen as 
 ELM i iT (x , y ), i 1, , L  , where ,
n n
i ix R y R  . The 




i i i i
i
g x  

  Hβ            (6) 
According to (6), the weights of the hidden layer to the 
output layer can be obtained by the least square solution of 
the following problem: 
min

Hβ Y               (7) 
where is Frobenius norm of matrix. The solution of (7) is 
ˆ β H Y , H is the Moore-Penrose generalized inverse 
matrix of H . According to the method of ELM, the mathe-
matical model of the MG can be built quickly from histori-
cal data. The targeted output of ELM is the active power of 
each DER. For this purpose, the activation function is se-
lected as sigmoid function; the number of neurons in hidden 
layer is chosen as 20 for each ELM; the weights of input 
matrix are given randomly with an interval of [0, 1] the 
beginning of the training; and the regularization parameter 
is selected as 1e5. When the weight of the input layer to the 
hidden layer is determined, the weight of the hidden layer to 
the output layer can be obtained according to (6) and (7), 
thus the training of ELM is completed. 
III. 4 Output the predicted data 
The procedure of the PCM can be divided as below: 
1. Firstly, EMD is used to preprocess the historical data. 
After preprocessing, the historical data is decomposed into 
multiple intrinsic mode functions (IMFs) and one remain-
der. 
2. For this series of IMFs, the first s items are selected for 
multi-ELMs prediction (the first s term is still fluctuating, 
so it is not suitable for MPC). Other items (including the 
remainder) are predicted by MPC. 
3. The predicted data of historical data are obtained by 
superposing the predicted data of IMFs and remainder. 
Moreover, for m ELMs, there is a weight processing pro-
cedure as below. 
1) Weight processing for ELMs 
There are m ELMs used to predict, and the weight pro-
cessing is carried out according to the predictive accuracy 
of each ELM. To make the predictive model with smaller 
predictive errors having a larger weight, the following 
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2) Obtain the predicted data 
The final predicted data at t=KT is 
ELM MPC
ˆ( ) ( ) ( ) , ( / )y K y K y K y U y     . 
3) Retrain ELMs 
If there is a large error between the predicted data and the 
actual historical data, the ELMs will be retrained and re-
turned to step 1) until the error requirement is met. 
The specific prediction process is also show in Fig. 7. Ac-
cording to this figure, the parameter s and m will affect the 
prediction accuracy. Therefore, a parameter selection method 
is proposed in this paper to select these parameters. The spe-
cific design is as the follows. 
Step 1. Design of the objective function 
For PCM,  smaller prediction error is targeted, and the 
mean average percentage error (MAPE) is selected as the 
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Step 2. Using any existing intelligent algorithms, such as 
genetic algorithm or the improved PSO algorithm proposed 















































Fig. 7 The process of hybrid prediction method  
IV. The solution of interruption in data transmission 
In the process of optimization, the predicted data are 
transmitted to the EMS part through the sensor. If the 
communication is interrupted, the entire energy manage-
ment process will be affected. Therefore, based on the vul-
nerability assessment and prospect theory, a neighbor pre-
diction method is proposed to solve the problem. 
IV. 1 Vulnerability assessment 
The physical devices such as DER can be classified as 
the physical nodes; and communication devices such as 
sensors can be classified as the cyber nodes. All nodes have 
certain vulnerabilities. Furthermore, since each DER corre-
sponds to a sensor, the vulnerability of physical nodes and 
cyber nodes is related to each other [32]. Each DER and its 
corresponding communicator constitute a cyber-physical 
node (CPN). For a CPN, the cyber and physical vulnerabili-
ties should be combined. If the i-th physical node cannot 
transmit its predicted data to EMS, then the neighbor CPN 
with the lowest vulnerability can be selected, which is de-
noted as the j-th node. Different to the i-th physical node, 
the j-th physical node makes use of historical data of the 
i-th node to predict and transmit the predicted data to EMS. 
Moreover, using the vulnerability prospective value will be 
more favorable for future path decision. The evaluation 
method on the j-th CPN is as follows. 
1) Select the vulnerability index of physical nodes. For a 
physical node, the vulnerability of a node is the extent of 
the impact on the system when the node is removed from 
the system. In this paper, the source-flow path partition 
method is used as the assessment method, which is a simple 
and effective method to analyze the vulnerability. By using 
this method, the set of all power paths can be obtained 
as , 1 ~q LL q N , where LN is the total number of electrical 
paths. The vulnerability index of the l-th branch of the path 
Lq is defined as
( )Lq lT , which satisfies the following equa-
tion. 
( ) ( ) 1, ( ) 2, ( ) ( )Lq l Lq l Lq l Lq l Lq lT d I I            (11) 
Based on (11), the cumulative vulnerability of the l-th 
branch in all possible electrical paths can be defined as the 
vulnerability of the branch. Meanwhile, the maximum vul-
nerability of the branch connected to the j-th node can be 







C branch l T

            (12) 
 [ ( )] max [ ( )]p l pC N j C branch l         (13) 
where branch l includes the th nodej  ; [ ( )]pC branch l is the 
vulnerability of the l-th branch; and [ ( )]pC N j is the vulnerabil-
ity of the j-th node. 
2) Select the vulnerability index on cyber node. The main 
purpose here is to evaluate the vulnerability of communica-
tors. The index at a node includes three components: the 
importance degree of this node, the number of failures of 
this node during the year, and the protective measures (e.g., 
firewall) of this node. The specific values can be obtained 
by the expert scoring method, and the specific equation is 
1 2 3[ ( )]C C j C j C jC N j C C C            (14) 
 The specific scores are obtained by experts according to 
the corresponding scoring criteria as Table I. 
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3) Vulnerability indexes are pretreated as follows. The 
max-min fairness method is adopted for this pretreatment due to 
its simplicity to obtain a dimensionless quantity. That is, for any 
given j-th CPN, the calculation for the i-th index is done 
by: min max min( ) ( )ij cij i ci ciC C C C    . 
4) Now, entropy weighting method [33] is used to assign 
the weight of indexes. This method can assign higher 
weights to important indexes. After weighting, the weights 
of vulnerability indexes are given in Table II. 
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5) By applying the cumulative prospect theory, the vul-
nerability prospect value of each CPN is obtained. Cumula-
tive prospect theory is a decision theory, which can consider 
the uncertainty of the objective and subjective preference of 
the decision-maker. In this theory, the core part is the pro-
spect value, which is determined by the value func-
tion ( )ijv  and the weight function ( )i  . The equation of 
cumulative prospect value is given as below: 
1 1
( ) ( )
n n
j i ij i ij
i i
V v v    
 
           (15) 
 The corresponding equations are as follows: 
( ) ,            0
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6) Based on 1) ~ 5), the prospective vulnerability of each 
CPN can be obtained. A smaller prospective value indicates 
a smaller  vulnerability of the CPN. 
IV. 2 Neighbor-prediction method 
Based on the selected CPN, the neigh-
bor-prediction process can be completed. Taking 
the data transmission of the i-th DER as an example, 
the corresponding steps of neighbor- prediction 
process are as follows. Firstly, based on the results 
of the vulnerability assessment, the DER with the 
least vulnerability in the neighbor DERs of the i-th 
DER is selected. Then in the selected DER, the 
power generation data of the i-th DER are predicted. 
Finally, the predicted data will be transmitted to the 
EMS by the sensor of this neighbor DER. Based on 
the above process, the normal operation of EMS can 
be ensured even if there is interruption. It is also 
found that when the communication of the pre-
dicted data of a certain device is interrupted, its 
neighboring devices will be used to carry out the 
related prediction. The above process can be un-
derstood as that the predicted data by neighboring 
equipment will compensate the lost data when re-
quired. Therefore, the contributed method is also 
called as “predictive compensation”. V .The opti-
mization models 
Since the generation of renewable energy is un-
certain, and a large number of interruptible loads 
and flexible loads exist in MGs, DSR has been 
widely applied to the EMS of MG. The use of DSR 
means that we can properly take advantage of flex-
ible and interruptible loads and energy storage fa-
cilities so as to shift or reduce unnecessary peaks, 
thus maintain reliable and economic operations of 
the MG.  In this paper, the relevant studies of the DSR 
are as follows. 
V.1 The objection function  
The operation cost function of controllable DER is 
       2DER DER DER DERg g g gC t aP t bP t c t d       (18) 
When there is power exchange between MG and the 
main grid, the power exchange cost of MG is 
     grid grid gridC t c t P t           (19) 












            (20) 
A positive value of  gridP t means MG buys electricity 
from grid, while a negative  gridP t means MG sells elec-
tricity to the grid. 
The cost of energy storage battery is  
    2bat bat batC t P t               (21) 
The cost of the MG to compensate owners of interrupti-
ble load [34] is 
       Ili Ili Ili IliC t t t P t            (22) 
Based on [35], the cost of the MG to compensate owners 
of flexible load is 
        flj flj flj fljC t t t P t           (23) 
Under the assumption of voltage stability, the objective 
function aiming at the minimum total operating cost of MG 
can be formulated as follows 
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   (24) 
V. 2 System constraints 
 The constraints of DERs are formulated below: 
1) The constraint on active power is 
      min maxDER DER DER DER DERg g g g gP t P t P t      (25) 
2) The ramp rate constraint is: 
    DER DER DER1g g gP t P t P        (26) 
3) The constraint on minimum running time is given as 
     
 
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4) The constraint on minimum downtime 
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The MG system satisfies the following constraints. 
1) The constraint on power balance is given as:  
       






g grid cli cli
g i
J
flj flj nlk bat
j k
P t P t P t t











   (29) 
2) The energy storage battery satisfies: 
 min maxbat bat batP P t P             (30) 
3) The amount of power exchanged between MG and the 
main grid satisfies: 
 min maxgrid grid gridP P t P              (31) 
4) The constraint on interruptible load is: 
 min maxIli cli Ilit                (32) 
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The meaning of (33) is that the flexible load only runs 
within a given time period and cannot stop once it is run-
ning before the task is completed. 
V.3 An improved PSO algorithm 
In the optimization problem considered in this 
paper, the objective function in (24) includes quad-
ratic items, such as (18) and (21), and also discon-
tinuous items such as (19). Therefore, it is not a 
convex optimization problem, and a new PSO algo-
rithm is designed to solve this mixed integer non-
linear optimization problem.     . Actually, PSO is an 
evolutionary computing algorithm. To improve the conver-
gence speed to global optimum, a particle aggregation de-
gree based-PSO algorithm is proposed here by taking ad-
vantage of genetic algorithms. Details are given below. 
In the beginning of optimization, the method of roulette 
is used to select the initial particle, and then crossover and 
mutation are taken to expand the searching range of the 
algorithm (i.e., prevent it being trapped into a local optimal 
solution).The convergence speed is improved by the method 
of elite selection [37]. The flow chart of the algorithm is 
shown in Fig. 8. 
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Fig. 8 Workflow of the improved PSO algorithm 
  Detailed steps of the improved PSO are as follows: 
Step 1. The initial particle (each particle represents a 
dispatch strategy) is selected and the position and velocity 
of each particle are assigned with initial values. 
Step 2. Select particle population and set the fitness func-
tion as
| |F
fitnesssf constant , where 0.5<constant<1; F is the 
total operating cost of MG. According to the fitness func-
tion value of each particle, roulette selection is carried out 
[37]. This scheme can expand the searching range of PSO. 
Step 3. Calculate individual optimal value bestp and the 
overall optimal value bestg . The position and velocity of 
particles are updated according to the standard PSO itera-
tive formula [38]. 
Step 4. Crossover and mutation are carried out according to 
the aggregation density of particles to ensure that PSO is not 
trapped into local optima. By studying the variation of fitness 
function values of all particles in the population, the quantitative 
description of the aggregation degree of each particle can be 
obtained. To facilitate discussion, assume that the total number 
of particles in the particle swarm is n ; the fitness function of the 
i-th particle is denoted by .fitness if ; and the average fitness func-
tion of each particle is . .fitness avr nf . Then the aggregation degree of 
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the size of  , and its values can be obtained as: 




  . 
The crossover and variation rates are then decided. 
max min 2 min max max
max min 2 min max max
mutation rat
crossover rate :
( )( ) ( )(2 )
( )( ) ( )(2 )
e :
k
CR CR CR k CR CR k CR
k
MR MR MR k MR MR k MR
P p p n p p n p
P p p n p p n p
 
 
    
    
(34) 
Step 5. The next generation particle population is select-
ed by the elite selection. Thus, the current individual with 
the best fitness function can be directly selected into the 
next generation population. 
Step 6. If the allowed maximum number of iterations is 
achieved, then jump out of the iteration; otherwise, continue 
to iterate. 
 
Convergence of the improved PSO has been verified by 
the case studies in Section VI, and in particular results from 
Fig. 16 and 17 show that the improved PSO algorithm has 
significantly reduced the total cost (comment: here you can 
also add something on convergence speed, i.e. computing 
time when it converges to the optimal solution). This new 
algorithm also improves the reliability of the ordinary PSO. 
In fact,  we have designed the crossover rate and the muta-
tion rate according to the aggregation degree of these parti-
cles. In this way, the particles with higher aggregation de-
gree will have higher crossover rate and mutation rate. 
Therefore, it will help the algorithm to jump out of the local 
optimum and improve the accuracy of the optimization so-
lution. This is also verified by Fig. 16 and 17 that the new 
PSO algorithm can reduce the inaccurate minimal cost of 
$522.6 from ordinal PSO to a much smaller value of 
$293.5. 
  
VI. Simulation and analysis 
Simulations are performed in this section to verify the mi-
crogrid energy management methodologies proposed in the 
previous three sections. 
The MG structure in Fig. 1 is simulated and verified. The 
system consists of four kinds of DERs, one energy storage 
battery and three kinds of loads connected to the main grid. 
The related information of each DER is shown in Table III. 
The parameters of controllable DERs are presented in Table 
IV. The parameters of the energy storage are provided in 
Table V. A time-of-use tariff with peak, standard and 
off-peak prices for the MG to purchase power from or sell 
power to the grid is given in Table VI. The operation data of 
flexible load can be found in Table VII. The corresponding 
parameters are as Table VIII. The power exchange limit 
between MG and main grid is 10kW. 
Table III Data of microgrid distributed installed power 
 generation capacity 


















Table IV Relevant parameters of controllable DERs 













Table V Parameters of battery 













Table VI The purchasing and selling prices of electricity in peak, 
off-peak and standard period 
























































































VI. 1 Verification of the hybrid prediction method 
In Fig. 1, the PV generation is taken as the example to verify 
the effect of hybrid prediction method proposed in this paper. To 
get closer to the actual situation, the generated power in sunny 
and rainy days are predicted respectively. In addition to these 
two weather conditions, we also verify the prediction effect of 
the proposed method under uncertain weather conditions.. The 
relative error, MAPE and root mean square error (RMSE) are 
used to illustrate the prediction effect. The corresponding for-
mulas can be found from [40]. 
The effectiveness of hybrid prediction method is compared 
with the method using ELMs (m=5) or MPC alone. As shown in 
Fig. 9 (a) and (c), the horizontal and vertical axes represent time 
and predicted power data, respectively. It is found that there is no 
significant difference between the three prediction methods in 
sunny days. In rainy days, the system fluctuates greatly and the 
adaptability of the MPC method is poor, which leads to the big-
gest error between the MPC prediction data and the real data. 
The effect of using ELM to predict is better than that of MPC. 
However ELM is a random method in selecting input weights, 
and different ELM models have different adaptive ability. 
Therefore, the prediction error of ELM model is uncertain. 
By using the newly proposed hybrid method, the predicted 
data are the closest to the real data.  
From Fig. 9. (a) and (c), the PV system usually generates 
power from 6: 00 to 20: 00. To study the prediction effect 
more intuitively, the prediction error in this time period is 
expressed as shown in Fig. 9. (b), (d) and Table IX. It can 
be seen that when the weather is sunny, the prediction re-
sults of the three forecasting methods are relatively accurate. 
When the weather is rainy, the actual generation power 
fluctuates greatly. In a rainy day, the prediction relative 
error obtained by using MPC or ELM alone will suddenly 
increase, which will directly affect the prediction effect. 
The relative error obtained by combining the two methods 
in this paper is the smallest. This shows that the method 
proposed in this paper is more applicable to different 
weather conditions with greater randomness and volatility.     
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(a) The prediction results in sunny day (Method 1: the hybrid prediction 
method; Method 2: ELM; Method 3: MPC) 

































(b) The relative error in sunny days 
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(d ) The relative error in rainy days 
   The simulation results above show that under 
normal conditions, the prediction accuracy can be 
improved effectively by using the proposed method. 
Furthermore, for the PV power generation in un-
certain weather conditions, we have also carried out 
the corresponding simulation study. Note from [40] 
that PV power generation is mainly related to the 
length of solar irradiation time, radiation intensity 
and ambient temperature. Therefore, in this simu-
lation, the historical photovoltaic power generation 
data in summer and cloudy period in this area (i. e. 
when the intensity of light is very unstable) is cho-
sen as the testing data. Moreover, these cloudy days 
are basically around 11:00 to 14:00, and the temper-
ature reaches its lowest point at t=13:00. Then the 
cloud is gradually cleared. Based on the principle of 
similar day selection [41], there are 10 similar days 
of data are selected. In addition, there are 5 days of 
data randomly selected to train ELMs. After that, 
one day’s data are randomly selected from the re-
maining five days to test the effect of training. In 
addition, to demonstrate the effectiveness of the 
proposed method, the relative errors of these three 
prediction methods in 24 hours are presented. The 
simulation results are shown in Fig. 9 (e)-(f), where 
Method * is our method, while Method 2 is *** 
Method 3 is ***; and Data 1, Data 2, and Date 3 are 
******, respectively. 
 






















(e ) The prediction results in uncertain weather 
























(f ) The relative error in uncertain weather 
As shown in Fig. 9 (e)-(f), due to the uncertainty 
of the weather, the regularity of the historical pow-
er generation data is not obvious. The variation 
trend of these data is as follows: Between t=1:00 and 
t=12: 00, the electricity generation gradually in-
creases. However, between t=13:00 and t=14: 00, 
there will be a temporary decline and then a rise. 
After t=14:00, the electricity generation will contin-
ue to decline. Moreover, since the control structure 
of the DER itself remains unchanged, the predicted 
data output from the MPC is still similar to the in-
put data at the initial iteration time. That is, if the 
data used for initial iteration is not in consistent 
well with the data used for testing, it is impossible 
to obtain the data with high prediction accuracy. 
When the single ELM is chosen as the prediction 
method, due to the randomness of the weights be-
tween the input and hidden layers, the predicted 
data are still quite different from the actual data. 
Through these observations,  it can be concluded 
that this new method combines the advantages of 
MPC and ELM, and its output data are the closest 
to the actual data. 
Table IX Forecast result evaluation and contrast for the three methods 
Day type Error type Method 1 Method 2 Method 3 
Sunny day 
MAPE(%) 3.6951 6.2550 12.8474 
RMSE 3.9025 7.1836 15.0353 
Rainy day 
MAPE(%) 6.7247 11.5603 23.6142 
RMSE 9.0462 15.4818 27.9330 
Uncertain 
day 
MAPE(%) 3.3383 19.2847 39.2578 
RMSE 4.8932 24.8747 41.0367 
From Table IX, it is found that in sunny days, the MAPE 
and RMSE of our new method are 40% and 45% lower than 
that of Method 2, respectively, and 71% and 74% lower than 
Method 3. In rainy days, the MAPE and RMSE of the new 
method are both 41% lower than Method 2, and are 71% and 
67% lower than Method 3, respectively. In uncertain days, 
the MAPE and RMSE of the new method are about 82% and 
91% lower than Method 2, and are 80% and 88% lower than 
Method 3, respectively. 
VI. 2. Verification of vulnerability assessment 
In this subsection, the four DERs in Fig. 1 are used to car-
ry out the simulation. The physical and cyber vulnerability 
value on these nodes are given in Table X~XIII. 




Line 1 Line 2 Line 3 Line 4 
( )Lq ld
 
0.612 0.613 0.614 0.615 
1, ( )Lq lI
 
0.250 0.250 0.250 0.250 
2, ( )Lq lI
 
0.250 0.250 0.250 0.250 
( )Lq l
 
1.000 1.000 1.000 1.000 
Vulnerability value 0.0383 0.0383 0.0383 0.0384 




Node 1 Node 2 Node 3 Node 4 
Node importance degree 1 3 5 5 
The number of failures 1 3 5 3 
Protective measures 1 1 3 3 




Node 1 Node 2 Node 3 Node 4 
Physical vulnerability index( 1 ) 0.000 0.000 0.000 1.000 
Node importance degree ( 2 ) 0.000 0.500 1.000 1.000 
The number of failures ( 3 ) 0.000 0.500 1.000 0.500 
Protective measures ( 4 ) 0.000 0.000 1.000 1.000 
Based on the above Table IV~VI, the weighting parameters in 
Table II can be obtained as follows: 1 0.503  ; 2 0.120  ; 
3 0.126  ; 4 0.251  . The prospect vulnerability of each 
node can be expressed in Table VII. 




Node 1 Node 2 Node 3 Node 4 
v( 1 ) 0.000 0.000 0.000 1.000 
v ( 2 ) 0.000 0.543 1.000 1.000 
v( 3 ) 0.000 0.543 1.000 0.543 
v( 4 ) 0.000 0.000 1.000 1.000 
Prospect value 0.000 0.134 0.497 0.942 
In order to verify the effectiveness of vulnerability as-
sessment more intuitively, the comparison on node vulnera-
bility is shown in Fig. 10. It can be seen from this figure that 
the physical vulnerability of CPN 4 is the highest, and the 
cyber vulnerability of CPN 3 is the highest. Moreover, the 
other three CPNs have the same physical vulnerability. After 
using cyber-physical vulnerability assessment, the prospect 
vulnerability of CPN 4 remains the highest. However, the 
prospect vulnerabilities of CPN 3, CPN 2 and CPN 1 de-
crease in turn. Therefore, it is not sufficient to consider only 
physical vulnerability or cyber vulnerability alone, and a 
combination of the two is needed. 




























Fig. 10 The prospect vulnerability of CPNs 
According to [42, 43], sensitivity analysis is an 
analytical technique to study the influence of the 
change of relevant parameters on an evaluation re-
sult from the perspective of quantitative analysis. 
To better demonstrate the impact of a change in an 
index on the prospect vulnerability of CPNs, the 
sensitivity coefficient is used herein. The sensitivity 
coefficient provides the ratio between the change 
rate of each index and the change rate of the evalu-
ation result, which can indicate the sensitivity of the 
evaluation result to a certain extent. For an index F, 
to be evaluated in a function or result A, the for-








                         
(35) 
where A is the variations in evaluation results; and 
F is the variations in F. Based on the theory above, 
the sensitivity of the four indicators to the prospect 
vulnerability of CPNs can be analyzed. The specific 
analysis process is divided into two steps: 1. For 
each of the CPN, a sensitivity analysis is performed 
on each of the indicators, respectively. The variation 
of the indexes is selected as 10%; 2. For each CPN, 
the sensitivity coefficients corresponding to each 
index change are calculated according to the result 
of the vulnerability change caused by each index 
change. After completing the above procedures, the 
following Fig. 11 can be obtained. 
 


























Fig. 11. The variations of prospect value caused  
by each index 
As can be seen from Fig. 11, the impact of the 
four vulnerability indicators on the prospect vul-
nerability for CPN 1 is basically 0. For CPN 2, the 
prospect vulnerability is mainly affected by the 
second and third indicators. When the two indica-
tors change by 10%, the foreground values change 
by 3.609% and 3.767%, and the impact of the re-
maining two indicators on the prospect value is also 
almost 0. For CPN 3, the prospect value is mainly 
affected by the latter three indicators. In the above 
sensitivity analysis for CPN 1, CPN 2 and CPN 3, 
the changes of prospect values are 1.814% and 
1871% and 3.419%, respectively. For CPN 4, the 
vulnerability is mainly affected by the first indicator, 
and the change of prospect value is 3.428%. The 
corresponding changes of the other three indexes 
are almost 0.946% and 0.536% and 1.804%, respec-
tively. In addition, to better analyze the impact of 
each index on the prospect vulnerability of CPNs, 
the sensitivity coefficients are calculated as follows. 
Table XIV  Sensitivity coefficient of CPNs 














CPN 1 0.000 0.000 0.000 0.000 
CPN 2 0.000 0.361 0.377 0.000 
CPN 3 0.000 0.181 0.187 0.342 
CPN 4 0.343 0.095 0.054 0.180 
To summarize, the sensitivity of CPN 1 to these four cate-
gories of indicators is the least. The prospect values of CPN 
2 and CPN 3 are mainly affected by the latter three indexes. 
The prospect value of CPN 4 is mainly affected by the first 
index.  
VI. 3. Verification of EMS 
A typical summer day in northern China is selected for 
the case study. The predicted power data of WT, PV, net 
load and total load are illustrated in Fig. 12, where net load 
refers to the difference between the total load and the DER gen-
eration.  
In this area, the changes of PV, WT and load in 24 
hours (one day) are shown in this figure. Solar irra-
diance in a day follows a regular pattern, i.e., it is 
the highest in the noon while very low in the early 
morning and late afternoon.  This also makes the 
PV power generation regular. However, because of 
the irregularity of wind speed and direction in 24 h, 
WT power generation is usually not regular. This 
also verifies the volatility of renewable power gen-
eration units. Furthermore, it is found that this area 
has higher electric load between 8: 00 and 16: 00, 
and very low demand between 0:00-4:00. It also 
shows that PV and WT generation alone cannot 
meet load requirement at particularly the time pe-
riod 0:00-8:00, and the energy management system 
needs to use resources from energy storage and 
controllable distributed generations to meet the 
load requirement, where flexible load and inter-
ruptible load are also properly controlled for the 























Fig. 12 Load demand and output power of PV and WT 
Fig. 13 shows the power consumption data of fixed, inter-
ruptible, and flexible loads during the day. 





















(a) Fixed load 
Time（h）















(b) interruptible load 

















(c) Flexible load 
Fig. 13 Power of the fixed and interruptible and flexible load 
As shown in Fig. 13 (a), the peak of fixed load mainly 
happens during 10:00- 16:00 and 18:00-22:00. From Fig. 13 
(b), the peak of interruptible load occurs during 12: 00-18: 
00, while Fig. 13 (c) shows that the peak of flexible load 
mainly occurs at 8:00-10:00 or 15:00-17:00. Fig. 14 shows 
the optimized flexible load and the corresponding net load curve. 
As can be seen from Fig. 14 (a), the flexible load is shifted from 
peak to the standard and off-peak periods.  

















(a) Flexible load 





















(b) The net load 
Fig. 14 Optimization results of flexible load and net load 
The optimized power output flows of energy 
storage unit, DERs (MT and FC) and the main grid 
are shown in Fig. 15. According to the optimized 
value of storage unit in Fig. 15 (a), the unit is in 
discharging status at 5:00-8:00 and 21:00-22:00.  
Compared with the net load curve in Fig. 15 (b), the 
discharging period of the energy storage is exactly 
the peak period of the net load, which helps to re-
duce high electricity cost at peak periods. It can be 
observed from Fig. 15 (b) that the output of con-
trollable DERs is relatively stable. However, the 
fluctuation in output power of the main grid is rel-
atively large, owning primarily to the high genera-
tion from the PV in the noon.  
















(a) The planned output power of energy storage unit 





















(b) Power outputs of controllable DERs and main grid 
Fig. 15 Optimization results of rolling optimization 
Fig. 16 and Fig. 17 show the cost before and after opti-
mization by using ordinary PSO and the improved PSO, 
respectively. 



















Fig. 16 Cost comparison by ordinary PSO 



















Fig. 17 Cost comparison by improved PSO 
Based on the above two figures, it is found that the over-
all cost of 24 hours before optimization is about $538.1; and 
it changes to $522.6 by using the ordinary PSO algorithm, 
and $293.5 by the improved PSO. This optimized cost by 
the improved PSO is about 54.5438% of the original cost 
before optimization. The DSR scheme obtained by ordinary 
PSO algorithm is obviously more costly than that obtained 
by improved PSO algorithm. This also shows that the ordi-
nary PSO algorithm is more likely to fall into the local op-
timal solution. 
The values of the objective function before optimization 
are all greater than zero, and the MG has only expenditures. 
However, after optimization, the total expenditure cost of 
MG is obviously reduced and the system has positive sav-
ings. 
VI. 4.  Verification of neighbor prediction 
In this subsection, the predicted generation data of DER1 
at 5:00 are assumed to be lost during the transmission to the 
EMS part. From subsection VI. 2, it is found that the inter-
rupted data can be transmitted by the input channel of DER 
2 because that the vulnerability of CPN2 is minimum. The 
corresponding optimized results are shown in Fig. 18. 




















Fig. 18 Cost comparison under interrupted data transmission 
As shown in Fig. 18, the solution can still optimize nor-
mally before 5:00. But at 5: 00, the predicted data of DER1 
is interrupted. To maintain the balance of power supply and 
demand, the cost has been increased. At the next moment, 
the optimization process can be carried out normally 
through neighbor prediction. Moreover, it is found that the 
overall cost of MG is reduced significantly. It also illus-
trates that the neighbor prediction method can effectively 
overcome the problem of data interruption. 
VII  Conclusion 
To effectively manage the data transmission interruption 
problem in MG operations,  a hybrid prediction-based en-
ergy management method is proposed in this paper. Inter-
ruptible, flexible and fixed loads are considered in the de-
mand response of MG energy management, where distrib-
uted energy resources and energy storage are also consid-
ered within the MG.  , Based on vulnerability assessment 
and prospective theory, a neighbor prediction method is 
proposed to solve the interruption problem in the process of 
transferring predicted data to the energy management sys-
tem. In the end, an optimization model considering demand 
side response is established, and an improved PSO algo-
rithm is proposed to solve the model effectively.  
Through the simulation analysis, it can found that the 
proposed hybrid prediction method can reduce at least 40% 
prediction error compared with method of  using MPC or 
ELM alone. The proposed optimal energy management 
solution can effectively schedule the output of DER genera-
tions and control the load, and the optimized cost has been 
reduced to 54.5438% of the original cost. When one hour’s 
data are lost, the energy management system still works 
properly, and it can save **% cost than the original case 
before optimization. Therefore, these case studies verify 
that the proposed energy management model works very 
well under both normal conditions and data interruptions. 
As a future work, different types of demand response pro-
grams and the impact of electric vehicles will be investi-
gated to obtain the optimal energy management plans for 
the microgrid.   
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