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A CELL FILTRATION OF THE RESTRICTION OF A CELL MODULE
FREDERICKM. GOODMAN, ROSS KILGORE, ANDNICHOLAS TEFF
ABSTRACT. We give a new proof that the restrictionof a cell module of the Hecke algebra of the symmet-
ric groupSn to the Hecke algebra ofSn−1 has a filtration by cell modules
1. INTRODUCTION
Let R be an integral domain and q be a unit in R . The Iwahori–Hecke algebra of the symmetric
group, denotedHn =Hn (q2), is the algebra presented by generators T1, . . . ,Tn−1, and relations
TiTj = TjTi , if |i − j |> 1,
TiTi+1Ti = Ti+1TiTi+1, for i = 1, . . . ,n − 2,
(Ti −q )(Ti +q
−1) = 0, for i = 1, . . . ,n − 1.
If v ∈Sn , and v = s i 1s i 2 · · · s i l is a reduced expression for v inSn , then Tv = Ti 1Ti 2 · · ·Ti l is well defined
in Hn (q2) and {Tv | v ∈Sn} is an R–basis of Hn (q2). It follows from this thatHn imbeds in Hn+1 for
all n ≥ 0.
The representation theory of Hn (q2) was studied by Dipper and James in [1, 2], generalizing the
approach to the representation theory of the symmetric groups via Specht modules in [4]. Murphy
developed a new combinatorial approach to the representation theory of the Hecke algebrasHn (q2)
in [9]. Murphy’s analysis involves certain elementsmλst of the Hecke algebra, indexed by Young dia-
grams λ of size n and a pairs of s, t of standard λ–tableaux. Murphy shows that his elements satisfy
the following properties:
(1) The collection of elements mλst, as λ varies over Young diagrams of size n and s, t vary over
standard λ–tableaux, is an R–basis ofHn (q2).
(2) For h ∈ Hn (q2), m
λ
sth =
∑
v
rvmλsv + x , where the coefficients rv ∈ R depend only on t and
h (and not on s) and x is in the R–span of basis elements m
µ
xy where µ is greater than λ in
dominance order.
(3) (mλst)
∗ =mλts, where ∗ is the algebra involution ofHn (q
2) defined by Tv
∗ = Tv−1 .
Independent of Murphy and more or less simultaneously, Graham and Lehrer [3] introduced a
theory of cellular algebras. A cellular algebra is an algebra A over an integral domain R with an R–
linear involution ∗, and auxiliary data consisting of a finite partially ordered set (Aˆ ,Ä) and for each
λ ∈ Aˆ a finite index set Aˆλ. A is required to have an R–basis aλst indexed by elements λ ∈ Aˆ and pairs
s, t in Aˆλ, having properties analogous to properties (2) and (3) of theMurphy basis, listed above. The
basis of A is called a cellular basis. Thus, in the language of Graham and Lehrer,Murphy showed that
his collection of elementsmλst is a cellular basis of the Hecke algebra Hn (q
2). For the Hecke algebra
Hn = Hn (q2), the relevant partially ordered set ( bHn ,Ä) is the set of Young diagrams of size n with
dominance order and the index set bHλn is the set of standard tableaux of shape λ.
Let A be a cellular algebra with data (∗, Aˆ ,Ä) and cellular basisA = {aλs,t : λ ∈ Aˆ and s, t ∈ Aˆ
λ}. Fix
λ ∈ Aˆ and define AˆÂλ to be the span of basis elements a
µ
xy with µÂλ, and likewise Aˆ
Äλ to be the span
of basis elements a
µ
xy withµÄλ. It follows that these are two–sided ∗–invariant ideals of A. Moreover,
for any fixed s ∈ Aˆλ, ∆λ = span{aλst + A
Âλ : t ∈ Aˆλ} is an A–submodule of AÄλ/AÂλ, which is free as
an R–module. Up to isomorphism, the cell module∆λ is independent of s. Graham and Lehrer show
that the cell module has a canonical bilinear form. When R is specialized to be a field, the quotient
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of the cell module by the radical of the bilinear form is either zero or simple, and all simple modules
arise in this way [3, Theorem 3.4].
Let A be a cellular algebra andM an A–module. Say thatM has an order preserving cell filtration if
M has a filtration by A–submodules:
(0) =M0 ⊂M1 ⊂ ·· ·M s−1 ⊂M s =M ,
such that for each i , there existsλ(i ) ∈ Aˆ such thatM i /M i−1 ∼=∆λ
(i )
, and,moreover,λ(1) Â λ(2) · · ·Â λ(s ).
This note concerns the following theorem regarding restrictions of cell modules of the Hecke alge-
brasHn =Hn (q2):
Theorem 1.1 (Jost, Murphy). Let n ≥ 1 and λ be a Young diagram of size n. Let ∆λ
Hn
be the corre-
sponding cell module of Hn . Then Res
Hn
Hn−1
(∆λ
Hn
) has an order preserving filtration by cell modules of
Hn−1.
Jost [5] has shown, using the Dipper–James description of Specht modules of the Hecke alge-
bras [1], that the restriction of a Specht module has a filtration by Specht modules. Together with
Murphy’s result that the cell modules of the Hecke algebras can be identified with the Specht mod-
ules [9, Theorem 5.3], this shows that the restriction of a cell module has a cell filtration.
It seems that there is no complete proof of Theorem 1.1 in the literature based on Murphy’s de-
scription of the cellular structure and representation theory of the Hecke algebras. The proof given
in [6, Proposition 6.1] has a gap, as it is not evident that the filtration of Res
Hn
Hn−1
(∆λ
Hn
) provided there
has subquotients isomorphic to cell modules of Hn−1 The purpose of this note is to give a detailed
proof of this fact.
Our treatment of this problem developed out of a correspondence with Andrew Mathas. In the
meanwhile, Mathas has also found a different approach, using the seminormal basis, which extends
also to the more general contexts of cyclotomic Hecke algebras and cyclotomic quiver Hecke alge-
bras [8].
We remark that there is a companion theorem regarding cell filtrations of induced modules:
Theorem 1.2 (Dipper–James, Murphy,Mathas). Letµ be a Young diagram of size n and let∆
µ
Hn
be the
corresponding cellmodule ofHn . Then Ind
Hn+1
Hn
(∆
µ
Hn
) has an order preservingfiltrationby cellmodules
ofHn+1.
Dipper and James showed that the induced module of a Specht module of Hn has a filtration by
Specht modules ofHn+1. Together with Murphy’s theorem [9, Theorem 5.3], this yields Theorem 1.2.
A different proof was recently given by Mathas [7]; this proof is based on Murphy’s theorem [9, The-
orem 7.2] on the existence of a cell filtration of permutationmodules ofHn .
2. PRELIMINARIES
Wewill assume familiarity with the usual combinatorial notions related to the representation the-
ory of the symmetric groups and their Hecke algebras. We refer to [6, Ch. 3] for details and notation.
For purposes of this note, for a Young diagram λ of size n , a tableau will mean an assignment of
the numbers 1, . . . ,n to the nodes of λ. We let T (λ) denote the set of all λ–tableaux and T Std(λ) the
set of standard λ–tableaux. We will let tλ denote the “superstandard" tableau of shape λ, in which
the numbers 1 through n are entered in increasing order from left to right along the rows of [λ]. Thus
when n = 6 and λ= (3,2,1),
tλ =
1 2 3
4 5
6
. (2.1)
We regard the symmetric group Sn as acting on the right on the set of numbers 1, . . .n . The sym-
metric groupSn acts on the set of tableaux of size n , by acting on the entries; this action is free and
transitive. The Young subgroupSλ is defined to be the row stabiliser of tλ in Sn . For each t ∈ T (λ),
letw (t) denote the unique permutation such that t= tλw (t).
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If λ is a Young diagram of size n , letmλ =
∑
v∈Sλ
q l (v )Tv , where l denotes the length function on
Sn . For standard tableaux s, t of shape λ, let
mλ
st
= T ∗w (s)mλTw (t).
These are Murphy’s basis elements, as described in the introduction. Define
mλ
t
=mλTw (t)+H
Âλ.
The set {mλt : t is a standard λ–tableau} is an R–basis of the cell module∆
λ. We will writeMλ for the
“permutationmodule"
Mλ =mλHn .
Let λ be a Young diagram of size n and let t ∈ T (λ). Call a node of λ addable if the addition of the
node toλ yields a Young diagramof size n+1. Define a removable node similarly. Letα be an addable
node of λ. Then we write t∪α for the tableau of shape λ∪α which agrees with t on the nodes of λ
and which has the entry n+1 in node α. If t is a standard λ–tableau and 1≤ k <n , let t ↓k denote the
tableau obtained by deleting from t the nodes containing k + 1, . . . ,n ; then t ↓k is a standard tableau
of size k .
For 1≤ i , j ≤ n , let
Ti ,j =
(
TiTi+1 · · ·Tj−1= T(j ,j−1,...,i ), if j ≥ i ,
Ti−1Ti−2 · · ·Tj = T(j ,j+1,...,i ), if i > j .
Lemma 2.1. Let λ be a Young diagram of size n, let α be a removable node of λ, and let µ= λ \α. Let
a be the entry of t λ in the node α. Let s∈ T (µ) be a µ–tableau. Then
w (s∪α) = (n ,n − 1, . . . ,a )w (s),
and
Tw (s∪α) = T(n ,n−1,...,a )Tw (s) = Ta ,nTw (s).
Proof. We have
s∪α= (tµ ∪α)w (s) = tλ(n ,n − 1, . . . ,a )w (s).
Therefore,
w (s∪α) = (n ,n − 1, . . . ,a )w (s).
Now one can check that (n ,n − 1, . . . ,a ) is a distinguished left coset representative of Sn−1 in Sn .
Therefore,
Tw (s∪α) = T(n ,n−1,...,a )Tw (s) = Ta ,nTw (s).
Lemma 2.2. Let λ be a Young diagram of size n, let α be a removable node of λ, and let µ= λ\α. Let r
be the row index of α and let b and a be the first and last entry in the r –th row of the standard tableaux
tλ. Write
D(α) = 1+qTa−1+q
2Ta−1Ta−2+ · · ·+q
a−bTa−1Ta−2 · · ·Tb .
Then
D(α)∗Ta ,nmµ =mλTa ,n . (2.2)
Proof. Let λ′ be the composition λ′ = (µ1, . . . ,µr ,1,µr+1, . . . ,µl ). One has T−1n ,aTjTn ,a = Tj+1 if a ≤ j ≤
n − 1. This follows from the identity in the braid group:
(σ−1a · · ·σ
−1
n−1)σj (σn−1 · · ·σa ) =σj+1,
for a ≤ j ≤ n − 1, where the elements σi are the Artin generators of the braid group. From this, we
obtain:
mλ′ = T
−1
n ,amµTn ,a .
Note that Sλ′ ⊂ Sλ and D(α) =
∑
q l (x )Tx , as where the sum is over the distinguished right coset
representatives ofSλ′ inSλ. Hencemλ =mλ′D(α), and the result follows.
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3. PROOF OF THEOREM 1.1
In this section we give a proof of Theorem 1.1. The proof is based on Murphy’s fundamental pa-
per [9], but we refer specifically to Mathas’ reworking of Murphy’s theory in [6, Ch. 3].
Let λ be a Young diagram of size n . We recall the definition of a Garnir tableau of shape λ, see [6,
page 33]. Suppose both (i , j ) and (i + 1, j ) are nodes of λ. The (i , j )–Garnir strip consists of all nodes
of λ in row i weakly to the right of (i , j ) together with all nodes in row (i + 1) weakly to the left of
(i + 1, j ). Let a be the entry of tλ in the node (i , j ) and b the entry of tλ in the node (i + 1, j ). The
(i , j )–Garnir tableau g = g(i ,j ) is the (row standard) tableau which agrees with tλ outside the Garnir
strip, and in which the numbers a ,a +1, . . . ,b are entered from left to right in the Garnir strip, first in
row i + 1 and then in row i .
Example 3.1. Let λ= (3,2,1) then
g(1,1) =
2 3 4
1 5
6
, g(1,2) =
1 4 5
2 3
6
, and g(2,1) =
1 2 3
5 6
4
. (3.1)
Fix λ a Young diagram of size n and a Garnir tableau g = g(i ,j ) of shape λ. All of the row stan-
dard λ–tableaux which agree with tλ outside the (i , j )–Garnir strip, apart from g, are in fact standard.
Moreover, a standard λ–tableau τ agrees with tλ outside the Garnir strip if and only if τÂ g. Define
hg =mλTw (g)+
∑
τÂg
mλTw (τ), (3.2)
where the sum is over standard λ–tableaux τÂ g. It follows from [6, Lemma 3.13] and the cellularity
of theMurphy basis that hg is an element ofMλ∩HÂλn . LetM
λ
0 be the rightHn–module generated by
the elements hg, as g varies over all Garnir tableaux of shape λ. Then we haveM
λ
0 ⊆M
λ ∩HÂλn .
Lemma 3.2. Mλ0 =M
λ ∩HÂλn .
Proof. By the proof of [6, Lemma 3.15], if t is a row standard λ–tableau that is not standard, then
mλTw (t) = x+h, where x is a linear combination ofMurphy basis elementsmλTw (v) (with v ∈ T Std(λ))
and h ∈Mλ0 . Thus we have
Mλ = span{mλTw (v) : v ∈ T
Std(λ)}+Mλ0 .
It follows from this thatMλ ∩HÂλn ⊆M
λ
0 .
Lemma 3.3. Let λ be a Young diagram of size n. Let S be a subset of the set of row standardλ–tableaux
and let I be a subset of {1,2, . . . ,n − 1}, with the following properties:
(1) If s∈ S and t is a row standard λ–tableau with tÄ s, then t ∈ S.
(2) If s∈ S and i ∈ I , with i and i + 1 in different rows of s, then ss i ∈ S.
LetHI be the unital subalgebra ofHn generated by {Ti : i ∈ I }. Then
M = span{mλTw (t) : t ∈ S ∩T
Std(λ)}+(Mλ ∩HÂλn )
is a rightHI –submodule of Mλ.
Proof. Let t ∈ S ∩ T Std(λ) and let i ∈ I . We have to show that mλTw (t )Ti ∈ M . If i and i + 1 are in
the same row of t, then mλTw (t )Ti = q2mλTw (t ). If i and i + 1 are in different rows and different
columns, then t′ = ts i ∈ S ∩T Std(λ) by hypothesis, andmλTw (t )Ti is a linear combination ofmλTw (t )
andmλTw (t ′). Finally, if i and i +1 are in the same column of t, then t′ = ts i is a row standard but not
standard, t′ ∈ S by hypothesis, andmλTw (t )Ti =mλTw (t ′). By [6, Lemma 3.15] and cellularity of the
Murphy basis,mλTw (t ′) = x +h where x is a linear combination of elementsmλTw (v) with v standard
and vÂ t′, and h ∈Mλ ∩HÂλn . By hypothesis, each such v is in S, somλTw (t )Ti =mλTw (t ′) ∈M .
Let λ be a Young diagram of size n and let t ∈ T Std(λ). For any 1≤ i ≤ n , let rowt(i ) denote the row
in which i appears in t.
Corollary 3.4. Let λ be a Young diagram of size n and let r ≥ 1. Then
span{mλTw (t ) : t ∈ T
Std(λ) and rowt(n )≥ r }+(M
λ∩HÂλn )
is a rightHn−1–submodule of Mλ.
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Proof. In Lemma 3.3, take S to be the set of row standard tableaux s such that rows(n ) ≥ r and take
I = {1,2, . . . ,n − 2}.
In the following discussion, [s] denotes the shape of a standard tableau s.
Corollary 3.5. Let λ be a Young diagram of size n and let γ be a node of λ. Let m denote the entry of tλ
in node γ. LetHm ,n be the unital subalgebra ofHn generated by {Tm , . . . ,Tn−1}. Then
span{mλTw (t ) : t ∈ T
Std(λ) and [t ↓m−1] = [t
λ ↓m−1]}+(M
λ∩HÂλn )
is a rightHm ,n–submodule of Mλ.
Proof. In Lemma 3.3, take S to be the set of row standard tableaux s such that [s ↓m−1] = [tλ ↓m−1]
and take I = {m , . . . ,n − 1}.
For the remainder of this section, we fix n ≥ 1 and a Young diagram λ of size n . Let α1, . . . ,αp be
the list of removable nodes of λ, listed from bottom to top, and let µ(j ) = λ \ αj . Let N0 = (0) and
for 1 ≤ j ≤ p , let N j be the R–submodule of ∆
λ
Hn
spanned by by the basis elements mλt such that
nodet(n ) ∈ {α1, . . . ,αj }. Then we have
(0) =N0 ⊆N1 · · · ⊆Np = Res
Hn
Hn−1
(∆λ
Hn
).
The explicit formof the assertion of Theorem 1.1 is that theN j areHn−1–submodules of Res
Hn
Hn−1
(∆λ
Hn
)
andN j /N j−1 ∼=∆
µ(j )
Hn−1
for 1≤ j ≤ p . The isomorphism is determined by
mµ
(j )
s
7→mλ
s∪αj
+N j−1. (3.3)
Corollary 3.6. For each j , N j is a rightHn−1-submodule of∆
λ
Hn
.
Proof. Immediate from Corollary 3.4.
Our goal is to show thatN j /N j−1 ∼=∆
µ(j )
Hn−1
asHn−1–modules, for each j ≥ 1.
Wefix one removable node α=αk of λ, andwriteµ=λ\α. LetD(α) be defined as in the statement
of Lemma 2.2. For aHn moduleM , we will write Res(M ) for Res
Hn
Hn−1
(M ). Because of Equation (2.2),
we have anHn−1–module homomorphism fromMµ to Res(Mλ) defined by
ϕ0 :mµh 7→mλTa ,nh.
If s∈ T (µ) is a µ–tableau, then we have
ϕ0(mµTw (s)) =mλTa ,nTw (s) =mλTw (s∪α),
by Lemma 2.1.
Letϕ be the composite homomorphism
ϕ :Mµ
ϕ0
−→ Res(Mλ)→ Res(∆λ
Hn
)→ Res(∆λ
Hn
)/Nk−1,
where the latter two maps are canonical quotient maps. We claim that ϕ factors through ∆
µ
Hn−1
.
Because of Lemma 3.2, it suffices to show that if g0 is a Garnir tableau of shape µ, thenϕ(hg0 ) = 0.
Let g0 be the (i , j )–Garnir tableau of shapeµ and let g be the (i , j )–Garnir tableau of shapeλ. There
are two cases to consider:
Case 1. The node α is not in the Garnir strip of g. In this case, there is a one to one correspondence
between row standard tableauxτ0 of shapeµ such thatτ0 Ä g0, and row standard tableauxτ of shape
λ such that τÄ g, given by
τ(n ,n − 1, . . . ,m ) = τ0 ∪α, (3.4)
wherem = g(α) = tλ(α). We claim that (when τ and τ0 are so related)
Tw (τ0∪α) = Tw (τ)Tm ,n . (3.5)
In fact, one can check that
τÂτsm Â τsm sm+1 Â · · ·Â τ(sm sm+1 · · · sn−1) =τ0 ∪α,
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and (3.5) follows. Now we have
ϕ0(hg0 ) =mλ
∑
τ0Äg0
Tw (τ0∪α)
=mλ
∑
τÄg
Tw (τ)
Tm ,n = hgTm ,n . (3.6)
Thus ϕ0(hg0 )∈M
λ ∩HÂλn , so ϕ(hg0 ) = 0.
Case 2. The node α is in the Garnir strip of g. Letm = g(α), the largest entry in the Garnir strip of
g. The row standard tableaux τ such that τ Ä g either have nodeτ(m ) = α or nodeτ(m ) = (i + 1, j ).
Let A be the set of τ such that nodeτ(m ) =α and let B be the set of τ such that nodeτ(m ) = (i + 1, j ).
The set A is in one to one correspondence with the set of row standard tableaux τ0 of shape µ with
τ0 Ä g0; the correspondence is given by
τ(n ,n − 1, . . . ,m ) = τ0 ∪α.
For τ and τ0 so related we have
Tw (τ0∪α) = Tw (τ)Tm ,n .
Thus we have
ϕ0(hg0 ) =mλ
∑
τ0Äg0
Tw (τ0∪α)
=mλ
 ∑
τ∈A
Tw (τ)
!
Tm ,n
= hgTm ,n −mλ
 ∑
τ∈B
Tw (τ)
!
Tm ,n
(3.7)
If τ ∈ B , then [τ ↓m−1] = [tλ ↓m−1]. By Corollary 3.5, for τ ∈ B , mλTw (τ)Tm ,n = x + h, where h ∈
Mλ ∩HÂλn and x is a linear combination of Murphy basis elements mλTw (v) with v ∈ T
Std(λ) and
[v ↓m−1] = [t
λ ↓m−1]. For such v, rowv(n ) ≥ i + 1, so the node of n in v is one of α1, . . . ,αk−1. Hence,
ϕ0(hg0 ) is contained in
Mλ ∩HÂλn + span{mλTw (v) : v∈ T
Std(λ) and nodev(n ) ∈ {α1, . . . ,αk−1}}.
It follows thatϕ(hg0 ) = 0. This completes the proof thatϕ factors through∆
µ
Hn−1
.
Themap ϕ¯ :∆
µ
Hn−1
→Res(∆λ
Hn
)/Nk−1 determined by ϕ satisfies
ϕ¯(m
µ
t ) =m
λ
t∪α+Nk−1,
so has rangeNk/Nk−1, and is an isomorphism onto its range. This completes the proof of Theorem 1.1.
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