This paper studies the Bayes estimator, the maximum likelihood estimator and the approximate likelihood estimator of the scale parameter for the Marshall-Olkin exponential distribution under the progressive type-II censored sample. All the estimators, Bayes estimator, maximum likelihood estimator and approximate likelihood estimator are presented and derived in simple forms. It observed that the Bayes estimator and the maximum likelihood estimator can not be solved analytically, hence it is solved numerically. Finally the comparison method is presented in order to compare the performance between these estimators.
Introduction
Let Z be a random variable from the Marshall-Olkin exponential distribution (MOE) distribution with the scale parameter and shape parameter . The probability density function (pdf) of Z is given as follow f (z) = e The pdf and cdf of standard MOE distribution are given respectively as follows:
(1 (1 )e x ) 2 ; 0 x < 1; > 0: (1.3)
(1 (1 )e x ) ; 0 x < 1; > 0: (1.4) where X = Z : Note that when = 1; in Eqs. (1.3) and (1.4) then the MOE distribution reduces to the standard exponential distribution, and when = 2; the MOE distribution reduces to the half logistic distribution. The hazard rate h(x) for the MOE distribution, is given by h(x) = 1 1 (1 ) e x ; x 0; > 0: [6] showed that when 1 then the hazard rate h(x) is increasing and if 0 < < 1; h(x) is decreasing. So the family of MOE distributions is an increasing failure rate (IFR) family when 1 and a decreasing failure rate (DFR) family when 0 < < 1: For more details see [10] and [12] .
Censored sampling arises in a life-testing experiment when ever the experimenter doesn't observe (either intentionally or unintentionally) the failure times of all units placed on a life-test. For example consider a life-testing experiment where n items are kept under observation, these items could be systems, computers, individuals in a clinical trial, in reliability study experiment, so that the removal of units from the experimentation is pre-planned and intentional, and is done in order to provide saving in terms of time and cost associated with testing. The data obtained from such experiments are called censored data. There are many types of censoring scheme, here we mention some of them, let us consider n unites are placed on a life-test then, type-I (time) censoring: Suppose it is decided to terminate the experiment at a pre-determined time t , so that only failure time of these items that failed prior to this time recorded, the data so obtained from this process constitute a type-I censored sample. Type-II censoring: If the experiment is terminated at the rth failure, that is at time X r:n , we obtain type-II censored sample, here r is …xed, while X r:n the duration of the experiment is random. Many articles in this literature have discussed inferential method under type-I and type-II censoring for various parametric families of distributions, for more details, see for example, [1, 3, 5, 7, 9, 11] .
A generalization of type-II censored sample is a progressive type-II censoring: Suppose n units taken from the same population are placed on a life test. At the …rst failure time of one of the n units, a number R 1 of the surviving units is randomly withdrawn from the test, at the second failure time, another R 2 surviving units are selected at random and taken out of the experiment, and so on. Finally at the mth failure, the remaining R m = n m R 1 R 2 ::: R m 1 unit are removed. In this scheme (R 1 ; R 2 ; :::; R m ) is pre-…xed. The resulting m order failure times, which denote by are referred to as progressive type-II censored order statistics. The special case when R 1 = R 2 = ::: = R m 1 = 0; so that R m = n m this scheme reduces to the conventional type-II censoring scheme, also when R 1 = R 2 = ::: = R m = 0; so that m = n , then no censoring happen ( complete data case). For more details discussion about progressive censoring, one may refer to [2] . If the failure times are based on an absolutely continuos distribution function F with probability density function (pdf) f; the joint probability density function of the progressive censored failure times X 1:m:n ; X 2:m:n ; :::; X m:m:n ; is given by f X1:m:n;:::;Xm:m:n (x 1 ; x 2 ; :::; x m ) = A(n; m 1)
where f (:) and F (:) are, respectively, pdf and (cdf) of the random sample and
The rest of the paper is organized as follows. In Section 2, approximate maximum likelihood estimator (AMLE) of the scale parameter of MOE distribution is presented and used as an initial starting points to …nd the maximum likelihood estimator (MLE) of : In Section 3, Bayes estimator of is studied and presented. Finally, in Section 4, numerical computations and calculations are presented to compare between these estimators .
Approximate Maximum Likelihood Estimation
In this section, we derive the AMLEs of the scale parameters of the MOE distribution under progressively type-II censored sample by using [2] It is known that
where U i:m:n is the ith progressively type-II censored order statistic from uniform U (0; 1) distribution. We then have
with
Consequently, By expanding F (x i ) using Taylor series expansion around the point i:m:n and keeping only the …rst two terms for approximation we get
where 
(2.4) Upon using Eq. (2.4) and (2.2), the AMLE of based on the progressively type-II censored sample can be obtained by solving Eq. (2.5)
after simplifying Eq. (2.5), we get
By solving the quadratic Eq. (2.6) with respect to , we obtain the AMLE of as
where
The AMLEs of scale parameters of MOE distribution could be used as starting points of the numerical solution in Newton-Raphson method of Eq.(2.4) to …nd the MLE of .
Bayes Estimation
In this section, we present the derivation for the Bayes estimator for the scale parameter of the MOE distribution. To see this, let Let Z 1 Z 2 ::: Z m be a progressively type-II censored sample from MOE distribution with pdf and cdf as in Eqs. (1.1) and (1.2) respectively. Let us consider the natural conjugate family of the prior distribution for parameter as follow:
The posterior density of is given by combining Eq. (1.5) with Eq. (3.1) as
2) The cdf of the Bayes estimator of under the square error loss (SEL) is the posterior mean and given by 
where E denote the expectation with respect to inverse gamma distribution. Since Eq.(3.4) can not be solved analytically, we use an approximation method for [13] to …nd the numerical approximate solution. To do this, we assume and
Since ( ) and ( ) are decreasing and increasing in (0; 1) respectively. Therefore Eq.(3.5) admits a unique solution for^ : Let L( ; z) be likelihood function of based on n observations and ( jz) denote the posterior distribution of . Then posterior mean of ( ) is given by
and
Following [13] , the Eq. (3.6) can be approximated as follow
where^ and^ maximize L ( ) and L( ) respectively. and are minus the inverse of the second derivatives of L ( ) and L( ) at^ and^ respectively. We applying this approximation to get the Bayes estimator of the scale parameter as follow
By substituting Eq. (3.10) and (3.11) in (3.9), the Bayes estimator^ AB of a function ( ) = under the SEL takes of the form
Numerical Computation
In this section, we present a simulation study and numerical computations to compare the performances of the di¤erent estimators, the AMLE's and Bayes estimator with the MLE's of . To this end, by using the algorithm presented by [4] , we generate progressively type-II censored samples from the standard MOE distribution where = 1. We compute the AMLE from Eqs. We present the results for the AMLEs, the MLEs and Bayes estimator when = 1 for some …xed shape parameter = 1:5; 2; 2:5; 3: in Table(1-4) . Finally, we present here an example for simulated data from MOE distribution to see the performance of the di¤erent estimators of the scale parameter from the MOE distribution.
Example 4.1 A progressively type-II censored sample of size m = 10 and a complete sample size n = 31 from MOE distribution with = 2 and censoring scheme (1; 2; 3; 4; 5; 0; 0; 0; 0; 6) was generating using Balakrishnan and Sandhu(1995) algorithm. The generated progressively type-II sample is it found that AMLE is 1.9938 , the MLE is 1.9986 and …nally Bayes estimator is 1.8041. Its observed that the MLE is the closest estimator to the scale parameter = 2 but the Bayes estimator is slightly far from = 2: This paper studied the estimators of the unknown scale parameter under progressively type-II censored samples from the MOE distribution. It is observed that the MLE and Bayes estimators cannot be solved analytically. The AMLE is used as starting point in …nding the MLE and [13] method is used to …nd the numerical approximate solution of Bayes estimator. It found that the performance of the MLE and the AMLE are very closed to each other but the Bayes estimator is slightly far from the MLE and AMLE.
