In this note, we give a simple proof of the main results of Majlender [Fuzzy Sets and systems, 155(2005) 
Introduction
Yager [6] introduced a new aggregation technique based on the ordered weighted averaging(OWA) operators. An OWA operator of dimension n is a mapping F : R n → R that has an associated weighting vector W = (w 1 , · · · , w n ) T of having the properties w 1 + · · · + w n = 1, 0 ≤ w i ≤ 1, i = 1, · · · , n, and such that
where b j is the jth largest element of the collection of the aggregated objects {a 1 , · · · , a n }.
In [6] , Yager introduced a measure of "orness" associated with the weighting vector W of an OWA operator, defined as
and it characterizes the degree to which the aggregation is like an or operation. One important issue in the theory of ordered weighted averaging operators is the determination of the associated weights. A number of approaches have been suggested for obtaining the associated weights, i.e., quantifier guided aggregation [6, 7] , exponential smoothing [1] and learning [8] . Another approaches, suggested by O'Hagan [3] , determines a special class of OWA operators having maximal entropy of the OWA weights for a given level of orness; algorithmically it is based on the solution of a constrained optimization problem. Full'er and Majlender [2] presented a class of OWA operators that have minimal variability OWA weights under any level of orness. Hong [4] provided a new proof supporting the minimum variance problem. Recently, Majlender [5] , based on the fundamental concept of parameteric entropy introduced by Rényi, extended and unify the former results by presenting a special class of OWA operators having maximal Rényi entropy of the associated weights for any level of compensation. This approach is based on the solution of the following parametric constrained mathematical programming problem:
n−i n−1
where p ∈ R and
And he derived problem (1) analytically for any level of orness applying the Kuhn-Tucker necessary conditions for optimality. In this note, we give a simple new method deriving the exact maximal Rényi entropy of the associated weights for any level of compensation for the problem (1).
Obtaining OWA weights with maximal Rényi entropy
If p > 1 then problem (1) can be reformulated as
In case of 0 < p < 1 then problem (1) turns into
We first consider the following two continuous functions:
Theorem 1. The optimal weight for the constrained optimization problem (2) for p > 1, should satisfy the equations
where a * , b * is determined by the constraints:
and H = {i |a
and let w i , i = 1, · · · , n be a weighting vector such that
We put (5) and (7) . Then, noting that w i = β i , i / ∈ H, we have
Since (4) and (6), and hence we have
We now show that
where the first inequality comes from the fact that β i /w * i ≥ −1, i = 1, · · · , n, the second inequality comes from the fact that a * i + b * ≤ 0 for i / ∈ H, and the fifth equality comes from (8) and (9). The equality hold if and only if β i = 0, i = 1, · · · , n which completes the proof.
In the followings we consider the case for 0 < p < 1.
Theorem 2. The optimal weight for the constrained optimization problem (3) for 0 < p < 1, should satisfy the equations
where a * , b * is determined by the constraints: We put w i = w * i + β i , i = 1, · · · , n. Then we have
w * i p .
