Abstract. In this article we consider the problem of unique continuation a class of high order equations of Korteweg-de Vries type which include the kdV hierachy. It is proved that if the difference w of two solutions of an equation of this form has certain exponential decay for x ą 0 at two different times, then w is identically zero.
Introduction
This article is concerned with a unique continuation principle for the equation
k`1 B n x u`P pu, B x u,¨¨¨, B p x uq " 0 , u " upx, tq, x, t P R, (1.1)
where n " 2k`1, k " 1, 2¨¨¨, and P is a polynomial in u, B x u,¨¨¨, B p x u, with p ď n´1. In particular, we will focus our attention to the case in which P has the form P pu, B x u,¨¨¨, B 2). Besides, we will also be considering equation (1.1) when the nonlinearity P has order p ď k.
The type of relation expressed in (1.2) , between the degree and the order of each monomial of P , is present in the nonlinearities of the collection of equations known as the KdV (Korteweg-de Vries) hierarchy. This set of equations was introduced by Lax in [14] in the process to determine the functions u " upx, tq for which the eigenvalues of the operator L :"
This formula can be applied to obtain a derivation of the equations in the hierarchy. Starting with G 0 puq " 3, with k " 0 we get the transport equation, with k " 1 the KdV equation, and, with k " 2, k " 3, and k " 4, we respectively find the equations B t u`B In spite of computational difficulties, it is possible to obtain exact expressions for all the equations in the hierachy (see [1] ). However, following a simple procedure, and without obtaining the explicit values for the coefficients, it can be proved (see [5] ) that the equations in the KdV hierachy (1.3) have the form of (1.1)-(1.2). When k is even we have made the change of variable x Þ Ñ´x and thus the linear term B n x u has been transformed into p´1q k`1 B n x u in (1.1). The aspects of local and global well-posedness of the initial value problem (IVP) associated with the general equation (1.1) have been considered in [9] and [10] , where Kenig, Ponce, and Vega proved that the (IVP) is locally well-posed in weighted spaces H s pRq X L 2 p|x| m dxq if s ě s 0 pkq, for some s 0 pkq and some integer m " mpkq.
For the (IVP) associated to (1.1)-(1.2), in [20] , Saut proved the existence of global solutions for initial data in Sobolev spaces H m pRq for m ě k, integer. By using a variant of Bourgain spaces, in [5] , Grünrok proved the local well-posedness for the (IVP) of equation (1.1) 1 " 1. We also refer to the articles [18] , [16] , [17] , [13] , which, among others, consider the problem of well-posedness for high order equations of KdV-type and especially for the equations of order five (k " 2).
Our main goal is to prove continuation principles for the equations (1.1)-(1.2) with n ě 5, which include the KdV hierarchy, and for the equations (1.1) with n ě 5 and p ď k. Roughly speaking, we will prove that if the difference w :" u 1´u2 of two sufficiently smooth solutions of equation (1.1)-(1.2) decays as expp´x 4{3`q at two different times, then w " 0. (Here x`:" 1 2 px`|x|q, and 4{3`means 4{3`ǫ for arbitrarily small ǫ ą 0). For (1.1) with p ď k we have a similar result if w decays as expp´ax n{pn´1for a ą 0 sufficiently large at two different times. This last result is coherent with the decay expp´cx n{pn´1of the fundamental solution of the linear problem associated with equation (1.1) (see [22] ). When the nonlineariy P has higher order as in (1.1)-(1.2), it is then necessary to impose a stronger decay on w.
The aspect of unique continuation has been studied for a variety of non-linear dispersive equations, and especially for the KdV and Schrödinger equations. In [21] , Saut and Sheurer considered a class of nonlinear dispersive equations, which includes the KdV equation, and proved that if a solution u of one of such equations vanishes in an open set Ω of the space-time space, then u vanishes in all horizontal components of Ω, that is, in the set tpx, tq | D y with py, tq P Ωu.
By using methods of complex analysis, in [2] , Bourgain proved that if a solution u of the KdV equation is supported in a compact set tpx, tq |´B ď x ď B, t 0 ď t ď t 1 u, then u vanishes identically.
In [11] , Kenig, Ponce and Vega, considered a solution of the KdV equation which vanishes only in two half lines rB,`8qˆtt 0 u and rB,`8qˆtt 1 u, and proved that this solution must be identically zero. A similar result was proved in [12] for the difference w " u 1´u2 of two solutions of the KdV equation. In [8] , Escauriaza et al. refined this result by only imposing the condition that wp¨, t 0 q and wp¨, t 1 q decay as expp´ax γ q, for γ " 3{2 and a ą 0 sufficiently large, together with a suplementary hypothesis of polynomial decay for u 1 and u 2 . This result is obtained by applying two types of estimates for the function w: Carleman type estimates, which express a boundedness of the inverse of the linear operator B t`B 3 x in L p´Lq -spaces with exponential weight; and a so-called lower estimate which bounds the L 2 -norm of w in a small rectangle at the origin with the H 2 -norm of w in a distant rectangle rR, R`1sˆr0, 1s.
For the fifth order equation (1.1) (k " 2), in [6] , Dawson proved a result similar to that in [8] with γ " 4{3f or the general case p ď n´1 " 4, and with γ " 5{4 for the case p ď 2.
In this article we consider equations (1.1) and (1.1)-(1.2) with arbitrary order n and prove the continuation principles stated in Theorems I and II below. For that, we follow the method traced in [8] . The greatest difficulty in this process is to manage the huge amount of terms arising in the computations of the operators involved in the lower estimate. We consider that the main contribution of our work is the presentation of a clear and organized procedure to obtain the lower estimate (see Lemma 4.6 and Theorem 4.8).
We now state our main results:
Theorem I. For odd n ě 5 , k " pn´1q{2, and α ą n`1 3 , suppose that u 1 , u 2 P Cpr0, 1s; H n`1 pRq X L 2 pp1x`q 2α dxqq are two solutions of the equation
with P as in (1.2), and let w :" u 1´u2 . If
for some ǫ ą 0, then w " 0.
The proof of Theorem I can be adapted to obtain a similar continuation principle for equation (1.1) when p ď k. In this case we require a weaker decay for wp0q and wp1q and consider some minor modifications in the polynomial decay hypothesis for u 1 and u 2 . For the sake of simplicity we state this result without making special emphasis in the optimal value of α.
Theorem II. For odd n ě 5, k " pn´1q{2, and α 0 ą 0 sufficiently large, suppose that u 1 , u 2 P Cpr0, 1s; H n`1 pRq X L 2 pp1`|x|q 2α0 dxqq are two solutions of the equation
with p ď k. Define w :" u 1´u2 . Then, there is a ą 0 ,which depends only on n, such that if
The article is organized as follows: In section 2 we prove that the exponential decay for w in the semi-axis x ą 0 is preserved in time. In section 3 we establish the Carleman type estimates and in section 4 we prove the lower estimates. Finally we give the proofs of Theorem I and Theorem II in section 5.
Throughout the paper the letters C and c will denote diverse positive constants which may change from line to line, and whose dependence on certain parameters is clearly established in all cases. Sometimes, for a parameter a, we will use the notations C a , Cpaq, and c a to make emphasis in the fact that the constants depend upon a. We frequently write f p¨sq to denote a function s Þ Ñ f psq. For a set A, χ A will denote the characteristic function of A. The symbols p and q will denote the Fourier and the inverse Fourier transform, respectively. The notations p x and q ξ will emphasize the facts that the Fourier transform and its inverse are taken with respect to specific variables x and ξ, respectively. For 1 ď p, q ă 8, A, B Ď R, D " AˆB, and f " f px, tq we will denote
We will use similar definitions when p " 8 or q " 8 and also for }f } L 
Exponential decay
In this section we prove that if the difference w of two solutions of (1.5) decays exponentialy at t " 0, then this decay is preserved at all positive times. This property will be crucial for the application of the Carleman estimates in the proofs of Theorems I and II.
Theorem 2.1. For odd n ě 5, k " pn´1q{2, and α ą pn`1q{4, let u 1 , u 2 P Cpr0, 1s; H n`1 pRq X L 2 pp1`x`q 2α dxbe two solutions of (1.1)-(1.2), and define w :" u 1´u2 . Let β ą 0 and suppose that wp0q P L 2 pe βx dxq. Then sup tPr0,1s
}wptq} L 2 pe βx dxq ă 8.
Then w is a solution of the differential equation
We will first prove that the theorem is valid provided we can construct a sequence tφ N u N PN of nondecrasing functions in C 8 pRq satisfying for all x P R the conditions
3)
6) where the constants C and C j are independent of N .
We multiply (2.2) by ϕ N u and, for t fixed, integrate in R. Thus, by applying integration by parts we obtain that 1 2
The integration by parts is justified as follows: since there is a constant C ą 0 such that }p1`x`q α u i ptq} L 2 ď C, and }u i ptq} H n`1 pRq ď C for all t P r0, 1s and i " 1, 2, by using integration by parts and truncation functions, it can be proved that the following interpolation property holds:
Since α ą pn`1q{4, it follows that, for 0 ď j ď k, p1`x`q pk`2q{4 B j x wptq P L 2 pRq, and thus, from (2.4) and (2.5) ϕ plq B j x wptq P L 2 pRq for all positive integers l. This implies that all the terms which appear in the procedure to obtain (2.7) are in a right setting for the application of the integration by parts.
Let us estimate the last term on the rand-hand side of (2.7). From (1.2) we have that
and thus
It is easily seen that
(2.11) We estimate I 2 , which, having the derivatives of the highest order, is the most critical term in (2.10). From (2.11),
We estimate only the second term on the right-hand side of (2.12), the other term being similar. We apply integration by parts to reduce the order of B m2 x w and obtain that ż pB m1 x u 2 q pB m2 x wq ϕ N w "
To analyse the terms in this sum we consider the cases r 2 " 0 and r 2 ě 1:
(i) If r 2 " 0 and r 3 " 0, then r 1 " n´2 and we bound the corresponding integral in (2.13) by
where C is independent of t P r0, 1s by the Sobolev embedding of H 1 pRq in L 8 pRq.
If r 2 " 0 and r 3 ě 1, then the maximum value of r 1 in (2.13) is n´4. Therefore, using the fact that
we bound the corresponding integral in (2.13) by
From (2.8) it can be seen that if Ψ P C 8 pRq is a truncation function with Ψ " 0 in p´8, 1s, and Ψ " 1 in
(2.15) In particular, for j " 0,¨¨¨, n´4, αp1´j`1 n`1 q ą n`1 4 p1´n´3 n`1 q " 1, and thus from the Sobolev embedding of
with C independent of t P r0, 1s. Thus (2.14) is bounded by C ş ϕ
(ii) If r 2 ě 1, then r 1 ď n´3. From (2.5) ϕ pr2q ď C r2 ϕ 1 ď Cϕ 1 for 1 ď r 2 ď n´2. Thus we bound the corresponding term in (2.13) by
Now, let us determine the maximum value of r 3 appearing in (2.13). For that, we observe that r 1`r2`2 r 3 " n´2 is odd, and thus the maximum value of r 3 occurs when pr 1 , r 2 q " p0, 1q or p1, 0q, which then gives r 3 ď pn´3q{2 " k´1.
Gathering the estimates of the cases (i) and (ii) above, and taking into account that r 3 ď k´1, we conclude that
Proceeding in a similar way, we obtain the same bound for |I 3 |,¨¨¨|I k`1 |, and thus for the left hand side of (2.10). Therefore, returning to (2.7) and using the fact that, from condition (2.5), |φ
To handle the terms in (2.19) having derivatives B j x w with j " 1,¨¨¨, k´1, we will show that given ε ą 0 there is a constant C ε ą 0 such that for j " 1,¨¨¨, k´1 ż ϕ
In fact, we first prove that ż ϕ
This can be seen by induction: by applying integration by parts, Young's inequality |xy| ď 1 2ε x 2`ε 2 y 2 , and the properties of ϕ N we can see that (2.21) is valid for j " 1. If we assume that (2.21) is valid for j´1, then, again integrating by parts and using Young's inequality ż ϕ
If we apply the induction hypothesis at level j´1, with
which gives (2.21). From a repeated application of (2.21) we obtain (2.20).
Therefore, taking into account that the first term on the right-hand side of (2.19) is negative, we can apply (2.20) with ε sufficiently small, to absorb with this negative term the integrals containing pB
which, from Gronwall's inequality and (2.3) implies that
where C is independent of t P r0, 1s and N . Since ϕ N pxq Ñ e βx as N Ñ 8, the conclusion of the theorem will follow by applying Fatou's Lemma on the left-hand side of the former inequality.
In this way, the proof of theorem 2.1 will be complete if we construct a sequence of functions ϕ N , satisfying the conditions (2.3) to (2.6). For that we proceed as follows:
Letφ P C 8 pRq be a nonincreasing function such thatφpxq " 1 for x P p´8, 0s, andφpxq " 0 for x P r1, 8q. For each N P N let φ N pxq " φpxq :"φpx´N q. Thus φ is supported in p´8, N`1s, and p1´φq in rN,`8q. We define θ N pxq " θpxq :" φβe
and ϕ N pxq " ϕpxq :"
Let us show that ϕ N satisfies the conditons (2.3) to (2.6).
Taking into account the support of p1´φq, we see that 0 ď θpxq ď φβe βx`p 1´φqβe βx " βe βx . Thus, by integrating ϕ 1 we have that 0 ď ϕpxq ď e βx . Besides, from the definition of ϕ it is clear that ϕ N pxq Ñ e βx as N Ñ 8. Thus ϕ satisfies (2.3).
To prove (2.4) it suffices to observe that for x ď N , ϕpxq ď e βN ď C N p1`x`q pk`2q{4 , while for x ą N ,
since k ě 2. Thus we have (2.4).
We proceed now to prove (2.6). For x ď N , ϕpxq " e βx " 1 β ϕ 1 pxq ď Cp1`x`qϕ 1 pxq. If x ą N , then, from (2.26), and using the fact that x ě 1, we see that
On the other hand, for x ą N ,
Therefore, from (2.27) and (2.28), taking into account the supports of φ and p1´φq we observe that for x ą N`1, xϕ 1 pxq ě Cϕpxq, while for N ă x ă N`1, we conclude that
from which (2.6) follows.
Finally, we verify (2.5). We observe that that for j " 1, 2¨¨¨, and fixed β ą 0,
where C j depends on β and j but is independent of N . Thus, the first inequality in (2.5) is proved. For the inequality φ 1 ď C φ in (2.5) we proceed by integrating the inequality φ 2 ď C φ 1 already established. This completes the proof of Theorem 2.1.
Remark 2.2. For the case of equation (1.1), with p ď k, we can establish a result similar to Theorem 2.1, by making minor modifications and some simplifications in the former proof. In the simple case p ď 1, for example for the equation
x u "´uB x u, it is possible to follow the procedure of the proof of Theorem 2.1 to establish, without the hypothesis of polynomial decay, that the exponential decay at t " 0 is preserved for t P r0, 1s. This can be done by taking ϕ N pxq :" ş x 8 θ N px 1 q dx 1 as in (2.25), with θ N pxq " θpxq :" φβe βx`p 1´φqβe´β px´2N q , instead of the functions θ N defined in (2.24). This functions ϕ N are bounded and satisfy (2.3) and (2.5) which is enough for this case.
Estimates of Carleman Type
In this section we obtain boundedness properties of the linear operator pB t`p´1 q k`1 B n x q´1, and its spatial derivatives up to order n´1, in spaces of the type L p´Lq with exponential weight e λx . We keep our exposition simple since we only use values of p and q in the set t1, 2,`8u.
Let D :" Rˆr0, 1s and, for R P R, let D R :" tpx, tq | x ě R , t P r0, 1su. We will denote
For k P N and n " 2k`1, let v P Cpr0, 1s; H n pRqq X C 1 pr0, 1s; L 2 pRqq be a function such that supp vptq Ă r´M, M s for all t P r0, 1s, for some M ą 0. Then, for λ ą 2 we have that
where C is independent of λ ą 2 and M , and pJf qp :" p1`|ξ| 2 q 1{2 p f .
Reasoning formally, supposse that e λx pB t`p´1 q k`1 B n x qg " h, and denote f " e λx g and T 0 " re
x e´λ x f " pB x´λ q n f , and thus the multipier operator representing T 0 via the Fourier transform is given by
We will write m 0 as
Since for a positive integer j, e λx B j x g " pB x´λ q j f , we have that
Then there is C ą 0 independent of h and λ ą 0 such that
Proof. Let apξq and bpξq be the real and imaginary parts of´pξ`iλq n , respectively. Then
We recall that for a P R and b " 0 1 τ`a`ib˘q τ ptq " c e´i at re´b t χ r0,8s ptqχ p0,8q pbq`e bt χ r´8,0q ptqχ p´8,0q pbqs ": G a,b ptq.
Since |G a,b | ď c, by taking inverse Fourier transform in the varible τ and using convolutions, it follows that for t P R
for those values of ξ such that bpξq " 0 (a finite set). In this way, applying Plancherel's identity and Minkowski's integral inequality we obtain (3.6).
Then there is C ą 0, independent of h and λ ą 2, such that
Proof. From (3.4) and (3.5)
Let us denote θ :" pξ`iλq{τ 1{n . Then
where r l :" a l`i b l , l " 1,¨¨¨, n, are the n th -roots of 1, and the c l can be computed by L'Hopital's rule to obtain that
Taking
except for a finite number of values of τ , and applying (3.7) (with ξ and x instead of τ and t, respectively) we obtain a collection of bounded functions G 1 ,¨¨¨, G l of x and τ such that
If |τ | ą 1, then it is clear that |rm j p¨, τ qsq ξ pxq| ď C, (3.11) with C independent of λ, x and |τ | ą 1. We can use (3.9) to prove that this function is bounded also for |τ | ď 1. To do this we will consider only the case j " n´1 " 2k, the other cases being similar. Let us observe from (3.5) thaťˇm
Hence, we can apply basic properties of convolution and Plancherel's identity to conclude that
which concludes the proof of Lemma 3.5.
We now proceed to prove Theorem 3.3.
Proof of Theorem 3.3:
We extend v to all t P R with value zero in R´r0, 1s, and call this extension again v. For ε ą 0, we consider a function η :" η ε P C 8 pR t q such that η ε " 0 in R´r0, 1s, η ε " 1 in rε, 1´εs, η 1 ě 0 in r0, εs, η 1 ď 0 in r1´ε, 1s, and η ǫ 1 ď η ε if ε 1 ă ε. Define g :" η ε p¨tqv. Then
For T j h 1 , we see from (3.5) that pT j h 1 qp " Cpξ`iλq j pT 0 h 1 qp, and apply the Sobolev embedding from H 1 pRq to L 8 pRq, Plancherel's identity, and Lema 3.4 to conclude that
Hence, from (3.12), (3.13), and (3.14) we have that
We now make ε Ñ 0 in this inequality and apply Fatou's Lemma on the left-hand side and the monotone convergence theorem in the second term of the right-hand side. For the first term on the right-hand side we use the fact that |η 1 ε | acts as an approximation of the identity on each one of the time intervals p0, εq and p1´ε, 1q. Thus, we obtain (3.2) after adding up in j.
The proof of (3.1) is similar but we use Lemma 3.4 instead of Lemma 3.5. This completes the proof of Theorem 3.3.
Lower estimates
In this section we prove that the L 2 -norm of w in a small rectangle Q " r0, 1sˆrr, 1´rs, with r P p0, 1q can be bounded by a multiple of the H n´1 norm of w in a distant rectangle rR, R`1sˆr0, 1s.
Lemma 4.6. Let φ P C 8 pr0, 1sq be a function with φp0q " φp1q " 0, and for R ą 1 and α ą 0 define ψ α px, tq :" ψpx, tq :" αp x R`φ ptqq 2 , x P R, t P r0, 1s. For n " 2k`1, suppose that g P Cpr0, 1s; H n pRqq X C 1 pr0, 1s; L 2 pRqq is such that gp0q " gp1q " 0 and the support of g is contained in the set A 1,5 :" tpx, tq | t P r0, 1s , 1 ď x R`φ ptq ď 5u.
Then, there is a constant C " Cpnq ą 0 and a constant C " Cpn, }φ
where }¨} :" }¨} L 2 pDq .
Proof. Let f :" e ψ g and observe that e ψ B j x g " e ψ B j x e´ψf " pB x´ψx q j f , and e ψ B t g " pB t´ψt qf . Therefore, if we denote T :" e ψ pB t`p´1 q k`1 B n x qe´ψ " pB t´ψt q`p´1q k`1 pB x´ψx q n , then, to prove the inequality in (4.1) we must prove that
Let B :"´ψ x "´2 α R ϕ, where ϕpx, tq :"
x R`φ ptq. We will study the operator pB x´ψx q n " pB x`B q n in the following manner:
Each one of the terms in the expansion of this operator is of the form T 1¨¨¨Tn , where each T i is either B x or B. For m and l with m`l " n we will denote by rm, ls the sum of the terms T 1¨¨¨Tn in this expansion with T i " B x for m values of i, and T i " B for l values of i. The number of terms of rm, ls in the binomial expansion of pB x`B q n is then given by`n l˘"`n m˘: " n!{m! l!. Applying integration by parts in D, for the class of functions satisfying the hypotheses given for g, we observe that rm, ls is a symmetric operator if m is even and is an antisymmetric operator if m is odd.
In this way, we write p´1q
where S " rn´1, 1s`rn´3, 3s`¨¨¨`r2, n´2s`r 0 , n s`p´1q
r n , 0 s`rn´2, 2s`¨¨¨`r3, n´3s`r1, n´1s´p´1q
(4.4) Let us denote by x¨,¨y the inner product in the (real) space L 2 pDq. Then
We will now estimate each one of the four terms on the right hand side of (4.6).
To estimate xS 1 f, A 1 f y we observe that this product is a sum of terms of the form xrm, n´msf, rr, n´rsf y, with m even and r odd, say m " 2k 1 , r " 2k 2`1 , k 1 , k 2 P t0,¨¨¨, ku. Using the fact that B xx " ψ xxx " 0, we can apply integration by parts to obtain that xrm, n´msf, rr, n´rsf y " k1`k2 ÿ
where P k1,k2,j pB, B x q " c k1,k2,j B pn´mq`pn´rq´ν B ν x , with ν`2j " m`r. Since B "´ψ x "´2 α R ϕ, B x "´ψ xx "´2 α R 2 , we have that
Therefore,
For each j in the former expression we will separate the term having the highest power of α. Thus we write,
(4.10) We will concentrate upon the terms I j and will refer to the terms II j as lower order terms (l.o.t.).
For each j we will now compute the term I j . If m ď n and l " n´m, then rm, ls is a sum of operators of the form T " T 1 T 2¨¨¨Tn where T i " B x for m indices i, and T i " B for the remaining l indices i. We apply the product rule for derivatives to expand T and consider the terms in its expansion containing the derivatives of highest order: B . This leads to (see the illustration below)
where r 1 , r 2 ,¨¨¨r n depend upon the position of the m operators B x in the expression of T , and the notation l.d.t. stands for "lower derivative terms".
To illustrate this, let us take for example the case with n " 9, m " 3, l " 6, and consider the operator
But, the operator T p˚q :" T n¨¨¨T2 T 1 , is also present in the expansion of rm, ls, and
Therefore, if T " T˚we have from (4.11) and (4.12) that
It can be seen that if T " T p˚q , then the same expression is valid. Since there are`n m˘t erms in the expansion of rm, ls we conclude from (4.13) that
In this way, for m " 2k 1 , r " 2k 2`1 , j " k 1`k2 " 1 2 pm`r´1q, l " n´m, s " n´r, we apply integration by parts to observe that xrm, lsf, rr, ssf y "`n m˘`n r˘´ż
According to the definition of I j in (4.10), and from the first equality in (4.9), to obtain I j we add the high order terms terms in the former expression with k 1`k2 " j and 0 ď k 1 , k 2 ď k. In this way, we obtain that
We will prove in Lemma 4.7 below that A n j " nˆn´1 j˙ě n, for all integers n ě 3 odd and all j ď n´1, (4.17) and in particular all the coefficients A n j are positive. Regarding the lower terms II j , we see from (4.10) and (4.8) that
Thus, from (4.10), using (4.15) and (4.18) we have that
We now turn our attention to the product xψ t f, A 1 f y in (4.6). For r " 2k 1`1 , k 1 " 0,¨¨¨, k and s " n´r, taking into account that ψ txx"0 , and using integration by parts we see that xrr, ssf, ψ t f sy "
where
ψ tx with ν`2j " r.
Since ψ t " 2αp
x R`φ qφ 1 " 2αϕφ 1 and ψ tx " 2α
R , we have that
In this way, from (4.20) and proceeding as we did to obtain (4.9),
To estimate the term xS 1 f, B t f y in (4.6) we notice that, since S 1 is the sum of operators of the form T 1 ,¨¨¨T n as described above, from the product rule for differentiation we see that B t rpS 1 f qs " S 1t f`S 1 B t f , where S 1t is a sum of compositions of the form Q 1 Q 2¨¨¨Qn where one of the Q 1 i s is B t and the others are either B or B x . In this way, by applying integraton by parts we conclude that
Therefore xS 1 f, B t f y "´1 2 xS 1t f, f y. Proceeding as we did to obtain (4.20) to (4.21) we see that xS 1t f, f y has the same form as the right hand side of (4.21).
To conclude the computation of (4.6) we see that
We return to (4.6) and compare the terms of the form (in (4.19)) and α n´2j R n´2j (in (4.21)).
Since from the hypotheses of the lemma, 1 ď ϕ ď 5 in the support of f , we conclude that there is a constant
q ą 1 such that if we take α ą CR n{pn´1q , then, the leading terms in (4.19) with coefficient
2n´2j´1 {R 2n´2j absorb the other terms appearing in (4.19) , as well as all terms in (4.21), and (4.22). Therefore, from (4.6) and (4.5) we have that
where C depends only upon n.
To prove (4.2) we must obtain an expression similar to (4.23) with the integrals ş pB j x f q 2 replaced by ş ppB xB q j f q 2 . To do that, using integration by parts, we observe that for m " 1,¨¨¨, n´1,
Since
where C 1 ą 0 depends only on n. Now, from (4.23) we see that, if K n´1 is a constant with 0
Thus, applying (4.25) with m " n´1, we conclude that
Therefore, by choosing K n´1 " min tA
and in this way we obtain an expression similar to (4.23) with the first integral term ş pB n´1 x f q 2 replaced by ş ppB x`B q n´1 qf q 2 . Notice that from (4.17), K n´1 ą 0. Proceeding in a similar manner, using (4.26), succesively applying (4.25) with m " n´2, n´3,¨¨¨, 1, and taking adequate values of K n´2 ,¨¨¨, K 1 ą 0, we can perform the replacement of the remaining integrals. Since the mintK 1 ,¨¨¨, K n´1 u ą 0, (4.2) follows and the proof of Lemma 4.6 is complete.
We now prove that all the coefficients A n j defined in (4.16) are positive. Lemma 4.7. For integer k ě 1, let n " 2k`1. Then, for j " 0,¨¨¨, n´1,
Proof. Using the formula p1`xq n " ř n r"0`n r˘x r we see that for x, β P R, x " 0, p1`βq n´1 p1´βq n´2 p1`βq n p1´βq n´1 "´4p1´β 2 q n´1 .
In this way,
which, with together with (4.28), gives (4.27).
In the following theorem we apply Lemma 4.6 to the difference w of two solutions of equation (1.1) to obtain a bound of the L 2 -norm of w in a small rectangule with the H n´1 norm of w in a distant rectangle rR´1, Rsˆr0, 1s.
Theorem 4.8. Let ε ą 0. For r P p0, 1q, R ą 2 and u 1 , u 2 P Cpr0, 1s; H n pRqq solutions of equation (1.1) define w " u 1´u2 , Q " r0, 1sˆrr, 1´rs, and
Suppose that }w} L 2 pQq ě δ ą 0. Then there exist constants C ą 0, C˚" C˚pn, rq ą 0, and R 0 ą 1 such that
where, Notice that for the KdV Hierarchy, p " n´2, and thus we have an exponential e C˚R 4{3`i n (4.30).
Proof. From (1.1), by a procedure similar to that used to obtain (2.11), it can be seen that w is a solution of the equation
x w "´rP pz 1 q´P pz 2 qs "´p
where each F j is a polynomial in B j1
x u 1 and B j2
x u 2 with j 1 , j 2 ď p ď n´1. From the embedding of H 1 pRq in L 8 pRq, the functions F j " F j px, tq are bounded in D " Rˆr0, 1s. Let φ P C 8 pr0, 1sq be a function such that φ " 0 in r0, r 2 s Y r1´r 2 , 1s, φ " 4 in rr, 1´rs, φ increasing in r r 2 , rs, and decreasing in r1´r, 1´r 2 s. Let us choose functions r µ, r θ P C 8 pRq, such that r µ " 0 in p´8, 1s, r µ " 1 in r2, 8q, r θ " 1 in p´8, 0s, r θ " 0 in r1, 8q, and define µ R px, tq " µpx, tq :" r µp x R`φ ptqq and θ R pxq " θpxq :" r θpx´Rq. Let g :" µθw. Then, it can be seen that in the support of µθ, 1 ď w¯.
To obtain a bound for the L 2 -norm of the right-hand side of the former expression we take into account the following facts: The derivatives B in this set whose area is of order R. Also, B r x θ (r ě 1) is supported in rR, R`1sˆr0, 1s, and e ψ ď e 25α in this rectangle. Besides, w, the functions F j , and all the derivatives of µ, θ, and w, are bounded by a constant independent of R. From this considerations, and applying Lemma 4.6 we obtain that
Let C be the constant in Lemma 4.6. Then C " Cpn, rq. If we take α " p1`CqR 1`s , with s ě 1 n´1 , then α ą CR n n´1 , and for j " 1,¨¨¨, p
and therefore, after discarding the terms with j ą p on the left-hand side of (4.33), and bearing in mind the definition of A R pwq given in (4.29), we have that
We will choose s ě 1 n´1 in such a way that spn´p´1{2q´1{2 ą 0, that is, s ą 1{p2n´2p´1q. Then, by making R sufficiently large we can make the left-hand side of (4.34) more than twice the first term on the right-hand side, allowing the absortion of this last term to obtain that
To choose the appropriate value of s we see that if p ď pn´1q{2 " k, then
, and we choose s " 1{pn´1q. Then with α " p1`CqR 1`s " p1`CqR pn´1q{n , we have (4.35) for large R.
If pn´1q{2 ď p ď n´1, that is if pn`1q{2 ď p ď n´1, then, with ǫ ą 0 and s " 1{p2n´2p´1q`ǫ, that is, with α " p1`CqR 2pn´pq 2pn´pq´1`ǫ , we obtain (4.35) for large R. Since x R`φ ptq ě 4 in Q :" r0, 1sˆrr, 1´rs and µ " 1, and θ " 1 in Q, we can replace the left-hand side of (4.35) by a smaller amount to conclude that for R sufficiently large
Hence, with γ as in (4.31), and α " p1`CqR γ ,
Since }w} L 2 pQq ě δ ą 0, by making R sufficiently large we can absorb the last term on the right-hand side of the former inequality with the left-hand side to obtain (4.30) with C˚" 9p1`Cq, which completes the proof of Theorem 4.8.
Proofs of Theorem I and Theorem II
For Theorem I we present a proof which can be adapted with minor changes to prove Theorem II.
Proof of Theorem I.
Since from hypothesis (1.6), e
wp0q} L 2 pRq ď C a ă 8 for all a ą 0. The same property holds for wp1q. Also, by an interpolation argument similar to that in (2.8)
Suppose that w does not vanish identically in D :" Rˆr0, 1s. Then, there is a rectangle Q :" rx 0 , x 0`1 sr r, 1´rs, for some x 0 P R and r P p0, 1q, such that }w} L 2 pQq ą 0. If we consider translationsũ i of u i , defined byũ i px, tq :" u i px`x 0 , tq, i " 1, 2, then, it can be seen thatũ 1 ,ũ 2 , andw :"ũ 1´ũ2 , satisfy the hypotheses of Theorem I. In this way, making a translation if necessary, we can suppose without loss of generality that Q " r0, 1sˆrr, 1´rs.
Let η P C 8 pRq be a function supported in p0, 1q and such that ş η " 1. For R ą 1 and N ą 4R`1, define φ R,N pxq " φpxq :" ş x 8 ηpx 1´R q´ηpx 1´Ndx 1 . Then φ R,N " 1 in rR`1, N s, supp φ R,N Ď rR, N`1s and |φ pjq R,N | ď c j with c j independent of R and N . We will apply Theorem 3.3 to the function v R,N " v :" φ R,N w. From (4.32) with p " n´2, v satisfies
For λ ą 2 we now apply together (3.1) and (3.2) in Theorem 3.3 to v. We use (5.2), Hölder's inequailty, and the fact that }¨} L 2
, and take into account that φ is supported in rR, N`1s and its derivatives φ pjq are supported in rR, R`1s Y rN, N`1s, to obtain that
where C does not depend on λ, N , and R.
Taking into account the specific form of the polynomial P in (1.2), since ř n´1 j"0 F j B j x w " P pz 1 q´P pz 2 q, we see from (2.9), and (2.11) that each F j is a polynomial in B . From this decay of the functions F j we conclude that, by taking R sufficiently large, the norms involving these functions in II and III of (5.3) can be made small in such a way that II and III can be absorved by the left-hand side of (5.3).
After we perform this absortion, and taking into account that φ " 1 in r4R, 4R`1s, we replace the left-hand side of (5.3) by a smaller amount to obtain that }e λx w} L 2 pr4R,4R`1sˆr0,1sq`n´1 ÿ From the decay hypothesis (1.6) of w and the exponential decay preservation proved in Theorem 2.1, it follows that }e λx wptq} L 2 pRq ď C λ ă 8, for all λ ą 0 and all t P r0, 1s. From an interpolation argument similar to that in (2.8), we also have that }e λx B j x wptq} L 2 pRq ď C λ , for j " 1,¨¨¨, n. Therefore, IV ď Ce For a ą 0 to be determined later, we take λ " aR 1{3`ǫ{2 . Since λx " aR 1{3`ǫ{2 x ď ax 4{3`ǫ{2 for x ě R, we have from (5.6 Where C˚" C˚prq. If we fix a ą C2 , then by taking R Ñ 8 we conclude that }w} L 2 pQq " 0, which contradicts the original assumption }w} L 2 pQq " 0. Then we conclude that w " 0, and Theorem I is proved.
Proof of Theorem II.
From Remark 2.2, w satisfies (2.23). With β " 1, after applying Gronwall's inequality and taking N Ñ 8, we can conclude that for t 0 P r0, 1s ż e x wptq 2 ď C ż e x wpt 0 q 2 for all t P rt 0 , 1s. (5.9)
By making the change of variables x Þ Ñ´x and t Þ Ñ 1´t, and taking into account that w P Cpr0, 1s; H n`1 pRqX L 2 pp1`x´q 2α0 dxq we can also see that ż e´xwptq 2 ď C ż e´xwpt 0 q 2 for all t P r0, t 0 s. (5.10)
Thus we can conclude that if wpt 0 q " 0, then w " 0.
We will find a constant a ą 0 such that if wp0q, wp1q P L 2 pe ax n{pn´1q q, then w " 0. We reason by contradiction. Suppose that w does not vanish identically in D :" Rˆr0, 1s. Then, by the uniqueness argument just given, w does not vanish identically in D 0 :" Rˆr1{3, 2{3s. Therefore, there is a rectangle Q :" rx 0 , x 0`1 sˆr1{3, 2{3s such that }w} L 2 pQq ą 0. By making a translation if necessary, we can suppose without loss of generality that Q " r0, 1sˆr1{3, 2{3s. We now continue applying the same arguments used to prove Theorem I, using λ " aR 1{pn´1q instead of aR 1{3`ǫ{2 . In this case we apply Theorem 4.8 with p ď k, and C˚" C˚p1{3q and choose a " C2`1 ą C2 , which gives a value of a which depends only on n.
