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Resume { Le probleme d'estimation et de poursuite de sous-espaces joue un ro^le tres important dans une variete d'applications
modernes de traitement du signal. Cet article elabore une version orthogonale de l'algorithme PAST (Projection Approximation
Subspace Tracking) pour l'evaluation et la poursuite rapide du sous-espace principal ou/et des composantes principales d'une
sequence de vecteurs aleatoires. L'algorithme PAST orthogonal (OPAST) converge au moins aussi rapidement que le PAST. De
plus, l'algorithme OPAST garantit l'orthogonalite de la matrice de poids a chaque iteration. Nous proposons une implementation
rapide de l'algorithme OPAST en O(np) operations par iteration ou n est la taille du vecteur d'observation et p est la dimension
du sous-espace principal.
Abstract { Subspace estimation and tracking play an important role in a variety of modern signal processing applications.
This paper elaborates on an orthogonal version of the PAST (projection approximation and subspace tracking) algorithm for fast
estimation and tracking of principal subspace or/and principal components of a vector sequence. The orthogonal PAST (OPAST)
algorithm has a faster convergence rate than the PAST algorithm. Moreover, the OPAST algorithm guarantees the orthogonality
of the weight matrix at each iteration. Like the PAST algorithm, the OPAST algorithm can be implemented with only O(np)
ops where n is the dimension of the vector sequence and p is the dimension of the principal subspace.
1 Introduction
Les techniques sous-espaces jouent un ro^le fondamental en
estimation statistique et en traitement d'antennes. En ef-
fet, ces techniques sont largement utilisees dans des appli-
cations telle que la compression de donnees, l'identication
de systeme, le ltrage, l'estimation de parametres, et la
reconnaissance des formes. Dans les quelques annees
passees, nombreux algorithmes ont ete proposes pour
l'estimation et la poursuite du sous-espace principal, e.g.,
[1]-[9]. En particulier, la methode Oja [2] a recu une
consideration speciale et a ete utilisee dans certaines ap-
plications reelles [3]. Il a ete etabli dans [4] que la methode
Oja peut e^tre vue comme une technique de gradient ap-
proximee pour la minimisation d'une certaine fonction
d'erreur quadratique moyenne (EQM). Suite a cette
methode de gradient approximee, d'autres methodes plus
rapide d'estimation et de poursuite du sous-espace prin-
cipal ont ete developpees. Parmis les methodes les plus
robustes et les plus ecaces, nous trouvons la methode
PAST (Projection Approximation Subspace Tracking) pro-
posee dans [4]. La methode PAST utilise la me^me fonction
d'erreur quadratique moyenne que la methode Oja plus
une approximation simplicatrice dite `approximation de
projection'. La vitesse de convergence de la methode PAST
est en generale largement superieure a celle de la methode
Oja. Aussi, dans presque toutes les situations la methode
PAST converge vers une matrice orthogonale dont les ve-
cteurs colonnes generent le sous-espace principal. Cepen-
dant dans certains cas particuliers, peut avoir un compor-
tement oscillatoire et ne pas converger (voir [9] pour plus
de details). Pour resoudre ce probleme (i.e., assurer la con-
vergence globale de la methode) et, plus important, pour
garantir l'orthogonalite de la matrice de poids a chaque
iteration, nous presentons ici une nouvelle methode PAST
orthogonale (algorithme OPAST). L'algorithme OPAST
s'implemente avec une complexite lineaire, i.e., 4np+O(p
2
)
ops au lieu de 3np+O(p
2
) ops pour l'algorithme PAST.
Aussi, l'algorithme OPAST converge aussi rapidement (par-
fois me^me plus rapidement comme observe sur la Figure
2) que l'algorithme PAST original.
2 L'algorithme OPAST
2.1 Rappel sur le PAST
Soit fr(k)g une sequence de vecteurs aleatoires n  1 de
matrice de covariance C = E(r(k)r(k)
H
). Considerons le
probleme d'estimation du sous-espace principal engendre
par fr(k)g, de dimension p < n, suppose co^ncider avec le
sous-espace engendre par les p vecteurs propres principaux
de la matrice de covariance C.
Considerons la fonction scalaire d'EQM (Erreur Qua-
dratique Moyenne)
J(W) = E(kr WW
H
rk
2
)
= Tr(C  2W
H
CW) +W
H
CWW
H
W)(1)
avec W 2 C
np
. Il est montre dans [4, 5] que
 W est un point stationnaire de J(W) si et seule-
ment si W = U
s
Q, ou U
s
est une matrice n  p
contenant p vecteurs propres distincts de C et Q est
une matrice p p unitaire.
 Tous les points stationnaires de J(W) sont des points
selles a moins queU
s
contienne les p vecteurs propres
dominants de C. Auquel cas, J(W) atteint son mi-
nimum global.
La minimisation iterative de (1) mene a la forme suivante
de l'algorithme PAST [7]
W(i) = CW(i  1)(W
H
(i  1)CW(i  1))
 1
ou CW(i   1) est un terme de puissance et (W
H
(i  
1)CW(i  1))
 1
un terme de normalisation. Dans des ap-
plications de poursuite, on peut simplement remplacer la
matrice de covariance C par sa version recursive :
C(i) = C(i  1) + r(i)r
H
(i)
ouC(i 1) est la matrice de covariance estimee a l'iteration
i  1, et  est un facteur d'oubli choisi entre (0; 1].
Dans [4], une implementation rapide de l'algorithme
PAST est proposee basee sur l'approximation dite `ap-
proximation de projection', c.-a-d.,C(i)W(i)  C(i)W(i 
1) qui est valide lorsque la matrice de poids W(i) change
lentement avec i. Avec cette approximation, le produit
C(i)W(i  1) et l'inversion (W
H
(i  1)C(i)W(i  1))
 1
peuvent e^tre calcules en O(np) operations (voir [4] pour
plus de details). Plus precisement, en denissant
Z(i)
def
= (W
H
(i  1)C(i)W(i  1))
 1
; (2)
l'algorithme PAST est donne par les equations de mise a
jour suivantes:
W(i) = W(i  1) + p(i)q
H
(i)
q(i) =
1

Z(i  1)y(i)
y(i) = W
H
(i  1)r(i)
(i) =
1
1 + y
H
(i)q(i)
p(i) = (i)(r(i) W(i  1)y(i))
Z(i) =
1

Z(i  1)  (i)q(i)q
H
(i)
2.2 Algorithme OPAST
L'algorithme OPAST est une modication de l'algorithme
PAST ou la matrice de poids W(i) est forcee a e^tre or-
thonormale a chaque iteration. Avec des notations infor-
melles, on ecrit
W(i) :=W(i)(W
H
(i)W(i))
 1=2
(3)
ou (W
H
(i)W(i))
 1=2
designe l'inverse d'une racine carre
de (W
H
(i)W(i)). Pour calculer cette derniere, nous uti-
lisons l'equation de mise a jour de W(i). Gra^ce au fait
queW(i  1) est maintenant une matrice orthogonale, on
obtient
W
H
(i)W(i) = I+ kp(i)k
2
q(i)q
H
(i)
= I+ xx
H
; (4)
ou nous avons utilise le fait que W
H
(i   1)p(i) = 0, I
etant la matrice identite, et x
def
= kp(i)kq(i). Ainsi
(W
H
(i)W(i))
 1=2
= (I+ xx
H
)
 1=2
or
(I+ xx
H
)
 1=2
= I+
1
kxk
2
 
1
p
1 + kxk
2
  1
!
xx
H
= I+ (i)q(i)q
H
(i); (5)
ou (i)
def
=
1
kq(i)k
2
(
1
p
1+kp(i)k
2
kq(i)k
2
  1). En substituant
(5) dans (3) et en utilisant l'equation de mise a jour de
W(i), on obtient nalement
W(i) = (W(i  1) + p(i)q
H
(i))
(I+ (i)q(i)q
H
(i))
= W(i  1) + (i)W(i  1)q(i)q
H
(i)
+ (1 + (i)kq(i)k
2
)p(i)q
H
(i)
= W(i  1) + p
0
(i)q
H
(i) (6)
ou p
0
(i) = (i)W(i   1)q(i) + (1 + (i)kq(i)k
2
)p(i).
L'algorithme OPAST se resume donc comme suit:
W(i) = W(i  1) + p
0
(i)q
H
(i)
q(i) =
1

Z(i  1)y(i)
y(i) = W
H
(i  1)r(i)
(i) =
1
1 + y
H
(i)q(i)
p(i) = (i)(r(i) W(i  1)y(i))
(i) =
1
kq(i)k
2
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1
p
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2
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2
  1)
p
0
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(i)W(i  1)q(i) + (1 + (i)kq(i)k
2
)p(i)
Z(i) =
1
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(i)q(i)q
H
(i)
3 Discussion
Nous discutons ici les performances de l'algorithme OPAST
et etablissons le lien entre l'OPAST et la methode de puis-
sance naturelle (Natural Power NP) developpee dans [8, 9].
3.1

Evaluation de Performance
Ci-dessous une breve comparaison des performance du
PAST et de l'OPAST. L'evaluation de performance porte
sur l'erreur d'estimation, la (vitesse de) convergence, et la
complexite numerique des 2 algorithmes consideres.
 Erreur d'estimation: En fait, nous avons 2 types
d'erreur d'estimation. Il y a d'abord l'erreur sur
l'estimation du sous espace qui est sensiblement la
me^me pour les 2 algorithmes (voir les resultats de si-
mulation). Il y a ensuite l'erreur sur l'orthogonalite
de la matrice de poids. Cette erreur est nulle pour
l'OPAST qui garantie l'orthogonalite de la matrice
de poids a chaque iteration, alors que pour le PAST
nous avons seulement une convergence asymptotique
de la matrice de poids vers une matrice orthogonale.
 Convergence: L'algorithme OPAST peut e^tre vu
comme un algorithme de puissance naturelle (voir
3.2). La convergence de la methode OPAST decoule
donc naturellement de celle de la methode NP etablie
dans [9]. Pour la methode PAST la convergence de
l'algorithme (bloc) n'est pas toujours garantie dans
le sens ou l'algorithme peut osciller indeniment
entre deux valeurs de la matrice de poids (voir [9]).
La vitesse de convergence asymptotique du PAST
ainsi que celle de l'OPAST dependent exponentielle-
ment du rapport de la pieme et la (p+1)ieme valeur
propre de C (voir [9]). Toutefois, pour les premieres
iterations de l'algorithme nous avons observe (voir
Figure 2) que l'OPAST peut converger plus rapide-
ment que le PAST selon le choix du point initial de
l'algorithme.
 Complexite: La complexite de calcul de l'algorithme
OPAST est de 4np+O(p
2
) ops par iteration. Elle
est donc legerement superieure a celle de l'algorithme
PAST de 3np+O(p
2
) ops par iteration.
3.2 Lien entre l'OPAST et la methode NP
Dans [8, 9], une methode de puissance naturelle (NP) pour
l'estimation et la poursuite de sous espaces a ete intro-
duite. La methode NP est une methode iterative ou la
mise a jour de la matrice de poids est donnee par
W(i) = CW(i  1)(W(i  1)
H
C
2
W(i  1))
 1=2
(7)
ou la normalisation par (W(i  1)
H
C
2
W(i  1))
 1=2
ga-
rantie l'orthogonalite de W(i). dans les applications de
poursuite, C est remplacee par sa version recursive C(i)
a l'iteration i.
On montre ici que l'algorithme OPAST peut e^tre vu
comme une implementation particuliere de la methode
NP. En eet, l'equation de mise a jour de l'OPAST s'ecrit
W(i) = C(i)W(i  1)Z(i)
W(i) := W(i)(W(i)
H
W(i))
 1=2
: (8)
ou Z(i) est denie par (2). En substituant (8) dans (8),
on obtient
W(i) = C(i)W(i  1)Z(i)

(Z(i)(W(i   1)
H
C
2
W(i  1))Z(i)

 1=2
or nous avons
1
(ABA)
 1=2
= A
 1
B
 1=2
En appliquant cette relation avec A = Z(i) et B =W(i 
1)
H
C
2
W(i   1), nous obtenons l'equation (7) de la
methode NP.
Il est important ici de souligner les avantages de
l'algorithme OPAST par rapport a l'algorithme NP3 pro-
pose dans [8]. L'OPAST est plus rapide que NP3 (4np+
O(p
2
) ops pour l'OPAST au lieu de 8np + O(p
2
) ops
pour NP3). L'OPAST est toujours stable (du moins sur
l'ensemble des simulations realisees) alors que NP3 peut
e^tre instable (cette instabilite a ete observee dans cer-
tains contextes notament celui de l'exemple 2 de simu-
lation). Enn, l'expression de W(i) donnee par l'OPAST
est plus compacte (i.e., somme de 2 termes seulement)
que celle donnee par NP3. Cette propriete est importante
lorsque l'algorithme considere est cascade avec d'autres
algorithmes adaptatives, e.g., [10, 11].
4 Simulations
Nous presentons dans cette section deux exemples de si-
mulation pour illustrer les performances de l'OPAST.
Exemple 1: On considere ici p = 4 signaux sources
independants et a bande etroite recus sur une antenne
lineaire uniforme a n = 10 capteurs. La distance entre
deux capteurs voisins est egale a la moitie de la longueur
d'onde. Le rapport signal sur bruit (SNR) des signaux
sources est de 20dB, 20dB, 10dB, et 5dB, respectivement.
Le facteur d'oubli est xe a  = 0:99 et a l'initialisation
W(0) est une matrice n  p orthogonale choisie
aleatoirement. Nous avons realise 100 tirages de Monte-
Carlo et a chaque tirage, les directions d'arrive des sources
(DOA) sont choisies aleatoirement suivant une loi de dis-
tribution uniforme sur [0 ]. Sur la gure 1, on compare
l'erreur d'estimation du sous espace pour les algorithmes
PAST et OPAST. L'erreur d'estimation du sous espace est
denie par
kfI W(i)(W(i)
H
W(i))
 1
W(i)
H
gU
s
U
H
s
k
2
=p
ou U
s
denote une matrice orthogonale n  p generant le
sous espace principal de C. Sur cette exemple, l'OPAST
et le PAST ont (en moyenne) la me^me erreur d'estimation
du sous espace.
Exemple 2: Nous considerons ici un systeme CDMA (code
division multiple access). Le recepteur est constitue par
une antenne uniforme a 3 elements. Nous considerons un
ensemble de p = 4 utilisateurs utilisant des sequences
d'etalement GOLD de longueur N = 7 [10]. Ainsi, la
dimension du vecteur d'observation est n = 3N = 21.
Les SNRs et les DOAs des utilisateurs sont (8dB; 0

),
(16dB; 40

), (16dB; 50

), et (16dB; 30

), respectivement.
Dans ce contexte, l'estimation sous espace est utilisee pour
1
On a (A
 1
B
 1=2
)
H
(ABA)(A
 1
B
 1=2
) = I ou A et B sont
deux matrice Hermitiennes inversible donnees.
la detection multi-utilisateurs en aveugle (voir [10, 12]
pour plus de details). Comme dans l'exemple precedent,
le facteur d'oubli est  = 0:99 et W(0) est une ma-
trice orthogonale aleatoire. La gure 2 montre les erreurs
d'estimation du sous espace en fonction du nombre
d'iterations pour les algorithmes PAST et OPAST. Comme
on peut le voir, dans cette situation l'algorithme OPAST
converge plus rapidement (du moins pour sur les premieres
iterations) que l'algorithme PAST.
5 Conclusion
Nous avons elabore une version orthogonale rapide de
l'algorithme PAST. L'algorithme propose (OPAST) ga-
rantie l'orthogonalite exacte de la matrice de poids a
chaque iteration. L'algorithme OPAST est stable et con-
verge globalement (avec une vitesse de convergence expo-
nentielle) vers la solution exacte. Nous avons etablie le lien
entre l'algorithme OPAST et la methode de puissance na-
turelle (NP). Cependant, il est montre que l'algorithme
OPAST est meilleur que la version rapide (algorithme
NP3) de la methode de puissance naturelle.
References
[1] P. Comon and G. H. Golub, \Tracking a few extreme
singular values and vectors in signal processing", Proc.
of the IEEE, vol. 78, no. 8, pp. 1327{1343, Aug. 1990.
[2] E. Oja, \A simplied neuron model as a principal com-
ponent analyser", J. Math. Biology, vol. 15, pp. 267{
273, 1982
[3] S. Y. Kung, K. I. Diamantras, and J. S. Taur, \Adap-
tive principal component extraction (APEX) and ap-
plications", IEEE-T-SP, vol. 42, no. 5, pp. 1202{1217,
May 1994.
[4] B. Yang, \Projection Approximation Subspace Tra-
cking," IEEE-T-SP, vol. 44, no. 1, pp. 95-107, Jan.
1995
[5] B. Yang, \Asymptotic convergence analysis of the pro-
jection approximation subspace tracking algorithms",
Sig. Processing, vol. 50, pp. 123{136, 1996.
[6] C. Riou, and T. Chonavel, \Fast adaptive eigenvalue
decomposition: a maximum likelihood approach," in
Proc. IEEE ICASSP, pp. 3565{3568, 1997.
[7] Y. Hua, T. Chen, and Y. Miao, \A unifying view of a
class of subspace tracking methods", Proc of the 1998
Symposium on Image, Speech, Signal Processing and
Robotics, Vol. 2, pp. 27-32, Hong Kong, 3-4 Sept 1998.
[8] Y. Hua, Y. Xiang, T. Chen, K. Abed-Meraim, and Y.
Miao, \Natural power method for fast subspace tra-
cking", to appear in Proc. NNSP, 1999.
[9] Y. Hua, Y. Xiang, T. Chen, K. Abed-Meraim, and Y.
Miao, "A new look at the power method for fast sub-
space tracking", submitted to IEEE-T-SP, Jan. 1999.
[10] A. Chkeif, K. Abed-Meraim, G. K. Kaleh, and Y.
Hua, \Blind adaptive multiuser detection with use of
linear antenna arrays in CDMA systems", submitted
to IEEE-T-Comm., Dec. 1998.
[11] A. Chkeif, K. Abed-Meraim, and G. Kawas Kaleh,
\Adaptive Multiuser Interference Cancelation: Algo-
rithms and Performance Analysis," to appear in Proc.
GLOBECOM, 1999.
[12] X. Wang and V. H. Poor, \Blind Adaptive Multiu-
ser Detection in Multipath CDMA Channels Based
on Subspace Tracking," IEEE Trans. on Sig. Process.,
vol.46, no. 11, pp. 3030-3044, Nov. 1998.
0 100 200 300 400 500 600 700 800 900 1000
−13
−12
−11
−10
−9
−8
−7
−6
−5
−4
−3
Nombre d’iterations
E
rr
eu
r 
S
ou
s 
E
sp
ac
e
OPAST
PAST 
Fig. 1:
0 50 100 150 200 250 300 350 400 450 500
−30
−25
−20
−15
−10
−5
0
Nombre d’iterations
E
rr
eu
r 
S
ou
s 
E
sp
ac
e
OPAST
PAST 
Fig. 2:
