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Abstract
Background: The use of genomic selection in breeding programs may increase the rate of genetic improvement,
reduce the generation time, and provide higher accuracy of estimated breeding values (EBVs). A number of
different methods have been developed for genomic prediction of breeding values, but many of them assume
that all animals have been genotyped. In practice, not all animals are genotyped, and the methods have to be
adapted to this situation.
Results: In this paper we provide an extension of a linear mixed model method for genomic prediction to the
situation with non-genotyped animals. The model specifies that a breeding value is the sum of a genomic and a
polygenic genetic random effect, where genomic genetic random effects are correlated with a genomic
relationship matrix constructed from markers and the polygenic genetic random effects are correlated with the
usual relationship matrix. The extension of the model to non-genotyped animals is made by using the pedigree to
derive an extension of the genomic relationship matrix to non-genotyped animals. As a result, in the extended
model the estimated breeding values are obtained by blending the information used to compute traditional EBVs
and the information used to compute purely genomic EBVs. Parameters in the model are estimated using average
information REML and estimated breeding values are best linear unbiased predictions (BLUPs). The method is
illustrated using a simulated data set.
Conclusions: The extension of the method to non-genotyped animals presented in this paper makes it possible to
integrate all the genomic, pedigree and phenotype information into a one-step procedure for genomic prediction.
Such a one-step procedure results in more accurate estimated breeding values and has the potential to become
the standard tool for genomic prediction of breeding values in future practical evaluations in pig and cattle
breeding.
Background
Genomic selection [1] has become the new paradigm in
animal breeding programs using marker-assisted selec-
tion. It may increase the rate of genetic improvement,
reduce the generation time, and provide higher accuracy
of estimated breeding values (EBVs). Genomic predic-
tion of breeding values can be based on a linear mixed
model using matrix computations or a non-linear mix-
ture type of model using Markov chain Monte Carlo
(McMC) procedures. In this paper we provide a natural
extension of a linear mixed model to the situation with
non-genotyped animals.
A marker-based relationship matrix has been used by
a number of authors, in particular VanRaden in [2] and
[3], but also Gianola and van Kamm [4] in a dual for-
mulation of their model. The types of genomic relation-
ship matrices studied here are on the form
Gm m phm p ( ) () () ,  
T (1)
as in VanRaden [3], but other types of genomic rela-
tionship matrices are discussed in the discussion section.
In VanRaden [3] it is assumed that all animals are geno-
typed, which is unlikely to be a common scenario. In par-
ticular, in pig breeding it is probable that only boars or
other selection candidates are genotyped, and in cattle
breeding, traits being recorded for millions of animals it
is very unlikely that all will be genotyped. We present an
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mals are genotyped. The approach presented here com-
bines the relationship matrix (1) with a model for the
markers. By marginalisation of the markers of non-geno-
typed animals a natural extension of (1) is obtained. The
resulting extension of the genomic relationship matrix is
t h es a m ea st h eo n ed e r i v e di nL e g a r r ae ta l .[ 5 ] ,b u tt h e
details in the derivation are somewhat different and the
derivation therefore sheds more light on this result.
To capture genetic variation not associated to the mar-
kers in a given SNP-panel, the model can also contain a
polygenic genetic effect with the usual pedigree derived
additive relationship matrix, as considered by [4,6]
among others. The extension of the genomic relationship
matrix to non-genotyped animals together with the addi-
tion of the polygenic effect provide a natural one-step
procedure to blend the information from relatives and
the genomic information into a combined genomically
enhanced breeding value (GEBV). Genomic prediction
with both a polygenic effect and with incomplete geno-
typing has been considered by a number of authors.
Using a joint model for phenotypes and markers and
using Bayesian inference, a general solution to sample
missing markers in each McMC iteration has been sug-
gested [4,7]. However, with a large number of SNP mar-
kers and many animals without genotypes such a
solution seems computationally unfeasible in practice. In
Gianola et al. [7] bivariate models are suggested, where
the two traits are the traits of the genotyped and non-
genotyped animals, respectively, and the genetic effect for
a genotyped animal is the sum of a polygenic effect and a
genomic effect whereas the genetic effect for a non-geno-
typed animal is just a polygenic effect (correlated with
the polygenic effect of the genotyped animals). Since the
model does not contain a genomic genetic effect for the
non-genotyped animals, the phenotypic information from
non-genotyped animals closely related to a given geno-
typed animal does not propagate properly into the esti-
mate of the genomic genetic effect for this animal.
Alternatively, the approach by Baruch and Weller [8]
involves several steps, where first, expected genotypes are
computed for non-genotyped animals, then marker
effects are estimated (using expected genotypes for non-
genotyped animals), phenotypes are adjusted by known
or expected marker effects, and finally polygenic EBVs
are computed from adjusted phenotypes. Although
somewhat similar in idea to the approach taken here, the
approach in [8] does not propagate any uncertainty from
one step in the procedure to the next step, and the effects
are not estimated simultaneously.
Methods
We assume that markers are summarised into a gene
content matrix, m (mij =- 1 ,w h e nt h eS N Pj of
individual i is 11, mij = 0 for 12, and mij = 1 for 22),
and we use capital letters Mij to denote when the mar-
kers are random variables. For the genomic relation-
ship matrix (1), the matrix p is the expectation of M,
i.e. the entries in column j are pj =2 ( rj -1 / 2 )w i t hrj
being the allele frequency of the second allele at loci j,
and h is a diagonal matrix chosen such that E[G(M)] =
A, the usual pedigree derived additive relationship
matrix. In VanRaden [3] three different genomic rela-
tionship matrices are presented, where the first two
are on the form in (1), and here, we focus on the first
one
G m mp mp s ( ) () () /  
T (2)
with s = ∑j 2rj(1 - rj).
The model is as follows
y X Za Zg e    , (3)
where y is phenotype, X and Z are incidence matrices,
b denotes fixed effects, e is error, aN A a ~( , ) 0
2  is the
polygenic genetic effect, and gN G m g
obs ~( , ( ) ) 0
2 
 is
the genomic genetic effect. Here A is the usual pedigree
derived additive relationship matrix, and G*(m
obs)i st h e
extension of (2) to be derived in the following section.
In the following sections, first, we derive the extension
of the marker based relationship matrix, G*(m
obs), and
second, we study the variance-covariance matrix of the
combined genetic effect g + a. Then procedures for
parameter estimation using AI-REML, and breeding
value estimation are presented. Finally, a simulation data
set is described.
Genomic relationship matrix with a relationship of
markers
Gengler et al. [9] suggested that missing genotypes could
be modelled using the usual mixed model methodology
with relationship matrix A.W en o wc o m b i n et h a ti d e a
with the genomic relationship matrix on the form (1).
For simplicity, the derivation is made for the form (2),
but it is straight-forward to generalise to (1) also.
The model for the genomic genetic effect is as follows
gM N G M G M M pM p s g | ~ ( , ( ) ) , ( ) () () / , 0
2  with
T  
where M is the gene content matrix. We assume that
E[Mj]=1 pj, Var(Mj)=vjA, with A the usual relationship
matrix, vj =2 rj(1 - rj), and s = ∑j vj. The covariances of
Mj,a n dMj’ for two different loci j ≠ j’ are on the form
Cov(Mj, Mj’)=vj,j’ A where the vj,j’ sa r eu n s p e c i f i e d
since they are cancelling in the derivations that follow.
We split M into two sub-matrices containing the ani-
mals with observed genotypes and those without,
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M
M
M
obs
miss 








,
and in the following we distinguish between small
letter m
obs (observed realisation of random variables
M
obs) and capital letter M
miss (unobserved markers are
random variables). In Appendix A, the mean vector and
variance-covariance matrix of the conditional distribu-
tion [g|m
obs]( w i t hM
miss marginalised out) are shown
to be
EV a r [| ] , [| ] ( ) , gm gm Gm
obs obs
g
obs 
 0
2 
Where
Gm
Gm Gm A A
AAG m AAG m
obs
obs obs
obs o


  ()
() ()
() (
11
1
12
21 11
1
21 11
1 b bs AA A AAA )
.
11
1
12 22 21 11
1
12
 







 (4)
When all animals have been genotyped, G*(m
obs)=G
(m
obs), and when no animals have been genotyped, G*
(m
obs)=A, which makes the extension in (4) rather ele-
gant. We assume that the distribution of [g|m
obs] is mul-
tivariate normal, which for the non-genotyped animals is
not strictly true, but an approximation.
The inverse of the genomic relationship matrix may
be obtained from the inverse of A,
A
A A AA A A A A A A AA 
   

  1 11
1
11
1
12 22 21 11
1
12
1
21 11
1
11
1
12 22 () (  
 

  
AAA
AA A AA A AA A A
21 11
1
12
1
22 21 11
1
12
1
21 11
1
22 21 11
1
)
() ( 1 12
1 )
.








(5)
Using some algebra, the inverse of the genomic rela-
tionship matrix becomes
Gm
G m AA A AAA AA A
obs
obs

  

 
()
() ( )
1
1
11
1
12 22 21 11
1
12
1
21 11
1
1 11
1
12 22 21 11
1
12
1
22 21 11
1
12
1
21 11
1
2
 
 


AA A A A
AA A AA A A
()
() ( 2 22 1 1 1
1
12
1
1
11
1
1 0
00










 











AAA
Gm A
A
obs
)
()
.
(6)
Considering the terms in (6), because of the low
dimension of G(m
obs) and A11 a direct inversion of these
matrices should be possible for practical computations,
and A
-1 is a sparse matrix which can be computed
directly without constructing A itself and using standard
techniques. To compute A11 there might be cases where
most of the A matrix has to be computed, potentially
causing a memory storage problem.
Alternatively, A11 =( ( A
-1)
-1)11 may be computed using
the formula (5) on A
-1 and using sparse matrix compu-
tation. The formula (6) requires that G(m
obs)i si n v e r t i -
ble which may not actually be the case. In the next
section this problem is automatically solved by combin-
ing the genomic genetic effect g with the polygenic
effect a.
We also note that the determinant equals
det( ( )) det( ( ))det( ), Gm G m A AAA
obs obs   22 21 11
1
12
where A22 - A21 A11
1  A12 is easily obtained from A
-1,
and the determinant can be computed using sparse
matrix computation.
The combined genetic effect
The combined genetic effect is the sum of the genomic
genetic effect and the polygenic effect,  g =g+a ,a n d
using this notation the model (3) may now be written as
yX Z ge     , (7)
where  gN G m A g
obs
a ~( , ( ) ) 0
22 
  . Introducing the
notation w ag a  
22 2 /( ) and   gga
222 , then
  gN G gw ~( , ) , 0
2 
with  Gw =( 1-w)G*(m
obs)+wA. Substituting (4) and
rearranging the terms, we obtain
 G
GG A A
AAG AAG AA A AAA
w
ww
ww



  
11
1
12
21 11
1
21 11
1
11
1
12 22 21 11
1
1 12








,
where
Gw G m w A w
obs   () ( ) . 1 11
The parameter w is interpreted as the relative weight
on the polygenic effect, and it may be estimated from
data as shown in the next section or be chosen to equal
a small value.
Similar to the previous section the inverse equals
() ,  G
GA
A w
w 

 
 








1
1
11
1
1 0
00
(8)
and here Gw is necessarily invertible when w > 0 (even
when G(m
obs) is singular).
Variance component estimation
Here we consider parameter estimation using average
i n f o r m a t i o n( A I ) - R E M Lb a s e do nt h em i x e dm o d e l
equations [10,11]
XX XZ
ZX ZZ G g
Xy
Zy wg
TT
TT
T
T 























 ()   
12 

 

, (9)
where    gg e 
 (/)
22 1 .W ew i l ln o te n t e ri n t o
details, but just note that the sparse structure of the left
hand side matrix in (9) is the cornerstone for the fast
computation of the AI-matrix used in the numerical
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t e r m si nt h i sm a t r i x ,t h e nZ
TZ i sas p a r s em a t r i x ,a n d
from (4) we see that  Gw
1 h a ss o m es p a r s es t r u c t u r e ,
although Gw
1 is a dense matrix. Depending on the pro-
portion of animals genotyped it may in some cases not
be necessarily advantageous to compute the AI-matrix
using (9), but instead an AI-REML algorithm based on
the inverse phenotypic variance-covariance matrix,
()   
gw e GI
22 1 
 , could be used, see [12]. Here, we
assume that the majority of animals are not genotyped
and use the sparse structure of G*(m
obs)
-1 for AI-REML
based on the mixed model equations.
The AI-REML method based on the mixed model
equations is implemented in software DMU [13] and
requires input in the form of the vector of phenotypes,
the nonzero entries of  Gw
1 and the log-determinant log
(det(  Gw )) = log(det(Gw)) + log(det(A22 - A21 A11
1  A12)).
For a given w the software provides estimates of  g
2
and  e
2, values of the REML log-likelihood at the maxi-
mum and (when required) BLUE solution ˆ  and BLUP
solution  ˆ g . Here, the parameter w is estimated by using
a grid of values, i.e. w = 0.01, 0.03, ..., 0.19, and comput-
ing the REML log-likelihood for each value. The result-
ing profile likelihood curve, log ˆ() Lw , has a peak at the
estimate ˆ w , and a measure of the associated uncertainty
is the interval {w|log ˆ() Lw >l o g ˆ( ˆ) Lw - 3.84} where
3.84 is the 95% quantile of a c
2(1)-distribution.
Breeding value estimation
Here we consider estimation (prediction) of breeding
values. For animals included in the parameter estimation
(animals with phenotypes, and some additional animals
whose markers provide information about the unknown
markers for non-genotyped animals with phenotypes),
t h eG E B V sa r et h es o l u t i o nv e c t o r  ˆ g to (9) with the
parameter values being the estimated ones from the pre-
vious section. The software DMU provides these GEBVs
and their precision.
For animals not included in the parameter estimation,
then denoting this subset of animals by index 3 the
GEBVs  ˆ g3 are obtained by solving
XX XZ
ZXZZ G g
all
all all all all w g all
TT
TT 









 () ,   
12 

 















Xy
Zy
T
T ,
where   ˆ (ˆ , ˆ ) gg g all
TT T  3 , Zall and  Gall w , now contain all
animals. Again software DMU provides these GEBVs
and their precision.
For a scenario with a large number of genotyped ani-
mals whose marker information does not provide infor-
mation for the parameter estimation, Appendix B
presents a method for breeding value estimation where
only part of the  Gall w , needs to be computed.
A simulated data set
The simulated data set is inspired by a pig nucleus
breeding program, but is formulated in a simplified
form. We assume, 10 chromosomes each 160 cM long,
and a panel of p = 5000 equidistant SNP markers is
used. It is assumed that 500 QTLs affect the phenotype,
and the size of these effects is simulated from a Gamma
(5.4, 0.42)-distribution. First, a base population consist-
ing of 150 boars and 1500 sows is generated by assum-
ing random mating for 50 generations in a population
with an effective population size of 100. Then the fol-
lowing mating and selection scheme is followed for five
generations. In each generation, 150 boars are mated
with 1500 sows to produce 15000 offspring (half of
them males). For the next generation, the 150 boars
with the highest value of their own phenotype are
selected, and 1500 sows are selected randomly. It is
assumed that family records are available for all five
generations, phenotypes of all boars available for all five
generations (35000 records), and the selected boars in
the last three generations are genotyped (450 animals).
In addition, to estimate the allele frequencies required
for the method, the 150 boars in the base population
are genotyped (and the allele frequencies used are the
estimated frequencies from these 150 boars). For predic-
tion, it is assumed that 300 selection candidates (without
phenotypes) for generation 6 are genotyped.
To evaluate the method advocated in this paper (one-
step), two other methods are investigated. The first
method (ped) computes traditional EBVs using the pedi-
gree based relationship matrix (without using markers).
The second method (two-step) is a two-step procedure
similar to methods used in practical genomic selection
[14,15] and is based on genotyped animals only using
the model
yg e EBV    , (10)
where yEBV is the vector of traditional EBVs, and
  gN G gw ~( , ) 0
2  with Gw = 0.99G(m
obs) + 0.01A11.
For the one-step method, the genotypes of the selec-
tion candidates provide information about the genotypes
of their (non-genotyped) mothers and hence information
about other non-genotyped animals further back in the
pedigree. Therefore they also provide some information
about the genotypes of the boars without offspring, and
since these boars have phenotypes but not genotypes
then the selection candidates should be included in the
parameter estimation. However, to investigate how
important it is to include these animals, a second analy-
sis (one-step-2) is also performed where they are not
included. Finally, to investigate the importance of
obtaining the allele frequencies in the base population,
the scenario where the boars in the base population
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three different allele frequencies are compared: 1) true
allele frequencies (obtained from the 150 boars in the
base population), 2) estimated allele frequencies for
boars used in generation 3, 3) allele frequencies esti-
mated using the approach by Gengler et al. [9].
Results
For the one-step method, the profile likelihood curve for
w is shown in Figure 1. It is seen that the data do not
support a large polygenic effect, with the estimate being
about zero and the 5% confidence interval being about
[0; 0.06]. For computational reasons, we decided to use
ˆ w = 0.01.
The parameter estimates and the correlation between
GEBVs and true breeding values (BVs) are shown in
Table 1. For comparison, the prediction using the pedi-
gree based relationship matrix (ped method) and the
genomic prediction using (10) based on genotyped ani-
mals (two-step) are also shown. We observe that the
two methods using a marker-based relationship matrix
perform better than the method using the pedigree
based relationship matrix, but as expected the one-step
method performs the best.
Column four in Table 1 shows the result obtained
when ignoring the genotypes of the 300 selection candi-
dates in the parameter estimation (one-step-2). Even
though the parameter estimates are somewhat different
betweeen one-step and one-step-2, only a minor differ-
ence in the correlation between GEBVs and the true
breeding values is seen. Hence, for this data set this spe-
cific computational short-cut performs well. Finally, the
results from the analyses where the boars in the base
population are not genotyped show that the choice of
allele frequencies is very important for parameter esti-
mation. When using the true allele frequencies, ˆ w ≈ 0
is obtained, whereas when using allele frequencies esti-
mated from the observed genotypes, ˆ w =1i so b t a i n e d
for both methods estimating the allele frequencies. Since
ˆ w = 1 corresponds to the usual animal model, no
further results from this comparison are shown here.
We conclude that for this data set the parameter esti-
mation is sensitive to the allele frequencies used in the
one-step method.
0.00 0.05 0.10 0.15 0.20
0
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Figure 1 The profile log-likelihood curve for w. The dotted line corresponds to a the 95% quantile for a c
2(1) distribution, and provides a 5%
confidence interval of [0; 0.06] for w.
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For genomic prediction an extension of a linear mixed
model to non-genotyped animals has been derived here.
The extension of the method makes it possible to inte-
grate in an optimal way the genomic, pedigree and phe-
notype information into a one-step procedure for
breeding value estimation. Due to the simplicity of the
method, the fact that it extends the traditional breeding
value estimation method in a natural way, and the possi-
bilities of handling large populations, such a one-step
procedure has the potential to become the standard tool
for genomic prediction of breeding values in practical
pig or cattle evaluations in the future. The practical
implementation of the approach uses an existing soft-
ware DMU, and therefore the approach can be easily
extended to other types of models implemented by that
software, in particular multivariate analysis and general-
ised linear mixed models.
For such a one-step procedure to become the standard
tool for computing GEBVs in practical pig or cattle eva-
luations, some technical issues of the method need
further development. First, computing times necessary
for the construction and the inversion of G(m
obs)a r e
proportional to n1
2 p and n1
3, respectively. These com-
putations seem to be the computational bottle-necks for
the method, and for a very large number of genotyped
animals the method may not be feasible. Further
research on efficient computation of G(m
obs)
-1 seems
necessary. Second, some computational short-cuts in the
method could be imagined, as illustrated in our results
by the good performance of the one-step method even
when the marker information from selection candidates
is ignored in the parameter estimation. Investigations by
extensive simulation studies may reveal the benefits of
other potential short-cuts. Third, the allele frequencies
in the base population are considered known, or at least
easily accessible. As illustrated in the results, the para-
meter estimation seems to be sensitive to the choice of
these allele frequencies in a scenario with selection and
where the base population itself has not been genotyped.
To investigate whether the problems may be related to
the strong selection on phenotype for the simulation
data set, this analysis was repeated for a simulation with
boars selected randomly. Here more sensible parameter
estimates were obtained in the sense that ˆ w ≈ 0w h e n
allele frequencies were estimated from observed geno-
types. For practical dairy cattle evaluations, Misztal et al.
[16] investigated the use of a number of different allele
frequencies and obtained the best results by using rj =
1/2 for all j but replacing s =2 ∑jrj(1 - rj)=p/2 with a
another scaling s which in practice was larger than p/2.
Of course, whether that result is due to selection in this
real data set is not known. Further research on the
effect of selection and on how to handle appropriately
the issue with allele frequencies is needed.
An assumption behind the genomic relationship
matrix (2) is that all regions of the genome are equally
important for the trait of interest. It is possible to
instead use G(m) ∝ (m - p)h(m - p)
T where h is a diago-
nal matrix with known weights hjj = bj
2 with bjsb e i n g
estimated SNP effects (estimated using for example a
non-linear mixture type of model as in [1]). However,
incorporating uncertainty on such estimated SNP effects
into the method seems less straight-forward.
Considering other types of marker based relationship
matrices, then
KM M M ii j
i
j
i
j
( ) exp( ( ) / ), 
   
2  (11)
with correlation parameter j, corresponds to the
method in [4] in it’s dual formulation as a linear mixed
model. For this choice of marker-based relationship
matrix, the derivation of K*(m
obs)=V a r[ g|m
obs]i sa l s o
possible, but as shown in Appendix C the form of the
result differs from (4) in a number of ways. The implica-
tion is that using (4) and (6) with a marker based rela-
tionship matrix defined by (11) is possible, but lacks
theoretical justification.
Appendix A
Here the mean and variances of the conditional distribu-
tion [g | m
obs] (with M
miss marginalised out) are derived
using formulas for conditional expectations, variances
and covariances.
The mean vector
EE E [| ] [ [| , ] | ] , gm gm M m
obs obs miss obs  0
and the variance-covariance matrix
Var E Var E [| ] [ [| , ] | ] [ [| , ] | g m V a r g Mm m g Mm
obs miss obs obs miss obs  m mG M m m
g
s
mp mp m
obs
g
miss obs obs
obs obs obs
][ ( , ) | ]
() () (





2
2
E
T  

pM m p
Mm p mp Mm
miss obs
miss obs obs miss
)( [ | ] )
([ | ] ) ( ) (( |
E
EE
T
T o obs miss obs
j
miss obs
j
pM m p M m ] ) ( [ |] ) [ |]
,
 









  EV a r
T
Table 1 Results from model with ˆ w = 0.01.
Method ˆ   g
2 ˆ  e
2 Cor. true BV
one-step 4.16 16.22 0.6598
ped 5.03 15.80 0.3537
two-step 7.56 0.069 0.5869
one-step-2 5.98 15.58 0.6596
Method one-step is the method advocated in this paper, method ped uses
the pedigree based relationship matrix, and method two-step is the genomic
prediction method using only genotyped animals (note that parameter
estimates for this method cannot be compared to parameter estimates from
the other two methods). Finally, one-step-2 differs from one-step in that it
ignores the markers of selection candidates in the parameter estimation. The
right-most column shows the correlation between the estimated and the true
breeding value (BV).
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E[ | ] ( ), Mm p A A m p j
miss obs
jj
obs
j  
 11 21 11
1
and
Var[ | ] ( ), Mm v AA A A j
miss obs
j 

22 21 11
1
12
with
A
AA
AA







11 12
21 22
,
and subdivision corresponding to (M
obs, M
miss). Using
that ∑j vj = s, we obtain Var [g | m
obs]= g
2G*(m
obs)
where
Gm
Gm Gm A A
AAG m AAG m
obs
obs obs
obs o


  ()
() ()
() (
11
1
12
21 11
1
21 11
1 b bs AA A AAA )
.
11
1
12 22 21 11
1
12
 








In the calculations above it is assumed that the condi-
tional mean EE [| ] [| ] Mm Mm j
miss obs
j
miss
j
obs  and the
conditional variance-covariance
Var Var [| ][| ] Mm Mm j
miss obs
j
miss
j
obs  , and this is correct
since
E[ | ] ( )( ) Mm p I A A mp
miss obs obs   

21 11
1
Var[ | ] ( ) Mm V AA A A
miss obs  

22 21 11
1
12
when Var(M)=V ⊗ A.
In the main text we assume
gm N Gm
obs
g
obs | ~ ( , ( )), 0
2 

where G*(m
obs) is defined in (4). However, this is not
strictly correct for a non-genotyped animal i where gi |
X ~N (0, X)w i t hX here being a random variable with
distribution [∑j (Mij - pj)
2|m
obs]. This conditional distri-
bution will never lead to a marginal normal distribution
for gi (the only exception is when X is a constant). The
normal distribution of g|m
obs is therefore only an
approximation.
Appendix B
In some scenarios the number of genotyped animals not
included in the parameter estimation may be large, for
example if phenotypes are expensive to obtain and there-
fore only observed on a small subset of the population. To
reduce the computational burden of creating the whole
Gall
 (m
obs,other) for all animals, a procedure is presented
where only a part of this matrix needs to be computed.
For genotyped animals used in the parameter estima-
tion, let  ˆ g1 be the corresponding sub-vector of  ˆ g . Esti-
mated breeding values of other genotyped animals not
included in the parameter estimation (denoting this sub-
set of animals by index 3) are obtained by
   ˆ [] ( ) ˆ, ,, gG G Gg www 33 1 3 2
1 

Where  Gw G w A w, () 31 31 31 1  
 ,a n dGG m m all
obs other
31 31
  (, )
and A31 =( Aall)31 are sub-matrices of the full (contain-
ing all animals) genomic and polygenic relationship
matrix, respectively. The matrices with index 32 are
similarly defined. Since m
other does not influence M
miss
directly,
GG s m p
m
Mm
p
other
obs
miss obs 31 32 1
 


 











 (/) ( )
[| ] E  




 




T
GI A A 31 11
1
12 .
Considering the polygenic effect, then the assumption
that m
other does not influence M
miss is equivalent to A32
- A31 A11
1  A12 = 0. Using this relation we obtain
AA A I A A 31 32 31 11
1
12   



 .
Hence,
  GG GI A A ww w ,, , , 31 32 31 11
1
12      




and therefore by using (8) and (5) the following form
is obtained
      ˆ () ˆ () ˆ
,, gG I A A G g G G g G ww w w 33 1 1 1
1
12
1
31
1 0  


  


 
 
w ww Gg , () ˆ . 31
1
1
  (12)
This shows that the GEBVs of such genotyped animals
only depend on  ˆ g1 . It also shows that only a part of the
full genomic relationship matrix for genotyped animals
is necessary to compute, since Gw,33 =( 1-w)G(m
other)
+ wA33 does not enter into (12).
In some cases the matrix A31 m a yb ep r o h i b i t i v e
to compute directly due to a large number of ani-
mals. In such a case,  ˆ () ˆˆ gw g w a 33 3 1   ,w h e r e
ˆ () ˆ gG G g w 33 1
1
1 
  is computed directly and
ˆ () ˆ aA G g w 33 1
1
1 
  may be obtained as the solution to
the sparse system of equations
()
()
, A
a
a
a
Gg
all
w

 






















1
1
2
3
1
1
0
0

where (Aall)
-1 is sparse and is computed directly, and
a1 and a2 are dummy variables.
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Here follows the derivation of the extension of the mar-
ker-based relationship matrix
KM M M ii j
i
j
i
j
( ) exp( ( ) / ), 
   
2 
to non-genotyped animals.
The extension of the genomic relationship matrix is
Km g m V a r gM m m gM
obs obs miss obs obs mi    ( ) [| ] [ [| , ] | ] [ [| Var E Var E
s ss obs obs
miss obs obs miss obs o
mm
KM m m KM m m
,] |]
[( , ) | ] [( , ) |   EE 0
b bs].
As written in the discussion, the form of this matrix
differs from (4) in a number of ways. First, all diagonal
elements K*(m
obs)ii = 1, and hence K*(m
obs)d o e sn o t
simplify to the A matrix when no animals are geno-
typed. Second, the resulting matrix depends on the off-
diagonal elements vjj’ of V, since for non-genotyped ani-
mals i and i’ the derivation
EE [( , ) | ] [ e x p ( )/ | ] Km m m M M m
miss obs obs
ii j
i
j
io b s
j

   
2 
requires that M
1,..., M
p are statistically independent
(implying that V is a diagonal matrix). Third, the condi-
tional expectation E[exp( ) / )| ] 
 MM m j
i
j
io b s 2 
depends on the distributional assumptions of the model
for M, not just first and second moments. Fourth,
assuming a multivariate normal distribution of M, then
E[exp( ) / )| ] exp( /( )) / ,     
 MM m j
i
j
io b s 22 2 2 11   
with  
 E[( ) / | ] MM m j
i
j
io b s and

2 
 Var[( ) / | ] MM m j
i
j
io b s where these expecta-
tions and variances can be computed from the condi-
tional expectations and variances given in Appendix A.
The form exp(-v
2/(1 + τ
2))/ 1
2  with the variance τ
2
occurring in two places, implies that that the elements
in K*(m
obs) cannot be expressed in matrix form as in (4)
but are on a more complicated form.
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