Imitation learning through self-exploration is essential in developing sensorimotor skills. Most developmental theories emphasize that social interactions, especially understanding of observed actions, could be first achieved through imitation, yet the discussion on the origin of primitive imitative abilities is often neglected, referring instead to the possibility of its innateness. This paper presents a developmental model of imitation learning based on the hypothesis that humanoid robot acquires imitative abilities as induced by sensorimotor associative learning through self-exploration. In designing such learning system, several key issues will be addressed: automatic segmentation of the observed actions into motion primitives using raw images acquired from the camera without requiring any kinematic model; incremental learning of spatio-temporal motion sequences to dynamically generates a topological structure in a self-stabilizing manner; organization of the learned data for easy and efficient retrieval using a dynamic associative memory; and utilizing segmented motion primitives to generate complex behavior by the combining these motion primitives. In our experiment, the self-posture is acquired through observing the image of its own body posture while performing the action in front of a mirror through body babbling. The complete architecture was evaluated by simulation and real robot experiments performed on DARwIn-OP humanoid robot.
Introduction
Learning by imitation provides a means for more natural human-robot interaction and is potentially the primary form of teaching. Even at very young age, infants learn to control their bodies and execute tasks by watching others performing these tasks. Several studies 1, 2 indicate that imitation ability emanates early in life. Developmental theories emphasize that social interactions, in particular, understanding of observed actions, could be first achieved through imitation, yet the discussion on the origin of primitive imitative abilities is often neglected, referring instead to the possibility of its innateness. 3 Thus, our developmental model is based on the hypothesis that infants/robots acquire primitive imitative abilities as induced by sensorimotor associative learning through self-exploration. From birth, infants are not only involved in recognizing themselves during the process of perceiving the environment, but they also exhibit exploratory commotion that appears to be particularly pointed towards the discovery of their own body's attributes. Self-exploration is conceivably regarded as a behavioral inventory mechanism: "a process through which infants become perceptually attentive to their own body and engage in a perceptual dialogue with themselves". 4 Developmental psychology theorists assert that rudimentary concept about self exists prior to the social experience. 2, 5 According to this hypothesis, a primitive sense of self is the prerequisite for successful social interaction rather than an outcome of it. In this view, infants have a proprioceptive sense of self that derives in part from their own body movements which the authors 2 have called "body babbling". Body babbling is the process of learning how specific muscle movements achieve various elementary body configurations. The concept of selflearning put forward by Meltzoff 6 arguing about the developmental model of learning, stating that human infants monitor their own body via proprioception and associates their acts-as-felt to the acts-asseen.
The behavior patterns are considered as a sequence of motion primitives, 7 atomic parts of a behavioral sequence. Humans spontaneously segment actions by identifying its boundaries as they view others behavior. 8, 9 Boundaries of motion primitives are often defined arbitrarily, rendering it difficult to automate the motion primitive segmentation process. The ability of automatically segmenting the observed motion patterns is necessary for autonomous learning through imitation. Complex behavioral actions are learned by the combination of various motion primitives to generate complex actions based on their observations. 10, 11 Each action primitive can also be reutilized as a component for other actions.
A robot can be more than a passive observer of the world as it learns and develops. 55 Ideally, a robot would incrementally discover what it can control and adapt its perceptual and motor systems to this discovery. 30, 56 An essential prerequisite for imitation is a connection between the sensory systems and the motor system such that precepts can be mapped onto appropriate actions. 7 This mapping process is more complex than pure object recognition 12 because it is necessary to understand which parts of the body of the observer are reckoned to match those of the model. 13 In this paper, we will demonstrate that it is feasible to develop primitive imitative abilities through self-exploration on the basis of matching kinaesthetic experience to visual motion. In our mirror experiment, a humanoid robot stands in front of a glass mirror in order to obtain the associative relationship between his own motor generated actions and (a mirror image) of his own visual body-image. Through self-exploration, the humanoid robot incrementally learns the mapping between body image and corresponding motor actions by standing in front of the mirror, executing actions, and processing the visual images of the body it observes. In designing such incremental learning system, several key issues must be addressed: automatic segmentation of the observed actions, automatic clustering, incremental learning and organization of the learned data for easy and efficient retrieval.
Furthermore, in our work, a new behavior is created from a combination of two or more motion primitives learned during self-exploration. The combination is done by recalling the similar actions from the associative memory. If the observed behavior is not present in the robot's memory, i.e. if there is no associative link available to the demonstrated action in memory, the learning mechanism is invoked and the robot learns the newly observed action. After the sequence of motion primitives is determined, each behavior is executed one by one until the observed behavior is accomplished.
System Overview
In order to effectively imitate others, the observer must be able to recognize its own primitive actions from visual data. To formulate an apprehension of its own actions, the robot begins by gathering visual perception of its own primitive actions using the mirror image reflection (represented by a camera mounted on a computer screen). By performing random actions in front of the mirror, the robot generates a mapping between the motor commands and the consequent perceived visual changes. This process consisting of self-learning or self-exploration through mirror image perception is called body babbling. The complete proposed architecture is shown in Fig. 1 .
The vision frames acquired from the camera while the humanoid robot performs actions in front of the mirror are translated into feature vectors using Incremental Kernel Slow Feature Analysis (Inc-KSFA).
14 The change among these feature vector values is utilized to determine the unsupervised episodic segmentation defining the start and end of the action. These segmented boundaries of action assist the robot to group the observed own actions as primitive actions.
Appropriate "motion elements" must be learned during imitation process because these elements form the fundamental constituents for behavior recognition and generation. 15 During the implementation of the proposed architecture, in addition to obtaining the visual images of self-performed actions, the joint angle values of different behavioral actions are also acquired as motion elements. These motion elements are mapped onto the behavior space. For learning the motion features, we developed a probabilistic incremental learning algorithm called Topological Bayesian Adaptive Resonance Hidden Markov Model (TBAR-HMM). In conventional HMM, defining the appropriate number of states in the model is difficult (for incremental learning). In contrast, the developed algorithm is based on incrementally learning spatio-temporal behavioral sequences by developing the graph-based structure of the observed patterns in the form of a topological map. The topological model incrementally defines the number of states required by the probabilistic model to encode the observed motion elements.
In addition to the episodic segmentation, the output of Inc-KSFA serves another major function. Based on the segmented data, the learning algorithm is triggered; whenever an action starts, the learning algorithm incrementally encodes the motion elements (joint angle values). Similarly, as the action ends, the robot stops learning that particular action. After generation of these maps independently, the visual space and the behavior space are connected based on associative memory. In addition to the construction of behavior space, a visual space is developed through TBAR-HMM utilizing the visual image features acquired using Inc-KSFA. In order to develop an association between the observed visual features (visual space) and self-motor actions (behavior space), we developed an incremental associative memory architecture using Topological Bayesian Adaptive Resonance Associative Memory.
Once the association is developed and learning is completed, we assume that a partner robot comes before the robot performing the similar actions. Based on the sensorimotor association, the robot recalls the corresponding motor commands from the memory developed during body babbling and performs the actions.
A new behavior is created from a combination of motion primitives learned during self-exploration. The combination is done by recalling the similar actions from the associative memory. For example, the complex action of clapping consists of recalling the motion primitive of raising the arm followed by the primitive lowering the arm in a sequentially continuous manner. If the observed behavior is not present in the robot's memory (i.e. if there is no associative link available to the demonstrated action in memory) the learning mechanism is invoked and the newly observed action is learned by the robot.
Related Work
Lewis et al. 16 suggested that human infants seem to become aware of the self when they begin to recognize and discern themselves in a mirror. Another type of theory for self-recognition proposes that mirror self-awareness comes from corresponding physical experience to visual feedback. 17 A similar hypothesis has been outlined as the associative sequence learning (ASL) model 18, 19 which hypothesizes that the correspondence problem between demonstrator and observer is solved through the sensorimotor experience acquired during development via processes of associative learning. Gold and Scassellati 20 have developed a model based on the classical mirror test, for self-recognition through expecting motion in the visual field utilizing an action-perception loop. During experimentation, the robot can only view the limited part of the body which limits the observation of the whole body. The mirror in this experiment is only utilized to differentiate between self and other.
Most of the motion segmentation algorithms for robot learning rely on joint angles and very less focus was given to segment motion patterns directly from the vision. Takano et al. 21 utilities the correlation among actions for segmentation of motion patterns. The observed movements are first divided into smaller sequences and encoded into HMM. If the value of the correlation is smaller for the moments, they are defined as boundaries of the actions. Kulic et al. 22 presented a segmentation algorithm using HMM to represent the observed data into motion primitives which are then clustered based on the intra-model distance measured using the relative loglikelihood. The incremental learning is performed by arranging these clusters in a tree structure where each node represents a motion primitive.
Meier et al. 23 presented a sequential segmentation and recognition algorithm for movements based on stochastic Dynamic Movement Primitives (DMP) which finds the minima points from the velocity of acceleration profile. This reformulation first finds the known primitives from the library, and learn new primitives if no match can be found. The model operates off-line considering the development of motion library a priori.
For segmentation using only the vision data, Kulic et al. 24 developed an autonomous motion primitive segmentation algorithm. Their model is based on detecting the features through optical flow. The suitable feature points, which show significant optical flow value, are extracted from the image and tracked from frame to frame. These feature points were clustered together for coherent movements. To detect the shot boundaries in the video, a growing neural gas network 57,58 based algorithm was developed by Cao and Suganthan. 52 They integrate multiple frame difference features to detect the segments in the video.
An issue associated with the well-established learning algorithm based on stochastic models is in estimating the structure of the model 25 because the number of motion patterns in the data is unknown. In the literature, the number of HMM states is either to be chosen manually or using other methods.
26,27
This limits the number of motion patterns to be learned a priori.
The above mentioned issue has been addressed by Niekum et al. 28 They have developed a Beta Process Autoregressive HMM (BP-AR-HMM) to solve the issues of segmentation and defining the structure of HMM in a flexible way. The model segments the demonstration into motion categories. These segments are further subdivided into semantically grounded states for finite-state automation. Butterfield et al. 29 developed a method by extending Hierarchical Dirichlet Processes Hidden Markov Models (HDP-HMM) to deal with perceptual aliasing and discovering a suitable number of skills.
Vasquez et al. 31 have developed an incremental model for learning and predicting through growing HMM. The structure of HMM model was updated through the use of topological mapping algorithm called Instantaneous Topological Mapping (ITM). The model was designed for vehicle motion learning and prediction. Similar to our approach, the growing HMM architecture use the topological mapping structure to define the HMM structure. Tscherepanow 32 developed a topological structure for unsupervised learning using Fuzzy ART. Using TopoART algorithm a stable representation of the data is created. The model was only used for clustering and is not suitable for spatiotemporal learning. Palamo and Rubio 53 presented a self-organizing model called growing neural forest (GNF) which learns a set of trees represented by connected clusters of data.
The proposed incremental learning approach is related to the growing HMM (GHMM) model presented by Vasquez et al. 31 However, unlike the GHMM algorithm, in the proposed algorithm we used Gaussian distribution for adding and updating new nodes. Furthermore, instead of using fixed covariance matrix for modeling the observation probabilities, the TBAR-HMM model uses the covariance matrix which is updated based on the input patterns.
Motion Primitive Segmentation
The learning system begins with determining the primitives from continuous movements using on-line segmentation. The main intuition behind Slow Feature Analysis (SFA) is based on the presumption that the information contained in a signal does not change suddenly, but slowly over time. 33, 36 When dealing with real-time video sequences, the limit or length of data is not known a priori, therefore, an incremental algorithm is needed. A various incremental version of SFA was proposed in the literature such as by Luciw et al. 34, 35 which learns the estimation of the features extracted resulting loss of accuracy.
Slow feature analysis-formulation
SFA is an unsupervised approach which searches for a set of mappings g i from I-dimensional input data
T with components y j (t) := g j (x(t)) such that j ∈ {1, . . . , J}. The optimization problem of SFA is defined by minimizing the temporal variations of the output signal, mathematically:
(
Under the constraints:
where · andẏ represent the temporal averaging and the derivative of y, respectively. The constraints (2)- (4) are inserted to prevent constant signals to emerge and avoids trivial solution.
Often the mapping is assumed to be linear such that the input-output mapping is the weighted sum i.e. g(x) = w T x(t). For real-time applications, the non-linear input features are expanded through h(•), such that the problem can be treated as linear and the jth output signal component is given by:
Assuming that the signal has zero mean and unit variance such that w T j zz T t w j = 1, where zz T = I, the optimization problem is treated as:
whereŻ represents the temporal derivation matrix computed using the forward temporal differences and tr(•) computes the trace of a matrix.
In the first step, the whitening matrix S is computed to fulfil the unit variance constraint such that S T ZZ T S = I. Then, the directions of least variance in the derivative signalsŻ are found on the derivative covariance matrixŻŻ T and represented by an orthogonal matrix R to obtain the projection W = SR which solves (6) . For this we compute the singular value decomposition (SVD) 37, 38 of the centered data matrixZ as UDV T . We only keep the nonsingular dimensions with eigenvalues above a certain threshold and obtain the whitening projection provided by S = UD −1 . Later to find the output of SFA, the ED ofŻŻ T is computed such that
Here,Ż represents the centered derivative data matrix computed by subtractingŻ from its meanμ Z .
Incremental Kernel slow feature analysis
Incremental Kernel Slow Feature Analysis updates slow features, incrementally so that it can process new input data by incrementally updating the data mean and whitening projections. In this paper, we have to use the idea of SFA developed by Liwicki et al. 39 In this paper, instead of using complex gradient-based kernel computed in Krein space Liwicki et al., 40 we have utilized the method of reproducing kernel in Hilbert space, to reduce computational complexity.
Suppose we have a data matrix
m×n . In principle, we nonlinearly map X A to a higher dimensional space f using the function Φ : 
whereK is the derivative of the centered kernel matrixK. Let us assume that we are given a new data matrix X B ∈ R m×i , where Φ B = φ (X B ). We want to incrementally find the whitening projections and update the slow features to incorporate new data patterns such that the whole information is represented by the concatenation of Φ A and Φ B as
Let µ A and µ B be the mean of Φ A and Φ B . Trivially, we can update the mean µ C of overall data X C as
where n A and n B are the number of data samples contained in Φ A and Φ B , respectively. LetΦ A and Φ B be the centered data matrix of Φ A and Φ B , respectively computed through subtracting the data from its mean. Similarly, we update the centered matrix of overall data matrix X C as:X C = X C −µ C .
Unit Variance and Incremental Whitening:
Consider the matrixK such thatK =Φ T AΦ A . We compute the eigenvalue decomposition ofK as PΛP T . Via kernel SVD, we compute the singular value decomposition ofΦ as:
We want to compute the matrix S which whitens the overall data matrix. For this we need to incrementally compute the SVD of the concatenated matrix such thatX C : 43 ). The concatenated matrix 44 can be represented in partitioned form as
where Ψ is a square matrix of size k + i where k is the number of singular values in D. Computing the SVD of Ψ =ÛDV T to diagonalize the matrix and substituting into (12) yields the SVD ofX C : [Φ AΦB ]:
Since, we are only interested in computing U and D , V , whose scales with the number of observed data, need not to be computed. Thus, we only need to calculate the SVD of matrix Ψ for the incremental update which is defined as: U = [UΦ B ]Û and D =D. Therefore, the projection which whitens the signal is computed as W = U D −1 . Slow Feature Update: Based on the forward difference approximation, the derivative of the data is calculated. Thus, supposeΦ A ,Φ B andẊ C represents the time derivatives of Φ A , Φ B and X C , respectively. Let us assume that there areṅ A samples represented inΦ A . Similarly, we assume that new datasetΦ B consists of n B samples. We first find the centered data matrix of the newly observed elements represented byΦ B . Thus, from Ross et al. 45 we can update the overall data matrix aṡ
whereμ A andμ B represents the mean of time derivative patternsΦ A andΦ B , respectively. The updated mean of overall data matrix is calculated analogous to (10) . Finally, we calculate the new feature function by computing the Eigen decomposition of S TẊ CẊ T C S as RHR T which gives our final output.
Episodic segmentation
We have applied the above explained Inc-KSFA algorithm for the segmentation of actions observed (Fig. 2) . Equation (1) can be interpreted as the sum of squared Euclidean distance of the slow features computed between consecutive images. Suppose, we have data z i , we can define the δ as change detected in data after time t, as the squared Euclidean difference in slow features among its previous data.
where l is the number of utilized slow features.
In order to compare the change between the current frame and the previous time frames, we need to utilize the change of all the previous time steps.
Therefore, we need to compute the average change without keeping the previous signals in the memory. The sum of k largest eigenvalues in H is nearly equivalent to µ lt−1 = t−1 1 δ lt−1 (z i ). The significant ratio (ζ) of the current and mean change is calculated to judge how substantial the change at current step is:
where τ is the threshold value determined manually. Since the calculation of eigenvalues is done as a part of incremental Kernel SFA, thus, we do not require previous samples. The significance ratio of the current and average change is calculated to judge how substantial the change at current step is. The frames with large variations in the slow features are used to segment the data.
Topological Bayesian Adaptive Resonance Hidden Markov Model for Incremental Learning
For learning the motion features we proposed a probabilistic incremental learning algorithm called Topological Bayesian Adaptive Resonance Hidden Markov Model (TBAR-HMM). In contrast to conventional HMM, the developed probabilistic algorithm is based on incrementally learning spatio-temporal behavioral sequences by developing the graph-based structure of the behavior patterns in the form of the topological map using Topological Bayesian Adaptive Resonance Map (TBARM). The topological model incrementally updates the number of states and parameters required by the probabilistic model to encode the observed motion elements. In our proposed architecture, an HMM can be considered as a graph whose nodes represent states attainable by the object and whose edges represent transitions between these states. TBAR-HMM is described as a time evolving HMM where the number of HMM states, structure and probability parameters are updated every time that a new observation sequence is available. In our previous work, we have presented a similar architecture for incremental learning using Topological Gaussian Adaptive Resonance Map (TGARM). The first major difference is in the multidimensional representation of the node. In TGARM the node is represented by a diagonal covariance matrix; however, in TBARM it is not limited and allows for any covariance matrix. In other words, the first model implicitly assumes feature independence, whereas the second model does not restrict feature description.
The second difference is in the node selection process. The TGARM employs a discriminant function, on the other hand, TBARM computes the posterior probability and thus constitutes a generative model.
The third difference between the models is their performance. During node matching, the TGARM determines how well the winning category matches the pattern using the squared Mahalanobis distance from the pattern to the mean of the category. If this value exceeds the vigilance parameter, the winning node matches the pattern and learning occurs by updating the node parameters. Employing distance as the matched measurement underlines the significance assigned to the closeness of the winning node to the input pattern. However, this node may have reached resonance only because it has high standard deviation, i.e. higher chances of fulfilling the vigilance criterion. This will result in category proliferation. Limiting category proliferation is vital in order to stabilize models. Category proliferation is controlled in TBARM by implementing only a winning node so that its volume is limited can meet the node match and be learned. The TBARM defines the category volume by the determinant of the covariance matrix.
Motion primitive modeling
The input to the learning algorithm consists of a series of discrete observation (i.e. joint angle values Node count or learning rate from sensor reading) describing the motion features. In addition, the observations are arranged in sequences O 1:T = {O 1 , . . . , O T } such that every sequence described the trajectory of action. The variables that define the contents of the node is summarized in Table 1 .
The algorithm for topological mapping consists of following steps:
• Node Selection: During learning, a winning node ω J is selected from an input pattern. The a posteriori probability of the jth node given input O t is estimated according to the Bayes' theorem:
where N nod is the number of nodes andP (ω j ) is the estimated prior probability of the jth node. Since each node is represented by Gaussian components, therefore, the conditional density of O t given the winning node ω j or the bottom-up input activation value of a node is calculated aŝ
where M is the dimensionality of the input motion patterns. For each input pattern the activation value is calculated using (18) and the neuron with highest activation value is selected which determines the node with the highest probability 54 using (19) . In other words, the node ω j either has highP (ω j ) or more likely to have highp(O t | ω j ) or both. Based on both probabilities and Bayes' theorem, the MAP criterion is expected to select a winning node more accurately than if using only one of the probabilities.
• Node Matching -Resonance: The node is only allowed to be updated if the resonance criterion or matching between the given input and the selected winner node is fulfilled. A node ω J passes the vigilance criterion if
where S J denotes the determinant of the covariance matrix of the winning node J and S MAX is the upper bound threshold of covariance matrix determinant.
• Node Addition: The vigilance is a measure of similarity between the input and the nodes mean relative to its standard deviation. If the winning node fails to pass the vigilance test (20) , the current winner node is disqualified and its activation value is reset. Then, the observed pattern is searched for the new winning best matching neuron. If no satisfactory neuron is found, a new neuron representing the input pattern with n J = 0 is integrated satisfying the resonance.
• Weight Updating: When the winning neuron, satisfying the resonance condition representing the input pattern is selected, its parameters, i.e. count, mean, and variance is updated using (21) and (22) .
where n J is the number of patterns that have been encoded by the Jth node before introducing the current pattern.
• Edge Addition: When the resonating neuron is determined, a lateral connection or an edge is established between the current and the previous winner node to map the temporal correlation between the data. This mechanism will provide a stable architecture for providing a link between the previously learned knowledge and integrate newly observed data in a self-organizing manner.
Incremental learning
After updating the structure of the model, motion patterns are learned through the probabilistic module. This is achieved through HMM. HMM is a doubly stochastic model consists of states which are not directly observed. Each state in the HMM emits an observation as output which infers the most likely dynamical system. Each state is connected by transitions between the states and generates an output pattern. In order to select the appropriate structure of the HMM or selecting the optimum numbers of states, TBARM is employed. After updating the model structure the remaining parameters of HMM, such as transition probability and prior probabilities are updated using EM algorithm. We used left-to-right HMM model structure for representing observed motion patterns to allow the data to flow in a sequential order in the forward direction of time. An HMM is characterized by the following parameters: State prior probabilities
represents the prior probability for the corresponding state; State transition probability matrix
]) represents the probability of transition from state i to state j; Observation probability distribution (B = P [O t | s t = i]) which is represented by Gaussian function denoted by the parameters
, where mi and C i is mean vector and the covariance matrix for the ith state in HMM.
Updating structure and parameter
The structure of HMM is updated whenever a new behavior is observed. Corresponding to every node added in the topological map, a state in the HMM is also added. Each added state is initialized with the prior probability π i,i = π 0 and self-transition probability a i,i = a 0 , where i represents the new node. Similarly, for addition of every new node and the new edges (i, j) connecting these nodes, the transition probabilities are also initialized with state transition probability value a i,j = a 0 After updating the HMM structure, the parameters of HMM are also updated. The mean and the covariance values related to each Gaussian observation are updated during the structure (topological map) updating process discussed in the previous section. The same values are used by the HMM (i.e. m = ξ, C = Γ). However, the remaining parameters such as transition probability and state prior probabilities need to be re-estimated. Traditionally, Baum-Welch algorithm 49 which is a type of EM algorithm is used for learning the initial state probability distribution and the state transition model.
, (20) 
In Eqs. (23) and (24) the α i and β i represent the forward and backward variables. 49 P (O | s i ) in (24) determines the joint observation probability. In order to update the parameters incrementally for new observed data, an incremental learning rule is applied as follows:
where N p is the number input patterns that has been observed until the current time.
Visuomotor Associative Memory
After creation of visual and behavior maps independently, the visual space and the behavior space are connected using on associative memory. In order to create an association between the observed visual features (visual space) and self-motor actions (behavior space), we developed an incremental associative memory architecture called Topological Bayesian Adaptive Resonance Associative Memory (TBAR-AM). The structure of TBAR-AM is based on TBARM and performs incremental topology representation without calling for a priori definition of the structure and size of the network. For each class of the input feature vectors, we utilized TGARM to represent the distribution of that labeled segment. Based on this theory, the patterns are associated incrementally without defiling the stored knowledge. The proposed associative memory system is able to memorize temporal sequence information as patterns with a consecutive relation.
TBAR-AM is a two-layered architecture, namely the memory layer and the association layer (Fig. 3) . The memory layer encodes the received data in the form of a topological structure in an incremental manner, and the association layer formulates the associative relationship between the input patterns. According to the labels of these input vectors, the memory layer stores these input patterns as a sub-network. The labels of these sub-networks in the memory layer are passed on to the association layer. Using TBARM, the association is developed between the vision (key-vector) and action vectors (response vector). This association between the temporal sequences is represented by the edges between the vision and the action nodes.
Memory layer
The memory layer learns the input vectors as nodes incrementally and memorizes the labels of each input vector. When a feature vector is provided as input to the memory layer, if at that point there is no sub-network representing the class label of this input feature vector, then create a new sub-network with the input vector as the first node of the new subnetwork and mark this new sub-network with the label of the input feature vector. If there is already a sub-network with the same class name as the input vector, then update the weight vector of the node of the sub-network representing that particular class label. Similar to TGARM, if there is no edge connecting the two nodes, then create and edge linking the two winning nodes. If the label of the input vector does not belong to an existing class in the working memory layer, a new network representing the new label is added to the layer. Otherwise, a node is added to the corresponding sub-network. Both the vision vectors and the action vectors are represented by separate sub-networks.
New classes are learned incrementally by adding new subnetworks; for example, learning new patterns belonging to one class is done incrementally by integrating new nodes to an existent subnetwork. The number of subnetworks is not fixed beforehand, rather determined incrementally based on the number of classes of input patterns. When an input feature vector representing a new class emerges, the memory layer processes the new class without defiling previously learned classes.
Association layer
The association layer builds an association between the vision vectors and the action vectors using their class labels, i.e. vision vectors (V t ) belong to a visual feature class (ν t ) and motion vectors (A t ) belong to an action features class (a t ). Each node in the association layer represents one class and all the nodes are connected through edges. The origin of the edge indicates the key-class and the end of the edge point to the corresponding response-class (Fig. 5) .
During the learning of the association layer, a paired data consisting of the key-vector and response-vector is utilized as input vectors and incrementally transferred to the system. First, the topological map algorithm is employed to memorize information of both the vision and the motion feature vectors. The class name of the new class is sent to the association layer. Similar to the memory layer, if the class label of the node in the working memory layer does not exist in the association layer, a new node representing the new class label is added to the association layer. The weight of each node in the memory layer is selected from the corresponding weight of the sub-network in the working memory layer.
In the association layer, the weight vector of each node is selected from the corresponding sub-network of the memory layer. In the association layer, if nodes that represent the vision class (key-class) and action class (response-class) already exist, we link up their nodes with an arrow edge. The origin of the edge indicates the key-class and the end of the edge points to the corresponding response-class. This develops an associative relationship between the key-class and the response-class.
Associative recall and behavior generation
The main task of behavior generation phase is to find the most likely motion primitive sequence to perform the observed behavioral action. For this purpose, the desired behavioral action is presented as an image sequence to the associative memory module. Next, the label of the observed images is estimated using the autoassociative mode and the motion label associated with this observed image is selected. Then, observation sequence from the current observation to the goal observation is generated by most likely path sequence. The TBAR-HMMs observation-toobservation transition probabilities are used for this purpose to generate the most likely motion primitive sequence. When a key-vector is presented as an input, the associative memory is required to recall the corresponding response vector associated with that particular key from the memory. The recall process employed both autoassociative and heteroassociative mechanism. Behavior generation phase can be described as a two-step problem:
Category Estimation: Given the visual stimuli observation sequence represented by slow features, the role of category estimation is to determine the label of the unlabeled input visual features. This is accomplished through the autoassociative recall process.
Motion Primitive Sequence Generation: Given the category of the observed visual stimuli and HMM, the purpose of sequence generation step is to find the associated action category label. This is determined using the heteroassociative mode. After Algorithm 1. Algorithm for Auto-associative Recall.
(1)
Input the observation vector V t (2) for all the nodes in the Memory Layer (3)
Calculate the weight sum of input vector as:
where N is the weight of the nodes in the memory layer. (5) end for (6) Find: (8) OUTPUT: Failed to Recall the memorized pattern (9) else (10) Find the node V t corresponding to the sub-network ν t (11) end if finding the associated category label, the corresponding most likely state sequence for motion generation is estimated.
In the first step, the autoassociative mechanism is invoked which recognizes the key vector class resembling the input patterns stored in the memory. The input pattern may be noise polluted. We find the distance between the input vector (V t ) and the weight vector of the stored patterns (N T t ). If the distance (ϑ) (28) between the two vector lies within the Voronoi region, i.e. the distance is larger than the threshold (27) , then the memorized pattern is recalled. Otherwise, the system fails to recall. The threshold value is determined by ϕ.
Once the class of the key-vector ν t is determined using Algorithm 1, the hetero-associative mechanism is employed to recall the corresponding class label. During this process, the key-vectors determined in the previous phase are presented to the system as a sequence of cues, and the system recalls the appropriate class labels associated with that key vector.
Complex Behavior Generation
In generating and recognizing complex behavior phase, already learned motion primitives are utilized as states of TBAR-HMM. During the generation of complex behaviors, the active behavior is accountable to generate the suitable motor commands. Category estimation phase reckons the labeled sensory data to extract the suitable motion primitives of newly observed complex behavior in order to determine observation sequence from current observation to goal observation. These motion primitives are already learned during a motor babbling phase. The process of complex behavior generation is presented in Fig. 4 .
Complex behaviors generation stage is analogous to generating simple behavior. Observation sequence is rendered by estimating the most likely state sequence in the highest probability for each motion primitive estimated using the categories to perform the observed behavior. Afterwards, the generation of motor commands begins from the first behavior in the observation sequence. The corresponding intermediate motion primitive in the observation sequence is considered as the low level behavior as goal observation. 50 When execution of a particular motion primitive is finished, the system moves on to the next motion primitive in the sequence. This operation continued until all motion primitives in the observed sequence are executed.
Results and Discussion

Experimental setup
The assessment of the proposed algorithm was performed through simulation on open humanoid platform DARwIn-OP developed by Robotis Co. Ltd. For simulation purposes, we have used the webots 51 simulator. DARwIn-OP has 20 degrees of freedom with three-axis accelerometer. The first set of experiments was conducted in a simulation environment to test the efficacy of the proposed framework. The validation of our mirror image based self-learning approach was performed on a test-bed consisting of two DARwIn-OP robots ( Fig. 5(a) ). Just as humans perceive their reflection in the mirror similar to themselves, similarly, in our simulation environment, one robot acts as a demonstrator while the other robot observed these demonstrated actions as the mirror image reflection of the demonstrator. The algorithm was tested on video sequences of different actions captured by the robots camera. At the same time the joint angle values of the demonstrator are also recorded by the observer. These joint angle values are used for learning the observed action.
To assess the application of the computational framework in real-life situations, we used a real robot environment consisting of real DARwIn-OP humanoid robot (Fig. 5(b) ). A camera is positioned on the monitor screen to create the mirror reflection environment. The camera on the monitor projects the robot's action on the screen, while the robot's own monocular camera observes these projected self-image. During body babbling phase, the robot observes its own projected image on the screen during the random generation of actions, and process the observed self-images for segmentation. In parallel, the joint angles are also learned by the robot for each action performed.
The dataset consists of a variety of different actions involving upper part of the body. Table 2 summarizes the types of actions performed for testing. The dataset is divided into two groups of multiple actions. The first group of actions is performed with fixed interval between the actions, while, the second group is executed fluidly. These two groups are performed with varying speeds. Figure 6 shows the visualization of actions performed by the demonstrator. Each image in the figure shows different frames extracted from the action sequences.
Motion primitive segmentation
The raw image sequences acquired from robot camera are processed for motion primitive segmentation. Initially, the demonstrator is standing still and no feature points exhibit significant change. As soon as the robot starts moving the joints, change in feature values is recorded and the significant ratio is computed. Based on the significant ratio, the start and end of an action are computed. Figure 9 shows the result of the Incremental Kernel SFA algorithm. Whenever a significant change in the captured frames is detected, the significant ratio value is increased when the action is completely performed, thus performing the segmentation on-line. The threshold value is selected to be τ = 0.0125. Figure 8 shows the change in significant ratio along with the number of frames to segment the observed motion patterns into episodes of action. The segmentation algorithm commences with no apriori knowledge of the motion patterns and the observed data is being segmented on-line by analyzing the incoming data stream.
To compare the performance of the proposed algorithm, segmentation is performed based on the change in recorded joint angle values. Figure 7 shows the accuracy of segmentation output for different types of actions. For joint angle-based segmentation, the number of frames is calculated for which there is a change in action. The average segmentation ratio is computed for each action performed multiple times and summarized in Table 2 . As can be seen from these results, the segmentation of the actions performed produces less error even at the critical points where the actions transit from one motion to other.
Incremental learning
For learning part of the algorithm, the joint angle values are utilized. Once the start of an action is detected, TBAR-HMM starts adding the joint angle values as motion primitives in the form of nodes linked with edges to provide temporal correlation. The learning of that particular action is completed when the end of that action is detected. We used left-to-right HMM model structure for representing observed motion patterns to allow the data to ow in a sequential order in the forward direction of time.
The TBARM maximal category hypervolume was optimized by a rigorous search over a range of values determined for 10 −8 ≤ S MAX ≤ 10 2 by trial and error. The parameter value for TBARM was selected based on the optimal number of nodes created with a low mean square error. The results of TBARM are very similar to the TGARM, but for a considerably smaller number of nodes. Figure 9 shows the number of nodes generated for different values of maximal category hypervolume parameter. The results in the figure can be divided into two sections. In Sec. Fig. 11 , we selected the value of the maximal category hypervolume parameter to be 10 −6 .
In order to assess the effectiveness of the proposed architecture, we have performed a comparison against the most similar approach, Topological Gaussian Adaptive Resonance Hidden Markov Model (TGAR-HMM) proposed by Dawood and Loo. 46 The structure of the transition matrix is the fundamental complexity factor for inference on HMMs. Therefore, we measure the size of the model by the number of nodes in the transition graph. The parameters we have chosen for every algorithm are shown in Table 3 . The dataset contains a total of 1395 input patterns. The growth on the model size with respect to the number of trajectories on the learning dataset is displayed in Table 3 . As can be seen from the table, the size of the TBAR-HMM models is small with respect to the discussed approach while improving the MSE. Considering both the MSE value and the number of nodes, we may conclude that, for this experiment, the TBAR-HMM performs better than the TGAR-HMM.
We evaluated the performance of the system using error between the demonstrated and generalized motion to determine the appropriate adapting learned motion. The mean error is used as a metric to evaluate the sustainability of the generalized motion with respect to the demonstrated motion. This error metric provides a measure for the evaluation of generalization capability of proposed learning model. Figure 12 shows generalization results for the action of raising both arms (RBA) at different positions. Since we are only focused on the upper part of the body for experimentation, therefore, Fig. 10 shows the results for shoulder movements. During the learning process, the robot babbled with its motor commands, gathered the motor commands and corresponding observations, and then learn the relationship between these using TBAR-AM. Noise tolerance is a significant function in associative memory. We test the noise tolerance by adding the noises on input images sequences randomly. TBAR-AM shows quite high recall rate even if input data contains high noise rate. During recall process, an image from the data set was presented. With the resulting set of joint-angles, the robot arm is able to perform the demonstrated action. The recall rate of the demonstrated action is presented in Fig. 13 . Some motion primitives seem to be overlapping in their representation as they are often confused with each other. For example, at the beginning of recognition the RRA is confused with RRAF since the initial position of the joints is almost similar, however, they differ mostly at their final stages as the recognition progresses with more images. Since the demonstration is a time-varying (spatio-temporal) representation, the robotic experiments revealed that the recognition or recall is based on retaining the entire sequence of representation units along the trajectory.
Motion recognition is simply accomplished by recalling the body position from the developed visuomotor memory. The robot observes the demonstration and refers to the visuomotor memory and finds the closest arm joint position on the current visual command. Then, the robot recalls the motion primitive associated with the body position in the memory and moves the arm toward this position. The visuomotor information was memorized when the robot the self-observed demonstration. Note that this motor intention originated only from visuomotor memory, which is the result of self-generated motor exploration. In both the simulation and on the robot the observed interaction is successfully reproduced.
We now try to investigate if new actions can be modeled using learned motion primitives through visuomotor association. We believe that the extracted physical features are also effective to combine one motion pattern with another motion pattern. A motion primitive model is built incrementally by monitoring for instances when a sequence of two motion primitives is recognized by the algorithm. For example, by monitoring when the episodes of two motion primitives are recognized by the algorithm using the observed images. Every time a known motion primitive is observed, the robot incrementally learns and recalls how motion primitives may be combined throughout behavior execution.
During experimentation, new complex behaviors are produced by combining successions of motion primitives for example, the punch action generated by the combination of two already learned motion primitives labeled RLAF90 and RLA (Fig. 12) . Similarly, the composite action of 'Hi' is generated in the same manner (Fig. 13) . Initially, the learning process begins with only describing basic motion primitives. Later, behaviors that are more complex are produced by combining two or more motion primitives. Behaviors are generated by forming an abstraction above the motion primitive level. Once the learner can recognize the observed behavior, it can recall the appropriate motion primitives from the associative memory to generate the complex behaviors.
Conclusion
In this paper, we have demonstrated an imitation learning using self-exploration. We have also shown that complex behaviors are learned and generated by utilizing the previously memorized motion primitives during learning of simple behaviors. Through body babbling, the robot develops an associative relationship between the observed self-motion and corresponding motor commands. First, we introduced the online segmentation method utilizing only the visual data instead of relying on the kinematic structure of the robot. Incremental Kernel SFA needs not calculate this significant ratio on all the previous data, which makes it suitable for online applications. After segmentation, the observed motion patterns are encoded through novel TBGAR-HMM. The structure of model aggregates the information as observed and organizes the information in an efficient growing manner. The TBAR-HMM model efficiently learns and encodes the spatio-temporal patterns and computes the probability that observation sequences could be generated. We refined the topological algorithm using the Bayesian architecture in order to modify the model performance while at the same time reduce the number of nodes. The novel HMM architecture adaptively selects the models to structure based on the observed data and is not predefined. The proposed model has been tested for different kinds of behavior and achieves better performance both in segmentation and learning the observed motion patterns.
The architecture presented here is inevitably limited in scope, allowing for improvement in future work. A key piece of our learning system is the selection of vigilance parameter 48 which effects the performance of the system. In future work, the testing of the proposed system using the human-robot experiment will be considered.
