Abstract: Gene expression is a critical process in biological system that is influenced and modulated by many factors including genetic variation. Expression Quantitative Trait Loci (eQTL) analysis provides a powerful way to understand how genetic variants affect gene expression. For genome wide eQTL analysis, the number of genetic variants and that of genes are large and thus the search space is tremendous. Therefore, eQTL analysis brings about computational and statistical challenges. In this paper, we provide a comprehensive review of recent advances in methods for eQTL analysis in population-based studies. We first present traditional pairwise association methods, which are widely used in human genetics. To account for expression heterogeneity, we investigate the methods for correcting confounding factors. Next, we discuss newly developed statistical learning methods including Lasso-based models. In the conclusion, we provide an overview of future method development in analyzing eQTL associations. Although we focus on human genetics in this review, the methods are applicable to many other organisms.
Introduction
Gene expression is a critical process in biological system that is influenced and modulated by many factors including genetic variation. Genetic variation reflects the genetic difference among individuals in human population. Such variation can be at different levels, ranging from Single Nucleotide Polymorphisms (SNPs) to structural variation including Copy Number Variants (CNVs). Assessing the effect of genetic variation on gene expression will improve our knowledge in understanding how genetic variation leads to phenotypic variation including its contribution to human health and disease.
Expression Quantitative Trait Loci (eQTL) analysis [1] [2] [3] [4] provides a powerful way to understand how genetic variants affect gene expression. Specifically, eQTL analysis treats gene expressions as quantitative molecular phenotypes, and intends to find genetic variants whose genotypes are significantly associated with changes in gene expression. These identified associations can help reveal biochemical processes underlying living systems, discover genetic factors, and pathways that cause disease [5] . In recent years, high-throughput technologies including microarrays and sequencing, have enabled the identification of genetic variation and the quantification of gene expression at whole genome level. Such data has provided a rich resource for eQTL analysis, for both biomedical application and methodology development. For genome wide eQTL analysis, the number of genetic variants and that of genes are large and thus the search space is tremendous. For example, there could be millions of SNPs and over twenty thousand genes in a genome wide eQTL analysis in humans. The search space could easily reach to the scale of 10 9 . Consequently, it is yet another "needlein-a-haysack" problem to seek for a small number significant associations from this vast search space.
Therefore, eQTL analysis brings about computational and statistical challenges. In practice, there are generally two settings for eQTL analysis in human genetics. The first setting is in family-based studies, where related individuals from a set of family trees are investigated. The second setting is for population studies, where a collection of unrelated individuals is assessed. In this paper, we will provide a comprehensive review of recent advances in methods for eQTL analysis in population-based setting.
In Section 2, we will focus on traditional pairwise association methods, which are widely used in human genetics. We will discuss the methods for correcting confounding factors in heterogeneous gene expression data in Section 3. Next, we will review newly developed statistical learning methods including Lasso in Section 4. In Section 5, we will conclude with a discussion for future method development in analyzing eQTL associations. Although we focus on human genetics in this review, the methods are applicable to many other organisms.
Pairwise Association Methods

Pairwise association procedure
In eQTL analysis, pairwise association methods perform a correlation or regression analysis on the genotype (or probe intensity values) of a genetic variant and the expression of a gene across different individuals. The assumption is that genetic variants are independent of each other, and gene expressions are also independent among the genes. Thus, we can perform association analysis for each pair of variant and gene separately. Multi-test correction will then be applied to correct for the bias introduced by the large number of tests performed separately. Figure 1 illustrates such pairwise associations between a pair of genetic variant and gene investigated in the same individuals. Suppose we investigate J genetic variants and K genes in n individuals. Specifically, we have a vector x j , j 2 f1;
; Jg, for a genetic variant of v j , which contains its genotype (or probe intensity) in n individuals. Similarly, we use another vector y k , k 2 f1;
; Kg, to denote the expression values of a gene g k with index k in the corresponding n individuals. For each (v j , g k ) pair, we can perform a correlation (e.g., Pearson correlation or Spearman rank correlation) or linear regression analysis between x j and y k . This analysis produces a nominal p-value and a correlation noted as r-value.
Afterwards, multi-test correction technique is performed to select significant associations. Common methods to correct for multiple tests include FamilyWise Error Rate (FWER) procedures, random permutations, and False Discovery Rate (FDR) controlled approach. FWER procedures such as the Bonferroni correction tends to be too conservative in practice. In practice, less stringent methods such as random permutation [4, [6] [7] [8] [9] or FDR controlled [10] [11] [12] approaches are used. Random permutation based multi-test correction randomly permutes the expression values many times (e.g., 10 000 times). A permutation p-value threshold (e.g., 0.01) is then used to define significant eQTL associations. The most widely used FDR controlled multi-test correction is based on Benjamini-Hochberg procedure [13] . The genetic variants investigated can be of different types, ranging from SNPs to CNVs. Although the majority of eQTL studies are focused on SNPs [4, 7-10, 12, 14-16] , recent studies have started CNV eQTL analysis [6, 11] and found that CNVs contribute significantly to gene expression variation. Dependent on if intensity values for probes or reads are used or variant genotypes are used, the identified associations can be visualized using scatterplots or box plots. Figure  2 shows two examples of identified eQTL associations. Note that the effect that a genetic variant can affect on a gene expression can be negative or positive, which will be reflected by a negative or positive correlation value, respectively.
Cis and trans associations
In general, there are typically two categories of eQTL associations that have been investigated, namely cis (i.e., local) and trans (i.e., remote) associations. Such characterization is mainly based on the distance boundary between genetic variants and a target gene. Cis associations focus on the genetic variants that lie within a window around the midpoint (or transcription start site) of any given gene. Many studies use a distance cutoff of 1 Mb [4, [6] [7] [8] [9] [10] , where variants located within 1 Mb window upstream and downstream of a particular gene are considered for cis associations. Other distance cutoffs have also been used such as 100 kb [12] , 200 kb [11] or 2.5 Mb [15] . Trans associations assess the genetic variants that include genetic variants that map beyond the defined window of the gene on the same chromosome or on a different chromosome from the target gene.
Since trans associations require more tests to be performed than cis associations do, the multiple testing burden increases for trans associations. Thus the power for identifying trans associations is lower that that of cis associations. Most published studies have focused on cis associations only [4, 6-9, 11, 12] , although there are some studies include both cis and trans associations [10, 15, 16] .
Tools for pairwise eQTL analysis
Over recent years, there have been a wide range of tools made publicly available for eQTL analysis. Although the technical details are different, we see a general trend that methods have been improved to enable large scale eQTL analysis with a large number of variants investigated. Here, we review several tools that are publicly available to the community. Merlin [17] provides a suite of tools for linkage and association studies, including eQTL analysis. It uses sparse trees, a reduced representation of the full binary tree, to present gene flow in pedigrees. Merlin supports eQTL analysis in population studies as well as in family-based analysis. Merlin does not control for population stratification. If population stratification is a concern for eQTL analysis, population membership can be incorporated as a covariate. Another option is to perform population stratification before running eQTL analysis, or adjust eQTL results based on genomic control methods. R/qtl [18] is an R package that provides eQTL analysis, with computationally intensive algorithms coded in C. The core technology R/qtl applies is Hidden Markov Model (HMM) [19] . It uses Haley-Knott regression [20] to perform the correlation analysis. snpMatrix [21] is another R package developed for genome-wide association studies and can be used for eQTL analysis. PLINK [22] provides an integrated environment for genome-wide association studies and family-based studies, with support of eQTL analysis. The main functions of PLINK consist of five aspects, including data management, summary statistic, population stratification, association analysis, and identity-bydescent estimation. PLINK uses a compact binary file including SNP data as input data for analysis. PLINK provides summary statistics of SNPs, including genotyping rates, allele and genotype frequency, and Hardy-Weinberg equilibrium tests. For familybased studies, single-SNP Mendelian error is also available. In addition, individual heterozygosity rates and sex-check can also be obtained for each individual. PLINK implemented two methods to deal with the population stratification issue. PLINK estimates the average proportion of alleles shared Identical By State (IBS) between any two individuals and then classifies individuals into homogenous clusters. Alternatively, PLINK can use the data-reduction technique of classical multi-dimensional scaling to produce a k-dimensional representation of any substructure. PLINK can perform several statistical tests for case/control studies, and transmission/disequilibrium test for family-based studies. PLINK can calculate inbreeding coefficients as indicator of inherited identical by descent for each individual, using panels of common SNPs.
FastMap [23] is designed for fast eQTL mapping in population-based studies. It achieves fast calculation of test statistic tests (correlations) by efficiently calculating subset sums using the Subset Summation Tree. FastMap was originally developed for the use with inbred mouse strains.
Matrix eQTL [24] is a new addition to the eQTL analysis tools, which provides fast and efficient eQTL mapping. Comparing to previous methods described above (Merlin [17] , R/qtl [18] , snpMatrix [21] , PLINK [22] , FastMap [23] ), matrix eQTL is much faster and thus can be applied to large datasets. Matrix eQTL utilizes matrix operations that include the following methods: simple linear regressions that do not include covariates and assume uncorrelated homoskedastic errors, ANOVA testing, additive covariates, and heteroskedastic and correlated errors. All the three versions of matrix eQTL (Matlab, Revolution R and R, Goto BLAS) did in fact outperform the others by preprocessing and expressing the most computationally intensive part of the algorithm in terms of large matrix operations. Also, Matrix eQTL computation time remains nearly unchanged when covariates are added to the model. Note matrix eQTL supports covariates for linear regression models. Users can explicitly describe known factors that are not genetic as covariates.
Confounding Factors
Expression heterogeneity due to technical, genetic, environmental, or demographic variables is common in gene expression studies. Failing to incorporate these sources of heterogeneity into an analysis can reduce power or induce unwanted dependence across gene, and also introduce spurious signals. Since there are diverse known and unknown confounding factors that contribute to heterogeneity in gene expression, it is critical to take care consideration of these confounding factors for eQTL analysis. Known confounding factors include batch effect, GC content bias, population structure, gender, age, and others. Unknown (hidden) confounding factors can come from unmeasured variables such as temperature, concentration or environmental variation.
To identify, estimate, and incorporate expression heterogeneity, it is commonly used to apply dimension reduction methods, such as Principal Components Analysis (PCA) and factor analysis, to dissect known and unknown confounding factors before performing eQTL analysis. The top PCs, that represent contribution from confounders, are removed or used as covariates for eQTL analysis [10] . Specifically, the PCA procedure is composed of the following iterative steps: (1) Perform eQTL associations on the original expression matrix and obtain N 0 eQTL associations. (2) Apply PCA on the expression matrix and obtain the top PC and residual matrix. (3) Use the residual matrix to perform eQTL analysis. Denote the number of eQTL associations as N 1 . In this process, the top PC can be used as covariate or be completely removed from eQTL analysis. (4) If N 1 >N 0 , repeat the process of (1) At this point, we decide that we will use the residual expression matrix with top i PCs removed for eQTL associations, and this selection will give us the optimal power by removing the i confounding factors.
Similar to PCA, another dimension reduction method to account for confounders is called factor analysis. One of such methods is Surrogate Variable Analysis (SVA) [25] . SVA uses the expression data itself to identify groups of genes affected by each unobserved factor and estimates the factor based on the expression of those genes. The SVA algorithm can conceptually be broken down into four basic steps: (1) Remove the signal due to the measured variable(s) of interest to obtain a residual expression matrix. Apply decomposition to the residual expression matrix to Traditional methods including PCA and SVA, are able to correct for strong confounding effects, based on the previous procedures that are optimized empirically.
Statistical Learning Methods for eQTL Analysis
Other than pairwise association studies in eQTL analysis, new methods have been developed to apply statistical learning methods to identify significant eQTL associations. In this section, we review some of these advanced methods including new statistical methods for correcting confounding factors along with eQTL analysis, Lasso-based models, and graphical models.
Statistical methods for eQTL analysis with confounding factor correction
Combined with the aforementioned methods in Section 3 for correcting confounding factors in expression data, we can use the tools discussed in Section 2.3 to identify significant eQTL associations. Therefore, eQTL analysis includes two separate components, that is, estimating confounder factors first, and then followed by eQTL analysis. However, new methods have developed [26, 27] to streamline the correction and association processes in the same toolkit.
The study from Ref. [26] 1). Y is the gene expression matrix and X is the genetic variation matrix. U represents the unknown confounding factors. E is a random variable that represents random noise with a Gaussian white-noise term. Z and C represent the fixed effects of known confounding factors and their coefficients. B is the contribution of genetic variation matrix X to Y. F -test is applied to test for the significance of B, using the Efficient Mixed-Model Association (EMMA) package for rapid estimation of variance components and maximum likelihood to perform likelihood tests [28] .
Therefore, ICE eQTL directly incorporates the complex correlation structure into the statistical model as a variance component accounting for random effects. It does not need to know in prior which confounding factors to be corrected.
In contrast to SVA [25] , ICE can correct for a mixture of strong and moderate confounding effects. It has been shown that ICE eQTL mapping can reduce false positive trans associations and increase the number of true cis associations, due to its ability to correct for systematic confounding effects inherent in expression datasets.
This new method called LMM-EH-PS [29] aims to correct for population structure in addition to take consideration of expression heterogeneity. LMM-EH-PS is based on a linear mixed model as shown in Eq. (2). Similar to ICE, LMM-EH-PS assumes that the confounder coefficients are drawn from a zero-mean Gaussian distribution as well.
One can simultaneously correct for population structure and expression heterogeneity simultaneously, by simply generating two sets of confounder coefficients independently, using the similarities between individuals in respectively genetic variation and expression data. Then these two confounder coefficients are added to the regression model to produce a likelihood for one pair of genetic variant and one gene. Since ICE uses the covariance matrix of the gene expression data to model gene heterogeneity, ICE yields deflated p-values [29] . The problem of deflated p-values is solved in LMM-EH-PS by setting the contribution to be tunable in Ref. [29] .
Another method to correct for confounding factors is based on Probabilistic Estimation of Expression Residuals (PEER) method [30, 31] . PEER uses Bayesian approaches on factor analysis methods to infer hidden determinants from the normalized and preprocessed expression profiles, considering all known covariates. Factors inferred are then used in alternative genetic analyses, as phenotypes in genetic mapping or as covariates for association analysis of other phenotypes. With the ability of learning unmeasured determinants of gene expression variation and cellular features from gene expression, PEER can increase the power of detecting genetic determinants of gene expression profiles. In addition, genetic factors identified can be interpreted as pathway or transcription factor activations by combining with prior biological information, which increases the interpretability of gene expression analyses. Note that PEER requires a larger number of sample than the expected number of factors to be learned. PEER does not support for mixed modeling nor account for population structure, but can incorporate them as covariates. Due to its demonstrated power, PEER has been used extensively [7, 9, 10, 14] for correcting expression heterogeneity in eQTL studies.
In addition to correcting for confounding factors, Ref. [30] provides a software VBQTL, a probabilistic method for dissecting gene expression variation by jointly modeling the underlying global causes of variability (including known and unknown confounder factors) and the genetic effect. VBQTL implements a Bayesian method that captures Eq. (1). It supports model extension where the right hand side of Eq. (1) can include more terms that take consideration of nonlinear effects such as epistasis.
The commonly used methods [25, 26, [29] [30] [31] accounting for unknown confounding factors we have reviewed are based on an assumption that confounding factors tend to have broad effects, influencing large fractions of gene expression measurements. However, trans genetic effects exhibit similar association pattern as confounding factors using existing methods, which may result in over-correction and reduce the detection of true signal of trans effects.
In Ref. [27] , the authors developed an integrated probabilistic model PANAMA (Probabilistic ANAlysis of genoMic dAta) that considers both the potential hidden confounding factors and genetic regulators. Similar to Refs. [26, 30] , PANAMA performs eQTL analysis using a linear mixed model as shown in Eq. (3). PANAMA is different from other methods in that it jointly learns confounding factors while accounting for the effect of genetic variants with a pronounced trans regulatory effect. Therefore, PANAMA avoids overlaps between true eQTL associations and the covariance structure induced by the learnt confounders. It has been shown [27] that PANAMA has better performance in identifying the hidden confounding factors, compared with standard linear regression, SVA [25] , ICE [26] , and PEER [30, 31] . Such improvement leads to increased power for PANAMA to detect both cis and trans genetic effects.
Lasso-based models
Sparse modeling, a feature selection method widely used in the machine learning community, has been recently applied to select eQTL associations in eQTL analysis. In this setting, genetic variants are treated as features and gene expressions are viewed as labels. In eQTL analysis, both the feature matrix on genetic variants and the label matrix on gene expressions are usually high-dimensional. That is, the number of features (i.e., genetic variants) and the number of labels (i.e., gene expressions) are significantly larger than the number of samples. Therefore, the problem of eQTL analysis can be formed to a classical feature selection problem and spare learning methods have therefore proposed.
The sparsity of these methods are justified with an assumption that there are only a small number of associations between genetic variants and traits, given an overwhelmingly large number of variant and gene pairs for genome wide eQTL analysis. These methods either separately examine if the correlation of each pair of traits and genetic variants is significant or characterize their association as parameters in a machine learning model.
For simplicity, the eQTL analysis can be formalized into a linear regression model in Eq. (3). Here we assume that the expression data has been corrected for known and unknown confounding factors using methods proposed in Section 3 or Section 4.1. Note that we can modify the model to include confounding factors by extending the linear model in Eq. (3) to linear mixed model in Eq. (2) .
The method of sparse modeling is to find the optimal matrix B with J rows and K columns, by minimizing the square loss function plus a regularization term in Eq. (4). Here, X is an n J matrix, where each row contains the measurements of the J genetic variants in that individual, and each column contains n observations for one genetic variant. Y is an n K matrix, where each row contains the quantitative profiles of K genes in that individual, and each column contains n observations for one gene.
g is the association coefficient matrix denoting the connection strengths between traits and genetic variants and E is a Gaussian white-noise term with constant variance 
Lasso (least absolute shrinkage and selection operator) [32] method is a special case with q=1. With l 1 norm, a Lasso model favors a sparse solution with a small number of non-zero terms [33] . In a Lasso model for eQTL analysis, the parameters of the majority of the genetic variants are shrunk to zeros, and those variants corresponding non-zero terms are selected as the identified eQTL associations.
However, both pair-wise correlation methods in Section 2.3 and a Lasso model neglect the relationship among genetic variants or that among the expression levels of multiple genes. These methods assume that genetic variants are independent and gene expressions are not correlated. This assumption will inevitably miss many complex yet observed cases where multiple genetic variants jointly affect the co-expressions of multiple genes.
To account for relatedness of different genes or traits, multi-task Lasso models are proposed [34] [35] [36] to impose sparsity over all of the variant and gene pairs. representing the association coefficients of all genetic variants to the k-th trait and b j is the j -th row of B meaning the association strengths of the j -th genetic variant to all traits.
Several extensions of the multi-task Lasso model have been proposed to take consideration of the network structure underlying the relatedness of genes. For example, based on the idea that co-expressed genes share a larger common set of genetic variants comparing those independent genes, a tree guided Lasso model [35] is developed. In this model, the tree structure can be obtained using a hierarchical clustering tree on labels or provided by users. Note that the tree guided Lasso is an extension of a groupLasso model. Additionally, an adaptive multi-task Lasso model [36] considers the correlation among gene expressions, while incorporating the priors on SNPs such as regulatory features for these SNPs.
Another Lasso-based model, a graph-guided multitask Lasso model [34, 37] can also be used to estimate genetic variants that perturb a subset of highly correlated genes. Let G 1 D .V 1 ; E 1 / be a weighted graph that represents the relatedness of the genes, where V 1 is the set of vertices and E 1 is the set of edges. Genes are vertices and edges represent the relatedness between two genes in G 1 . The idea here is that if two genes are correlated and an genetic variant is associated with one of these two genes, then the probability that this variant is associated with the other gene is higher.
We can formulate this idea by adding a regularization term to Eq. (5). As seen in Eq. (6), a regularization term is added to reflect the contribution from correlated genes, with a structure dictated by a graph G 1 . Here, w.e m;l / is a weight assigned to the edge e m;l in graph G 1 and r m;l is the correlation between y m and y l . Then a graph-guided multi-task Lasso can be defined as the solution of Eq. (6). Such a graph guided multi-task model in Eq. (6) can learn the associations between one particular genetic variant and a group of correlated genes. The associations among genetic variants and genes will be reflected by B matrix. The regularization term in Eq. (6) is closely related to that in fused Lasso [38] . Thus, a graph-guided multi-task Lasso model [34, 37] can be viewed as a generalization of the fused Lasso model in that fusion is dictated by the topology of input graphs, rather than physical proximity.
The graph-guided multi-task Lasso model [34, 36, 37] can be further extended to incorporate the correlation among genetic variants. The rationale is that if one genetic variant is associated with the expression of a specific gene, then another genetic variant, that is highly related with this genetic variant, would be more likely to be associated with the expression of this particular gene. This rationale can be formalized as adding another regularization term to Eq. (6), which leads to a twograph guided multi-task Lasso model as proposed in Ref. [39] . The two-graph guided multi-task Lasso model can be then learned by minimizing the objective function in Eq. (7). The optimization problem in Eq. (7) can be efficiently solved by a coordinate-descent algorithm as in Ref. [34] . Here, G 2 D .V 2 ; E 2 / is a graph that represents the correlation among genetic variants. V 2 is the set of vertices representing genetic variants, and E 2 is the set of edges representing the correlation among these variants. w.e f;g / is a weight assigned to the edge e m;l in graph G 2 and r f;g is the correlation between y f and y g .
The two-graph guided multi-task Lasso model captures the scenario that multiple genetic variants, by forming a subnetwork, can affect the expression of multiple correlated genes. Such a model has a nice sparse property that it allows flexible structured sparsity both on genetic variants and genes. The twograph guided multi-task Lasso model can be seen as a generalization of several multi-task feature selection methods proposed before [34] [35] [36] [37] .
Another model, named jointly structured inputoutput Lasso model [40] , has been developed to capture the association between a set of genetic variants and a set of correlated genes. The model implements an l 1 = l 2 regularized multi-task regression [41] . The structured input-output Lasso model can be achieved by solving the following optimization problem. minimize B kY XBk
The last two terms in Eq. (8) reflect the contribution from the groups, denoted as V 1 , of genetic variants, and the contribution from the groups of genes as defined as V 2 , respectively. All of the methods described so far in Section 4.2 have been focused on applying Lasso to linear models. More recently, a new method has been proposed that combines mixed linear model, as shown in Eq. (2), and Lasso for eQTL analysis [42] . This method, termed as LMM-Lasso, can thus correct for population structure and capture associations in a Lasso model in eQTL analysis. LMM-Lasso scans all SNPs at the same time while accounting for their interdependencies to assess their associations with gene expression.
Conclusions
In this paper, we review recent method development in estimating the contribution of genetic variation to gene expression, under the overarching framework of eQTL analysis. With rapid accumulation of genetic variation and gene expression data in human genetics, it is demanding to design efficient and fast methods to perform such data intensive analysis.
Although pairwise association methods still dominate the current practice of eQTL analysis, we witness an emerging trend to develop more statistical models that capture not only the confounding factors, but also complex relationship in human genetics data. Traditional methods, including PCA and SVA, have been used routinely to correct for strong confounding effects. Newly developed methods like PEER have demonstrated their increased power in taking account of confounders.
In addition to pairwise association analysis, machine learning methods, including sparse learning models, have been recently applied to eQTL analysis. In particular, Lasso models have been widely studied to identify a small set of eQTL associations due to its sparsity. In this paper, we discuss a suite of Lasso-based methods to account for the correlation of genetic variants and/or the relatedness of different genes. Extensions of Lasso methods have also been applied to look at complex relationships among eQTLs including redundancy [43] . Besides the sparse methods in the Lasso family, graphical models [44] [45] [46] have been proposed for eQTL analysis.
Previous integrative analysis of eQTL methods has shown the gain of power to use ensemble of machine learning methods for eQTL analysis [47] [48] [49] . With the further development in applying statistical and machine learning approaches to the problem of identifying eQTL associations, we expect the ensemble strategy will gain more attention in future studies.
The methods we present in this paper has been designed to estimate eQTL associations in one specific tissue. Gene expression is differentially regulated across tissues. Hence, eQTLs are tissue specific. A recent study [14] has collected genomic and expression information in different tissues and performed eQTL analysis for these tissues independently. New methods have been developed for cross-tissue eQTL analysis that incorporates data from multiple tissues to improve power for eQTL analysis [50, 51] . With more tissuespecific data available, we anticipate more methods will be available to assess eQTL associations shared and specific in different tissues. Such analysis will provide more information to understand genetic variation contributes to differential gene expression changes across tissues, and leads to phenotypic variation including disease susceptibility and manifestation.
