averaging as an estimation strategy may yield some gains in terms of bias and efficiency when compared to procedures that make use of a single set of instruments. Furthermore, our approach can cope with high-dimensional problems arising from large numbers of combinations of instruments, particularly when there is no clear indication as to which instruments should be discarded.
Our work is a natural extension of the literature, in which model averaging usually involve weights obtained from functions of model selection criteria, such as the BIC, AIC, etc. Indeed, there is a large literature on model averaging, both in the Bayesian tradition and in a frequentist context (see Claeskens and Hjort, 2008 for a review). In the latter framework, Hansen (2007) proposed a Mallows criterion for the selection of weights for averaging across least squares estimates obtained from a set of approximating models, in which regressors (or groups of regressors) are added sequentially. Liang, Zou, Wan and Zhang (2011), in turn, discuss optimal weight choice based on an unbiased estimator of the MA estimator's mean squared error (MSE), thus attaining good finite sample properties. On the other hand, Hansen and Racine (2012) consider a jackknife MA estimator, with weights based on a cross-validation criterion, which is asymptotically optimal under bounded heteroskedasticity of unknown form.
Model averaging in the linear IV context has seen some very recent developments. Kuersteiner Nevertheless, our approach is distinct in that it averages estimates of the parameters of interest (rather than first-stage results as in Kuersteiner and Okui, 2010) and, in our case, the list of candidate models does not depend on ordered instruments from the full-instrument matrix. Indeed, with m instruments we can consider m models (each model including an extra instrument as in Hansen, 2007) , but also any possible combination of these. This makes our approach more general and not restricted by how the instruments are ordered. Also, unlike TSLS kernel-based weighting as proposed by Canay (2010) and Okui (2011) , our procedure does not depend on the choice of kernels or arbitrarily user-chosen smoothing parameters. Thus, we are able to combine the estimation of general moment conditions models with one-step and information criteria-based model averaging estimation.
In fact, our paper is related to recent (and parallel) contributions. Lee and Zhou (2012) consider a different 'feasible' weighting scheme based on the strength of subsets of instruments (measured by the ratio of the first-stage R 2 and the Sargan statistic). Similarly, Chen, Jacho-Chàvez and Linton (2012) consider averaging moment condition estimators in a more general conditional estimation setup.
To study the properties of our estimators, we conduct a small-scale Monte Carlo experiment in which we contrast the performance of an averaging approach and that of an instrument selection strategy, showing that, in several setups, our model averaging estimation procedure outperforms the selection method of Donald and Newey (2001) in terms of median bias, absolute deviation and dispersion. Moreover, we illustrate empirically the use of MA procedures by examining returns to education, in which we show that even when both the sample and the number of instruments is quite large, our methods are flexible enough to cope with high-dimensional problems in an efficient way.
Next, section 2 introduces the linear IV regression model and defines the instrument selection criteria. In section 3, we introduce our model averaging approach, we discuss different procedures to obtain empirical weights and model screening as a strategy to narrow down the list of candidate specifications, thus reducing the computational burden. In section 4, we derive the asymptotic properties of the model averaging estimator. A Monte Carlo simulation study providing evidence in support of our MA procedures is discussed in Section 5. An application to returns to schooling is considered in Section 6 and, finally, Section 7 concludes.
Definitions
Following the notation in Staiger and Stock (1997) , the linear IV regression model is specified by a structural equation of interest
where y is a T × 1 vector, Y is a T × n matrix of endogenous regressors, X is a T × K 1 matrix of exogenous regressors, and by a reduced form equation for the endogenous Y
where Z is a T × K 2 matrix of instruments, with Y, X and Z full ranked and K 2 ≥ n. For the sake of simplicity (and in accordance to the application we study in this paper), we let n = 1 and assume independent and identically distributed data. The error structure w i = (u i , V i ) satisfies the moment conditions
and
Define the parameter of interest θ = (β , γ ) and let Z = [X, Z] be a T × K matrix where K =
, so that endogeneity arises if E (Y i u i ) = 0. Throughout the paper we assume that β is identified, i.e. that E(Z i X i ) is of full column rank for any choice of instruments such that K 2 ≥ n. Also, define π = (Φ , Π ) .
Although Staiger and Stock (1997) define a general k-class of estimators, we simply focus on TSLS. In this case, it can be shown that
and, in particular, the scalar
where
(see Staiger and Stock, 1997 , for details). This estimator ignores the presence of heteroskedasticity and is a GMM-type of estimator under the population unconditional moment condition
In the general case,
where Σ u = diag u 2 1 θ , ..., u 2 T θ with the residuals evaluated at θ in the absence of heteroskedasticity (5). Various tests for functional form and heteroskedasticity for linear IV regressions can be found in Pesaran and Taylor (1999) .
Under some mild regularity conditions, θ in (9) is √ T −consistent and asymptotically normal, with asymptotic variance
with Q Z,Z = E Z i Z i , Q X,Z is finite and full ranked, for the purpose of identification (see Hall, 2005 , inter alia). These are efficient GMM-type estimators.
Given that the rejection of the Sargan J-statistic is an indicator that some instruments are invalid, and acknowledging the usual trade-off between bias and efficiency when picking a particular list of instruments, we take all possible combinations of instruments when estimating the structural equation. Let M be the collection of candidate instruments. Here, M is a countable/finite set, such that model M i belongs to the family of models M : M i ∈ M. For now, take any particular model, M i , which is characterized by a particular set of instruments. Then, following Andrews (1999), one can define a selection vector c ∈ K that represents a list of "selected" instruments.
Defining the unit-simplex set
c is a vector of zeros (excluded instruments) and ones (included instruments) and |c| = K j c j ≤ K for c ∈ C denotes the number of the selected instruments c. Also, define c = ι K , a vector of ones, which implies using the whole set of instruments. Thus, quantities such as
, Q Z,Zc and Q Z,Zc are obtained after deleting the instruments j corresponding to c j = 0. Take, for the sake of simplicity, the homoskedastic case (5). Then,
with Z c = [X, Z c ] where Z c is a T × |c| matrix, |c| ≤ K 2 , that only includes instruments associated with 1 s at vector c. To make it clear, we are selecting only over the available K 2 instruments and therefore keeping all K 1 exogenous regressors (X) in the estimation procedure.
There are several procedures for the selection of the appropriate instruments c 0 over the full list of candidate models c ∈ C, where C ⊂ C, with {0} ∈ C, is some parameter space for the instrument selection vector. Donald and Newey (2001) propose a selection procedure such that an approximate mean-square error, AM SE, is minimized over all existing instruments deemed to be valid. The AM SE criterion is defined as
where 
is a sequence that defines the selection criterion (κ T = 2 for the AIC; κ T = log T for the BIC; and κ T = Q log log T for some Q > 2 for the HQ-type criterion). In our setup, p = 1+K 1 and, whenever all K 1 exogenous variables are used as instruments, |c| − p will be equal to the number of instruments Z in model c minus one. In the context of linear models, we consider Sargan's statistic:
Alternative procedures have been developed in the literature. Hall et al. (2007) proposed a criterion based on the entropy of the limiting distribution of the GMM estimator, in which the focus is the relevance of instruments. The relevant moment selection criterion RM SC is defined as
On the other hand, Hall and Peixe (2003) , consider the problem of instrument selection based on a combination of the efficiency and non-redundancy conditions
where r j,T (c) is the j th sample canonical correlation between d i (θ) and In addition, a measure of the goodness of fit for IV regressions was proposed by Pesaran and Smith (1994) . According to these authors, model selection follows from observing the largest generalized R-squared, GR 2 , a measure that is based on the prediction errors. More specifically,
where y − X θ c = u is the residual from the second step regression, X = Z Z Z −1 Z X, and y is the sample mean.
3 Linear IV Model Averaging Estimators
The Procedure
In this section we present MA estimation methods where the empirical weights are based on the above mentioned instrument selection criteria for IV models. Consider K and c as defined in (12) and the relevant objects indexed by c. Now, let ω = ω 1 , ..., ω |C| be a weight vector in the unit-simplex in |C| :
Although the weights need not be restricted, as in Kuersteiner and Okui (2010) , we only consider weights in the unit-simplex. In our approach, by assuming n = 1 and that all K 1 exogenous variables are kept in any model c, we combine over the K 2 ≥ 1 instruments Z, which implies
By the same token, if we partition Z in two blocks, Z F of dimension K 2F that is always kept in model c and Z V of dimension K 2V that is left free to combine,
Moreover, c ∈ C is restricted to c j = 1 for all j corresponding to X and Z F and c s , s = j equals either one or zero, depending on whether the correspondent instrument from Z V stays in the model or not. In practice, Z V can itself be a block of instruments and the averaging scheme is over estimators that follow from models with distinct blocks of instruments. In this case, the definitions are straightforward and should not lead the reader to confusion.
Thus, a model averaging estimator of the unknown
and, in particular, for the scalar β it equals β (ω) = c∈C ω c β c . Clearly, the post-model selection estimator is a special case for which no averaging occurs: ω c * = 1 for some selected model c * and
In general, the vector ω will be unknown. As in much of the literature on model averaging, a data-dependent procedure will have to be used to determine the weights in order to implement estimation according to (22) . Let ISC c denote the 'instrument selection criterion' for candidate model M ∈ M that is defined by c ∈ C, according to our notation. Here, ISC may represent AM SE, M SC, RM SC or CCIC as described earlier in the paper and GR 2 is the appropriate goodness of fit measure. The averaging scheme is obtained by using weights proportional to the exponential form of a given ISC or GR 2 :
where the sum term encompasses all, not necessarily nested, M ∈ M models of interest.
Computational Issues and Model Screening
An important issue that arises in this framework is that in some cases, the number of potential combinations is inevitably quite large and increases very fast with the number of available instruments -for example, five instruments generate 31 different combinations, while 10 instruments allow for 1023 combinations. Averaging over many combinations is not in itself a problem, but a large number of models implies that many weights will be effectively zero. Therefore, it makes sense to consider a smaller number of specifications for averaging, by removing the poorest performing models, as done in the regression literature, but so far unexplored in an IV setting.
We suggest that model screening can take place at different stages of the estimation procedure.
An initial form of screening can be achieved by incorporating the information that certain instru-ments are assumed to be valid (which could be based on formal testing) or based on instrument strength, for example by looking at the first-stage R 2 . Moreover, one can exploit the fact that certain blocks of instruments are either valid or invalid block by block, rather than instrument by instrument, as suggested by Andrews (1999) because in their case sub-models are nested after the selection of the most relevant regressors.
Furthermore, one can consider a screening method adapted from Yuan and Yang (2005) . This involves splitting the sample into two parts Finally, we consider a simplified screening procedure, which we designate by 'trimming', in which selection criteria are computed for all possible combinations, but only the top m models are retained for averaging. Again, we experimented with different choices for m's, but we opted for the sample dependent choice m = P 1/2 . Nonetheless, we should stress that there are important differences regarding model screening in an IV setup. Contrary to LS, in IV regression the screening is applied to the reduced form equation and not to the structural equation of interest. This may give less relevance to screening in IV since instruments are not part of the structural equation and, thus, omitted variable bias due to averaging will not be a factor.
Properties of the Linear IV Estimator
Given that the MA estimator θ (ω) = c∈C ω c θ c is averaging over a list of candidate TSLS estimators for a given ω, its limit statistical properties depend on a linear combination of the random processes θ c , c ∈ C, possibly containing common instruments, which are √ T -gaussian with asymptotic variance V c under standard regularity conditions, as stated in the following Assumption (implicit at all Theorems and Corollaries of this paper):
Assume that the data is random; E Z i u i = 0; E Z i Y i is full column rank n, and Q Z,Z = E u 2 i Z i Z i is nonsingular. Hence, we show in the next theorem that θ (ω) is also consistent and √ T -gaussian. Note, however, that the asymptotic variance will include covariance terms associated to θ c 's with common instruments, which could complicate the derivation of its limiting behavior. We circumvent this problem by defining a selection matrix that contains certain rows with zeros, operating on the full list of instruments, Z c (here, c = c = ι K and |c| = K), as in Domowitz and White (1982) , see also Newey (1985) . Let Λ c be a matrix of dimension K by |c|, such that each column j = 1, ..., |c| contains zeros, except a single "1" at position i that corresponds to the instrument as defined in
and in this way we obtain the limiting distribution of our MA estimator in any general form of heteroskedasticity, as shown in the following theorem.
Theorem 1 (Distribution of the MA estimator): Assume that the model is correctly specified.
where θ c is the TSLS estimator for model c ∈ C. Moreover,
Note that the variance matrix in the middle corresponds to employing all instruments (i.e., c = c = ι m ).
The following Corollary is under the assumption of homoskedasticity noting that, in this case,
. Corollary 1 (Distribution of the MA estimator under homoskedasticity): Assume that the model is correctly specified. As T → ∞, for any ω ∈ H K ,
Remark. A post-model-selection estimator, PMSE, is indeed a special case of MA. Whenever ω c = 1 and ω c = 0, for all c = c, for some model c = c, we have θ (ω) = θ c and V ω = V c .
Thus, for a given ω, and noting that Λ c is known for all c ∈ C, a consistent estimator of V ω can be obtained using consistent estimators for Q ·c , for all c ∈ C, and for σ 2 u as well, and inference can be carried out in the usual way. In the previous section, we recommend the use of a few criteria for selecting ω. Clearly, the asymptotic covariance matrix V ω will differ across methods for obtaining ω. Still, notice that the expression for V ω is derived independently on the criteria in section 3 that we pick for replacing ω by ω. Now, we provide asymptotic results for the MA estimator evaluated at ω. This is possible due to the fact that we have closed form expressions for ω(ISC) and ω(GR 2 ) and, for illustration purposes, we now only consider the case of the RM SC using the AIC penalty term. For this particular case,
which converges in probability to
as T → ∞. Recall that, p = 1+K 1 and |c| = K 1c +K 2c , where K 1c , K 2c are the number of exogenous variables and instruments used in model c, respectively. Hence,
simplicity, once we restrict to models that have exactly the same number of instruments (not necessarily the same instruments), as T → ∞,
with, C * ⊂ C and c∈C ω c (RM SC) = 1.
Note that the empirical weights ω follow from existing instrument selection criterion or a measure of the goodness of fit: AM SE, M SC, RM SC, CCIC and GR 2 . Hence, in order to study the properties of the MA estimator for each criterion, we need the following additional assumption for By a similar token, we can consider any information criteria such that ω(ISC) p → ω(ISC), as T → ∞, for some well defined ω(ISC) (similarly for ω(GR 2 )) to establish the next Theorem.
Theorem 2 (Distribution of the MA estimator evaluated at ω): Assume that the model is
where θ c and ω c (ISC) are the TSLS estimator and the empirical weight, respectively, for model
for well a defined ω(ISC).
Note that for the AMSE, we cannot directly use the conditions in Donald and Newey (2001), as their framework allows for K 2 to increase with T at a suitable rate. However, for the purposes of model averaging, their regularity conditions remain applicable for a fixed dimension of the candidate set Z c .
Monte Carlo Study
In this section, we report results of a simple Monte Carlo study assessing the finite sample properties The data generating process is
where the true parameter of interest is the scalar β 0 , which is fixed at 0.1. Y i and X i are scalars, with X i = ν i + η i , ν i and η i being independently distributed N (0, 1) random variables. Note that Y i and X i are correlated via η i (which itself is independent from u i ). Furthermore,
The degree of endogeneity is 0.5 and we define z * i = z 1i + η i , where z 1i is the first column of Z. Thus, the error term is heteroskedastic when φ = 0, so we set φ ∈ {0, 0.1}. We also consider cases with and without the exogenous variable X i , that is, γ 0 ∈ {0, 0.1}. The number of observations is T ∈ {100, 250} and the number of replications is 5000.
We set the maximum number of instruments M to 10 and 20 and allow for different combinations of instruments. We fix a block of moment conditions (M f ixed ), assumed to be valid, namely For each replication, we select the instruments for the fixed block that maximize the correlation with the endogenous regressor Y i , while using all possible combinations of the remaining instruments, up to a maximum of 255/1023 combinations (i.e., all possible combinations of the 'free' instruments).
In terms of specifications for π, we have, for j = 1, ..., M, Model A (equal coefficients) :
Model B (declining coefficients) :
where c (M ) is set so that π satisfies π π = R 2 f / 1 − R 2 f , where R 2 f ∈ {0.1, 0.01} . Note that in model A, all instruments are equally important (and relatively weak), which means that instrument selection methods may not be very effective. In model B, the strength of the instruments declines gradually, but the ordering matters. The value of R 2 f = 0.01 can be interpreted as the "weak instruments" case, quite common in empirical applications. On the other hand, we consider smooth MA estimators using different ω(.) based on the different criteria discussed in section 2 (denoted as MA-DN, MSC-BIC, RMSC, CCIC and GR 2 ) and for each estimator we compute the median bias (MB) and the median absolute deviation (MAD) relative to that of TSLS-DN (RMB and RMAD), as well as the inter-decile range (IDR, the difference between the 10% and 90% deciles), as in Kuersteiner and Okui (2010) . Tables 1 and 2 and M f ixed = 10, such that the strength of the instruments varies and the number of combinations is the largest, and therefore screening methods might be most useful. Results in Table 3 , however, are mixed, as there is no clear pattern across specifications or MA procedures. For example, the 'trimming' approach improves the performance of all MA estimators in terms of bias when T = 250 and R 2 = 0.1, but for R 2 = 0.01 no screening is a better choice, while the converse is true for T = 100. In fact, of the three screening procedures, the simple 'trimming' seems to behave the best, while the performance of the MA estimators deteriorates most with the split-sample screening of Yuan and Yang (2005) , particularly in terms of MAD. Interestingly, the 'backward elimination' procedure can lead to significant gains in bias for the MA-DN and RMSC approaches, but not in a consistent way. Overall, it appears that non-screened estimators display a well balanced finite sample bias-variance trade-off, suggesting that the averaging schemes studied here are able to correctly filter poorer models by appropriately weighing them down, while averaging over a larger number of models helps to decrease dispersion.
As in Kuersteiner and
Finally, in Table 4 we observe that the performance of the estimators in terms of median bias relative to DN is largely unaffected by the presence of an endogenous variables and heteroskedasticity when M = 10 and M f ixed = 2, but these additional features improve the relative behavior of MA estimators when M = 20 and M f ixed = 10. Note, however, that the advantages of MA estimators are substantial in terms of the RMAD measure when an exogenous variable is included.
Moreover, the MA estimators show, in general, a great deal less dispersion, as can be seen by the IDR rows, with the DN selection procedures performing a lot worse when the exogenous variable is in place. This seems to imply that MA procedures do indeed attenuate the trade-off between bias and dispersion relative to instrument selection procedures. and bias-corrected TSLS -yielded distinct optimal sets, although the estimates of returns to schooling differ very little across different instrument sets. Our approach, on the other hand, rather than picking one particular version of the competing models, allow us to obtain an averaged estimate of the different specifications.
For simplicity and to save space, we consider TSLS MA estimation using the AMSE, the BICbased RMSC-BIC and the GR 2 criteria. The Donald and Newey (2001) AMSE criterion is com-puted by using a first-stage Mallows criterion based on the largest instrument set. Though slightly different from our results, it would be straightforward to obtain MA estimates by combining the information on selection criteria in Table VII and the estimates for each set in Table VIII of Donald   and Newey (2001) . Each criteria is calculated for each set of instruments and the weights for averaging are then constructed by using the methods described in section 3. Table 5 contains estimates for each set (standard errors in brackets), alongside selection criteria and the corresponding weights for each specification. The final row shows the averaged estimate for each procedure. First, it is interesting to note that all selection criteria tend to favor the specifications that include regional dummies, in particular the 9-region classification interactions (unlike the results in Donald and Newey, 2001 ). Consequently, the 'smoothed' weights are larger for estimates from instrument sets containing these variables, in the case of RMSC considerably so. The weights from the AMSE and GR 2 measures tend to weigh equally all models, given that the statistics are similar (and low, in the case of GR 2 ), although they agree with the results of RMSC concerning models with regional dummies.
The resulting MA estimates can be read in the last row of Table 5 . Given that the estimates of returns to education involving R4 and R9 are somewhat lower than the other specifications, the MA estimates inevitably reflect that. However, the results for the three different criteria are quite similar and close to the values obtained by OLS, which is consistent with the thrust of Angrist and Krueger (1991) . Noticeably, the standard errors are considerably smaller, which suggests that MA estimation may yield substantial efficiency gains when compared to standard procedures.
Conclusion
This paper develops novel model averaging estimators in the linear instrumental variables regression framework. It is not confined to homoskedastic errors but allows for general forms of heteroskedasticity. Moreover, the approach is suitable in the context of many of instruments as it is the case when distinct blocks of instruments are at competition. We use different selection criteria to select weights for averaging across estimates. This is achieved by direct smoothing of information criteria arising from the estimation stage. We study the asymptotic properties of the resulting estimators.
A simple Monte Carlo experiment shows that our MA estimators compare very favourably in many relevant setups. It suggests that for higher dimensional problems a model averaging approach may use all available information more efficiently than standard selection procedures. In particular, the MA estimator based on a BIC selection criterion is an easily implementable and robust choice, as it appears to provide the best balance in terms of reducing both bias and dispersion in different settings. Also, we illustrate our method with an empirical application to the well known study of returns to schooling of Angrist and Krueger (1991) . The results are quite close to the values obtained by OLS, which is consistent with the thrust of Angrist and Krueger (1991).
There are a few aspects that should deserve further attention. We have considered a fixed number K of instruments to combine. An alternative would be to allow K to grow with T at a certain rate, in which case the number of candidate models also increases with T and at a faster rate. Thus, it would be interesting to determine the optimal rate and to evaluate the efficiency gains of this case when compared to the fixed-K framework. Another important issue is to study the behavior of the MA estimator under different settings, such as the cases of weak or invalid instruments. In either case, consistency of the TSLS estimator is no longer achieved and nonstandard asymptotic theory is required. In addition, one should further investigate the statistical properties of the MA estimators for models with irrelevant instruments since it would simply make estimation less efficient. In this case (and unlike this paper, in which we assume instruments are valid), pretesting as in Andrews (1999) could be useful in putting our methodology into practice. Furthermore, using invalid instruments in combinations will result in poorer specifications, so model screening can play a more significant role under these conditions. We leave these topics for future research.
