In a large nonblocking crossbar switch, the controller often becomes a bottleneck in terms of both performance and reliability. In this paper, we present a number of schemes for distributing the setup function among multiple controllers, thus improving both the performance and reliability of the switch. The controllers are symmetric and operate in parallel. The simplest of these schemes is the symmetric triangular scheme, where each request is serviceable only by one of the controllers, chosen based on the addresses of the ports involved in the request. This scheme has only a limited degree of fault-tolerance, because a controller-failure can be tolerated only by modifying the request-distribution, causing a temporary disruption of service. With N ports and K controllers, the number of buses needed to support nonblocking operation in this scheme is approximately
Introduction
Crossbar switches are used extensively as multiprocessor interconnection networks and for communication switching. Small crosspoint arrays are readily implemented on a single chip, while an array of crosspoint switching chips can be used to build larger switches. The design and implementation of several single-and multi-chip crossbar switches are described in recent literature. For example, Miracky, et al. 11] describe an implementation of a 72 72 crossbar switch on a single chip. Colbry, et al. 3] describe the design of a 64 128 crossbar with 40-bit data-paths for processor{memory interconnection using multiple chips. IBM has used a 64 64 CMOS crossbar chip, supporting a data rate of 40 Mbits/second per port, in their switching system for interconnection of serial I/O channels 7]. Several crossbar chip implementations for broadband packet-switching are also described in 1].
With current VLSI and packaging technologies, the circuit-complexity of O(N 2 ) for an N N crossbar switch is no longer the limiting constraint in a single-chip implementation. Rather, the primary limiting factors to the cost-e ective single-chip realization of large crosspoint arrays now are (i) pin-out constraints and (ii) the allowable tolerance levels on the inductive noise generated by the line-drivers driving the output leads of the chip. The latter is known as the simultaneousswitching noise or the Delta-I noise 12, 4] . The simultaneous-switching noise is particularly severe in large crossbar switching chips because they have a large number of data output lines.
Both the pin-out constraint and the simultaneous-switching noise can be alleviated by constructing a large crossbar from one-sided crosspoint switching chips 5, 14, 9] . One-sided crossbar networks allow a pair of ports to be connected using one of many available internal switching paths.
In simple terms, a one-sided crossbar switch with N ports consists of a number of buses, each of which can be used to connect any given pair of ports; thus, nonblocking operation is attained when the number of buses is at least N=2. In addition, by choosing the switching paths properly, it is possible to distribute the active line drivers uniformly over the chip matrix, thus reducing the Delta-I noise in each chip signi cantly in comparison to the worst case when all the drivers are active 15, 9] .
The design and properties of large one-sided crossbars are presented in 9] for nonblocking operation, and in 15] for rearrangeable operation. In both cases, requests for connections and disconnections are satis ed by a central controller; the controller sets up the routing path for each connection by selecting a free bus from the available ones such that the active drivers are distributed among the individual chips as uniformly as possible. As the path-setup time often dominates the overall connection-setup time, it is important to perform the setup operation e ciently.
One approach to improving the service rate of the controller is pipelining; for example, a twostage pipeline is employed in 6] for the path-selection process. A neural-network implementation of the controller has also been described, with some improvement in arbitration speed 10]. Still, a centralized controller becomes the bottleneck when the arrival rate for connection requests becomes comparable to the time required to set up a connection, and when several requests can occur simultaneously or in quick succession. The controller bottleneck is particularly a problem in realtime systems where connection-latencies must be kept low. Low latency is also critical if the crossbar is used for processor-memory interconnection in a multiprocessor. In such systems, it is desirable to maintain the time taken to access a remote memory comparable to that for accessing local memory, i. e., of the order of 100 ns. Such setup times are di cult to attain for large crossbars. For example, the crossbar switch described in 7] for interconnection of IBM's serial I/O channels has a minimum setup time of 800 ns. A second problem with centralized control is that the controller becomes a central point of failure for the switch. Both the problems can be remedied by resorting to a distributed control scheme where connection requests are serviced by multiple controllers operating in parallel. In addition to increasing the rate at which connection-requests can be serviced, such a scheme also improves the reliability of the switch. A fault in one of the controllers can now be tolerated at the expense of some degradation in performance.
In this paper, we investigate the use of multiple controllers in large one-sided switching networks with the objective of improving both the performance and the reliability. In our schemes, each controller is responsible for a subset of the buses in the one-sided crossbar; a request for connection between two ports is routed to one of the controllers based on the addresses of the ports involved in the connection. Our schemes di er primarily in the way the port-pairs are assigned to controllers. We restrict ourselves to nonblocking operation, where any request to connect two idle ports can be satis ed without disturbing existing connections. We evaluate the performance of a number of schemes for distributing control in both the fault-free case and with one faulty controller. This paper is organized as follows: Section 2 introduces the architecture of one-sided crossbar networks to provide the necessary background. Section 3 presents a simple scheme for distributing requests among multiple controllers, called the symmetric triangular scheme. In this scheme, each request is serviceable only by one of the controllers, chosen based on the addresses of the ports involved in the request. In the event of a controller-failure the assignment of port-pairs to controllers must be modi ed, thus causing a temporary disruption of service. With this scheme, the number of buses needed to support nonblocking operation with K controllers is approximately
Distributed control schemes with fault-tolerance are the subject of Sections 4, 5, and 6. These schemes allow the switch to continue operating in the event of the failure of one of the controllers. In the chessboard scheme, presented in Section 4, every request is serviceable by one of two predetermined controllers | a primary controller and secondary controller. A request is routed to the secondary controller if the primary controller is not available. Section 6 describes a similar scheme, but now each request is routed to one of two controllers so as to balance the load between them. The minimum number of buses for nonblocking operation in this case is shown to be N 1 ? 1 2 blog 2 Kc . This scheme requires the controllers to share the load information among themselves. Section 7 introduces a scheme which does not require such global information. In this case, each request is sent to a pre-determined primary controller, which may then hand over the request to any of the remainining controllers if it is unable to satisfy the request. Detailed simulation results evaluating the performance of the distributed control schemes are given in Section 8. Finally, some concluding remarks are given in Section 9. 2 One-sided Crosspoint Networks A conventional (two-sided) crossbar network consists of a set of input lines and a set of output lines, conceptually placed perpendicular to each other, with switches placed at each point where the lines cross. Large crossbars are implemented by partitioning the switching matrix into smaller rectangular blocks and assigning each block to a chip. For example, Figure 1 illustrates a two-sided crosspoint matrix with 16 inputs and outputs, constructed from sixteen 4 4 switching chips. Note that there is a unique path between every pair of input and output ports.
An alternate way of designing crossbar networks is by means of one-sided crosspoint switching chips. A one-sided crosspoint matrix consists of a set of port lines and a set of bus lines placed perpendicular to each other, with switching elements placed at the points of intersection. A connection between two port lines can be established through any of the internal (column) buses.
In the full-duplex implementation, each port line is actually two wires, one for communication The switch matrix is constructed out of sixteen crosspoint chips, each of size 8 4. Note that, in a full-duplex implementation, each horizontal line in Figure 2 represents a full-duplex channel and each vertical bus a pair of bidirectional lines. An important property of the one-sided network is the presence of multiple paths for connecting any two ports | any of the available column buses can be used to connect a given pair of ports. One way to exploit this exibility is to to allocate the buses so as to distribute the active line-drivers uniformly among the switching chips, thus minimizing the simultaneous-switching noise. Ghosh and Varma 9] describe such bus-allocation algorithms for one-sided multi-chip crossbar networks.
An input/output port in a one-sided crossbar can make two types of requests to the crossbar controller:
1. A connect request to set up a communication path to another port, or 2. a disconnect request to remove an existing connection between two ports.
A connection between a source port and a destination port in the one-sided switch is established by locating an unused column-bus (internal bus) and then turning on the two crosspoints where the source and destination rows intersect with the selected bus. If these two crosspoints are within the same chip, no column drivers need be activated, and no column bus is used. This is referred to as an internal connection. Otherwise the signal needs to be routed o -chip. This requires the activation of a column driver in the source-chip as well the as the destination-chip to provide a full-duplex path. This is referred to as an external connection.
In this paper, we consider one-sided crosspoint matrices with N ports and M internal buses. The matrix is constructed from a rectangular array of one-sided switching chips with r rows and c columns, and the size of each chip is n m. Thus, N = r n and M = c m. We label the N ports from 0 through N ? 1. When all the N ports are in use and all connections are external, the number of column buses needed to set up the connections is N=2. This is the lower-bound for non-blocking operation with a centralized controller. When control is distributed among multiple controllers, however, this lower-bound may no longer apply. In particular, if each controller is allowed to use only a subset of the M buses, and if each controller is allowed to service only a subset of the possible connections, more than N=2 buses will be needed to operate the switch in nonblocking mode.
In all the schemes for distributing control, we assume there are K identical controllers C 0 ; C 1 ; : : :; C K?1 in the system. A request originating at a switch port is routed to one of the controllers based on the addresses of the ports involved in the request and the distribution scheme used. In our schemes, a given request is serviceable only by a subset of the K controllers. It is necessary to keep the size of this subset small to limit the complexity of request-distribution from the ports to the controllers. In general, the distribution scheme can be static or dynamic: In a static scheme, a request involving two given ports is always routed to the same subset of controllers. In a dynamic scheme, the servicing controller can be selected based on system conditions such as relative loading of the controllers. All the schemes described in this paper are static in nature, although some allow a choice of one out of two controllers depending on the load on the individual controllers.
In our schemes for distributing control, each of the K controllers can use only a subset of the buses for making a connection. That is, the set of buses is divided into disjoint subsets and each subset is assigned to a distinct controller. This allows the controllers to allocate buses independently. Thus, if the number of chip-columns c is a multiple of the number of controllers K, each controller can be assigned exclusively to a group of c=K columns. The main disadvantage of such a partitioning scheme, however, is that each partition must be designed to be individually nonblocking for the switch to operate in nonblocking mode. This generally increases the total number of buses needed for nonblocking operation above the single-controller case.
Mathematically, any of our distribution schemes can be speci ed by a distribution function f that maps port pairs to subsets of the K controllers. That is, for every pair of port addresses (a; b) with 0 a; b < N, W a;b = f(a; b) speci es the subset of controllers that have been designated to handle the request. Because connect and disconnect requests involving a given pair of ports may originate at either of the ports, we enforce the condition that f(a; b) = f(b; a), for all ports a and b.
There are two modes of servicing connection requests. In the synchronous mode or batch mode, all crosspoints are initially inactive; a set of connect requests is presented to the controller, and the controller tries to simultaneously set up as many connections as possible. After the desired communication ends, all connections are removed and a new set of requests is presented. The entire network is then recon gured according to the new batch. Such batch requests are encountered in some multiprocessor systems where the processors operate synchronously and submit their requests to the network simultaneously 2].
Alternatively, the switch can be used in incremental or on-line mode, wherein connect or disconnect requests from the ports are made asynchronously and independently. This is a more realistic model for many situations such as packet-switching. We shall restrict ourselves to the incremental mode of operation in this paper. 3 The Symmetric Triangular Scheme A simple method of distributing control is to divide the the set of all port-address pairs in the switch into K disjoint subsets and assign each subset to a unique controller. This a ords only limited fault-tolerance as the failure of a controller results in a service interruption, but the scheme is simple to implement.
The symmetric triangular scheme is a simple method of assigning port-address pairs to servicing controllers. This is best illustrated by representing the set of port-address pairs in a triangular pattern. The N ports in the system can generate a total of N(N ? 1)=2 distinct pairs when no distinction is made of the order of appearance of the ports in a given pair. These N(N?1)=2 port-address pairs can be represented as a two-dimensional triangular matrix, as shown in Figure 3 for the case of N = 16.
With a uniform spatial distribution of requests, each pair of port-addresses has equal probability of appearing in a connect request. Therefore, on the average, an even distribution of the total load among the controllers is achieved if the number of port-address pairs assigned to each controller is approximately equal. Such a partition can be obtained by dividing the triangular area in Figure 3 horizontally into K regions of approximately equal area. This is the basic idea behind the symmetric triangular scheme. The value of h j represents the height of the trapezoidal region covered by the set of j controllers fC 0 ; C 1 ; : : :; C j?1 g. Choosing h j 's as above makes the area of this trapezoidal region closest to j=K times the total area of the triangular matrix.
It is easy to observe that blocking could result with the symmetric triangular scheme if the total number of buses is N=2. For example, in Figure 4 , at least 5 buses are needed for each individual partition to operate without blocking | a total of 10 buses. An approximate expression for the total number of buses needed for nonblocking operation can be obtained using simple geometry. The uppermost partition has a triangular shape while the lower partitions are trapezoidal For the uppermost triangular region, h t =2 buses are su cient for nonblocking operation, while for the remaining trapezoidal region with height h K?1 , the number of buses needed is h K?1 .
Thus, the total number of buses for nonblocking operation is approximately given by
Thus, with K = 4, controllers, the number of buses needed is approximately 0.75N, a 50 percent increase over the single-controller case. For example, the top partition in Figure 5 has a height of 128 and therefore requires 64 buses for nonblocking operation. The lower partitions require 53, 41, and 34 buses, respectively. The total number of buses needed is, therefore, 64+53+41+34 = 192, which matches with 0:75N.
The chief advantage of the symmetrical triangular scheme is its relatively low overhead in the number of buses needed for nonblocking operation, when compared with the other schemes in the paper. Its primary disadvantage is the limited fault-tolerance. The failure of one of the controller causes a disruption of service for requests involving the port-pairs assigned to the failed controller.
Recovery from such a failure is possible by re-distributing the port-address pairs assigned to the faulty-controller among the surviving ones. This causes at least a temporary disruption of service.
In addition, the number of buses in each partition may not be adequate to support nonblocking operation. In the next section, we describe a distribution scheme with more exibility in assigning requests to controllers, thus providing a higher degree of fault-tolerance. 4 The Chessboard Scheme
The symmetric triangular scheme in the previous section divided connection requests into disjoint sets based on the port-address pair involved; each pair of port-addresses was assigned to a single controller. Consequently, the failure of a single controller results in a service disruption for requests assigned to the failed controller, till the corresponding port-address pairs can be re-assigned among the operational controllers. In real-time applications such unavailability is not acceptable. Thus, to achieve tolerance against controller faults, it is necessary that every connection request (a; b) is satis able by at least two controllers, so that no disruption of service results from the failure of a single controller.
An obvious improvement over the symmetric triangular scheme is to assign two controllers for every pair of port-addresses, a primary controller and a secondary controller. During normal operation, every request is serviced by the corresponding primary controller; in the event of a controller failure, each request normally serviced by the failed controller is directed to the corresponding secondary controller. In this section, we describe such an assignment, nicknamed the chessboard scheme.
The chessboard scheme assigns two controllers | P(a; b) and S(a; b) | for every pair of port-addresses (a; b) with a < b. P(a; b) is the primary controller assigned to handle the request (a; b), while S(a; b) is the secondary controller assigned to the request. Ideally, P(a; b) and S(a; b)
should be de ned such that, in the event of a controller failure, the additional load is distributed uniformly among the surviving controllers. The chessboard scheme attempts to achieve this objective by partitioning the triangular matrix of port-address pairs along the rows and the columns into square blocks of equal area. This is illustrated in Figure 6 with respect to a system with N = 20 ports and K = 5 controllers. The controllers can be imagined as occupying the rows and columns of the blocks; thus, the requests falling within a square are serviceable by the controllers assigned to the corresponding row and the corresponding column. Among these controllers, the primary and the secondary controllers are determined such that, on the average, the controllers are equally loaded during normal operation.
One way to assign the primary and secondary controllers to the squares is to use an alternating pattern as in a chessboard. This is shown in Figure 7 . For the shaded blocks in the gure, the controller along the row serves as the primary controller while the controller along the column serves as secondary; the roles are reversed for the unshaded squares. In this chessboard scheme, it is easy to observe that every block is assigned to a unique pair of controllers. Consequently, when a controller fails, the requests assigned to it (as primary) are distributed uniformly among the K ? 1 operational controllers.
We can now de ne the chessboard scheme mathematically. We assume that the number of controllers K is equal to the number of chip-rows r. This allows connections between port-pairs within each of the triangular areas of Figure 7 to be realized as internal connections. Consequently, these connections need not be considered while estimating the number of buses needed for nonblocking operation. In addition, choosing K = r allows many faults within one of the rows of chips to be treated as equivalent to the failure of the corresponding controller. The scheme can easily be generalized to the case of K being an integer multiple of r.
In the following, the notation bxc denotes the largest integer less than or equal to x. Mathematically, the chessboard scheme is associated with two request-distribution functions, P(a; b) and S(a; b). Let w denote the width of a square in Figure 7 , that is w = N=K. Then, for every pair of ports (a; b) within one of the square blocks, the primary and secondary controllers are determined The above assignment applies to only ports within the square blocks, that is for N > b w(1 + ba=wc). To be complete, controllers for the internal connections within the triangular areas in Figure 7 need also to be speci ed. One such assignment is: P(a; b) = a w and S(a; b) = a w + 1 mod K:
In the example of Figure 7 , each controller is the primary controller for exactly two square blocks and secondary controller for another two. Note that there are a total of K(K ? 1)=2 square blocks. In general, if K is odd, the chess-board scheme results in every controller being primary and secondary controller for (K ? 1)=2 blocks each. If K is even, however, the assignment given by equations (2) and (3) 
How many buses are required for non-blocking operation? We observe that w = N=K buses are su cient for each controller during normal operation, since any request directed to the controller C i must involve at least one port from the set fwi; wi + 1; wi + 2; : : :; w(i + 1) ? 1g as the source or the destination. Thus, a total of wK = N column-buses are su cient for nonblocking operation. This is twice the number of buses as compared to the single-controller case. The chessboard scheme a ords improved availability over the symmetrical triangular scheme. The failure of a controller can be detected in many ways. One approach is to design the controllers to be self-testing, that is, each controller tests itself concurrently with its normal operation 13]. Alternately, the failure of a controller can be detected by a port from failure of the handshake protocol employed for servicing requests. When a controller is found to be faulty, each request normally destined to it is handed over to the designated secondary controller based on the portaddresses speci ed in the request. Note that given any pair of controllers C i ; C j , there is a unique block in the chessboard pattern of Figure 7 that uses the two controllers. Thus, if a controller fails, the a ected requests are evenly among the surviving controllers. In addition, the switch remains nonblocking because any request directed to the controller C i must still involve at least one port from the set fwi; wi + 1; wi + 2; : : :; w(i + 1) ? 1g.
The properties of the chessboard scheme may be formalized using the theory of block designs and nite projective planes 18, 17] . The theory of block designs deals with the problem of arranging a set of distinct objects S into subsets such that every subset contains exactly k objects; every object appears exactly times in all the subsets taken together; and pairs, triplets, and similar groups of objects occur a speci ed number of times. Each subset of such a con guration is called a block. An important class of block design is a regular design which is de ned as a collection of k-sets from S such that every member of S belongs to exactly of the k-sets. If v is the size of the set S in a regular design and b is the number of blocks, it can be shown by a simple counting argument that bk = v . If we consider S as the set of all squares in the chessboard pattern of Figure 7 , and interpret the subset of squares assigned to a given controller as primary or secondary as forming a block, then, for odd values of K, the chessboard scheme is a regular design with b = K(K ? 1)=2, k = 2, v = K, and = K ? 1. This formulation further validates the observation that each group falls under the domain of exactly two controllers. Other ideas from combinatorial design theory may be fruitfully explored to design alternate partitioning strategies.
The chessboard scheme still allows only a single controller to service a request involving a certain pair of port-addresses during normal operation. A further improvement over this scheme is to select the servicing controller for each request dynamically from the subset of two controllers assigned to it. This allows dynamic balancing of the total load among the controllers. In addition, the scheme e ectively doubles the number of buses that can be used to connect a given pair of ports, potentially reducing the total number of buses needed for nonblocking operation over the chessboard scheme. We study such a scheme in the next section.
Dynamic Distribution Scheme with Global Load-Balance
The chessboard scheme achieves tolerance to controller faults at the cost of 100% overhead in terms of the number of column buses required. This overhead can be reduced if some exibility is allowed in the selection of the servicing controller for a given request. Thus, we may associate two servicing controllers with each request involving a given pair of port-addresses; one of the two may be dynamically selected as the servicing controller for each request based on the load on individual controllers. We describe such a scheme in this section.
One way to specify the pair of servicing controllers for a given request is to associate one controller with each of the ports involved in the request. That is, each port a is now associated with a home controller h(a); a request (a; b) may be serviced by one of the home controllers h(a) and h(b). Thus, the distribution function f for this scheme is given by f(a; b) = fh(a); h(b)g: (6) If all the column buses in the partition controlled by one of the controllers are in use, the request can be routed to the other controller. This allows some sharing of the buses among the partitions, thus reducing the total number of buses needed for nonblocking operation.
The distribution function in equation (6) provide no redundancy when h(a) = h(b). This special case can be handled by assigning the home-controllers such that h(a) = h(b) only if the ports a and b fall within the same row of chips; the connection (a; b) can now be implemented as an internal connection and can be handled exactly as in the chessboard scheme.
How does this dynamic distribution scheme compare with the chessboard scheme in terms of the number of buses needed for nonblocking operation? The dynamic distribution allows better balancing of load among the controller, as the servicing controller for each request can now be selected as the one with lower load among the pair of controllers assigned to it. If each request is allowed to select the servicing controller from the pair of controllers assigned to it, we show that N(1 ? 1=K) buses are both necessary and su cient for nonblocking operation when K is a power of 2. This is an improvement of N=K over the chessboard scheme.
Number of Buses for Nonblocking Operation
In this section, we derive an expression for the number of buses needed for nonblocking operation of the switch with the dynamic distribution scheme. We start with the following assumptions:
1. Every port a is associated with a unique home controller h(a). The home controllers are uniformly assigned among the K controllers so that each controller is home to N=K ports. 3. If the port-addresses are such that h(a) = h(b), the connection (a; b) can be implemented as an internal connection and no external bus needs to be allocated.
We rst show that N(1 ? 1=K) buses are necessary for nonblocking operation with this scheme. Let the home controllers be assigned such that h(a) = h N=K ;
for each port a. An initial set of N=2 = 32 connections is formed as f(16x + a; 16x + a + 8) j 0 x < 4; 0 a < 8g:
These 32 requests can be distributed among the 8 controllers uniformly as shown in Table 1 . Each of the even-numbered controllers is now implementing 6 connections. The maximum number of connections per controller can be increased further by performing a second set of connection reassignments, this time involving only the last two connections realized by controllers C 2 and C 6 in Table 2 . Assume that these four connections are removed and the ports involved are paired in new connections as follows: f(6; 38); (7; 39); (22; 54); (23; 55)g: Each of the connections (6; 38) and (7; 39) can be serviced only by the pair of controllers C 0 and C 4 . Assigning one of these new connections to each of the controllers C 0 and C 4 results in the state shown in Table 3 .
Thus, the controllers C 0 and C 4 need 7 buses each if blocking is to be avoided. Because a similar sequence of connections and disconnections can be used to increase the load on any of the K controllers, each of the controllers needs 7 buses. Thus, the total number of buses needed is 7 8 = 56, which matches with the lower bound of Theorem 1.
The situation in Table 3 cannot be made more extreme, since any new connections created by by freeing ports from existing connections can always be satis ed without exceeding 7 connections per controller. We shall later show that the lower bound of Theorem 1 is also an upper bound when K is a power of 2.
We can now generalize the sequence of connections and disconnections in Example 1 to formulate a proof of Theorem 1.
Proof of Theorem 1: For simplicity, we assume that N=K is an integer and that K is a power of 2. The proof can easily be extended for arbitrary values of K. We assume that the home controllers are assigned such that h(a) = h K ; for each port a. The proof works by constructing a sequence of connections and disconnections that forces at least one controller in the system to implement (N=K)(1 ? 1 2 blog 2 Kc ) connections.
Step 1: Initially, all the N ports are assumed to be idle. A set of N=2 non-con icting connection requests are made as follows: Step 1 is followed by a series of re-distribution steps. In each step, a subset of the connections made in the previous step are removed and new connection requests generated so as to increase the load on some of the controllers. The nal goal is to maximize the load on controller 0.
Step 2: In this step, the connections between pairs of ports that are being handled by The rst set of N=8 connections must now be realized by the even-numbered controllers, thus increasing the load on each of them by N=4K.
Step The proof is by induction on the number of controllers K. Base step: For K = 2, N=4 buses per controllers are su cient, as the load is equally distributed among them.
Inductive step: Given that the result is true for the case of K=2 controllers, we now show that it is true for K controllers.
Consider a one-sided crossbar switch with N ports and K controllers. Let the number of buses available to each controller be B = . Assume, if possible, that a connection (a; b) was blocked because the home-controllers of both the ports p and q were realizing B connections each. Let C i be the home-controller for port a and C j that of port b. Then, the combined load on C i and C j at the time was 2B. Among these 2B connections, let be the number of connections between partitions S i and S j , and the number from S i and S j to other partitions. The total number of distinct ports involved in the connections carried by C i and C j , and belonging to partitions S i and S j , is 2 + . This cannot exceed the total number of ports in partitions S i and S j taken together. In addition, the ports in the new connection a; b also belong to the two partitions, but were not counted in (2 + ). Thus, we must have 2 + 2 N K ? 2:
Also, the total number of connections realized by the two controllers is + . Equating this to the number of available buses, + = 2B = 2N
From equations (7) and (8) Let the primary and secondary controllers for request (a; b) be predetermined by the chessboard assignment of Section 4. Each controller maintains a local table to keep a record of the number of buses used by every other controller. A connection request is rst sent to the corresponding primary controller. This controller checks its load table and forwards the request to the secondary controller if that controller is less loaded than itself. Otherwise the primary controller uses one of its available busses to satisfy the request. A forwarded request is always satis ed by the receiving (secondary) controller. Also, a controller broadcasts its identity along with a one-bit tag whenever a column bus that it controls is assigned (tag = 1) or relinquished (tag= 0), so that the other controllers can update their local load tables. Note that since the secondary controller is predetermined for a given request, no local record needs to be maintained for the destination of a forwarded request; a subsequent request for disconnection can always be forwarded to the same controller which handled the connection.
A potential problem with the above scheme is that the load tables maintained by the individual controllers can become inconsistent for short periods of time, resulting in incorrect decisions on forwarding of requests, Thus, the lower bound of Theorem 1 for nonblocking operation can no longer be maintained. The situation is simlar to the cache-coherency problem in multiprocessors, and can be remedied by implementing the table updates as atomic bus transactions.
The fault tolerance and graceful-degradation properties of the scheme outlined above are inherited from the chessboard scheme. However, in the event a controller-failure, nonblocking operation cannot be guaranteed with N=K(1 ? 1=K) buses per controller. A similar situation is encountered if the tag-broadcast bus becomes faulty, forcing requests to be always handled by the primary controller. In either case, the system continues to operate, albeit in a degraded mode.
Distribution Scheme with Handovers
The dynamic distribution scheme of the previous section requires load-information to be shared among the controllers to achieve the lower bound of N(1?1=K) buses for nonblocking operation. Is it possible to have a fault-tolerant, distributed control scheme that only relies on local information, and yet requires fewer than N buses for nonblocking operation? This section answers the question in the a rmative by presenting such a scheme. This distribution scheme uses N=K ? 1 buses per controller as compared to N=K(1 ? 1=K) for the previous scheme. Each connect request is rst forwarded to a primary controller; the primary controller is predetermined from the address of the ports involved in the request. If the primary controller has no bus available to realize the connection, the request is \handed over" to a secondary controller. The secondary controller is selected dynamically based on local information maintained by the primary controller.
The primary controllers in this scheme can be assigned similar to the scheme of Section 5. If C i is not the home-controller for the connection, then the connection was forwarded to it by another controller C j . In this case, the controller eld is set to the address of the forwarding controller j.
A request for connection (a; b) is rst sent to the primary controller assigned to that request. Let the primary controller be C i , where i = h(a). If the primary controller is busy, the request is forwarded to a secondary controller. The secondary controller C j is chosen from the local lookup table of C i as follows: . In addition, the selection of the servicing controller C j as above guarantees that C j has at least one free bus available to service the request. Thus, the scheme limits the number of handovers to one per request under fault-free conditions. Note that an associative search through the lookup table is needed to determine the servicing controller if all the buses controlled by the primary controller are in use. In addition, each controller must also maintain the identity of the servicing controller for each forwarded request so that a subsequent request for disconnection can be sent to the same controller.
As an example to illustrate this scheme, consider a switch with 32 ports and 4 controllers. Each controller in this switch is the home controller for 8 ports. Assume that each controller is provided with N=K ? 1 = 7 buses. Assume that the local lookup table in Controller C 0 at some instant of time is as shown in All the buses controlled by C 0 are now in use and any subsequent request arriving at C 0 must be forwarded to a secondary controller. Assume that the the next request is (7; 22) . In this case C 2 , the home controller of port 22, appears in the lookup table of C 0 . Hence, C 2 is the forwarding controller. If, on the other hand, the new request were (7; 27) instead of (7; 22) , then the home controller of port 27 does not appear in the lookup table. Therefore, the table is scanned to look for two entries that are identical in the controller eld. In this case, both 1 and 2 appear twice in the last column of Table 4 , so the secondary controller can be chosen as either C 1 or C 2 .
The principal advantage of this scheme is arbitration speed, as there is no need to access a global bus or to have access to global load information. This is achieved at the expense of a larger overhead in the number of buses as compared to the dynamic distribution scheme with global load-balance.
Simulation Studies
To study the performance of the di erent distributed control schemes proposed above, we simulated a one-sided crosspoint network with 64 ports and 4 controllers using the di erent schemes. The performance of these control schemes was measured under di erent load conditions. In all the simulations, the load on the switch was speci ed in terms of the the average number of ports involved in connections at any time as a fraction of the total number of ports N. Thus, an average load of 70% indicates that, on the average, 70% of the ports were connected and 30% were idle. The connections were generated randomly, with the ports for each connection selected uniformly from the set of idle ports at that time. The basic performance measure used to evaluate the schemes is the blocking probability computed by counting the number of requests blocked as a percentage of the total requests presented to the switch.
Note that N=2 = 32 buses are needed for nonblocking operation of the example switch con guration if a single controller is used. The number of buses required to achieve nonblocking operation with K controllers depends on the distributed control mechanism employed. Thus, for each control scheme, we started with 32 buses and observed the percentage of requests that are blocked; and then measured the decrease in this percentage as more buses are added.
For the control schemes of Sections 5 and 6, which have the capability of tolerating controller failures, we have also measured the blocking probability when one of the controllers is faulty.
Observe that only three-fourth of the buses are accessible when one of the controllers is faulty;
hence, the switch must have at least d32 4=3e = 43 buses to guarantee nonblocking operation even when no limit is placed on the number of handovers allowed to satisfy a request.
Another interesting performance measure for distribution schemes that allow handovers is the percentage of requests that were satis ed, but required one handover. A large percentage of handovers is undesirable as it increases the average service time signi cantly.
Figur e 8 shows the results for the symmetric triangular scheme of Section 3. With 32 buses, up to 30% of requests are not granted when the average load is 90%. The blocking decreases signi cantly as the number of buses is increased, and only about 3% of the requests is blocked when 40 buses are available. Note that 48 buses are needed to guarantee nonblocking from theory, but in practice the number is reduced signi cantly if a small amount of blocking is acceptable. Figure 9 (a) and 9(b) show the results from simulating the chessboard control scheme of Section 4. The following algorithm was used to process requests in the fault-free case:
1. Each request is sent to the primary controller determined statically by the chessboard assignment given by equations (4) and (5). 2. If all the buses available to the primary controller are in use, the request is handed over to the corresponding secondary controller.
3. A request is blocked if both the primary and secondary controllers are unsuccessful in allocating a bus.
If the primary controller assigned to a request is faulty, it is routed to the corresponding secondary . .
(44 buses) Figure 9 : Simulation results for the chessboard scheme applied to a 64-port one-sided crossbar with four controllers.
controller; no further handovers are allowed for such requests. Similarly, no handover is possible if the secondary controller assigned to a request is faulty. Requests routed to secondary controllers because of a failed primary controller are not counted among the number of handovers. Figure 9 (a) shows the percentage of connection requests that needed a handover as a function of the load under fault-free conditions. Figure 9(b) shows the percentage of blocked requests for the same case. When a total of 32 busses are used in the network with 90% load, approximately 30% of the requests needed a handover, and about 14% of the requests were blocked. When the number of buses was increased to 40, the number of handovers was reduced to about 2.2%, while the blocking probability dropped to about 0.05%. With 44 buses, the percentages further dropped to 0.5% and 0.003%, respectively. Recall that the chessboard scheme requires 64 buses to guarantee nonblocking operation with no handovers. Thus, the number of buses needed in practice is much less than the theoretical bound if a small amount of blocking is acceptable.
The graphs in Figures 10(a) and 10(b) show the results of simulating the chessboard scheme when one of the controllers is faulty. Again, the two parameters plotted are the percentage of secondary handovers required and the blocking probability. The performance as indicated by both metrics degraded signi cantly from the fault-free case. Thus, with 40 buses, the blocking probability was well above 30%. With 48 buses, however, the blocking probability dropped to under 3%; the number of handovers still remained high owing to the smaller number of buses available. Observe that only 36 of the 48 buses are available when one of the controllers is faulty. The blocking probability can be reduced further by adding more buses. Figures 11(a) and 11(b) show the results of simulating the distribution scheme with local tables (Section 6). With a total of 32 buses and 90% load, about 33% of the requests needed a handover, and 18% were blocked. With 40 buses, the handovers dropped to about 2.5%, and the blocking probability to about 0.32%. The percentages further dropped to 0.32% and 0.067%, respectively, with 44 buses. These values are comparable to the the results for the chessboard scheme in Figures 9(a) and 9(b) .
Performance of the distribution scheme with local tables under a controller failure is shown . . . .
(48 buses) Figure 12 : Simulation results for the distribution scheme based on local tables (Section 6) when one of the four controllers is faulty.
in Figures 12(a) and 12(b) . Both the percentage of handovers and the blocking probability are degraded considerably over the fault-free case. The degradation in this case is worse than in the case of the chessboard scheme. With 40 buses, about 55% of the requests were handed over to another controller, and about 41% were rejected. Even with 48 buses, the blocking probability was still 11%.
Comparing the schemes, we observe that the performance of the distribution scheme with local tables (Section 6) is not much di erent from that os the chessboard scheme in the fault-free case. When one controller is faulty, the performance degradation is worse for the former scheme. For small switches, however, the performance of the scheme with local tables is better; the best performance is obtained when N = K 2 . Though the number of handovers required for this scheme is slightly higher as compared to the chessboard scheme, the blocking is considerably less. The chessboard scheme, however, has the advantage of simplicity of implementation and therefore may be faster for most applications.
Concluding Remarks
A number of schemes were presented for distributing the setup function of a one-sided crossbar switch. In the symmetric triangular scheme, the simplest among all of them, each request is serviceable only by one of the controllers, chosen based on the addresses of the ports involved in the request. In the event of a controller-failure the assignment of port-pairs to controllers must be modi ed, thus causing a temporary disruption of service. With this scheme, the number of buses needed to support nonblocking operation with K controllers is approximately N 1 ? 1 2 p K . In the symmetric triangular scheme, the failure of a controller causes at lease a temporary service interruption. A number of distributions schemes that eliminate this problem were presented in Sections 4, 5, and 6. These schemes allow the switch to continue operating operating in the event of a controller failure, albeit with increased blocking. In the chessboard scheme, presented in Section 4, every request is serviceable by one of two predetermined controllers | a primary controller and secondary controller. A request is routed to the secondary controller if the primary controller is not available. The distribution scheme with global balance, in Section 5, allows loadbalancing among the primary{secondary pairs. The minimum number of buses for nonblocking operation in this case is N 1 ? 1 2 blog 2 Kc . This scheme requires the controllers to share the load information among themselves. The distribution scheme with handovers, presented in Section 6, avoids the need for controllers to access global load information. Instead, the primary controller may hand over the request to any of the remainining controllers based on local information. The number of buses needed for nonblocking operation in this case is N ? K.
The distributed control mechanisms presented range in complexity. By using global information, the scheme in Section 5 attains the lower bound on the number of buses required, but requires more time for arbitration. At the other extreme, the simple chessboard scheme provides fast arbitration, but requires N buses for an N-port switch.
Although the lower-bounds we derived on the number of buses are tight, simulation results indicate that the percentage of blocked requests is quite low even when the number of busses used is signi cantly less than the corresponding lower bound. A small blocking probability is acceptable for most applications, allowing a signifcant reduction in the overhead introduced by the distributed control schemes.
The best choice among these schemes depends on the size of the network and the characteristics of the application. Simulation results show that the distributed scheme using local tables is best for small networks (N 36), and when the optimality condition N = K 2 is satis ed.
The chessboard scheme performs better for larger networks and high tra c rates, and is also the simplest. The performance degradation with a controller{failure is also lower for the chessboard scheme for large switches. All the simulation results in this paper assume a uniform tra c-distribution among the ports. An area of further research is to investigate these schemes for non-uniform communication patterns. Another important aspect to be considered is the packaging technology to be used in the fabrication of the one-sided crosspoint chips along with the controllers. It is interesting to study how the controllers can be integrated with the crosspoint chips, resulting in faul-tolerance in both data{ and control{paths. VLSI
