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Abstract. In this paper, we numerically study the stochastic and the deterministic occasional uncoupling
methods of effecting identical synchronized states in low dimensional, dissipative, diffusively coupled,
chaotic flows that are otherwise not synchronized when continuously coupled at the same coupling strength
parameter. In the process of our attempt to understand the mechanisms behind the success of the occa-
sional uncoupling schemes, we devise a hybrid between the transient uncoupling and the stochastic on-off
coupling, and aptly name it the transient stochastic uncoupling—yet another stochastic occasional uncou-
pling method. Our subsequent investigation on the transient stochastic uncoupling allows us to surpass the
effectiveness of the stochastic on-off coupling with very fast on-off switching rate. Additionally, through the
transient stochastic uncoupling, we establish that the indicators quantifying the local contracting dynamics
in the corresponding transverse manifold are generally not useful in finding the optimal coupling region
of the phase space in the case of the deterministic transient uncoupling. In fact, we highlight that the
autocorrelation function—a non-local indicator of the dynamics—of the corresponding response system’s
chaotic time-series dictates when the deterministic uncoupling could be successful. We illustrate all our
heuristic results using a few well-known examples of diffusively coupled chaotic oscillators.
PACS. 05.45.Xt – 05.45.-a
1 Introduction
Synchronization—the coordinated motion of dynamical
systems by dint of interactions among them—is espied in
various real-life examples [1] like flock of birds, flashing of
fireflies, insect swarms, school of fishes, etc. Among bio-
logical systems, synchronized circadian rhythms in daily
life activity of animals and plants are among the first
ones to be modelled using coupled oscillators [2]. Further-
more, in other biology systems like chorusing of frogs [3]
and united firing of neurons [4], synchronization is ob-
served. Besides, technological applications in, say, an array
of coupled lasers [5,6], power grids’ dynamics [7], coupled
Josephson junctions [8], and coupled thermoacoustic sys-
tems [9], we can detect the phenomenon of synchroniza-
tion. Once the seemingly counterintuitive synchronization
in interacting chaotic systems got established firmly [10],
it has taken the centre stage in the research of synchro-
nization phenomenon over the last three decades.
In coupled chaotic systems, different types of synchro-
nization have been ascertained [11,12,13,14]: viz., phase
synchronization, complete synchronization, lag synchro-
nization, generalized synchronization, etc. Although, most
of the literature on chaotic synchronization is about the
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coupled dissipative chaotic systems, the phenomenon has
also been seen in time-delayed chaotic oscillators and chaotic
coupled Hamiltonian systems. In Hamiltonian systems,
the absence of any attractor—owing to the Liouville’s theorem—
leads to fundamentally different kind of synchronization
called measure synchronization [15]. The quantum coun-
terpart of the measure synchronization [16] and extended
measure synchronization in coupled quantum systems [17]
have also been reported. Furthermore, synchronization has
been observed in laboratory experiments on coupled bosonic
Josephson junctions [18], interacting ultra-cold atomic clouds [19],
and interacting optomechanical systems [20].
Although synchronization of chaotic dynamical sys-
tems is a well-documented and heavily investigated phe-
nomenon in the field of nonlinear dynamics, it still has
many surprising and ill-understood aspects—one of them
being the synchronization brought about by the occasional
uncoupling in diffusively coupled chaotic systems which
fail to evolve in synchrony when continuously coupled [21,
22,23,24,25,26]. An occasional uncoupling scheme of syn-
chronization, by definition, means that the coupling be-
tween the chaotic oscillators—a drive and a driven, say—
is repeatedly switched on and off either stochastically, e.g.,
in the stochastic on-off coupling [24] or deterministically,
e.g., in the sporadic coupling [21], the intermittent cou-
pling [22], the on-off coupling [23], the transient uncou-
pling [25], and the periodic coupling [26]. Beside saving
interaction costs owing to the comparatively reduced feed-
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back between the participating chaotic oscillators, the oc-
casional uncoupling has the advantage that it can impart
synchronization without having to directly tune the cou-
pling parameter. Of course, all such methods can be ex-
tended to the networks of the chaotic oscillators [27,28,29,
30,31,32,26,33]. It should also be pointed out that more
detailed models of the diffusive coupling induced synchro-
nization of nonlinear oscillators have been studied [34,35,
36] where one explicitly uses partial differential equations
to model diffusion. Interestingly, in such a system [35], a
variant of the stochastic on-off coupling has been imple-
mented successfully.
There is yet another similarity among most of the
stochastic and the deterministic uncoupling induced syn-
chronizations: there is no clear understanding of what the
precise mechanism behind such a synchronization phe-
nomenon is. As we discuss in this paper, neither the lo-
cal analysis [37,38] pin-pointing how the driven system’s
corresponding attractor’s fraction that has locally con-
tracting regions is affected by such uncoupling nor the
idea of averaging [24,39] that seeks to define a ‘renormal-
ized’ coupling parameter found after averaging the cou-
pling strength over the on-off period of the coupling, com-
pletely explains the success or the failure of the occasional
uncoupling across variety of chaotic systems. The concept
of averaging especially fails—in both the relevant stochas-
tic and deterministic schemes—when larger networks of
oscillators are considered [40,30] or when the coupling is
switched on and off rather infrequently during the evolu-
tion of the systems. It is interesting to note that when the
aforementioned averaged dynamics does not settle on to
a synchronized state, there exist ‘windows of opportunity’
when it is the infrequent or slow switching of coupling that
can lead to synchronization. However, how to predict the
existence of such windows in a diffusively coupled system
is a very challenging ask—especially, for flows—although
some convincing progress have been made for maps [41,
42,32].
In view of the above, it is not unjustified that we be-
lieve that all hidden mechanisms behind all the uncou-
pling schemes must be heavily intertwined. In this pa-
per, our goal is to shed more light on the phenomenon of
the occasional uncoupling induced synchronization. Quite
unexpectedly, we find that the success of stochastic un-
coupling clears up why local analyses are not enough to
understand deterministic schemes; additionally, the deter-
ministic occasional uncoupling can be used to render the
stochastic uncoupling even more effective. Such a symbi-
otic relationship between a deterministic phenomenon and
its stochastic counterpart is, although not singular (e.g.,
the phenomenon of the vibrational resonance [43]), quite
rare. Although, in this paper, we do not make any mathe-
matically rigorous statement regarding the working prin-
ciples of the occasional uncoupling schemes, we do present
heuristic insights following systematic case-wise studies of
a few sets of coupled oscillators. In fact, the heuristic un-
derstanding helps us to propose an improved uncoupling
scheme—transient stochastic scheme—discussed later in
this paper.
To this end, we discuss the fastest stochastic uncou-
pling in Section 2 and follow that up with a detailed Sec-
tion 3 scrutinizing the present state of understanding of
the transient uncoupling induced synchronization. In Sec-
tion 4 we invent a new stochastic scheme, called tran-
sient stochastic uncoupling, that is central to our idea of
comprehending the deterministic and the stochastic occa-
sional uncoupling induced synchronizations through each
other. Section 5 reiterates and discusses further the results
of this paper. However, before anything else, we give an
chronological eclectic review of the occasional uncoupling
schemes in the immediately following section, Section 2.
2 Occasional uncoupling schemes
Let us consider the case of two identical chaotic oscillators
coupled diffusively and unidirectionally:
dx1
dt
= F(x1), (1a)
dx2
dt
= F(x2) + αχ(t,x1,x2)C · (x1 − x2). (1b)
Here x1(t) and x2(t) are respectively the states of the
drive and the driven d-dimensional autonomous subsys-
tems. The matrix C is the d× d coupling matrix, and α is
a scalar that measures the coupling strength. χ(t,x1,x2) is
a scalar function that can take only two discrete values—
0 and 1 . Thus, one may note that technically it is the χ
which makes the diffusive coupling occasional. Depending
on what form of χ is chosen, one can have a particular form
of occasional uncoupling scheme. These schemes of syn-
chronization can be broadly classified into deterministic
and stochastic schemes. In what immediately follows, we
give an eclectic and chronological review of such schemes
having a predefined form of χ. Subsequently, we introduce
the fastest switching stochastic on-off coupling that is cru-
cial for the results we arrive at in this paper.
The sporadic coupling [21,44] is a deterministic occa-
sional coupling scheme where the drive sends an instanta-
neous signal after every constant time interval (∆t) to the
response subsystem. Mathematically speaking,
χ(t,x1,x2) = χ∆t(t) :=
∑
n
δ(t− n∆t), n ∈ N; (2)
where δ(t) is the Dirac delta function normalized to unity.
Similar to the sporadic coupling, in the intermittent
coupling [22], the drive sends an instantaneous signal to
the response subsystem whenever the drive’s state is on
the (d− 1)-dimensional Poincaré section PI(x1), i.e.,
χ(t,x1,x2) = χPI (t) :=
{
1, for t = T0,x1(T0) ∈ PI(x1);
0, otherwise.
(3)
The synchronization can be brought about even with
stochastic uncoupling: in the stochastic on-off coupling [45],
after each t = nτ a random number is called from a uni-
form distribution of real numbers in the interval [0, 1], and
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the drive oscillator couples to the driven with probability
p. More compactly, we can say that in this scheme:
χ(t,x1,x2) = χ(τ,p)(t) :=

1with probability p for
nτ < t ≤ (n+ 1)τ ;
0with probability 1− p for
nτ < t ≤ (n+ 1)τ.
(4)
If τ is small compared to the system timescale (Ts), the
coupling is called the fast switching stochastic on-off cou-
pling. However, for larger values of τ—i.e., when τ and the
system timescale have same order of magnitude—there ex-
ists the so-called ‘windows of opportunity’ [24] that help
to pick a combination of τ and p leading to synchroniza-
tion. This stochastic scheme is called the slow switching
stochastic scheme.
Somewhat along the similar line, if one defines
χ(t,x1,x2) = χ(T,θ)(t) :=
{
1, nT < t ≤ (n+ θ)T ;
0, (n+ θ)T < t ≤ (n+ 1)T,
(5)
where T and θ are fixed, the resulting occasional uncou-
pling scheme would be deterministic. This is known as
the on-off coupling [23]. It is interesting to note that the
plot of χ(T,θ)(t) vs t can be seen as a particular realiza-
tion of χ(τ,p)(t) vs t plot whenever θ = m1/(m1 + m2)
(m1,m2 ∈ N).
While the aforementioned on-off coupling is temporal
in nature, i.e., χ depends only on t explicitly, the tran-
sient uncoupling [25,30,37] is spatial in nature such that
χ depends only on x2 and not t explicitly. In other words,
only when the trajectory of the driven oscillator is within
a particular (predefined) region of phase space, both the
oscillators are coupled. Therefore,
χ(t,x1,x2) = χA(x2) :=
{
1, x2 ∈ A;
0, x2 /∈ A, (6)
where A ⊆ Rd is the predefined region in the phase space
of the response oscillator.
Last but not the least, in the periodic coupling [26],
the term χ(t,x1,x2) in Eq. 1b is a function of t only and
is defined as:
χ(t,x1,x2) = χω(t) := sinωt+ 1. (7)
Here the function χω(t) does not take binary values but
changes sinusoidally with a frequency ω. Also, in contrast
to the sporadic coupling and the intermittent coupling,
in this scheme, the coupling term is mostly active as the
system evolves; the uncoupling happens rather sporadi-
cally/intermittently whenever t = (2n− 0.5)pi/ω.
Finally, we introduce a particular form of fast switch-
ing stochastic on-off coupling, viz., the fastest stochastic
on-off coupling scheme. Let us consider that the state of
the coupled system is discretely updated—as is expected
under any numerical algorithm—after every time inter-
val h ( Ts; Ts being the system’s smallest timescale) in
accordance with the equations of motion (Eq. 1) govern-
ing it. The fastest possible fast switching stochastic on-off
coupling (Eq. 4) would be in action when τ = h. We term
such coupling, fastest switching stochastic on-off coupling,
and the corresponding χ can be conveniently written as
χ(t,x1,x2) = χ(ξ,q)(t) :=
{
1 for ξ(t) ≥ q,
0 for ξ(t) < q;
(8)
where q ∈ (0, 1) is some fixed threshold number and ξ(t) ∈
[0, 1] is a uniform random variable. Numerical studies (see A)
show that the fastest switching stochastic on-off coupling
is better compared to other mentioned occasional uncou-
pling schemes as far as synchronization at higher coupling
strength is concerned. This effectiveness of the fastest switch-
ing stochastic on-off coupling may be traced to the idea
of an effective coupling strength [24], explained in A.
It is motivating to note that the occasional uncoupling
is not merely a theoretical exercise in chaotic synchroniza-
tion; various experimental systems [46,13] are amenable
to it. For example, consider thermoacoustic instability—
detected in various thermoacoustic systems [47]—that is
are harmful to various real-life combustors used in indus-
trial furnaces, ramjets, and rockets [48]. The horizontal
Rijke tube [49] is one such example of thermoacoustic sys-
tems. The Rijke tube is a cylindrical glass tube with a
wire mesh within it, and both the ends of the tube are
open [49]. In certain experiments, two such tubes are cou-
pled through another tube that is called coupling tube;
and as a result, phase and generalized synchronizations
are observed between heat release rate and acoustic pres-
sure [50]. It is straightforward to employ the on-off cou-
pling scheme in this set-up by adding a switch in the cou-
pling tube such that only when the switch is on, there
is coupling between the tubes. Thus, one may be able to
control the aforesaid instability through the occasional un-
coupling leading to synchrony when the continuous cou-
pling fails. As another example, consider a driven diode
resonator which generally consists of a p-n junction, an in-
ductor, and a sinusoidal current source, that are connected
in series [51,46]. The p-n junction gets feedback from the
current source. The initial chaotic dynamics of the diode
resonator switches to periodic orbits because of the usually
employed periodic occasional feedback. One may arrange
for the feedback current to be sent only when its ampli-
tude is within a predefined window. Similarly, there exist
many other examples where one may implement the occa-
sional uncoupling in, say, control the stability of laser [6],
chemical reactions [52], biological systems [53], etc.
3 Revisiting Transient Uncoupling
Having seen the different types of the occasional uncou-
pling schemes, we now turn our attention towards sys-
tematic numerical experiments. To this end, throughout
this paper, we work exclusively with coupled three dimen-
sional autonomous flows, i.e., with Eq. 1 where d = 3.
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Fig. 1. (Color online) Measures of locally contracting orbits may not indicate optimal coupling region: R1 (blue
dashed curve) and R2 (blue solid curve) along with the maximum conditional Lyapunov exponent, λ⊥max, corresponding to the
continuous coupling (black dashed curve) and the transient uncoupling (black solid curve) are plotted with coupling strength
α for the coupled Rössler oscillators (subplot a), the coupled Lorenz oscillators (subplot b), and the coupled Chen oscillators
(subplot c). R1 and R2 together are unambiguously able to detect the observed synchronized states at higher α only for the
coupled Rössler oscillators. Note the sharp transitions in subplot (a). Synchronized states, i.e., λ⊥max < 0, is observed for α & 30.5
and α & 41 for the coupled Lorenz and the coupled Chen oscillators respectively. In both the cases, R2 does not change with α,
thereby becoming a non-participant in detecting the optimal coupling region. The other parameter, R1, has a small variation
with α in (c), but—because of having no sharp transition—is unable to mark the transition to the synchronized state at α ≈ 41.
In (b), R1, similar to R2, is almost constant as α varies, and hence is yet again unable to tell whether synchronization could be
induced. The grey dot-dashed horizontal line, λ⊥max = 0, is merely an aid to the eyes.
The transient uncoupling scheme is more enigmatic to un-
derstand. Of particular interest is the question what pre-
defined region, A (Eq. 6), to optimally choose such that
the transient uncoupling induces synchronization. It seems
tempting and intuitive that, since the eigenvalues of the
Jacobian of the transverse dynamics characterize whether
an orbit at a point (henceforth, called phase point) in
phase space of the error dynamics is locally diverging away
from another nearby orbit, an optimal coupling region, A,
should ideally be chosen in such a manner that at most of
its phase points either the corresponding maximum of the
real parts of the eigenvalues is negative or the magnitude
of the maximum positive real part is lesser than that of
the minimum negative real part.
Technically, the aforementioned idea is as follows [38]:
Let Λmax ≥ Λmid ≥ Λmin be the real parts of the eigen-
values of the local Jacobian of the response oscillator. We
define two parameters:
R1 := 100× N−
N− +N+
, (9)
R2 := 100× Fraction of N+ with |Λmax| < |Λmin|
N+
, (10)
where N− and N+ are the total numbers of phase points
with negative and positive Λmax respectively. It is obvious
that larger values of R1 or R2 should indicate the synchro-
nized state.
We see below that although, this idea meets with suc-
cess in the case of the Rössler oscillator, unfortunately, it
may not be able to explain the transient uncoupling in-
duced synchronization in other diffusively coupled chaotic
oscillators. For simplicity we work with three dimensional
systems—the Rössler oscillator, the Lorenz oscillator, and
the Chen oscillator. In all the three cases we chose the
form of A as follows:
χA(x2) =
{
1 if |(x2)i − xi0| ≤ ∆,
0 otherwise.
(11)
Here xi0 ∈ R, ∆ ∈ R+, and i ∈ {1, 2, 3} are chosen suit-
ably case by case: (i, xi0, ∆) for the x-coupled Rössler os-
cillators (Fig. 1a), the z-coupled Lorenz oscillators (Fig. 1b),
and the z-coupled Chen oscillators (Fig. 1c) is respectively
(1, 1.20, 4.16), (3, 25, 1), and (3, 26.5, 5). Please refer to Ta-
ble 2 for the explicit mathematical equations for the os-
cillators.
A critical and close inspection of the numerical results
illustrated in Fig. 1 unequivocally speaks volumes for the
fact that R1 and R2 are not suitable indicators for choos-
ing optimal coupling region across dynamical systems. It
is clear (Fig. 1) from the plots of λ⊥max vs. α for all the
three systems, the transient uncoupling presents a major
improvement over the continuous coupling because in the
former, the systems do get synchronized at much higher
values of the coupling parameters. In the coupled Rössler
systems, the value of R1 is quite high (approximately 60)
and as soon as R1 → 0 near the upper threshold of syn-
chronization, R2 jumps to a high value (approximately
80) that is constant with increasing α (Fig. 1a) . Hence,
this is consistent with the success of the transient cou-
pling employed on the system. Fig. 1b, however, renders
R1 and R2 hopeless as far as any prediction about the
success of the transient uncoupling in the case of the cou-
pled Lorenz systems is concerned; R1 vs. α remains almost
constant and non-zero (approximately 25). In this context,
we also note that R2 is almost at its maximum possible
value (100) and constant—a feature also observed in the
coupled Chen systems Fig. 1c. In the coupled Chen sys-
tems, although R1 in monotonically increasing, there is
no sharp transition marking the upper threshold for the
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coupling parameter resulting in marginally synchroniza-
tion state (i.e., λ⊥max = 0). Therefore, no sharp variation
is observed either in R1 or in R2 when there is transition
from the desynchronized state to the synchronized state
for coupled Lorenz and coupled Chen oscillators; which is
observed for coupled Rössler oscillators. This makes pre-
dicting whether the uncoupling region under test is opti-
mal or not.
In view of the above we have no other choice but to
conclude that local analysis [38] proposed to identify op-
timal coupling region definitely is not the complete story
behind why the transient uncoupling works the way it does
in any arbitrary system. Thus, we again come back to the
central question of the paper why and when an occasional
uncoupling succeeds.
4 The transient stochastic uncoupling
It is intriguing to note that both random and determinis-
tic occasional uncoupling schemes lead to synchronization
when continuous coupling fails to do so. While one would
have intuitively thought that understanding the mecha-
nism behind the deterministic schemes is easier, it seems
that the fastest switching stochastic on-off coupling is un-
derstood much more straightforwardly than the transient
uncoupling. However, one should not be misled to think
that the stochastic on-off coupling is fully understood; if
the switch is not fast enough, there is no known general
mechanism behind why the coupling scheme be successful.
In summary, we emphasize that the general mechanism
behind the effectiveness of almost every occasional un-
coupling scheme in bringing about synchronization is far
from being understood. This problem is, of course, very
difficult—and in fact, may not have a unified solution—
because different chaotic systems are bound to have dif-
ferent solutions; and to the best of our knowledge, we do
not know if there exists any rigorous universality class of
chaotic flows that are known to follow same mechanism of
synchronization. Thus, given the enormity of the problem,
we ask a few pertinent questions that may help us to un-
derstand better why occasional uncoupling—whether ran-
dom or deterministic—works so effectively.
4.1 The Questions
From the discussion in the immediate section, it is crystal
clear that the working principle of the transient uncou-
pling is not always understood through the information of
local stability of the phase points of the system’s phase
trajectory. To be specific, while the mechanism based on
this information explains the success of the uncoupling
for the Rössler system, it fails for other systems. Conse-
quently, a question arises: What properties of a system
must be known to be able to prescribe when uncoupling
may induce synchronization?
Again, we recall that the fastest switching stochas-
tic on-off coupling is an extremely effective uncoupling
scheme applicable across various chaotic systems. It re-
sults in the synchronization even at those higher values of
the coupling strength, α, at which the continuous coupling
fails. Since, by construction, the stochastic on-off cou-
pling can not be switched faster than the fastest switching
stochastic on-off coupling, we find the following question
thought-provoking: How can, if at all, the fastest switch-
ing stochastic on-off coupling be bettered such that the re-
sulting stochastic on-off coupling scheme induces synchro-
nization at those large coupling strengths at which even
the fastest switching stochastic on-off coupling fails?
In the rest of this section, we present a novel idea to
answer these questions.
4.2 The Idea
We start with promising speculation that since the tran-
sient uncoupling effects synchronization, one can proba-
bly include its salient features into the stochastic on-off
coupling to improve the latter. To make this idea more
concrete, we note two important points: firstly, the two
schemes of the occasionally uncoupling under considera-
tion are inherently different in nature as one is stochastic
(random) and the other is deterministic.
Nevertheless, the schemes are somewhat similar in the
sense that in both the cases, the coupling is turned on or
off after some time interval (Tsw, say)—either fixed (τ in
the stochastic on-off; see Eq. 4) or time-dependent (in the
transient uncoupling)—repeatedly as the system evolves.
In other words, for each of the schemes there is a par-
ticular time-series, a sequence, {Sn}n∈N, of binary values
(say, 0 indicating uncoupling and 1 indicating coupling)
specified at t = 0 and then after every subsequent elapsed
time interval, Tsw. For the stochastic on-off, Tsw is time
independent but {Sn}n∈N is a random sequence, whereas
for the transient uncoupling scheme, Tsw is time depen-
dent but {Sn}n∈N is a deterministic sequence; however,
the time dependence of Tsw is not simple as it depends on
time implicitly through the chaotic time-series of one of
the variables of the driven subsystem.
With this in mind, we back ourselves to the conjecture
that if we invent a stochastic on-off scheme such that Tsw
depends on time implicitly through the stochastic time-
series that, up to some extent, is statistically identical to
the aforementioned chaotic time-series. The new type of
stochastic on-off scheme would inherit the pros of the tran-
sient coupling and may turn out to be even better than
the fastest switching stochastic on-off coupling. To keep
things simpler, here we may keep {Sn}n∈N deterministic.
Now we implement this idea.
4.3 The Method: Phase Randomized Time-Series
Let us say that we have two diffusively coupled identical
subsystems (Eq. 1) on which the transient uncoupling has
been employed. For the sake of convenience and without
any loss of generality, we assume that A in Eq. 6 is such
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Fig. 2. (Color online) Transient stochastic uncoupling is
a hybrid between transient uncoupling and stochastic
on-off coupling: The schematic diagrams above illustrate the
definitions of (a) stochastic on-off coupling, (b) transient un-
coupling, and (c) transient stochastic uncoupling. In subplot
(a), Tsw, the time-interval after which coupling is turned on
(Sn = 1) or off (Sn = 0), is constant but the sequence {Sn}n∈N
is collection of randomly chosen 0’s and 1’s. The red and the
green regions of the representative attractor respectively indi-
cate over which fractions of the attractor the coupling is inac-
tive or active. Tsw(tk) := tk+1− tk is the time elapsed between
the events Sk = 0or 1 and Sk+1 = 0or 1. In subplot (b), Tsw
is time dependent but {Sn}n∈N is a deterministic sequence;
however, Tsw depends on time implicitly through the chaotic
time-series, say (x2)1, corresponding to the attractor. In sub-
plot (c), Tsw is time dependent but {Sn}n∈N is a determin-
istic sequence; but, Tsw depends on time implicitly through a
stochastic time-series which has same autocorrelation as (x2)1.
This time series, plotted with time t, is shown as the red-green
curve against the gray silhouette of the attractor.
that
χ(x2) =
{
1 for (x2)i ≥ x0,
0 for (x2)i < x0,
(12)
for an i ∈ {1, 2, 3} chosen conveniently and x0 is an ap-
propriately chosen real number.
For (x2)i under consideration, as is indispensable for
any numerical algorithm, the evolution of the system yields
a sequence {sn}N−1n=0 of points sampled uniformly. Let s˜k
be the discrete Fourier transformation of {sn}N−1n=0 :
s˜k =
1√
N
N−1∑
n=0
sn exp
(
−√−12pink
N
)
, (13)
where N is the total number of elements of sn. Since
{sn}N−1n=0 is real sequence, {sk}N−1k=0 is a complex sequence
in general. We pick random phases φk from a uniform
distribution whose range is [0, 2pi] while following the con-
straint, φN−k = −φk. Subsequently, we define
s˜′k := s˜k exp(−
√−1φk), (14)
for all k except for k = 0 in case of odd N and except
for k = 0andN/2 in case of even N . The inverse Fourier
transformation yields:
s′n =
1√
N
N−1∑
k=0
s˜′k exp
(√−12pink
N
)
. (15)
By construction, {s′n}N−1n=0 is a real but random sequence;
and has the power spectrum and the autocorrelation func-
tion [54,55] identical to that of {sn}N−1n=0 . Technically speak-
ing, we have thus created a surrogate data set, using the
phase randomization technique [56].
We are now fully equipped to propose a variant of oc-
casional uncoupling such that χ in Eq. 1b is defined as
χ(t,x1,x2) = χ(s
′
n) :=
{
1 for s′n ≥ x0,
0 for s′n < x0.
(16)
We aptly call the resulting occasional uncoupling scheme:
the transient stochastic uncoupling. We observe that it is
a stochastic on-off scheme such that Tsw depends on time
implicitly through the stochastic time-series, {s′n}N−1n=0 , that
is statistically identical to the chaotic time-series, {sn}N−1n=0 ,
as far as the autocorrelation and the power spectrum are
concerned. Fig. 2 schematically illustrates the definition
of the transient stochastic uncoupling.
4.4 The Numerical Results
Lets employ the transient stochastic uncoupling—along
with the continuous coupling, the transient uncoupling,
and the fast switching stochastic on-off—on the three cou-
pled oscillators: the Rössler oscillator, the Lorenz oscilla-
tor, and the forced Duffing oscillator. It is worth com-
menting that most of the occasional uncoupling schemes
are reported [22,45,23,28,25,26] with the Rössler oscilla-
tor as the example and interestingly, as one tries to apply
them to other systems, they more often than not fail (see
Table 2). This fact has motivated us to work with the
aforementioned there different chaotic oscillators, includ-
ing a non-autonomous one. Before we proceed further, we
remark that we are going to compare the four different
schemes which include both deterministic and stochas-
tic schemes, we put them on similar footing by picking
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Fig. 3. (Color online) Transient stochastic uncoupling can outperform fastest switching stochastic on-off coupling
and the importance of autocorrelation: Continuous coupling and three different occasional uncoupling methods are applied
to the coupled Rössler oscillators (top row), the coupled Lorenz oscillators (middle row), and the coupled Duffing oscillators
(bottom row). In each row, the grey-shaded regions of the projected phase portraits of the respective coupled systems depict
the region where the coupling is inactive (subplot a, d, and g). In subplots (b), (e), and (h), we observe that the transient
uncoupling (black curve) and the transient stochastic uncoupling (green curve) lead to the synchronized states for higher α
values compared to what the fastest switching stochastic on-off coupling (red curve) can achieve. Other subplots (c), (f), and (i)
show that the fastest switching stochastic on-off coupling is better than the transient uncoupling, and hence than the transient
stochastic uncoupling (sharing the same autocorrelation function with the transient uncoupling case), for some different choices
of the coupling regions. In all six α vs λ⊥max subplots, the blue curves are for the continuous coupling.
the random numbers for the fastest switching stochastic
on-off coupling from a uniform distribution within range:
[min
({sn}N−1n=0 ) ,max ({sn}N−1n=0 )], which is size of the cor-
responding attractor along the coordinate that is supposed
to generate {sn}N−1n=0 . Therefore, the corresponding form
of χ(t,x1,x2) (cf. Eq. 8) may be written as:
χ(t,x1,x2) = χ(ξ,x0)(t) :=
{
1 for ξ(t) ≥ x0,
0 for ξ(t) < x0;
(17)
the random numbers, ξ(t), are picked from the aforemen-
tioned uniform distribution.
First, we take unidirectionally x-coupled Rössler os-
cillators and investigate synchronization for the coupling
strengths α ∈ [0, 15]. Here, the sequence {sn}N−1n=0 is sam-
pled from the (x2)1-coordinate. We observe as depicted in
Fig. 3b, on using x0 = −5.2, i.e., A = {x2 ∈ R3|(x2)1 ≥
x0}, the fastest switching stochastic on-off coupling leads
to the synchronization (negative maximum conditional Lya-
punov exponent) for a maximum value of α ≈ 5.8. In con-
trast, the transient uncoupling and the transient stochas-
tic uncoupling results in the synchronized states even for
α > 5.8. However, in the case of x0 = 2.1 (Fig. 3c), the
fastest switching stochastic on-off coupling is better than
the transient uncoupling and the transient stochastic un-
coupling in terms of synchronizing at larger α.
Secondly, we consider unidirectionally z-coupled Lorenz
oscillators [57] with parameters σ = 10, r = 28, and b =
8/3 (see Table 2). While employing the transient uncou-
pling and transient stochastic uncoupling, the coupling
is active in the set A = {x2 ∈ R3|(x2)3 ≥ x0}. Similar
to the case of the coupled Rössler oscillators, we observe
that for some values of x0 (e.g., x0 = 20), the transient
uncoupling and the transient stochastic uncoupling return
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synchronized state at larger α (Fig. 3e) compared to the
fast switching stochastic on-off coupling; whereas the con-
verse is true for some other x0 (e.g., x0 = 30) as seen in
Fig. 3f.
Finally, let us focus on bidirectionally coupled Duffing
oscillators [58,24]:
x˙i = yi, (18a)
y˙i = x
3
i − hyi + q sin(bt) + αχ(yi) · (xj − xi), (18b)
where i, j = 1, 2 with i 6= j; and the parameters b, h, and
q are 1.0, 0.01, and 5.6 respectively. Here, the sequence
{sn}N−1n=0 is generated by either y1 or y2. Further, for the
stochastic schemes—the fastest switching stochastic on-
off coupling and the transient stochastic uncoupling—we
picked the random numbers from a uniform distribution
with boundaries [min
({sn}N−1n=0 ) ,max ({sn}N−1n=0 )] = [−4.54, 4.51].
Here, A = {x2 ∈ R2|(x2)2 ≥ x0} with x0 = −1.0 and 1.0.
In this system, let us concentrate on the lower threshold of
synchronization, i.e., the value of the coupling parameter
below which desynchronization happens. It is satisfying to
note that the conclusions drawn for the Rössler and the
Lorenz attractors applicable to this case also: both the
transient stochastic uncoupling and the transient uncou-
pling are either better (x0 = −1; Fig. 3h) or worse (x0 = 1;
Fig. 3i) than the fastest switching stochastic on-off cou-
pling. The word ‘better’ means that the corresponding oc-
casional uncoupling starts imparting synchronization from
comparatively lower value of α
4.5 The Conclusions
Our systematic investigation with the transient stochastic
uncoupling provides two significant insights about the oc-
casional uncoupling schemes. Firstly, the conventional wis-
dom, that the prescription of employing a local analysis to
find whether an orbit at a phase point is locally diverging
away from another nearby orbit and to subsequently effect
uncoupling at such points, is flawed. In fact, this flaw has
been illustrated using the Lorenz and the Chen systems.
This fact can be further appreciated through Fig. 4 that
showcases that the phase orbits of the driven Rössler os-
cillator in the fastest switching stochastic on-off coupling
and the transient stochastic uncoupling schemes are hap-
hazardly distributed over the locally contracting and the
local non-contracting regions of the phase space but syn-
chronization is still imparted. Moreover, that the transient
stochastic uncoupling is a successful method whenever the
transient uncoupling is so, alludes to the fact that it is the
autocorrelation function and not the eigenvalues of the
Jacobian (or local Lyapunov exponents) that should be
taken into account while trying to find the methodology
of finding the optimal coupling region. After all, the auto-
correlation function stays invariant when {sn}N−1n=0 (used
in the transient coupling) is transformed into {s′n}N−1n=0
(used in the transient stochastic uncoupling).
Secondly, in the usual stochastic on-off uncoupling τ is
kept fixed and a constant p ∈ (0, 1). While this definitely
is quite simple prescription, we note that even the most
successful version (see Table 2 and Fig. 6) of the stochastic
on-off uncoupling—viz., the fastest switching stochastic
on-off coupling—can be bettered once these conditions are
relaxed (see Fig. 2b, e, and h). In the method of transient
stochastic uncoupling, τ is no longer fixed but depends on
time stochastically. Although in the case of the transient
stochastic uncoupling, p is not calculated explicitly, we
realize that it is either 0 or 1 and hence is not constant.
We may thus conclude that we have used a deterministic
method to tweak the common stochastic method so that
the resulting method of occasional uncoupling is stochastic
and may supersede the fastest switching stochastic on-off
coupling; all that is needed is that the method should
have a favourable corresponding autocorrelation function
associated with it.
5 Discussion
In this paper, we have discussed both the deterministic
and stochastic occasional uncoupling schemes that lead
to the chaotic synchronization. We have seen that the
fastest switching stochastic on-off coupling is superior to
many of the occasional uncoupling schemes because it
is applicable for many chaotic systems and not just the
coupled Rössler systems. While the success of the fastest
switching stochastic on-off coupling in the case of two cou-
pled chaotic oscillators may be attributed to the effective
averaged coupled dynamics characterized by an effective
‘renormalized’ coupling parameter, the case of the tran-
sient uncoupling is far more convoluted. In fact we es-
tablish that one most probably needs to know the global
information (viz., autocorrelation function of the corre-
sponding chaotic time series) in order to find the optimal
coupling region.
In the course of our investigation, we have introduced
the transient stochastic uncoupling. We must emphasize
that the uncoupling method may not be a practical occa-
sional uncoupling that could readily be employed on dif-
fusively coupled chaotic systems. For the purpose of this
paper, it is mostly an intermediate technical tool that helps
us to comprehend the deterministic and the stochastic oc-
casional uncoupling induced synchronizations through each
other. Specifically, the transient stochastic uncoupling has
been invented to show how to possibly surpass the success
of the fastest switching stochastic on-off coupling and to
understand the importance of the autocorrelation function
in the occasional uncoupling schemes.
Intriguingly, the transient stochastic uncoupling brings
us back to another unsolved question mentioned at the
beginning of this paper: why slow stochastic on-off works
when the fast one fails? To understand how, consider Ta-
ble 1 where we reconsider the systems studied in Sec-
tion 4.4. The table depicts the values of Ts, and the values
of α and x0 chosen to employ the transient stochastic un-
coupling method. The last column represents the value of
Tav, average switching on-off period defined and described
below.
Consider any occasional uncoupling scheme that can
be described completely (see, e.g., Fig. 2) by specifying
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Fig. 4. (Color online) An illustrative phase space trajectory of the driven Rössler oscillator under the fastest
switching stochastic on-off, the transient uncoupling, and the transient stochastic uncoupling: Synchronization
starts for x-coupled Rössler oscillators using the fastest switching stochastic on-off coupling (subplots a-d), the transient stochas-
tic uncoupling (subplots e-h), and the transient uncoupling (subplot i-l)—defined through Eq. (17), Eq. (12), and Eq. (16) with
x0 = 2.1—at α ≥ 0.34, 0.36, and 0.53 respectively (see Fig. 3c). ‘Synced’ and ‘Not Synced’ respectively mark which cases
are synchronized and which ones are not. The cyan and the yellow colours represent phase space regions with Λmax < 0 and
Λmax ≥ 0 respectively. The red and the blue dots in the two dimensional projected phase spaces respectively represent the
regions where coupling is on and off. For the fastest switching stochastic on-off, since the switching of the coupling term is very
fast, the blue and the red dots (that are alternately scattered all over the trajectory) are hard to depict separately without
zooming in; hence, we plot the corresponding orbit in magenta.
the values of Tsw (which may be not be constant over
time) and corresponding {Sn}n∈N. Choose a subsequence
{σm}Mm=1 (M ≤ N) of {Sn}n∈N such that {σm}Mm=1 =
{1m′ , 0M−m′−1, 1} with m′ > 0, M ≥ 3; here, 1m′ means
1 repeated m′ times and so on. The time elapsed in this
subsequence is
∑M−1
k=1 Tsw(tk), where Tsw(tk) := tk+1 − tk
is the time elapsed between the events Sk = 0or 1 and
Sk+1 = 0or 1. We take the exhaustive set of all those
possible subsequences, {σm}Mm=1, such that given any two
subsequences in the set, either the first element of one co-
incides with the last element of the other or there is a third
subsequence in the set such that its first and last elements
coincide respectively with the last element of one of the
given two subsequences and the first element of the other.
We calculate the times elapsed in all such subsequences
and calculate their average which is Tav by definition.
The physical meaning of Tav gets clarified on noting
that Tav is analogous to T in the deterministic on-off cou-
pling method of Eq. 5 in the sense that Tav = T in the
method. In passing, we also remark that Tav can easily be
shown to be τ
∑∞
k=1 k(k+1)2
−k−1 = 4τ for the stochastic
on-off coupling as defined in Eq. 4, on assuming that p is
0.5 and that the coupling is turned on at time t = 0. Thus,
it is reasonable to call the stochastic on-off scheme slow
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or fast depending on whether τ , and hence Tav, is large
(& Ts) or small ( Ts).
Table 1. Tav versus Ts: Comparison of the average switch-
ing on-off period (Tav) with the system time scale (Ts) for the
transient stochastic uncoupling as employed in Fig. 3. In con-
trast, the numerically calculated Tav for the fastest switching
stochastic on-off coupling in all the cases is equal to the ana-
lytical result, 4τ = 4h = 0.04.
System Ts α x0 Tav
Rössler 5.86 5 −5.2 5.8
2.1 1.42
Lorenz 0.70 12 20 0.34
30 0.30
Duffing 2.50 1.6 −1 2.54
1 1.05
Since, as seen in Table 1, Tav is of the same order
as the corresponding values of Ts, we may infer that the
transient stochastic uncoupling method is akin to the slow
stochastic on-off coupling in an average sense. Thus, one
can not claim that the method works because the averaged
dynamics, as is the case for the fast switching stochastic
on-off, leads to an effective coupling parameter that results
in synchronization during the continuous coupling. While
we are unable to provide answer to this particular issue,
which anyway is outside the scope of our present study,
we think this reiterates the importance of understanding
why slow stochastic on-off works. Hopefully, one will be
able to answer this question in near future.
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A Effectiveness of the fastest switching
stochastic on-off coupling
Since almost all of the diffusive occasional uncoupling schemes
are tested primarily with the coupled Rössler oscillators [59],
we use the same system to see the effectiveness of the
fastest switching stochastic on-off coupling to begin with.
The corresponding explicit form of Eq. 1b for the driven
Rössler oscillator, thus, is:
x˙2 = −y2 − z2 + αχ(ξ,q)(t) · (x1 − x2), (19a)
y˙2 = x2 + ay2, (19b)
z˙2 = b+ z2(x2 − c). (19c)
Here, a = b = 0.2 and c = 5.7. We note that the subsys-
tems are x-coupled, i.e., C11 = 1 is the only non-vanishing
element of the coupling matrix C. It may be mentioned
that the average inter-peak length of the x-time-series,
which can be taken as the system’s innate timescale, is
Ts ≈ 5.86 for Rössler oscillator. For the fastest switching
stochastic on-off coupling, we work with τ = 0.01 Ts.
The negativity of the maximum conditional Lyapunov
exponent (λ⊥max) [11] is a signature of a synchronized state
when two subsystems are coupled diffusively. In Fig. 5,
we see that while continuously coupled Rössler oscillators
fails to lead to the robust synchronized state for values of
α & 4.4, on implementing the fastest switching stochastic
on-off coupling , the oscillators can evolve synchronously
up to α ≈ 5.86, 8.8, and 17.6 for q = 0.25, 0.5, and 0.75
respectively. In Table 2, we tabulate similar advantage
0 6 13 20
α
−0.2
−0.1
0.0
0.1
λ
⊥ ma
x
q = 0.25
q = 0.50
q = 0.75
Fig. 5. (Color online) The fastest switching stochastic
on-off coupling is more effective than the continu-
ous coupling: The maximum conditional Lyapunov exponent
(λ⊥max) is plotted with the coupling strength (α) for the x-
coupled Rössler oscillators using the continuous coupling (blue
curve) and the fastest switching stochastic on-off coupling (red
dashed curve and solid curve are respectively for q = 0.25 and
q = 0.5, and the red curve with ‘+′ is for q = 0.75). Since
λ⊥max < 0 for comparatively higher values of α, the fastest
switching stochastic on-off coupling appreciably extends the
range of α where synchronized state are effected.
of the fastest switching stochastic on-off coupling in ef-
fecting synchronization in some other well-known chaotic
systems—the simplest cubic chaotic flow [60], the Halvorsen’s
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cyclically symmetric attractor [61], the Lorenz oscillator [57],
and the Chen oscillator [62]: We note that the fastest
switching stochastic on-off coupling is capable of inducing
synchrony in these systems even when they do not syn-
chronize for the entire corresponding ranges of parameter
values and different kinds of coupling schemes. Evidently,
the success of the fastest switching stochastic on-off cou-
pling is quite impressive.
The success of the fast switching stochastic on-off cou-
pling in the case of two diffusively coupled oscillators is
easy to understand. To this end, we write the general form
of equation of motion of the driven oscillator using the
mentioned scheme in the following form:
dx2
dt
= F(x2) + αχ(ξ,q)(t)C · (x1 − x2). (20)
After each time-step h, we can formally write the solution
of the above equation as
x2(t+ h) = x2(t) +
∫ t+h
t
dtF(x2)
+α
∫ t+h
t
dt χ(ξ,q)(t)C · (x1 − x2). (21)
h is chosen in such a manner that h  Ts, the corre-
sponding system’s time scale, so that the function F(x2)
and C ·(x1−x2), remain practically constant over the time
interval h. Consequently, it follow from Eq. 8 and Eq. 21
that
x2(t+ h) ≈ x2(t) + hF(x2) + hαeffC · (x1 − x2), (22)
where αeff := α(1 − q) < α, since q ∈ (0, 1). It means
that whatever is the state of synchrony of the occasionally
uncoupled system is at a given value of α, it should be
effectively in the same state as that of the continuously
coupled system for αeff .
For Rössler oscillator, we choose h  Ts ≈ 5.86 and
employ the fastest switching stochastic on-off coupling
with (τ, q) = (0.01, 0.25), (0.01, 0.5), and (0.01, 0.75). It
is clear from Fig. 5 that the upper threshold of synchro-
nization, i.e., the coupling strength at which λ⊥max = 0,
is pushed from α ≈ 4.4 (continuously coupled case) to
α→ 4.4/(1−q) ≈ 5.86, 8.8, and 17.6 for q = 0.25, 0.5, and
0.75 respectively. In other words, α ≈ 5.86, 8.8, and 17.6
in the case of the fastest switching stochastic on-off un-
coupling for q = 0.25, 0.5, and 0.75 respectively are equiv-
alent to the continuously coupled system at α = αeff =
5.86(1− 0.25) = 8.8(1− 0.5) = 17.6(1− 0.75) = 4.4.
Needless to say, owing to the general mechanism de-
tailed above, the fastest switching stochastic on-off cou-
pling is widely applicable in yielding a synchronized state
for two coupled oscillators unlike many of the occasional
uncoupling schemes. However, this uncoupling scheme may
fail to give rise to synchronized states when one goes be-
yond a system of two coupled oscillators, e.g., a network
of oscillators [40]. Intriguingly enough, the stochastic on-
off uncoupling with slow switching (in which τ and Ts
have same order of magnitudes) leads to synchronized
states [24] in such networks.
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Fig. 6. (Color online) The fastest switching stochastic on-off coupling is the most effective occasional uncoupling
method: The five rows from the top to the bottom correspond to different coupled oscillators, viz., the Rössler system,
the simplest cubic chaotic flow, the Halvorsen’s cyclically symmetric attractor, the Lorenz oscillator, and the Chen system
respectively. The fastest switching stochastic on-off coupling —along with four different occasional coupling schemes—the
sporadic coupling, on-off coupling, the transient uncoupling, and the stochastic on-off coupling—is employed on these diffusively
coupled chaotic oscillators. In the leftmost subplot of each row (i.e., subplots a, d, g, j, and m), the blue, the black, the magenta,
and the red curves respectively correspond to the continuous coupling, the transient uncoupling (with coupling regions as
tabulated in Table 2), the on-off coupling (with T = 3 and θ = 0.5), and the fastest switching stochastic on-off coupling (with
τ = h = 0.01 and q = 0.5). The mesh-grid plots in the middle column (i.e., subplots b, e, h, k, and n) are for the sporadic
coupling applied on the respective system with ∆t varying from 0 to 1 in steps of 0.02. The color bars in the mesh-grid plots
quantify the values of λ⊥max whose positive values imply desynchronization in all the five corresponding subplots. The rightmost
plot in each row (i.e, subplots c, f, i, l, and o) correspond to the (slow) stochastic on-off coupling with (τ, p) = (2, 0.5) and is
plotted for a single value of α chosen within the range given in Table 2 for illustrating the conclusions of table.
14 Ghosh and Chakraborty: Comprehending occasional uncoupling induced synchronization
21. T. Stojanovski, L. Kocarev, and U. Parlitz. Driving and
synchronizing by chaotic impulses. Phys. Rev. E, 54:2128,
1996.
22. M. Zochowski. Intermittent dynamical control. Physica D,
145:181, 2000.
23. L. Chen, C. Qiu, and H. B. Huang. Synchronization with
on-off coupling: Role of time scales in network dynamics.
Phys. Rev. E, 79:045101, 2009.
24. R. Jeter and I. Belykh. Synchronization in on-off stochastic
networks: Windows of opportunity. IEEE Trans. Circuits
Syst. I, Reg. Papers, 62:1260, 2015.
25. M. Schröder, M. Mannattil, D. Dutta, S. Chakraborty, and
M. Timme. Transient uncoupling induces synchronization.
Phys. Rev. Lett., 115:054101, 2015.
26. S. Li, N. Sun, L. Chen, and X. Wang. Network synchro-
nization with periodic coupling. Phys. Rev. E, 98:012304,
2018.
27. A. Hagberg and D. A. Schult. Rewiring networks for syn-
chronization. Chaos, 18:037105, 2008.
28. L. Chen, C. Qiu, H. B. Huang, G. X. Qi, and H. J. Wang.
Facilitated synchronization of complex networks through a
discontinuous coupling strategy. Eur. Phys. J. B, 76:625,
2010.
29. A. Kumar, V. Agrawal, and S. Sinha. Spatiotemporal reg-
ularity in networks with stochastically varying links. Eur.
Phys. J. B, 88:138, 2015.
30. M. Schröder, S. Chakraborty, D. Witthaut, J. Nagler,
and M. Timme. Interaction control to synchronize non-
synchronizable networks. Sci. Rep., 6:37142, 2016.
31. J. Zhou, Y. Zou, S. Guan, Z. Liu, and S. Boccaletti. Syn-
chronization in slowly switching networks of coupled oscil-
lators. Sci. Rep., 6:35979, 2016.
32. R. Jeter, M. Porfiri, and I. Belykh. Overcoming network
resilience to synchronization through non-fast stochastic
broadcasting. Chaos, 28:071104, 2018.
33. S. Nag Chowdhury and D. Ghosh. Synchronization in dy-
namic network using threshold control approach. Europhys
Lett., 125:10011, 2019.
34. A. Gomez-Marin, J. Garcia-Ojalvo, and J. M. San-
cho. Self-sustained spatiotemporal oscillations induced
by membrane-bulk coupling. Phys. Rev. Lett., 98:168303,
2007.
35. P. C. Bressloff and S. D. Lawley. Dynamically active com-
partments coupled by a stochastically gated gap junction.
J. Nonlinear Sci., 27:1487, 2017.
36. J. Gou, W. Chiang, P. Lai, M. J. Ward, and Y. Li. A the-
ory of synchrony by coupling through a diffusive chemical
signal. Physica D, 339:1, 2017.
37. A. Tandon, M. Schröder, M. Mannattil, M. Timme, and
S. Chakraborty. Synchronizing noisy nonidentical oscilla-
tors by transient uncoupling. Chaos, 26:094817, 2016.
38. A. Ghosh, P. Godara, and S. Chakraborty. Understand-
ing transient uncoupling induced synchronization through
modified dynamic coupling. Chaos, 28:053112, 2018.
39. A. Ghosh, T. Shah, and S. Chakraborty. Occasional un-
coupling overcomes measure desynchronization. Chaos,
28:123113, 2018.
40. R. Jeter and I. Belykh. Dynamical networks with on-off
stochastic connections: Beyond fast switching. In 2014
IEEE International Symposium on Circuits and Systems
(ISCAS), page 1788, 2014.
41. O. Golovneva, R. Jeter, I. Belykh, and M. Porfiri. Win-
dows of opportunity for synchronization in stochastically
coupled maps. Physica D, 340:1, 2017.
42. M. Porfiri and I. Belykh. Memory matters in synchroniza-
tion of stochastically coupled maps. SIAM J. Appl. Dyn.
Syst., 16:1372, 2017.
43. P. S. Landa and P. V. E. McClintock. Vibrational reso-
nance. J. Phys. A: Math. Gen., 33:L433, 2000.
44. T. Stojanovski, L. Kocarev, U. Parlitz, and R. Harris. Spo-
radic driving of dynamical systems. Phys. Rev. E, 55:4035,
1997.
45. I. V. Belykh, V. N. Belykh, and M. Hasler. Blinking model
and synchronization in small-world networks with a time-
varying coupling. Physica D, 195:188, 2004.
46. S. Boccaletti, C. Grebogi, Y. C. Lai, H. Mancini, and
D. Maza. The control of chaos: theory and applications.
Phys. Rep., 329:103, 2000.
47. M. P. Juniper and R. I. Sujith. Sensitivity and nonlinearity
of thermoacoustic oscillations. Annu. Rev. Fluid Mech.,
50:661, 2018.
48. S.C. Fisher, S.A. Rahman, and NASA History Division.
Remembering the Giants: Apollo Rocket Propulsion Devel-
opment. Monographs in aerospace history. National Aero-
nautics and Space Administration, NASA History Divi-
sion, Office of External Relations, 2009.
49. P. L. Rijke. LXXI. Notice of a new method of causing a
vibration of the air contained in a tube open at both ends.
Lond. Edinb. Dubl. Phil. Mag., 17:419, 1859.
50. N. Thomas, S. Mondal, S. A. Pawar, and R. I. Sujith.
Effect of time-delay and dissipative coupling on ampli-
tude death in coupled thermoacoustic oscillators. Chaos,
28:033119, 2018.
51. E. R. Hunt. Stabilizing high-period orbits in a chaotic
system: The diode resonator. Phys. Rev. Lett., 67:1953,
1991.
52. V. Petrov, B. Peng, and K. Showalter. A map-based al-
gorithm for controlling low-dimensional chaos. J. Chem.
Phys, 96:7506, 1992.
53. A. Garfinkel, M. L. Spano, W. L. Ditto, and J. N. Weiss.
Controlling cardiac chaos. Science, 257:1230, 1992.
54. T. Maiwald, E. Mammen, S. Nandi, and J. Timmer. Sur-
rogate Data — A Qualitative and Quantitative Analysis,
page 41. Springer Berlin Heidelberg, 2008.
55. G. Lancaster, D. Iatsenko, A. Pidde, V. Ticcinelli, and
A. Stefanovska. Surrogate data for hypothesis testing of
physical systems. Phys. Rep, 748:1, 2018.
56. H. Kantz and T. Schreiber. Nonlinear Time Series Anal-
ysis. Cambridge University press, New York, Second edi-
tion, 2004.
57. E. N. Lorenz. Deterministic nonperiodic flow. J. Atmos.
Sci., 20:130, 1963.
58. A. Stefański, P. Perlikowski, and T. Kapitaniak. Ragged
synchronizability of coupled oscillators. Phys. Rev. E,
75:016210, 2007.
59. O. E. Rössler. An equation for continuous chaos. Phys.
Lett. A, 57:397, 1976.
60. J.-M. Malasoma. What is the simplest dissipative chaotic
jerk equation which is parity invariant? Phys. Lett. A,
264:383, 2000.
61. J. C. Sprott. Chaos and Time-Series Analysis. Oxford
University press, New York, First edition, 2003.
62. G. Chen and T. Ueta. Yet another chaotic attractor. Int.
J. Bifurc. Chaos, 09:1465, 1999.
