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Chapitre 1
Introduction
1.1 Objectifs - Motivations
Cette the`se se consacre a` l’ame´lioration de l’estimation d’une fonction f , par le biais d’une ap-
proche voisine a` l’approche minimax. Cette de´marche est motive´e par la construction de re´gions de
confiance, pour f , plus fines que celle obtenues via l’approche d’estimation minimax. En effet, nous
nous inte´ressons ici a` estimer des fonctions de plusieurs variables (on notera d le nombre de ces
variables) pouvant eˆtre inte´gre´es en pratique dans des mode`les e´conomiques, biologiques et autres
domaines pouvant mettre en jeu un nombre conse´quent de crite`res quantitatifs. De manie`re ge´ne´rale
et contrairement au proble`me parame´trique, lorsque la valeur du parame`tre d est grande, l’efficacite´
des re´sultats minimax s’en ressent. Ce phe´nome`ne est connu au sein de la communaute´ statistique
sous le nom de ”male´diction de la dimension” (curse of dimensionality).
Afin de ne pas pe´naliser l’estimation de fonction de´pendant d’un grand nombre de variables
ou de manie`re ge´ne´rale dans des mode`les ou` l’approche minimax n’est pas satisfaisante (sur des
espaces fonctionnels trop massifs), Lepski a developpe´ une approche alternative. Celle-ci se base
sur l’ide´e simple d’adapter la me´thode d’estimation en fonction des re´sultats de tests d’hypothe`ses
’acce´le´ratrices’. Cette de´marche utilise donc des re´sultats issus de la the´orie des tests d’hypothe`se
afin d’envisager une estimation adaptative. De cette proce´dure hybride est ne´ le concept de risque
avec normalisation ale´atoire. Ainsi nous nous consacrerons principalement a` la re´soulution de deux
types de proble`mes statistiques fortement relie´s :
A) l’estimation adaptative via l’estimation avec risque minimax avec normalisation ale´atoire
B) le test d’une hypothe`ses nulle contre une alternative locale non-parame´trique .
Plusieurs types d’hypothe`ses peuvent eˆtre envisage´es afin d’ame´liorer la pre´cision d’estimation et
donc la finesse des intervalles de confiance correspondants. Typiquement, celles-ci sont choisies afin
de re´duire de manie`re significative la massivite´ de l’espace fonctionnel localisant f . Plus pre´cisement,
l’objet de cette the`se est l’e´tude d’une l’hypothe`se structurelle : l’hypothe`se d’additivite´. On se pro-
pose donc de savoir si une fonction f de´pendante de d variables x = (x1, . . . , xd) peut se de´composer
sous la forme
(1.1.1) f(x) = f1(x1) + . . .+ fd(xd).
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lorsque f1, . . . , fd sont des fonctions unidimensionnelles.
Les re´sultats seront pre´sente´s dans les mode`les de
(i) bruit blanc gaussien de´finit par l’e´quation diffe´rentielle stochastique
(1.1.2) dYt = f(t)dt+ εdW (t), t ∈ D ⊂ Rd,
ou` f est la fonction cible a estimer a` partir du processus observe´ Yt surD, Wt e´tant le mouvement
Brownien standard et ε > 0 le niveau du bruit.
(ii) de re´gression multidimensionnelle non-parame´trique donne´ par
(1.1.3) Yi = f(Xi) + εi, i = 1, . . . , n,
ou` {(X1, Y1), . . . , (Xn, Yn)} sont n couples d’observations inde´pendant et identiquement dis-
tribue´ (i.i.d), avec Yi ∈ R ; Xi ∈ D ⊂ Rd et les εi sont des variables inde´pendantes, de moyenne
nulle et de variance σ2i > 0. On conside`rera dans le chapitre 2 le mode`le dit de re´gression a`
design fixe´ en supposant que les points d’observations Xi peuvent eˆtre choisis a priori par le
statisticien. L’e´tude de ce mode`le constituera un lien naturel entre le mode`le du bruit blanc et
le mode`le ’re´aliste’ de re´gression a` pas ale´atoire qui fait l’objet des chapitre 3 et chapitre 4.
Le mode`le (1.1.2) est simple a` interpreter puisqu’il est e´quivalent dans un cadre hilbertien a` l’obser-
vation des coefficients de Fourier θ = (θk)k∈N du signal f selon le mode`le de suite gaussienne
(1.1.4) yk = θk + εk, k ∈ N
lorsque les variables εk inde´pendantes, identiquement distribue´es selon la loi gaussienne standard.
Son e´tude dans le chapitre 2 permettra d’exposer clairement les bases du concept de risque minimax
avec normalisation ale´atoire sans avoir a discuter des difficulte´es techniques inhe´rentes au mode`le de
re´gression. La ge´ne´ralisation de cette e´tude au mode`le de re´gression sera propose´e et re´solue dans le
chapitre 3. Enfin, le proble`me de test de la structure additive sera au centre du chapitre 4.
1.2 Approche Minimax
Conside´rons une expe´rience statistique engendre´e par un vecteur d’observation X(n). Le parame`tre
n pouvant repre´senter le nombre d’observations dans le mode`le de re´gression ou l’inverse du carre´ du
niveau du bruit n = ε−2 dans le mode`le de bruit blanc. Notons F un espace de Banach contenant
la fonction observe´e, note´e f . Soit G : F → F ′ une fonctionnelle a` valeurs dans un autre espace de
Banach (F ′, ‖ · ‖). L’objectif fixe´ est l’estimation de la G(f).
Notons E (n) l’ensemble des estimateurs mesurables par rapport a` X(n). L’approche minimax exige
un controˆle uniforme sur F de l’erreur d’estimation. aussi, la performance d’un estimateur f̂ ∈ E (n)
est caracte´rise´e par son risque maximal sur F de´finit par
(1.2.1) Rn
(
f̂ ,F
)
, sup
f∈F
Ef
[
ω
(
‖f̂ −G(f)‖
)]
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lorsque Ef de´signe l’espe´rance induite par la loi ge´ne´re´e par l’observation de f , et ω : R→ R+ est une
fonction croissante, continue telle que ω(0) = 0 et ω > 0 sur R∗. Cette fonction est commune´ment
appele´e fonction de perte.
L’ide´e naturelle consiste a` choisir l’estimateur de E (n) dont le risque maximal (1.2.1) est minimal.
On introduit ainsi le risque minimax sur F ,
(1.2.2) Rn (F) , inf
f̂∈E(n)
Rn
(
f̂ ,F
)
Cette quantite´ mesure le degre´ de pre´cision (au sens du risque maximal) optimal pouvant eˆtre atteint
dans l’estimation de f . Comme nous pourrons le constater sur certains exemples, cette valeur est
fortement de´pendante de l’espace F ainsi que du mode`le statistique. Le but principal consiste a`
donner le plus pre´cise´ment possible la valeur de ce risque.
La strate´gie usuelle afin d’obtenir l’asymptotique du risque minimax, se base sur la notion de
risque minimax normalise´. Par la suite, nous appellerons normalisation toute suite de´terministe
de re´els ψn > 0 telle que limn→∞ ψn = 0. Le risque minimax normalise´ par ψn est alors de´fini par :
Rn (F , ψn) = inf
f̂∈E(n)
Rn
(
f̂ ,F , ψn
)
, inf
f̂∈E(n)
sup
f∈F
Ef
[
ω
(
ψ−1n ‖f̂ −G(f)‖
)]
.
EXEMPLE 1.2.1. Tout au long de cette the`se, nous n’aborderons qu’un seul type de proble´me
d’estimation, celui concernant une fonctionnelle appartenant a` un espace L2(D) muni de la norme
euclidienne
‖f‖2 =
(∫
D
f 2(t)dt
)1/2
.
On conside`rera alors le risque minimax quadratique correspondant aux choix ‖·‖ = ‖·‖2 et ω(x) = x2.
Dans ce contexte, obtenir l’ordre de grandeur exact du risque minimax sur F se re´sume a` expliciter
une normalisation ϕn telle que :
(i) il existe une proce´dure d’estimation atteignant la vitesse ϕn. Cette condition appele´e proprie´te´
de la borne supe´rieure se caracte´rise par :
(1.2.3) lim sup
n→∞
Rn
(
f̂ ,F , ϕn
)
<∞ .
(ii) il n’est pas possible de trouver un estimateur approchant f (au sens du risque maximal) a` une
pre´cision asymptotiquement meilleure que ϕn. Cette condition dite de la borne infe´rieure ou
condition d’optimalite´ se caracte´rise formellement par :
(1.2.4) lim sup
n→∞
inf
f̂∈E(n)
Rn
(
f̂ ,F , ϕn
)
> 0 .
Une normalisation ve´rifiant (1.2.3) et (1.2.4) est appele´e vitesse de convergence minimax sur F .
Dans ce cas tout estimateur ve´rifiant (1.2.3) sera dit asymptotiquement minimax.
Remarque 1.2.1. La de´finition formule´e ci-dessus, n’impose l’unicite´ de la vitesse de convergence
minimax qu’a` une constante pre`s. Par la suite, par abus de language on appelle vitesse de convergence
une suite fixe´e satisfaisant (1.2.3), (1.2.4).
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Remarque 1.2.2. Nous nous restreindrons dans cette the`se a` conside´rer le cas ou` F = F ′ est un
espace fonctionnel de type Holder ou Sobolev, G(f) = f et la fonction de perte est de la forme
ω : x→ |x|q avec q > 0 et | · | de´signe la valeur absolue sur R.
L’estimation minimax a fait l’objet d’un grand nombre de travaux et cela principalement dans les
mode`les de bruit blanc (1.1.2), de re´gression (1.1.3) et de densite´. On notera parmi eux Hasminskii
et Ibragimov[52],[53], Kerkyacharian, Lepski et Picard[67], Stone [100] ainsi que Tsybakov [108].
1.3 Approche Adaptative
Pour l’approche adaptative, on ne suppose plus la connaissance exacte de l’espace fonctionnel F
auquel appartient le fonction a` estimer f . On suppose seulement que l’espace F est inclus dans une
re´union de classes fonctionnelles {Fκ}κ∈Ψ. Typiquement, cette hypothe`se peut se traduire par : nous
ne connaissons plus parfaitement le parame`tre de re´gularite´ de la fonction ; mais celui-ci est suppose´
appartenir a` un ensemble donne´, ici Ψ. Le parame`tre κ e´tant alors appele´ parame`tre nuisible ou
parame`tre de nuisance.
Le but de l’estimation minimax adaptative est de construire un estimateur de f simultane´ment
asymptotiquement minimax sur tous les espaces Fκ. Lorsqu’une telle proce´dure s’ave`re impossible,
nous demanderons a` l’estimateur d’eˆtre le plus pre´cis possible en un certains sens sur l’ensemble Ψ
des parame`tres nuisibles.
Supposons connues les vitesses de convergence minimax sur chaque espace Fκ, note´es ϕn(κ).
De´finition 1.3.1. Un estimateur f̂ (a) sera dit adaptatif optimal (E.A.O.) sur {Fκ}κ∈Ψ si
(1.3.1) sup
κ∈Ψ
lim sup
n→∞
Rn
(
f̂ (a),Fκ, ϕn(κ)
)
<∞
Il sera utile, pour faire le lien entre l’estimation adaptative et l’estimation avec normalisation
ale´atoire, de donner une de´finition e´quivalente a` (1.3.1). Pour cela, de´finissons la vitesse adaptative
optimale sur la classe {Fκ}κ∈Ψ par
(1.3.2) ϕn,a(f) = inf
κ : f∈Fκ
ϕn(κ),
et introduisons le risque maximal adaptatif d’un estimateur f̂ sur cette meˆme classe,
(1.3.3) R(a)n
(
f̂ , {Fκ}κ∈Ψ
)
= sup
f∈⋃κ∈Ψ Fκ Ef
[
ω
(
ϕn,a(f)
−1‖f̂ − f‖
)]
.
De´finition 1.3.2. De manie`re e´quivalente a` (1.3.1), un estimateur f̂ (a) sera dit adaptatif optimal
par rapport a` la classe {Fκ}κ∈Ψ lorsque
(1.3.4) lim sup
n→∞
R(a)n
(
f̂ (a), {Fκ}κ∈Ψ
)
<∞
La recherche de telle proce´dure a fait l’objet de nombreux travaux. Les me´thodes non line´aires
de se´lection de mode`le, de seuillage ou d’agre´gation comme la comparaison biais-variance pour les
estimateurs a` noyau, sont au centre de la grande majorite´ d’entre eux. Citons parmi eux Barron, Birge´
et Massart [7], Donoho et Johnstone [27], Efromovich [30], Efromovich et Low[31], [32], Goldenshluger
etNemirovski [43], Golubev [45], Lepski [72], [73],[74], Lepski et Spokoiny [75],[77] Lepski, Mammen
et Spokoiny[76] ainsi que Low[90].
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EXEMPLE 1.3.1. Lepski [72] graˆce a` des techniques de comparaison biais-variance pour les es-
timateurs a` noyau, a explicite´ un E.A.O. pour l’estimation en norme Lp (p ∈ [2,∞]) lorsque les
espaces Fκ correspondent a` des espaces de Holder H(κ) = H(β, L) et Ψ = [β∗, β∗]× (0, L∗].
Cependant, cette approche, ide´ale d’un point de vue the´orique, s’ave`re avoir des domaines d’ap-
plication et d’interpre´tation assez limite´s. Ceci se formalise au travers des deux points suivants.
En premier lieu, comme nous pouvions le redouter intuitivement, l’existence d’un estimateur
adaptatif optimal est remis en question dans certains mode`les. Ainsi, Lepski [73] a montre´ l’im-
possibilite´ d’obtenir un tel estimateur pour le proble`me d’estimation ponctuelle dans le mode`le de
bruit blanc gaussien dans le cadre des espaces de Holder H(κ) avec Ψ sous-ensemble fini de R2∗. En
fait, dans cet exemple comme dans une majorite´ de mode`les, la proprie´te´ d’adaptation requiert un
paiement vis a` vis de la vitesse adaptative optimale. Aussi, lorsque celle-ci ne peut eˆtre atteinte, il
est ne´ce´ssaire de de´finir un crite`re permettant de se´lectionner un ’meilleur’ estimateur sur la classe
{Fκ}κ∈Ψ. Plusieurs notions d’optimalite´ ont e´te´ envisage´s dans la litte´rature. Nous citerons parmi
celles-ci, le crite`re ’global’ introduit par Lepski [73], le crite`re ’ponctuel’ de Tsybakov [107] ainsi que
celui formule´ par Klutchnikoff [68] s’appliquant pour des parame`tres nuisibles multidimensionnels.
De plus, comme le laisse entrevoir la De´finition 1.3.2, la vitesse atteinte par un E.A.O. de´pend for-
tement de la localisation exacte de f par rapport a` {Fκ}κ∈Ψ. Ainsi, sans information supple´mentaire
sur f il est impossible de connaˆıtre ϕn,a(f) et donc de construire une re´gion de confiance s’adaptant a`
la valeur du parame`tre nuisible, cela malgre´ les performances optimales de l’E.A.O.. Cette incapacite´
a` ame´liorer les re´gions de confiance construites a` partir de l’approche minimax constitue une preuve
criante de la dualite´ intrense`que de l’approche adaptative : elle traduit de manie`re optimale la capa-
cite´ d’adaptation d’un point de vue minimax mais reste incapable de fournir de ’vrais’ intervalles de
confiance.
Les de´fauts de l’approche adaptative que nous venons de souligner, motivent la mise en place
d’une proce´dure permettant d’adapter l’estimation a` non plus la localisation exacte de f (inconnue)
mais une estimation de cette localisation. Ainsi, nous nous baserons sur les donne´es d’observations
afin de savoir dans quelles mesures nous pouvons affiner notre estimation de la fonction cible. Ceci
permettra la construction de ’vraies’ re´gions de confiance.
Dans cette the`se, nous de´veloppons une proce´dure mise en place par Lepski [82] qui va permettre
la construction d’E.A.O. pour la famille {Σ,Σ0} ou` Σ est une boule de Sobolev multidimensionnel
de parame`tre de re´gularite´ β et Σ0 ⊂ Σ est le sous espace des fonctions additives (ve´rifiant (1.1.1)).
Le chapitre 2 fournira un E.A.O. dans le cadre du mode`le de bruit blanc gaussien (1.1.2) et celui de
re´gression a` pas fixe´s, tandis que le chapitre 3 ge´ne´ralisera ce re´sultat dans le mode`le de re´gression
a` pas ale´atoires.
1.4 Risque avec normalisation ale´atoire
1.4.1 Description mathe´matique
Conside´rons comme dans l’approche adaptative que F ∈ {Fκ, κ ∈ Ψ;F (0)}, et supposons que le
proble`me d’estimation minimax soit re´solu sur chaque espace Fκ ainsi que sur F (0) ⊃ Fκ. Nous
ferons ici l’hypothe`se que sur chaque sous espace Fκ la vitesse minimax ϕn(κ) est asymptotiquement
plus rapide que ϕn(F (0)), vitesse de convergence minimax sur l’espace ”ambiant” F (0). De plus, nous
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conside´rons de´sormais que Ψ est un sous ensemble discret de Rm.
De´finition 1.4.1. Nous appellerons normalisation ale´atoire, toute variable ale´atoire
ρ̂n : Ω→ (0, ϕn(F (0))] ,
mesurable par rapport aux observations et borne´e supe´rieurement par ϕn(F (0)) (ici Ω est l’ensemble
des e´vene`nements ale´atoires induit par l’expe´rience statistique).
Le risque quadratique (nous nous limiterons dans la suite de la the`se a` conside´rer la fonction
de perte ω(x) = x2) normalise´ par ρ̂n d’un estimateur f̂n de la fonction cible f ∈ F (0) est de´fini
comme
(1.4.1) R(r)(ρ̂n,F (0), f̂n) , sup
f∈F(0)
Enf
[
ρ̂−2n ‖f̂ − f‖2
]
.
Supposons l’existence d’une normalisation ale´atoire, ρ̂n, posse´dant un estimateur, f̂n adapte´, c’est
a` dire tel que le risque (1.4.1) soit asymptotiquement majore´ par une constante M . Une simple
utilisation de l’ine´galite´ de Markov induit pour 0 < γ < 1,
Pf
{
‖f̂ − f‖ ≥
(
M
γ
)1/2
ρ̂n
}
≤ γ.(1.4.2)
Ainsi, la normalisation ρ̂n doit eˆtre comprise comme la pre´cision d’estimation accessible de l’esti-
mateur f̂n. L’enjeu de cette approche est donc la construction un couple estimateur-normalisation
ale´atoire
(
f̂n; ρ̂n
)
auquel nous demandons les deux proprie´te´s suivantes :
(i) limn→∞R(r)(ρ̂n,F (0), f̂n) <∞ .
(ii) ∀κ ∈ Υ, lim infn→∞ inff∈Fκ Pf
(
ρ̂n < ϕn(F (0))
)
> 0 .
Le premier point te´moigne de l’ade´quation entre la proce´dure et la normalisation ale´atoire. Le se-
cond, lui, demande a` ρ̂n d’ame´liorer la pre´cision d’estimation minimax globale ϕn(F (0)) lorsque cela
est possible. Ainsi nous allons mesurer le gain engendre´ par une normalisation sur l’ensemble des
sous-espaces Fκ graˆce a` l’introduction de la notion de caracte´ristique.
Soit 1 > αn > 0 une suite de re´els. Nous voulons garantir, lorsque la fonction cible appartient a`
Fκ, pour un certain κ ∈ Υ, un gain d’estimation minimal avec probabilite´, avec un degre´ de confiance
supe´rieur ou e´gal a` 1− αn. La notion d’ame´lioration se de´finit alors sous cette contrainte.
De´finition 1.4.2. On appelle αn-caracte´ristique de ρ̂n le vecteur xn = (xn(ρ̂, β))κ∈Υ tel que pour
tout κ ∈ Υ
(1.4.3) xn(ρ̂, κ) , inf
{
0 < x < ϕn(F (0)) : inf
f∈Fκ
Pf (ρ̂n ≤ x) ≥ 1− αn
}
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Remarque 1.4.1. Les composantes de la caracte´ristique sont des fonctions de´croissantes en αn. En
relaˆchant le seuil de se´curite´ sur la plage d’ame´liration d’estimation, on s’autorise une plus grande
pre´cision d’estimation.
Ce vecteur va permettre de comparer les normalisations ale´atoires sur chaque sous espace. A partir
de cette definition, l’ide´e pour de´crire une strate´gie optimale ρ∗n consiste a` montrer :
1. l’existence d’un estimateur adapte´ a` ρ∗n
2. qu’aucune normalisation ale´atoire ρ̂n admettant un estimateur adapte´ n’est plus fine que ρ
∗
n (au
sens de la caracte´ristique) pour une valeur du parame`tre nuisible,
Ces principes se formalisent dans la de´finition de normalisation α-optimale.
De´finition 1.4.3. Une normalisation ale´atoire ρ∗n sera dite αn-optimale vis a` vis de la famille
{Fκ}κ∈Υ si les conditions suivantes sont ve´rifie´es
¶ il existe un estimateur f ∗n tel que
lim sup
n→∞
R(r)
(
ρ∗n,F (0), f ∗n
)
<∞.
· pour toute normalisation ρ̂n telle qu’il existe κ0 ∈ Υ, tel que
lim
n→∞
xn(ρ̂, κ0)
xn(ρ∗, κ0)
= 0,
alors
lim inf
n→∞
inf
f̂n
R(r)(ρ̂n,F (0), f̂n) =∞.
L’estimateur f ∗n ve´rifiant 1. est alors dit αn-adaptatif.
Remarque 1.4.2. Puisque ρ∗n ≤ ϕn(F (0)), tout estimateur αn-adaptatif est aussi minimax sur F (0).
Ainsi le risque (1.4.1) permet de couvrir le cadre de la the´orie minimax.
Remarque 1.4.3. Il n’y a pas unicite´ de la normalisation ale´atoire αn-optimale. En effet, deux
normalisations ayant meˆme caracte´ristique (en ordre) seront alors conside´re´es comme e´quivalentes.
Cette notion d’optimalite´ introduite par Lepski [82] pour une famille
{F0,F (0)}, ou` F0 ⊂ F (0),
a e´te´ ge´ne´ralise´ par Lepski et Hoffman [83]. Cependant, les travaux faisant l’objet de cette the`se se
limitant a` l’e´tude d’une famille compose´e d’un espace massif et d’un nombre fini de sous espaces
’acce´le´rateurs’ (typiquement N), nous allons voir qu’il est possible de se restreindre a` conside´rer des
normalisations ale´atoires ne prenant qu’un nombre fini de valeurs (typiquement N+1 valeurs). Par
exemple, la proposition suivante dans Lepski [83], montre que dans le cas ou` N=1, on peut se limiter
a` de´finir une normalisation ale´atoire par deux valeurs : la vitesse de convergence sur l’espace ’massif’
et une autre valeur repre´sentant l’ame´lioration possible de la pre´cision sur l’espace ’acce´le´rateur’.
Proposition 1.4.1. Supposons (ρ∗n, f
∗
n) soit un couple αn-optimal c.a.d. ve´rifie la de´finition 1.4.4,
pour la famille
{F0,F (0)}, alors
ρ∗1,n =
{
xn(ρ
∗), if ρ∗n ≤ xn(ρ∗),
ϕn(F (0)), if ρ∗n > xn(ρ∗),
est e´galement αn-optimale.
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Remarque 1.4.4. La ge´ne´ralisation de ce re´sultat pour un nombre quelconque N ∈ N∗ peut eˆtre
trouve´ dans [83]
Une telle proposition appelle une de´finition simplif´ıe´e de αn-optimalite´ pour les normalisations
ale´atoires, alternative a` la de´finition globale 1.4.4 dans le cas N=1. Nous noterons donc dans la
suite, On, l’ensemble des normalisations ale´atoires ρ̂n ne prenant que deux valeurs {ϕn(F (0)), bn}
avec 0 < bn < ϕn(F (0)).
(1.4.4) Ωn(αn) , Ωn =
{
(ρn)n ∈ On : lim sup
n−→∞
α−1n sup
f∈F0
Pf (ρn = ϕn(F (0))) ≤ 1
}
.
De´finition 1.4.4. Une normalisation ale´atoire ρ∗n ∈ On sera dite αn-optimale vis a` vis de la famille
{F0,F (0)} si les conditions suivantes sont ve´rifie´es
¶ ρ∗n ∈ Ωn(αn)
· il existe un estimateur f ∗n tel que
lim sup
n→∞
R(r)
(
ρ∗n,F (0), f ∗n
)
<∞.
¸ si ρ̂n = {ϕn(F (0)), bn} ∈ Ωn(αn) telle que limn→∞ bnan = 0, alors
lim inf
n→∞
inf
f̂n
R(r)(ρ̂n,F (0), f̂n) =∞.
L’estimateur f ∗n ve´rifiant 2. est alors dit αn-adaptatif.
Tout au long de cette the`se nous montrerons l’optimalite´ de nos proce´dures via la De´finition 1.4.4.
1.4.2 Philosophie de la construction de normalisation optimale
Lepski et Hoffmann [83] ont montre´ qu’il est possible d’expliciter une normalisation optimale
adapte´e a`
{Fκ, κ ∈ Ψ;F (0)}, apre`s avoir re´solu se´pare´ment les proble`mes concernant les familles{Fκ,F (0)}. Cette construction justifie notre inteˆret pour l’e´tude d’une famille du type {F (0),F0 ⊂ F (0)}.
Nous allons donc exposer la philosophie de la construction dans le cadre pre´cis d’une famille constitue´
de deux classes de fonctions F0 ⊂ F (0).
Dans ce cadre, savoir si la localisation (inconnue) de notre fonction cible permet ou non une
proce´dure d’estimation plus pre´cise revient a` re´pondre a` la question : f appartient-elle a` l’espace
F0 ? L’ide´e consiste a` utiliser les observations afin de donner une re´ponse fiable. Evidemment les
observations e´tant bruite´es, il n’est pas possible d’y re´pondre de manie`re exacte. L’outil de base va
donc eˆtre le test statistique de l’hypothe`se
H0 : f ∈ F0 ,
contre une alternative locale
An : f ∈
{
f ∈ F (0) : d (f,F0) = inf
g∈F0
‖f − g‖ ≥ ψn
}
.
Une ide´e naturelle consiste a` faire correspondre la me´thode d’estimation avec le re´sultat du test.
Typiquement, la strate´gie est de choisir l’estimateur minimax sur F0, note´ f̂0, lorsque le test accepte
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l’hypothe`se, et l’estimateur minimax sur F (0), note´ f̂ (0), lorsque celle-ci est rejete´e. C’est la phase
d’estimation. La pre´cision alors atteinte par l’estimateur re´sultant constituera la normalisation
ale´atoire.
EXEMPLE 1.4.1. Observons, le cas du test trivial qui accepte syste´matiquement l’hypothe`se. Ce test
induit l’utilisation syste´matique de f̂0. La caracte´ristique de la normalisation rattache´e est optimale
puisqu’elle e´quivaut a` la vitesse minimax ϕn(F0). Cependant, cet estimateur n’est pas raisonnable
loin de F0 puisqu’il n’ est pas minimax sur F (0) et donc n’a aucune chance d’eˆtre αn-optimal.
La re`gle de de´cision permettant de tester H0 doit se soumettre aux contraintes suivantes :
1. accepter l’hypothe`se avec une grande probabilite´ lorsqu’elle ci est vraie et ainsi diminuer la
caracte´ristique de la normalisation sous-jacente .
2. distinguer de manie`re efficace les e´le´ments trop loin de F0.
Pour re´aliser ces conditions, la phase de test requiert l’estimation pre´cise (au sens minimax) de
la distance d = d (f,F0). En cela, la construction fait appel a` la notion d’optimalite´ au sens de la
the´orie minimax des tests d’hypothe`se. Nous exposerons plus en de´tail les notions relatives a` cette
the´orie dans la Section 1.5.
Dans un cadre Hilbertien, la re`gle de de´cision se base ge´ne´ralement sur le principe suivant : f̂0
estime bien la projection de f sur F0 ; f̂ (0) estime bien f de manie`re uniforme sur F (0) ; en observant
une la quantite´
d̂ = ‖f̂0 − f̂ (0)‖,
on peut de´tecter l’appartenance a` F0. On de´termine un seuil de tole´rance que d̂ ne doit pas de´passer
pour que H0 soit accepte´e.
Remarque 1.4.5. Notons que dans certains mode`les. il est plus facile de distinguer la fonction
f de l’espace F0 que d’estimer f . En effet ce phe´nome`ne provient du fait que la vitesse minimax
d’estimation de d = d(f,F0) = sur F (0) est meilleure que la vitesse minimax ϕn(F (0)), lorsque le
risque est de´fini par rapport a` ‖ · ‖. En particulier, dans le cas ou` ‖.‖ = ‖ · ‖p avec p ∈ 2N cette
ame´lioration est remarquable (voir Lepski, Nemirovski et Spokoiny [81]). Aussi, selon l’espace F0 il
est possible d’avoir une meilleure precision d’estimation de d que d’estimation de f sous l’hypothe`se.
Dans ce cas pre´cis, la phase d’estimation est limitante pour la normalisation ale´atoire.
Comme nous l’avons vu, la me´thodologie est tre´s claire lorsqu’on se limite a` conside´rer une unique
hypothe`se ’acce´le´ratrice’. Une question assez naturelle peut se poser : Que se passe-t-il lorsque plu-
sieurs hypothe`ses sont envisage´es ? Lepski et Hoffmann ont re´pondu a` cela. En effet, dans le cas
d’un nombre fini d’hypothe`ses, ils ont montre´ qu’il suffit de tester se´pare´ment chaque hypothe`se puis
choisir parmi celles qui ont e´te´ accepte´es, celle qui permet une plus grande pre´cision d’estimation.
Une ge´ne´ralisation a` un nombre quelconque d’hypothe`ses est e´galement envisage´e dans Lepski [83].
Cette construction dite construction canonique se formalise dans la proposition suivante.
Supposons avoir expliciter des normalisations ale´atoires αn-optimale, ρ
∗
n,κ, ainsi que les estimateurs
adapte´s, f ∗n,κ, pour chaque famille {Fκ,F (0)}, κ ∈ Ψ. De´finissons alors l’indice κ∗ tel que
ρ∗n,κ∗ = inf
κ∈Ψ
ρ∗n,κ.
On pose alors,
ρ∗n = ρ
∗
n,κ∗ , f
∗
n = f
∗
n,κ∗ .
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Proposition 1.4.2. La normalisation ale´atoire ρ∗n est αn-optimale et f
∗
n est αn-adaptatif pour la
famille {Fκ}κ∈Ψ
Remarque 1.4.6. Le proble`me re´ciproque de la construction des normalisations ρ∗n,κ, κ ∈ Ψ, a` partir
d’une normalisation αn-optimale sur la famille {Fκ}κ∈Ψ est e´galement souleve´ dans Lepski [83].
Nous utiliserons la construction canonique dans le chapitre 3 afin d’e´tendre les re´sultats obtenus
pour le mode`le d’additivite´ partielle pre´sente´ dans la Section 1.6. En outre, ce re´sultat permettra de
conside´rer des espaces fonctionnels anisotropes.
1.4.3 Liens avec certains re´sultats existants
Cette me´thodologie e´tant assez re´cente, la litte´rature s’y rapportant est par conse´quent assez
re´duite. Lepski [82] initie le principe et propose une premie`re e´tude the´orique. Il traite dans ce papier
le cas de l’ hypothe`se de sous-famille parame´tre´e et pre´sentent certains proble`mes ouverts :
1. Lepski et Hoffmann [83] re´pondent a` celui concernant l’hypothe`se de dimensionnalite´ pour l’ob-
servation d’un signal dans le mode`le (1.1.2) lorsque F (0) est un espace de Sobolev d-dimensionnel
anisotrope. Cette hypothe`se consiste a` supposer que la fonction observe´e ne de´pend effectivement
que de s < d variables.
2. Yode [110] obtient une normalisation ale´atoire optimale et un estimateur α-optimal pour l’hy-
pothe`se d’inde´pendance des coordonne´es, lors l’observation de la densite´ d’un vecteur ale´atoire
de Rd.
Soulignons e´galement que Baraud [4] utilise, dans le contexte de construction d’intervalles de
confiance (voir section suivante), une me´thode e´galement base´e sur une utilisation de tests d’hy-
pothe`se. La strate´gie ge´ne´rale consiste a` controˆler uniforme´ment ‖f − f̂‖ lorsque f est la fonction de
re´gression et f̂ un bon estimateur, typiquement construit par projection sur un sous-espace S. Un
test de l’hypothe`se f ∈ S base´ sur l’estimation de la distance de f au sous espace S, est alors utilise´
afin de valider ou non la pertinence du choix de S.
Le proble`me traite´ dans les chapitres 2 et 3 se situe dans la continuite´ de ces travaux. En
effet, les re´sultats contenus dans cette the`se visent a` ame´liorer la construction de vraies re´gions
de confiance pour l’observation d’une fonction multidimensionnelle en se basant sur l’hypothe`se de
structure additive (1.1.1). Nous traitons ici un cadre hilbertien, en supposant F (0) ⊂ L2(D), avec D
compact de Rd, muni de la norme quadratique usuelle. Dans ce cas pre´cis, nous verrons que la phase
de test limite la pre´cision accessible de la proce´dure, c’est a` dire la normalisation ale´atoire optimale,
tout en fournissant des estimateurs adaptatifs au sens de la de´finition 1.3.2.
En effet, dans l’ensemble des cas traite´s par cette me´thode, l’estimateur αn-adaptatif construit est
non seulement minimax optimal mais aussi adaptatif optimal. Cette proprie´te´ montre´e par Lepski
[82], apparaˆıt a` partir du moment ou` l’on se fixe une suite αn tendant assez vite vers 0. La re´sultat
exact est donne´ ci-dessous. Pour deux suites re´elles (un)n∈N et (vn)n∈N a` valeurs dans R∗, nous
noterons un = O(vn) lorsque la suite (un/vn)n∈N est borne´e.
Proposition 1.4.3. Soit le couple (ρ∗n, f
∗
n) αn-adaptatif optimal pour
{F0,F (0)}. Supposons que
l’estimateur f ∗n1{ρ∗n≤xn(ρ∗)} soit asymptotiquement minimax sur F0 et que si ω(x) = |x|q,
αn = On (ϕqn(F0)) ,
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alors f ∗n est adaptatif par rapport a`
{F0,F (0)}.
Remarque 1.4.7. Le re´sultat reste vrai si le couple (ρ∗n, f
∗
n) ve´rifie les points ¶ et · de la De´finition
1.4.4.
Remarque 1.4.8. Un re´sultat analogue permettant de traiter le cas d’une famille finie quelconque
d’espaces fonctionnels a e´te´ prouve´ par Lepski et Hoffmann [83]. La question re´ciproque qui consiste
a` savoir dans quelles conditions un estimateur adaptatif peut eˆtre αn-adaptatif reste ouverte.
Cette proposition dicte implicitement le choix de αn → 0 lorsque n→∞. La difficulte´ technique
majeure lie´e aux re´sultats pre´sents dans cette the`se, se rapporte a` cette condition. En effet, celle-ci
va ne´ce´ssiter un controˆle tre`s pre´cis des erreurs de tests. Nous verrons dans la Section 1.7 en quoi
cela peut s’ave´rer de´licat pour le mode`le de re´gression. Tout d’abord, revenons en de´tails sur la
construction de re´gions de confiance lie´e a` l’approche d’estimation via le risque avec normalisation
ale´atoire.
1.4.4 Re´gion de confiance
Comme nous l’avons souligne´ plus haut, l’une des motivations principales lie´e a` l’introduction de
la the´orie de risque avec normalisation ale´atoire est l’obtention de ”vraies” re´gions de confiance pour
la fonction cible f .
Ainsi, notons X(n) l’ensemble des observations ge´ne´re´ par l’expe´rience (typiquement n est le
nombres d’observations), et G : F → F ′ une fonctionnelle a` valeurs dans un espace de Banach
(F ′, ‖ · ‖).
De´finition 1.4.5. Un sous ensemble B(X(n)) ⊂ F ′, dependant des observations mais en aucun cas
d’un parame`tre inconnu lie´ a` la fonction f , est appele´ re´gion (ou boule) de confiance de niveau
%n pour G(f) lorsque
inf
f∈F
Pf
(
G(f) ∈ B(X(n))
)
≥ 1− %n .(1.4.5)
L’ensemble des re´gions de confiance de niveau %n sur la classe F est note´ l%n(F).
Pour un niveau de confiance %n fixe´, l’objectif est de minimiser le rayon (calcule´ par rapport a` ‖·‖)
d’une region de confiance satisfaisant (1.4.5). Ce proble`me statistique est a` l’origine de nombreux
travaux, citons parmi eux Baraud [4], Li [87] et Low [90].
La plupart des me´thodes de construction de boules de confiance sont base´es sur une estimation
via l’approche minimax de la fonctionnelle G(f). Par exemple, dans le cas ou` F = F ′ et G(f) = f ,
supposons que f̂n soit un estimateur minimax de f sur F , atteignant la vitesse ϕn(F) pour le risque
quadratique en norme ‖ · ‖. Une simple application de l’ine´galite´ de Chebychev permet d’obtenir
l’existence d’une constance C > 0 telle que :
sup
f∈F
Pf
(
‖f̂n − f‖ > Cϕn(F)
)
≤ %n.
Ainsi, la boule centre´e sur f̂n et de rayon Cϕn(F) (mesure´ par rapport a` ‖·‖), note´e B‖·‖(f̂n, Cϕn(F)),
est une re´gion de confiance de niveau %n pour f ∈ F .
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Dans le contexte minimax, la pre´cision d’une boule de confiance pour G(f) est mesure´e via deux
quantite´s fortement relie´es : sa probabilite´ de recouvrement sur F et sa taille. Cette dernie`re est
intuitivement de´finit lorsqu’ on imagine une boule de confiance ayant un diame`tre de´terministe. Par
contre, de`s lors que nous conside´rons une re´gion de confiance pour laquelle le rayon de´pends des
observations, la notion de taille doit eˆtre rattache´e a` la notion de diame`tre moyen. Ainsi, si l’on note
d(B(X(n))), le diame`tre de la re´gion de confiance B(X(n)), on a
d(B(X(n))) , max
{
‖x− y‖ ; x , y ∈ B(X(n))
}
.
La taille de la re´gion B(X(n)) sur la classe F est alors de´finit par
L(B(X(n)),F) , sup
f∈F
Ef
[
d(B(X(n)))
]
.
Du point de vue de Neyman-Pearson, l’objectif est de minimiser la taille moyenne L(B(X(n)),F)
tout en conservant une probabilite´ de recouvrement de 1− %n sur la classe F . En d’autre termes, il
s’agit de construire une re´gion de confiance atteignant la borne
L∗%n(F) , infB(X(n))∈ l%n (F)
L(B(X(n)),F) .
Citons a` ce sujet les travaux de Donoho [26], Hall [49] ou encore Hardle et Marron [50] fortement
inspire´s par la technique de bootstrap.
Evidemment, ce point de vue minimax va poser le proble`me d’adaptation statistique concernant
la construction de re´gion de confiance. Exposons les fondements de cette notion sur l’exemple simple
de deux classes fonctionnelles F1 ⊂ F . Dans ce contexte, nous souhaitons pouvoir construire une
boule de confiance, B∗(X(n)), de niveau %n sur F et de sorte que : L(B
∗(X(n)),F) = L∗%n(F) ,
L(B∗(X(n)),F1) = L∗%n(F1) .
(1.4.6)
Une telle re´gion de confiance, si elle existe, sera dite adaptative optimale relativement a` la famille
{F1,F}. La construction de re´gions de confiance adaptatives est au centre des travaux de Hengartner
et Stark [55], Picard et Tribouley [92] et plus re´cemment de Cai et Low [15] [16]. En particulier, ces
derniers ont introduit une notion d’adaptation interme´diaire en definissant une quantite´ mesurant le
degre´ d’adaptation entre deux classes de fonctions :
L∗%n(F ,F1) , infB(X(n))∈ l%n (F)
L(B(X(n)),F1) .
Il est clair que L∗%n(F ,F1) ≥ L∗%n(F1) mais surtout que la construction de re´gions de confiance adatpa-
tives au sens de (1.4.6) ne sera possible que si ces deux quantite´s sont du meˆme ordre de grandeur. En
particulier, Low [90] a fournit un exemple de mode`le pour lequel L∗%n(F ,F1) est asymptotiquement
grand vis a` vis de L∗%n(F1).
Comme nous l’avons souligne´ plus haut, l’approche d’estimation adaptative ne permet pas de
de´duire de manie`re simple de ”vrais” intervalles de confiance adaptatifs, c.a.d. dont la taille s’adapte
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de fac¸on optimale a` la re´gularite´ effective de f . Ainsi les proble`mes d’estimation adaptative et de
construction de re´gions de confiance adaptative au sens de (1.4.6) ne sont donc que tre´s faiblement
lie´s. En ce sens, pour le proble`me de construction de re´gion de confiance pour G(f) = f(t0) ou` t0 est
un point fixe´, et ‖ · ‖ = | · |, Low [90] a montre´ qu’il e´tait impossible d’ame´liorer le rayon minimax
uniforme´ment sur F , c.a.d L∗%n(F ,F1) ≈ L∗%n(F). La the´orie d’estimation avec normalisation ale´atoire
essentiellement de´veloppe´e dans le cadre hilbertien de l’estimation en norme ‖ · ‖2 permet d’obtenir
des re´sultats plus optimistes dans ce contexte. En effet, (1.4.2) permet d’interpre´ter une normalisation
ale´atoire comme le rayon ale´atoire d’une re´gion de confiance de niveau %n, potentiellement plus fin
que le rayon minimax. Nous verrons au chapitre 3, Section 3.1.4.2, une construction assez fine d’une
re´gion de confiance base´e sur l’estimation avec normalisation ale´atoire d’une fonction de re´gression.
En particulier, nous discuterons l’influence d’un niveau de confiance asymptotiquement nul sur la
largeur des re´gions de confiance.
1.5 The´orie minimax des tests d’hypothe`se
1.5.1 Mise en place the´orique
D’un point de vue minimax, la the´orie de test d’hypothe`se est un outil majeur pour la construc-
tion des normalisations ale´atoires. Elle trouve son origine dans les travaux de Ingster [60][61][62][63].
L’ide´e fondamentale consiste a` e´tudier le test de l’hypothe`se ”nulle”, note´e H0, contre une alternative
locale non parame´trique. Au travers de diffe´rentes e´tudes, mene´es dans Bierens [12], Eubank et Hart
[34], Stute [103], il a e´te´ possible de constater la forte de´pendance du test ’optimal’ par rapport
au choix de l’alternative. En effet, certains tests peuvent s’ave´rer tres efficaces pour de´tecter H0
contre une famille d’alternatives locales mais cependant peu raisonnable pour le choix d’une autre
famille d’alternatives. Ingster a ainsi formalise´ le fait qu’un test ne peut eˆtre uniforme´ment consis-
tant que si l’on conside´re les alternatives suffisament ’e´loigne´es’ de l’hypothe`se nulle. Typiquement
l’on va chercher a` contruire un test de puissance asymptotiquement e´gale a` 1, permettant de distin-
guer l’hypothe`se nulle de l’alternative la plus proche possible. Pour un mode`le donne´, la de´marche
consiste donc a` obtenir a` la fois cette distance minimale d’approche et un test efficace a` cette distance.
Formalisons cette notion, en conside´rant l’observation d’une fonction f appartenant a` un espace
fonctionnel F dans le mode`le de re´gression (1.1.3). Notons F0 un sous-ensemble de F . Nous nous
inte´ressons au proble`me de test de l’hypothe`se nulle
H0 : f ∈ F0,
contre l’alternative locale
An(Cϕn) : f ∈ Φn(Cϕn) = {f ∈ F : d(f,F0) ≥ Cϕn} ,
lorsque d est une fonction distance donne´e, C > 0 et ϕn > 0 (n e´tant le nombre d’observations). De
manie`re ge´ne´rale, on attache a` l’espace F une condition de re´gularite´ ne´ce´ssaire (voir Ingster [63]) a`
la distinction de la fonction a` tester f du bruit d’observations.
On appelle fonction test ou plus simplement test toute variable ale´atoire ∆n mesurable par
rapport a` X(n) et a` valeurs dans {0, 1}. Cette fonction se base sur une re`gle de de´cision et de´cide
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d’accepter H0 (typiquement si ∆n = 0) ou rejeter celle-ci (si ∆n = 1). Dans le cadre minimax, la
qualite´ du test ∆n est caracte´rise´e par deux quantite´s repre´sentant les deux types d’erreurs possibles.
L’erreur de premie`re espe`ce ou niveau du test
α(∆n) = sup
f∈F0
Pf (∆n = 1),
qui symbolise la probabilite´ de rejet de l’hypothe`se alors que celle-ci est ve´rifie´e en re´alite´ et l’erreur
de deuxie`me espe`ce
γ(∆n, ρn) = sup
f∈Φn(Cϕn)
Pf (∆n = 0)
repre´sentant la probabilite´ d’accepter H0 a` tort. La quantite´ 1−γ(∆n, ρn) est commune´ment appelle´e
puissance du test.
Notons Γn l’ensemble de toutes les strate´gies relatives au test de H0. Afin de comparer deux
e´le´ments de Γn, nous adopterons une approche dite de Neyman-Pearson. Celle-ci consiste a` fixer
au pre´alable le niveau de test de´sire´, c’est a` dire a` se restreindre a` conside´rer un sous ensemble de
strate´gies de niveau α, puis a` minimiser l’erreur de deuxie`me espe`ce sous cette contrainte. Pour cela,
conside´rons une suite de re´els α = (αn)n∈N et introduisons l’ensemble
Γn(αn) =
{
∆n ∈ Γn : lim sup
n→∞
α−1n α(∆n) ≤ 1
}
.
Un test appartenant a` Γn(αn) sera dit de niveau asymptotique αn. On mettra en evidence l’in-
fluence de la valeur α∞ = lim infn→∞ αn. Soit γ = (γn)n∈N une suite de re´els positifs. Nous donnons
alors le crite`re d’optimalite´ permettant de caracte´rise´ la plus petite distance pour laquelle il est
possible de distinguer l’hypothe`se nulle de l’alternative.
De´finition 1.5.1. La suite ϕn est dite vitesse (αn, γn)-optimale de test lorsque
¶ il existe C∗ > 0 telle que ∀C < C∗, on a
lim inf
n→∞
γ−1n inf
∆n∈Γn(αn)
γ(∆n, Cϕn) ≥ 1
· il existe C∗ > 0 et un test ∆∗n ∈ Γn(αn) tels que ∀C > C∗,
lim sup
n→∞
γ−1n γ(∆
∗
n, Cϕn) ≤ 1.
Le test ∆∗n ve´rifiant le second point est dit asymptotiquement optimal.
1.5.2 Contexte statistique
Les premie`res e´tudes se rattachant a` cette the´orie ont eu pour objet le proble`me de test d’absence
de signal H0 : f = 0 contre l’alternative locale An(Cϕn) : ‖f‖r > Cϕn pour f appartenant
a` des espace de Holder, Sobolev puis Besov. L’ensemble des re´sultats obtenus montrent une forte
de´pendance entre la vitesse optimale de test et les hypothe`ses de re´gularite´s.
EXEMPLE 1.5.1. Dans le mode`le du bruit blanc gaussien (1.1.2), sur des espaces de Besov Bs,p, et
dans le cas ou` α∞ > 0, il a e´te´ (voir Ingster [60], [62]) montre´ l’optimalite´ de la vitesse ε
4s
4s+1 lorsque
r ≤ 2 ≤ p, et de la vitesse ε 2s2s+1−1/p pour p = r > 2. Le cas de re´gularite´ inhomoge`ne p < r = 2 fut
re´solut par Lepski et Spokoiny [78] en observant l’optimalite´ de ε
4s′
4s′+1 ou` s′ = s− 1
2p
+ 1
4
.
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De nombreux autres proble`mes de test furent aborde´s via l’approche minimax. On citera parmi
eux les travaux de Ermakov [33], Gayraud et Pouet [37], Lepski et Pouet [85], Lepski et Tsybakov
[86]. Une partie de cette the`se est dedie´e a` l’obtention de vitesse optimale de test de l’hypothe`se de
structure additive (1.1.1). Ce proble`me a e´te´ re´solu par Abramovich, De Feis et Sapatinas [1] dans
le mode`le de re´gression a` pas fixe sur des espaces de Besov et pour une suite αn constante. Nous
re´pondrons a` cette question dans un mode`le plus ge´ne´ral de re´gression a` pas ale´atoire de loi inconnue
et en imposant surtout α∞ = lim infn→∞ αn = 0.
A partir de ces re´sultats, plusieurs points peuvent eˆtre discute´s. Nous nous concentrons ici sur
deux proble`mes essentiels :
1. Quels sont les enjeux concernant le choix de la suite αn ? Que se passe-t-il lorsqu’on envisage
α∞ = 0 ? Quel influence ce choix a-t-il sur la vitesse optimale de test ?
2. La structure d’un test asymptotiquement optimal de´pendant fortement du parame`tre de re´gularite´
a priori inconnu, peut-on proposer une strate´gie de test s’adaptant a` ce parame`tre ? Si oui, dans
quelles mesures ?
Dans cette the`se, nous conside`rerons l’approche de Neymann-Pearson en autorisant la suite αn a`
tendre vers 0. Ce choix privile´gie l’acceptation de l’hypothe`se au de´pens de l’alternative. En effet,
en faisant tendre l’erreur de premie`re espe`ce vers 0, l’on va garantir d’accepter H0 avec une grande
probabilite´ lorsque celle-ci est vraie. Cette de´marche s’inte`gre dans la proce´dure de construction d’une
normalisation ale´atoire, puisque l’acceptation de l’hypothe`se engendre directement l’ame´lioration de
la pre´cision d’estimation via la valeur de la caracte´ristique (De´finition 1.4.2). De plus, comme nous
le verrons, le choix de α∞ = 0 diminue la vitesse de test optimale et ainsi augmente la taille de
la zone neutre {f ∈ F : 0 < d(f,F0) < ϕn} sur laquelle la proce´dure d’estimation est susceptible
d’eˆtre ame´liore´e.
Un autre aspect important de ce choix re´side dans le lien entre estimation α-adaptative et estima-
tion adaptative. La Proposition 1.4.3 montre que lorsque αn = O (ϕrn(F0)), un estimateur α-adaptatif
est aussi adaptatif au sens de la De´finition 1.3.1. Ainsi, en faisant tendre αn vers 0, on donne la pos-
sibilite´ a` la proce´dure d’estimation construite a` partir du test de structure, d’eˆtre adaptive.
Ce type de conside´ration est assez re´cent (Ingster [63]). On le retrouve dans le travaux de Yode
[110] qui re´sout le proble`me de test d’inde´pendance des coordonne´es dans le mode`le de densite´.
Comme on a pu le constater les proble`mes de test d’hypothe`se et d’estimation dans le contexte
minimax sont e´troitement lie´s. Cependant, il est possible d’observer des diffe´rences entre vitesse de
test et vitesse d’estimation. Par exemple, pour le test d’absence de signal dans le cadre d’un espace
de Besov comme de´crit plus haut p ≥ r, la vitesse minimax d’estimation est ε 2s2s+1 , alors que la vitesse
de test optimale est ε
4s
4s+1 . Une chose persiste la de´pendance par rapport au parame`tre de re´gularite´
s. Cette dualite´ a naturellement pousse´ a` transposer la notion d’adaptation a` la the´orie des tests
d’hypothe`ses.
Des travaux the´oriques (dans le mode`le du bruit blanc) de Spokoiny [99] a` ce sujet, ont permis
d’observer que la proprie´te´ d’adaptation pouvait aussi ne´ce´ssiter un paiement dans le cadre des
tests d’hypothe`se. Il a montre´ que cette perte d’efficacite´ se caracte´rise par la pre´sence d’un terme
additionnel en ln (ln (ε−1)) dans la vitesse optimale de test d’absence de signal. En s’inspirant de
[99], nous construirons, dans le mode`le de re´gression, un test de la structure additive qui s’adapte a`
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la re´gularite´ de la fonction observe´e, tout en conce´dant a` la vitesse optimale de test un facteur en
ln(ln(n)). L’optimalite´, selon le crite`re donne´ par Spokoiny, d’une telle proce´dure sera e´tablie.
1.6 Le mode`le non parame´trique additif
Comme on a pu le voir plus haut, le proce´de´ d’estimation envisage´ se base sur le test d’une struc-
ture permettant de re´duire l’entropie de l’espace conside´re´. En effet, dans le cadre de l’estimation
ponctuelle d’une fonction d-dimensionnelle, de`s lors que le parame`tre d de l’espace des observations
augmente, la taille de l’e´chantillon restant fixe´e, il est ne´ce´ssaire, afin de maintenir un biais d’esti-
mation acceptable, d’e´largir la feneˆtre d’observation autour du point conside´re´. ce qui va entraˆıner
l’augmentation sensible de la variance d’estimation. En cela, le choix de la structure additive n’est
pas innocent. En effet, si la fonction observe´e s’ave`re ve´rifier (1.1.1), il est alors possible d’estimer
de manie`re satisfaisante chaque composante principale fs et cela inde´pendamment de la dimension
d. Cette ide´e est concre´tise´e par Stone [101]. Il montre que la vitesse d’estimation minimax d’une
fonction re´gulie`re additive de d variables correspond a` la vitesse minimax unidimensionnelle.
L’interpre´tabilite´ lie´ au mode`le de re´gression additive en fait e´galement un mode`le statistique
remarquable. En effet, dans ce mode`le de re´gression, la repre´sentation des fonctions fs re´ve`le la rela-
tion entre Y et un re´gresseur particulier conditionnellement a` la pre´sence des autres re´gresseurs. Ce
point de vue est a` la base de l’estimation via la me´thode d’inte´gration marginale de´veloppe´e dans le
chapitre 4.
Diffe´rentes extensions de ce mode`le ont e´te´ envisage´es. Parmi celles-ci, on retiendra :
? le mode`le Additif Ge´ne´ralise´ (GAM) introduit par Hastie et Tibshirani [54]
G(f(x1, . . . , xd)) =
p∑
j=1
fj(xj),
dans lequel on observe la fonction de re´gression au travers de la fonction lien G.
? le mode`le de Projection Pursuit (PP) pour lequel on a
f(x) =
d∑
i=1
fi(e
T
i x) ,
lorsque e1, . . . , ed sont des vecteurs de Rd ; eTx de´signe le produit scalaire dans Rd entre les vecteurs
e et x ; les fi e´tant alors des fonctions re´elles unidimensionnelles.
? le mode`le Multi Index (MP) ou` e1, . . . , em ∈ Rd avec m < d et F fonction m-dimensionnelle
f(x) = F (eT1 x, . . . , e
T
mx).
De nombreux re´sultats d’estimation dans le cadre minimax concernent les mode`les pre´sente´s ci-
dessus. On notera notamment les travaux de Chen [17], Golubev [44] ou encore Hall [48]. Dans cette
the`se, nous nous limiterons a` conside´rer le mode`le additif (1.1.1) et une ge´ne´ralisation de celui-ci,
que l’on nommera mode`le additif partiel et qui consiste a` supposer que pour tout x = (x1, . . . , xd),
(1.6.1) f(x) =
r∑
l=1
fl(xl),
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lorsque I = (Il)1≤l≤r est une partition de l’ensemble {1, . . . , d} et si pour l = 1, . . . , r on note
xl = (xi)i∈Il .
Dans le mode`le (1.1.1), l’attention fut tout d’abord porte´e sur l’estimation des composantes addi-
tives. Soulignons les travaux de Buja, Hastie et Tibshirani [14] qui furent a` l’origine de la proce´dure
ite´rative de backfitting permettant d’estimer les composantes principales. Cependant cet algorithme
ne fournit qu’un estimateur implicite, difficilement interpre´table. Ainsi, il n’aboutit qu’a` tre`s peu
de re´sultats de convergence (voir Opsomer et Ruppert [91]), Plus tard, (Tjostheim et Auestadt
[106], Linton et Nielsen[89]) une me´thode d’estimation directe et plus robuste, base´e sur l’inte´gration
marginale fut mise au point. Celle-ci fut ensuite de´veloppe´e et ge´ne´ralise´e pour d’autres mode`les
statistiques (voir Linton et Hardle [88], Chen, Hardle, Linton et Wang [18] par exemple).
Par sa capacite´ a` effacer l’influence de la dimension sur la pre´cision d’estimation, la structure
additive s’ave`re une hypothe`se privile´gie´e en se´lection de mode`le. Aussi, la communaute´ statistique
s’est rapidement concentre´e sur comment tester l’existence d’une telle structure pour la fonction a`
estimer. Les premiers travaux sur ce sujet datent de Tukey [109]. Plus re´cemment, ce proble`me fut au
centre de nombreuses e´tudes, Hastie et Tibshirani [54], Barry[8], Eubank, Hart, Simpson et Stefanski
[35], Gozalo et Linton[46], Derbort, Dette et Munk[24], Dette et Wilkau [25], ou encore Abramovich,
De Feis et Sapatinas [1] ont conside´re´ des tests de la structure additive. De la meˆme manie`re, le
chapitre 4 de cette the`se se concentre sur cette proble´matique.
1.7 Contenu de la the`se
Les travaux expose´s dans cette the`se visent principalement a` affiner les re´gions de confiance obte-
nues par les the´orie minimax et minimax adaptative via la construction de normalisation optimale.
L’hypothe`se de travail conside´re´e est celle de la structure additive (1.1.1). Comme nous avons pu le
constater ce travail va mettre en jeu le test de cette structure. Ainsi dans un premier temps (chapitre
2), nous allons de´tailler la construction dans le mode`le ’ide´al’ du bruit blanc gaussien puis faire le
lien avec le mode`le de re´gression a` design fixe´. Ainsi, nous montrerons comment, a` l’aide d’un choix
judicieux des points d’observations, la construction d’une normalisation ale´atoire optimale dans ce
mode`le peut eˆtre de´duite de celle e´tablie pour le mode`le (1.1.2). Les proble`mes techniques lie´s a` l’ob-
tention d’ine´galite´s de grande de´viation pour des U-statistiques canonique d’ordre 2, seront aborde´s
dans la ge´ne´ralisation de la construction au mode`le de re´gression a` pas ale´atoire de densite´ connue,
typiquement une re´partition uniforme sur le domaine d’observation (chapitre 3). Le dernier chapitre
de cette the`se se consacre a` donner la vitesse minimax de test de la structure additive dans le mode`le
(1.1.3) a` pas ale´atoires, de densite´ inconnue.
De manie`re ge´ne´rale, la progression est assez line´aire puisque qu’en passant d’un chapitre a` son
suivant, on diminue le nombres de contraintes du mode`le tout en augmentant sa complexite´.
1.7.1 Normalisation ale´atoire adapte´e a` la structure additive
1.7.1.1 Mode`le du bruit blanc gaussien
Mode`le. On observe le processus de bruit blanc gaussien Xε(·) suivant l’e´quation stochastique
dXε(t) = f(t)dt+ εdB(t), ∀ t ∈ [0, 1]d.
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lorsque B(·) de´signe le processus de mouvement brownien standard.
Espace fonctionnel. La de´tection de la structure additive dans le mode`le de bruit blanc s’ef-
fectue pour un signal appartenant a` une ellipsoide de Sobolev isotrope de parame`tres de re´gularite´
β > 0, L > 0 fixe´s, de´finie par :
Σ = Σ(β, L) =
{
f ∈ L2([0, 1]d) :
∑
k∈Nd
θ2k(f)
(
1 +
d∑
j=1
k2βj
)
< L2
}
,
lorsque θk(f) sont les coefficients de projection de f dans une base orthonorme´e, note´e Φ, de l’espace
L2([0, 1]
d). On note alors Σ0 ⊂ Σ, le sous espace contenant les fonctions satisfaisant la structure
additive (1.1.1).
L’e´quivalence entre (1.1.2) et (1.1.4), nous permet d’utiliser les notations lie´es au mode`le de suite
gaussienne. Ainsi, nous observons
yk =
∫
[0,1]d
φk(t)dXε(t) = θk(f) + εζk, k ∈ Nd,
avec ζk variables i.i.d. gaussiennes standards. Ce rapprochement rame`ne l’estimation de f a` celle de
θ = (θk)k∈Nd dans la norme euclidienne de l’espace des suites de carre´s sommables L2(Nd).
Hypothe`se sur la base. Nous conside´rons une de´composition dans une base orthonorme´e Φ ={
φk, k ∈ Nd
}
sur [0, 1]d construite a` partir d’une base orhornorme´e Φ =
{
φ
l
, l ∈ N
}
de L2([0, 1])
de sorte que φ0 soit la fonction constante e´gale a` 1 et pour tout t = (t1, . . . , td) ∈ [0.1]d et k =
(k1, . . . , kd) ∈ Nd on ait φk(t) =
∏d
s=1 φki
(ti) (Assumption 2.1).
Proce´dure. On exhibe tout d’abord des estimateurs par projections, note´s θ̂ε et θ̂
0
ε , respective-
ment minimax sur Σ et Σ0. On construit l’estimateur θ̂
0
ε en tenant compte du fait que sous l’hypothe`se
Assumption 2.1, la structure additive de f se caracte´rise par l’annulation d’une grande partie des
coefficients θk(f). Aussi, notre strate´gie d’estimation de la distance de f a` Σ0 se base sur l’estimation
d’une partie du carre´s des coefficients the´oriquement nuls sous la structure additive. On estime alors
brutalement chacun de ces carre´s par y2k − ε2. Enfin, on fixe un seuil de tole´rance optimal permet-
tant le controˆle de l’erreur de premie`re espe`ce par αn. La strate´gie consiste alors a` estimer θ par θ̂ε
lorsque notre estimateur de la distance de´passe ce seuil mais a` utiliser θ̂0ε lorsque celui-ci reste en dec¸a`.
Notations Lorsque Γε, Iε et Λε sont les sous-ensembles d’indices de´finis au chapitre 2, on pose
(1.7.1) θ̂ε,k =
{
yk, if k ∈ Γε,
0, if not.
, θ̂0ε,k =
{
yk, if k ∈ Iε,
0, if not,
On approche d2(f,Σ0) via la somme de variables i.i.d.
Tε =
∑
k∈Λε
(
y2k − ε2
)
.
Cet estimateur posse`de la proprie´te´ remarquable d’eˆtre sans biais (centre´) sous l’hypothe`se struc-
turelle. Par conse´quent, on utilise la re`gle de de´cision qui accepte la structure additive lorsque
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l’e´ve`nement
Aε =
{
Tε ≤ λa2ε
}
se re´alise, en fixant le seuil de tole´rance aε = (ε
2
√
ln(α0/αε))
2β/(4β+d). Les parame`tres de la proce´dure
α0 et λ pouvant eˆtre choisis inde´pendamment des parame`tres β et L.
On construit alors le couple normalisation ale´atoire-estimateur suivant
ρ∗ε =
{
aε, siAε,
ϕε(Σ), sinon,
θ∗ε =
{
θ̂0ε , siAε,
θ̂ε, sinon
.
Ici ϕε(Σ) = ε
2β
2β+d est la vitesse minimax sur l’ellipsoide de Sobolev conside´re´e.
Remarques. On constate la de´pendance de aε vis a` vis de αε. En effet, en demandant αε → 0, il
est ne´cessaire de conside´rer des de´viations de Tε typiquement de l’ordre de pen(αε)V ar(Tε) ou` pen(αε)
est un terme de pe´nalisation tendant vers l’infini lorsque ε → 0. De plus, le choix de la statistique
Tε repose sur deux points essentiels : une balance biais-variance optimale mais aussi l’existence
d’ine´galite´s exponentielles optimales pour les de´viations envisage´es c.a.d. de type gaussiennes.
Dans le mode`le de bruit blanc cette seconde condition est ve´rifie´e simplement du fait de la connais-
sance des grandes de´viations pour les sommes de variables i.i.d. sous une hypothe`se de controˆle des
moments. Cependant nous verrons que sous le mode`le de re´gression avec design ale´atoire, ce point
constitue une difficulte´ technique majeure.
RE´SULTAT. On montre alors que le couple ainsi construit, (ρ∗ε, θ
∗
ε), satisfait bien les conditions
d’optimalite´ de´finies plus haut. Toutefois, il est ne´ce´ssaire d’imposer une condition sur αε afin que la
variable ρ∗ε satisfasse a` la de´finition d’une RNF. Celle-ci (Assumption 2.2) ne permet pas de choisir
αε tendant trop rapidement vers 0 (par exemple exponentiellement). Elle maintient ainsi un controˆle
sur le terme de pe´nalisation dans l’expression de aε et e´vite alors le cas de´ge´ne´re´ ou` aε > ϕε(Σ).
Ainsi sous l’hypothe`se limε αε = 0(Assumption 2.2), on montre que l’estimateur θ
∗
ε est adapte´ a` la
normalisation ale´atoire ρ∗ε et que celle-ci admet une caracte´ristique optimale au sens de la De´finition
1.4.4.
The´ore`me 1.7.1. Sous les conditions Assumptions 2.1 et 2.2, la normalisation ρ∗ε est α-optimale
pour la famille {Σ,Σ0} et θ∗ε est un estimateur α-adaptatif.
La preuve de ce re´sultat repose sur des arguments assez classiques ([82], [83]) et se de´compose
en une partie de borne supe´rieure (risque normalise´ par ρ∗ε de θ
∗
ε borne´) et de borne infe´rieure
(optimalite´).
1.7.1.2 Mode`le de re´gression a` points d’observations (design) choisi.
MODELE. En s’inspirant de la proce´dure pre´sente´e ci-dessus dans le cadre un mode`le de bruit
blanc, nous obtenons un re´sultat ’original’ concernant le mode`le de re´gression a` design de´terministe
et choisi. Supposons l’observation d’une fonction f : [−1, 1]d → R ge´ne´re´e par le vecteur Y(n) =
(Y1, . . . , Yn) tel que
Yi = f(xi) + εi, i = 1, . . . , n.
Dans notre cas, les xi sont des points d’observations pouvant eˆtre arbitrairement choisis par le sta-
tisticien sur [−1, 1]d. L’objectif est donc de reconstruire f en effectuant un choix ade´quate pour ces
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points d’observation.
Condition sur le bruit On conside`re un mode`le de re´gression gaussien en imposant que ε1, . . . , εn
soient des variables inde´pendantes de loi gaussiennes centre´es. On notera σ2i , la variance de la variable
εi.
Espace fonctionnel - Grille d’observation. Nous nous plac¸ons dans un cadre hilbertien lorsque
la fonction f est suppose´e appartenir a` l’espace fonctionnel
L2(w) =
{
v ∈ L2([−1, 1]d) : ‖v‖2w =
∫
[−1,1]d
v2(t)w(t)dt <∞
}
,
ou` w est une fonction de poids donne´e, de´finie par w(t) =
∏d
i=1w(ti), avec t = (t1, . . . , td) et
w : R→ R+. Conside´rons pour m > 0 et L > 0, l’ellipsoide
Θw(m,L) =
{
f ∈ L2(w) :
∑
k∈Nd
θ2k(f)
(
1 +
d∑
i=1
k2mi
)
≤ L2
}
ou` θk(f) =
∫
[−1,1]d φk(t)f(t)w(t)dt sont les coefficients de projection de f sur la base forme´e par les
polynoˆmes orthogonaux associe´s au poids w(·), note´e Φ = {φk, k ∈ Nd}. D’apre`s la de´finition du poids
w, les fonctions de bases peuvent se de´composer de la manie`re suivante : pour k = (k1, . . . , kd) ∈ Nd
et t = (t1, . . . , td) ∈ [−1, 1]d,
φk(t) =
d∏
i=1
piki(ti),
lorsque les pik sont les polynoˆmes orthogonaux associe´s au poids w(·) de sorte que pour k ∈ N, le
degre´ de pik est e´gal a` k.
Remarque 1.7.1. Cette construction satisfait aux proprie´te´s impose´es sur la base de projection dans
le mode`le de bruit blanc puisque de cette manie`re φ0 est une fonction constante.
Soit M ∈ N, on de´finit la grille de [−1, 1]d
Ξw,M =
{
xi = (xi1 , . . . , xid) ∈ [−1, 1]d : ∀j ∈ {1, ..., d}, xij ∈ x(M)w
}
,
ou` x
(M)
w est l’ensemble des M racines re´elles du polynoˆme piM . On note de`s lors JM l’ope´rateur
d’interpolation aux points de la grille Ξw,M . Ainsi, on de´finit pour m > 0, c > 0,
Υw(m, c) =
{
v ∈ L2(w) : ∀M ∈ N∗, ‖v − JM(v)‖w ≤ cM−m
}
.
Cette classe regroupe les fonctions pour lesquelles l’erreur d’interpolation polynomiale optimale
de´croit a` une vitesse polynomiale vis a` vis du nombre de points d’interpolation. Cette de´finition
implicite ne permet pas d’e´valuer simplement la massivite´ de cette classe. Cependant, on verra dans
certains exemples pre´cis qu’elle peut contenir des espaces fonctionnels plus standards, type Sobolev.
On suppose de`s lors que
f ∈ Σ = Θw(m,L) ∩Υw(m, c),
lorsque m > 0, L > 0 et c > 0 sont fixe´s. On pose alors Σ0 = Σ ∩ Addd, ou` Addd est l’ensemble des
fonctions satisfaisant la structure additive (1.1.1).
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Proce´dure.
(A) On de´cide d’observer la fonction f sur la grille Ξn = Ξw,Mn lorsque Mn = n
1/d, suppose´ entier
(sinon sa partie re´elle). Dans ce mode`le, nous allons construire une normalisation ale´atoire
αn-optimale pour la famille {Σ,Σ0}, lorsque le risque est mesure´ par la norme ‖ · ‖w.
(B) De fac¸on analogue, on estime une partie des coefficients de projection θk(f). Pour cela, on
de´finit les polynoˆmes d’interpolation de Lagrange
(
Li,n, i ∈ {1, . . . ,Mn}d
)
aux points de la
grille Ξn, puis τi,n = ‖Li,n‖2w pour i ∈ {1, . . . ,Mn}d.
(C) Soit k ∈ Nd, on se propose alors d’estimer le coefficient θk(f) par l’estimateur line´aire ponde´re´
de´fini par
θ̂k =
∑
i∈Ξn
τi,nYiφk(xi) .
(D) On construit alors les estimateurs par projection
f̂n(·) =
∑
k∈Γn
θ̂kφk(·), f̂ (0)n (·) =
∑
k∈In
θ̂kφk(·) ,
lorsque les sous-ensembles Γn et In sont de´finis de la meˆme manie`re que pour l’estimation dans
le mode`le continue de bruit blanc.
(E) Enfin, on conside`re la statistique de test Tn =
∑
k∈Λn(θ̂
2
k − 1n). On accepte ainsi la structure
additive de`s lors que
An = {Tn ≤ λa2n}
se re´alise, lorsque an =
(
n−1
√
ln
(
α0
αn
)) 2m4m+d
. La` encore, les parame`tres de la proce´dure α0 et
λ peuvent eˆtre choisis inde´pendamment des parame`tres m, c et L.
Cette proce´dure permet la de´finition d’une variable ale´atoire ρ∗n et d’un estimateur, f
∗
n :
ρ∗n =
{
an, surAn,
ϕn = n
m
2m+d , sinon,
f ∗n =
{
f̂
(0)
n , surAn ,
f̂n, sinon.
Heuristique de la construction
Choix de la grille. Celui-ci provient d’un re´sultat simple d’approximation discre`te d’inte´grale
a` l’aide de formules de cubature. En effet, le choix de la grille de Gauss ci-dessus autorise l’existence
d’une formule de quadrature optimale (c’est a` dire exacte sur le plus grand espace polynomial).
Celle-ci permet ainsi de maximiser l’espace Υw(m, c) et ainsi l’espace Σ. Ainsi un tel choix apparaˆıt
optimal dans le sens ou` il maximise l’espace conside´re´.
EXEMPLE 1.7.1. Dans le chapitre 2, on souligne les cas particuliers des poids de Legendre
et de Tchebychev. Pour ces cas pre´cis, il existe un re´sultat permettant d’e´valuer la taille de l’espace
Υw(m, c). En effet, il est montre´ (voir par exemple Bernardi etMaday[10]) que pour la classe d’espaces
de Sobolev donne´e par
Ww(m, c) =
f ∈ L2(w) : ‖f‖2Wmw = ∑|β|≤m
∫
[−1,1]d
(∂βf)2(t)w(t)dt < c
 ,
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lorsque pour β = (β1, . . . , βd) on note ∂
βf = ∂
βf
∂x
β1
1 ...∂x
βd
d
, il existe c′ > 0 telle que Ww(m, c′) ⊂ Υw(m, c)
.
Remarque 1.7.2. Le calcul des polynoˆmes orthogonaux faisant l’objet d’algorithmes simples, la
difficulte´ pratique majeure consiste dans l’obtention de leurs racines. Celles-ci peuvent eˆtre estime´es
graˆce aux me´thodes nume´riques classiques (Newton, se´cante...etc) a` une pre´cision arbitraire. Notons,
qu’il existe des formules explicites dans le cas du poids de Tchebychev.
Choix de l’estimateur. Selon notre proce´dure d’estimation, l’utilisation de me´thodes d’approxi-
mation inte´grale sugge`re la de´composition suivante pour tout k ∈ Nd,
θ̂k = θk(f) + bk(f)︸ ︷︷ ︸
biais d’interpolation
+ ηk︸ ︷︷ ︸
terme de bruit
.
avec  ηk =
∑
i τi,nεiφk(xi)
bk(f) =
∑
i τi,nf(xi)φk(xi)− θk(f).
A la diffe´rence de la construction pre´ce´dente nous n’estimons pas directement les coefficients
de projection mais seulement une approximation de ceux-ci. Nous devons ainsi controler a` la fois
le biais lie´ a` l’estimation statistique mais aussi celui du a` l’approximation nume´rique. Pour cela,
nous allons donc imposer une hypothe`se sur le mode`le permettant de controˆler en supposant que
l’approximation nume´rique soit suffisamment pre´cise pour f (f ∈ Υw(m, c)). Nous verrons sur deux
exemples que le choix des poids τi,n permet d’assurer que l’espace Υw(m, c) soit relativement grand.
Le biais d’estimation est lui, controle´ via une hypothe`se de re´gularite´ standard sur la fonction f
(f ∈ Θw(m,L)).
Cette me´thode d’estimation, couple´e a` l’optimalite´ des formules de quadrature sur la grille d’ob-
servation choisie et a` une hypothe`se sur la variance du bruit σi (Assumption 2.3), va permettre de
transformer l’orthogonalite´ de la base de projection en une proprie´te´ d’inde´pendance pour les bruits
d’observations (ηk, k ∈ Nd).
RESULTATS
L’utilisation conjointe de ces proprie´te´s va ainsi permettre de de´duire de l’e´tude faite sur le mode`le
de bruit blanc gaussien, mais aussi et surtout sans outils probabilistes complexes, des re´sultats
d’optimalite´ quant a` notre proce´dure d’estimation d’une fonction de re´gression.
The´ore`me 1.7.2. Sous les conditions Assumptions 2.1, 2.3 et 2.4 et si m > d
4
, on a
¶ lim supn−→+∞ α
−1
n supf∈Σ0 P
n
f (ρ
∗
n 6= an) ≤ 1.
· f ∗n est adapte´ a` ρ
∗
n c.a.d. il existe Mn = Mn(c,m, d, L) > 0 tel que limn→∞Mn <∞ et pour
tout n ∈ N
sup
f∈Σ
Ef
[
[ρ∗n]
−1‖f − f̂ ∗n‖w
]2
< Mn.
¸ si ρ˜n est une variable ale´atoire a` valeurs dans {ϕn, bn} telle que limn→∞ bnan = 0 et
lim sup
n−→+∞
α−1n sup
f∈Σ0
Pnf (ρ∗n 6= an) ≤ 1
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alors il existe M ′n > 0 tel que limn→∞M
′
n = +∞ et pour tout n ∈ N et tout estimateur, f˜n,
mesurable par rapport au vecteur Y(n), on a
Ef
[
ρ˜−1n ‖f − f˜n‖w
]2
> M ′n .
Remarque 1.7.3. La restriction f ∈ Υw(m, c) permet de ne´gliger l’erreur du au biais
d’interpolation. Le choix de la grille d’observation de´finissant implicitement l’espace Υw(m, c), cette
condition est directement relie´e a` l’obtention d’une formule de quadrature optimale sur la grille de
Gauss. La condition m > d
4
est, elle, rattache´e au biais d’estimation provenant du mode`le. Comme
nous le verrons, cette condition apparaˆıtra e´galement dans les re´sultats lie´s au mode`le a` design
ale´atoire.
1.7.1.3 Mode`le de re´gression a` design ale´atoire
Mode`le. On observe de´sormais une fonction de regression f : [−1, 1]d → R via l’e´chantillon
Z(n) = {(X1, Y1), . . . , (Xn, Yn)}1≤i≤n ge´ne´re´ par :
Yi = f(Xi) + εi, i = 1, . . . , n,(1.7.2)
lorsque X1, . . . , Xn sont des points d’observations ale´atoirement re´partit dans [−1, 1]d.
Conditions sur le design. On suppose dans ce qui suit, que les points d’observations X1, . . . , Xn
sont i.i.d. et uniforme´ment distribue´s sur [−1, 1]d. On impose e´galement l’inde´pendance entre le de-
sign X(n) = (X1, . . . , Xn) et le bruit d’observation ε
(n) = (ε1, . . . , εn).
Conditions sur le bruit. On suppose de manie`re ge´ne´rale que ε(n) est un e´chantillon de variables
i.i.d. centre´es et de variance σ2ε > 0. Dans la suite nous imposerons deux types de conditions sur
la distribution de ces variables. La borne supe´rieure sera e´tablit sous des conditions usuelles sur les
moments des εi (Assumption 3.3 ¬) et ε∞ = maxi=1,...,n εi (Assumption 3.3 ­-®). La preuve de la
borne infe´rieure ne´ce´ssitera un autre type d’hypothe`ses concernant la re´gularite´ de la densite´ de la
variable de bruit (Assumption 3.4). Nous verrons que l’une et l’autre de ces familles de conditions
seront ve´rifie´es sur une large gamme de densite´s standards (gaussienne, Laplace).
LE CAS ISOTROPE
On se place dans le cadre d’estimation d’une fonction de l’espace L2([−1, 1]d), munit de la norme
euclidienne ‖ · ‖. Soit Φ = (φk)k∈Nd une famille orthornorme´e et totale pour cet espace. On suppose
de`s lors que f appartient a` une classe fonctionnelle
Σ = Σd(β,Q, L,Φ) =
{
f ∈ L2([−1, 1]d) ∩ L∞(Q) :
∑
k∈Nd
θ2k(f)
(
1 +
d∑
i
k2βi
)
< L2
}
.
avec β > 0, L > 0 et Q > 0 parame`tres re´els. Ici, l’indexation vis a` vis Φ te´moigne du fait que pour
k ∈ Nd, θk(f) =< f, φk > sont les coefficients de de´composition de f dans la base Φ. La de´finition
de Σ de´pend donc fortement de la base de projection conside´re´e.
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On envisage alors l’hypothe`se structurelle d’additivite´ en notant Σ0 = Addd ∩ Σ, ou` Addd est
encore l’ensemble des fonctions satisfaisant (1.1.1).
Conditions sur la base de projection On choisit Φ base orthonorme´e (b.o.n) de L2([−1, 1]d)
construite a` partir d’un b.o.n. φ = (φ
k
)k∈N de L2([−1, 1]) de sorte chaque fonction φk, k = (k1, . . . , kd) ∈
Nd, soit de´fini comme le produit tensoriel des φ
kj
, j = 1 . . . , d. On imposera de choisir φ
0
(·) comme
une fonction constante sur [−1, 1]. (Assumption 3.1). Notre proce´dure d’estimation par projection
ne´cessitera e´galement une serie de conditions plus techniques et moins explicites sur la base Φ (As-
sumption 3.2).
L’e´tude de ce mode`le s’ave`re plus de´licate que les pre´ce´dents. En effet, lorsqu’on se place dans
l’espace des fre´quences en proje`tant les observations sur une la base othonorme´e, Φ, on remarque que
les coefficients de f ne sont plus observe´s sous le mode`le de suite gaussienne. Comme nous l’avons
souligne´ plus haut, la principale diffe´rence provient du fait que les bruits d’observations ne sont
de´sormais plus inde´pendants.
En effet, si k ∈ Nd, un estimateur sans biais du coefficient de projection θk(f) est fournit par la
me´thode de Monte-Carlo, θ̂k =
1
n
∑n
i=1 Yiφk(Xi). On observe alors la de´composition suivante :
θ̂k = θk(f) +
1
n
n∑
i=1
(f(Xi)φk(Xi)− θk(f))︸ ︷︷ ︸
erreur d’estimation
+
1
n
n∑
i=1
εiφk(Xi)︸ ︷︷ ︸
erreur du mode`le
.
Les termes d’erreurs sont centre´s mais en aucun cas inde´pendants pour deux valeurs diffe´rentes de la
fre´quence k ∈ Nd. De plus, n’ayant plus d’information quant a` la variance de ce bruit d’observation,
l’estimateur recentre´ de la distance de f a` Σ0 construit dans les mode`les pre´ce´dents ne peut donc
plus eˆtre envisage´. A ce stade, on voit poindre une des difficulte´s technique majeure inhe´rente a` ce
mode`le : l’obtention d’ine´galite´s fines pour les grandes de´viations de sommes de variables ale´atoires
de´pendantes.
Proce´dure.
De fac¸on analogue, on exhibe les estimateurs par projection f̂n =
∑
θ̂k,nφk et f̂
0
n =
∑
θ̂0k,nφk
minimax respectivement sur Σ et Σ0 lorsque pour k ∈ Nd
θ̂k,n =
(
n−1
n∑
i=1
Yiφk(Xi)
)
1k∈Γn , θ̂
0
k,n =
(
n−1
n∑
i=1
Yiφk(Xi)
)
1k∈In .
Le choix des sous-espace de projection In et Γn, permet de montrer simplement que ces estimateurs
atteignent respectivement les vitesses minimax ϕn(Σ) = n
− 1
2β+d et ϕn(Σ0) = n
− 1
2β+1 pour le risque
quadratique (exemple 1.2.1). La strate´gie de test de l’hypothe`se structurelle repose encore une fois sur
une estimation de ‖f̂n− f̂ 0n‖2. Afin de minimiser la variance d’estimation de d2(f,Σ0), nous utilisons
la U -statistique :
Tn =
1
n(n− 1)
∑
k∈Λn
∑
i 6=j
YiYjφk(Xi)φk(Xj),
ou` Λn =
{
k ∈ Nd : ‖k‖∞ < Nn ; δ(k, 0) > 1
}
et Nn =
[
n
√
ln (α0/αn)
−1] 24β+d
.
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Remarque 1.7.4. Un tel choix est justifie´ par le fait que de telles variables sont de variance minimale
parmi tout les estimateurs non-biaise´s d’un parame`tre θ ∈ R (voir chapitre 3).
Remarque 1.7.5. Le choix des sous-ensembles In et Λn repose sur la encore sur la caracte´risation de
la structure (1.1.1) via les coefficients de projections sur un base Φ, ve´rifiant la condition Assumption
3.1. Plus pre´cise´ment, on a
f est additive⇐⇒ ∀k ∈ Nd, δ(0, k) > 1, θk(f) = 0.
Comme pre´ce´demment, la strate´gie consiste a` accepter la structure additive selon la re´alisation
on non de An = {Tn ≤ λa2n}, avec
an =
[
n−1
√
ln(α0/αn)
] 2β
4β+d
.
Les parame`tres de la proce´dure, α0, λ seront choisit inde´pendamment des parame`tres de re´gularite´
β et L. Ces constantes seront pre´cise´es dans le chapitre 3.
On construit alors le couple (ρ∗n, f
∗
n) de´fini par
ρ∗n =
{
an, sur An,
ϕn(Σ), sur A
c
n,
f ∗n =
{
f̂ 0n, sur An,
f̂n, sur A
c
n.
RESULTATS. On montre alors que ce couple est α-optimal lorsque β > d
4
et lorsque l’on
conside`re un niveau de confiance 1 − αn tendant vers 1 avec une vitesse polynomiale vis a` vis du
nombre d’observations (Assumption 3.5 ).
The´ore`me 1.7.3. Supposons β > d/4, d > 2 et les conditions Assumption 3.1, 3.2, 3.3, 3.4 et 3.5
alors ρ∗n est α-optimale par rapport a` la famille {Σ,Σ0} et f ∗n est un estimateur α-adaptatif.
Remarque 1.7.6. La restriction β > d/4 est standard dans la litte´rature concernant l’estimation de
la re´gression multidimensionnelle. Elle s’interpre`te comme un contrepoids ne´ce´ssaire a` l’augmenta-
tion de la dimension, donc de la massivite´ du domaine d’observation (qui typiquement augmente la
variance d’estimation). Le cas β ≤ d/4 n’est pas envisage´ dans cette the`se. Il semble que sous une
telle hypothe`se notre proce´dure ne soit pas optimale.
Remarque 1.7.7. Notons e´galement que dans le cas d = 2, l’estimateur construit s’adapte a` la
normalisation ale´atoire ρ∗
n
de´duite de ρ∗n en remplac¸ant an par an = ϕn(Σ0) ln
(
α0
αn
) β
2β+1
, Toutefois,
ici l’optimalite´ de cette normalisation n’est pas de´montre´e.
Remarque 1.7.8. Ce re´sultat fait appel a` des outils probabilistes puissants que sont les ine´galite´s de
grande de´viation pour les U-statistiques d’ordre 2 (voir la sous section 1.7.3). En effet, en imposant
αn → 0 lorsque n→∞, le controˆle asymptotique de la statistique pivot Tn ne se de´duit pas simple-
ment a` l’aide d’une convergence en loi. Il est essentiel de connaˆıtre le comportement asymptotique
d’une quantite´ du type
Pf
(
Tn√
V arf (Tn)
> xn
)
lorsque la de´viation xn → +∞, typiquement a` une vitesse logarithmique en n. La difficulte´ majeure
consiste a` prouver qu’uniforme´ment sous la structure additive, une telle quantite´ est de type gaussien
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c.a.d. de l’ordre de e−x
2
n. Dans le cas ge´ne´ral sur Σ, une simple de´croissance exponentielle en xn sera
requise.
A l’aide de la Proposition 1.4.3, on de´duit du The´ore`me 1.7.3 le caracte`re adaptatif au sens de la
De´finition 1.3.1 vis a` vis de la famille {Σ,Σ0}, de l’estimateur f ∗n, construit pour αn bien choisie.
Corollaire 1.7.1. Sous les meˆmes hypothe`ses que le The´ore`me 1.7.3 et si αn ≤ n−b avec b ≥ 22β+1
alors f ∗n est un estimateur adaptatif pour {Σ,Σ0} .
Remarque 1.7.9. Ce re´sultat nous ame`ne a` nous questionner quant au caracte`re adaptatif de notre
proce´dure non plus vis a` vis de la structure additive mais de la re´gularite´ de f . En effet, l’hypothe`se
a priori d’une re´gularite´ minimale est tre`s restrictive d’un point de vue minimax puisqu’il est limite
l’efficacite´ de notre estimateur. Il est en effet possible que la fonction observe´e soit bien plus re´gulie`re
qu’initialement suppose´ dans le mode`le. Dans ce cas, la proce´dure pre´sente´ plus haut risque de s’ave´rer
peu efficace. En sortant du cadre des me´thodes d’estimations line´aires, il a e´te´ montre´ (me´thodes
a` noyaux) l’existence d’estimateurs adaptatifs (pour la norme quadratique) vis a` vis du parame`tre
β ∈ B = [β∗, β∗] respectivement sur les classes {Σ(β) = Σ(β, L,Q, φ), β ∈ B} et les {Σ0(β) =
Σ(β) ∩ Addd, β ∈ B} (voir Lepski et Goldenshluger [84]). En notant f (a)n et f (a)0,n ces estimateurs, il
semble raisonable de penser que l’estimateur
f ∗a,n =
{
f
(a)
0,n , sur An,
f
(a)
n , sur Acn.
soit capable de s’adapter a` la fois a` la structure additive et a` la re´gularite´ de la fonction de re´gression.
A partir de cette proce´dure d’estimation, la question de la constuction d’intervalles de confiance
uniformes sur Σ est e´galement aborde´e dans le chapitre 3. Typiquement, pour % > 0 fixe´, il est
imme´diat de voir que la boule
B‖·‖
f ∗n,
√
R(r)(ρ∗n,Σ, f ∗n)
%
ρ∗n

est de niveau de confiance %, uniforme´ment sur Σ. Une telle construction permet notamment d’ame´liorer
conside´rablement la largeur de la fourchette d’estimation obtenu via l’approche minimax, de`s lors que
l’hypothe`se structurelle est accepte´e. Cependant, si l’on autorise la possibilite´ de faire tendre % = %n
vers 0 lorsque le nombre d’observations augmente, le rayon de la boule ci-dessus peut s’ave´rer eˆtre
tre´s grand, voire meˆme asymptotiquement non nul selon la vitesse de de´croissance de %n. Il parait
ainsi e´vident que l’utilisation d’une ine´galite´ aussi grossie`re que l’ine´galite´ de Chebychev, ne permet
pas d’obtenir un re´sultat raisonable. Nous re´pondons alors a` ce proble`me technique via l’utilisation,
la` encore, de notre ine´galite´ de grande de´viation pour les U-statistiques de´ge´ne´re´es. Celle-ci va per-
mettre d’affiner la construction de boule de confiance uniforme en re´duisant la de´pendance du rayon
vis a` vis de du niveau de confiance, %n.
Sous des conditions techniques Asssumptions 3.6 et 3.7, nous exhibons un controˆle exponentiel de
la probabilite´ de non recouvrement. (Theorem 3.1.3).
LE CAS ANISOTROPE
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On conside`re la` encore le mode`le de re´gression a` design ale´atoire de´fini en (1.7.2) sous les meˆmes
hypothe`ses sur le bruit et la loi du design. Cependant, on envisage de´sormais une re´gularite´ anisotrope
de la fonction f : Rd → R. Nous nous concentrons sur le construction d’une normalisation ale´atoire
optimale pour la structure d’additivite´ partielle (1.6.1). Celle-ci suppose la de´composition de f sous
la forme
f(x) =
r∑
l=1
fl(xl), x = (x1, . . . , xd),(1.7.3)
lorsque les vecteurs composantes xl = (xi)i∈Il sont de´finis a` partir d’une partition, note´e I = (Il)1≤l≤r,
de l’ensemble {1, . . . , d} et fl : R|Il| → R. On notera par la suite Addd(I), l’espace fonctionnel des
fonctions ve´rifiant (1.7.3).
Espaces fonctionnels Soit β = {β1, . . . , βd} ∈ Rd+, on suppose que la fonction de re´gression f
appartient a` une ellipsoide anisotrope, note´e Σ = Σ
(
β,Q, L,Φ
)
et de´finie par
Σ =
{
f ∈ L2([−1, 1]d) ∩ L∞(Q) :
∑
k∈Nd
θ2k(f)
(
1 +
d∑
i=1
k2βii
)
≤ L2
}
Pour une partition I de {1, . . . , d} fixe´e, on note alors Σ0(I) = Addd(I)∩Σ. Le proble`me statistique
est donc de de´tecter la structure d’additivite´ par rapport a` I : f ∈ Σ0(I) ?
Conditions sur la base On choisit comme dans le cadre isotrope, une base orthonorme´e
Φ = (φk)k∈Nd ve´rifiant la condition Assumption 3.1.
La vitesse de convergence minimax sur Σ est de l’ordre de n−
β
2β+1 lorsque β correspond a` la
moyenne harmonique des re´gularite´s directionnelles βi c.a.d.
β =
(
d∑
j=1
β−1j
)−1
.
La vitesse minimax sur Σ0(I) correspond a` la moins bonne vitesse d’estimation minimax des com-
posantes fj, c’est a` dire n
− βI
2βI+1 lorsqu’on de´finit βI = min1≤s≤r βIs et
βIs =
(∑
j∈Is
β−1j
)−1
.
Remarque 1.7.10. Dans le cadre isotrope (βi e´gaux), on convient que la vitesse minimax sur Σ0(I)
de´pend essentiellement de la taille du plus grand e´le´ment de la partition I. Dans le cas anisotrope,
celle-ci met e´galement en jeu les combinaisons de re´gularite´s relatifs a` la partition I. Ainsi, a` β fixe´,
selon le choix de I, plusieurs vitesses minimax de convergence peuvent eˆtre envisage´es.
EXEMPLE 1.7.2. Imaginons le cas ou` d = 4, β1 = 1, β2 = 2 et β3 = β4 = 5 et conside´rons les
partitions I(1) = {{1}, {2, 3, 4}}, I(2) = {{2}, {1, 3, 4}} et I(3) = {{1, 2}, {3, 4}}. Les re´gularite´s
33
1.7. CONTENU DE LA THE`SE F.CHIABRANDO
effectives sont respectivement β(1) = 1, β(2) = 5
7
et β(3) = 1
2
. Dans ce cas, la vitesse la plus lente
correspond a` la partition I(3) alors que l’e´le´ment de taille maximale de cette partition ne contient
que deux e´le´ments .
Proce´dure.
De manie`re totalement analogue a` ce qui a e´te´ fait lors de l’e´tude de la structure (1.1.1) sous
l’hypothe`se de re´gularite´ isotropie, on propose une proce´dure adapte´e a` la structure additive
partielle (1.7.3), base´e sur l’estimation des coefficients de projections θk(f). Apre`s avoir caracte´rise´
cette structure en terme d’annulation des coefficients de projection dans la base Φ ve´rifiant
Assumption 3.1, on teste celle-ci via estimant le carre´ de la distance de f a` l’espace Addd(I) par
TI,n =
1
n(n− 1)
∑
k∈Jn(I)
∑
i 6=j
YiYjφk(Xi)φk(Xj),
lorsque Jn(I) est de´fini dans la logique de Λn, donne´ dans le cas isotrope. On construit alors un
estimateur f ∗I,n s’adaptant a` la structure en choisissant un estimateur par projection, f̂n, minimax
sur Σ, si TI,n de´passe un seuil de l’ordre de
ϕI,n(αn) = max
n−
βI
2βI+1 ,
(
n−1
√
ln
(
α0
αn
)) 2β4β+1 ,
mais un estimateur f̂I,n, minimax sur Σ0(I) dans le cas contraire. On de´finit ainsi l’e´ve`nement
AI,n = {TI,n ≤ λIϕI,n(αn)} lorsque λI est une constante bien choisie, de´pendante du mode`le. On en
de´duit ainsi un normalisation ale´atoire de´finie par
ρ∗I,n =
{
ϕI,n(αn) sur AI,n
ϕn(Σ) sur A
c
I,n
.
RESULTATS. On obtient en premier lieu la αn-optimalite´ du couple (ρ
∗
I,n, f̂I,n).
The´ore`me 1.7.4. Supposons β > 1
4
, r > 2 et que les conditions Assumptions 3.1, 3.2, 3.3, 3.4 et
3.5 soient satisfaites ; alors ρ∗I,n est une normalisation ale´atoire αn-optimale vis a` vis de Σ0(I) et
f ∗I,n(·) est α-adaptatif.
Remarque 1.7.11. Ce re´sultat n’est pas explicitement de´montre´ dans cette the`se cependant par
analogie il est totalement induit par l’e´tude du cas additif isotrope. Les difficulte´s techniques lie´es au
mode`le sont
Remarque 1.7.12. On pourra remarquer que l’ame´lioration de la pre´cision d’estimation lors de
la validation de l’hypothe`se structurelle ne peut de´passer la vitesse minimax sur Σ0(I). Ainsi, on
distingue deux modes bien distincts mettant en valeur la compe´tition entre la vitesse minimax sur
Σ0(I) et la vitesse d’estimation de la distance d(f,Σ0(I)) sur Σ (ici e´quivalent a` la vitesse de test de
structure)
(
n−1
√
ln
(
α0
αn
)) 2β4β+1
. Plus exactement. si β0 n’est pas trop grand, typiquement strictement
infe`rieur a` 2β, alors la caracte´ristique optimale correspond a` la vitesse minimax sur Σ0(I). En
d’autres termes, la phase d’estimation est limitante dans ce cas pre´cis. Dans un contexte d’isotropie,
cette condition e´quivaut a` maxs=1,...,r |Is| > d2 . Si, β de´passe cette valeur, alors la vitesse atteinte ne
de´pend plus de la partition I et e´quivaut a` la vitesse de test.
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Remarque 1.7.13. Ce re´sulat ge´ne´ralise celui concernant la structure additive (1.1.1) mais permet
e´galement de retrouver les re´sultats concernant le proble`me des variables significatives obtenus par
Lepski et Hoffman [83] dans le mode`le de bruit blanc gaussien. En effet, il apparaˆıt clairement que
notre proce´dure fournit des re´sultats analogues si on conside`re le proble`me d’adaptation lorsque Σ =
Σ(β, L,Q,Φ) et Σ0(I, β′) = Σ(β′, L,Q,Φ) ∩ Add(I) lorsque β′ ≥ β c.a.d. β′i ≥ βi pour tout i =
1, . . . , d. De ce fait, le proble`me envisage´ dans [83] correspond au choix de I = {I1, I2, I3} avec I1
ensemble des indices des variables significatives et I2, I3 formant une partition des indices restants
(il en faut donc au moins deux) puis de β′
i
= β
i
, pour i ∈ I1 et β′i =∞ sinon.
La construction canonique, dont l’efficacite´ est formalise´e par la Proposition 1.4.2, va alors per-
mettre de de´duire une normalisation ale´atoire ainsi qu’un estimateur α-optimaux pour l’ensemble
des structures {Σ0(I), I partition de {1, . . . , d}}. Ainsi, apre`s avoir exhibe´ l’ensemble des couples αn-
optimaux (ρI,n, f ∗I,n) on de´duit via la construction canonique un couple ρ
∗∗
n et f
∗∗
n . Sans hypothe`se
supple´mentaire sur le mode`le, on de´duit l’optimalite´ de ρ∗∗n vis a` vis de la famille {Σ,Σ0(I); I ∈ Id}
lorsque Id est l’ensemble des partitions de {1, . . . , d}
The´ore`me 1.7.5. Sous les hypothe`ses du The´ore`me 1.7.4 , ρ∗∗n est une normalisation ale´atoire αn-
optimale vis a` vis de la famille {Σ,Σ0(I); I ∈ Id} et f ∗∗n est αn-adaptatif.
Remarque 1.7.14. En marge de ce re´sulat, une question se pose : l’estimateur f ∗∗n ainsi construit
est-il adaptatif au sens de la De´finition 1.3.1 ? Dans le cas d’une unique hypothe`se, on a vu une
condition simple portant sur le choix de αn (Proposition 1.4.3). Lepski et Hoffmann [83] donnent
une condition suffisante pour un nombre discret d’hypothe`ses permettant de de´duire qu’un estimateur
αn-adaptatif est aussi adaptatif. La condition explicite´e nous apparaˆıt quasi ne´cessaire. Cependant,
il semble surtout que dans notre cas, f ∗∗n ne satisfasse pas a` celle-ci. Toutefois, nous conjecturons
qu’une le´ge`re modification de la construction canonique permet d’aboutir a` un estimateur αn-adaptatif
ve´rifiant la restriction de Lepski et Hoffman [83].
1.7.2 Test minimax adaptatif de la structure additive
Les travaux concernant les tests d’hypothe`ses sous l’approche minimax, sont sous-jacents dans
les proce´dures mene´es dans les chapitres 2 et 3. On se concentre ici sur un proble`me connexe :
construire un test atteignant les vitesses de test minimax et minimax adaptative vis a` vis de la
re´gularite´ de la fonction observe´e, lorsque l’hypothe`se nulle consiste en l’hypothe`se de structure ad-
ditive (1.1.1). On exhibe dans ce chapitre, des re`gles de de´cision atteignant ces vitesses.
Mode`le. On se propose d’e´tudier dans le chapitre 4 le mode`le de re´gression he´te´roscedastic a`
design ale´atoire. On observe donc le vecteur Z(n) = {(X1, Y1), . . . , (Xn, Yn)} tel que pour i = 1, . . . , n
Yi = f(Xi) + σ(Xi)εi ,
lorsque σ : Rd → R ; X(n) = (X1, . . . , Xn) est un e´chantillon de variables i.i.d inde´pendantes du
vecteur ε(n) = (εi)i=1,...,n, ou` les εi sont centre´es re´duites.
Conditions sur le design. Nous supposons la densite´, note´e g(·) du design inconnue, tout
en maintenant l’hypothe`se Xi i.i.d. a` valeurs dans [0, 1]
d. De manie`re standard, nous imposons que
la densite´ g soit borne´e infe`rieurement par g0 > 0 et supe´rieurement (Assumption 4.2 ­). Il sera
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e´galement ne´cessaire de supposer g suffisamment re´gulie`re, typiquement dans un espace de Holder
isotrope de parame`tre de re´gularite´ au moins e´gal a` celui de la fonction observe´e (Assumption 4.2
¬).
Remarque 1.7.15. La condition de minoration sur g permettra l’e´quivalence entre les normes eu-
clidiennes sur L2([0, 1]
d) et sur L2(g), espace des fonctions de carre´ inte´grable vis a` vis de la mesure
de poids g par rapport a` la mesure de Lebesgue.
Remarque 1.7.16. Imposer une re´gularite´ suffisante pour la densite´ du design apparaˆıt essentiel
dans le sens ou` notre proce´dure de test sur f ne´ce´ssite l’estimation de f mais aussi de g. Ainsi, la
perte engendre´e par cette dernie`re ne doit en rien de´te´riorer la pre´cision d’estimation de f .
Conditions sur le bruit. En premier lieu, on se restreint a` conside´rer une fonction de dispersion,
σ(.), inconnue mais suppose´e uniforme´ment borne´e sur [0, 1]d. On exhibe dans le chapitre 4 deux
types de re´sultats se re´fe´rant a` des hypothe`ses plus ou moins restrictives sur la loi de l’e´chantillon
(variables i.i.d.) ε(n). En effet, sous des conditions assez ge´ne´rales sur les moments de ε1 ainsi que sur
ceux de εmax = max1≤i≤n εi (Assumption 4.3), on e´tudie les proprie´te´s de notre proce´dure de test,
en particulier on exhibe la distance minimale entre l’hypothe`se nulle et l’alternative permettant de
distinguer la structure additive sous le controˆle des erreurs de test. Cependant, l’optimalite´ (au sens
de vitesse minimax de test) de notre proce´dure n’ a pu eˆtre exhibe´ pour des raisons techniques que
dans le cadre de bruit gaussien (Assumption 4.4). Nous conjecturons, que cette restriction peut eˆtre
assouplie et remplace´e par des conditions voisines des conditions Assumption 3.4.
Espace fonctionnel. Pour cette e´tude, nous nous plac¸ons dans le cadre des espaces de Holder
isotropes H(β, L), ensemble des fonctions f : [0, 1]d → R telles que pour tout j ∈ {1, . . . , d}
sup
(x1,...,xj−1,xj+1,...,xd)∈[0,1]d−1
∣∣∣∣∂mf∂xmj (x(1))− ∂
mf
∂xmj
(x(2))
∣∣∣∣ < L ∣∣∣x(1)j − x(2)j ∣∣∣β−m ,
lorsque L > 0, β > 0, m = [β] et x(l) =
(
x1, . . . , xj−1, x
(l)
j , xj+1, . . . , xd
)
∈ [0, 1]d.
Nous donnerons un re´sultat d’adaptation vis a` vis du parame`tre de re´gularite´ β, lorsque celui-ci est
suppose´ appartenir a` un intervalle [β∗, β∗]. Cependant, comme nous le verrons plus loin, ce re´sultat
est de´pendant d’une condition sur la longueur de cet intervalle.
TEST MINIMAX OPTIMAL
Dans un premier temps, on se place dans le cadre d’un test de structure sur une fonction de
re´gression, f , appartenant a` l’espace fonctionel Σ(κ) = H(β, L) ∩ L∞(Q) avec κ = (β, L,Q)
parame`tre connu. L’objectif est d’exhiber la vitesse minimax (αn, γn)-optimale de test de
l’hypothe`se nulle,
H0(κ) : f ∈ Σ0(κ) = Addd ∩ Σ(κ)
ou` Addd est l’ensemble des fonctions d-dimensionnelles, additives (satisfaisant (1.1.1)), contre
l’alternative locale de´crite par
Aκ,n(Cψn) : f ∈ Φκ(Cψn) = {f ∈ Σ(κ) : ‖f0‖ ≥ Cψn}
36
F.CHIABRANDO 1.7. CONTENU DE LA THE`SE
lorsque‖ · ‖ = ‖ · ‖2 est la norme euclidenne sur L2([0, 1]d) et f0 est l’unique function ve´rifiant les
conditions suivantes :
f(x) = E[f(X)] +
∑d
s=1 f
∗
s (xs) + f0(x) , ∀ x = (x1, . . . , xn) ∈ [0, 1]d ,
f ∗s : R→ R, ; E [f ∗s (X1,s)] = 0 , ∀s = 1, . . . , d ,
E [f0(X1)] = 0 ,
E [f0(X1)|X1,s] = 0 , s = 1, . . . , d .
En accord avec l’inde´pendance entre les composantes de la variable explicative, X1,1, . . . , X1,d, la
fonction
pf = E[f(X)] +
d∑
s=1
f ∗s
correspond a` la projection orthogonale de la fonction f sur l’ensemble des fonctions additives dans
l’espace Hilbertien L2(g), muni de sa norme hilbertienne, note´e ‖ · ‖g. Ainsi on a
‖f0‖g = min
h∈Add∩L2(g)
‖f − h‖g .
Aussi, ne connaissant pas la densite´ g, on preferera quantifier la distance de la fonction cible f a`
l’espace des fonctions additives a` l’aide de la norme euclienne ‖f0‖.
Proce´dure
Etant donne´ κ = (β, L,Q) fixe´, nous pre´sentons la construction de notre test d’additivite´ si l’on
suppose a priori f ∈ Σ(κ). Celle-ci se base sur l’estimation de la distance entre la fonction observe´e
et l’espace des fonctions additives. Elle se de´compose en trois e´tapes :
(A) On de´compose pf selon la me´thode d’inte´gration marginale, de sorte que
pf (x) =
d∑
s=1
fs(xs)− (d− 1)E[f(X)], ∀ t = (t1, . . . , td),
lorsque que l’on de´finit pour chaque direction s = 1, . . . , d,
fs(xs) , E [f(X1)|X1,s = xs] .
On estime alors ponctuellement chacune des composante fs, a` l’aide d’un estimateur de Nadaraya-
Watson ge´ne´ralise´, pouvant se de´composer sous la forme de l’estimateur ponde´re´ suivant :
f̂s(ts) ,
1
n2
n∑
k=1
n∑
j=1
ω
(s)
k,j(ts)Yj ,
lorsque les fonctions de poids ω
(s)
k,j(·) sont de´finis de la manie`re suivante :
ω
(s)
k,j(ts) ,
kh0 (Xj,s − ts)K∗h1 (Xj,s −Xk,s)
ĝh0(ts, Xk,s)
.
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Les expressions de ces poids mettent en jeu l’estimateur a` noyaux standard de la densite´ g, note´
ici ĝh, construit a` partir d’un noyaux k : R→ R convenablement choisi. Pour une feneˆtre h > 0,
on note alors kh(·) = h−1k(·/h) a` partir de laquelle on de´finit les noyaux multidimensionnels
Kh : u ∈ Rd →
d∏
j=1
kh(uj) , K∗h : u ∈ Rd−1 →
d−1∏
j=1
kh(uj) .
Le choix des feneˆtres associe´es a` nos estimateurs a` noyaux est crucial. De manie`re a` estimer
efficacement les composantes fs sous l’hypothe`se nulle, on calibre
h0 , h0,n(κ) = n−
1
2β+1 ;
cette valeur de la feneˆtre correspondant a` l’estimation d’une fonction unidimensionnelle, puis
h1 , h1,n(κ) = n−
β
βg
2β+1 .
(B) On agre`ge line´airement ces estimateurs afin d’estimer la projection pf . En de´coule l’estimateur
ponctuel au point t ∈ [0, 1]d,
p̂f (t) ,
d∑
s=1
f̂s(ts)− (d− 1)
n
n∑
i=1
Yi.
(C) On va alors estimer la norme euclidienne ‖f0‖ via la somme des carre´s des re´didus êi = Yi −
p̂f (Xi). Afin de minimiser le biais d’estimation de cette somme, l’on se base sur la U-statistique
de´fini par :
Tn(κ) ,
1
n(n− 1)
∑
1≤i 6=j≤n
Khn(κ)(Xi −Xj)êiêj
lorsque si α0 ≥ 2e4, on fixe la feneˆtre d’estimation
hn(κ) ,
(
n−1
√
ln
(
α0
αn
)) 24β+d
.
Cet estimateur inspire´ par la me´thode d’inte´gration marginale (Tjostheim et Auestadt [106], Linton[89],
Gozalo et Linton [46]) fournit une statistique pivot permettant de tester de manie`re optimale l’hy-
pothe`se d’additivite´. On de´cide alors d’accepter ou non l’hypothe`se nulle selon si la statitistique pivot
Tn(κ) de´passe ou non un certain seuil, restant a` de´finir.
Remarque 1.7.17. L’estimation de la moyenne EY = Ef(X) via la moyenne empirique 1
n
∑n
i=1 Yi
a` la pre´cision parame´trique en 1√
n
, nous permet de supposer sans restriction que Ef(X) = 0
RESULTATS. La validation de l’hypothe`se se base la` encore sur le de´passement ou non d’un
seuil de tole´rance pour une statistique Tn(κ) estimant d
2(f,Σ0(κ)).
On de´finit ainsi la statistique de test
∆∗κ,n = 1{Tn(κ)≥λr2κ(vn)},
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lorsque on pose 
rκ : u −→ u−
2β
4β+d ,
vn = n
√
ln
(
α0
αn
)−1
,
et λ = λ(L,Q) est une constante calibre´e en fonction des parame`tres G0 et ‖σ‖∞. En particulier, la
proce´dure de test propose´e s’ave`re adaptative vis a` vis des parame`tres L et Q.
Remarque 1.7.18. The´oriquement, la statistique de test Tn(κ) estime la distance
d2g(f,Σ0(κ)) = inf
h∈Σ0(κ)
‖f − h‖2g = ‖f0‖2g .
Les conditions impose´es sur g (Assumption 4.2) permettent d’e´tablir une e´quivalence entre les
distances dg(f,Σ0(κ)) et d(f,Σ0(κ)). En particulier la condition Assumption 4.2 ­ permet de
conside´rer une alternative inde´pendante de la densite´ g, inconnue a priori.
Enfin, conside´rons les restrictions techniques suivantes concernant l’erreur de premiere espe`ce et la
re´gularite´ de la fonction de regression f .
• Les re´sultats e´tablis dans le chapitre 4 sont valables dans le cas ou` le niveau de confiance du
test, 1− αn, tends vers 1 lorsque la taille de l’e´chantillon augmente. Cependant nous devons
imposer que cette vitesse de de´croissance ne de´passe une certaine vitesse polyomiale en n
(Assumption 4.5). Cette condition est purement technique mais peut semble-t-il eˆtre supprime´e a`
l’aide d’ine´galite´s de grande de´viation grossie`res. Nous la conservons ici par soucis de clarte´ dans
la preuve.
• Comme nous l’avons fait pour les re´sultats concernant la construction de RNF au chapitre 3,
nous devons imposer une re´gularite´ β suffisante par rapport a` la dimension d (Assumption 4.6).
Cette restriction est standard pour des valeurs mode´re´es du parame`tre dimensionnel (β > d
4
) et
reste relativement proche de celle-ci pour des grandes valeurs du parame`tre d.
The´ore`me 1.7.6. Supposons d > 2 et les conditions Assumption 4.1, 4.2, 4.3, 4.5, 4.6 ve´rifie´es,
alors il existe C∗ = C∗(αn, κ) telle que
¶ supf∈Σ0(κ) Pf
(
∆∗κ,n = 1
) ≤ αn(1 + o(1)).
· for all C > C∗,
lim inf
n→∞
sup
f∈Φκ(Crκ(vn))
Pf
(
∆∗κ,n = 0
)
= 0.
On montre de manie`re analogue que rκ(vn) correspond a` la vitesse de test de H0(κ), en prouvant
que toute proce´dure de test de niveau asymptotique αn posse`de une puissance asymptotique e´gale
a` 1 de`s lors que l’alternative locale est de´finit par Aκ,n(ψn) avec ψn ≤ caκ(n). La de´monstration
de l’optimalite´ est base´e comme pour les de´monstrations de bornes infe´rieures en estimation, sur la
construction d’une mesure bayesienne sur Σ(κ) dont le support est une sous-famille de fonctions de
l’alternative suffisamment loin de Σ0(κ) (typiquement a` une distance ψn de Σ0(κ)) .
The´ore`me 1.7.7. [Optimalite´] Supposons que les conditions Assumption 4.2 et 4.4 (bruit gaussien)
soient satisfaites et β > d
4
alors il existe C∗ = C∗(αn, κ) > 0 telle que pour tout C ≤ C∗,
lim inf
n→∞
inf
∆n
sup
f∈Φκ(C,rβ(vn))
Pf (∆n = 0) = 1.(1.7.4)
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lorsque l’infimum est pris sur les test de niveau asymptotique αn.
Remarque 1.7.19. La de´monstration de ce the´ore`me ne figure pas explicitement dans cette the`se.
Toutefois, en remplac¸ant la condition β > d
4
par la condition Assumption 4.6, elle se de´duit naturel-
lement de celle du The´oreme 1.7.9 pre´sentant l’optimalite´ dans le cadre adaptatif.
Corollaire 1.7.2. Sous les conditions Assumption 4.1, 4.2, 4.4, 4.5, 4.6 et si d > 2 et γ > 0 ; la
vitesse minimax (αn, γ)-optimale de test de H0(κ) contre l’alternative locale Aκ,n(Cψn) est ϕn(κ) =
rκ(vn).
TEST MINIMAX ADAPTATIF OPTIMAL
Supposons de´sormais que la fonction de regression f appartienne a` un espace Σ(κ) avec κ ∈ Ψ, ou`
Ψ est un sous-ensemble compact de (R+∗ )3. La proce´dure de test explicite´e ci-dessus devient obsole`te
dans le sens ou` celle-ci de´pend fortement du parame`tre de re´gularite´ β envisage´ pour f , information
non disponible dans ce mode`le.
Ainsi, l’objectif principal consiste a` construire un test inde´pendant du parame`tre κ, de H0(κ)
contre Aκ,n(Cψn) au niveau αn tout en gardant une puissance asymptotiquement nulle, pour toutes
les valeurs de κ ∈ Ψ. Ce proble`me d’adaptation nous amme`ne a` caracte´riser la qualite´ d’un test
statistique sur Ψ via leur erreurs maximales sur l’espace des parame`tres nuisibles conside´re´.
Le crite`re d’optimalite´ adaptative pour le test correspond a` celui envisage´ par Spokoiny [99]. Il
se base sur la notion de facteur adaptatif. Suivant ce crite`re, Spokoiny a montre´ pour le proble`me
de de´tection de signal sur des espaces de Besov, que la proprie´te´ d’adaptation peut ne´ce´ssiter un
paiement vis a` vis de la vitesse de test.
Cependant, notre proble`me statistique diffe`re fondamentalement des proble`mes d’adaptation de´ja`
re´solus dans la litte´rature. En effet, la plupart d’entre eux se focalise principalement sur le test
d’absence de signal et ainsi une hypothe`se nulle inde´pendante du parame`tre nuisible κ.
EXEMPLE 1.7.3. Dans [99], une proce´dure adaptative est donne´e pour le test de l’hypothe`se
H0(κ) : f = 0, contre l’alternative
Aκ,ε(ρε) : ‖f‖Bσp,q < M, ‖f‖2 > ρε
lorsque κ = (σ, p, q,M) ; ‖ · ‖Bσp,q de´signe la norme associe´e a` l’espace de Besov Bσp,q.
Typiquement, comme dans l’exemple, on de´sire tester l’appartenance a` l’espace fonctionel Σ0(κ) =
Σ0 re´duit a` la fonction nulle ou tout autre espace, totalement de´fini a priori, ne de´pendant pas du
parame`tre nuisible. Ainsi dans un cadre hilbertien, sous l’hypothe`se nulle l’estimation de la projection
de la fonction f sur l’espace Σ0 n’est pas influence´ par ce parame`tre nuisible. La ”re´elle” de´pendance
en κ de l’espace Σ0(κ) complique sensiblement l’obtention d’une proce´dure adaptative.
Conside´rant l’hypothe`se de structure additive et le parame`tre nuisible κ ∈ Ψ, nous proposons un
test adaptatif pour une hypothe`se nulle composite. En effet, pour des valeurs diffe´rentes de κ, on
conside`re diffe´rents sous-espaces de l’espace des fonctions additives et donc diffe´rentes hypothe`ses
nulles H0(κ). Ainsi, dans notre cas et contrairement a` l’exemple ci-dessus, la probabilite´ sous l’hy-
pothe`se de structure va de´pendre du parame`tre nuisible inconnu. En pratique, celui-ci va intervenir
dans les termes de biais pour l’estimation de la distance d(f,Σ0). Aussi, notre proce´dure d’estimation
va mettre en avant la pre´ponde´rance un terme centre´ ne faisant intervenir que le bruit d’observa-
tion lie´ au mode`le, ne´gligeant ainsi les termes dus aux diffe´rents biais d’estimation. Cette situation
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va permettre de donner, sous contrainte liant β∗ et β∗, un re´sultat d’adaptation en adoptant une
strate´gie ”a` la Bonferroni” similaire a` celle de Spokoiny [99].
Proce´dure adaptative. Celle-ci se base en premier lieu sur la construction d’une grille Bn, sur
l’espace des parame`tres nuisibles donne´ par
Ψ , {κ = (β, L,Q) : β ∈ [β∗, β∗], L ≤ L∗, Q ≤ Q∗} .
L’ide´e est alors de tester de manie`re optimale chaque hypothe`se H0(κ) contre l’alternative locale,
lorsque κ varie sur l’ensemble des noeuds de la grille. La philosophie du test est alors de rejeter
l’hypothe`se de structure additive de`s lors qu’au moins un de ces tests la rejette.
Formellement, on de´finit la re`gle de de´cision
∆∗Ψ,n , 1
{
max
κ∈Bn
[
T ∗n(κ)
r2κ(t
−1
n n)
]
> λ
}
,
lorsque la statistique pivot T ∗n(κ) correspond a` Tn(κ) apre`s une le´ge`re modification de la feneˆtre
d’estimation hn(β) ; λ est de´fini de la meˆme manie`re que dans la proce´dure minimax et lorsque α
∗
0
est une constane bien choisie (inde´pendamment de L, Q et β), le terme de pe´nalite´ du a` l’adaptation
est de´fini par
tn ,
√
1 +
ln(ln(n))
ln(α∗0/αn)
.
L’e´tude de cette proce´dure adaptative est propose´ sous des meˆmes conditions analogues a` celles
pre´sente´es pre´ce´demment (Assumption 4.1, 4.2, 4.3 et 4.8). Notons cependant qu’il existe une condi-
tion supple´mentaire concernant la largeur de l’intervalle [β∗, β∗] (Assumption 4.7). Celle-ci peut eˆtre
vu comme une limite de notre proce´dure vis a` vis du proble`me de test d’ hypothe`ses composites.
The´ore`me 1.7.8. Supposons d > 2 les conditions Assumption 4.1, 4.2, 4.3, 4.7 et 4.8 soient
ve´rifie´es, alors il existe C∗(Ψ) > 0 telle que si C ≥ C∗(Ψ),
¶ supκ∈Ψ supf∈Σ0(κ) Pf (∆
∗
Ψ,n = 1) ≤ αn(1 + on(1))
· for all C > C∗(Ψ),
lim inf
n→∞
sup
κ∈Ψ
sup
f∈Φκ(Crκ(t−1n vn))
Pf (∆∗Ψ,n = 0) = 0.
Ainsi, pour κ ∈ Ψ, la proce´dure permet de distinguer la structure additive Σ0(κ) contre une
alternative locale a` une distance quasi e´gale a` la vitesse minimax optimale an(κ). En effet, celles-ci
ne diffe`rent que d’un terme t
4β/(4β+d)
n . Selon le choix fait pour αn, ce terme peut alternativement eˆtre
borne´ ou bien croˆıtre a` une vitesse maximale de l’ordre de ln(ln(n)). En effet, on a de´ja` observe´ dans
le cadre de vitesse minimax que le fait d’imposer αn → 0, s’accompagne d’un terme de pe´nalisation
de l’ordre de ln(α−1n ). Or, ”moralement” la proprie´te´ d’adaptation demande´e a` la proce´dure induit
une perte de l’ordre de ln(ln(n)) vis a` vis de la vitesse de test minimax. Or, d’apre`s le re´sultat
ci-dessus ces penalite´s ne s’ajoutent pas mais se superposent. Ainsi, en choisissant αn a` de´croissance
polynomiale par exemple, l’adaptation est gratuite c.a.d. ne de´te´riore pas dans notre proce´dure les
re´sultats minimax.
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On donne alors un re´sultat d’optimalite´ au sens de Spokoiny [99] pour le facteur de pe´nalite´
tn. Ainsi, sous des conditions plus strictes (bruit gaussien) on montre l’impossibilite´ de distinguer
la structure additive d’une famille d’alternatives d’alternatives trop proches, typiquement, a` une
distance infe`rieure a` crκ(t
−1
n n).
The´ore`me 1.7.9. Sous les conditions Assumptions 4.2 et 4.4 et de`s lorsque si β∗ > d4 ; il existe
C∗(Ψ) > 0 tel que pour tout C < C∗(Θ),
lim inf
n→∞
inf
∆n
sup
θ∈Ψ
sup
f∈Φκ(Crκ(t−1n vn))
Pf (∆n = 0) = 1.
Ici l’infimum est pris sur l’ensemble des tests ayant un niveau uniforme asymptotiquement αn.
La de´monstration de la borne infe´rieure s’inspire de celle propose´e par Gayraud et Pouet[37] qui
traite le cas ou` le design est fixe´. Cependant ici, la philosophie de construction diffe`re le´ge`rement de
celle expose´e dans [37]. L’ide´e est de construire pour chaque valeur du parame`tre nuisible de la grille
une famille de fonctions de l’alternative associe´e de sorte que deux fonctions correspondant a` deux
re´gularite´s diffe´rentes auront des support disjoints. Un tel choix s’effectuera en partitionnant [0, 1]d
en bn d-cubes (bn e´tant la cardinalite´ de la grille Bn) ; puis en attribuant bijectivement a` chaque valeur
κj du parame`tre nuisible un de ces d-cubes C(j). On construit finalement a` l’aide d’une sous-grille
de C(j), une famille de fonctions a` supports disjoints sur ce cube.
La preuve propose´e ici surmonte les difficulte´s techniques lie´es au caracte`re ale´atoire du design
a` l’aide d’un controˆle suffisamment fin du moment exponentiel de U-statistiques canoniques d’ordre
deux.
1.7.3 Outils probabilistes
Comme nous avons pu le voir dans les proble`mes lie´s a` l’estimation via les normalisations ale´atoires
ainsi qu’aux proble`mes de test d’hypothe`ses, la construction de proce´dures optimales est inhe´rente
a` l’existence d’ine´galite´s exponentielles optimales pour les statistiques de de´cision choisies. Or la
conside´ration de mode`le de re´gression a` design ale´atoire amme`ne (dans le cadre hilbertien des espaces
L2) a` e´tudier des statistiques assez complexes : des U-statistiques du type
Un = (C
n
m)
−1 ∑
1≤i1 6=... 6=im≤n
h(Zi1 , . . . , Zim),
lorsque Cnm =
m!
n!(m−n)! sont les coefficients binomiaux ; les Zi sont des variables ale´atoires i.i.d., et
h : Rm → R syme´trique, est appele´ le noyau associe´ a` Un. On dit alors que Un est d’ordre m.
Premiers re´sultats asymptotiques. Un des premiers outils apparu pour l’etude de l’asymp-
totique des U-statistiques (note´s pour simplifie´ U-stats) fut la de´composition de Hoeffding ( voir
Arcones et Gine´ [2], Arcones [3],Bickel et Ritov [11], Gine´, Latala et Zinn [39], Houdre et Reynaud-
Bouret[58] Serfling et Wang[96]). Celle-ci permet de de´composer une U-stats d’ordre m comme somme
de U-stats non corre´lle´es d’ordre e´chelonne´ de 1 a` m. Cette e´criture induit l’obtention d’un the´ore`me
de type central limite pour les U-stats a` noyau invariant avec n et non de´ge´ne´re´es c.a.d. telles que si
h1(z) = E [h(z, Zi2 , . . . , Zim)] ,
42
F.CHIABRANDO 1.7. CONTENU DE LA THE`SE
alors σ21 = V ar(h1(Z1)) 6= 0. De meˆme, cette de´composition implique pour les U-stats de´ge´ne´re´es
d’ordre 2 a` noyau invariant vis a` vis de n et de´ge´ne´re´, la U-stats convergence en loi vers une variable
type chi-deux. De nombreux autres re´sultats concernant ce type de U-stats ont e´te´ prouve´s, en par-
ticulier sur leur comportement asymptotique (loi du log-ite´re´ et convergence en probabilite´ Arcones
[3], Gine´, Kwapien , Latala et Zinn [40]).
Cependant, les proble`mes statistiques s’accommodent rarement de tels re´sultats du fait de la forte
de´pendance du noyau avec le nombre d’observations et du caracte`re fortement de´ge´ne´re´ des U-
statistiques conside´re´es.
Notre attention s’est donc porte´e sur un re´sultat obtenu par Gine´, Latala et Zinn [39]. Leur
me´thode se base essentiellement sur l’obtention d’ine´galite´s fines sur les moments, ge´ne´ralisant ainsi
des ine´galite´s type Rosenthal. Leur travaux fournissent une ine´galite´ fondamentale non asymptotique
relative aux U-statistiques de´ge´ne´re´es d’ordre 2.
Ine´galite´ de Gine´-Latala-Zinn Soit hn : R2 → R un noyau syme´trique de´ge´ne´re´ et borne´ alors
(1.7.5) P
(∣∣∣∣∣ ∑
1≤i 6=j≤n
hn(Zi, Zj)
∣∣∣∣∣ > x
)
≤ Ke−Lmn(x),
lorsque K > 0, L > 0 sont des constantes universelles et
mn(x) = min
((
x
nσn
)2
,
x
Dn
,
(
x
Bn
)2/3
,
(
x
An
)1/2)
.
Ici on de´finit σ2n = E [h2n(Zi, Zj)] ; An = ‖hn‖∞ ; B2n = n ‖E [h2n(Z, ·)]‖∞ et
Dn = n sup
{
E [hn(Z1, Z2)r(Z1)s(Z2)] : E
[
r2(Z1)
] ≤ 1, E [s2(Z2)] ≤ 1} .(1.7.6)
Ce re´sultat fournit bel et bien des grandes de´viations gaussiennes de`s lors que l’on conside`re x
tel que mn(x) =
(
x
nσn
)2
. Une telle ine´galite´ requiert toutefois l’e´valuation de chacun des termes
composant mn(x). Aussi, pour des de´viations auxquelles nous nous inte´ressons, typiquement d’ordre
ln(n)nσn, il est primordial en vue de l’obtention de de´viation gaussienne de pouvoir ne´gliger en ordre
Dn devant nσn. De manie`re non asymptotique, il est facile de voir (par utilisations de l’ine´galite´ de
Schwarz) que Dn ≤ nσn. Cependant, une telle majoration n’est asymptotiquement pas satisfaisante
pour les de´viations conside´re´es. En toute ge´ne´ralite´ sur le noyau hn, il n’est pas aise´ de donner un
terme explicite majorant Dn et acceptable, c.a.d. d’ordre ne´gligeable devant nσn. Cette difficulte´ nous
a amene´ a` formuler une nouvelle ine´galite´ permettant de se soustraire au calcul de Dn, le remplac¸ant
par un terme de variance beaucoup plus commode a` interpre´ter.
Une nouvelle ine´galite´. L’ine´galite´ e´tablie au Corollaire 3.3.1 (chapitre 3) est utilise´e afin
d’e´tudier pratiquement la distrbution des diffe´rentes statistiques de tests rencontre´es pour les proble`mes
d’estimation et de test lie´s a` un design ale´atoire. La diffe´rence majeure entre l’ine´galite´ de Gine´ (1.7.5)
et celle que nous avons exhibe´e, repose sur le remplacement du terme Dn (1.7.6) par le terme n
√
σn,
lorsque  hn(z, z
′) = E [hn(z, Z)hn(z′, Z)] ,
σ2n = E
[
h2n(Z1, Z2)
]
.
43
1.7. CONTENU DE LA THE`SE F.CHIABRANDO
Ici, la ne´ce´ssite´ e´tait de proposer une ine´galite´ comprenant des termes ”explicites”, permettant un
calcul rapide du mode de de´viation, mn(x).
Exemple d’application Pour donner une ide´e quant a` l’utilite´ de ce re´sultats, observons la
statistique de de´cision construite pour le mode`le a` design ale´atoire dans le cadre la structure additive
isotrope :
Tn =
∑
k∈Λn
θ2k(f) + T1,n + T2,n + T3,n
lorsqu’avec les notations vues plus haut, on a
T1,n =
1
n(n− 1)
∑
i 6=j
∑
k∈Λn
εiεjφk(Xi)φk(Xj),
T2,n =
1
n(n− 1)
∑
i 6=j
∑
k∈Λn
εiφk(Xi) (f(Xj)φk(Xj)− θk) ,
T3,n =
1
n(n− 1)
∑
i 6=j
∑
k∈Λn
(f(Xi)φk(Xi)− θk) (f(Xj)φk(Xj)− θk) ,
U-statistiques de´ge´ne´re´es d’ordre 2. On note que T1,n ne de´pend que du bruit d’observation ε ; l’ex-
pression de T2,n fait apparaˆıtre une de´pendance vis a` vis du bruit et de la fonction a` estimer f ; alors
que T3,n de´pend uniquement de f . Dans le cas ge´ne´ral on observe que ces trois variables ont des va-
riances de meˆme ordre de grandeur. L’application de l’ine´galite´ de Gine´ permet d’obtenir des grandes
de´viations exponentielles non gaussiennes pour T2,n et T3,n mais suffisantes pour controˆler l’erreur
de test loin de l’hypothe`se. Sous la structure additive on constate que l’application de la ”nouvelle”
ine´galite´ permet d’obtenir un comportement gaussien pour T2,n et T3,n ce qui s’ave`re ne´cessaire pour
l’optimalite´ de la caracte´ristique de ρ∗n. Une majoration classique de Dn ne nous permet pas d’obtenir
un tel re´sultat via (1.7.5). Nous renvoyons le lecteur a` la Section 3.3.4 du chapitre 3 pour plus de
de´tails.
Notons e´galement que la ”nouvelle” ine´galite´ propose´e sera e´galement utilise´e dans la preuve
d’optimalite´ pour le proble`me de vitesse de test conside´re´ au chapitre 4. Elle est alors employe´e
pour observer le comportement d’une U-statistique sur un domaine de grandes de´viations (vis a` vis
de sa variance).
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Chapitre 2
Estimation avec normalisation ale´atoire
dans le mode`le du bruit blanc additif
Abstract
The aim of this chapter is twofold : the first is to explain the basic ideas of our approach for the
construction of an optimal random normalizing factor (RNF) under consideration of the White
Gaussian Noise (WGN) model ; the second is to extend without any technicalities this construction
to the regression model when design points can be arbitrarily chosen.
2.1 Model, construction and the main result
2.1.1 Model
Let a statistical experiment be generated by the observation Xε which is the sample of the sto-
chastic process Xε(·) satisfying to the stochastic differential equation :
(2.1.1) dXε(t) = f(t)dt+ εdB(t). ∀t ∈ [0, 1]d,
where B(·) denotes the standard Brownian motion and ε > 0 is the noise level. Notation (2.1.1)
means that for any function g ∈ L2([0, 1]d), we can observe :
〈Xε, g〉 = 〈f, g〉+ εξg
where 〈·, ·〉 denotes the standard scalar product on L2([0, 1]d) and ξg is a zero mean gaussian random
variable with variance ‖g‖2 = 〈g, g〉. In this framework, we aim to estimate the function f via the
approach of the risk with normalizing factor.
First, using classical hilbertian arguments, the statistical model (2.1.1) can be viewed under an
equivalent discrete regression. To do that we choose an orthonormal basis of L2([0, 1]
d), denoted by
Φ = (φk, k ∈ N) ; then we project the stochastic process, Xε(·), on it. Now, we theoritically observe
the following random variables
yk =
∫
[0,1]d
φk(t)dXε(t), ∀ k ∈ Nd.
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Thus, (2.1.1) is equivalent to :
(2.1.2) yk = θk(f) + ε ζk, ∀k ∈ Nd,
where θk(f) = 〈f, φk〉 denotes the projection coefficients of f on Φ and ζk =
∫
[0,1]d
φk(t)dB(t). Ac-
cording to the orthonormality of the basis Φ, the ζk, k ∈ Nd, are i.i.d. standard gaussian variables.
Throughout this chapter, we identify f with the sequence θf = (θk(f))k∈Nd .
Assumption 2.1. We assume that there exists an orthonormal basis of L2([0, 1]), denotes by Φ =
(φ
k
)k∈N, such that for any k = (k1, . . . , kn) ∈ Nd and l ∈ N
φk(t) = φk(t1, . . . , td) = φk1
(t1) . . . φkd
(td) ,∫
[0,1]
φ
l
(u) du = δ(l, 0) ,
(2.1.3)
where δ(·, ·) denotes the Kronecker symbol.
EXAMPLE 2.1.1. In this framework, a standard choice could be the Fourier basis for which φ
0
= 1
and for k ∈ N∗,
φ
2k
(t) =
√
2 cos(2pikt), φ
2k+1
(t) =
√
2 sin(2pikt).
Obviously several other choices are possible.For instance, we may project on a polynomials or splines
basis if we guess that f is smooth or on a wavelets basis in a more general setting.
Next, let us make some a priori assumptions on f . We assume that f belongs to the isotropic
Sobolev class, Σ = Σ(β, L) with β > 0 and L > 0, defined by :
(2.1.4) Σ(β, L) ,
{
f ∈ L2([0, 1]d) :
∑
k∈Nd
θ2k
(
1 +
d∑
j=1
k2βj
)
< L2
}
.
The minimax rate of convergence on Σ is n
1
2β+d . Consequently, as soon as we guess that one of the
parameters d or β is large, the minimax accuracy is heavily reduced. To handle this problem, we still
consider the notion of risk with RNF, exposed in the Introduction. As mentionned above, we expect
to construct a data-driven estimator that detects the additive structural assumption for f , that is if
there exists f1, . . . , fd : R→ R such that for all t = (t1, . . . , td).
f(t) = f1(t1) + . . .+ fd(td).(2.1.5)
Therefore, in this setting, we try to detect whether f ∈ Σ0 or not, where
(2.1.6) Σ0 ,
{
f ∈ Σ : ∃fi : f(t) =
d∑
i=1
fi(ti), ∀t = (ti) ∈ [0, 1]d,
}
.
Remark 2.1.1. If φ is the sine and cosine basis and β ∈ N, the class Σ corresponds to the usual
isotropic Sobolev class defined by
Σ(β, L) =
f : [0, 1]d → R : ‖f‖2 +
d∑
i=1
∥∥∥∥∥ ∂β∂xβi f
∥∥∥∥∥
2
≤ L2
 .
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2.1.2 Construction
In this section, we explain the main idea for the pre-testing step and the estimator construction.
Following [82], the purpose of our method is to compute an efficient testing procedure for the null
hypothesis
H0 : d(f,Σ0) = inf
g∈Σ0
‖f − g‖ = 0.
In the L2-setting, the minimax testing rate for the null hypothesis ”f = 0” against local alterna-
tive described by the L2-norm is known to correspond to the minimax rate of estimation of ‖f‖2.
Consequently, a naive approach for the test relies on the comparison of a minimax estimator on Σ0
and a minimax estimator on Σ. Thought, such a procedure is suboptimal for this problem. We use
a slightly modified test statitistic in order to provide an efficient decision rule. Then, we complete
the construction of our decision rule with the selection of a threshold beyond which we reject the
hypothesis of an additive structure for f .
According to whether the test rejects or accepts the hypothesis of additive structure, we estimate
f with either the minimax projection estimator on Σ or else on Σ0. Notice that the efficiency of the
method is deeply related to the accuracy for the estimation of d(f,Σ0).
Now, we introduce some required notations. First, we consider the subset of Nd,
Γε ,
{
k ∈ Nd : ‖k‖∞ < Nd,ε
}
,
where ‖k‖∞ = maxj=1,...,d kj is the supremum norm on Nd and for any s ∈ N, we set
Ns,ε , ε−
2
2β+s .
For a given k = (k1, . . . , kd) ∈ Nd, we put
(2.1.7) Gk , {i : ki 6= 0} = δ(0, k),
where δ(u, v) =
∑d
i=1 1ui 6=vi stands for the Hamming distance on Rd. This set measures the sparsity
of the index k. Then, we additionally introduce
Iε ,
{
k ∈ Nd : |Gk| ≤ 1 ; ‖k‖∞ < N1,ε
}
,
Λε ,
{
k ∈ Nd : |Gk| > 1 ; ‖k‖∞ < N0,ε
}
,
where if α0 > 1, we set
Nε ,
(
ε2
√
ln
(
α0
αε
))− 24β+d
.
The construction of the test is based on a fundamental property : the additive structure (1.1.1) is
equivalent to the nullity of the Fourier coefficients attached to non-sparse frequency, k ∈ Nd. In fact,
according to Assumption 2.1, the following equivalence holds :
(2.1.8) f satisfies to (1.1.1) ⇐⇒ [ ∀ k ∈ Nd , |Gk| > 1 ⇒ θk(f) = 0 ] .
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Let us recall that the minimax rate of convergence on the space Σ is ϕε(Σ) = ε
2β
2β+d , and the Fourier
expansion of an asymptotically minimax estimator is given by :
θ̂ε,k =
{
yk, if k ∈ Γε,
0, if not.
According to (2.1.8), one can easily check that the estimator whose coefficients are
θ̂0ε,k =
{
yk, if k ∈ Iε,
0, if not,
attains the minimax rate of convergence ϕε(Σ0) = ε
2β
2β+1 on the subspace Σ0.
As explained above, a general adaptation procedure consists in the evaluation of the L2-distance
between minimax estimators of f respectively over Σ and Σ0. The lower is this value, the higher is
the probability of a true additive structure for f . Indeed, we have∑
k∈Nd
(
θ̂0ε,k − θ̂ε,k
)2
=
∑
k∈ΓεM Iε
y2k ≈
∑
k:|Gk|>1
θ2k = d
2(f,Σ0).
where A M B denotes the symmetric difference of sets A and B. As the noise level, ε, is assumed
to be known, we reduce the estimation bias using a correction term. Finally, we define the following
pivotal statistic
Tε ,
∑
k∈Λε
(
y2k − ε2
)
.
We decide to accept the null hypothesis H0 when Tε is too small and to reject as soon as Tε is larger
than a given threshold. In that way, we introduce the event
Aε ,
{
Tε ≤ λa2ε
}
,
where λ > 0 is an universal constant not depending on the model and the threshold is
aε , (ε2
√
ln(α0/αε))
2β/(4β+d).
Finally, it produces the estimator θ∗ε and the RNF ρ
∗
ε defined by
(2.1.9) ρ∗ε ,
{
aε, onAε,
ϕε(Σ), if not,
and
(2.1.10) θ∗ε ,
{
θ̂0ε , onAε,
θ̂ε, if not
.
2.1.3 Results
First of all, according to Definition 1.4.4, we need to keep under control the error that corresponds
to the rejection of the additive structure when it is true. To achieve this condition, the estimator of
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d(f,Σ0) must be sufficiently closed to zero under additive structure i.e. f ∈ Σ0. The following lemma
states that under the null hypothesis, Tε is a relevant estimator of d
2(f,Σ0) and consequently that
Aε is a suitable decision rule w.r.t. to the definition of Ωε(αε).
However, according to the primary definition of a RNF, ρ∗ε need to be smaller than ϕε(Σ). Conse-
quently we may select a not too small level αε. For instance, αε is not allowed to decrease with an
exponential rate to zero when the noise level ε goes to zero. In the sequel, we investigate the case
where αε decreases to zero with, at least, an polynomial rate.
Assumption 2.2. Assume that (αε)ε satisfies to
lim
ε→0
αε = 0, and ∃ a > 0 : ∀ε ≥ 0, 1 > αε > εa.
Thus, under this mild assumption, we deduce the following lemma.
Lemma 2.1.1. Assume that Assumptions 2.1 and 2.2 are satisfied, then the RNF ρ∗ε belongs to
Ωε(αε) , Ωε =
{
ρε ∈ Oε : lim sup
ε−→0
α−1ε sup
f∈Σ0
Pf (ρε = ϕε(Σ0)) ≤ 1
}
.
where Oε is the set of binary RNF, i.e. taking only two values ϕε(Σ) and bε ≤ ϕε(Σ).
Remark 2.1.2. The introduction of Assumption 2.2 is entirely linked to the definition of RNF and
the proof of Lemma 2.1.1 does not require any assumption on αε. Besides, we notice that Assumption
2.2 allows to consider αε decreasing polynomially with the noise level ε. Such a choice is crucial to
guarantee the adaptive minimax property of θ∗ε (see Proposition 1.4.3 and Corollary 2.1.1).
Under the condition above, we state the optimality of our procedure in the sense of Definition
1.4.4. Lemma 2.1.1 has already states the ¶ of Definition 1.4.4. Following the standard method
initiated by Lepski [82], we prove the upper bound · for the presented procedure and later the
optimality with the lower bound condition ¸.
Theorem 2.1.1. Assume that Assumptions 2.1 and 2.2 are satisfied. Then, ρ∗ε is an α-optimal RNF
w.r.t. the family {Σ,Σ0} and θ∗ε is α-adaptive.
As mentionned above, Assumption 2.2 allows to connect α-adaptation with adaptation (see Pro-
position 1.4.3). Hence, if we select αε sufficiently small, the estimator θ
∗
ε , defined by (2.1.10), is also
adaptive in the usual sense (see Definition 1.3.1) for the family {Σ,Σ0}.
Corollary 2.1.1. Let αε = O
(
ε
4β
2β+1
)
as ε→ 0, then θ∗ε is adaptive estimator i.e. satisfies to (1.3.1)
.
As explained in the Introduction, this approach can be viewed as a trade-off between adaptation
and minimax theory. On one side the use of a vanishing sequence αε allows the adaptive property for
estimator (Corollary 2.1.1), but on the other side it affects the minimax rate of testing. This pheno-
menon appears as a unavoidable payment for adaptation. However, this procedure also guarantees
the construction of sharp confidence balls for f . Indeed, if the function f proves to be additive, we
expect to construct a minimax confidence ball with radius of the order aε. This accuracy is rather less
than the minimax rate on ϕε(Σ0), but greatly improves the accuracy involved with basic confidence
balls related to minimax estimation procedures on Σ.
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Following this idea, the key point of the procedure consists in the choice of the coverage probability
αε. As we see, the lower is αε, the poorer is the α-adaptive accuracy. For instance, if αε tends to
zero, then the term ln(1/αε) asymptotically reduces the accuracy aε. Moreover, if the statistician
has additional auxiliary informations concerning f and wants to ensure to accept the structural
hypothesis with a high probability when its holds, he may impose an exponential control, αε = e
−ε−a .
Such a choice produces a severe deterioration of the estimation accuracy of our procedure and then
for the underlying confidence balls. In conclusion, we need to choose precisely αε according to what
we expect : adaptive theoretical properties for the estimator θ∗ε or sharp adaptive confidence balls
for f .
2.2 Connection with the regression model
The WGN model is well known to be the basic statistical model. Its study allows to test theore-
tical efficiency of the proposed methods. It enables to remove superfluous technicalities not directly
related to the underlying problem and then to focus on the algorithm beyond the method. However
this model is unadapted to realistic statistical applications. For this reason, an interesting question
could be : ”Is our construction of an optimal RNF w.r.t. additive structure works in the same way for
more general models or not ?”. In this section and further in chapter 3, we will see that under some
additional assumptions the answer is : ”yes”. Thereafter, we discuss how to adapt our estimation
procedure to a regression model.
2.2.1 Introduction to the procedure in the univariate case
Assume that we observe Y(n) = (Y1, . . . , Yn) such that
(2.2.1) Yi = f(xi) + εi, i = 1, . . . , n,
where εi are i.i.d. zero mean gaussian noise variables with variance σ
2
i > 0 ; x = (xi)1≤i≤n are deter-
ministic points that can be arbitrary chosen in [−1, 1] and f is a the target function from L2(µ0),
where µ0 denotes a measure, absolutely continuous w.r.t. Lebesgue measure on R. In the following,
we denote by w(·) the weight function attached to the measure µ0.
We propose a special choice for x (depending on µ0) that allows to link (2.2.1) to the WGN model.
First, we introduce required numerical tools in the univariate setting. Thus, we apply this set-up to
obtain optimal RNF in the underlying d-dimensional model.
Let us briefly discuss the principle of the procedure. Actually, under the model (2.2.1), we basically
aim to select a design grid points x such that an equivalent to (2.1.2) holds. Obviously, it requires to
project f on an orthornormal basis of L2(µ0), also noted Φ = (φk)k∈N. Thus, we can represent f as
f(·) =
∑
k∈N
θk(f)φk(·).
The strategy still consists to recover f via the estimation of its projection coefficients θk = 〈f, φk〉.
Contrary to the WGN framework, the coefficients θk can not be observed via the gaussian sequence
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model (2.1.2). A interesting question is : is it possible to choose the observation grid x such that an
equivalent to (2.1.2) holds.
As above, we based our estimation procedure on standard linear methods : the projection co-
efficients θk are estimated by considering a weighted linear combination of the observations. For
λ = (λ1, . . . , λn) ∈ Rn and k ∈ N, we put
(2.2.2) θ̂k,λ ,
n∑
i=1
λiYiφk(xi) = θk(f) + bk,λ(f) + ηk,λ
where the bias and the stochastic term are bk,λ(f) ,
∑n
i=1 λif(xi)φk(xi)− θk(f) ,
ηk,λ ,
∑n
i=1 λiεiφk(xi) .
Intuitively, if we want to recover a global information about f , the observation points have to be
chosen as the nodes of a regular grid of [−1, 1]. Let us consider a critical example. Assume that µ is
essentialy concentrated on [−1, 0] and that we limit to observe f on regular grid of [0, 1] or around
some point t0 ∈ [0, 1]. Whatever the weights λi, the loss of information induced by the choice of a
heretic observation window is unacceptable. Such a situation clearly underlines that the choice of x
heavily depends on the measure µ0. One must adapt the observation grid to what we really want to
recover for f .
This selection procedure need to satisfy to two different conditions : on one side we want to reduce
the bias bk,λ(f), uniformly in k and f , but on the other side we aim to ensure that the noise variables,
ηk,λ are independent.
The main idea underlying this approach is linked to a standard numerical integration method.
We want to select (x, λ) such that
δ(g,x, λ) ,
n∑
i=1
λig(xi)−
∫
[−1,1]
g(t)w(t)dt
is sufficiently small, uniformly on a large class of functions g.
EXAMPLE 2.2.1. If f is an odd and infinitely derivable function on [0, 1] and if Φ is the cosine
basis, a sharp approximation of θk(f) is given by
1
n
n∑
i=1
f
(
i
n
)
φk
(
i
n
)
.
Obviously, the less regular is f , the less accurate is this approximation. In this way, the accuracy of
the integration method error depends on the choice of x but also on f .
From a statistical point of view, this method leads to a good estimator of f under the assumption
that εi ≡ 0 in (2.2.1). If we treat noisy observations, one may also control the stochastic part of the
estimatior. In the general regression setting (see chapter 3), its study involves many technicalities.
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To avoid such difficulties, we need to choose design points x = (xi) and λ = (λi) in order to control
simultaneously the bias terms bk,λ(f) (efficient integral approximation) and the contribution of the
stochastic terms ηk,λ.
As the noise sample ε = (εi) is assumed to be a gaussian vector, the vector ηλ = (ηk,λ)k∈N is also
gaussian. Therefore, the condition of an i.i.d sample noise ηλ is fulfilled if ηk,λ are not correlated, that
is if for any k 6= l ∈ N,
(2.2.3) E[ηk,ληl,λ] =
n∑
i=1
σ2i λ
2
iφk(xi)φl(xi) = 0.
According to numerical integration methods, the condition (2.2.3) holds if the error δ(g,x, λ) is null
for g = φkφl and λi = σ
2
i λ
2
i for i = 1, . . . , n. This kind of result is known as exact quadrature formula
in the numerical integration theory. Thereafter, we recall an algorithm due to Gauss that gives the
construction of optimal quadrature formulas .
Gauss algorithm. Let w(·) be a positive function and n ∈ N∗. If τ = (τ1, . . . , τn) ∈ Rn and
u = (u1, . . . , un) ∈ [−1, 1]n, we said that the couple (τ,u) induces an exact n-points method at the
level N ∈ N if and only if for any p ∈ PN ,
(2.2.4)
∫
R
p(t)w(t)dt =
n∑
i=1
τip(ui),
where PN denotes the class of polynomials of degree lower than N . In this framework, it is well known
that no n-points method is exact at the level 2n. The optimal choice, (τ0,u0), provides a method of
level 2n− 1 i.e.
(2.2.5) ∀ p ∈ P2n−1,
∫
R
p(t)w(t)dt =
n∑
i=1
τ0,ip(u0,i).
The construction of (τ0,u0) is well known. Starting from the canonical basis
{
xk; k ∈ N}, we derive,
via Gramm-Schmidt algorithm, an orthonormal polynomial basis of L2(µ0), denoted by pi = (pik)k∈N.
In this set-up, pin denotes the unique polynomial of pi with degree equal to n. It is usually called
the nth orthogonal polynomial of L2(µ0). Therefore, (2.2.5) is satisfied when we select u0 = x
(n)
w =
(xi; i = 1, . . . , n) as the zeros of the pin and for i = 1, . . . , n, the weight τ0,i is defined by
τ0,i =
∫
R
L2i (t)w(t)dt,
where L1, . . . , Ln are the Lagrange polynomials attached to x
(n)
w .
Remark 2.2.1. The grid x
(n)
w is also called the Gauss grid. Notice that one can prove that x
(n)
w ⊂ R
and that τ0,i are positive weights. We also stress that the construction of x
(n)
w as well as the choice of
the projection basis pi heavily depends on the weight function w(·).
Observation on the Gauss grid. Now, assume that we observe f on the Gauss grid and then
we project our observations on the orthonormal polynomial basis, pi. If we choose λ such that for any
i = 1, . . . , n,
σiλi =
√
τ0,i,
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then for any 1 ≤ k 6= l ≤ n− 1, condition (2.2.3) is fullfilled, since
(2.2.6)
n∑
i=1
σ2i λ
2
ipik(xi)pil(xi) =
n∑
i=1
τipik(xi)pil(xi) =
∫
R
pik(t)pil(t)w(t)dt = 〈pik, pil〉 = 0.
Remark 2.2.1. Thereafter, we limit to estimate θk for k ≤ Nn, where typically Nn ≤ nc with 0 < c <
1. Consequently, the design grid x can be chosen such that at least (2.2.6) holds for 1 ≤ k 6= l ≤ nc.
However, others technical motivations lead to observe f on the ”optimal” Gauss grid.
2.2.2 Multidimensional set-up
2.2.2.1 Notations
Now, we extend this construction to a multivariate framework. Let f be a d-dimensional regression
function (d > 1) from L2(µ) = L2(w) where µ =
⊗d
i=1 µi is a product measure on Rd and µi are
absolutely continuous w.r.t. to Lebesgue measure λ with wi(·) = ∂µi∂λ (·). For convenience, we shall
assume that µi = µ0 and then wi(·) = w(·) for all i = 1, . . . , d. This technical restriction does not
prevent extension of the procedure to a more general framework. Thus, we put
w(t) ,
d∏
i=1
w(ti), ∀t = (t1, . . . , td) ∈ Rd.
Let us denote by ‖ · ‖w, the Hilbert norm on L2(w) and Φw = (φk, k ∈ Nd) the total family of L2(w)
where for any k = (k1, . . . , kd) ∈ Nd,
φk(t) ,
d∏
i=1
piki(ti),
where pi = (pik)k∈N is the orthonormal polynomial basis of L2(µ0) defined above.
Therefore, for any f ∈ L2(w), the following expansion holds w.r.t. ‖ · ‖w,
f(·) =
∑
k∈Nd
θk(f)φk(·),
where for any k ∈ Nd, we set θk(f) =
∫
Rd f(t)φk(t)w(t)dt.
For any given m ∈ N∗, and L > 0 we suppose that f belongs to the isotropic Sobolev ball
Θw , Θw(m,L) ,
{
f ∈ L2(w) :
∑
k∈Nd
θ2k
(
1 +
d∑
i=1
k2mi
)
≤ L2
}
.(2.2.7)
Remark 2.2.2. Consideration of this class of functions will permit to control the bias deviation that
corresponds to the projection estimation.
For any M ∈ N∗, we define the d-dimensional Gauss grid :
Ξw,M =
{
xi = (xi1 , . . . , xid) ∈ Rd : ∀j ∈ {1, . . . , d}, xij ∈ x(M)w
}
.
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Now, we introduce
{
Li; i ∈ {1, . . . ,M}d
}
, the set of d-dimensional Lagrange polynomials attached
to the grid Ξw,M i.e. Li are d-dimensional polynomials such that
∀ i 6= j ∈ {1, . . . ,M}d, Li(xj) = δ(i, j).
Therefore, we define the weight coefficients : for any i ∈ {1, . . . ,M}d, we set
τi , ‖Li‖2w =
∫
Rd
L2i (t)w(t)dt .(2.2.8)
In this framework, the d-dimensional version of the optimal Gauss quadrature formula involves that
for any p ∈ P2M−1(d),
(2.2.9)
∑
xi∈Ξw,M
τip(xi) =
∫
Rd
p(t)w(t)dt,
where for any N ∈ N, PN(d) denotes the space of d-dimensional polynomials with degree lower than
N i.e. functions p that can be written as
(2.2.10) p(x) =
∑
k∈Nd
ak1{‖k‖∞≤N} x
k1
1 . . . x
kd
d ,
where ‖k‖∞ = maxi=1,...,d(ki).
Remark 2.2.3. Note that it may happen for some w(·) that exact values of design points (xi; i =
1 . . .M) would not be directly available. Nevertheless, once M is given, φM is provided by the Gramm-
Schmidt algorithm. Further, the use of standard numerical methods (Newton-Raphson or Laguerre)
enables us to fit to xi ∈ Ξw,M and λi with an arbitrary accuracy. In the sequel, we focuse on two
particular cases : in the Chebychev setting, explicit formulas for grid nodes are available ; contrary
to the Legendre grid that can not be exactly computed.
Now, we denote by JM the Lagrange interpolation operator on Ξw,M defined by
∀ v ∈ L2(w), JM(v)(·) ,
∑
i∈{1,...,M}d
v(xi)Li(·)
Notice that for any function v ∈ L2(w), JMv belongs to PM−1(d). We expect that the function f
can be efficiently approximated by JM(f). To measure the quality of interpolation, we define for any
m ∈ N∗ and c > 0, the functional class
(2.2.11) Υw(m, c) ,
{
v ∈ L2(w) : ∀M ∈ N∗, ‖v − JM(v)‖w ≤ cM−m
}
.
Remark 2.2.4. This class corresponds to the set of ’smooth’ functions in the sense that we get a
polynomial control for the interpolation error decrease. Such class of functions is essential in our
procedure. If f ∈ Υw(m, c) with sufficiently large m, the observation of θk(JMf) instead of θk does
not limit the efficiency of the procedure. Actually, this condition guarantees that the ’interpolation’
bias attached to sequence (bk(f))k can be neglected. Consequently, under this assumption, an natural
idea consists in testing additive structure for f by the estimation of
∑
k∈Nd 1{|Gk|>1}θ
2
k(JMf) where
Gk is defined as above.
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2.2.2.2 Model, construction and main result.
Let w(·) be a given weight function as defined above and for any n ∈ N, set Mn = n 1d . Without
loss of generality, we shall assume that Mn is an integer. We choose to observe the regression function
on the grid Ξw,Mn . Notice that this choice involves exactly n design points.
Therefore, we observe the vector Y(n) =
(
Yi : i ∈ {1, . . . ,Mn}d
)
such that
(2.2.12) Yi = f(xi) + εi , ∀ xi ∈ Ξw,Mn ,
where f belongs to the class Σw(m,L, c), m ∈ N∗, c > 0 and L > 0 which is defined as follows
(2.2.13) f ∈ Σ = Σw(m,L, c) , Θw(m,L) ∩Υw(m, c).
The functions classes Θw(m,L) and Υw(m, c) are defined by (2.2.7) and(2.2.11). If f ∈ Σ, we are
allowed to control simultaneously the projection estimation error inherent to nonparametric projec-
tion method, but also the quality of interpolation. Both allows to get a reasonable bias deviation in
the estimation of ‖f‖w. Thereafter, we observe throughout two particular examples for which the
functional class Σ is proved to be massive.
Besides, εi are assumed to be independent zero mean gaussian variables with known variance σi >
0. In the sequel, the subset of functions from Σ, satisfying to (1.1.1) is denoted by Σ0 = Σ0,w(m,L, c).
Assumption 2.3. Assume that for any i ∈ {1, . . . ,Mn}d we have σ2i = 1nτi,n ,
where
{
τi,n : i ∈ {1, . . . ,Mn}d
}
are the Gauss weight coefficients defined by (2.2.8) in relation with
the grid Ξw,Mn.
The mathematical description of the estimation approach with RNF is derived from WGN model.
As above, we measure quality of estimation replacing the risk (1.2.1) by
(2.2.14) R(r)n (f̂n,Σ, ρn) = sup
f∈Σ
Ef{ρ−1n ‖f − f̂n‖w}2,
where ρn = {bn, ϕn(Σ)} is a RNF from En, set of bounded RNF that takes only two values {ϕn(Σ), bn},
with 0 < bn < ϕn(Σ).
Construction of the RNF. Now, we describe step by step the estimation procedure. For any
k ∈ Nd, the linear projection estimator of θk(f) is
θ̂k =
∑
xi∈Ξn
τi,nYiφk(xi).
Hence, we can represent these new data as follows
θ̂k = θk(f) + bk(f) + ηk,(2.2.15)
where 
ηk ,
∑
xi∈Ξn τi,nεiφk(xi),
bk(f) ,
∑
xi∈Ξn τi,nf(xi)φk(xi)−
∫
[−1,1]d f(t)φk(t)dt.
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+ For any k ∈ Nd, bk(f) corresponds to the additional bias term induced by the interpolation step.
It is quite interesting to note that due to (2.2.9), for k ∈ Nd with ‖k‖∞ ≤Mn,
bk(f) = θk(Jnf)− θk(f) ,(2.2.16)
where Jn = JMn is the Lagrange interpolation operator on Ξw,Mn . Hence, the bias term bk(f) can
be interpreted as the error made confusing θk(f) and θk(Jnf).
+ According to the special choice of the weights τi,n, for any k ∈ Nd with ‖k‖∞ ≤Mn − 1, ηk is a
gaussian variables with variance equals to 1
n
, since from (2.2.9) and Assumption 2.3,
σ2k , Var(ηk) =
1
n
∑
i
τi,n [φk(xi)]
2 =
‖φk‖2w
n
=
1
n
.(2.2.17)
For the same reasons, for any k 6= l ∈ Nd, such that ‖k‖∞ ≤Mn − 1 and ‖l‖∞ ≤Mn − 1, the
variables ηk and ηl are independent, since
Cov(ηk, ηl) =
1
n
∑
i
τi,nφk(xi)φl(xi) =
〈
φ
(d)
k , φ
(d)
l
〉
w
= 0.(2.2.18)
Remark 2.2.2. The introduction of Assumption 2.3 is somehow artificial because it allows to give
a more transparent procedure. Due to (2.2.15) and (2.2.18), it ensures that we observe θk(f) + bk(f)
under the discrete gaussian model. If we assume no particular assumption on the noise, for instance
that σi = 1, it is not difficult to check that this statement remains true if we put
θ̂k =
∑
xi∈Ξn
√
τi,nYiφk(xi).
in our procedure. In this framework, we get that for any k ∈ N,
bk(f) = θk(Jn(fpn))− θk(f) = θk(Jn(fpn))− θk(fpn) + θk(f(pn − 1)),
where pn is any polynomial such that pn(xi) =
1√
τi,n
for any i ∈ {1, . . . ,Mn}d. Therefore, under no
restriction on the degree, if we select pn such that fpn ∈ Υw(m, c) and ‖f(pn − 1)‖w is sufficiently
small, our procedure works with the same efficiency.
Following these fundamental properties, the construction of our data-driven estimator is closely
related to the one given in WGN model. Let 0 < αn < 1 be a fixed coverage probability, then we
define 
Γn ,
{
k ∈ Nd : ‖k‖∞ ≤ Nd,n
}
,
In ,
{
k ∈ Nd : |Gk| ≤ 1 ; ‖k‖∞ ≤ N1,n
}
,
Λn ,
{
k ∈ Nd : |Gk| > 1 ; ‖k‖∞ ≤ Nn
}
,
where Gk is defined by (2.1.7) and if α0 > 1,
Nn ,
(
n
√
ln(α0/αn)
−1)2/(4m+d)
,
Ns,n , n1/(2m+s) , ∀ s ∈ N .
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Therefore, we also use projection estimators defined by f̂n =
∑
k∈Nd θ̂n,kφk and f̂
0
n =
∑
k∈Nd θ̂
0
n,kφk,
where
θ̂n,k ,
{
θ̂k, if k ∈ Γn,
0, if not,
θ̂0ε,k ,
{
θ̂k, if k ∈ In,
0, if not.
The decision rule relies on the event An = {Tn ≤ λa2n}, where λ > 0 is chosen such that λ > 2
√
1 + C,
where C is an universal constant defined in Lemma 2.3.1 and for any n ∈ N,
an ,
(
n−1
√
ln(α0/αn)
)2m/(4m+d)
Tn ,
∑
k∈Λn
(
θ̂2k − 1n
)
.
Finally, our procedure leads to the definition of a random variable ρ∗n, and an estimator f
∗
n defined
by
ρ∗n ,
{
an, on An,
ϕn , n−m/(2m+d), if not,
and f ∗n ,
{
f̂ 0n, onAn,
f̂n, if not.
Results. First, by analogy with Lemma 2.1.1, we get the control of the first type error for the
underlying test of additivity, under the following assumption on the level αn.
Assumption 2.4. Let αn > 0 be such that limn→∞ αn = 0 and there exist a > 0 such that
n−a = O(αn) .
Proposition 2.2.1. Assume that Assumptions 2.1, 2.3 and 2.4 are satisfied, then
lim sup
n−→+∞
α−1n sup
f∈Σ0
Pnf {ρ∗n = ϕn} ≤ 1.(2.2.19)
Remark 2.2.3. If we assume that ϕn is the MRC on Σ then Proposition 2.2.1 is the analogue of
Proposition 2.1.1.
Theorem 2.2.1. Let m > d
4
and assume that Assumptions 2.1 and 2.3 are satisfied ; then
¶ f ∗n is adapted to the ρ
∗
n i.e. there exist Mn = Mn(c,m, d, L) > 0 such that limn→∞Mn < ∞ and
for any n ∈ N,
R(r)n (f
∗
n,Σ, ρ
∗
n) ≤Mn .
· let ρ˜n be a random variable taking only two values ϕn and b˜n such that (2.2.19) holds when we
replace ρ∗n by ρ̂n and with limn→∞
b˜n
an
= 0, then
lim inf
n
inf
fn
R(r)n (fn,Σ, ρ˜n) =∞.
where the infimum is taken all the estimators measurable w.r.t to the observation vector Y(n).
Remark 2.2.4. We underline that the consideration of the discrete regression model involves an
additional restriction m > d
4
. It must be viewed as the minimal condition to impose on the smoothness
of the regression function f in order to counterbalance the massivity of the functionnal class Σ.
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One may wonder whether the restriction to the functional space Σ is reasonable or not, in particular
whether the functional class Υw(m, c) is small or not. We do not answer this question in a general
setting. Though, in the light of some existing results [10], we guess that for particular weights w(·),
Σw(m,L, c) is closely related to usual functional Sobolev classes. In that way, the last part of this
section is devoted to the presentation of two examples. In both framework, we would interpret the
control of the interpolation error with the help of some Sobolev smoothness parameter. First, we
introduce the functional class :
Ww(m, c) =
f ∈ L2(w) : ‖f‖2Wmw , ∑|β|≤m
∫
[−1,1]d
(∂βf)2(t)w(t)dt < c
 .
This functional class is quite similar to the ellipsoid Θw(m,L). In particular, it is well known that
that if we restrict to 2-periodic functions, W perw (m,L) = Θ
per
w (m,L). Thereafter, we present two
particular settings where Ww(m, c) ⊂ Υw(m, c).
2.2.3 Examples.
2.2.3.1 Study of Legendre design
Assume that w(t) = w1(t) = 1[−1,1]d(t), that is w(t) = w1(t) = 1[−1,1](t). Thus, the risk (2.2.14)
corresponds to the usual quadratic risk on [−1, 1]d. The orthonormal d-dimensional polynomial basis
is given by
∀ k ∈ Nd, φk(t) =
d∏
i=1
pi
(1)
ki
(ti),
where pi
(1)
k are the unidimensional Legendre polynomials. Denote by {x(1)j = cos(ϑj); j = 1 . . .M}
the M distinct zeros of pi
(1)
M . Therefore, there exist M real numbers ω
(1)
j , 1 ≤ j ≤M such that for any
p ∈ P2M−1(d), ∫
[−1,1]d
p(t)dt =
∑
i∈{1,...,M}d
(
d∏
s=1
ω
(1)
is
)
p(x
(1)
i1
, . . . , x
(1)
id
).
Moreover, we refer to Szego ([104]) for a good estimation for ϑj and ω
(1)
j . It is proved there exists
c, c′ > 0 such that for all 1 ≤ j ≤M ,
(2.2.20)
(
M − j + 1
2
)
pi
M
≤ ϑj ≤ (M − j + 1) pi
M
,
(2.2.21) cM−1
√
1− (x(1)j )2 ≤ ω(1)j ≤ c′M−1
√
1− (x(1)j )2.
Remark 2.2.5. In this special case the exact values of x
(1)
j and ω
(1)
j are not available. Neverthe-
less, several numerical algorithms such as Newton, Laguerre or Givens-Householder provide good
approximations with arbitrary accuracy i.e. that doesn’t depend on M (see Bernardi and Maday[10]).
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Combining the optimality of the Gauss quadrature formula and (2.2.20), Bernardi and Maday
[10] proved that there exists c∗ > 0, that only depends on w1(·), such that
(2.2.22) ∀ v ∈ L2(w1), ∀M ∈ N, ‖v − JM(v)‖w1 ≤ c∗M−m‖v‖2Wmw1
where JM(v) is the interpolation operator on the d-grid with nodes
{
x
(1)
i = (x
(1)
is
)ds=1 : 1 ≤ is ≤M
}
.
Finally, for any c > 0,
Ww1
(
m,
c
c∗
)
⊂ Υw1(m, c).
The analogue of Theorem 3.2.2is also valid if we take Σ = Ww1(m,
c
c∗ ) ∩Θw1(m,L).
2.2.3.2 Study of Chebychev design
Now, let w(t) = w2(t) = 1]−1,1[d(t)
∏d
i=1
1√
1−t2i
be the weight function. In this framework,
∀ k ∈ Nd, φk(t) =
d∏
i=1
pi
(2)
ki
(ti),
where for any k ∈ N, we set pi(2)k =: u ∈]−1, 1[→ cos(k arccos(u)) are the unidimensional Tchebychev
polynomials. In this particular case, the exact expressions of the zeros of pi
(2)
M are available :
∀ j = 1 . . .M, x(2)j = cos
((
M − j + 1
2
)
pi
M
)
.
Therefore, the d-dimensional observation grid is
{
x
(2)
i = (x
(2)
is
)ds=1 : 1 ≤ is ≤M
}
. Besides, the weight
coefficients can be exactly computed : ∀ j = 1, . . . ,M, ω(2)j = piM . Thus Assumption 2.3 involves
that σ2i = pi
−d for any i ∈ {1, . . . ,M}d.
As for the Legendre framework, it has been proved (see [10]) that there exists c∗∗ = c∗∗(w2) > 0
such that for any c > 0, Ww2
(
m, c
c∗∗
) ⊂ Υw2(m, cc∗∗). Thus, an equivalent result holds with Σ =
Ww2(m, c) ∩Θw2(m,L).
Remark 2.2.5. One can extend these results to any measure µ with compact support in Rd. For
example, if w(t) = 1[−a,a]d(t) or w(t) = 1]−a,a[d(t)
∏d
i=1
1√
a−t2i
, changing t to t′ = t/a brings us back
to the models considered.
2.3 PROOFS
2.3.1 Proof of Theorem 2.1.1
This proof is essentialy based on existing methods. For this reason, we refer to the previous
papers of Lepski [82] and Hoffmann and Lepski [83] for more details. The upper bound is proved
via a technical lemma concerning large deviations for square gaussian process. A detail proof of this
lemma can be founded in [82].
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Lemma 2.3.1. Let (ζi, i = 1 . . . , N) be a sequence of i.i.d. random variables with standard gaussian
distribution. Put SN =
∑N
i=1 (ζ
2
i − 1). Therefore, there exists C > 0 such that for all x ∈ [0, CN ],
P(SN ≥ x) ≤ exp
(
− x
2
4N(1 + C)
)
.
The lower bound is proved via the standard bayesian method. We construct a family of functions,
(fv)v∈V , such that d(fv,Σ0) is of order a. Then, we replace the risk related to a couple (θ̂, ρ̂) by
the uniform bayesian risk attached to this family.
2.3.2 Proof of Proposition 2.2.1
Assume that f ∈ Σ0, we have :
Pf (ρ∗n 6= an) = Pf (Acn) = Pf
(
Tn > λa
2
n
)
,
when according to (2.1.8) and (2.2.15) ,
Tn =
∑
k∈Λn
b2k(f) +
∑
k∈Λn
(
η2k −
1
n
)
+ 2
∑
k∈Λn
ηkbk(f)
≤
∑
k∈Nd
b2k(f) +
∑
k∈Λn
(
η2k −
1
n
)
+ 2
∑
k∈Λn
ηkbk(f).
Combining that m > d
4
with (2.2.18) involves η(Λn) = (ηk; k ∈ Λn) is a standard gaussian vector and
then using (2.2.16) we get
Tn ≤ ‖f − Jnf‖2w + n−1S(Λn) + Z(Λn),
where Z(Λn) ∼ N
(
0, 4n−1
∑
k∈Λn b
2
k(f)
)
and if for any A ⊂ Nd, we note S(A) = ∑k∈A (ζ2k − 1)
where ζk are independent standard gaussian variables.
Therefore, using that f ∈ Υw(m, c), we have
Pf (ρ∗n 6= an) ≤ Pf
(
n−1S(Λn) + Z(Λn) > a2n
(
λ− c2rn
))
≤ Pf
(
n−1S(Λn) > a
2
n
2
(
λ− c2rn
))
+ Pf
(
Z(Λn) >
a2n
2
(
λ− c2rn
))
.(2.3.1)
where we put qn = a
−2
n n
− 2m
d . We observe that the assumption m > d
4
produces that qn → 0 as
n→∞.
Put λn = λ− cqn, then a standard control of large deviations of gaussian variables entails that
Pf
(
Z(Λn) >
λna
2
n
2
)
≤ e−
λ2nna
4
n
32
∑
k∈Λn b2k(f) .
As we get that
∑
k∈Λn b
2
k(f) ≤ cn−
2m
d , we deduce that
(2.3.2) sup
f∈Σ0
Pf
(
Z(Λn) >
λna
2
n
2
)
≤ e−λ
2
nna
2
n
32cqn = γnαn ,
60
F.CHIABRANDO 2.3. PROOFS
with γn → 0 as n→∞.
Applying Lemma 2.3.1 with N = |Λn| = Ndn =
(
n−1
√
ln (α0/αn)
) −2d
4m+d
and x = xn =
λna2nn
2
, we
obtain that
(2.3.3) sup
f∈Σ0
P
(
n−1S(Λn) > λna
2
n
2
)
≤ e−
λ2n ln(α0/αn)
4(1+C) .
Assume that λ is chosen such that λ > 2
√
1 + C. Therefore, according to Assumption 2.4, for
sufficiently large n, we deduce from (2.3.1), (2.3.2) and (2.3.3) that
sup
f∈Σ0
Pf (ρ∗n 6= an) ≤
(
1
α0
+ γn
)
αn .
2.3.3 Proof of Theorem 2.2.1
2.3.3.1 Upper bound - ¶.
Assume that f ∈ Σ. Using that Σ ⊂ Υw(m, c), then
R(r)n (f
∗
n, ρ
∗
n) = sup
f∈Σ
Ef
{
(ρ∗n)
−2 ‖f ∗n − f‖2w
}
≤ 2
{
a−2n sup
f∈Σ
‖f − Jn(f)‖2w + sup
f∈Σ
Ef
{
(ρ∗n)
−2 ‖Jn(f)− f ∗n‖2w
}}
≤ 2
{
c2rn + sup
f∈Σ
R(1)n (f) + sup
f∈Σ
R(2)n (f)
}
,(2.3.4)
where we set  R
(1)
n (f) , Ef
{
a−2n ‖Jn(f)− f̂ (0)n ‖2w1An
}
R
(2)
n (f) , Ef
{
ϕ−2n ‖Jn(f)− f̂n‖2w1Acn
}
.
Now, we state a technical lemma that gives a control on the projection coefficient of Jn(f) with
respect of these of f .
Lemma 2.3.2. Let A be a subset of Nd, then for any n ∈ N and f ∈ Υw(m, c),∑
k∈A
θ2k(Jn(f)) ≤ 2
(
c2n−
2m
d +
∑
k∈A
θ2k(f)
)
.
First, combining (2.2.15) and ((2.2.16) as Nd,n < Mn, we deduce that for any f ∈ Σ,
R(2)n (f) ≤ ϕ−2n
∑
k 6∈Γn
θ2k(Jn(f)) + ϕ−2n
∑
k∈Γn
Ef
[
η2k
]
.
Moreover, applying Lemma 2.3.2 with A = Nd − Γn and from (2.2.18), it follows that
sup
f∈Σ
R(2)n (f) ≤ 2ϕ−2n
(
c2n−
2m
d + L2N−2md,n
)
+ ϕ−2n |Γn|n−1
≤ 2L2 + 1 + 2c2n− 2md ϕ−2n .(2.3.5)
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For any f ∈ Σ, due to (2.2.16) and (2.2.17) and that for n ∈ N, Nn < Mn < N1,n, we get
R(1)n (f) = a
−2
n
(∑
k 6∈In
θ2k(Jn(f))
)
Pf (An) + a−2n Ef
[
1An
∑
k∈In
η2k
]
≤ a−2n (Hn(f) +Kn(f))Pf (An) + n−1a−2n |In| ,(2.3.6)
where we put 
∆n ,
{
k ∈ Nd ; ‖k‖ ≤ Nn
}
,
Hn(f) ,
∑
k∈Λn θ
2
k(Jn(f)) =
∑
k∈Λn (θk(f) + bk(f))
2 ,
Kn(f) ,
∑
k 6∈∆n θ
2
k(Jn(f)) .
Therefore, from Lemma 2.3.2 and because f ∈ Σ ⊂ Θw(m,L), we get
R(1)n (f) ≤ 2L2 + 2c2qn + n−1a−2n |In|+ a−2n Hn(f)Pf
(
Tn < λa
2
n
)
.(2.3.7)
Next, for any given δ > 0, we define
Θn,δ ,
{
f ∈ Σ : Hn(f) ≤ 1 + δ
1− δλ
2a2n
}
.
Now, the uniform risk supf∈Σ R
(1)
n (f) = R
(1,1)
n ∨R(1,2)n where we define :
R(1,1)n , sup
f∈Θn,δ
R(1)n (f) and R
(1,2)
n , sup
f∈Σ−Θn,δ
R(1)n (f).
First, from (2.3.7) we easily bound from above the term R
(1,1)
n : for any n ∈ N,
R(1,1)n ≤ 2L2 + 2c2qn + n−1a−2n |In|+
1 + δ
1− δλ
2.(2.3.8)
Moreover, if we use that Σ−Θn,δ =
⋃
x>1+δ Θ(x) where we set for δ > 0,
Θ(x) ,
{
f ∈ Σ : Hn(f) = xλ
2a2n
1− δ
}
.
Assume that f ∈ Θ(x), (2.3.7) entails
R(1)n (f) ≤ 2L2 + 2c2qn + n−1a−2n |In|+
xλ2
1− δPf
(
Tn ≤ λa2n
)
.(2.3.9)
Now, we use that Tn = Hn(f) + ξn(f) + n
−1S(Λn), where S(Λn) is defined as in the proof of
Proposition 2.2.1 and
ξn(f) , 2
∑
k∈Λn
ηk(θk(f) + bk(f)).
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Due to (2.2.17) and (2.2.18), ξn(f) is a zero mean gaussian random variable with variance
Var(ξn(f)) = 4n−1
∑
k∈Λn
(θk(f) + bk(f))
2 = 4n−1Hn(f).
Hence, for any f ∈ Σ, the well known exponential inequality for standard gaussian variable involves
that
Pf (|ξn(f)| > δHn(f)) ≤ 2e−
δ2nHn(f)
2 .
Consequently for any f ∈ Θ(x),
Pf (Tn ≤ λ2a2n) ≤ Pf
(
(1− δ)Hn(f) + n−1S(Λn) ≤ λ2a2n
)
+ 2e−
δ2nHn(f)
2
≤ Pf
(
n−1S(Λn) ≤ −λ2(x− 1)a2n
)
+ 2e−λ
2∗xna2n .(2.3.10)
where we set λ2∗ =
δ2λ2
2(1−δ) .
Applying Lemma 2.3.1, it follows from (2.3.7) and (2.3.10) that if λ2∗∗ =
δ4λ2
4(1+C)
, then
sup
f∈Θ(x)
R(1)n (f) ≤ 2L2 + 2c2qn + n−1a−2n |In|+ Fn(x) ,
where
Fn(x) ,
xλ2
1− δ
(
2e−λ
2∗xna2n + e−λ
2∗∗(x−1)2 ln( α0αn )
)
.
Finally taking the supremum of the right hand side of the inequality above with respect to
x ≥ 1 + δ, when n is sufficiently large, we obtain the following upper bound for the term R(1,2)n :
R(1,2)n ≤ 2L2 + 2c2qn + n−1a−2n |In|+ Fn(1 + δ) .(2.3.11)
The result follows from (2.3.4), (2.3.5), (2.3.8) and (2.3.11). n
Proof of Lemma 2.3.2. If A denotes some subset of Nd, let pA be the orthonormal projection
operator on the subset of L2(w) spanned by {pik, k ∈ A}. Hence, using a standard hilbertian
argument we get∑
k∈A
θ2k(Jn(f)) = ‖pA(Jn(f))‖2w ≤ (‖pA(Jn(f)− f)‖w + ‖pA(f)‖w)2
≤ 2 (‖Jn(f)− f‖2w + ‖pA(f)‖2w) .
The conclusion follows from the definition of Υw(m, c).
2.3.3.2 Lower bound - ·.
We will check the optimality of ρ∗n defined in (2.1.9), considering an arbitrary RNF
ρ˜n = {an(ρ˜), ϕn(Σ)} ∈ Ωn(αn) such that an(ρ˜)an → 0 as n→ +∞. First, denotes by Bn the event
corresponding to the guess of additivity attached to ρ˜n, i.e.
Bn , {ρ˜n = an(ρ˜)} .
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Let us introduce some notations
C ,
[
L2
22β+(d−1)/2(d+1)
]− d
8β+2d
,
ψn , C
2
d+1
4
(
n−1
√
ln(α0/αn)
) 2β+d
4β+d
,
Nn , 2C−
4
dNn = 2C
− 4
d
(
n−1
√
ln(α0/αn)
)− 2
4β+d
.
For any n ∈ N, we define the subset of Nd
∆n ,
{
k ∈ Nd : ‖k‖∞ ≤ Nn
}
.
Now, we set
Vn ,
{
v = (vk1k∈∆n)k∈Nd : vk ∈ {−1, 1}
}
,
then we consider the subfamily of L2(µ) defined by
Un ,
{
fv =
∑
k∈Nd
θk(v)φk : v ∈ Vn
}
,
such that, for any k ∈ Nd,
θk(v) , ψnvk1k∈∆n .
In the sequel, the function fv is represented by the sequence of its projection coefficients,
θ(v) = (θk(v))k∈N. Moreover, we denote by P0 the probability measure attached to the observation
vector Y(n) when the true function is f = 0. If f = fv, this probability is denoted by Pv.
We easily check that Un ⊂ Σ. Indeed, according to the definition of C, we have for any v ∈ Vn :∑
k∈Nd
θk(v)
2
(
1 +
d∑
i=1
k2βi
)
= ψ2n
∑
k∈∆n
(
1 +
d∑
i=1
k2βi
)
≤ (d+ 1)ψ2nN2β+dn = L2.
Therefore, for any k ∈ ∆n let us define the following subsets of Vn :
V(1)k , {v ∈ Vn : vk = 1} , V(−1)k , {v ∈ Vn : vk = −1} ,
V(0)k ,
{
v = (vl)l∈∆n : ∀ l 6= k, vl ∈ {−1, 1} ; vk = 0
}
.
Besides, for any v ∈ Vn, we define the sequence v(k) =
(
v
(k)
l
)
l∈∆n
∈ V(0)k by :
v
(k)
l =
{
vl, if l 6= k,
0, if l = k.
If we set mn , Ndn − 1, we claim that there exists p0 > 0 such that for any k ∈ ∆n,
(2.3.12) Jk,n ,
1
2mn
∑
v∈V(0)k
Pv(Bn) ≥ p0.
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Let θ̂n be an arbitrary estimator of θ. We want to bound from below its risk (2.2.14) normalized by
(ρ˜n)n, using the uniform Bayesian risk on the family Un. According to the notations introduced
above, we have
Rn(θ̂n, ρ˜n,Σ) ≥ sup
θ∈Σ
Eθ
[
ρ˜−2n ‖θ̂n − θ‖21Bn
]
≥ sup
θ(v):v∈Vn
Eθ
[
a−2n (ρ˜)‖θ̂n − θ‖21Bn
]
≥ a
−2
n (ρ˜)
2|∆n|
∑
v∈Vn
Ev
[
‖θ̂n − θ‖21Bn
]
≥ a
−2
n (ρ˜)
2|∆n|
∑
v∈Vn
∑
k∈∆n
Ev
[
(θ̂n,k − θk(v))21Bn
]
≥ a
−2
n (ρ˜)
2|∆n|
∑
k∈∆n
 ∑
v∈V(1)k
Ev
[
(θ̂n,k − ψn)21Bn
]
+
∑
v∈V(−1)k
Ev
[
(θ̂n,k + ψn)
21Bn
] .(2.3.13)
For any k ∈ ∆n and v ∈ V(1)k we define Z(1)k,v = dPvdP
v(k)
. If v ∈ V(−1)k , this random variable is denoted
by Z
(−1)
k,v . Hence, the following expansions hold ln
(
Z
(1)
k,v
)
=
√
ωk,n(x)ζk − ωk,n(x)2 ,
ln
(
Z
(−1)
k,v
)
= −√ωk,n(x)ζk − ωk,n(x)2 ,
where ζk is a gaussian standard random variable and
ωk,n(x) = nψ
2
n
∑
i∈Ξn
τi,nφ
2
k(xi).
Due to (2.2.9), we obtain that ωk,n(x) = nψ
2
n.
* Notice that these variable do not depends on parameter v. In what follows, we omit the index v
for this notation.
Therefore, using that nψ2n → 0 as n→ +∞, we have
Varv(k)
(
Z
(1)
k
)
= enψ
2
n − 1 −→ 0, n→ +∞ .
Similar statement holds replacing Z
(1)
k by Z
(−1)
k . Hence, the simple use of Markov inequality
involves that these two random variables tend in Pv(k)-probability to 1. It is quite simple to check
that thess convergences are uniform w.r.t to the parameters (k, v) ∈ ∆n ×Vn. It entails that for any
δ ∈]0, 1[, for sufficiently large n and for any k ∈ ∆n and v ∈ Vn,
(2.3.14) Pv(k)
({
Z
(1)
k < 1− δ
}
∪
{
Z
(−1)
k < 1− δ
})
≤ δ .
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Now, for any k ∈ ∆n, we define
Dk ,
{
Z
(1)
k ≥ 1− δ
}
∩
{
Z
(−1)
k ≥ 1− δ
}
.
Therefore, following from (2.3.13),
Rn(θ̂n, ρ˜n,Σ) ≥ a
−2
n (ρ˜)
2|∆n|
∑
k∈∆n
∑
v∈V(1)k
Ev(k)
[
Z
(1)
k (θ̂n,k − ψn)21Bn
]
+
a−2n (ρ˜)
2|∆n|
∑
k∈∆n
∑
v∈V(−1)k
Ev(k)
[
Z
(−1)
k (θ̂n,k + ψn)
21Bn
]
≥ a
−2
n (ρ˜)
2|∆n|
∑
k∈∆n
∑
v∈V(0)k
Ev
[(
Z
(1)
k (θ̂n,k − ψn)2 + Z(−1)k (θ̂n,k + ψn)2
)
1Bn∩Dk
]
.
Using (2.3.14) and that (a− b)2 + (a+ b)2 ≥ 2b2, we obtain
Rn(θ̂n, ρ˜n,Σ) ≥ 2(1− δ)ψ
2
na
−2
n (ρ˜)
2|∆n|
∑
k∈∆n
∑
v∈V(0)k
Pv {Bn ∩Dk}
≥ 2(1− δ)ψ2na−2n (ρ˜)
∑
k∈∆n
1
2|∆n|
∑
v∈V(0)k
[Pv(Bn)− Pv(Dck)] .
Due to (2.3.12) and (2.3.14), as soon as we select δ sufficiently small, that is for instance
δ < (p0
2
∧ 1
2
) it follows that
Rn(θ̂n, ρ˜n) ≥ p0
2
a−2n (ρ˜)ψ
2
n|∆n|.
The results follows since ψ2n|∆n| ≥ C−2a2n and because an(ρ˜)an → 0 as n→ +∞. n
Proof of (2.3.12). With same notations as above, we set for any k ∈ ∆n
Zk,n ,
1
2mn
∑
v∈V(0)k
dPv
dP0
(Y),
such that Jk,n = E0 [Zk,n1Bn ].
Moreover, since ρ˜n ∈ Ωn(αn) and 0 ∈ Σ0, we have for any δ > 0, and sufficielntly large n ∈ N :
α−1n P0(Bcn) ≤ 1 + δ.
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Therefore, for any c > 0,
Jk,n ≥ E0
[
Zk,n1Bn + cα
−1
n 1Bcn
]− c(1 + δ)
≥ E0
[
inf
Fn
[
Zk,n1Fn + cα
−1
n 1F cn − c(1 + δ)
]] ≥ E0 [Zk,n1Zk,n<cα−1n ]− c(1 + δ)
≥ 1
2mn
∑
v∈V(0)k
Pv(Zk,n < cα−1n )− c(1 + δ)
≥ 1− c(1 + δ)− αn
c2mn
∑
v∈V(0)k
Ev(Zk,n) ≥ 1− c(1 + δ)− c−1αnE0(Z2k,n).(2.3.15)
The exact expression of the ratio Zk,n is given by
Zk,n =
1
2mn
∑
v∈V(0)k
exp
(
n
∑
i∈Ξn
τi,nfv(xi)εi − n
2
∑
i∈Ξn
τi,nf
2
v (xi)
)
.
Combining (2.2.9) and that for any v ∈ V(0)k , fv are polynomials with degree lower than Nn < Mn
and using that by orthonormality of Φ, ‖fv‖w = mnψ2n, we have
Zk,n =
e−
mnnψ
2
n
2
2mn
∑
v∈V(0)k
exp
(
n
∑
i∈Ξn
τi,nfv(xi)εi
)
.
Then, taking square we obtain
Z2k,n =
e−mnnψ
2
n
22mn
∑
v1,v2∈V(0)k
exp
(
n
∑
i∈Ξn
τi,n(fv1(xi) + fv2(xi))εi
)
=
e−mnnψ
2
n
22mn
∑
v1∈V(0)k
mn∑
r=0
∑
J :|J |=r
eW (v
1,J),(2.3.16)
where for any subset J ∈ ∆n − {k} with cardinality 0 ≤ r ≤ mn and any v1 ∈ V(0)k , we define the
random variable
W (v1, J) , 2nψn
∑
i∈Ξn
∑
k∈J
τiv
1
kφk(xi)εi.
According to Assumption 2.3, the quadrature formula (2.2.9) and the orthonormality of Φ,
W (v1, J) is clearly a zero mean gaussian variable with variance equals to
Var(W (v1, J)) = 4rnψ2n.
Finally, if Cn,p denotes the binomial coefficient (n ≥ p ∈ N), from (2.3.16) we deduce that
E0[Z2k,n] =
e−mnnψ
2
n
22mn
∑
v1∈V(0)k
mn∑
r=0
Cmn,r e
2rψ2nn =
e−mnnψ
2
n
2mn
(
1 + e2ψ
2
nn
)mn
=
(
eψ
2
nn
2
+
e−ψ
2
nn
2
)mn
=
(
cosh(ψ2nn)
)mn
.
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Because for any x ∈ R, cosh(x) ≤ ex2 and according to the definitions of ψn and Nn we obtain
E0[Z2k,n] ≤ exp(Ndnψ4nn2) = α−1/2n .(2.3.17)
If we assume that for sufficiently large n, we have αn ≤ 1/20 and after optimization w.r.t. c > 0, we
deduce from (2.3.15) and (2.3.17) that
Jn ≥ 1− 2√
2
√
5
(1 + o(1)).
It ends the proof of Theorem 2.2.1. n
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Chapitre 3
Estimation avec normalisation ale´atoire
sous regression additive
Abstract
This chapter is devoted to the extension of the procedure developed in chapter 2 to the statistical
model of regression with random design. We first present a discussion about αn-adaptation to addi-
tive structure (1.1.1) under the consideration of an isotropic Sobolev ball and a general assumptions
on the noise. Secondly, we mention how to extend the construction of optimal RNF w.r.t. partial
additive structure under anisotropic Sobolev ball. This chapter also contains a discussion concerning
the probabilistic tools allowing to analyse optimality of our procedure. In particular, we present a
sharp tail deviation inequality for degenerate U-statistic of order 2.
3.1 Adaptation with RNF to additivity property
3.1.1 Introduction
Let a statistical experiment be generated by the observation Zn obtained in the d-dimensional
homoscedastic regression model i.e. Z(n) = {(X1, Y1), . . . , (Xn, Yn)} is such that
(3.1.1) Yi = f(Xi) + εi, i = 1, . . . , n.
where
? Xi = (X
(j)
i ; j = 1, . . . , d) are i.i.d. random vectors uniformly distributed on [−1, 1]d.
? εi are i.i.d. centered noise with known variance σ
2
ε .
? f ∈ L2([−1, 1]d) denotes the d-dimensional function to recover.
Assume that Φ = (φk)k∈Nd is an orthonormal basis of L2([−1, 1]d) and consider the Sobolev ball :
(3.1.2) Σ = Σd(β,Q, L,Φ) ,
{
f ∈ L2([−1, 1]d) ∩ L∞(Q) :
∑
k∈Nd
θ2k(f)
(
1 +
d∑
i
k2βi
)
< L
}
,
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where β > 0, L > 0, Q > 0 and θk(f) are the projection coefficients of f on the basis Φ i.e. for any
k ∈ Nd,
(3.1.3) θk(f) =
∫
[−1,1]d
f(t)φk(t)dt.
Notice that the parameter β > 0 measures the smoothness of the regression function.
Remark 3.1.1. Notice that if β ∈ N and Φ is chosen as the 2-periodic Fourier basis, this ball
corresponds to the periodic Sobolev class W β2,d(M) of functions satisfying sup|m|=β ‖∂
mf
∂xm
‖22 ≤ M and
the periodic boundary conditions Dkf(−1) = Dkf(1) for any k ∈ {0, . . . ,m− 1}.
It is well known that MRC on Σ is ϕn(Σ) = ϕn(β, d) = n
− β
2β+d . However, the dimension parameter
d no longer appears in the expression of the minimax estimation accuracy on the subset of additive
functions,
Σ0 =
{
f ∈ Σ : ∃fs : R→ R, s = 1, . . . , d : f(t) =
d∑
s=1
fs(ts)
}
.
Stone has shown that the MRC on Σ0 is ϕn(Σ0) = ϕn(β, 1)  ϕn(Σ). Indeed, if f satisfies to this
structural assumption, one can estimate each of the univariate components with the unidimensional
rate. Therefore, it seems interesting to test the additivity of a multidimensional function in order to
improve the quality of estimation. Now, let us discuss required assumptions on the projection basis
Φ and on the regression noise.
3.1.2 Assumptions
Assumption 3.1. [Assumptions on the projection basis Φ]
Assume that there exists φ = (φ
k
, k ∈ N), an orthonormal basis of L2([−1, 1]) such that for any
k = (k1, . . . , kd) ∈ Nd, for any l ∈ N,
φk(t) = φk(t1, . . . , td) = φk1
(t1) . . . φkd
(td) , ∀ t = (t1, . . . , td) ,∫
[−1,1] φl(u) du = δ(l, 0) ,
where δ(·, ·) denotes the Kronecker symbol.
According to the Parseval formulas, the square of the quadratic error of any estimator can be
given in function of the sum of its square φ-coefficients. A crucial point is that, due to orthogonality
property combined with Assumption 3.1, the feature of the additive structure can be detect via the
nullity of part of φ-coefficients . The construction of our test relies on a sharp estimation of the sum
of the squares of these coefficients.
We also add a technical assumptions concerning the basis functions. To do that we need to
70
F.CHIABRANDO 3.1. ADAPTATION WITH RNF TO ADDITIVITY PROPERTY
introduce some preliminary notations. Let us define the following subsets of Nd :
Bδ(k) ,
{
k′ ∈ Nd : δ(k, k′) ≤ 2} ,
Λn ,
{
k ∈ Nd : ‖k‖ < Nn ; δ(k, 0) > 1
}
,
B∗δ (k) , Bδ(k) ∩ Λn.
(3.1.4)
where α0 > 0 is a constant to be tuned and the scale parameter is
Nn ,
n√ln(α0
αn
)−1 24β+d .(3.1.5)
Then, we introduce the kernels :
ϑ∗,Φ(x, y) ,
∑
k∈Λn
φk(x)φk(y), ϑ∗∗,Φ(x, y) ,
∑
k∈Λn
∑
k′∈B∗δ (k)
φk(x)φk′(y).
Assumption 3.2. Assume that there exists ϑ1, ϑ2, ϑ3 and ϑ4 > 0 such that for all p ∈ 4N
¬ max
[
Eϑp∗,Φ(X1, X1) ; Eϑ
p
∗,φ(X1, X2)
] ≤ ϑp1|Λn|p,
­ Emaxi ϑp∗,Φ(Xi, Xi) ≤ ϑp2|Λn|p,
® Emaxi 6=j ϑp∗,Φ(Xi, Xj) ≤ ϑp3|Λn|p.
¯ Eϑ2∗∗,Φ(X1, X1) ≤ ϑ24|Λn|2(1+
2
d
).
Remark 3.1.2. Assumption 3.2 is obviously satisfied for uniformly bounded basis. We just need to
remark that maxk∈Nd |B∗δ (k)| ≤ d(d−1)2 |Λn|
2
d .
Assumption 3.3. Assume that there exists a, ν > 0 positive constants and a scale sequence (ωn)n∈N∗
such that
¬ ∀m ∈ N∗, E(|ε|m) ≤ ammνm.
­ ∃ c < 1
2
, ωn = On(nc).
® ∀m,n ∈ N∗, E maxi=1,...,n |εi|m ≤ ωmn mνm.
Here the notation un = On(vn) means that lim supn→∞ unvn is finite.
Assumption 3.3 ­ and 3.3 ® refer to the extreme values theory. This constraint clearly avoids
the consideration of heavily tailed noise distributions. We mention the papers of Galambos [36],
Gnedenko[41] or Leadbetter [69] for general results about the extreme values theory. Here, we un-
derline that Assumption 3.3 is satisfied for a large sample of standard distributions. Let us consider
several examples :
• If ε1 is bounded by a constant M > 0, then a = ωn = M and ν = 0.
• If ε1 has the gaussian distribution, condition (A) is satisfied with ωn =
√
ln(n) and ν = 1
2
.
• In the case of the Laplace distribution, ωn = ln(n) and ν = 1.
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This following assumption is related to the proof of optimality (Lower bound) of our RNF. It is
based on a smoothness restriction for the log-density of the observation sample.
Assumption 3.4. Assume that the log-density function of the variable ε1, denoted by h(·), is s-
differentiable at almost every point (with respect to the Lebesgue measure).
¬ If 2β > d, we assume that s = 2 and that there exists ah > 0, γ >
d
2β
and w1(·) such that
(i) sup|v|≤u
∣∣∣h(t+ v)− h(t)− vh′(t)− v22 h′′(t)∣∣∣ ≤ |u|2+γw1(t, u) ,
(ii) w1,q(u) = E|wq1(ε, u)| is bounded on a neighbourhood of 0 , for any q = 1, 2 ,
(iii) max (E|h′(ε)|p ; E|h′′(ε)|p) ≤ pahp , for all p ∈ N .
­ If 4β > d ≥ 2β, we assume that s = 3 and that there exists ah > 0, γ′ > d−2β2β > 0, w2(·) such
that 
(i) sup|v|≤u
∣∣∣h(t+ v)− h(t)− vh′(t)− v22 h′′(t)− v36 h(3)(t)∣∣∣ ≤ |u|3+γw2(t, u)
(ii) w2,q(u) = E|wq2(ε, u)| is bounded on a neighbourhood of 0 , for any q = 1, 2 ,
(iii) max
(
E|h′(ε)|p ; E|h′′(ε)|p ; E|h(3)(ε)|p) ≤ pahp , for all p ∈ N .
Remark 3.1.3. In the case of a gaussian noise, h(x) = −x2
2
is infinitely differentiable on R and
then Assumption 3.4 is satisfied with w1 = w2 = 0. This condition is also satisfied by more general
Laplace distributions, where h(x) = a|x|c + b, when a < 0, b > 0 and c > 0.
3.1.3 Construction of the α-optimal couple
The method is based on a sharp estimation of ‖f−pf‖2, where pf denotes the orthogonal projection
of f on Σ0. We would accept additive assumption if this estimator is not too large and reject it if
not. This testing step allows a data-driven selection of the estimator.
3.1.3.1 Linear estimation
Depending on whether the test confirm or not the null hypothesis, we will use standard linear
minimax estimate on Σ0 or on Σ. These projection procedures are mainly determined by the set of
coefficients to estimate. In that way, we define the subsets of Nd, Γn ,
{
k ∈ Nd : ‖k‖ < Nd,n
}
,
In ,
{
k ∈ Nd : ‖k‖ < N1,n ; δ(0, k) ≤ 1
}
,
(3.1.6)
where if ‖k‖ = ‖k‖∞ = maxi=1,...,d ki and for any u = (u1, . . . , ud), v = (v1, . . . , vd) ∈ Nd, we denotes
by δ(u, v) =
∑d
i=1 1ui 6=vi the Hamming distance between en u and v, the scale level are defined by
Ns,n , n
1
2β+s , ∀ s ∈ N .
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These sets localize the significative projection coefficients in accordance to the structure of the target
function f .
In the regression model, we estimate each of these projection coefficients via standard Monte-Carlo
estimators. For any n ∈ N we define
f̂n ,
∑
k∈Γn
θ̂kφk, f̂
o
n ,
∑
k∈In
θ̂kφk ,
where for any k ∈ Nd, we put
(3.1.7) θ̂k ,
1
n
n∑
i=1
Yiφk(Xi) .
Remark 3.1.4. That is well known that these estimators are respectively minimax optimal on the
class Σ and Σ0.
3.1.3.2 Adaptive estimation and α-optimal RNF
Similarly to the procedure presented in chapter 2, we detect the additive structure via estimation
of the projection of f on the subspace spanne by (φk ; k ∈ Λn) where Λn is defined in (3.1.4). In the
light of (2.1.8), the test of the additive structure is based on the unbiased estimation of Θ(Λn) =
Θf =
∑
k∈Λn θ
2
k(f) via the U-statistic
Tn ,
1
n(n− 1)
∑
k∈Λn
∑
i 6=j
YiYjφk(Xi)φk(Xj).
Then, the acceptance of the structural assumption depends on whether Tn overpasses some threshold
ςn = λa
2
n or not. Consequently, we define the event
An ,
{
Tn ≤ λa2n
}
.
The threshold of the procedure is given by
an ,
[
n−1
√
ln(α0/αn)
] 2β
4β+d
.
The parameters are chosen such that α0 = 3e
4 and λ = λ = 3eK1 (σ
2
ε ∨Qϑ1σ2ε ∨Q4ϑ1). Here K1 =√
3CDM−2CR where CDM−2 and CR are the univsersal constants respectively defined in Proposition
3.3.1 and Proposition 3.3.2 ; ϑ1 is the constant defined in Assumption 3.2 ¬
Remark 3.1.5. Notice that both are independent of L, Q and σε. Consequently our procedure is
adaptive with respect to these nuisance parameters.
Finally, we use the decision based on An to select the more appropriate estimator and then to
construct a suitable RNF, that may be understood as the accuracy guarantees by this procedure :
ρ∗n ,
{
an, on An,
ϕn(Σ), on A
c
n,
f ∗n ,
{
f̂ on, on An,
f̂n, on A
c
n.
(3.1.8)
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3.1.4 Main results
3.1.4.1 An optimal RNF
Assumption 3.5. Assume that limn→∞ αn = 0 and that there exists a > 0 such that for any n ∈ N,
αn ≥ n−a.
Assumption 3.5 allows αn to decrease polynomially with n. This property is important to guarantee
the adaptive minimax property of f ∗n (see Proposition 1.4.3). On the other hand, this assumption
prohibits αn to vanish exponentially with n and then to consider an > ϕn(Σ).
Theorem 3.1.1. Assume that β > d/4, d > 2 and that Assumptions 3.1, 3.2, 3.3 and 3.5 are
satisfied. Then,
¶ lim supn→∞ α
−1
n supf∈Σ0 Pf (ρ
∗
n = ϕn(Σ)) ≤ 1,
· there exists M > 0, ζn > 0 such that limn→∞ ζn = 0 and for large enough n ≥ 0,
R(r)(ρ∗n,Σ, f
∗
n) < M + ζn .
Remark 3.1.6. This theorem involves that ρ∗n ∈ Ωn(αn) and f ∗n is adapted to the RNF ρ∗n. The exact
expressions of the constant M and ζn can be found in the proof.
Remark 3.1.7. . This statement provides a strategy to construct confidence balls uniformly on Σ
with smaller radius than the ones deduced from the minimax approach. In the sequel, (subsection
3.1.4.2) we focus our attention on the problem of adaptive confidence balls.
The lower bound (optimality in the sense of Definition 1.4.4) of the procedure is proved under
rather different conditions on the noise distribution (Assumption 3.4).
Theorem 3.1.2. Assume that β > d/4, d > 2. and that Assumptions 3.1, 3.2, 3.3, 3.4 and 3.5 are
satisfied. Then, ρ∗n is α-optimal one compared to the family {Σ,Σ0} and f ∗n is α-adaptive.
Following Hoffmann and Lepski [83], let us discuss the adaptive property of the estimator f ∗n.
Because of the choice of
f ∗n1ρ∗n=an = f̂
o
n
that is minimax on Σ0 and ϕn(Σ0) = n
− β
2β+1 , there exists a relevant choice of αn that allows f
∗
n to
be adaptive w.r.t. additive structure (see Proposition 1.4.3 and Remark 1.4.7).
Corollary 3.1.1. Let αn = n
−s with s ≥ 2β
2β+1
. If β > d/4, d > 2 and that Assumptions 3.1, 3.2 and
3.3 are satisfied ; then f ∗n is an adaptive estimator w.r.t. the family {Σ0,Σ}.
Corollary 3.1.1 guarantees that the constructed estimator adapts to the additive structure in the
sense that its adaptive risk
R(a)n (f
∗, {Σ,Σ0}) = sup
f∈Σ
Ef
[
ϕn,a(f)
−2‖f ∗ − f‖2] ,
where the adaptive accuracy is
ϕn,a(f) = ϕn(Σ0)1f∈Σ0 + ϕn(Σ)1f∈Σ/Σ0 ,
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is asymptotically bounded.
However, in our procedure the nuisance parameter κ = (β,Q, L) is supposed to be known a priori.
An interesting question in this context is : how to build an estimator that adapts simultaneously to
the structural additive assumption but also to the nuisance parameter κ ?
Intuitively, the answer is rather clear in a convenient setting. Assume that f ∈ Σd(β,Q, L,Φ),
where κ = (β,Q, L) is supposed unknown but belonging to Ψ = [β∗, β∗]× (0, Q∗]× (0, L∗]. Suppose
that the statistical problems of adaptation have been separately solved for the families {Σ(κ), κ ∈ Ψ}
and {Σ0(κ), κ ∈ Ψ}. Hence, denote by f (a)n and f (a)0,n the adaptive estimators w.r.t. these functional
sets. We conjecture that the estimator,
f ∗n =
{
f
(a)
0,n , on An,
f
(a)
n , on Acn.
is still αn-adaptive w.r.t. {Σ(κ∗),Σ0(κ∗)} where κ∗ = (β∗, L∗, Q∗) but is also adaptive in the sense of
Definition 1.3.1 for the whole family {Σ(κ),Σ0(κ);κ ∈ Ψ}.
We refer to Lepski and Goldenshluger [84] for a structural adaptation method in the multivariate
WGN model. Their procedure consists in a data driven selection of kernel estimator bandwidth.
3.1.4.2 Confidence balls
As explained in the Introduction, the principle of the risk with RNF is motivated by the construc-
tion of ”adaptive” confidence balls for the regression function f . Following the minimax approach,
sharp euclidian confidence ball on Σ can be deduced from any couple
(
f̂n, ϕn(Σ)
)
and Mn > 0, where
ϕn(Σ) is proved to be the minimax rates of convergence on Σ and the estimator f̂n is such that
Rn(f̂n,Σ, ϕn(Σ)) ≤Mn , ∀n ∈ N.
Therefore, a rough approach, based on the use of Chebychev inequality, leads to consider
B‖·‖
(
f̂n, cϕn(Σ)
)
=
{
g ∈ L2([−1, 1]d) : ‖f̂n − g‖ ≤ cϕn(Σ)
}
as a fixed-length confidence ball for f , with probability of coverage 1− %(n, c), where %(n, c) = Mn
c2
.
Conversely, if the statistician specifies a required level % > 0 for the confidence ball, the constant c
need to be chosen as
c =
√
Mn
%
.
However, unless we have a prelimay strong guess on the particulars features of f , Σ is usually too
massive and then ϕn(Σ) is too large i.e. L
∗
%(Σ) too large.
As we have seen in the Introduction, recent papers have been devoted to the construction of
adaptive confidence balls with significative smaller radius or expected radius over one or several
subsets of Σ. The approach of risk with RNF provides a new technique to overcome this difficulty via
an algorithm based on the hypothesis testing. Therefore, replacing the minimax item
(
f̂n, ϕn(Σ)
)
by
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(f ∗n, ρ
∗
n), and then Mn by M
(r)
n such that R
(r)(ρ∗n,Σ, f
∗
n) ≤M (r)n . Following the standard construction
via the application of Chebychev inequality, the confidence ball obtained is now B‖·‖
(
f ∗n, c(r)ρ
∗
n
)
where
c(r) =
√
M
(r)
n
%
.
Notice that usually the bound M
(r)
n is a bounded sequence depending on the parameters of the
model (L, Q and σ2ε), and then is hardly known in practice. When no information is available about
these parameters, we need to fit to M
(r)
n are alternatively to bound it from below. Contrary to
B‖·‖
(
f̂n, cϕn(Σ)
)
, this region gets a variable size. Moreover, it is quite easy to prove that L%(B‖·‖
(
f ∗n, c(r)ρ
∗
n
)
,Σ) ≈ c(r)ϕn(Σ) ,
L%(B‖·‖
(
f ∗n, c(r)ρ
∗
n
)
,Σ0) ≈ c(r) (an + αnϕn(Σ)) .
Therefore, if αn is sufficiently small, our procedure insures the construction of confidence region such
that L(B‖·‖
(
f ∗n, c(r)ρ
∗
n
)
,Σ0) ≈ c(r)an.
An interesting problem is related to the case where % = %n is allowed to decrease to zero as the
number of observation increases. Indeed, for large value of n, the constant c(r) can be quite large
and then heavily lessen the efficiency of such construction. To cope with this growing term, we aim
to lessen the contribution of %n in the expression of the radius of the confidence ball. In fact, the
use of Chebychev inequality involves a strong dependence in % for the ball radius and a great loss of
informations. We provide a more convenient result, with the help of a sharp exponential inequality
for the statistic ‖f ∗n−f‖. Hence, the result concerning the tail probabilities of degenerate U-statistics,
exposed in the Section 3.3, permits the constructtion of %-level confidence ball centered on f ∗n with
a random radius of order r∗0 ln
c(%)ρ∗n with c > 0.
Such improvement requires some mild assumptions on the projection basis Φ. Thus, we introduce
the kernels
ϑ∗,Φ,I(x, y) ,
∑
k∈In
φk(x)φk(y), ϑ∗,Φ,Γ(x, y) ,
∑
k∈Γn
φk(x)φk(y) ,
where In and Γn are defined in (3.1.6).
Assumption 3.6. Assume that there exists ϑ11, ϑ22, ϑ33 > 0 such that for all p ∈ 4N
¬ max
[
Eϑp∗,Φ,I(X1, X1) ; Eϑ
p
∗,φ,I(X1, X2)
] ≤ ϑp11|In|p,
­ Emaxi ϑp∗,Φ,I(Xi, Xi) ≤ ϑp22|In|p,
® Emaxi 6=j ϑp∗,Φ,I(Xi, Xj) ≤ ϑp33|In|p.
In like manner, we need to impose some restriction on the subspace {φk ; k ∈ Γn}.
Assumption 3.7. Assume that there exists ϑ111, ϑ222, ϑ333 > 0 such that for all p ∈ 4N, ¬, ­ and
® above are true when we replace In by Γn and the ϑss by ϑsss .
According to the above assumptions on the basis Φ, we prove an technical result that allow the
construction of sharp confidence ball.
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Theorem 3.1.3. Let (f ∗n, ρ
∗
n) be the pair of random variables defined in (3.1.8). Under the assump-
tions of Theroem 3.1.1 and if Assumptions 3.6 and 3.7 are satisfied, then for any c = cn > 0, such
that there exists C+ > 0 and κ+ > 0 such that for any n ∈ N, c < C+ lnκ+(n), then
sup
f∈Σ
Pf (f ∈ B (f ∗n , cρ∗n)) ≥ 1− %n(c) ,
where there exists polynomial functions t1,n(·), t3,n(·), ps,n(·), ps,n,Γ(·), s = 1, 2, 3, and some constants
K∞ > 0, C∞ > 0 κ∞ > 0, depending on the model and on C+ and κ+, such that
%n(c) ≤ C∞n2e−K∞nκ∞ +
3∑
s=1
e4e−ps,n(t1,n(c)/3) + e4e−ps,n,Γ(t3,n(c)/3) .
Remark 3.1.8. Notice that the exact statement of the exponential mixtures can be founded into the
proof. We refer to (3.4.39), (3.4.41), (3.3.7) and (3.5.29) for more details.
Following from this theorem, we are now able to reduce the dependence of the ball radius on %.
Assume that we consider a level %n > 0, such that for any n ∈ N, %n ≤ %0n−κ% , for a given %0 > 0 and
κ% > 0. Theorem 3.1.3 clearly involves that for there exists bounded Mn,0 > 0, κ0 > 0, depending on
the model and on %0 and κ% such for any n ∈ N the region
B∗ = B
(
f ∗n , Mn,0ρ
∗
n
κ0
√
ln(1/%n)
)
is a minimax confidence ball with probability of coverage probability 1− %n on Σ. Therefore, in the
case where we expect that %n tends with polynomial rate to 0, the radius of the confidence ball is
affected with a logarithmic factor. Then, if αn is small, this region insures a coverage probability of
1− %n on Σ with expected length : L%n(B
∗,Σ) ≈ κ0√ln(1/%n)ϕn(Σ) ,
L%n(B∗,Σ0) ≈ κ0
√
ln(1/%n)an .
3.2 Adaptation to different degrees of additivity
3.2.1 Introduction
A natural extension of the procedure presented in the previous section concerns the adaptation
to some kind of pseudo-additive structure. Here, we intend to detect some kind of ”block additive”
structure for the target function.
Let us consider the following structural assumption for the regression function :
(3.2.1) f(x) =
r∑
l=1
fl(xl), , x = (x1, . . . , xd) ∈ Rd,
where for a given partition of {1, . . . , d}, I = (Il)1≤l≤r, and for any l ∈ {1, . . . , r} we note xl = (xi :
i ∈ Il) and fl : R|Il| −→ R.
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EXAMPLE 3.2.1.
Assume that r = d, then (3.2.1) is equivalent to additive framework (1.1.1). We stress that r = 1
means that no structural assumption is expected for f , whereas if 1 < r < d, we expect additivity
towards a set of multidimensional components of the predictor x. Remark also that the partial
additive structure defined above, is a particular case of additive multi-index model studied by Lepski
and Goldenshluger [84].
In this framework, we make the initial assumption that f belongs to the anisotropic Sobolev ball
Σ = Σ
(
β, L,Q,Φ
)
=
{
f ∈ L2([−1, 1]d) ∩ L∞(Q) :
∑
k∈Nd
θ2k(f)
(
1 +
d∑
i=1
k2βii
)
≤ L2
}
where β = {β1, . . . , βd} is the smoothness vector, L > 0, Q > 0. The components βi > 0 measure
the directional smoothness of the target function ; θk(f) still denotes the k-th Φ-coefficient of f one
compared to a given orthonormal basis Φ = (φk)k∈Nd of L2([−1, 1]d).
EXAMPLE 3.2.2 (Significative variable).
The problem of detection of ’significative variable’ [83] is slightly different but is covered here. Indeed,
if the target function can be expanded as
(3.2.2) f(t) = f(t1, . . . , td) = F (ti1 , . . . , tis)
where F : Rd → R, then f satisfies to (3.2.1) with I = {I1 = {i1, . . . , is} ; I2 = Ic1} and βi = ∞ for
i ∈ I2.
It is well known (see Barron and al. [7]) that the minimax rate of convergence on Σ is ϕn(Σ) =
n−
β
2β+1 , where β corresponds to the harmonic mean of the directionnal smoothness :
1
β
=
d∑
j=1
1
βj
.
Therefore, under the assumption that (3.2.1) holds, the minimax accuracy does not only depend on
the vector β but also on the partition I. Indeed, each of the components fl can be estimated with
the accuracy n−
β(l)
2β(l)+1 where for any l ∈ {1, . . . , r}
1
β(l)
=
∑
i∈Il
1
βi
.
Consequently, following the minimax approach, any function satisfying to (3.2.1) can be estimated
with the accuracy n−
β∗
2β∗+1 where
β∗ = β∗(I) , min
l=1,...,r
β(l).
EXAMPLE 3.2.3.
Assume that f ∈ Σ((β1, β2, β3), L,Q,Φ) with β1 < β2 = β3 = 2β1 and consider the partitions
I(1) = {{1}; {2, 3}} and I(2) = {{3}; {1, 2}}. If f satisfies to (3.2.1) with I = I(1), then β∗ = β1,
though if I = I(2) we see that 2β1
3
. Thus, the enhancement of estimation accuracy due to the structure
(3.2.1) essentially depends on (βl)l=1,...,r. With no additional information on the underlying function,
we need to test each structure of type (3.2.1) and then selected the reliable estimator.
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3.2.2 Construction of optimal RNF
According to the canonical construction proposed by Lepski and Hoffmann [83] (see Proposition
1.4.2), we will pay attention to the test of the single hypothesis f ∈ Σ0(I), where I is a given
partition of {1, . . . , d}. Then, we define the functional class :
Σ0(I) ,
{
f ∈ Σ : ∃f1, . . . , fr ∈ F(R,R) /∀x ∈ [−1, 1]d f(x) =
r∑
s=1
fs(xIs)
}
where for any x = (xi)1≤i≤d, we put xIs = (xi)i∈Is for s ∈ {1, . . . , r}. As explained above, the
minimax rate of convergence on Σ0(I) is
ϕn(Σ0(I)) = n−
β∗
2β∗+1 .
By analogy with the additive structure (1.1.1), and under Assumption 3.1 on the projection basis,
the partial additive structure can be characterized with the help of projection coefficients. If for any
k ∈ Nd we put ks = (ki : i ∈ Is), kcs = (ki : i 6∈ Is) and then
GI ,
{
k ∈ Nd : ∀s = 1, . . . , r kcs 6= 0d−|Is|
}
,
the following equivalence holds :
(3.2.3) f ∈ Σ0(I) ⇐⇒ ∀ k ∈ GI , θk(f) = 0 .
The relation (3.2.3) is the basic element of our test procedure, since our strategy consists in the
estimation of Θ(GI) =
∑
k∈GI θ
2
k(f).
As above, the construction of our decision rule and of our estimation procedure requires the
definition of several sets of indices. Thus, for n ∈ N, we introduce
Jn(I) ,
{
k = {k1, . . . , kd} ∈ GI : ki ≤ N0i,n, ∀ i = 1, . . . , d
}
,
Kn(I) , {k = {k1, . . . , kd} 6∈ GI : ki ≤Mi,n, ∀ i = 1, . . . , d} ,
Ln ,
{
k = {k1, . . . , kd} ∈ Nd : ki ≤ Ni,n, ∀ i = 1, . . . , d
}
,
where the scale levels are given by
∀ i ∈ {1, . . . , d},

Ni,n , n
1
βi
β
2β+1 ,
Mi,n , n
1
βi
β∗
2β∗+1 ,
N0i,n ,
(
n
√
ln
(
1
αn
)−1) 1βi 2β4β+1
.
Following the procedure presented in the ”full additive” structure detection, our test of ”block addi-
tive” structure is based on the unbiaised estimator of d2(f,Σ0(I)) ,
TI,n ,
1
n(n− 1)
∑
k∈Jn(I)
∑
i 6=j
YiYjφk(Xi)φk(Xj).
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In the same way, we define the projection estimators,
f̂n ,
∑
k∈Ln
θ̂kφk , f̂
I
n ,
∑
k∈Kn(I)
θ̂kφk,
where θ̂k are defined by (3.1.7). It is quite easy to check that f̂n and f̂
I
n reach the minimax rate of
convergence respectively on Σ and Σ0(I).
Let
ϕI,n(αn) , max
n− β∗2β∗+1 ,
(
n−1
√
ln
(
1
αn
)) 2β4β+1 ,
and
AI,n ,
{
TI,n ≤ λϕ2I,n(αn)
}
,
where λ > 0 is a constant to be tuned independently from the radius L and the smoothness vector β.
As above, the event AI,n must be understood as the confirmation of the null hypothesis f ∈ Σ0(I).
Finally, we introduce
ρ∗I,n ,
{
ϕI,n(αn), if AI,n,
ϕn(Σ), if AcI,n, f
∗
I,n ,
{
f̂In , if AI,n,
f̂n, if AcI,n
.
3.2.3 Main results
Main result for a given partition. First, we give an extension of Theorem 3.1.1 and Theorem
3.1.2 in the block additive framework when the partition I is given. The following theorem states the
optimality in the sense of Definition 1.4.4 of the RNF ρ∗I,n and estimator w.r.t. the family {Σ,Σ0(I)}
under rather equivalent assumptions.
Theorem 3.2.1. Assume that β > 1
4
, r > 2, and that Assumptions 3.1, 3.2, 3.3, 3.4 and 3.5 are
satisfied. Then, ρ∗I,n is an αn-optimal random normalizing factor w.r.t. Σ0(I) and f ∗I,n is αn-adaptive.
We claim that the proof of Theorem 3.2.1 can be entirely deduced from the ones of Theorem 3.1.1
and Theorem 3.1.2. Consequently, it would be omitted.
Notice that the characteristic of ρ∗I,n can not outperform the minimax rate on Σ0(I). We may
interpret the existence of two different modes in a general way : in some cases, the limiting step
of our method corresponds to the detection of the ”block additive” structure via the estimation of
L2-norm, and in others case, the limitation arises from the estimation step.
+ if β∗ < 2β the characteristic of the optimal RNF coincides with the MRC on Σ0(I). In this
particular case, ρ∗I,n takes the same values as the minimax adaptive factor (see (1.3.2)) w.r.t.
{Σ,Σ0(I)}. For instance, in the case of an isotropic Sobolev ball, if maxs=1,...,r |Is| > d2 then
ρ∗I,n ∈ {ϕn(Σ0(I)), ϕn(Σ)} as adaptive accuracy (1.3.2).
+ if β∗ > 2β the characteristic of constructed RNF coincides with the minimax testing rate that
only depends on parameter β.
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Remark 3.2.1. The restriction r > 2 is the analogue of the condition d > 2 for the ”full additive”
hypothesis. If the partition is composed by two sets i.e. r = 2, we only ensure the estimator f ∗I,n is
adapted to the random factor
ρ
∗,(2)
I,n ,
{
ϕ
(2)
I,n(αn), if AI,n,
ϕn(Σ), if AcI,n,
where ϕ
(2)
I,n(αn) = max
{
n−
β∗
2β∗+1 ,
(
n−1 ln
(
1
αn
)) 2β
4β+1
}
. We prove that ρ
∗,(2)
I,n ∈ Ωn(αn) but the α-
optimality of this RNF is not proved.
EXAMPLE 3.2.4.
Let us come back to the problem of significant variables detection. Assume that β ∈ Rd is given
and that we aim to detect if f satisfies to the structure (3.2.2) with s < d − 2. This problem is
equivalent to test the structure (3.2.1) where I = {I1 = {i1, . . . , is} ; I2; I3} where {I2; I3} is some
non trivial partition of Ic1. Following Theorem 3.2.1, the accuracy improvement under the acceptance
of corresponding block-additive structure is
ϕI,n(αn) = max
n− β(1)2β(1)+1 , n− β02β0+1 ,
(
n−1
√
ln
(
1
αn
)) 2β4β+1 ,
where for any l = 1, 2, 3, β(l)−1 =
∑
i∈Il β
−1
i and
β0 = max {β(2) ∧ β(3) : {I2; I3} non-trivial partition of Ic1} .
This rate differs from the optimal one proposed in [83] from the additional term n
− β0
2β0+1 in the
supremum summand. Though, this additional term can be neglected if 2β < β(1)∧ β0 or β(1) < β0.
Then, under these conditions, our RNF remains also optimal for the problem of detection of the
structure (3.2.2).
Extension via the canonical construction. In a general setting, without any additional
information about the target function, no particular block additive strucuture can be expected.
Therefore, the statistician need to test each hypothesis
H0(I) : f ∈ Σ0(I)
before selecting an appropriate estimator. In this way, we use the canonical construction discussed
by Lepski and Hoffmann [83] to provide an α-optimal RNF, ρ∗∗n , and an α-adaptive estimator f
∗∗
n
w.r.t. {Σ,Σ0(I); I ∈ Id} where Id denotes the set of all partitions of {1, . . . , d} with at least three
non empty sets. First, we introduce the partition I∗ such that
ρ∗I∗,n = infI∈Id
ρ∗I,n,
then we define
ρ∗∗n = ρ
∗
I∗,n , f
∗∗
n = fI∗,n.
According to the general result from [83], we deduce optimality of (ρ∗∗n , f
∗∗
n ) w.r.t. {Σ,Σ0(I); I ∈ Id}.
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Theorem 3.2.2. Under Assumptions of Theorem 3.2.1, ρ∗∗n is an αn-optimal random normalizing
factor w.r.t. the family {Σ,Σ0(I); I ∈ Id} and f ∗∗n is α-adaptive. In particular,
lim sup
n→∞
R(r) (ρ∗∗n ,Σ, f
∗∗
n ) ≤ supI∈Id
M(I).
Still using results from [83], we prove that our procedure allows adaptive estimation w.r.t. the
family {Σ,Σ0(I); I ∈ Id} if we impose sufficiently small αn.
Corollary 3.2.1. Assume that αn = n
−s with s ≥ 2β+
2β++d
where β+ = max
(
2β ; supI∈Id β∗(I)
)
and
Assumptions 3.1, 3.2, 3.3 are satisfied. Then, f ∗∗n is adaptive w.r.t. the family of sets {Σ,Σ0(I); I ∈ Id}
i.e. f ∗∗n is minimax over every Σ0(I).
3.3 Large deviation for canonical two order U-statistics
3.3.1 Introduction
In this section, we are interested in a specific class of random variables : the so called U-statistics.
This kind of variable is clearly related to numerous statistical problems, in particular to testing
problems. The roots U-statistics theory was initiated by Hoeffding [56], since then many research
papers have refined knowledges about their asymptotic behaviour. Let us briefly introduce this class
of random variables.
Let θ(P ) be some estimable parameter determined by P ∈ P a family of probability measures
on an arbitrary measurable space, that is assume that there exists m ∈ N∗ and h : Rm → R a
m-dimensional function such that
EP (h(X1, . . . , Xm)) = θ(P ) ∀P ∈ P ,
where X1, . . . , Xm are i.i.d. variables with a common distribution P . Then the U-statistic attached
to h is the unbiased estimator of θ(P ) based on the sample X1, . . . , Xn with n ≥ m, defined by
Un =
(n−m)!
n!
∑
Pm,n
h(Xi1 , . . . , Xim),
where Pm,n is the set of all permutations of size m from {1, . . . , n}. In this case, m ∈ N∗ is called the
degree of Un and hi : Rm → R its kernel.
The main interest of U-statistics is that for large enough family P , Un is the best unbiased
estimator of θ(P ) in the sense that uniformly on P , no unbiased estimator of θ(P ) have a smaller
variance than Un. Such a remarkable property is useful in the context of the testing theory. Basically,
the standard strategy is the following :
(i) exhibit an estimable parameter θ(P ) such that under the hypothesis H0, θ(P ) = 0
(ii) estimate θ(P ) in a sharp way with the help of an U-statistic
(iii) provide a decision rule that accept H0 if the empirical value of the U-statistic is not too large.
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EXAMPLE 3.3.1.
For instance, in the regression model (1.1.3) the problem of testing if f ∈ L2pi([−1, 1]) is a constant
function (i.e.f(·) ≡ c) or not leads to the estimation of a truncated sum of its square coefficients∑
k 6=0 θ
2
k with the use of an U-statistic
Un =
1
n(n− 1)
∑
i 6=j
YiYj
∑
k∈In
φk(Xi)φk(Xj)
where (φk(·))k is the standard Fourier basis.
Naturally, such type of testing procedure motivates intensive studies of the asymptotic behavior
of U-statistics. In particular, in order to measure the efficiency of the test, we need to know more
about the tails probabilities of these statistics.
3.3.2 Literature
Since earlier works of Hoefdding, different approaches have been developped in order to provide
results concerning limit theorems and tail inequalities. We mention the papers of Arcones and Gine´
[2], Arcones [3], Bickel and Ritov[11], Gine´, Latala and Zinn [39], Houdre´ and Reynaud-Bouret[58]
Serfling and Wang [96] for various statements concerning Central Limit theorems or evaluation of
the tails probabilities of such type of sum of dependent random variables.
During the last two decades, this asymptotic theory has been boosted by the introduction of the so
called ’decoupling’ techniques initiated by De la Pena [21], De la Pena and Gine´ [22], De la Pena and
Montgomery-Smith [23]. Such probabilistic tools allow to see U-statistics conditionally as sums of
independent random variable and then to give necessary and sufficient conditions for LLN (Arcones
[3]), CLT or even for LIL (Gine´, Kwapien, Latala and Zinn [40]). Recently, Gine´, Latala and Zinn
[39] gave a sharp exponential inequality using these technics. The work presented in this section is
deeply connected to their paper.
Gine´, Latala and Zinn were interested in the particular case of canonical U-statistics of degree
2. They presented an exponential inequality involving a mixture of terms corresponding to different
decreasing mode according to the deviation. Their main goal was to exhibit a gaussian chaos for mo-
derate deviation. In that way, they proved a result closed to the Bernstein’s exponential inequality
in the case of U-statistics of order 2. Notice that the method in [39] relies on the coupled use of the
inequalities of Rosenthal and Talagrand [105]. Another approaches, based on the martingales theory,
have been proposed by Bickel and Ritov [11] or Houdre and Reynaud-Bourret [58]. They provide
similar results under stronger assumptions. For instance, in [58] sharp large deviation are stated
for U-statistics with uniformly bounded kernel. Our main purpose consists in providing a modified
exponential tail inequality that can be practically used in the scope of the statistical inference, that
is with mild assumptions.
In what follows, we present an alternative sharp exponential inequality for 2 order canonical U-
statistic that can be applied under rather mild assumptions but also for a large range of kernels h.
The probabilist tools used in the proof are also largely inspired from those presented in the proof
Theorem 3.3 of [39].
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3.3.3 General results for canonical U-statistics of order 2
The use of a new inequality is motivated by the statistical framework. First, an unbounded noise
in the observation leads to considerations of unbounded kernels. In this context, inequality (1.7.5)
can not be applied. Second, to be interpreted, this result requires the evaluation of a term Dn that
corresponds to an operator norm depending on the kernel. In some cases, this term is rather compli-
cated to compute or even can not be sharply approximated. To avoid these difficulties we propose a
slight modification of the proof of [39] that will remove Dn from the mixture exponent.
Our main goal is to obtain a sharp exponential inequality for the class of random variables
Un(H) = 1
n(n− 1)
∑
1≤i 6=j≤n
hi,j,n(Xi, Xj)
where X(n) = (Xi)i=1,...,n are i.i.d. random variable and H = {hi,j,n}1≤i,j≤n is a given familly of real
bivariate kernels. Notice that the index n clearly means that we allow the kernel to depend on the
sample size.
Definition 3.3.1. The U-statisitc Un(H) or the family H are said to be canonical (completely
degenerated) if for any i 6= j ≤ n,
E[hi,j,n(Xi, Xj)|Xi] = E[hi,j,n(Xi, Xj)|Xj] = 0 .
The main idea to obtain large deviation relies on the application of Lemma 3.3.1. This general
result shows how exponential inequalities for a random variable Z can be directly deduced from the
control of moments. We use decoupling techniques and Rosenthal inequality to provide sharp control
for p-moments of two-order U-statistics. Later, these results are applied to study asymptotic of stan-
dardized (centered and reduced) Tn. We expect (sub)gaussian chaos mode for a scope of moderate
deviation.
First of all, we recall basic decoupled tool for U-statistics given by De la Pena and Montgomery-
Smith [23].
Proposition 3.3.1. (Decoupling of U-processes)
Let n ≥ m and X1, . . . , Xn be independent random variables of some space S. Assume that the
samples X
(n)
k =
(
X
(k)
1 , . . . , X
(k)
n
)
, k = 1, . . . ,m, are m independent copies of a root sample X(n).
Assume that for any (i1, . . . , im) in {1, . . . , n}m, the function hi1,...,im : Sm → R is such that
Ehi1,...,im(X1, . . . , Xm) <∞.
Let Φ : [0,∞)→ [0,∞) be a convex non-decreasing function such that
∀(i1, . . . , im) ∈ {1, . . . , n}m, EΦ |hi1,...,im(X1, . . . ., Xm)| <∞.
Then, if CDM−m , 2m
∏m
j=2(j
j − 1), we get that
EΦ
∣∣∣∣∣∣
∑
{1,...,n}m
hi1,...,im(Xi1 , . . . , Xim)
∣∣∣∣∣∣
 ≤ EΦ
CDM−m
∣∣∣∣∣∣
∑
{1,...,n}m
hi1,...,im(X
(1)
i1
, . . . , X
(m)
im
)
∣∣∣∣∣∣
 .
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Remark 3.3.1. De La Pena and Gine´ [22] have proved a more powerful results. Indeed, under
symmetric assumption for the kernel, they show that this inequality can be reversed.
The following technical lemma is fundamental in our approach. It provides a generel method to
get a sharp control on the tails probabilities of a random variable.
Lemma 3.3.1. Let Y be a random variable, and c1, c2, γ1,γ2 > 0 and x > 0 such that there exists
κ ∈ N∗
(3.3.1) ∀p ∈ κN, E|Y |p ≤ max [c1pγ1pAp, c2pγ2pBp] .
Then, for any x > 0,
P (|Y | > x) ≤ c(x)eκ−m(x) ,
where m(x) , min
[(
x
eA
) 1
γ1 ,
(
x
eB
) 1
γ2
]
and
c(x) ,
 c1 if mn(x) =
(
x
eA
) 1
γ1 ,
c2 or else .
This lemma gives a sufficient condition to get an exponential bound. This result appears in Gine´,
Latala and Zinn[39] in order to fit to tail probabilities under conditions on moments of an canonical
U-statistics (inspired by general Rosenthal or Bernstein inequalities). A brief proof can be found in
the Appendix of this chapter. In the light of Lemma 3.3.1, we need to check (3.3.1), when Y is a
canonical U-statistic. In this way, we first recall one basic moment inequality which be useful in the
sequel.
Proposition 3.3.2. (Rosenthal 1970) Let p ≥ 2, and let X1, . . . , Xn be independent random variables
such that E[Xi] = 0 and E|Xi|p < ∞. Then, there exists CR > 0 universal constant such that for
p ∈ N,
E
∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣
p
≤ CpR
p p2
(
n∑
i=1
E[X2i ]
) p
2
+ pp
n∑
i=1
E|Xi|p
(3.3.2)
Remark 3.3.2. According to Lemma 3.3.1, Rosenthal inequality is equivalent to Bernstein inequality.
The two terms in the r.h.s. of (3.3.2) refer to different decreasing mode for tail probabilites of a sum
of i.i.d. variables.
An analogue result for general U-statistics have been developed by Gine´, Latala and Zinn [39].
They proposed (Proposition 2.4) a moment inequality for canonical m-order U-statistic. Applied with
bivariate kernel (m=2), it provides the following result.
Proposition 3.3.3. Assume that H is a canonical kernels family, then there exists a universal
constant CGLZ > 0 such that
E
∣∣∣∣∣∑
i,j
hi,j
∣∣∣∣∣
p
≤ CpGLZ
pp
(∑
i,j
Eh2i,j
) p
2
+ p
3p
2 E1 max
i
(∑
j
E2h2i,j
) p
2
+ p
3p
2 E2 max
i
(∑
j
E1h2i,j
) p
2
+ p2pEmax
i,j
|hi,j|p
 .
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where Es denotes the conditional expectation when the sth variable is fixed, that is
E1h2i,j = E
[
h2i,j(Xi, Xj)|Xi
]
, E2h2i,j = E
[
h2i,j(Xi, Xj)|Xj
]
.
Remark 3.3.3. One may underline that
∑n
i=1 Eh2i,j is the variance of the U-statistic, n(n−1)Un(H).
This inequality proposed in Gine´, Latala and Zinn [39] is better than Bernstein type inequality
proposed in Arcones [2] but is suboptimal. Using a Rosenthal-Pinelis type inequality for moment of
empirical processes, they prove (Theorem 3.3 ) an exponential inequality for bivariate degenerate
kernel that involves an asymptotical gaussian chaos, exposed in chapter 1 in (1.7.5).
3.3.4 A new exponential inequality
General setting. Let H = (hi,j) be a family of kernels. Our setting requires the introduction of
auxiliary kernels famillies. We define for all (i, i′, j) ∈ N3,
hi,i′,j(x, y) , E [hi,j(X1, X)hi′,j(X2, X)|X1 = x,X2 = y] = E [hi,j(x,X)hi′,j(y,X)] ,
hi,i′,j(x, y) , E [hj,i(X,X1)hj,i(X,X2)|X1 = x,X2 = y] = E [hj,i(X, x)hj,i′(X, y)] ,
hi,j,(0)(x) , hi,i,j(x, x)− E
[
hi,i,j(X,X)
]
,
hi,j,(0)(x) , hi,i,j(x, x)− Ehi,i,j(X,X)
where X1, X2 and X are independent copies of the explanatory variable. In the sequel, we
respectively denote by H and H, the kernels families (hi,i′,j), (hi,i′,j).
Remark 3.3.4. Note that if hi,j are canonical (see Definition 3.3.1), then hi,i′,j and hi,i′,j get the
same property.
For convenience, we use special notations for their decoupled variance.
For all (i, i′, j) ∈ N3, we put
σ2i,j , E
[
h2i,j(X, X˜)
]
, σ2i,i′,j , E
[
h2i,i′,j(X, X˜)
]
, σ2i,j,(0) , E
[
h2i,j,(0)(X)
]
,
where X and X˜ are two independent copies of the explanatory variable. Then, we define
σ2 , max
i 6=j
σ2i,j , σ
2 , max
i 6=i′ 6=j
σ2i,i′,j , σ
2
(0) , max
i 6=j
σ2i,j,(0) .
Proposition 3.3.4. Assume that H is a canonical kernels family such that H, H are canonical and
symmetric (i.e. all the kernels are symmetric). Then, there exists universals constants K1, . . . , K5 > 0
such that for any p ∈ 4N,
E [Un(H)]p ≤ Kp1p
p
2Ap1,n +K
p
2p
pAp2,n +K
p
3p
3p
2 nAp3,n +K
p
4p
3p
4 Ap4,n
+ Kp5p
3p
2 n1−
3p
2 max
i 6=j
(
Eh
p
2
i,j,(0),Eh
p
2
i,j,(0)
)
+Kp6p
2pn2−2p max
i 6=j
E
[
hpi,j(X, X˜)
]
+ Kp2p
5p
4 n−
5p
4 E max
i 6=i′ 6=j
(
E
[
h2i,i′,j(Xi, X˜)|Xi
]) p
4
+Kp2p
3p
2 n−
3p
2 E
[
max
i 6=i′ 6=j
h
p
2
i,i′,j(Xi, Xi′)
]
.
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where if CR, CDM−2 and CGLZ are defined as above, we put
K1 =
√
3CDM−2CR ,
K2 =
√
3CGLZCDM−2CR ,
K3 =
√
2CDM−2C2R ,
K4 =
√
3CRCDM−2CR ,
K5 = (
√
2CR ∨
√
3CR)CDM−2CR ,
K6 = CDM−2CR
,

A1,n = σ/n ,
A2,n =
√
σ /n ,
A3,n = σ/n
√
n ,
A4,n =
√
σ(0) /n
5/4 .
(3.3.3)
Here and thereafter, for any a, b ∈ R, we may use the notation a ∨ b = max(a, b).
Special case of a single familly. Now, assume that H is restrain to a single symmetric kernel h
(single symmetric family). Therefore, for convenience, we remove indices i,i′, j from the notations.
EXAMPLE 3.3.2.
If we apply the Proposition 3.3.4 with an uniformly bounded kernel that does not depend on the
sample size, the r.h.s. asymptotically (as n tends to infinity) behaves as max{Kp1p
p
2Ap1,n, K
p
2p
pAp2,n}.
According to Lemma 3.3.1, for any given x > 0, and large n ∈ N,
P (|Un(H)| > x) ≤ exp
{
4−min
((
nx
K1σ
)2
;
xn
K2σ
)}
= e4 exp
{
xn
K2σ
}
.
This result is in agreement with the existing results concerning asymptotic of degenerate U-statistics
of order 2 with degeneracy of order 1. Indeed, this kind of variables is known to behave as a weighted
finite sum of square of i.i.d standard gaussian process.
This example has a great interest because it stress that any degenerate U-statistic with ’n-
invariant’ kernel h have exponential queues. Thought, our result can be interpret in a slight different
way as soon as the kernel h is allowed to depend on the sample size. As we will see, in that case
Proposition 3.3.4 involves a gaussian mode.
In what follows we interpret Proposition 3.3.4 in the light of Lemma 3.3.1, when the kernel h
depends on the sample size i.e. h = hn. The kernels families H and H are defined as above. The
following result provides a control of tail probabilities of Un(H) by an exponential mixture term.
Corollary 3.3.1. Assume that H is a single, canonical and symmetric family, such that H, H are
canonical and symmetric., assume that there exists us,n, ks,n and cs > 0, s = 1, 2, 3 such that for any
p ∈ 4N
(i) Ehpn(X, X˜) ≤ k1,npc1pup1,n
(ii) max
{
Emaxi 6=j |hpn(Xi, Xj)| ; Ehp(0)
}
≤ k2,npc2pup2,n
(iii) Emaxi
(
E
[
h2n(Xi, X˜)|Xi
])p
≤ k3,npc3pup3,n
then there exists for any x > 0,
P
(
1
n(n− 1)
∣∣∣∣∣∑
i 6=j
hn(Xi, Xj)
∣∣∣∣∣ ≥ x
)
≤ cn(x)e4−mn(x) .(3.3.4)
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The mixture term is defined by
mn(x) , min [mi,n(x), 1 ≤ i ≤ n] .
where if K1, . . . , K5 are defined by (3.3.3), we set
m1,n(x) =
(
nx
eK1σn
)2
, m2,n(x) =
nx
eK2
√
σn
m3,n(x) =
(
n
√
nx
eK3σn
) 2
3
, m4,n(x) =
(
n
5
4 x
eK4
√
σ(0)
) 4
3
,
m5,n(x) =
(
n2x
eK2u1,n
)δ(c1)
, m6,n(x) =
(
n
√
nx
e(K5∨K2)√u2,n
)δ(c2)
, m7,n(x) =
(
n
5
4 x
eK2u
1
4
3,n
)δ(c3)
,
where σn, σn and σ(0) are defined as above and δ(c1) =
1
2+c1
, δ(c2) =
2
3+c2
and δ(c3) =
4
5+c3
.
Moreover,
cn(x) , max {cj,n : j | mn(x) = mj,n(x)} ,
where 
c1,n = c2,n = c4,n = 1 ,
c3,n = n,
c5,n = 2nk1,n,
c6,n = n
2k2,n ,
c7,n = k3,n .
Remark 3.3.5. To measure the different contributions of in the mixture mn(x) we prefer to put
x = xn
√
Var (Un(H)) = xnσnn . Assume that xn = Anγ lnγ
′
(n) with A > 0, 0 ≤ γ < 1
4
and γ′ ≥ 0. In
this setting, we observe that
min [m1,n(x),m3,n(x)] = m1,n(x) =
(
xn
eK1
)2
.
However, in a different deviation mode, for instance if γ ≥ 1
4
, the term m3,n(x) affects the rate of
convergence. In the sequel, such type of inequality will be used with γ = 0, consequently the term
m3,n(x) will be usually neglected.
Remark 3.3.6. Notice that the canonical U-statistic Un(H) may be viewed as a martingale process.
In this context, the kernel hn(·) is clearly related to the predictable quadratic variation of Un(H). It
may naturally explain its apparition within the mixture term.
Comparison between (1.7.5) and (3.3.4). Now, let us state few comparisons between inequality
(1.7.5) from Gine´, Latala and Zinn [39] and (3.3.4). As mentioned above, the main difference
consists in the exponential contribution in the mixture term. Actually,
√
σn is replaced in (1.7.5) by
‖hn‖L2→L2 = sup
{
Ehn(X(1), X(2))r(X(1))s(X(2)) : Er2(X(1)) ≤ 1, Es2(X(2)) ≤ 1
}
,
where X(1) and X(2) are two independent copies of the explanatory variable X. It is not difficult to
see that (see below the case of U-statistic U2,n) is hardly computable . It motivates to consider an
alternative result that can be easily interpreted and computed.
88
F.CHIABRANDO 3.3. LARGE DEVIATION FOR CANONICAL U-STATISTICS
+ Fast calculations using Schwarz inequality ensure that
√
σ(0),n ≥ ‖hn‖L2→L2 . Indeed,
Ehn(X1, X2)r(X1)s(X2) ≤ E [|r(X1)|E [|hn(X1, X2)s(X2)| |X1] ]
≤ E |r(X1)|
√
E [h2n(X1, X2)|X1]E [s2(X2)|X1]
≤ E
[
|r(X1)|
√
hn(X1, X1)
]
≤
√
Er2(X1)
√
Ehn(X1, X1) ≤
√
σ(0),n
+ Let us consider two significant examples chosen among the U-statistics under consideration in
our procedure. The first one proves that when it can be used, 1.7.5 can outperform (3.3.4) ; but the
second one underlines the complexity for the application of 1.7.5.
Let Z = (X, ε) and Z ′ = (X ′, ε′) i.i.d. vectors with independent coordinates. Let φk and Λn define as
above and Dk(X) = f(X)φk(X)− θk(f), when f ∈ Σ0 is the regression function and θk(f), k ∈ Nd,
still denote its projection coefficients. Hence, if Z = (X, ε), and Z ′ = (X ′, ε′)we define
H1,n(Z,Z
′) , εε′
∑
k∈Λn
φk(X)φk(X
′), H2,n(Z,Z ′) , ε
∑
k∈Λn
φk(X)Dk(X
′).
1. Let r(·), s(·) be real functions such that Er2(Z) ≤ 1, Es2(Z) ≤ 1. If we define r(X) =
E [εr(Z)|X] and s(X) = E [εs(Z)|X], we clearly get that
|E [H1,n(Z,Z ′)r(Z)s(Z ′)]| ≤
√
Es2(X)
√
Er2(X) ≤ 1.
Last inequality is true using that E[r2(X)] ≤ 1 and E[s2(X)] ≤ 1. It follows that ‖H1,n‖L2→L2
is sharper than
√
σ1,n that asymptotically behaves as
√|Λn| (see (3.5.7)).
2. With same notations, using that E[s2(X)] ∨ E[r2(X)] ≤ 1, the following inequality holds :
|E [H2,n(Z,Z ′)r(Z)s(Z ′)]| =
∑
k∈Λn
∑
l∈Nd
θk(r)θl(s) E(fφkφl(X)),(3.3.5)
when θk(r), θk(s) are projection coefficients respectively of r and s on Φ. Therefore, as it is proved
later (see (3.5.17)), if the null hypothesis is true, we get that E(fφkφl(X)) = 0 if δ(k, l) > 2,
where δ denotes the Hamming distance on Nd. It seems clear that there is no easy way to
evaluate the supremum of the right hand side of (3.3.5) over r, s and f ∈ Σ0 in a suitable way.
On the contrary, we get a sharp upper bound for σ2,n (see (3.5.8)), that will allow to efficiently
compute the mixture term in (3.3.4).
Remark 3.3.7. Some similar comparisons can be stated for others U-statistic under consideration
in this thesis. Obviously, as soon as the kernel depends on the structure of the underlying function
f , computations associated to inequality (1.7.5) may face heavy technicalities. In the case of U-stats
depending only on noise, we just have shown that (1.7.5) may works in a better way then (3.3.4).
In the next section, we expose large deviations inequality obtained for the statistic Tn with the
use of (3.3.3).
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3.3.5 Application : large deviation of Tn
We aim to keep under control errors of the considered test, we focus on tails probabilities of
Sn = Tn−Θ(Λn). Using general results presented above, we would obtained expected tail probabilities
for Sn. Use the following decomposition
Sn =
2
n
n∑
i=1
∑
k∈Λn
θk (Yiφk(Xi)− θk)︸ ︷︷ ︸
,Vn
+
1
n(n− 1)
∑
i 6=j
∑
k∈Λn
(Yiφk(Xi)− θk) (Yjφk(Xj)− θk)︸ ︷︷ ︸
,Un
.(3.3.6)
Now, we expand the term Un as a sum of degenerate U-statistics Uj,n, j = 1, 2, 3 where
U1,n ,
1
n(n− 1)
∑
i 6=j
∑
k∈Λn
εiεjφk(Xi)φk(Xj),
U2,n ,
1
n(n− 1)
∑
i 6=j
∑
k∈Λn
εiφk(Xi) (f(Xj)φk(Xj)− θk) ,
U3,n ,
1
n(n− 1)
∑
i 6=j
∑
k∈Λn
(f(Xi)φk(Xi)− θk} {f(Xj)φk(Xj)− θk) .
Remark 3.3.8. Notice that we apply the general set-up to canonical kernels that do not depend on
indices i and j. Observe also that U1,n is free of influence of function f and that U2,n is not symmetric.
Below, we will establish the large deviation for the term Vn that corresponds to a sum of i.i.d random
variables.
The following corollary is deduced from the application of Corollary 3.3.1 to the U-statistics U1,n,
U2,n and U3,n. In particular, we observe different exponential modes for tails probabilities with respect
to the deviation and the structure of the regression function, f .
Corollary 3.3.2. Assume that Assumptions 3.1, 3.2 and 3.3, and that β > d
4
; then, for any t > 0,
¶ for s = 1, 2, 3, for large values of n (n ≥ n0(t)),
sup
f∈Σ
Pf
(|Us,n| ≥ ta2n) ≤ e4e−ps,n(t) ,
where, if p3 is defined by (3.5.15) and ln(α) ,
√
ln
(
α0
αn
)
, we have
p1,n(t) , e−2K−21 σ−4ε t2 l2n(α) ,
p2,n(t) , e−2K−21 Q−2ϑ−11 σ−2ε t2 l2n(α) ,
p3,n(t) , p3K−12 t ln(α) .
(3.3.7)
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· for large values of n, if p∗3,n(t) , e−2K−21 Q−4ϑ−11 t2 l2n(α), we get
sup
f∈Σ0
Pf
(|U3,n| ≥ ta2n) ≤ e4e−p∗3,n(t) .
- The proof of this corollary can be founded in the Appendix of this chapter.
Remark 3.3.9. In particular, this results implies that if d > 2, the tails probabilities of Us,n vanish
as the ones of exponential distribution under Σ but have ”gaussian” decreasing rate under additivity
for deviation x = O (lnc(n)√VarUs,n)) with any c > 0.
3.4 Proofs of Theoremes
3.4.1 Proof of Theorem 3.1.1 - Upper Bound
The proof of Theorem 3.1.1 refers to large deviation inequality presented in Section 3.3. We start
to compute the characteristic of the constructed RNF, showing that ρ∗n belongs to Ω(αn) under
Assumption 3.5 (¶). Then, we check that estimate f ∗n is adapted to ρ
∗
n (·).
Proof of ¶
If f ∈ Σ0 , we have Θf = Θf (Λn) = Vn = 0. Thus,
Pf (ρ∗n 6= an) = Pf (Tn > λa2n) = Pf
(
U1,n + U2,n + U3,n > λa
2
n
)
≤
3∑
s=1
Pf
(
|Us,n| > λa
2
n
3
)
.
Applying Corollary 3.3.2 with t = λ
3
, it follows that for any s = 1, 2,
sup
f∈Σ0
Pf
(
|Us,n| > λa
2
n
3
)
≤ e4e−ps,n(λ/3) ,
sup
f∈Σ0
Pf
(
|U3,n| > λa
2
n
3
)
≤ e4e−p∗3,n(λ/3) .
Let us recall that K1 =
√
3CDM−2CR is an universal constant. Therefore, for an appropriate choice
of parameters λ and α0, for instance α0 = 3e
4 and λ = 3eK1 (σ
2
ε ∨Qϑ1σ2ε ∨Q4ϑ1), we conclude that
sup
f∈Σ0
Pf (ρ∗n 6= an) ≤ αn .
Proof of ·
We start with a technical result that gives an exponential inequality for the statistic Vn defined in
(3.3.6). In this sense, the following lemma is clearly the analogue of Corollary 3.3.2.
Below, if A ⊂ Nd and f∈ Σ, we put Θ(A) = ∑k∈A θ2k(f). In particular, we use a special notation
when A = Λn is the set defined above, we put
Θf , Θ(Λn) =
∑
k∈Λn
θ2k(f) .
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Lemma 3.4.1. Assume that Assumptions 3.2 and 3.3 are statisfied. Let t > 0, then for any f ∈ Σ,
Pf
(|Vn| ≥ ta2n) ≤ cv,n(t)e−pv,n(t),
where cv,n is a positive bounded function such that ‖cv,n‖∞ ≤ 2n and K1,v = CR
√
Q2 + σ2ε ,
K2,v = 2
ν+3(a+Q)CR
√
ϑ1 ,
K3,v =
4
√
(a+Q)ϑ1CR ,
(3.4.1)
and the mixture term is given by
pv,n(t) , min
( t√na2n
eK1,v
√
Θf
)2
;
tna2n
4eΘf
;
(
tna2n
eK2,v
√|Λn|Θf
) 1
1+ν
;
 tna2n
eK3,v 4
√
|Λn|Θ3f
 11+ ν4
 .
(3.4.2)
- Its proof is postponed to the Appendix.
For any θ ∈ Σ, let us decompose the ρ∗n-normalized risk of our estimator f ∗n according the result
of the attached test. Hence, considering ρ∗n we define
R(1)n (f) = Ef
{
a−2n ‖f̂ 0n − f‖21An
}
R(2)n (f) = Ef
{
ϕ−2n (Σ)‖f̂n − f‖21cAn
}
.
Therefore,
R(r)n (f
∗
n, ρ
∗
n) ≤ sup
f∈Σ
R(1)n (f) + sup
f∈Σ
R(2)n (f).(3.4.3)
The choice of f̂n as minimax estimator on Σ allows the control of R
(2)
n uniformly on Σ. Indeed, for
any f ∈ Σ
R(2)n (f) ≤ ϕ−2n (Σ)Ef
{
‖f̂n − f‖2
}
= ϕ−2n (Σ)Ef
{∑
k∈Γn
(
θ̂k − θk(f)
)2
+ Θ(Γcn)
}
= ϕ−2n (Σ)
∑
k∈Γn
Ef
{
1
n
n∑
i=1
[Yiφk(Xi)− θk(f)]
}2
+ Θ(Γcn)

≤ ϕ−2n (Σ)
(
(σ2ε +Q
2)Ndd,n
n
+
L2
N2βd,n
)
≤ M1 ,(3.4.4)
where we put M1 = σ
2
ε +Q
2 + L2.
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The other part of the risk that corresponds to the acceptation of hypothesis H0, can be controlled
as follows
R(1)n (f) = a
−2
n Ef
{(∑
k∈In
(
θ̂k − θk(f)
)2
+ Θk(Nd\In)
)
1An
}
≤ a−2n Ef
∑
k∈In
(
1
n
n∑
i=1
[Yiφk(Xi)− θk(f)]
)2+ a−2n Θk(Nd\In)Pf (An)
≤ (σ
2 +Q2)N1,n
na2n
+ a−2n [Θ(Λn) + Θ (Jn) + Θ (Kn)]Pf (An)
where we put  Jn ,
{
k ∈ Nd, ‖k‖∞ > N1,n; δ(k, 0) ≤ 1
}
,
Kn ,
{
k ∈ Nd, ‖k‖∞ > Nd,n; δ(k, 0) > 1
}
.
(3.4.5)
If we denote by q0,n the ratio
ϕn(Σ0)
an
, let us observe that N1,n
na2n
= q20,n → 0 and consequently the first
term of r.h.s. is asymptotically null. Moreover as f belongs to the Sobolev ellipsoid, some biais terms
are under control. Indeed,  Θ(Jn) = L
2a2nq
2
0,n ,
Θ(Kn) = L
2a2n ,
Θ(Λn) = Tn − Sn .
(3.4.6)
Hence,
R(1)n (f) ≤ L2 +M1q20,n + a−2n ΘfPf (An).(3.4.7)
Now, we make a partition of Σ with respect to the value of Θf . Thus, we have
Σ = (Σ\On)
⋃
On =
(⋃
x≥2
Ω(x)
)⋃
On ,
where we set  On , {f ∈ Σ : Θf ≤ 2λa
2
n} ,
Ω(x) , {f ∈ Σ : Θf = xλa2n} .
Obvisously, the uniform risk can be also decomposed as
sup
f∈Σ
R(1)n (f) ≤
(
sup
f∈On
R(1)n (f) ∨ sup
f /∈On
R(1)n (f)
)
.(3.4.8)
Then, from (3.4.7),
sup
f∈On
R(1)n (f) ≤ L2 +M1q20,n + 2λ <∞(3.4.9)
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To control the second term in the r.h.s. of (3.4.8), we use that
sup
f 6∈On
R(1)n (f) = sup
x≥2
[
sup
f∈Ω(x)
R(1)n (f)
]
.
Assume that f ∈ Ω(x) with x ≥ 2, then one gets
Pf (An) = Pf (Tn ≤ λa2n) = Pf
(
Sn + Θ(Λn) ≤ λa2n
)
= Pf
(
Sn ≤ (1− x)λa2n
)
= Pf
(
3∑
s=1
Us,n + Vn ≤ (1− x)λa2n
)
≤
3∑
s=1
Pf
(
Us,n ≥ (x− 1)λ
4
a2n
)
+ Pf
(
Vn ≥ (x− 1)λ
4
a2n
)
.(3.4.10)
First, according to Corollary 3.3.2, when we put t = (x−1)λ
4
, we get for any s = 1, 2, 3,
Pf
(
Us,n ≥ (x− 1)λ
4
a2n
)
≤ e4e−ps,n(λ(x−1)4 )(3.4.11)
where for large values of n,
 ps,n
(
λ(x−1)
4
)
= (x−1)
2λ2l2n(α)
16K21
, if s = 1, 2
p3,n
(
λ(x−1)
4
)
= (x−1)λln(α)
4K2
.
Moreover, applying Lemma 3.4.1, we get for any x ∈
[
2; L
2a−2n
λ
]
, and f ∈ Ω(x),
Pf
(
Vn ≥ (x− 1)λ
4
a2n
)
≤ 2ne−pv,n,∞ ,(3.4.12)
where we put
pv,n,∞ , min
[(
v1,n√
2κ1
)2
∨ n
8eλ
∨
(
v2,n√
2κ2
) 1
1+ν
∨
(
v3,n
4
√
2κ3
) 1
1+ ν4
]
,
and if K1,v, K2,v, K3,v are defined by (3.4.1), we put
v1,n =
√
nan, κ1 = 4e
√
λK1,v,
v2,n =
nan√
|Λn|
, κ2 = 4e
√
λK2,v,
v3,n =
n
√
an
4
√
|Λn|
, κ3 = 4e
4
√
λK3,v.
It follows from (3.4.7), (3.4.10), (3.4.11) and (3.4.12) that
sup
f 6∈On
R(1)n (f) ≤ L2 +M1q20,n + 2L2a−2n ne−pv,n,∞ + λe4 sup
x≥2
x
(
3∑
s=1
e−ps,n(
λ(x−1)
4 )
)
.
≤ L2 +M1q20,n + 2L2a−2n ne−pv,n,∞ + 2λe4
3∑
s=1
e−ps,n(
λ
4 )(3.4.13)
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Due to (3.4.3), (3.4.4), (3.4.9) and (3.4.13), we conclude that · of Theorem 3.1.1 holds with
M = L2 +M1 + 2λ ,
ζn = M1q
2
0,n + 2L
2a−2n ne
−pv,n,∞ + 2λe4
∑3
s=1 e
−ps,n(λ4 ) .
3.4.2 Proof of Theorem 3.1.2 - Lower Bound
3.4.2.1 Notations.
Assume that ρ˜n ∈ {ϕn(Σ), bn} is a RNF within Ωn such that bnan → 0 as n → +∞. We decide to
accept the additive hypothesis for f as soon as the event
Bn , {ρ˜n = bn}
occurs.
Let us consider the regular grid of [0, 1]d,
Ξn , {xu, u ∈ Πn,d} ,
where Πn,d =
{
1, . . . , Nn}d
}
and for any u = (u1, . . . , ud) ∈ Πn,d, we put xu = (xu,j)1≤j≤d with
xu,j ,
2uj − 1
2Nn
, ∀ j = 1, . . . , d
Here, if υ > 0 denotes a constant that will be tunded later and Nn is defined in (3.1.5), the scale
parameter is
Nn , υNn.
For any node u ∈ Πn,d, we introduce the interval
Υu ,
d⊗
j=1
[
−uj − 1
2Nn
,−uj + 1
2Nn
]
∪
[
uj − 1
2Nn
, uj +
1
2Nn
]
.
Therefore, {Υu : u ∈ Πn,d} is a partition of [−1, 1]d.
Assume that ψ : R→ R is an infinitely differentiable function satisfying to
ψ(x)1|x|≥1 = 0 ,∫
R ψ(t)dt = 0 ,
ml ,
∫
R |ψ(t)|ldt <∞ , ∀ l ∈ N, .
(3.4.14)
From the kernel ψ, we define for any t = (t1, . . . , td) ∈ [−1, 1]d :
F (t) ,
d∏
j=1
ψ(tj) ,
Fu(t) , N−βn [F (2Nn(t+ xu)) + F (2Nn(t− xu))] , ∀u ∈ Πn,d .
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* Notice that ψ, F and Fu are uniformly bounded and infinitely differentiable function, such that
for any u ∈ Πn,d, Fu is null outside of Υu. In particular, if ‖ψ‖∞ denotes the uniform norm of ψ, we
get for any u ∈ Πn,d,
‖Fu‖∞ = N−βn ‖ψ‖∞.(3.4.15)
For n ∈ N, we introduce the set
Vn ,
{
v = (vu)u∈Πn,d : vu ∈ {−1, 1}
}
.
An item of Vn must be understood as a particular binary weighting of the grid Ξn. Now, for any
configuration v ∈ Vn on the grid, we attach a linear combination of (Fu)u∈Πn,d . Then, we introduce
the class of functions Un, defined as follows
Un ,
fv(·) = ∑
u∈Πn,d
vuFu(·) ; v ∈ V
 .
Besides, for any u ∈ Πn,d, we get a partition of Vn = V(1)u
⋃ V(−1)u , where we put
V(1)u , {v ∈ Vn : vu = 1} and V(−1)u , {v ∈ Vn : vu = −1} .
Next, we also introduce the set of configurations with a null weight attached to any point xu, defined
by
V(0)u =
{
v = (vu′)u′∈Πn,d : ∀u′ 6= u vu′ ∈ {−1, 1} ; vu = 0
}
.
Finally, we attach to a couple (v, u) ∈ Vn × Πn,d, the weighting v(u) = (v(u)u′ ) ∈ V(0)u such that
v
(u)
u′ =
{
vu′ if u
′ 6= u,
0 if u′ = u .
3.4.2.2 Proof of the theorem.
* This proof is largely inspired by these of Lepski [82], and Hoffmann and Lepski [83]. The main
difference concerns the model. Indeed, the general multidimensional regression setting with random
design involves some technicalities that we need to overcome.
First, we claim that Un ⊂ Σ. To show it, we remark that for any v ∈ Vn, the function fv is infinitely
differentiable on Rd and consequently the sequence of its Fourier coefficients fastly decreases to 0 i.e.
faster than any polynomial rate .
Let f̂n be some estimator of f . According to the remark above, we start with the standard
procedure that permits to bound the maximal risk on Σ by the Bayes risk on Un. If we set pin,d =
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|Πn,d| = Ndn, we get
Rn(f̂n, ρ˜n) ≥ sup
f∈Σ
Ef
[
ρ−2n ‖f̂n − f‖21Bn
]
≥ sup
fv : v∈Vn
Ef
[
b−2n ‖f̂n − f‖21Bn
]
≥ b
−2
n
2pin,d
∑
v∈Vn
Ev
[
‖f̂n − fv‖21Bn
]
=
b−2n
2pin,d
∑
v∈Vn
∑
u∈Πn,d
Ev
[
1Bn
∫
Υu
(f̂n − fv)(t)2dt
]
≥ b
−2
n
2pin,d
∑
u∈Πn,d
∑
v∈V(1)u
Ev
[
1Bn
∫
Υu
(f̂n − Fu)(t)2dt
]
+
b−2n
2pin,d
∑
u∈Πn,d
∑
v∈V(−1)u
Ev
[
1Bn
∫
Υu
(f̂n + Fu)(t)
2dt
]
.(3.4.16)
The last inequality is a direct consequence of the definitions of V(1)u and V(−1)u .
For any v ∈ Vn, we define the ratio
Z∗u,v ,
dPv
dPv(u)
=
n∏
i=1
p(εi − fv(Xi))
p(εi − fv(u)(Xi))
,
where we recall that p(·) the common density function of εi , i = 1, . . . , n.
Lemma 3.4.2. Let  > 0, then
lim
n−→+∞
sup
u∈Πn,d
sup
v∈Vn
Pv(u)
(∣∣Z∗u,v − 1∣∣ ≥ ) = 0.
According to Lemma 3.4.2, if
Du(δ) ,
{
Z(1)u ≥ 1− δ
} ∩ {Z(−1)u ≥ 1− δ} ,
for any given p0 > 0, there exists δ0 = δ0(p0) ∈]0, 1[ such that for any δ ≤ δ0,
∀u ∈ Πn,d , ∀ v ∈ V(0)u , Pv (Du(δ)c) ≤
p0
2
.
It follows from (3.4.16) that for any 1 > δ > 0,
Rn(f̂n, ρ˜n) ≥ b
−2
n
2pin,d
∑
u∈Πn,d
∑
v∈Vn
Ev(u)
[
1Bn
(
Z(1)u
∫
Υu
(f̂n − Fu)2 + Z(−1)u
∫
Υu
(f̂n + Fu)
2
)]
≥ (1− δ) b
−2
n
2pin,d
∑
u∈Πn,d
∑
v∈Vn
Ev(u)
[
1Bn∩Du(δ)
{
‖(f̂n − Fu)1Υu‖22 + ‖(f̂n + Fu)1Υu‖22
}]
≥ 2(1− δ) b
−2
n
2pin,d
∑
u∈Πn,d
‖Fu‖22
∑
v∈V(0)u
Pv(Bn ∩Du(δ))
≥ (1− δ)b−2n N−(2β+d)n
∑
u∈Πn,d
1
2pin,d−1
∑
v∈V(0)u
[Pv(Bn)− Pv(Du(δ)c)] .(3.4.17)
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Now we need the help of a technical lemma that would permits to give a non null lower bound for
the r.h.s. term of (3.4.17).
Lemma 3.4.3. There exists p0 > 0 such that
1
2pin,d−1
inf
u∈Πn,d
∑
v∈V(0)u
Pv(Bn) ≥ p0.
If p0 > 0 is the subscript constant and δ < δ0, then there exists c > 0 such that (3.4.17) turns to
Rn(f̂n, ρ˜n) ≥ (1− δ)p0b−2n N−2βn ≥ c
(
an
bn
)2
.
As this lower bound does not depend on f̂n, we finally conclude that
lim inf
n→∞
inf
f̂n
Rn(f̂n, ρ˜n) = +∞.
3.4.2.3 Proof of Lemmas.
* In the sequel, we are dealing only with the case 2β > d. The other case can be treated in
exactly the same way, under the Assumption 3.4.
Proof of Lemma 3.4.2 We use the following expansion :
Z∗u,v = e
∑n
i=1 Wu,v(εi,Xi)
where (Wu,v(εi, Xi), i = 1, . . . , n) is a sequence of i.i.d random variable defined by
Wu,v(εi, Xi) , h(εi − fv(Xi))− h(εi − fv(u)(Xi)) .
That is clear that for a given  > 0, there exists ′ > 0 such that
sup
u∈Πn,d
sup
v∈Vn
Pv(u)
(∣∣Z∗u,v − 1∣∣ ≥ ) ≤ sup
u∈Πn,d
sup
v∈Vn
Pv(u)
(∣∣∣∣∣
n∑
i=1
Wu,v(εi, Xi)
∣∣∣∣∣ ≥ ′
)
.(3.4.18)
Then , according to Assumption 3.4, there exists a random variable −1 < ci < 1, such that for any
i = 1, . . . , n,
Wu,v(εi, Xi)
= vuFu(Xi)h
′(εi − fv(u)(Xi)) +
F 2u (Xi)
2
h′′(εi − fv(u)(Xi)) + ci‖Fu‖2+γ∞ w1(εi − fv(u)(Xi), ‖Fu‖∞) .
Hence, combining Assumption 3.4 with Ev(u) [Fu(X1)h′(ε1 − fvu(X1))] = 0, we get that there exists
c1 and c2 that only depends on the noise log-density h, w1 and γ such that Ev(u) [Wu,v(ε1, X1)] ≤ c1‖Fu‖
2
∞ ,
Varv(u) [Wu,v(ε1, X1)] ≤ c2‖Fu‖2∞ .
(3.4.19)
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Finally, using (3.4.15) we deduce that limn→∞ supu∈Πn,d n‖Fu‖2∞ = 0. Then, the application of
Chevychev inequality involves that for any ′ > 0
lim
n→∞
sup
u∈Πn,d
sup
v∈Vn
Pv(u)
(∣∣∣∣∣
n∑
i=1
Wu,v(εi, Xi)
∣∣∣∣∣ ≥ ′
)
= 0 .
The result follows from (3.4.18).
Proof of Lemma 3.4.3. To prove this result we need to introduce additional notations. If
u0 ∈ Πn,d, we define 
Jn(u0) , 12pin,d−1
∑
v∈V(0)u0
Pv(Bn),
Zn(u0) , 12pin,d−1
∑
v∈V(0)u0
dPv
dP0 (Y ).
To simplify, we will omit to specify the dependence on u0 in the sequel. Notice that
Jn = E0[Zn1Bn ].(3.4.20)
Under Pf ,the observation vector (Xi, Yi) get the joint distribution determined by the density
pf (u, v) = p(v − f(u)) when p is still the common noise density function. We also define the noise
log-density h(x) , ln p(x).
Introduce ξ = ξ(u0) = (ξ
(u0)
u )u∈Πn,d a Rademacher pin,d-dimensional random vector with 0 for its
u0-component. That is ξ
(u0)
u0 = 0 and (ξ
(u0)
u )u6=u0 are independent random variable such that for any
u 6= u0,
P (ξu = 1) = P (ξu = −1) = 1
2
According to Assumption 3.4 ¬ and (3.4.15),
Zn = Eξ
[
dPfξ
dP0
]
= Eξ exp
{
n∑
i=1
h (εi − fξ(Xi))− h (εi)
}
≤ Eξ exp
{
n∑
i=1
−fξ(Xi)h′(εi) +
f 2ξ (Xi)
2
h′′(εi) + ‖fξ‖2+γ∞ w1(εi, ‖fξ‖∞)
}
≤ Eξ exp
{
n∑
i=1
(∑
u
[
−ξuFu(Xi)h′(εi) + F
2
u (Xi)
2
h′′(εi)
]
+N−β(2+γ)n ‖ψ‖(2+γ)∞ w1(εi, N−βn ‖ψ‖∞)
)}
.
Therefore, if we set g(ε) ,
∑n
i=1w1(εi, N
−β
n ‖ψ‖∞) and for any u ∈ Πn,d, η1,n(u) , −
∑n
i=1 h
′(εi)Fu(Xi) ,
η2,n(u) , 12
∑n
i=1 h
′′(εi)F 2u (Xi) ,
the above inequality can be rewrited as
Zn ≤ Eξ exp
 ∑
u∈Πn,d
(
ξuη1,n(u) + η2,n(u) +N
−(β(2+γ)+d)
n g(ε)
) .(3.4.21)
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Let ψn > 0 be defined such that ψ
2
n = nN
−(2β+d)
n = n‖Fu‖2. Besides, for any τ > 0, and κ > 0 we
introduce the events :
A1,n(τ) ,
⋂
u∈Πn,d {
∑n
i=1 F
2
u (Xi) ≤ τψ2n} ∩
{∑n
i=1 F
4
u (Xi) ≤ τn−1Ndnψ4n
}
,
A2,n(κ) ,
{
N−β(2+γ)−dn |g(ε)| ≤ n−κψ4n
}⋂
u∈Πn,d {(|η1,n(u)| ∨ |η2,n(u)|) ≤ 1} ,
A0,n(τ, κ) , A1,n(τ) ∩ A2,n(κ) .
Thus, the following lemma states that for well chosen κ and τ , the event A0,n(τ, κ) happens with
probability tending to 1 and that conditionnaly to this event the variance of the ratio variable Zn is
under control.
Lemma 3.4.4. For sufficiently small τ , κ, we get that
(a) lim
n→∞
P(A0,n(τ, κ)) = 1 , (b) lim
n→∞
αnEf0
(
Z2n1A0,n(τ,κ)
)
= 0.
In the light of Lemma 3.4.4, we end the proof of Lemma 3.4.3. Indeed, using that f = 0 ∈ Σ0 and
ρ˜n ∈ Ωn(αn), we deduce that
lim sup
n→∞
α−1n P0(Bcn) ≤ 1.
Then, for any given c > 0, δ > 0 and sufficientlty large n (typically n > n0(δ)), we get from (3.4.20)
that
Jn ≥ E0
[
Zn1Bn + cα
−1
n 1Bcn
]− c(1 + δ)
≥ E0
[
inf
Fn
{
Zn1Fn + cα
−1
n 1F cn − c(1 + δ)
}]
≥ E0
[
Zn1{Zn<cα−1n }∩Ac0,n(τ,κ)
]
− c(1 + δ)
≥ 1
2pin,d−1
∑
v∈V(0)u
Pv
({
Zn < cα
−1
n
} ∩ A0,n(τ, κ))− c(1 + δ)
≥ P (A0,n(τ, κ))− c(1 + δ)− 1
2pin,d−1
∑
v∈V(0)u
Pv
({
Zn ≥ cα−1n
} ∩ A0,n(τ, κ)) .
Then, Chebychev inequality yields
Jn ≥ P (A0,n(τ, κ))− c(1 + δ)− 1
2pin,d−1
∑
v∈V(0)u
Pv
(
Zn1A0,n(τ,κ) ≥ cα−1n
)
≥ P (A0,n(τ, κ))− c(1 + δ)− c−1αnE0[Z2n1A0,n(τ,κ)].
Finaly, the result follows from the application of Lemma 3.4.4 when τ and κ are well chosen.
Because c and δ can be chosen arbitrary small, the previous inequality provides a non null lower
bound noted p0 for Jn for large n.
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Proof of Lemma 3.4.4
Proof of (a). To dot that, we need to prove a general technical lemma that gives a large deviation
inequality for a sum of i.i.d. random variables under control of their moments.
Lemma 3.4.5. Let {Zi,n; i =, . . . , n} some i.i.d. centered variables. Assume that there exists s > 0,
s′ > 0 and C > 0 such that
(3.4.22) ∀ p > 2, ∀n ∈ N∗, E|Z
p
1,n|√
VarZ1,n
p ≤ Cpps′p
(
n−s
√
n
)p
.
Then,
P
(∣∣∣∣∣
n∑
i=1
Zi,n√
nVarZ
∣∣∣∣∣ > x
)
≤ cz(x)e
−
(
x2
C2
R
∧
(
xns
CRC
) 1
1+s′
)
,
where
mz(x) =

x2
C2R
if x ≤ CRC
1
1+2s′ n
s
1+2s′ ,(
xns
CRC
) 1
1+s′
otherwise ,
cz(x) =
 1 if x ≤ CRC
1
1+2s′ n
s
1+2s′ ,
n otherwise .
* This lemma relies on the combined application of Rosenthal inequality (Proposition 3.3.2) to
sum of i.i.d. random variables,
∑n
i=1 Zi,n, and Lemma 3.3.1. Indeed, for p > 2,
E
∣∣∣∣∣
n∑
i=1
Zi,n√
nVarZ1,n
∣∣∣∣∣
p
≤ CpR
[
p
p
2 + npp
E|Z1,n|p√
nVarZ1,n
p
]
≤ CpRp
p
2 + np(1+s
′)pCpRC
pn−sp.
We first apply Lemma 3.4.5 to obtain a relevant control of P(Ac1,n). To do that, we need to check
(3.4.22) for Z
(1)
1,n = F
2
u (X1) and Z
(2)
1,n = F
4
u (X1).
Using (3.4.14), we obtain for any u ∈ Πn,d and p ∈ N∗,
E [F pu (X1)] = 2d+1mdpN−(pβ+d)n .(3.4.23)
Therefore, 
E [F 2u (X1)] = 2d+1md2n−1ψ2n ,
E [F 4u (X1)] = 2d+1md4n−2Ndnψ4n ,
Var
(
F 2ku (X1)
)
= 2d+1md4kN
−(4kβ+d)
n (1− vk,n) , k = 1, 2 .
(3.4.24)
where we put vk,n , 2d+1
(
m22k
m4k
)d
N−dn . But for any k ∈ {1, 2}, limn→∞ vk,n = 0, then from (3.4.23)
and (3.4.24), there exists Ck > 0 such that
E
[
Z
(k)
1,n
]p
√
VarF 2ku
p ≤
2p+dm2kpN
−(2kpβ+d)
n
(
1 +N−d(p−1)n
)
2
(d+1)p
2 m
dp
2
4kN
−(4kβ+d) p
2
n
√
1− vk,n
= CpkN
dp
2
n (1 + o(1)) = C
p
k
n− 2β−d/24β+d
√
ln
(
α0
αn
) −d4β+d√
n

p
(1 + o(1)).
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Then,due to the assumption β > d
4
, the condition (3.4.22) is satisfied with any s < 2β − d/2.
Now, let k = 1, 2, we consider the normalized random variables
F ∗u,k(Xi) ,
F 2ku (Xi)− E[F 2ku (X1)]√
nVar (F 2ku (X1))
, i = 1, . . . , n.
Due to (3.4.23) and (3.4.24), we get that
P(Ac1,n(τ)) ≤
∑
u∈Πn,d
2∑
k=1
P
(
n∑
i=1
F ∗u,k(Xi) > xk,n
)
,(3.4.25)
where for k = 1, 2,
xk,n ,
τ − 2d+1md2k√
2d+1md4k(1− vk,n)
√
n
Ndn
.
We easily proves that xk,n →∞ with polynomial rate with respect to n.
Besides, applying Lemma 3.4.5 alternatively to Z
(k)
i,n = F
2k
u (Xi)− EF 2ku (Xi) for k = 1, 2, we
conclude from (3.4.25) that there exists cz,1, cz,2 ∈ {1, n}, C∗1 , C∗2 , ς1 > 0 and ς2 > 0 such that
P(Ac1,n(τ)) ≤ Ndn
(
cz,1e
−
(
x1,n
C∗1
)ς1
+ cz,2e
−
(
x2,n
C∗2
)ς2)
.(3.4.26)
Now, it remains to control the probability of Ac2,n(κ). We start with the following rough inequality :
P
(
Ac2,n(κ)
) ≤ P (Ac2,1,n(κ))+ ∑
u∈Πn,d
P
(
Ac2,2,n(u)
)
,(3.4.27)
where for κ > 0 and u ∈ Πn,d, we set
A2,1,n(κ) ,
{
N−β(2+γ)−dn |g(ε)| ≤ n−κψ4n
}
,
Ac2,2,n(u) , {(|η1,n(u)| ∨ |η2,n(u)|) ≤ 1} .
First, using Chebychev inequality it holds
P
(
Ac2,1,n(κ)
)
= P
(
|g(ε)− Eg(ε)| > Nβ(2+γ)+dn n−κψ4n − |Eg(ε)|
)
≤ nw1,2(N
−β
n ‖ψ‖∞)(
Nβ(2+γ)+dn n
−κψ4n − nw1,1(N−βn ‖ψ‖∞)
)2 .(3.4.28)
But, according to Assumption 3.4 we get that γ > d
2β
and then one can find κ > 0 such that
P
(
Ac2,1,n(κ)
)
vanishes as n increases to infinity.
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Moreover, from (3.4.23) and using that E[h′′(ε)] = −E[h′(ε)]2, simple calculations lead to
∀u ∈ Πn,d,

E[η1,n(u)] = Eh′(ε1) = 0
Var(η1,n(u)) = nVarh′(ε1)Fu(X1) = ψ2nEh′2(ε1) = −2Eη2,n(u)
Var(η2,n(u)) ≤ n4E [h′′(ε1)]2 E [F 4u (X)] ≤ 2d+1m4E [h′′(ε1)]2 ψ4nNnn
.
It follows that there exists c1, c2 > 0, such that for any u ∈ Πn,d,
P(Ac2,2,n(u)) ≤
2∑
k=1
P
(∣∣∣∣∣ηk,n(u)− Eηk,n(u)√Varηk,n(u)
∣∣∣∣∣ > ckψ−kn
)
.
Therefore, we apply Lemma 3.4.5 when for i = 1, . . . , n we put
Z
(k)
i,n ,
 −h
′(εi)Fu(Xi), k = 1,
1
2
(h′′(εi)F 2u (Xi)− Eh′′(ε)F 2u (X)) , k = 2.
Due to (3.4.23) and Assumption 3.4, there exists C11, C22, s1,s
′
1, s2 and s
′
2 > 0 that do not depend
on u ∈ Πn,d such that for k = 1, 2, for any p ∈ N,
E
∣∣∣Z(k)1,n∣∣∣p√
nVarZ(k)1,n
p ≤ Cpkkps
′
kp
(
n−sk
√
n
)p
.
Then, there exists K3 ∈ {1, n} and ς3 > 0 such that for any u ∈ Πn,d,
(3.4.29) P(Ac2,2,n(u)) ≤ K3e−ψ
−kς3
n .
The conclusion follows from (3.4.25), (3.4.27), (3.4.28) and (3.4.29).
Proof of (b). Using that Fu, u ∈ Πn,d, have disconnected supports, conditionally on ε and X(n)
the exponential term in (3.4.21) corresponds to a sum of i.i.d variables. Hence, taking the
expectation w.r.t. the variable ξ,
Zn1A0,n(τ,κ) ≤ Eξ
∏
u∈Πn,d
exp
{
ξuη1,n(u) + η2,n(u) +N
−(β(2+γ)+d)
n g(ε)
}
1A0,n
≤
∏
u∈Πn,d
en
−κψ4n eη2,n(u) cosh (η1,n(u)) 1A0,n(τ,κ)(3.4.30)
Denote by ν1 > 0 an universal constant such that
∀|x| ≤ 1, ex ≤ 1 + x+ ν1
2
x2, cosh (x) ≤ 1 + x
2
2
+
ν1
4
x4.(3.4.31)
Besides, notice that conditionally on X(n), the variables η1,n(u) and η2,n(u) are measurable with
respect to {εi;Xi ∈ Υu}, for any u ∈ Πn,d.
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Hence, if we put rn , ψ4nNdn = υ−(4β+d)l2n(α)
Eε[Z2n1A0,n(τ,κ)] ≤ e2n
−κrn
∏
u∈Πn,d
1
2
Eε
[
e2η2,n(u) (1 + cosh (2η1,n(u))) 1A0,n(τ,κ)
]
.
Moreover, if for convenience we supress the dependence in u, according to the definition of A2,n(κ)
and (3.4.31), we get that
Eε[Z2n1A0,n(τ,κ)]
≤ e2n−κrn
∏
u∈Πn,d
Eε
[(
1 + 2η2,n + η
2
1,n + 2ν1η
2
2,n + 2ν1η
4
1,n + 2η
2
1,nη2,n + η3,n
)
1A0,n(τ,κ)
]
,
(3.4.32)
where we put η3,n , 4ν1η41,nη2,n + 2ν1η21η22 + 4ν21η41η22.
First, it is not difficult to show that
Eε
[
η21,n1A0,n(τ,κ)
]
= −2Eε
[
η2,n1A0,n(τ,κ)
]
.(3.4.33)
According to the definition of the event A1,n(τ), if we put τ
′ , τ 2
(
E [h′(ε1)]2
)2
Eε
[
η41,n1A1,n(τ)
]
=
{(
E [h′(ε1)]2
)2 ∑
1≤l 6=i≤n
F 2u (Xi)F
2
u (Xl) + E[h′(ε1)]4
n∑
i=1
F 4u (Xi)
}
1A1,n(τ)
≤ τ 2
(
E [h′(ε1)]2
)2
ψ4n + τEh′4(ε1)n−1Ndnψ4n
≤ τ ′ψ4n(1 + o(1)).(3.4.34)
Add that for similar reasons,
Eε
[
η22,n1A1,n(τ)
] ≤ τ ′ψ4n
4
(1 + o(1)) ,
Eε
[
η2,nη
2
1,n1A1,n(τ)
] ≤ τ ′ψ4n
2
(1 + o(1)) ,
Eε
[
η3,n1A1,n(τ)
]
= o (ψ4n) .
(3.4.35)
Following from (3.4.32),(3.4.33),(3.4.34) and (3.4.35),
Eε[Z2n1A0,n(τ,κ)] ≤ e2n
−κrn
(
1 +
5τ ′ψ4n
2
(1 + o(1))
)pin,d
≤ e2n−κrn
(
1 +
5τ ′rn
2
(1 + o(1))
)
,
≤ e 5τ
′rn
2 (1 + o(1)) .(3.4.36)
Finally, we are able to select υ > 0 sufficiently large such that for large n ∈ N (typically n ≥ n0),
5τ ′rn
2
≤ −1
2
ln(αn). Therefore, E0 [Z2n1A0 ] ≤ α−
1
2
n (1 + o(1)), that ends the proof of (b).
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3.4.3 Proof of Theorem 3.1.3 - Confidence ball
We start by the following natural decomposition of the error probability :
Pf (‖f ∗n − f‖ > cρ∗n) = Pf (A∗1) + Pf (A∗2) ,(3.4.37)
where we define the events
A∗1 ,
{
‖f̂0,n − f‖ > can
}
∩ {ρ∗n = an} ,
A∗2 ,
{
‖f̂n − f‖ > cϕn(Σ)
}
∩ {ρ∗n = ϕn(Σ)} .
The proof relies on a technical lemma. Using same notations as above, we show that, with probability
tending exponentially to 1, the orthonormal projections of the vector
(
θ̂k − θk
)
k∈Nd
on the subspaces
spanned by {φk, k ∈ In} and {φk, k ∈ Γn} are smaller than a2n and ϕ2n(Σ), respectively.
Lemma 3.4.6. Under Assumption 3.6 and 3.7, there exists cs,I , cs,Γ, ps,n,I , ps,n,Γ, cv,I , cv,Γ, pv,n,I
and pv,n,Γ, such that for all t > 0
(a) sup
f∈Σ
Pf
(∑
k∈In
(
θ̂k − θk(f)
)2
> ta2n
)
≤ cv,I(tI)e−pv,n,I(tI) +
3∑
s=1
cs,I
(
tI
3
)
e−ps,n,I(
tI
3 ) ,
(b) sup
f∈Σ
Pf
(∑
k∈Γn
(
θ̂k − θk(f)
)2
> tϕ2n(Σ)
)
≤ cv,Γ(tΓ)e−pv,n,Γ(tΓ) +
3∑
s=1
cs,Γ
(
tΓ
3
)
e−ps,n,Γ(
tΓ
3 ) .
where if e1,n,I is defined by (3.5.23), we put tI(t) ,
1
2
(t− (Q2 + σ2ε)(d− 1)e1,n,I) ,
tΓ(t) , 12 (t− (Q2 + σ2ε)) .
* The exact expressions of the function cs,n,I , cs,n,Γ and ps,n,I are not given in the proof. To do
that, it is needed to apply Corollary 3.3.1 to the U-statistics U∗n,I and U
∗
n,Γ, defined below. However,
we refer to the proof of this lemma at the end of the Appendix, where we give the exact expressions
of cv,n,I , cv,n,Γ pv,n,I , pv,n,Γ and ps,n,Γ.
Let us start with the treatment of the first term in the right hand side of (3.4.37). If Kn and Jn are
defined by (3.4.5),
Pf (A∗1) ≤ Pf
(
‖f̂0,n − f‖2 > c2a2n ; Tn ≤ λa2n
)
≤ Pf
(∑
k∈In
(
θ̂k − θk(f)
)2
+ Θ(Nd \ In) > c2a2n ; Tn ≤ λa2n
)
≤ Pf
(∑
k∈In
(
θ̂k − θk(f)
)2
+ Θ(Jn) + Θ(Λn) + Θ(Kn) > c
2a2n ; Tn ≤ λa2n
)
.
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According to (3.4.6), we have
Pf (A∗1) ≤ Pf
(∑
k∈In
(
θ̂k − θk(f)
)2
+ Tn − Sn >
(
c2 − L2 (1 + q20,n)) a2n ; Tn ≤ λa2n
)
≤ Pf
(∑
k∈In
(
θ̂k − θk(f)
)2
− Sn >
(
c2 − L2 (1 + q20,n)− λ) a2n
)
≤ Pf
(∑
k∈In
(
θ̂k − θk(f)
)2
>
c(c)
2
a2n
)
+ Pf
(
|Sn| > c(c)
2
a2n
)
,
where c(c) , c2 − L2 (1 + q20,n)− λ.
Combining results from Corollary 3.3.2, Lemma 3.4.1 and Lemma 3.4.6, we obtain that
sup
f∈Σ
Pf (A∗1) ≤
3∑
s=1
cs,I (t2,n(c)/3) e
−ps,n,I(t2,n(c)/3) + cs (t1,n(c)/3) e−ps,n(t1,n(c)/3)
+ cv,I(t2,n(c))e
−pv,n,I(t2,n(c)) + cv(t1,n(c))e−pv,n(t1,n(c)).(3.4.38)
where
t1,n(c) =
c(c)
2
=
1
2
(
c2 − L2 (1 + q20,n)− λ) ,(3.4.39)
t2,n(c) = tI
(
c(c)
2
)
and ps,n are defined by (3.3.7) and pv,n by (3.4.2).
Moreover, as f ∈ Σ, we get that Θ(Γcn) ≤ L2ϕ2n(Σ),
Pf (A∗2) = Pf
(∑
k∈Γn
(
θ̂k − θk(f)
)2
+ Θ(Γcn) > c
2ϕ2n(Σ) ; Tn > λa
2
n
)
≤ Pf
(∑
k∈Γn
(
θ̂k − θk(f)
)2
> (c2 − L2)ϕ2n(Σ)
)
.
Thus, due to Lemma 3.4.6, we deduce that
sup
f∈Σ
Pf (A∗2) ≤
3∑
s=1
cs,Γ (t3,n(c)/3) e
−ps,n,Γ(t3,n(c)/3) + cv,Γ(t3,n(c))e−pv,n,I(t3,n(c)) ,(3.4.40)
where
t3,n(c) = tΓ(c
2 − L2) = 1
2
(
c2 − (Q2 + σ2ε + L2)
)
.(3.4.41)
The result follows from (3.4.37), (3.4.38) and (3.4.40).
106
F.CHIABRANDO 3.5. APPENDIX
3.5 Appendix
3.5.1 Proof of Proposition 3.3.4
First, using decoupling techniques provided by Proposition 3.3.1 yields, for any p ∈ 4N,
EUpn = E
[∑
i 6=j
hi,j(Xi, Xj)
]p
≤ CpDM−2E
[∑
i 6=j
hi,j(Xi, X˜j)
]p
where X(n) = (Xi)i=1,...,n and X˜
(n) = (X˜j)j=1,...,n are two independent copies of the explanatory
sample. Then, conditionally on X(n), we apply Rosenthal inequality to the random process∑n
j=1 Wj where for any j ∈ {1, . . . , n},
Wj = Wj(X
(n), X˜j) ,
∑
i∈I(j,n)
hi,j(Xi, X˜j)
and I(j, n) = {1, . . . , n}\{j}.
Therefore, if, to allege the notations, we put EX [g(X, Y )] = E [g(X, Y )|Y ], we obtain for any p ∈ 4N
EUpn ≤ CpDM−2 EX(n)
[
E
X˜
(n)
(
n∑
j=1
Wj
)p]
≤ CpDM−2CpR
[
p
p
2u1,p,n + p
pu2,p,n
]
,(3.5.1)
where for any p ∈ 4N, n ∈ N,
u1,p,n , EX(n)
(∑n
j=1 EX˜(n)
[
W 2j
]) p2
,
u2,p,n ,
∑n
j=1 E
[
W pj
]
.
We will treat separately the two terms of the right hand side of (3.5.1). In order to bound from
above the term u2,p,n, we apply Rosenthal inequality once more. This time, we look at the
conditional distribution w.r.t. X˜ in oder to give an upper bound for E
[
W pj
]
. For a given
j ∈ {1, . . . , n}, we write Wj =
∑
i∈I(j,n) hi,j,n(Xi, X˜j). Thus,
EX(n)
[
W pj
] ≤ CpR
p p2
 ∑
i∈I(j,n)
EX(n)h
2
i,j(Xi, X˜j)

p
2
+ pp
∑
i∈I(j,n)
EX(n)h
p
i,j(Xi, X˜j)

≤ CpR
p p2
 ∑
i∈I(j,n)
hj,j,i(X˜j, X˜j)

p
2
+ pp
∑
i∈I(j,n)
EX(n)h
p
i,j(Xi, X˜j).

Using convexity and that for any j ∈ N, i ∈ I(j, n), for all x ∈ R,
hj,j,i(x, x) = hj,i,(0)(x) + σ
2
i,j,
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we get,
u2,p,n ≤ CpR
p p2 (2n) p2−1
n∑
j=1
∑
i∈I(j,n)
(
Eh
p
2
j,i,(0)(X) + σ
p
i,j
)
+ pp
n∑
j=1
∑
i∈I(j,n)
Ehpi,j(Xi, X˜j)
 ,
≤ CpR
{
2
p
2 p
p
2n
p
2
+1 max
i 6=j
Eh
p
2
j,i,(0)(X) + 2
p
2 p
p
2n
p
2
+1σp + ppn2 max
i 6=j
Ehpi,j(Xi, X˜j)
}
(3.5.2)
Now, we need to keep under control the remainder term, u1,p,n. In a first step, we claim that
E
X˜
(n)
[
W 2j
]
can be expanded with the help of kernel family H.
Indeed, for any j ∈ {1, . . . , n},
E
X˜
(n)
[
W 2j
]
=
∑
i∈I(j,n)
hi,i,j(Xi, Xi) +
∑
i 6=i′∈I(j,n)
hi,i′,j(Xi, Xi′).
Consequently, still using a convexity argument, it follows that
u1,p,n ≤ n
p
2
−1
n∑
j=1
EX(n)
 ∑
i∈I(j,n)
hi,i,j(Xi, Xi) +
∑
i 6=i′∈I(j,n)
hi,i′,j(Xi, Xi′)

p
2
≤ 3 p2−1n p2−1
n∑
j=1

 ∑
i∈I(j,n)
Ehi,i,j(X,X)

p
2
+ k1,n(j) + k2,n(j)

≤ 3 p2
{
npσp + n
p
2 max
j=1...n
[k1,n(j) + k2,n(j)]
}
,(3.5.3)
where for j ∈ {1, . . . , n}, we set k1,n(j) , EX(n)
(∑
i∈I(j,n) hi,j,(0)(Xi)
) p
2
,
k2,n(j) , EX(n)
(∑
i 6=i′∈I(j,n) hi,i′,j(Xi, Xi′)
) p
2
.
Rosenthal inequality can be applied to give a uniform control of k1,n(j) w.r.t to the index j. Indeed
for p ∈ 4N∗,
k1,n(j) ≤ C
p
2
R
p p4
 ∑
i∈I(j,n)
σ2i,j,(0)

p
4
+ p
p
2
∑
i∈I(j,n)
Eh
p
2
i,j,(0)(Xi)
 ,
and then
max
j
k1,n(j) ≤ C
p
2
R
{
p
p
4n
p
4σ
p
2
(0) + p
p
2nmax
i 6=j
Eh
p
2
i,j,(0)
}
.(3.5.4)
Besides, under the assumption that the kernels hi,i′,j are degenerate and symmetric, we apply
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Proposition 3.3.3. We obtain that for any j ∈ {1, . . . , n},
k2,n(j) ≤ C
p
2
GLZ
p p2
 ∑
i 6=i′∈I(j,n)
Eh2i,i′,j

p
4
+ ppEmax
i,i′
h
p
2
i,i′,j + p
3p
4 Emax
i
(∑
i′
EX˜h
2
i,i′,j
) p
4

max
j
k2,n(j) ≤ C
p
2
GLZ
{
p
p
2n
p
2σ
p
2 + ppEmax
i,i′
h
p
2
i,i′,j + p
3p
4 n
p
4EX max
i,i′,j
(
EX˜h
2
i,i′,j(Xi, X˜)
) p
4
}
(3.5.5)
Following from (3.5.3), (3.5.4) and (3.5.5), if we put C1 =
√
3(
√
CR ∨ CGLZ), we conclude that
u1,p,n ≤ Cp1
{
npσp + p
p
4n
3p
4 σ
p
2
(0) + p
p
2n1+
p
2 max
i 6=j
Eh
p
2
i,j,(0)
+ n
p
2 p
p
2npσ
p
2 + ppn
p
2Emax
i,i′
h
p
2
i,i′,j + p
3p
4 n
3p
4 EX max
i,i′,j
(
EX˜h
2
i,i′,j(Xi, X˜)
) p
4
}
(3.5.6)
The results follows from (3.5.1), (3.5.2), (3.5.6).
3.5.2 Proof of Corollary 3.3.2
The proof relies on application of Corollary 3.3.1. Thereafter, we treat separately the U-statistics
Us,n, s = 1, 2, 3. Later, we give a detailed expression for exponential rate ps(t).
3.5.2.1 Study of U1,n
In this particular case if Z = (ε,X) ∈ R2, we obtain
h1,n(Z, Z˜) = h1,n(Z, Z˜) = h1,n(Z, Z˜) = εε˜
∑
k∈Λn
φk(X)φk(X˜).
From Assumption 3.3, if p ∈ 4N,
E
[
hp1,n(Z, Z˜)
]
= E
[
hp1,n(Z, Z˜)
]
= E [εε˜)p]E
[
ϑp∗,φ(X, X˜)
]
≤ a2pp2νp E
[
ϑp∗,φ(X, X˜)
]
E
[
maxi 6=j |hp1,n(Zi, Zj)|
] ≤ 4a2pp2νpω2pn E [maxi 6=j ϑp∗,φ(Xi, Xj)]
Emaxi
(
E
[
h21,n(Xi, X˜)|Xi
])p
= E
[
maxi ε
2p
i ϑ
p
∗,φ(Xi, Xi)
] ≤ a2pp2νpω2pn E [maxi ϑp∗,Φ(Xi, Xi)] .
Simple algebras involve that
σ21,n = σ
2
1,n = σ
4
ε |Λn|,
σ2(0),1,n = E
[
h21,n(Z,Z)
]− [Eh1,n(Z,Z)]2 ≤ 3σ4εEϑ2∗,Φ(Xi, Xi) .
Finally, using Assumption 3.2, one can apply Corollary 3.3.1 with c1,[1] = c2,[1] = c3,[1] = 2ν and
u1,n,[1] = a
2ϑ1|Λn| ,
us,n,[1] = a
2ϑsω
2
n|Λn|, ∀ s ∈ {1, 2} ,
σ1,n = σ
2
1,n = σ
4
ε |Λn| ,
σ2(0),1,n = σ
4
εϑ
2
1|Λn|2.
(3.5.7)
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Using that β > d
4
and Assumption 3.3 ­, the result follows from the application of Corollary 3.3.1.
Indeed, if we set for simplicity ln(α) =
√
ln
(
α0
αn
)
, and zn =
4
√|Λn|, we get
p1,n(t) = min
[
t2l2n(α)
e2K21σ
4
ε
;
tln(α)zn
eK2σε
;
(
t
√
nln(α)
eK3σ2ε
) 2
3
;
(
t 4
√
nln(α)
eK4σε
√
ϑ1
) 4
3
;
(
t
eK2a2ϑ1
nln(α)
z2n
) 1
2(1+ν)
;
(
t
e(K5 ∨K2)a
√
ϑ2
√
nln(α)
wn
) 2
3+2ν
;
(
t
eK2a
√
ϑ2
4
√
nln(α)zn√
wn
) 4
5+2ν
]
.
Notice, that for sufficiently large n, we get the explicit expression
p1,n(t) =
t2l2n(α)
e2K21σ
4
ε
.
3.5.2.2 Study of U2,n
Let us define Dk(X) , f(X)φk(X)− θk for k ∈ Nd. Therefore, the kernels are defined by
h2,n(Z, Z˜) = ε˜
∑
k∈Λn
Dk(X)φk(X˜),
h2,n(Z, Z˜) =
∑
k∈Λn
Dk(X)Dk(X˜), h2,n(Z, Z˜) = εε˜
∑
k,k′∈Λn
E(DkDk′)φk(X)φk′(X˜).
* Note that non symmetry of h2,n (h2,n 6= h2,n) implies that Corollary 3.3.1 can not be directly
applied. Thought, coming back to Proposition 3.3.4, the same result holds replacing the condition
(ii) in Corollary 3.3.1 by
(ii)′ max
{
Emax
i 6=j
|hpn(X, X˜)| ; Ehp(0) ; Eh
p
(0)
}
≤ pc2pk2,nup2,n
Using that f ∈ L∞(Q),
σ22,n = Eε˜2
∑
k,k′∈Λn
E [DkDk′ ]E [φkφk′ ] = σ2ε
(
Q2E [ϑ∗,φ(X,X)]−Θ(Λn)
) ≤ σ2εQ2ϑ1|Λn|,
σ22,n = E
[
h22,n(X, X˜)
]
=
∑
k,k′∈Λn
{
E
[
f 2φkφk′
]− θkθk′}2
≤ Q4E
[
ϑ2∗,φ(X, X˜)
]
+ Θ(Λn)− 2E
[
f 2p2Λn(f)
] ≤ Q4|Λn|+ L2.(3.5.8)
The last inequality is proved according to E
[
ϑ2∗,Φ(X, X˜)
]
= |Λn|. Using Assumption 3.2, it follows
that
σ2(0),2,n ≤ E
[
h22,n(Z,Z)
]
= E
[∑
k∈Λn
D2k(X)
]2
≤ Q4ϑ21|Λn|2 + 2Q2ϑ1
√
Θ(Λn)
(√
Θ(Λn) +Q
)
|Λn|+ 4Q2Θ(Λn).(3.5.9)
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Simple algebra involves a sharp control on the p-moments (p ∈ 4N) of the different statistic under
consideration. First,
E
[
hp2,n(Z, Z˜)
]
= E|ε˜|p E
[∑
k∈Λn
Dk(X)φk(X˜)
]p
≤ 2p−1
{
E
[
fpϑp∗,Φ(X, X˜)
]
+ E
[∑
k∈Λn
θkφk(X)
]p}
≤ 2p−1
{
QpEϑp∗,Φ(X, X˜) + Θ
p
2 (Λn)Eϑ
p
2
∗,Φ(X, X˜)
}
≤ 2p
(
Qϑ1|Λn| ∨
√
ϑ1Θ(Λn)|Λn|
)p
.
Moreover, from Assumption 3.3, for any p ∈ 4N,
E
[
h
p
(0),2,n(Z)
]
≤ 2p−1
{
Eε2pE
[ ∑
k,k′∈Λn
E(DkDk′)φk(X)φk′(X)
]p
+ Ep
[∑
k∈Λn
D2k
]}
≤ 2p−1
{
Eε2p E
[
f 2ϑ2∗,φ(X, X˜)−Θ2(Λn)
]p
+ Ep
[
f 2ϑ∗,Φ(X,X)
]}
≤ 2p−1
{
a2pp2νpQ2pE
[
ϑ2p∗,Φ(X, X˜)
]
+Q2pEp [ϑ∗,Φ(X,X)]
}
≤ p2νp (2a2Q2ϑ21 |Λn|2)p .
Further, for any p ∈ 4N we get
E
[
hp(0),2,n(Z)
]
≤ 8p
(
Q2ϑ1 |Λn| ∨
√
ϑ1Θ(Λn) |Λn| ∨Θ(Λn)
)p
,
E
[
maxi 6=j
∣∣hp2,n(Zi, Zj)∣∣] ≤ 4p−1 (Q2ϑ3 |Λn| ∨√ϑ1Θ(Λn) |Λn| ∨Θ(Λn))p .(3.5.10)
By a simple convexity argument, we also get that
Emax
i
(
E
[
h22,n(Zi, Z˜)|Zi
]]p
≤ 4p−1 (W1,n + 2W2,n +W3,n) ,
where according to Assumption 3.2 we have
W1,n , Ep
[∑
k,k′∈Λn θkθk′DkDk′
]
≤ Q2pΘp(Λn) ,
W2,n , Emaxi
[∑
k,k′∈Λn E [DkDk′ ] θkφk′(Xi)
]p
≤ 2p
(
Q2
√
Θ(Λn)ϑ1ϑ2 |Λn|
3
2 ∨ L3√ϑ1 |Λn|)p ,
W3,n , Emaxi
[
f 2(Xi)
∑
k,k′∈Λn E [DkDk′ ]φkφk′(Xi)
]p
≤ (2Q4ϑ2|Λn|)p .
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We deduce that the assumptions of Corollary 3.3.1 are satisfied with c1,[2] = c3,[2] = 0, c2,[2] = 2ν and
u1,n,[2] = 2Qϑ1|Λn| ∨ Q
√
ϑ1|Λn| ,
u2,n,[2] = a
2Q2ϑ21|Λn|2 ∨ 4Q2ϑ3 |Λn| ∨ 4L ∨ 4QL
√
2ϑ2 |Λn| ,
u3,n,[2] = 4
(
Q2L2 ∨ 2Q2(Q2 + L)ϑ2 |Λn| ∨ 2Q2L
√
ϑ1ϑ2 |Λn|
3p
2 ∨ 2L3√ϑ1
√
Λn
)
,
σ22,n = σ
2
εQ
2ϑ1|Λn|,
σ22,n = Q
4ϑ1|Λn|+ L2 ,
σ2(0),2,n = Q
4ϑ21|Λn|2 + 2Q2ϑ1L (L+Q) |Λn|+ 4Q2L2.
Hence, if n is sufficiently large, the application of Corollary 3.3.1 leads to (3.3.3) with
p2,n(t) =
t2l2n(α)
e2K21Q
2ϑ1σ2ε
.
3.5.2.3 Study of U3,n
For any f ∈ Σ, the kernels attached to U3,n are defined by :
h3,n(X, X˜) =
∑
k∈Λn Dk(X)Dk(X˜) ,
h3,n(X, X˜) = h3,n(X, X˜) =
∑
k,k′∈Λn E [DkDk′(X)]Dk(X)Dk′(X˜).
First, let us observe that h3,n(X, X˜) = h2,n(Z, Z˜). It immediately follows for any p ∈ 4N,
σ23,n = σ
2
2,n = Q
4ϑ1|Λn|+ L2,
E
[
hp3,n(X1, X2)
]
= E
[
hp2,n(X1, X2)
] ≤ ppc2,2up2,n,[2].
Moreover, one has for any x, y ∈ R
|h3,n(x, y)| ≤ 2
(
E
[
h23,n(x,X)
]
+ E
[
h23,n(y,X)
])
,(3.5.11)
and we get that
E
[
h23,n(x,X)
]
= E
(f(X) ∑
k∈Λn
φk(X)Dk(x)−
∑
k∈Λn
θkDk(x)
)2
= E
f 2(X)(∑
k∈Λn
φk(X)Dk(x)
)2−(∑
k∈Λn
θkDk(x)
)2
≤ Q2
∑
k∈Λn
D2k(x) = Q
2h2,n(x, x).(3.5.12)
From (3.5.9), (3.5.11) and (3.5.12), we deduce that
σ23,n = E
[
h23,n(X1, X2)
] ≤ 16Q4 E [h22,n(X1, X1)]
≤ 16Q4
(
Q4ϑ21|Λn|2 + 2Q2ϑ1
√
Θ(Λn)
(√
Θ(Λn) +Q
)
|Λn|+ 4Q2Θ(Λn)
)
.
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A similar argument combine to (3.5.10) leads to
E
[
max
i 6=j
hp3,n(Xi, Xj)
]
≤ 22pQ2p E
[
max
i
hp2,n(Xi, Xi)
]
≤ 16pQ2p
(
Q2ϑ2 |Λn| ∨
√
ϑ1Θ(Λn) |Λn| ∨Θ(Λn)
)p
.
Finally using that E
[
h2,n(X,X)
] ≤ Q2ϑ1|Λn| and (3.3.3), we get
Emax
i
(
E
[
h23,n(Xi, X)|Xi
])p ≤ 42p−1Q4p {E [max
i
h2p2,n(Xi, Xi)
]
+ 2Ep
[
h2,n(X,X)
]
E
[
max
i
hp2,n(Xi, Xi)
]
+ Ep
[
h22,n(X,X)
]}
Therefore, Emaxi
(
E
[
h23,n(Xi, X)|Xi
])p ≤ up3,n,[3] where
u3,n,[3] , 16Q4
[{
16Q4ϑ22 ∨ 8Q4ϑ1ϑ2 ∨ 3Q4ϑ21
} |Λn|2 ∨ 8√2Q3Lϑ1√ϑ2|Λn| 32
∨{32Q2L2ϑ2 ∨ 12Q2Lϑ1(L+Q)} |Λn| ∨ L2 ∨ 6Q2L2(2Q+ L)](3.5.13)
Finally, we sum up this studies in the following array :
u1,n,[3] = u2,n,[2], c1,[3] = 2ν ,
u2,n,[3] = 16Q
2
(
Q2ϑ2 |Λn| ∨ L ∨QL
√
2ϑ2 |Λn|
)
, c2,[3] = 2ν ,
σ23,n = Q
4ϑ1|Λn|+ L2,
σ23,n = 16Q
4 (Q4ϑ21|Λn|2 + 2Q2ϑ1L (L+Q) |Λn|+ 4Q2L2) ,
(3.5.14)
According to (3.5.14), if n is sufficiently large and under no structural assumption on f ∈ Σ, the
application of Corollary 3.3.1 leads to (3.3.3) with p3,n(t) =
tp3ln(α)
K2
where
p3 ,
1
2eQ2 4
√
ϑ21 + 2Q
−2ϑ1L (L+Q) |Λn|−1 + 4Q−2L2|Λn|−2
.(3.5.15)
Under additive structure. Now, let us assume that f ∈ Σ0, then ∀ k ∈ Λn, θk(f) = 0.
Consequently, if we write the regression function as the sum of d univariate functions fs ,
f(t) =
d∑
s=1
fs(t
(s)), t =
(
t(1), . . . , t(d)
)
.
and if we put ak,k′ , E [DkDk′(X)] ; then, for any k, k′ ∈ Λn the following expansion holds :
ak,k′ =
∑
s 6=s′
E
[
fsφksφk′s(X
(s))
]
E
[
fs′φks′φk′s′ (X
(s′))
] ∏
t6∈{s,s′}
E
[
φktφk′t(X
(t′))
]
+
d∑
s=1
E
[
f 2s φksφk′s(X
s)
]∏
t6=s
E
[
φktφk′t(X
t′)
]
.(3.5.16)
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If δ(k, k′) =
∑d
s=1 1k(s) 6=k′(s) still denotes the Hamming distance on N
d, due to orthonormality of Φ,
it follows from (3.5.16) that for any k ∈ Nd,
(3.5.17) k′ 6∈ B∗δ (k) ,
{
u ∈ Nd : δ(k, u) > 2} =⇒ ak,k′ = 0.
Therefore, using Assumption 3.1, we get
σ23,n = E
f 2(X˜)f 2(X)
∑
k∈Λn
∑
k′∈B∗δ (k)
ak,k′φk(X˜)φk′(X)
2
≤ Q4
∑
k,k(1)∈Λn
∑
k′∈B∗δ (k)
∑
k′
(1)
∈B∗δ (k(1))
ak,k′ak1,k′1δk′,k′(1)δk,k(1) = Q
4
∑
k∈Λn
∑
k′∈B∗δ (k)
a2k,k′
≤ Q4 E
[
f 2(X)f 2(X˜)ϑ∗∗,Φ(X, X˜)
]
≤ Q8
√
Eϑ2∗∗,Φ(X, X˜) ≤ Q8ϑ4|Λn|1+
2
d
Finally, since we suppose that d > 2, for sufficiently large value of n, if f ∈ Σ0, then (3.3.3) holds
with
p∗3,n(t) =
t2l2n(α)
e2K21
(
Q4ϑ1 +
L2
|Λn|
) .
3.5.3 Proof of Lemma 3.3.1
It easily results from the application of Markov’s inequality. For a given x > 0, define p ∈ κN as the
κ-integer part of m = min
[(
x
eA
) 1
γ1 ,
(
x
eB
) 1
γ2
]
i.e. the unique element of κN such that
0 ≤ m− p < κ.
From the initial assumption, we have
E|Y |p ≤ I(p) = max [c1pγ1pAp, c2pγ2Bp] .
Therefore, according to Markov’s inequality,
P (|Y | > x) ≤
{
c1pγ1pAp
xp
≤ c1e−p if I(p) = c1pγ1pAp,
c2pγ2pBp
xp
≤ c2e−p if I(p) = c2pγ2pBp.
3.5.4 Proof of Lemma 3.4.1
We first remark that Vn =
2
n
∑n
i=1 Zn(Xi, Yi), where for i = 1, . . . , n
Zn(Xi, Yi) ,
∑
k∈Λn
θk (Yiφk(Xi)− θk) ,
are i.i.d. centered random variables. Let pΛn be the orthogonal projection operator on the space
spanned by (φk)k∈Λn . Thus, the variance of Zn(X1, Y1) can be computed as follows :
Varf (Zn(X1, Y1)) =
∑
k,k′∈Λn
θk(f)θk′(f)
{
Ef
[
Y 21 φk(X1)φk′(X1)
]− θk(f)θk′(f)}
= Ef
[
Y 21 p
2
Λn(f)(X1)
]−Θ2f ≤ [Q2 + σ2ε −Θf]Θf .(3.5.18)
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As for canonical U-statistics, we easily get an exponential inequality for Vn combining Rosenthal
inequality with Lemma 3.3.1. Indeed, according to Assumptions 3.2 and 3.3, we observe that for
p ∈ 4N,
EZpn(X1, Y1) ≤ Θ
p
2
f E
[∑
k∈Λn
(Y1φk(X1)− θk)2
] p
2
≤ 4p−1Θ
p
2
f
{
E
[
Y p1 ϑ
p
2
∗,φ(X1, X1)
]
+ Θ
p
2
f + 2E
[
Y
p
2
1 p
p
2
Λn
(f)(X1)
]}
≤ 4p−1Θ
p
2
f
{√
E
[
Y 2p1
]
E
[
ϑp∗,φ(X1, X1)
]
+ Θp(Λn) + 2
√
E
[
Y
p
2
1
]
E
[
ppΛn(f)(X1)
]}
≤ 4p−1Θ
p
2
f
{
2(ν+1)ppνp(ap +Qp)ϑ
p
2
1 |Λn|
p
2
+ Θ
p
2
f + 2p
νp
4 (a
p
4 + Q
p
4 )ϑ
p
4
1 Θ
p
4
f |Λn|
p
4
}
.(3.5.19)
According to Rosenthal inequality, it follows from (3.5.18) and (3.5.19)
E
∣∣∣∣∣
n∑
i=1
Zn(Xi, Yi)
∣∣∣∣∣
p
≤ p p2Kp1,vn
p
2 Θ
p
2
f + n4
pppΘpf
+ npp(ν+1)Kp2,v|Λn|
p
2 Θ
p
2
f + 2np
p(1+ ν4 )Kp3,v|Λn|
p
4 Θ
3p
4
f ,(3.5.20)
where the constants K1,v, K2,v and K3,v are defined by (3.4.1).
Finally, applying Lemma 3.4.3, we obtain that for any t ∈ R+,
Pf
(|Vn| ≥ ta2n) ≤ cn,v(t)e4e−pv,n(t),
where ‖cn,v‖∞ = 2n and pv,n is the mixture term defined by (3.4.2).
3.5.5 Proof of Lemma 3.4.6
Proof of (a). Let us use the following decomposition
η2n,I ,
∑
k∈In
(
θ̂k − θk(f)
)2
= U∗n,I + V
∗
n,I + E
[
η2n,I
]
(3.5.21)
where, if for any i = 1, . . . , n. we define
Z0,n(Xi, Yi) ,
∑
k∈In
[
(Yiφk(Xi)− θk)2 − Ef (Yiφk(Xi)− θk)2
]
,
we put 
U∗n,I , 1n2
∑
i 6=j
∑
k∈In (Yiφk(Xi)− θk) (Yjφk(Xj)− θk) ,
V ∗n,I , 1n2
∑n
i=1 Z0,n(Xi, Yi) .
First, a rough upper bound for the mean of η2n,I is
E
[
η2n,I
] ≤ (Q2 + σ2ε)(d− 1)a2ne1,n,I .(3.5.22)
115
3.5. APPENDIX F.CHIABRANDO
where we put
e1,n,I = n
− 2β(d−2)
(4β+d)(2β+1)
[
ln
(
α0
αn
)] 2β
4β+d
.(3.5.23)
Now, we turn to establish an exponential inequality for the remaining terms U∗n,I and V
∗
n,I .
We start with V ∗n,I . According to Assumptions 3.1, 3.3 and 3.6, we give rough upper bounds
respectively for the variance and the p-moment of the variable Z0,n(X1, Y1) : for any p ∈ N,
Ef
[
Z20,n(X1, Y1)
] ≤ Varf (Z0,n(X1, Y1)) ≤ K ′0,n,I |In|2
Ef
∣∣Zp0,n(X1, Y1)∣∣ ≤ K ′p1,n,I |In|p + pνpK ′p2,n,I |In|p + p2νpK ′p3,n,I |In|p,
where 
K ′0,n,I , (Q4 + E[ε4])ϑ211 ,
K ′1,n,I , (σ2ε +Q2)ϑ11 ∨ 2L
2
|In| ,
K ′2,n,I , aQϑ11
(
1 ∨ 1√
ϑ11|In|
)
,
K ′3,n,I , 22νa2ϑ11.
Due to Rosenthal inequality (Proposition 3.3.2), it follows that
E
∣∣∣∣∣
n∑
i=1
Z0,n(Xi, Yi)
∣∣∣∣∣
p
≤ |In|p
{
p
p
2K
p
2
0,n,In
p
2 + n
(
ppKp1,n,I + p
p(1+ν)Kp2,n,I + p
p(1+ν)Kp3,n,I
)}
,
where for s = 1, 1, 2, 3, Ks,n,I , CRK ′s,n,I and K0,n,I , C2RK ′0,n,I .
Applying Lemma 3.3.1, there exists cv,n,I(t) ∈ {1, n}, such that for any t > 0,
sup
f∈Σ
Pf
(
V ∗n,I ≥ ta2n
)
= Pf
(
n2V ∗n,I ≥ tn2a2n
) ≤ cv,n,I(t)e−pv,n,I(t),(3.5.24)
where, if κ1 = 1, κ2 =
1
1+ν
, κ3 =
1
1+2ν
we set
e2,n,I , n
8β2+β(6d−4)+d
(2β+1)(4β+d) ,
pv,n,I(t) , min
[
t2e2,n,I
K0,n,I
; mins=1,2,3
(
tne2,n,I
Ks,n,I
)κs − ln(n)] .(3.5.25)
To end the proof of (a), it remains to control the tail probabilities of statistic U∗n,I . This variable
is an 2-order canonical U-statistic (see Definition 3.3.1) derived from Un, defined in (3.3.6), replacing
Λn by In. Consequently, under Assumption 3.6, we claim that an exponential inequalities equivalent
to these stated in ¶ of Corollary 3.3.2, holds.
Thus, it implies that for any given t > 0, there exists cs,I(t) > 0 and ps,n,I(t) > 0, such that
‖cs,I‖∞ ≤ 2n2 and
sup
f∈Σ
Pf
(
U∗n,I ≥ ta2n
) ≤ 3∑
s=1
cs,I
(
t
3
)
e−ps,n,I(
t
3)(3.5.26)
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The results follows from (3.5.21), (3.5.22), (3.5.24) and (3.5.26).
Proof of (b). The principle of the proof is the same as for (a). As above, we use the following
decomposition of η2n,Γ ,
∑
k∈Γn
(
θ̂k − θk(f)
)2
η2n,Γ = U
∗
n,Γ + V
∗
n,Γ + Eη2n,Γ
where 
U∗n,Γ , 1n2
∑
i 6=j
∑
k∈Γn (Yiφk(Xi)− θk) (Yjφk(Xj)− θk) ,
V ∗n,Γ , 1n2
∑n
i=1 Z0,n,Γ(Xi, Yi) ,
if for all i = 1, . . . , n., we put
Z0,n,Γ(Xi, Yi) ,
∑
k∈Γn
[
(Yiφk(Xi)− θk)2 − Ef (Yiφk(Xi)− θk)2
]
.
We get that
Eη2n,Γ ≤ (Q2 + σ2)ϕ2n(Σ).(3.5.27)
Replacing In by Γn, equivalents of (3.5.24) and (3.5.26) hold for U
∗
n,Γ and V
∗
n,Γ. Indeed, from
Assumption 3.7 {
Pf
(
V ∗n,Γ ≥ tϕ2n(Σ)
) ≤ cv,Γ(t)e−pv,n,Γ(t) ,
Pf
(
U∗n,Γ ≥ ta2n
) ≤ ∑3s=1 cs,Γ (t/3) e−ps,n,Γ(t/3) .(3.5.28)
where if cs,n,Γ and Ks,n,Γ are the analogues of cs,n,I and Ks,n,I , replacing In by Γn, for any t > 0 and
sufficiently large n ∈ N,

pv,n,Γ(t) = min
[
t2n
C2RK0,n,Γ
; mins=1,2,3
(
tn
CRKs,n,Γ
)κs − ln(n)] ,
p1,n,Γ(t) =
t2
e2K21σ
4
ε
,
p2,n,Γ(t) =
t2
e2K21ϑ111σ
4
ε
,
p3,n,Γ(t) =
t
2e2K22Q
2
√
ϑ111
.
(3.5.29)
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Chapitre 4
Test minimax et minimax adaptatif pour
la structure additive
Abstract
In this final chapter, we are interested in the statistical problem of testing the additive structure for
a regression function with high dimensional predictor. Following a paper of Dette and Wilkau [25],
our method iinvolves a statistic based on an empirical L2 ditance of the Nadaray Watson and the
marginal integration estimator. First, we derive an asymptotical optimal non-adaptive result (in the
minimax sense) concerning the test for additivity against the composite nonparametric alternative
that the distance between the response function and the set of additive functions is separated away
from zero in L2([0, 1]
d)-norm. Further, we extend our study to the construction of a test that allows
the adaptive detection of the additive structure.
4.1 Introduction
We consider a hypothesis testing problem in the multidimensional heteroscedastic regression mo-
del. Let Z(n) = {(X1, Y1), . . . , (Xn, Yn)} be a random vector such that
(4.1.1) Yi = f(Xi) + σ(Xi)εi, i = 1, . . . , n ,
where
? εi are i.i.d. zero mean random variables with unit variance.
? Xi = (Xi,1, . . . , Xi,d) are d-dimensional i.i.d. predictors with density function g(·) supported on
[0, 1]d.
? σ(·) is an uniformly bounded function on [0, 1]d. We denote by ‖σ‖∞, its supremum norm.
We also assume that the noise sample ε(n) = (ε1, . . . , εn) is independent of the predictor vector
X(n) = (X1, . . . , Xn). Throughout this chapter, for s = 1, . . . , d, we denote by gs(·) the marginal
distribution of the predictor component X1,s and gs(·) the one of X1,s = (X1,j ; j 6= s) .
Borrowing ideas from the theory of analysis of variance, the underlying response function f
in (4.1.1), assuming f ∈ L2([0, 1]d), admits the following unique decomposition : for any x =
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(x1, . . . , xn) ∈ [0, 1]d, we have
f(x) = c+
d∑
s=1
f ∗s (xs) + f0(x) .(4.1.2)
With these notations c is a constant, f ∗s are univariate functions (the mains effects) and f0 involves
all interactions of second and higher orders. These functions satisfy the following indentifiability
conditions : 
E [f ∗s (X1,s)] = 0 s = 1, . . . , d,
E [f0(X1)] = 0
E [f0(X1)|X1,s] = 0 s = 1, . . . , d,
where EX1,s denotes the conditional expectaction w.r.t. to the component Xs. According to these
conditions, we get that c = E [f(X1)]. Testing the null hypothesis that f belongs to the set of
additive functions is now equivalent to testing the null hypothesis
H0 : f0 = 0 .
We need to impose some regularity assumptions on f0 in order to be able to distinguish it from
noise. Thereafter, we assume that f belongs to the functional class Σ(κ) = Σ(β, L,Q), β > d
4
, L > 0,
Q > 0, which is defined as follows
Σ(β, L,Q) , {f ∈ H(β, L) : ‖f‖∞ ≤ Q}(4.1.3)
where ‖ · ‖∞ is the supremum norm and H(β, L) denotes the d-dimensional isotropic Holderian class,
composed with functions f such that for all j = 1, . . . , d,
sup
(x1,...,xj−1,xj+1,...,xd)∈[0,1]d−1
∣∣∣∣∂mf∂xmj (x(1))− ∂
mf
∂xmj
(x(2))
∣∣∣∣ < L ∣∣∣x(1)j − x(2)j ∣∣∣β−m ,
when m = [β], and for any l = 1, 2, x(l) =
(
x1, . . . , xj−1, x
(l)
j , xj+1, . . . , xd
)
∈ [0, 1]d.
In the sequel, the parameter κ = (β, L,Q) is also called the nuisance parameter. According to this
notations, our aim is twofold. First, for a given κ, we are interested in the construction of a test of
null the hypothesis
H0(κ) : f ∈ Σ0(κ) , Σ(κ) ∩ Addd,
where Addd still denotes the set of d-dimensional additive functions (i.e. satisfying to (1.1.1)). In
addition, to distinguish between the two hypotheses, the set of alternatives should be separated away
from zero by some distance Cψn tending to zero as n tends to infinity. Here, we measue this distance
by the L2([0, 1]
d)-norm of f0, and the nonparametric local alternative is then defined by
Aκ,n(Cψn) : f ∈ Φκ(C,ψn) , {f ∈ Σ(κ) ; ‖f0‖ > Cψn} ,(4.1.4)
where C > 0, , ψn > 0 and ‖ · ‖ denotes the L2-norm on [0, 1]d. As the sample size increases,
alternatives are closer and closer to zero. We aim to find the fastest rate (minimax rate of testing,
see Definition 4.2.3) for wich testing the null hypothesis with prescribed error probabilities of type 1
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and type 2 (see (4.2.1) and (4.2.2)) is still possible and to construct the corresponding rate-optimal
test.
Naturally, the rate ψn as well as the optimal test heavily depend on the nuissance parameter κ,
typically unknown. It motivates the consideration of an adaptive procedure. Consequently, we will
pay attention to the case where κ is assumed to be unknown. We shall derive from the non-adaptive
case, a test procedure that adapts to a range of nuisance parameters Ψ ; that is a test that achieves
the minimax rate of testing attached to the test of H0(κ) against the local alternative Aκ,n(Cψn),
simultaneously for all κ ∈ Ψ.
Following the marginal integration revisited by Dette and Wilkau [25], we derive minimax non-
adaptive and adaptive hypothesis testing procedures for additivity in the heteroscedastic regression
model. The statement of these results requires the use of the exponential inequality for canonical
2-order U-statistics presented in the chapter 3.
This chapter is organized as follows. In Section 4.2, we recall some basic definitions related to
the nonparametric hypothesis minimax testing and we introduce the background of the adaptative
minimax testing approach initiated by Spokoiny [99]. The testing procedure is exposed in Section
4.3. Next, Section 4.4 contains the required assumptions on the model and the main results. The
proofs are postponed to Section 4.5.
4.2 Minimax and adaptive minimax framework
4.2.1 Minimax testing approach
In the general set-up introduced above, we assume that the regression function f belongs to a
class of functions, denoted by F . A standard statistical problem consists in choosing between a null
hypothesis
H0 : f ∈ F0 ⊂ F ,
and a local alternative
An(Cψn) : f ∈ Fn(Cψn) = {f ∈ F ; d(f,F0) > Cψn}
where C > 0, ψn > 0 and d(·) denotes a given metric on F .
Definition 4.2.1. A test ∆n = ∆n(Z
(n)) is a binary (taking its values in {0, 1}) measurable function
w.r.t. the observations vector Z(n). The response ∆n = 0 means that the null hypothesis H0 is
accepted, on the contrary the event ∆n = 1 corresponds to its rejection.
A general approach to compare two statistical test is to evaluate their errors of interpretation.
Thus, we recall the definition of the type 1 error, also called the level of a the test ∆n :
α(∆n) , sup
f∈F0
Pf (∆n = 1).(4.2.1)
Typically, the statistician wants to keep this quantity under control. Practically, we aim to construct
a statistic test that ensures a prescribed minimal level. Then, for two decision rules with sufficiently
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small level, we need to evaluate the type 2 error probability :
γ(∆n, Cψn) , sup
f∈Fn(Cψn)
Pf (∆n = 0).(4.2.2)
The quantity γ(∆n, Cψn) must be understood as the probability to accept H0 while f ∈ Fn(Cψn).
Obviously, this term heavily depends on the alternative An(Cψn) under consideration. For instance,
the smaller is Cψn, the larger is the corresponding second type error.
For prescribed αn > 0 and γn > 0, we say that a test ∆n achieves to detect the null hypothesis at
a distance Cψn if we simultaneously get
(4.2.3) α(∆n) ≤ αn, γ(∆n, Cψn) ≤ γn.
If αn and γn are given, one may wonder : what is the minimal distance Cψn for which it is possible
to construct a test satisfying to (4.2.3) ? How can we construct such a optimal test ? Following the
approach of Neyman-Pearson, we define what is usually called the minimax rate of testing.
Definition 4.2.2. Let αn be a positive sequence in ]0, 1[. We call ∆n a test of asymptotical level αn
if we have
lim sup
n→∞
α−1n α(∆n) ≤ 1.
Let Γn(αn) be the set of all tests satisfying to this condition.
Definition 4.2.3. Let αn and γn be two positive sequences in ]0, 1[. A sequence ϕn = ϕn(αn, γn) is
called (αn, γn)-minimax rate of testing if
¶ there exists C∗ > 0 such that for all C < C∗,
lim inf
n→∞
γ−1n inf
∆n∈Γn(αn)
γ(∆n, Cϕn) ≥ 1.
· there exists C∗ > 0 and ∆∗n ∈ Γn(αn) such that for all C > C∗,
lim sup
n→∞
γ−1n γ(∆
∗
n, Cϕn) ≤ 1.
Definition 4.2.3 involves that ϕn(α, γ) is a critical rate for testing. If the alternative is too close to
the null hypothesis set of functions then ¶ ensures that no α-level test procedure can asymptotically
ensure to achieve a second type error lower than γn . Thought, · states that it is possible to construct
a test that detects H0 against a local alternative separated away from the null hypothesis by a distance
asymptotically equal to ψn = ϕn(α, γ).
4.2.2 Adaptive minimax testing approach
Thereafter, we address the problem of adaptive testing. Now, f is assumed to live within a func-
tional class
F =
⋃
κ
F(κ)
where Fκ are functional subsclasses indexed by κ ∈ Ψ, the nuisance parameter.
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For κ ∈ Ψ, F(κ) is endowed with a metric dκ and F0(κ) denotes a subset of F(κ). In this context,
a natural purpose consists in finding an universal test that allows to efficiently distinguish, for any
κ ∈ Ψ, the null hypothesis
H0(κ) : f ∈ F0(κ)
from the local alternative Aκ,n(Cϕκ(n)) described by
f ∈ Fκ(Cϕκ(n)) =
{
f ∈ F(κ) ; dκ(f,F0(κ)) = min
g∈F0(κ)
dκ(f − g) > Cϕκ(n)
}
,
where ϕκ(n) is the (α, γ)-optimal minimax rate of testing the null hypothesis H0(κ) against local
alternative defined as above. We expect to construct a test that only depends on the range Ψ and
that achieves the minimax rate of testing for all κ ∈ Ψ. The existence of such a test may depends
on the model. In case where no test can fulfill this condition, we may introduce a rule to compare
the testing rate families (ψκ(n))κ∈Ψ. In the sequel, we will set a criterion concerning this notion of
adaptive testing rate.
In this chapter, we pay attention to a specific adaptive testing problem that is related to the
detection of a special structure for f . If F0 denotes the subset of functions in F that satisfy to the
underlying structure, we consider the null hypothesis
H0(κ) : f ∈ F0(κ) = F0 ∩ F(κ)
In this framework, the nuissance parameter κ usually measures some kind of smoothness of the target
function.
EXEMPLE 4.2.1.
Let f be an unknown regression function. In the context of optimisation problems, one may ask
whether f vanishes at a given point x0 or not. Assume that we get the prior information that f
belongs to an Holder class of function, H(β, L), defined as above ; thought we do not exactly know
the values of parameters β and L. An auxiliary information ensures that β ∈ [β∗, β∗] and L ∈ [L∗, L∗].
In this example, we aim to construct a test that detects to the null hypothesis
H0((β, L)) : ”f ∈ H(β, L), f(t0) = 0”
against the local alternative
A(β,L)(Cψ(β,L)(n)) : ”f ∈ H(β, L), |f(t0)| ≥ Cψ(β,L)(n)”.
Another problem is related to the consideration of another alternatives described by
A
(p)
(β,L)(Cψ(β,L)(n)) : ”f ∈ H(β, L), ‖f‖p ≥ Cψ(β,L)(n)”.
Such a statistical problem has already been treated by Spokoiny [99]. In the setting of Example
4.2.1, he proves that the construction of a test that achieves the minimax testing rate for all values
of the nuissance parameter κ = (β, L) is not possible. Further, he introduces a general criterion of
optimality for (αn, γn)-optimal adaptive testing rate on Ψ. Thereafter, we briefly present its approach.
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First, we need to introduce
Γn(Ψ, αn) ,
{
∆n : lim sup
n→∞
α−1n sup
κ∈Ψ
sup
f∈F0(κ)
Pf (∆n = 1) ≤ 1
}
.
This set must be understood as the family of tests for which the maximal first type error over Ψ is
controlled by a prescribed scale αn. In this way, we restrain to consider test procedures that efficiently
detect null hypothesis whatever κ ∈ Ψ. Next, we search for the smaller tn such that the detection of
null hypothesis is possible against an local alternative Aκ,n(Cϕκ(t
−1
n n)) uniformly over κ ∈ Ψ.
Definition 4.2.4. Let positive sequences αn, γn ∈ (0, 1). The factor tn is said to be adaptive (αn, γn)-
optimal w.r.t the family F = {F0(κ),F(κ);κ ∈ Ψ} if
¶ there exists C∗ = C∗(Ψ) > 0 and ∆∗Ψ,n ∈ Γn(Ψ, αn) such that for all C > C∗,
lim sup
n→∞
γ−1n sup
κ∈Ψ
γ(∆∗Ψ,n, Cϕκ(t
−1
n n)) ≤ 1.
· there exists C∗ = C∗(Ψ) > 0 such that for all C < C∗,
lim inf
n→∞
γ−1n inf
∆n∈Γn(Ψ,αn)
sup
κ∈Ψ
γ(∆n, Cϕκ(t
−1
n n)) ≥ 1.
In this case, {ϕκ(t−1n n)}κ∈Ψ is called the adaptive minimax rate of testing and any ∆∗Ψ,n satisfying to
¶ is called adaptive optimal test for the family F .
Following Definition 4.2.4, tn must be interpreted as the smallest penalization for which one can
construct a test that detects, simultaneously on Ψ, the null hypothesis H0(κ) at a distance of order
ϕκ(t
−1
n n). In this approach, tn is an uniform penalization in the sense that tn does not depend on
κ ∈ Ψ .
4.2.3 Statistical motivations
The problem of minimax hypothesis testing was initiated in the early papers of Ingster [60],[62],
[63]. We refer to Ermakov [33], Gayraud and Pouet [37], Lepski and Leblanc [70], Lepski and Spo-
koiny [78], Lepski and Tsybakov [86] for results in this framework. All these papers are interested
in the problem of minimax testing approach : f is assumed to be in Fκ for a given κ ∈ Ψ and they
provide a minimax rate of testing for various null hypothesis against local alternatives. The exact
knowledge of κ is of major importance because the optimal test procedure heavily depends on this
nuisance parameter. Typically, this parameter is unknown as well as the regression function f : this
makes this approach unnatural and unattractive from a practical point of view. Without this addi-
tional information, the main question is : how can we construct a test that adapts to the nuissance
parameter κ ∈ Ψ ?
Recently, many authors have considered the adaptive hypothesis testing problem. In this context,
very interesting results have been obtained by Baraud, Huet and Laurent [5], Gayraud and Pouet[38],
Horowitz and Spokoiny [57].
For instance, Gayraud and Pouet [38] point out an adaptive test w.r.t. a massive class of Holder
spaces for null hypothesis H0 : f ∈ F0 under regression model with equispaced determinist design.
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The underlying procedure based on an efficient estimator of the L2-norm is efficient under a restriction
on the entropy of F0.
The method proposed by Baraud, Huet and Laurent [5] is different. It is based on a model selection
procedure and the use of Fisher tests. However, in all the papers mentioned above, no assumption
on f is required since the distance they used to separate the null hypothesis and the alternative is a
discrete one ; it avoids to quantify the approximation of the L2-norm by a discrete sum of squared
terms. The problem of adaptive test when the distance between the null hypothesis and the local
alternative is described by the L2-norm has already been treated by Spokoiny [99] and Abramovich,
De Feis and Sapatinas [1]. In the context of WGN model, Spokoiny considers a collection of Besov
spaces and aim to construct an adaptive test for the detection signal problem i.e. when the null
hypothesis is H0 : f = 0. The approach developed here is closely related to those in [99].
Problem of testing additive structure also arises in recent literature. Early works dates back to
Tukey [109]. We refer to Barry [8], Derbort, Dette and Munk[24],[25], Eubank, Hart, Simpson and
Stefanski [35], Gozalo and Linton [46], Hastie and Tibshirani [54], for various approaches in this
sense. Among the quoted papers, just a few have investigated the asymptotic power of their test
against a sequence of local alternatives. Most of them restrict to small class of alternative models
and never refer to minimax optimal testing rate introduced in Ingster [60]. Recently Abramovich, De
Feis and Sapatinas [1] address the problem of testing additivity against local alternative under the
minimax approach. They construct a minimax optimal test for the problem of signal detection when
the local alternative is described by the set of all smooth interactions functions (typically in Besov
space) such that ‖f‖2 > ρ. They investigate the standard gaussian regression model with determi-
nist regular design basing on the wavelets decomposition in Besov space and particularly the use of
discrete wavelet coefficients. Using basic relation, they bring back to white gaussian noise model and
then apply a procedure derived from those developped in [99].
Following the testing procedures presented in Dette and Wilkau [25] and Gozalo and Linton [46],
we extend existing results to a more general framework allowing consideration of a random design
and an asymptotically null αn. Contrary to the case of a fixed level αn = α > 0, the asymptotic
normality of the pivotal statistic no more suffices. In particular, the proof of optimality now requires
the study of large deviations for general 2-order canonical U-statistics presented in chapter 3.
Moreover, in opposition to existing works dedicated to the construction of an adaptive test, the
considered problem allows dependence of null hypothesis on a nuisance parameter. Such testing
problem is known as a composite hypothesis problem. Namely, if we look to the problem of the signal
detection (see Spokoiny[99]) under null hypothesis asymptotic of test statistics only brings into play
the noise contribution attached to the model.
EXAMPLE 4.2.1.
For instance, under the presented model, assume that β ∈ {β1, β2} with β1 < β2, and suppose that
optimal decision rule are respectively based on deviation of T (β1) and T (β2). A standard adaptive
procedure consists in rejecting null hypothesis as soon as at least one of the test rejects. In this
way, if f is additive but unsmooth (β = β1), T (β2) would be an unadapted oversmooth estimate of
d2(f,Σ0) because its bias may be too large one compared to its stochastic deviation. Consequently,
the first type error of the test is not under control. Here, a suitable estimation procedure would
allow to neglect f -biais contribution and then enable to construct a test that adapts to smoothness
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parameter in a relative range.
4.3 Test procedures
The common statistical method to test a structural assumption on the response function f is based
on the differences between a fit under the underlying assumption and a fit in the general model or
based on residuals under this assumption. In this chapter, we investigate a test for the hypothesis
of additivity which is based on kernel methods. According to the revisited marginal integration
algorithm from Gozalo and Linton [46], Dette and Wilkau [25], we use an efficient estimate of the
projection of the regression function on the subspace of additive function. Further, we give an adaptive
testing procedure based on the usual Bonferroni method (see Spokoiny [99]).
4.3.1 Minimax test procedure
Assume that f ∈ Σ(κ) defined in (4.1.3) where κ = (β, L,Q) is assumed to be known. As usual,
we aim to test f0 = 0 via a sharp estimation of the projection pf = c +
∑d
s=1 f
∗
s , according to the
notation of 4.1.2. The test procedure relies on a sharp estimation of
‖f0‖2 = ‖f − pf‖2 .
First, we use the marginal integration decomposition to give a sharp pointwise kernel estimator of
pf . Hence, we estimate ‖f0‖2 via a U-statistic composed with the residuals of the preliminary fitting
step.
4.3.1.1 Estimation of the projection function pf
The first step of our procedure consists in the construction of a sharp estimator of the projection
pf via the marginal integration method. According to the independence of predictor’s components,
the projection pf corresponds to the orthogonal projection of the function f ∈ L2(g) on the subspace
L2(g)∩Addd, where L2(g) is the space of all functions h : Rd → R such that
∫
Rd h
2(t)g(t)dt is finite.
Consequently, we have for any x = (x1, . . . , xd) ∈ [0, 1]d
(4.3.1) pf (x) =
d∑
s=1
fs(xs)− (d− 1)c, ∀ t = (t1, . . . , td),
where we still set c = E[f(X)] and the additive components are defined by
(4.3.2) fs(xs) =
∫
[0,1]d−1
f(us, xs)gs(us)dus , s = 1, . . . , d.
Here, we use the notation us = (u1, . . . , us−1, us+1, . . . , ud) ∈ [0, 1]d−1 and with some abuse of termi-
nology we put f(us, xs) = f(u1, . . . , us−1, xs, us+1, . . . , ud). For convenience, one assume in the sequel
that c = 0. This assumption is not restrictive, since c can be estimated by the empirical mean at the
parametric rate.
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Remark 4.3.1. Note that pf is not necessarily an orthogonal projection with respect to the Hilbert
space L2(g), where g is still the joint density of the explanatory variable X1. However, one easily
check that it is an orthogonal projection in the case of independent components X1,s, s = 1, . . . , d.
First, the definition of our pivotal statistic requires to introduce the standard multidimensional
Nadaraya-Watson estimator of the density g :
(4.3.3) ĝh(x) ,
1
n
n∑
i=1
Kh(x−Xi) .
where the bandwidth parameter h > 0 can be tuned with respect to the regularity of g and
Kh(t) =
∏d
s=1 kh(ts) is a d-dimensional kernel depending on kh(·) = h−1k(·/h) where k(·) is an
unidimensional kernel.
Under the additive structure, one can also estimate f(·) with modified Nadaraya-Watson esti-
mator. Indeed, we shall estimate each fs in (4.3.1) with unidimensional accuracy. Indeed, for any
s ∈ {1, . . . , d} and ts ∈ [0, 1], we estimate fs(ts) by
(4.3.4) f̂s(ts) ,
1
n2
n∑
k=1
n∑
j=1
ω
(s)
k,j(ts)Yj,
where if K∗h : u ∈ Rd−1 →
∏d−1
j=1 kh(uj), the weights are defined by
ω
(s)
k,j(ts) =
kh0 (Xj,s − ts)K∗h1 (Xj,s −Xk,s)
ĝh0(ts, Xk,s)
.(4.3.5)
and the bandwidths are  h0 , h0,n(κ) = n
− 1
2β+1 ,
h1 , h1,n(κ) = n−
β
βg
2β+1 .
Remark 4.3.2. From (4.3.4), our estimator can be viewed as a weighted linear estimator that selects
one observation according to the distance between the predictors and the evaluation point in the
direction s.
Thus, if ĉn = Y n =
1
n
∑n
i=1 Yi, the marginal integration estimator of pf is now defined by
(4.3.6) p̂f (t) =
d∑
s=1
f̂s(ts)− (d− 1)ĉn .
4.3.1.2 Decision rule
We use a detection rule for additivity based on the estimation of the distance from f to Σ0(κ) in
L2-norm with the help of
(4.3.7) Tn(κ) ,
1
n(n− 1)
∑
1≤i 6=j≤n
Khn(β)(Xi −Xj)pi(Xi)pi(Xj)êiêj,
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where êi = Yi − p̂f (Xi), for i = 1, . . . , n, denotes the residual corresponding to the observations Xi,
and if α0 is a given constant such that α0 ≥ 2e4, the bandwidth is
hn(κ) = hn(β) ,
(
n−1
√
ln
(
α0
αn
)) 24β+d
.(4.3.8)
The introduction of a continuous weight function pi(·) aims to prevent consideration of boundary
effects. Nevertheless, according to Assumption 4.2 ­ we basically choose pi(·) = 1. Now, we introduce
some basical notations 
rκ(u) , u−
2β
4β+d , ∀ u ∈ R ,
vn , n
√
ln
(
α0
αn
)−1
,
an(κ) , rκ(vn) =
(
n−1
√
ln
(
α0
αn
)) 2β4β+d
.
Therefore, we define the test
(4.3.9) ∆∗κ,n , 1{Tn(κ)>λa2n(κ)},
where λ is chosen such that λ > 3
√
2eK1G
2
0‖σ‖4∞ and K1 is the universal constant defined by (3.3.3).
Notice that the choice of λ only depends on the kernel K, the noise variance σ and the predictor
distribution g.
Remark 4.3.3. As usual, we treat ∆∗κ,n = 1 as the rejection of additive hypothesis. We refer to Dette
and Wilkau [25] for detail studies of several tests of additivity based on this method.
4.3.2 Adaptive minimax test for additivity
The test constructed above is based on the prior knowledge of the nuisance parameter κ. The-
reafter, we assume that f ∈ Σ(κ) where κ ∈ Ψ is supposed unknown. In this framework, we aim
to construct a test procedure that detects additive structure with (αn, γ)-optimal adaptive minimax
testing rate defined above (see Definition 4.2.4).
We use a naive adaptative method consisting in two steps : we first construct a grid on the set of
nuisance parameters ; then we accept the structural hypothesis if and only if each the tests attached
to the nodes of the grid accept and then reject as soon as at least one of them rejects. The problem
here is that each test has a finite type 1 error probability but its composite type 2 error is too large.
To cope with this, we take the threshold value for each test with an extra growth factor. We refer to
Abramovich, De Feis and Sapatinas [1], Gayraud and Pouet [38], Spokoiny [99] for similar approaches.
Assume that κ = (β, L,Q) ∈ Ψ = [β∗, β∗]× (0, L∗]× (0, Q∗]. We introduce the pivotal statistic :
T ∗n(κ) ,
1
n(n− 1)
∑
1≤i 6=j≤n
Kh∗,n(β)(Xi −Xj)êiêj ,(4.3.10)
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where if r > 1 is fixed, we define Jn(β) such that
rJn(β) = hn(β) ,
that is
Jn(β) ,
2
4β + d
ln
(
n
√
ln
(
α0
αn
)−1)
ln(r)
,(4.3.11)
and when be put 
tn ,
√
1 + ln(ln(n))
ln(α∗0/αn)
,
h∗,n(β) ,
(
nt−1n
√
ln
(
α∗0
αn
)−1)− 24β+d
,
(4.3.12)
where α∗0 is a scale parameter defined below.
We assume without loss of generality that the right-hand side of (4.3.11) is an integer. Otherwise
one can take its integer part.
For each nuisance parameter κ = (β, L,Q) ∈ Ψ, we may determine the level hn(β) and the
corresponding test procedure ∆∗κ,n from the above. Therefore, the range of adaptation Ψ can be
translated into a grid of [β∗, β∗]. To do that, we need introduce the set
J (Ψ) = {Jn(β) ; β ∈ [β∗, β∗]} .
Therefore, we arbitrary construct an injective application, denoted by ϑ, from J (Ψ) to [β∗, β∗] such
that for any j ∈ J (Ψ) we have Jn(ϑ(j)) = j. Practically, it means that we translate the grid J (Ψ)
into a grid on the parameter field. Hence, we define the grid
Bn ,
{
κj = (ϑ(j) , βj, L∗, Q∗) : ϑ(J (Ψ))
}
⊂ Ψ(4.3.13)
According to this construction, one can proved that the cardinality of Bn, denoted by bn, is
controlled as follows :
bn ≤ c1(Ψ) ln(n) ,(4.3.14)
where c1(Ψ) > 0 is a constant that only depends on the lenght β
∗ − β∗.
Finally, if we replace κj by j when no confusion is possible, let T
∗
n(κ) be defined by (4.3.10) and rκ(·)
be the function defined above, then we introduce the following test :
(4.3.15) ∆∗Ψ,n , 1
{
max
κj∈Bn
T ∗n(κj)
r2κj(t
−1
n vn)
> λ
}
,
where λ > 0 is defined as in (4.3.9) and α∗0 ≥ 2e4c1(Ψ).
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Remark 4.3.1. As explained by Spokoiny [99], the log log-factor introduced in our procedure, is a
paiement for adaptation. Later we will see that
T ∗n(κj)tn
√
ln
(
α∗0
αn
)
/r2κj(t
−1
n vn)
are, under the null hypothesis, have gaussian tail probabilities and, moreover, they are weakly de-
pendent for different j. Hence, we expect that our test statistic is asymptotically distributed as the
supremum of bn weakly dependent asymptotically Gaussian random variables that is degenerate around√
ln(bn) ≈ ln(ln(n)).
4.4 Assumptions and main results
4.4.1 Assumptions on the model.
Before the statement of the main results, we need to make some assumptions the explanatory
density g, as well as on the noise sample but also to give the properties required for the kernel K.
For convenience, we give the condition in the adaptive statistical context.
Assumption 4.1. [Choice of the kernel K] The kernel k(·) is compactly supported (typically we
suppose that Supp(k) ⊂ [0, 1]) and infinitely differentiable. Moreover, the kernel k is of order m =
[β] + 1 that is simultaneously satisfies to∫
R
k(t)tqdt = δ0,q, ∀ q = 0, . . . ,m .
where [β] is the integer part of β. For convenience, thereafter we assume that ‖K‖∞ = 1.
Assumption 4.2. [Explanatory density] Assume that
¬ there exists βg ≥ β∗ and 0 < Lg <∞ such that on Int(Supp(g)), g ∈ H(βg, Lg),
­ the explanatory density g is bounded from below i.e. there exists 0 < g0 < G0 such that
∀x ∈ Int(Supp(g)), g0 ≤ g(x) ≤ G0.
The Assumption 4.2 ¬ imposes that the density distribution of the noise level gets at least the
smoothness of the underlying function. Notice that in the context of a minimax consideration β∗ = β.
Assumption 4.2 ­ involves that L2(g)-norm is equivalent to standard L2-norm with the following
relation
g0d
2 (f,Σ0) ≤ d2g (f,Σ0) ≤ G0d2 (f,Σ0) .
Under this assumption, our statistical problem is equivalent to the one for which the alternative is
described by
An(g)(C,ψn) : f ∈ {f ∈ Σ : d(f,Σ0) ≥ Cψn} .
As mention above, the minimax rate of testing the additive structure for the regression function
has already been determined under Besov homogenous or inhomogeneous functional classes in a
paper of Abramovich, De Feis and Sapatinas [1]. The use of a wavelet decomposition in the white
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gaussian noise model (see Spokoiny [99]) as well as the introduction of discrete wavelet coefficients
theoretically performs if we impose strong prior assumptions on the noise. In particular, they treat
the case of a gaussian noise and then avoid some technicalities. Here, we prove the upper bound in a
quite general setting. Namely, our procedure only requires to have a moderate control on its moments
but also over the maximum variable of the noise sample. These assumptions are the exactly the same
than the ones imposed in chapter 3.
Assumption 4.3. There exists a > 0, ν > 0 and a scale sequence (ωn)n∈N∗ such that
¬ ∀m ∈ N∗, E(|ε|m) ≤ ammνm.
­ ∃ c < 1
2
, ωn = On(nc).
® ∀m,n ∈ N∗, E maxi=1,...,n |εi|m ≤ ωmn mνm.
where we recall that un = On(vn) means that the sequence unvn is bounded.
As mention above (see chapter 3), this assumption is not restrictive and is satisfied for standard
noise distributions.
Assumption 4.4. The noise sample, ε(n), is a gaussian standard vector i.e. εi are independent and
follows a standard gaussian distribution.
4.4.2 Main results
A - Minimax procedure. First, we examine the case where the smoothness parameter κ is
exactly known. In this context, we introduce a maximal decreasing rate condition for sequences αn
as well as a lower bound for the value of β.
Assumption 4.5. Assume that limn→∞ αn = 0 and that there exists b > 0 such that αn = O(n−b)
and
b < τ(β, d) =
2β(d− 2)
(2β + d/2)(2β + 1)
.
This assumption means that we limit to treat the natural case of a vanishing level. The results
presented below are valid if αn does not vanish too fast. As we will check, the minimax and
adaptive minimax testing rates heavily depend on the level αn.
Assumption 4.6. Assume that β > d
4
and 2β + 1 + 2β(d−2)
4β+d
> (d− 1) β
βg
.
This condition is rather closed to the standard condition β > d/4 imposed for the construction of
optimal RNF in chapter 3. However, Assumption 4.6 is significatively stronger only for large value
of d or for small value for βg. Notice that Assumption 4.2 involves that
β
βg
≤ 1. For instance, if this
ratio is smaller than 1
2
, then the later condition is satisfied if β > d
4
. We refer to Figure 4.1 that
illustrates this smoothness retriction.
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Fig. 4.1 – Function h(β) = 2β + 1 + 2β(d−2)4β+d − (d− 1) ββg
Notice that in Figure 4.1. β0 corresponds to the positive zero of h. According to the monotony of
h, we aim to compare β0 with
d
4
.
First, we establish that the test defined by (4.3.9) gets a αn-level but also enables to distinguish
additive null hypothesis H0(κ) from an alternative at the distance of order an(β) = rβ(vn).
Theorem 4.4.1. [Upper Bound] Let ∆∗κ,n be the test defined by (4.3.9). Assume that d > 2 and that
Assumptions 4.1, 4.2, 4.3, 4.5 and 4.6 are satisfied. Then, there exists C∗ > 0 such that
¶ supf∈Σ0(κ) Pf
(
∆∗κ,n = 1
) ≤ αn(1 + o(1)).
· for all C > C∗,
lim inf
n→∞
sup
f∈Φκ(C,rκ(vn))
Pf
(
∆∗κ,n = 0
)
= 0.
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Next theorem deals with the lower bound. It gives the optimal rate of testing H0(κ) against the
range of alternatives i.e. that ϕn,κ(αn, γ) = rβ(vn) for any constant γn = γ > 0 or even for sequences
γn with logarithmic decreasing rate to zero.
Theorem 4.4.2. [Lower bound] Assume that Assumptions 4.2 and 4.4 hold and that β > d
4
. Then,
there exists C∗ > 0 such that for all C < C∗,
lim inf
n→∞
inf
∆n∈Γn(αn)
sup
f∈Φκ(C,rκ(vn))
Pf (∆n = 0) = 1,(4.4.1)
where Γn(αn) is defined as above.
Remark 4.4.1. Note that optimality of our procedure is proved under gaussian noise (Assumption
4.3), whereas its asymptotic is known under rather mild condition on the noise (Assumption 4.4).
However, we claim that the proof of the lower bound theorem could be easily extend under assumptions
closed to Assumption 3.4.
B - Adaptive procedure. Now, we turn to the adaptive framework. The Theorem 4.4.3 states
that test procedure presented in (4.3.15) allows detection of additivity with prescribed error from a
distance of order rβ(t
−1
n vn), whatever κ = (β, L,Q) in Ψ. Following the minimax setting, we make
some equivalent assumptions on the radius of the nuisance range Ψ. Such conditions may be viewed
as a payement for adaptation.
In order to introduce the main assumptions on the model, we consider the following real functions :
for any x ∈ R, 
ψ1,d(x) , 2x(2x+1)4x+d ,
ψ2,d(x) , 8x+2(d−4)16
(
1 +
√
1 + 64dx
(8x+2(d−4))2
)
,
ψ3,d(x) , 8x+2(d−4)16
(
1−
√
1 + 64dx
(8x+2(d−4))2
)
,
τ ′(x, d) , 16(x− ψ3,d(β∗))(ψ2,d(β∗)− x) .
Assumption 4.7. Assume that for any β ∈ [β∗, β∗] ; the Assumption 4.6 is satisfied and that (i) β∗ >
d
4
∨ ψ1,d(β∗) ,
(ii) ψ2,d(β∗) > β∗ .
Remark 4.4.2. Notice that the influence of the additional assumptions (i) and (ii) are lessened for
large dimension d, that is when there no sharp a priori information on the dimensionality of f . We
observe on numerical evaluations (see Figure 4.2) that the restriction involved by Assumption 4.7 (i)
is the real paiement for adaptation.
In Figure 4.2, the dotted line corresponds to the condition (i) of Assumption 4.7 and the solid
line to (ii).
Assumption 4.8. Assume that limn→∞ αn = 0 and that there exists
b < min (τ(β∗, d) ; τ ′(β∗, d) ; τ ′(β∗, d)) ,
such that n−b = O(αn).
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Fig. 4.2 – Length restriction for adaptation on the nuisance set Ψ.
These assumptions will permit to get an uniform control on the bias and the variance of the pivotal
statistic T ∗n(κj) with respect to f ∈
⋃
κ∈Ψ Σ(κ). Under these conditions, the following theorem states
an adaptive property of our test ∆∗Ψ,n.
Theorem 4.4.3. Let ∆∗Ψ,n, tn and Ψ be defined as above. Assume that Assumptions 4.1, 4.2, 4.3,
4.7 and 4.8 are satisfied. Then, there exists a constant C∗(Ψ) > 0 such that
¶ supκ∈Ψ supf∈Σ0(κ) Pf (∆
∗
Ψ,n = 1) ≤ αn(1 + on(1))
· for all C > C∗(Ψ),
lim inf
n→∞
sup
κ∈Ψ
sup
f∈Φκ(C,rκ(t−1n vn))
Pf (∆∗Ψ,n = 0) = 0.
This result is rather interesting. In particular case it directly involves adaptive optimality of our
procedure. Indeed, assume that αn decreases to zero with a logarithmic rate with n. Thus, tn is
asymptotically a constant and consequently above theorem says that ∆∗Ψ,n is able to detect addivity
against local alternative with optimal testing rate an(κ) whatever the values of the nuisance para-
meter κ. Following Theorem 4.4.2, that states optimality of an(κ) for a given κ, we conclude to the
adaptive optimality of the test procedure ∆∗Ψ,n.
In a general setting, we proves the adaptive optimality of our procedure under some additional
assumptions.
Theorem 4.4.4. Suppose that β∗ > d4 and that Assumptions 4.2 and 4.4 hold. Then, there exists
C∗(Ψ) > 0 such that for any C < C∗(Ψ),
lim inf
n→∞
inf
∆n
sup
κ∈Ψ
sup
f∈Φκ(C,rκ(t−1n vn))
Pf (∆n = 0) = 1.
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Under an additional condition concerning the minimal regularity of f , when ln−1(n) αn Theo-
rem 4.4.4 states that there is no additional paiement for adaptation property. In fact, the usual
logarithmic penalizing term that arises from the consideration of a grid over the set Ψ, confounds
with the one due to the asymptotically null level. Consequently, with the considered modeling, using
a high level confidence ball for the smoothness parameter of f is necessary to compute a relevant
optimal test procedure.
4.5 PROOFS
To make the proofs more transparent, we recall some standard mathematical notations.
Throughout this section, if (un) and (vn) are two reals sequences such that vn 6= 0, we put
un = O(vn) ⇐⇒ lim sup
n→∞
∣∣∣∣unvn
∣∣∣∣ < +∞ ,
un = o(vn) ⇐⇒ lim
n→∞
un
vn
= 0 .
4.5.1 Preliminary study of the asymptotic of the test statistic
Let κ = (β,Q, L) be a given nuissance parameter. Optimality of our test procedure is stated via the
asymptotic distribution of the pivotal statistic Tn(κ), defined by (4.3.7), under the null hypothesis
as well as under local alternatives. In the sequel, we use the following decomposition :
Tn(κ) =
d∑
s=1
Vs,n(κ) ,(4.5.1)
where δ = pf − p̂f and if hn = hn(β) is defined by (4.3.8), we set
V0,n(κ) ,
1
n(n− 1)
∑
i 6=j
Khn(Xi −Xj)σ(Xi)σ(Xj)εiεj,
V1,n(κ) ,
2
n(n− 1)
∑
i 6=j
Khn(Xi −Xj)σ(Xi)εiδ(Xj),
V2,n(κ) ,
1
n(n− 1)
∑
i 6=j
Khn(Xi −Xj)δ(Xi)δ(Xj),
V3,n(κ) ,
2
n(n− 1)
∑
i 6=j
Khn(Xi −Xj)σ(Xi)εif0(Xj),
V4,n(κ) ,
2
n(n− 1)
∑
i 6=j
Khn(Xi −Xj)f0(Xi)δ(Xj),
V5,n(κ) ,
1
n(n− 1)
∑
i 6=j
Khn(Xi −Xj)f0(Xi)f0(Xj).
i) Study of V0,n(κ)
135
4.5. PROOFS F.CHIABRANDO
First, notice that contrary to V1,n(κ) and V2,n(κ), the random variable V0,n(κ) is free of dependence
with the target f but only depends on the noise and the predictors. Morerover, we easily check that
E[V0,n(κ)] = 0,
Var(V0,n(κ)) = κ0,n,κn2hdn = κ0,n,κ a
4
n(κ)
[
ln
(
α0
αn
)]−1
.
(4.5.2)
where hn = hn(κ) is defined as in (4.3.8) and
κ0,n,κ , 2
∫ ∫
R2d
(σ2g)(v + uhn)(σ
2g)(v)K(u)dudv .
According to Assumptions 4.1, 4.2 and that σ is bounded, we deduce that
2g20‖σ‖4∞ ≤ κ0,n,κ ≤ 2G20‖σ‖4∞ .(4.5.3)
* In order to get an accurate control on the large deviation of the statistic V0,n(κ) we shall apply
Corollary 3.3.1 presented in the chapter 3. This results provides a sharp upper bound for the tails
probabilities of a normalized, canonical U-statistic of order 2. In particular, for ”small” deviation, it
may proves that the distribution function is closed to the gaussian one. The following results are
essential in order to control the type 1 error of our test procedure.
Let Hn,κ(·, ·) be the symmetric and degenerated kernel defined by
Hn,κ(z, z˜) , Khn(x− x˜)σ(x)σ(x˜)εε˜.
where z = (x, ε) and z˜ = (x˜, ε˜) belongs to [0, 1]d × R.
With the same notations as in chapter 3, we define from Hn,κ the kernel
Hn,κ(z, z˜) , E [Hn,κ(z, Z)Hn,κ(z˜, Z)] = σ(x)σ(x˜)εε˜ qn(x, x˜) ,
for any x, x˜ ∈ Rd, where Z = (X, ε) and if we put
qn,κ(x, x˜) , E
[Khn(x−X)Khn(x˜−X)σ2(X)] .
Clearly, this function get the following integral expression : for any x, x˜ ∈ Rd
qn,κ(x, x˜) = h
−d
n
∫
Rd
K(u)K
(
x− x˜
hn
+ u
)
(σ2g)(x+ hnu)du .
Consequently, from Assumption 4.1, we easily get that qn is a bounded function with the following
properties :  ‖qn,κ‖∞ ≤ G0‖σ‖
2
∞h
−d
n ,
qn,κ(x, x˜)1‖x−x˜‖∞>2hn = 0, ∀x, x˜ ∈ [0, 1]d .
According to Assumption 4.2, these properties involve that for any x ∈ Rd,
E[q2n(x,X)] ≤ ‖σ‖4∞G30
∫
B∞(x,2hn)
h−2dn
(∫
[0,1]d
K(u)K
(
x− w
hn
+ u
)
du
)2
dw
≤ ‖σ‖4∞G30 h−dn .
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where B∞(x, 2hn) denotes the ball of Rd centered on x and with radius 2hn w.r.t. to the supremum
norm ‖ · ‖∞. An immediate consequence is that
Emax
i
(
E
[
H2n,κ(Xi, X)|Xi
])p ≤ 22νp‖σ‖8p∞G3p0 p2νp (ω2nh−dn )p
Following from Assumptions 4.1, 4.2 and 4.3, we have
EH2n,κ(Z, Z˜) = E
[
K2hn(X − X˜)σ2(X)σ2(X˜)
]
= κ0,n,κh−dn
EH2n,κ(Z, Z˜) = E
[
q2n(X, X˜)σ
2(X)σ2(X˜)
]
≤ ‖σ‖8∞G30 h−dn
EH2(0),n,κ(Z) ≤ ‖σ‖4∞E
[
q2n(X,X)
] ≤ ‖σ‖8∞G30 h−2dn .
Besides, from Assumption 4.3 ®, we get that for any p ∈ N
E|Hpn,κ(Z, Z˜)| ≤ E2(|ε|p)E
[
Kphn(X − X˜)σp(X)σp(X˜)
]
≤ G20a2p‖σ‖2p∞ p2νph−d(p−1)n .
Moreover, according to Assumption 4.3 ® but also using that ‖qn‖∞ ≤ G0‖σ‖2∞h−dn , we have for
any p ∈ N, 
E
[
maxi 6=j |Hpn,κ(Zi, Zj)|
] ≤ Gp0‖σ‖4p∞p2νp (ω2nh−dn )p ,
E
∣∣∣Hp(0),n,κ(Z)∣∣∣ ≤ a2pG4p0 ‖σ‖6p∞p2νph−dpn .
Applying Corollary 3.3.1 to the kernel Hn,κ(·, ·),
(4.5.4) P (|V0,n(κ)| ≥ x) ≤ cn,κ(x)e4−mn,κ(x),
where mn,κ(x) is the mixture defined as the minimum of ms,n,κ(x) :
m1,n,κ(x) =
(
nh
d/2
n x
eK1
√κ0,n,κ
)2
, c1,n,κ = 1 ,
m2,n,κ(x) =
nh
d/4
n x
eK2‖σ‖∞G3/40
, c2,n,κ = 1 ,
m3,n,κ(x) =
(
n
√
nh
d/2
n x
eK3
√κ0,n,κ
) 2
3
, c3,n,κ = n ,
m4,n,κ(x) =
(
n5/4
√
nh
d/2
n x
eK4
√κ0,n,κ
) 4
3
, c4,n,κ = 1 ,
m5,n,κ(x) =
(
n2hdnx
eK2a2‖σ‖2∞
) 1
2+2ν
, c5,n,κ = 2nhn ,
m6,n,κ(x) =
(
n
√
nh
d/2
n x
(K2∨K5)
√
G0‖σ‖2∞ωn
) 2
3+2ν
, c6,n,κ = n
2 ,
m7,n,κ(x) =
(
n5/4h
d/4
n x
2ν/2eK2G
3/4
0 ‖σ‖2∞
√
ωn
) 4
5+2ν
, c7,n,κ = 1 ,
(4.5.5)
where Ks, s = 1 . . . , 5, are defined by 3.3.3 and cn,κ(x) = max {cj,n,κ; j | mn,κ(x) = mj,nκ(x)}.
ii) Under the structural assumption : Study of V1,n(κ), V2,n(κ)
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Let κ = (β, L,Q) and κ′ = (β′, L′, Q′) two parameters in Ψ. Assume that f ∈ Σ0(κ′). The structural
assumption involves that V3,n(κ), V4,n(κ) and V5,n(κ) are null. According to (4.5.1) , it remains to
treat the terms V1,n(κ) and V2,n(κ). In order to give a more transparent proof, we suppress the
dependence on κ in the notations.
First, according to the definition of p̂f , V1,n can be expanded as a sum
V1,n =
d∑
s=1
V
(s)
1,n ,
if for any s = 1, . . . , d, we denotes by f̂s(xs), the estimator defined by (4.3.4) and
δs(xs) , f̂s(xs)− fs(xs), and then we put
V
(s)
1,n ,
1
n(n− 1)
n∑
i=1
n∑
j=1
Khn(κ)(Xi −Xj)σ(Xi)εiδs(Xjs) .
According to the symmetry of the problem, we limit to treat the asymptotic of V
(1)
1,n . Using the
decomposition proved by Dette and Wilkau [25] we get
V
(1)
1,n = V
(1,1)
1,n + V
(1,2)
1,n + V
(1,3)
1,n ,(4.5.6)
where 
V
(1,1)
1,n , 1n(n−1)
∑
i 6=j Khn(Xi −Xj)σ(Xi)εiδ1,1(Xj,1),
V
(1,2)
1,n , 1n(n−1)
∑
i 6=j Khn(Xi −Xj)σ(Xi)εiδ1,2(Xj,1),
V
(1,3)
1,n , C(X(n))
√
ln(ln(n))
n
n(n−1)
∑
i 6=j Khn(Xi −Xj)σ(Xi)εi,
where C(X(n)) is an uniformly bounded variable and if the weights ω
(1)
k,j(·) are defined by (4.3.5), we
put 
δ1,1(x1) , 1n2
∑n
k=1
∑n
l=1 ω
(1)
k,l (x1)σ(Xl)εl ,
δ1,2(x1) , 1n2
∑n
k=1
∑n
l=1 ω
(1)
k,l (x1) (f(Xl,1, Xl,1)− f(x1, Xk,1)) .
First, using the strong consistency of the kernel density estimator ĝh0 ,
E
[
V
(1,1)
1,n
]
≤ ‖σ‖
2
∞G
2
0
nh0
(
G0
g0
+ CLgh
βg
1
)
(1 + o(1)) +
‖σ‖2∞G20
g0n2h0h
d−1
1
(4.5.7)
Next, the variance of this term can be controlled in the following way :
Ef
[(
V
(1,1)
1,n
)2]
≤ ‖σ‖
4
∞G
4
0
n2h20
(
G0
g0
+ CLgh
βg
1
)2
(1 + o(1)) .(4.5.8)
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Moreover, the term V
(1,2)
1,n is centered and according to the uniform strong consistency of ĝh0 (see
Silverman [98]), as ln(n)
nh0h
d−1
1
→ 0 as n→∞ ,
Ef
[(
V
(1,2)
1,n
)2]
≤ ‖σ‖
2
∞
n
(
G0Lh
β′
0
g0
+ C ′Lgh
βg
1
)2
(1 + o(1)) .(4.5.9)
Therefore, we check that the term V
(1,3)
1,n is of order
√
‖σ‖2∞G30 ln(ln(n))
n
and consequently can be
neglected for sufficiently large n. Finally, it follows from (4.5.6), (4.5.7), (4.5.8) and (4.5.9) that
uniformly on Σ(κ′)
supf∈Σ(κ′) |Ef [V1,n]| ≤
(
C1,1
nh0
+ C1,2
n2h0h
d−1
1
)
(1 + o(1)) ,
supf∈Σ(κ′)Varf (V1,n) ≤
(
2C1,1
n2h20
+
C1,3
(
h2β
′
0 +h
2βg
1
)
n
)
(1 + o(1))
(4.5.10)
where C1,1 =
d‖σ‖2∞G30
g0
, C1,2 =
d‖σ‖2∞G20
g0
and C1,3 = 4C1,2L
2 + C1,4, where C1,4 is a constant that only
depends on Lg and Q.
The asymptotic of V2,n can be studied with the help of similar argument. Following Dette and
Wilkau [25], we deduce that there exists C2,1, C2,2, C2,3, C2,4 and C2,5 such that
supf∈Σ(κ′) |Ef [V2,n]| ≤ C2,1h2β
′
0 + C2,2h
2βg
1 +
C2,3
nh0
,
supf∈Σ(κ′)Varf (V2,n) ≤
C2,4
(
h2β
′
0 +h
2βg
1
)
nh0
+ C2,5
n2h20
.
(4.5.11)
Notice that the exact expression of the constants are not given here. We only have interest in the
asymptotic order of magnitude of the mean and the variance.
iii) Remainder terms : Study of V3,n(κ), V4,n(κ) and V5,n(κ)
Now, we discuss the contribution of the remainder terms, V3,n(κ),V4,n(κ) and V5,n(κ), if we assume
that f ∈ Σ(κ′) = Σ(β′, L′, Q′). Notice, that the dependence on κ in the notations is still suppressed.
For instance, we put hn = hn(β).
First, V3,n is such that Ef [V3,n] = 0. Then,
Ef
[
(V3,n)
2
]
=
1
n2(n− 1)2
∑
i,j,l:i 6=j;i 6=l
E
[
σ2(Xi)Khn (Xi −Xj)Khn (Xi −Xl) f0(Xj)f0(Xl)
]
.
Using that f0 ∈ H(β′, L) and according to Assumptions 4.1 and 4.2,
Varf (V3,n) ≤ ‖σ‖2∞G20
(
Ef [f 20 (X)]
n
+ 2L
hβ
′
n Ef [f0(X)]
n
+ L2
h2β
′
n
n
)
≤ ‖σ‖2∞G20
(
G0
‖f0‖2
n
+ 2L
√
G0
hβ
′
n ‖f0‖
n
+ L2
h2β
′
n
n
)
.(4.5.12)
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Next, we treat the term V5,n. First, form the properties of the kernel K(·) (Assumption 4.1), we
obtain that for any f ∈ Σ(κ′),
Ef [V5,n] = Ef [f 20 (X)] + Lhβ
′
n Ef [f0(X)](1 + o(1))
≥ g0‖f0‖2 − Lhβ′n
√
G0‖f0‖(1 + o(1)).(4.5.13)
Moreover, put
ω(x, x′) , Khn(x− x′)f0(x)f0(x′)− E [Khn(X −X ′)f0(X)f0(X ′)] .
Therefore, using that ω(X1, X2) is a zero mean random variable,
Varf (V5,n) =
1
n2(n− 1)2
∑
Ef [ω(Xi, Xj)ω(Xi′ , Xj′)] .
where the sum is taken over the indices (i, i′, j, j′) such that i 6= j, i′ 6= j′ and {i, j}⋂{i′; j′} 6= ∅.
Notice that if i = i′, j 6= j′ we have
Ef [ω(Xi, Xj)ω(Xi, Xj′)] ≤ Ef
[Khn(Xi −Xj)Khn(Xi −Xj′)f 20 (Xi)f0(Xj)f0(Xj′)]
≤ 2G20
(
E
[
f 40 (X)
]
+ L2h2β
′
n E
[
f 20 (X)
])
.
Besides, the terms such that i = i′ and j = j′ are
Ef
[
ω2(Xi, Xj)
]
= Ef
[K2hn(Xi −Xj)f 20 (Xi)f 20 (Xj)] ≤ G0h−dn Ef [f 40 (X)] (1 + o(1)).
Therefore, using Assumption 4.2 ­ and that nhdn →∞, we deduce
Varf (V5,n) ≤ 2Q2G20
E [f 20 (X)]
n
+ L2
h2β
′
n E [f 20 (X)]
n
+G0Q
2Ef [f 20 (X)]
hdnn
2
(1 + o(1))
≤ 2Q2G30
‖f0‖2
n
(1 + o(1)) .(4.5.14)
As we did in the analysis of the term V1,n, we decompose V4,n as a sum of d components. Following
a tedious calculation (see Dette and Wilkau [25]) and with the help of Assumption 4.2, we deduce
that there exists C4,1 > 0, C4,2 > 0, depending on g0, G0, L and Q but independent from the target
f , such that 
|Ef [V4,n]| ≤ C4,1‖f0‖hβ′0 (1 + o(1)) ,
Varf (V4,n) ≤ C4,2‖f0‖
2
n
(1 + o(1)) .
(4.5.15)
4.5.2 Proof of Theorem 4.4.1
Control of the type 1 error - Proof of ¶.
Let κ = (β, L,Q) be a given parameter in [d
4
,+∞[×R2+ and assume that f ∈ Σ0(κ). As above, the
additive structure of f involves that ∆ = 0. Here no confusion is possible, then we suppress the
dependence on κ in the notations. Hence, the type 1 error of the test can be controlled by,
Pf (∆∗κ,n = 1) ≤
2∑
s=0
Pf
(
V (0)s,n >
xs,n
3
)
,
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where for s = 0, . . . , 5, we define  V
(0)
s,n , Vs,n−Ef [Vs,n]√Varf (Vs,n) ,
xs,n , λa
2
n−Ef [Vs,n]√
Varf (Vs,n)
.
By a convenient abuse of notation, we supress the dependence of Vs,n and xs,n on f . According to
(4.5.2), (4.5.10) and (4.5.11) and using that h2β0 =
1
nh0
and hβ0 = h
βg
1 we deduce that
x0,n ≥ λ3
√
κ−10,n ln
(
α0
αn
)
(1 + o(1)) ,
inff∈Σ0(κ) x1,n ≥
√
2C1,1
−1 (
λh0na
2
n − C1,1 − C1,2nhd−11
)
(1 + o(1)) ,
inff∈Σ0(κ) x2,n ≥
√
2C2,4 + C2,5
−1
(λh0na
2
n − (C2,1 + C2,2 + C2,3)) (1 + o(1)) .
Besides, according to the definition of the bandwidth h0, we get
h0na
2
n = n
2β(d−2)
(4β+d)(2β+1)
[
ln
(
α0
αn
)] 2β
4β+d
.
Therefore, from Assumption 4.6, we get that C1,2
n2hd−11 h0a2n
→ 0 as n→∞ and consequently there
exists a constant c > 0, independent from f , such that
sup
f∈Σ0(κ)
(x1,n ∨ x2,n) ≤ cλh0na2n(1 + o(1)) .
Moreover, if we put λn , λ
√
ln
(
α0
αn
)
, applying Chebychev inequality, we obtain
sup
f∈Σ0(κ)
Pf (∆∗κ,n = 1) ≤ sup
f∈Σ0(κ)
Pf
(
V
(0)
0,n (κ) >
λn
3
√κ0,n,κ
)
+ zn,καn(1 + o(1)) ,
where zn,κ , (
ch0na2n)
−2
αn
. Then, according to Assumption 4.5, we prove that zn,κ → 0 as n→∞.
In addition, it follows from (4.5.4),
Pf
(
V
(0)
0,n (κ) >
λn
3
√κ0,n,κ
)
= Pf
(
V0,n(κ) >
λn
3nh
d
2
n
)
≤ cn,κ
(
λn
3nh
d
2
n
)
e
4−mn,κ
 λn
3nh
d
2
n

.
Hence, combining (4.5.5) and Assumptions 4.3 ­ and 4.5, we get that
Pf
(
V
(0)
0,n (κ) >
λn
3
√κ0,n,κ
)
≤ e4e−
λ2n
9e2K21κ0,n,κ ,
and then
sup
f∈Σ0(κ)
Pf (∆∗κ,n = 1) ≤ e4
(
αn
α0
) λ2
9e2K21κ0,n,κ
+ zn,καn(1 + o(1)).
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It now suffices to choose constants α0 ≥ 2e4 and λ > 3eK1√κ0,n,κ to conclude that
sup
f∈Σ0(κ)
Pf (∆∗κ,n = 1) ≤ αn
(
1
2
+ zn,κ
)
. n(4.5.16)
* At first sight, the condition on the parameter λ depend on the nuissance parameter. Thought,
according to (4.5.3), a convenient choice is λ > 3
√
2eKG0‖σ‖2∞.
Control of the type 2 error - Proof of ·.
Assume that f ∈ Φκ(C, rκ(vn)) where κ = (β, L,Q). For convenience, we note an = rκ(vn). Hence,
Assumption 4.2 entails that,
E
[
f 20 (X)
] ≥ g0‖f0‖2 ≥ C2g0a2n.
From (4.5.10), (4.5.11), (4.5.13), (4.5.15) and because h2β0 =
1
nh0
, we get
Ef [Tn] ≥ g0‖f0‖2 − Lhβn
√
G0‖f0‖(1 + o(1))− C4,1‖f0‖hβ0 (1 + o(1))
− (C1,1 + C2,1 + C2,3)h2β0 (1 + o(1)) −
C1,2
n2h0h
d−1
1
− C2,2h2βg1
≥ cn(f)
(
g0cn(f)− L
√
G0
)
a2n(1 + o(1)),(4.5.17)
where for convenience we put cn(f) , ‖f0‖an .
Besides, from (4.5.2), (4.5.10), (4.5.11), (4.5.12), (4.5.14) and (4.5.15), neglecting the covariance
terms and using that d > 2 and an = h
β
n, if we put
CV (f) ,
[(‖σ‖2∞ + 2Q2)G30 + C4,2] c2n(f) + 2L√G0cn(f) + L2,
we obtain
Varf (Tn) ≤
(
κ0,n
n2hdn
+ CV (f)
a2n
n
)
(1 + o(1))
= κ0,na4n
[
ln
(
α0
αn
)]−1 (
1 + CV (f)nh
2β+d
n
)
(1 + o(1)).(4.5.18)
Now, for any f ∈ Σ, we define
xn,f ,
Ef [Tn]− λa2n√
Varf (Tn)
.
It follows from the decomposition (4.5.1) that
Pf (∆κ,n = 0) ≤
5∑
s=0
Pf
(
V
(0)
s,n,f >
xn,f
6
)
.(4.5.19)
Combining (4.5.17) and (4.5.18) and because nh2β+dn → 0, as n→∞, we deduce that
xn,f ≥ κ−10,n
√
ln
(
α0
αn
)(
cn(f)(g0cn(f)− L
√
G0))− λ
)
(1 + o(1)),
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and then, since C < cn(f),
inf
f∈Φκ(C,rκ(vn))
xn,f ≥
√
ln
(
α0
αn
)[
C(Cg0 − L
√
G0)− λ
]
.
Finally, if we choose C >
(
1 ∨ g−10 (L
√
G0 + λ)
)
, the conclusion simply follows from the application
of Chebychev inequality in (4.5.19) and Assumption 4.5. n
4.5.3 Proof of Theorem 4.4.3 - Upper bound
Let κ = (β, L,Q) be a given parameter in Ψ. Assume that f ∈ Σ0(κ). We denote by β0 the
parameter such that (β0 = ϑ(j0), L
∗, Q∗) ∈ Bn and Jn(β0) = Jn(β). Notice that using a Taylor
expansion of Jn : β → Jn(β) = 2/ ln(r)4β+d ln
(
n
√
ln
(
α0
αn
)−1)
, we prove that there exists c2(Ψ) > 0 such
that
|β − β0| ≤ c2(Ψ)(4β + d)
2 ln(r)
8 ln
(
n
√
ln
(
α0
αn
)−1) , un(β) .(4.5.20)
Now, for convenience we set for any κj = (βj, L
∗, Q∗) ∈ Bn (or by an abuse of notation j ∈ Bn),
h0,j , n
− 1
2βj+1 , h1,j , n
− βj/βg
2βj+1 , h∗,n,j , h∗,n(βj),
and replacing hn(κ) by h∗,n(j) we define for s = 0, . . . , 5, the statistic V ∗s,n(j) such that by analogy
with (4.5.1),
T ∗n(κj) = T
∗
n(j) =
6∑
s=1
V ∗s,n(j) .
We also denote by V
∗,(0)
s,n (j), s = 1, . . . , 6, the standardized random variables defined by
V ∗,(0)s,n (j) ,
V ∗s,n(j)− Ef
[
V ∗s,n(j)
]√
Var(V ∗s,n(j))
.
Control of the adaptive type 1 error - Proof of ¶.
Using Bonferroni argument, we start to control the type 1 error of the test ∆∗Ψ,n by
Pf (∆∗Ψ,n = 1) ≤
∑
j∈Bn
2∑
s=0
Pf
(
V ∗,(0)s,n (j) >
x∗s,n,j
3
)
.(4.5.21)
where for s = 0, . . . , 5 and j ∈ Bn, we define
x∗s,n,j ,
λr2j (t
−1
n vn)− Ef [V ∗s,n(j)]√
Varf (V ∗s,n(j))
.
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Replacing hn by h∗,n,j and κ0,n,κ by κ∗0,n,j, we derive from (4.5.2) that
x∗0,n,j =
λnh
d
2
∗,n,jr
2
j (t
−1
n vn)√
κ∗0,n,j
=
λ∗n√
κ∗0,n,j
,
where we put λ∗n , λtn
√
ln
(
α∗0
αn
)
.
Therefore, we deduce from (4.5.3), (4.5.4) and (4.5.5) that
sup
j∈Bn
sup
f∈Σ0(κ)
Pf
(
V
∗,(0)
0,n (j) >
x∗0,n,j
3
)
≤ sup
j∈Bn
sup
f∈Σ0(κ)
Pf
V ∗0,n(j) > λ∗
3nh
d
2
∗,n,j

≤ e4 exp
(
− (λ
∗
n)
2
9e2K21G
2
0‖σ‖4∞
)
.(4.5.22)
In this framework, from (4.5.10) and (4.5.11) and because the choice of the bandwidths is such that
h
2βg
1,j =
1
nh0,j
, we obtain
inff∈Σ0(κ) x
∗
1,n,j ≥
λr2j (t
−1
n vn)− C1,1nh0,j −
C1,2
n2h0,jh
d−1
1,j√
2C1,1
nh0,j
+
√
C1,3h
β
0,j√
n
(1 + o(1)) ,
inff∈Σ0(κ) x
∗
2,n,j ≥
λr2j (t
−1
n vn)−C2,2+C2,3nh0,j −C2,1h
2β
0,j
√
C2,4+C2,5
nh0,j
+
√
C2,4h
β−1/2
0,j√
n
(1 + o(1)) .
But, according to Assumption 4.7 (i), for any β ∈ [β∗, β∗],
sup
j∈Bn
∈
(
1
nh0,jr2j (t
−1
n vn)
∨ h
2β
0,j
r2j (t
−1
n vn)
∨ 1
n2h0,jh
d−1
1,j r
2
j (t
−1
n vn)
)
−→ 0, as n→∞ .
Then, there exists c1 > 0 and c2 > 0 independent from κ ∈ Ψ and j ∈ Bn, such that for any
infκ∈κ inff∈Σ0(κ) x
∗
1,n,j ≥ λc1r2j (t−1n vn)
(
nh0,j ∨
√
n
hβ∗0,j
)
(1 + o(1)) ,
infκ∈κ inff∈Σ0(κ) x
∗
2,n,j ≥ λc2r2j (t−1n vn)
(
nh0,j ∨
√
n
h
β∗−1/2
0,j
)
(1 + o(1)) .
(4.5.23)
Moreover, we can show that for any j ∈ Bn
nh0,jr
2
j (t
−1
n vn) = n
τ(βj,d)
2
(
tn
√
ln
(
α∗0
αn
)) 4βj4βj+d
,
√
n h
−β∗+ 12
0,j r
2
j (t
−1
n vn) = n
τ ′(βj,d)
2
(
tn
√
ln
(
α∗0
αn
)) 4βj4βj+d
,
(4.5.24)
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where τ(·, ·) and τ ′(·, d) are given in Assumptions 4.5 and 4.8.
Using Assumption 4.7 (ii), Assumption 4.8 and (4.3.14) we derive from (4.5.21), (4.5.22), (4.5.23)
and (4.5.24) that there exists a constant zn,Ψ > 0 that does not depend on j ∈ Bn such that
zn,Ψ → 0 as n→∞ and
Pf (∆∗Ψ,n = 1) ≤ bne4 exp
−λ2
(
ln
(
α∗0
αn
)
+ ln (ln(n))
)
9e2K21G
2
0‖σ‖4∞
+ zn,Ψαn
≤ c1(Ψ) ln(n)e4
(
αn
α∗0
ln(n)−1
) λ2
9e2K21G
2
0‖σ‖4∞
+ zn,Ψαn .(4.5.25)
The result follows when n ∈ N is large, since λ > 3eKG0‖σ‖2∞ and α∗0 ≥ 2c1(Ψ)e4. n
Control of the adaptive type 2 error - Proof of ·.
Now we aim to study the distribution of the test ∆∗Ψ,n under the alternative f ∈ Φκ(C, rκ(t−1n vn)) for a
given κ ∈ Ψ and C > 0. As above, we denote by j0 ∈ Bn the unique index such that Jn(ϑ(j0)) = Jn(β).
Notice that, according to (4.5.20) as n→∞,
rj0(t
−1
n vn) = rκ(t
−1
n vn)(1 + o(1)).
Consequently, with the help of a compacity argument, it can be proved that there exists a constant
C(Ψ) > 0 such that for any κ ∈ Ψ and f ∈ Φκ (Crκ(t−1n vn)),
C ≤ c∗n(f ) ,
‖f0‖
rκ(t−1n vn)
≤ ‖f0‖
rj0(t
−1
n vn)
(1 + C(Ψ)) ,
and then if rj0(·) = rκj0 (·) we deduce that c∗∗n (f) ,
‖f0‖
rj0 (t
−1
n vn)
≥ C(1 + C(Ψ))−1 , CΨ(C).
* It means that if n is large, we are allowed to replace the nuissance set Ψ by the grid Bn to
compute the adaptive type 2 error.
Thus, by analogy with (4.5.19), we get that
Pf
(
∆∗Ψ,n = 0
) ≤ Pf (T ∗n(j0) < λr2j0(t−1n vn)) ≤ 5∑
s=0
Pf
(
|V ∗,(0)s,n (j0)| >
x∗n,j0
6
)
,(4.5.26)
where we put
x∗n,j0 ,
Ef [T ∗n(j0)]− λr2j0(t−1n vn)√
Varf (T ∗n(j0))
.
Following from (4.5.17), (4.5.20) and Assumption 4.7, we obtain that
Ef [T ∗n(j0)] ≥
(
g0 (c
∗∗
n (f))
2 r2j0(t
−1
n vn)− L
√
G0h
β
∗,n,j0c
∗∗
n (f)rj0(t
−1
n vn)
)
(1 + o(1))
≥ c∗∗n (f)
(
g0c
∗∗
n (f)− L
√
G0h
−un(β)
∗,n,j0
)
r2j0(t
−1
n vn)(1 + o(1)) .
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But, we easily prove that H(Ψ) = supκ∈Ψ lim supn→∞ h
−un(β)
∗,n,j0 <∞ and then that
sup
f∈Φκ(C,rκ(t−1n vn))
Ef [T ∗n(j0)] ≥ CΨ(C)
(
g0CΨ(C)− L
√
G0H(Ψ)
)
r2j0(t
−1
n vn)(1 + o(1)) .
(4.5.27)
* Notice that according to the definition of un(β), if r is chosen closed to 1, then H(Psi) is also
closed to 1.
Moreover, if we define
C∗V,Ψ(f) ,
[(‖σ‖2∞ + 2Q2)G30 + C4,2] (c∗∗n (f))2 + 2L√G0c∗∗n (f)H(Ψ) + L2H2(Ψ),
we derive from (4.5.18) that the variance of the test statistic T ∗n(j0) is controlled as follows
Varf (T ∗n(j0)) ≤
(
κ0,n,j0
n2hd∗,n,j0
+ C∗V,Ψ(f)
r2j0(t
−1
n vn)
n
)
(1 + o(1))
≤ κ0,n,j0r4j0(t−1n vn)
[
t2n ln
(
α∗0
αn
)]−1 (
1 + C∗V,Ψ(f)nh
2βj0+d
∗,n,j0
)
(1 + o(1)).(4.5.28)
According to (4.5.27) and (4.5.28) and since supj∈Bn nh
2βj+d
∗,n,j → 0 as n → ∞, we get the uniform
lower bound for the deviation :
inf
κ∈Ψ
inf
f∈Φκ(C,rκ(t−1n vn))
x∗n,j0 ≥ tn
√
ln
(
α∗0
αn
)(
CΨ(C)
(
g0CΨ(C)− L
√
G0H(Ψ)
)
− λ
)
(1 + o(1)).
Finally, if the constant C is large enough, that is such that CΨ(C)
(
g0CΨ(C)− L
√
G0H(Ψ)
)
> λ,
applying Chebychev inequality in (4.5.26), we obtain that
sup
κ∈Ψ
sup
f∈Φκ(C,rκ(t−1n vn))
lim sup
n→∞
Pf
(
∆∗Ψ,n = 0
)
= 0. n
4.5.4 Proof of Theorem 4.4.4 - Lower Bound
The proof of the lower bound relies on the standard Bayes approach proposed by Spokoiny [99] or
Gayraud and Pouet [38]. For convenience, we counfound each element of κj ∈ Bn defined in (4.3.13)
with the index j ∈ {1, . . . , bn}. Therefore, in the sequel, we still use the notation Bn to denote the
set {1, . . . , bn}
Hence, for any j ∈ Bn, we construct a discrete family of functions Fj,n ⊂ Φκ(Crκj(t−1n vn)) and then
denotes by µj the uniform measure on Fj,n. Then, we define the whole prior measure by
µn ,
1
bn
∑
j∈Bn
µj.
Thus, for any ∆n ∈ Γn(Ψ, αn) we have
sup
κ∈Bn
sup
f∈Φκ(C,rκ(t−1n vn))
Pf (∆n = 0) ≥ Pµn(∆n = 0).(4.5.29)
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Using a basic result of Lehmann [71], since for any κ ∈ Ψ, f = 0 ∈ Σ0(κ), it is sufficient to prove
that
(4.5.30) Zn ,
dPµn
dP0
−→
P0
1,
in order to obtain that sup∆n∈Γn(Ψ,αn) Pµn(∆n = 0) = 1 + on(1) and then to conclude according to
(4.5.29).
4.5.4.1 Construction of Fj,n
Let Ln = {x1, . . . , xln} be a regular subdivision of [0, 1] composed with ln , b
1
d
n nodes. Put Ln(d),
the regular lattice of [0, 1]d generated from Ln. We arbitrary construct a bijective function that
throws any j ∈ Bn on a node of Ln(d), denoted by xj , (xj(1), . . . ,xj(d)). Then, we define the
d-cube
C(j) ,
d⊗
r=1
[
xj(r)− 1
2ln
,xj(r) +
1
2ln
[
∩ [0, 1] =
d⊗
r=1
Cr(j).
Notice that {C(j) ; j ∈ Bn} defines a partition of [0, 1]d. Hence, for convenience, we assume that for
any index j ∈ Bn, the parameter mn,j , h−1∗,n(βj) is an integer.
Therefore, for any r = 1, . . . , d, let In(j, r) ,
{
I(j,r)n,s : 1 ≤ s ≤ mn,j
}
be a partition of Cr(j) such
that for any s ∈ {1, . . . ,mn,j}, we set
I(j,r)n,s , [us(j, r), us+1(j, r)[ ,
us(j, r) , xj(r)− 12ln + s−1lnmn,j .
We denote by In(j) ,
{
Id,(j)n,s ; s ∈ {1, . . . ,mn,j}d
}
the partition of C(j) where for any
s = (s1, . . . , sd) ∈Mn,j , {1, . . . ,mn,j}d we set
Id,(j)n,s ,
d⊗
r=1
I(j,r)n,sr .
Besides, let ψ(·) be an bounded and infinitely differentiable real function with support in [0, 1] such
that
(4.5.31)

∫
R ψ(x)g(x)dx = 0 ,
‖ψ‖ = (∫R ψ2(t)dt)1/2 ≥ 1 .
Remark 4.5.1. Obviously, as g(·)is unknown, such a function ψ is not be exactly computed.
Though, its existence is provided by Assumption 4.2.
Thus, for j ∈ Bn and s = (s1, . . . , sd) ∈Mn,j, we define the function
ψn,j,s : x = (x1, . . . , xd) ∈ Rd −→
d∏
r=1
ψ (lnmn,j (xr − usr(j, r))) .
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Remark 4.5.1. Remark that for any j ∈ Bn and s = (s1, . . . , sd) ∈Mn,j, the support of ψn,j,s(·) is
included in Id,(j)n,s . Consequently
ψn,j,sψn,j′,s’ 6= 0⇐⇒ (j, s) = (j′, s′).
Obviously, the above remark combined with (4.5.31) and Assumption 4.2 entail that
E [ψn,j,s(X)] = 0 and for any p ∈ N,
gp0‖ψ‖pp
ldnm
d
n,j
≤ qp,n , E
[∣∣ψpn,j,s(X)∣∣] ≤ Gp0‖ψ‖p∞ldnmdn,j .(4.5.32)
Next, we define the functional class Fj,n ,
{
fj,k, k = 1, . . . , 2
mdn,j
}
where for any k = 1, . . . , 2m
d
n,j ,we
set
fj,k(·) , Cνn,j
∑
s∈Mn,j
ak,s ψn,j,s(·)
where νn,j , m−βjn,j l
d/2
n and ak = (ak,s)s with ak,s ∈ {−1, 1}.
1. Fj,n ⊂ Σ(κj). Notice that as ψ, the function fj,k is also infinitely differentiable on [0, 1]d and
for any x ∈ [0, 1]d, m ∈ Nd such that |m| ≤ βj, there exists C∞(ψ,m) > 0 such that
∂mfj,k
∂xm
(x) ≤ CC∞(ψ,m)νn,j l|m|n m|m|n,j .
Therefore, if we choose βj 6∈ N, then
∥∥∥∂mfj,k∂xm ∥∥∥∞ −→ 0 as n → ∞, and then if n is sufficiently large,Fj,n ⊂ H(βj, L).
Moreover, since ‖fj,k‖∞ ≤ Cνn,j‖ψ‖∞ → 0 as n→∞, for large n ∈ N, ‖fj,k‖∞ ≤ Q.
2. ,Fj,n ⊂ Φj (C, rj(t−1n vn)). Using (4.5.31) note that for k ∈ {1, . . . , 2m
d
n,j},
E [fj,k(X)] = 0, ∀ r ∈ {1, . . . , d}, E [fj,k(X)|Xr] = 0.
Due to (4.3.1), we deduce that the orthogonal projection of fj,k on Σ0(j) is the null function.
Consequently, following (4.1.2), for any k, fj,k = f0,j,k. Therefore, according to Remark 4.5.1
‖f0,j,k‖2 = ‖fj,k‖2 = C2m−2βjn,j ldn
∑
s∈Mn,j
‖ψn,j,s‖2 = ‖ψ‖2C2r2j (t−1n vn).
It follows from (4.5.31) that Fj,n ⊂ Φj (C, rj(t−1n vn)).
4.5.4.2 Proof of (4.5.30)
For convenience, we set Pj,k = Pfj,k and then we define the likelihood ratio
Zn(j) ,
1
2m
d
n,j
∑
k∈{1,...,2m
d
n,j }
dPj,k
dP0
(Z(n)).
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According to the definition of µn we get that
Zn =
1
bn
∑
j∈Bn
Zn(j).
Hence,it suffices to show that Var0(Zn)→ 0 as n→∞. First, we use the standard decomposition
for the variance of a sum of random variables :
Var0(Zn) =
1
b2n
{∑
j∈Bn
Var0(Zn(j)) +
∑
j 6=j′∈Bn
Cov0(Zn(j), Zn(j′))
}
.(4.5.33)
The observation vector (Xi, Yi) gets the joint density function Ff (x, y) =
g(x)
σ(x)
F
(
y−f(x)
σ(x)
)
where F
denotes the standard gaussian density function. If we use that lnF (u) = −u2
2
and if ξ denotes
a random variable uniformly distributed on {1, . . . , 2mdn,j}, then the ratio variable Zn(j) can be
expanded as follows
Zn(j) = Eξ
[
dPj,ξ
dP0
]
= Eξ
[
exp
(
n∑
i=1
εifj,ξ(Xi)−
f 2j,ξ(Xi)
2
)]
=
n∏
i=1
Eξ
∏
s∈Mn,j
exp
{
−C
2ν2n,jψ
2
n,j,s(Xi)
2
+ Caξ,sνn,jψn,j,s(Xi)εi
}
=
∏
s∈Mn,j
exp
(
−C
2ν2n,j
2
n∑
i=1
ψ2n,j,s(Xi)
)
cosh
(
Cνn,j
n∑
i=1
ψn,j,s(Xi)εi
)
.
Following from Remark 4.5.1, if for any q = 1, 2 we define
Υq,n,j ,
∑
s∈Mn,j
n∑
i=1
(
−C
2ν2n,j
2
ψ2n,j,s(Xi) + (−1)qCνn,j
n∑
i=1
ψn,j,s(Xi)εi
)
,
then we have that Υq,n,jΥq,n,j′ = 0.
Moreover, using that for any j ∈ Bn, E0[Zn(j)] = 1, it follows that
E0 [Zn(j)Zn(j′)] =
1
4
E0
[(
eΥ1,n,j + eΥ2,n,j
) (
eΥ1,n,j′ + eΥ2,n,j′
)]
=
1
2
E0
[(
eΥ1,n,j + eΥ2,n,j + eΥ1,n,j′ + eΥ2,n,j′
)]− 1
= E0[Zn(j)] + E0[Zn(j′)]− 1 = 1.
The second equality above relies on the use that for any q, q′ ∈ {1, 2}
E0
[
eΥq,n,j+Υq′,n,j′
]
= 1 +
∞∑
k=1
1
k!
E0
[
Υkq,n,j + Υ
k
q′,n,j′
]
= E0[eΥq,n,j ] + E0[eΥq′,n,j′ ]− 1.
Finally, it entails that for j 6= j′ ,
Cov0(Zn(j), Zn(j′)) = 0 .(4.5.34)
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To end the proof of (4.5.30), it remains to show that sup∈Bn Var0(Zn(j)) is not too large. According
to (4.5.33), we need to prove that this quantities is of order lower than bn. To do that, we use that
Var0(Zn(j)) = E0[Z2n(j)]− 1.
Thus, for a given j ∈ Bn, if Eε denotes the expectation conditionally to the vector Z(n), we have
Eε
[
Z2n(j)
]
=
∏
s∈Mn,j
exp
(
−C2ν2n,j
n∑
i
ψ2n,j,s(Xi)
)
Eε
[
cosh2
(
Cνn,j
n∑
i=1
ψn,j,s(Xi)εi
)]
=
∏
s∈Mn,j
exp
(
−C2ν2n,j
n∑
i=1
ψ2n,j,s(Xi)
)
Eε
cosh2
Cνn,jζj,s
√√√√ n∑
i=1
ψ2n,j,s(Xi)

where for any s ∈Mn,j, ζj,s is a standard gaussian random variable.
Now, applying that (see Gayraud and Pouet [38]) for any u ∈ R,∫
cosh2(ut)F (t)dt =
1
2
(
1 + e2u
2
)
,
and that there exists c > 0 such that for any x ∈ R, cosh(x) ≤ ecx2 , we deduce that
Eε
[
Z2n(j)
]
=
∏
s∈Mn,j
cosh
(
C2ν2n,j
n∑
i=1
ψ2n,j,s(Xi)
)
≤ exp (cC4Sn(j)) ,
where we define
Sn(j) , ν4n,j
n∑
i,l=1
∑
s∈Mn,j
ψ2n,j,s(Xi)ψ
2
n,j,s(Xl).
Notice that Sn(j) can be rewrited with the help pf 2-order U-statistic. Namely, due to (4.5.32),
Sn(j) can be bounded from above as follows :
Sn(j) ≤ ‖ψ‖4∞G40
{
ln
(
α∗0
αn
)
t4n + nl
d
nm
−4βj
n,j
}
+ S1,n(j) + S2,n(j),(4.5.35)
where for any j ∈ Bn and s ∈Mn,j, we set
Wn,j,s(x) , ψ2n,j,s(x)− q2,n ,
S1,n(j) , ν4n,j
∑
i 6=l
∑
s∈Mn,j Wn,j,s(Xi)Wn,j,s(Xl) ,
W ∗n,j,s(x) , 2nq2,nWn,j,s(x) ,
W ∗∗n,js(x) , ψ4n,j,s(x)− q4,n ,
Vn,j,s(x) , W ∗n,j,s(x) +W ∗∗n,js(x) ,
S2,n(j) , ν4n,j
∑n
i=1
∑
s∈Mn,j Vn,j,s(Xi).
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Now, we claim that there exists c1 > 0, that does not depend on j, such that for any q = 1, 2 and
n ∈ N
sup
j∈Bn
E0
[
ecC
4Sq,n(j)
]
≤ c1.(4.5.36)
Therefore, using (4.5.35), we conclude that there exists c2 > 0, independent from j, such that
sup
j∈Bn
E0[Z2n(j)] ≤ c2 exp
(
cC4‖ψ‖4∞G40 ln(α∗0/αn)t2n
)
.(4.5.37)
Finally, we select C > 0 sufficiently small such that
b−1n sup
j∈Bn
E0
[
Z2n(j)
]→ 0 .
The results follows from (4.5.33) and (4.5.34) that Var0(Zn) tends to 0 as n→∞.
It remains to prove (4.5.36). To do that, we will separately treat the two terms. First, we start with
S2,n(j) that is a sum of independent zero mean random variables. The control of its moments is
involved by the Rosenthal inequality (see Proposition 3.3.2 chapter 3). Then, for any j ∈ Bn and
p ∈ N∗,
E0|S2,n(j)|p ≤ CpRν4pn,j
{
p
p
2n
p
2Varp/2
[∑
s
Vn,j,s(X)
]
+ ppnE
∣∣∣∣∣∑
s
Vn,j,s(X)
∣∣∣∣∣
p}
≤ 2pCpRν4pn,j
{
p
p
2n
p
2
(
Varp/2
[∑
s
W ∗n,j,s(X)
]
+ Varp/2
[∑
s
W ∗∗n,j,s(X)
])
+ ppn
(
E
∣∣∣∣∣∑
s
W ∗n,j,s(X)
∣∣∣∣∣
p
+ E
∣∣∣∣∣∑
s
W ∗∗n,j,s(X)
∣∣∣∣∣
p)}
(4.5.38)
But according to (4.5.32) and the construction of (ψn,j,s)j,s, we obtain that for any p ∈ N,
E |∑sWn,j,s(X)|p ≤ 2p−1 (mdn,j q2p,n +mdpn,j qp2,n) ,
E
∣∣∑
sW
2
n,j,s(X)
∣∣p ≤ 4p−1 (mdn,j (q4p,n + qp2,n q2p,n)+mdpn,j q2p2,n) ,
E
∣∣∑
sW
∗∗
n,j,s(X)
∣∣p ≤ 2p−1 (mdn,j q4p,n +mdpn,j qp4,n) .
(4.5.39)
Thus, there exists C > 0, not depending on j ∈ Bn, such that
E|S2,n(j)|p ≤ Cpν4pn,j
{
p
p
2n
p
2
(
1 + npqp2,n
)
+ ppn
(
1 + npqp2,n
)}
.
Finally using the discrete expansion of the exponential, it follows from the above inequality,
(4.5.32) and the assumption β∗ > d4 , that there exists c1,2 > 0 such that for any n ∈ N
sup
j∈Bn
E0
[
e2cS2,n(j)
] ≤ c1,2.(4.5.40)
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The control of the exponential moment of S1,n(j) requires the application of Corollary 3.3.4 of
chapter 3. Indeed, this variable is an 2-order canonical symmetric U-statistic. Its kernel is defined
by
Hj,n(x, y) , ν4n,j
∑
s∈Mn,j
Wn,j,s(x)Wn,j,s(y) .
We easily proves that this kernel is degenerate and symmetric and that
Hj,n(x, y) = χnHj,n(x, y)− ν8n,j q22,n
∑
s
Wn,j,s(x)
∑
s
Wn,j,s(y),
where we set
wn,j , E
[
W 2n,j,s(X)
]
, χn,j , ν4n,jwn,j .
From (4.5.32) and (4.5.39), we deduce that there exists bounded cn > 0, c
′
n > 0 such that
σn,j = cnν
4
n,j
√
mdn,jwn,j,
σn,j ≤ c′nχnσn ,
σ(0),n,j ≤ c′nχn,j ν4n,j l−dn ,
u1,n,j ≤ c′n ν4n,j ,
u2,n,j ≤ c′nχn,j ν4n,j m2dn,j ,
u3,n,j ≤ c′nχ2n,j ν8n,j .
Let % > 0 be a given positive real that will be tuned furher and for any j ∈ Bn and k ∈ N, put
tn,k,j , n
k%
4βj+d .
Appliying Corollary 3.3.4, there exists CS1 > 0 and KS1 > 0 independent from j ∈ Bn such that
P (|S1,n(j)| > tn,k,j) ≤ CS1 exp
−n rn,k,j4βj+d
eKS1
 ,
where for any k ∈ N, we put rn,k,j , 4βj + k%2 .
Moreover, according to the disconnection of the supports of functions from Fj,n, we obtain
‖S1,n(j)‖∞ = ν4n,jn2(1 + on(1)) = n
2d
4βj+d lnc(n)(1 + o(1)).
Now, we expand the exponential moment separately on each segment Uj(k) = [tn,k,j, tn,k+1,j] when
0 ≤ k ≤ k0 − 1 if we set k0 =
[
2d
%
]
. We complete the partition with the definition of
U(k0) = [tn,k0 , ‖S1,n(j)‖∞].
Thus, for any j ∈ Bn,
E
[
eS1,n(j)
]
= E
[
eS1,n(j)1S1,n(j)≤1
]
+
k0∑
k=0
EeS1,n(j)1S1,n(j)∈Uj(k)
≤ e+
k0−1∑
k=1
etn,k+1,jP (S1,n(j) > tn,k,j) + P (S1,n(j) > tn,k0,j) e‖S1,n(j)‖∞ .(4.5.41)
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Thus, according to the expression of rn,k,j and the assumption 4β∗ > d, we are allowed to choose
% > 0 such that
lim supn→∞ supj∈Bn e
tn,k+1,jP (S1,n(j) > tn,k,j) <∞, ∀ 0 ≤ k ≤ k0 − 1,
lim supn→∞ supj∈Bn e
‖S1,n(j)‖∞P (S1,n(j) > tn,k0,j) <∞.
According to (4.5.41) and above statement immediately involve that
sup
j∈Bn
E0
[
eS1,n(j)
]
= On(1). n
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Conclusion-Perspectives
Dans cette the`se nous nous sommes en premier lieu inte´re´sse´ a` appliquer pour la structure additive
puis a` ge´ne´raliser dans des mode`les de re´gression l’approche de risque avec normalisation ale´atoire
mise en place par Lepski [82]. En particulier, les re´sultats obtenus recouvrent et e´tendent ceux donne´s
par Lepski et Hoffmann [83]. Fort de cette de´marche, nous avons aborde´ dans une seconde partie le
proble`me de test minimax de l’hypothe`se de structure additive en relachant certaines hypothe`ses sur
le mode`le statistique envisage´. Nous avons exhibe´ la vitesse minimax de test de cette structure mais
aussi sous certaines contraintes la vitesse adaptative optimale vis a` vis du parame`tre de re´gularite´
caracte´risant la fonction de re´gression.
La principale difficulte´ technique surmonte´e fut l’obtention d’une ine´galite´ exponentielle interpre´table
pour les U-statistiques de´ge´ne´re´s. Cette classe de variable ale´atoire semble eˆtre lie´e a` de nombreux
proble`mes statistiques de test et d’estimation, notamment dans le cadre L2. L’outil mis en valeur
dans cette the`se apparaˆıt donc comme un solide point de d’encrage afin de traiter plus simplement
d’autres proble`me de tests de structures (Projection pursuit, Multi-index). Il s’adapte notamment a`
des mode`les statitiques ge´ne´raux et permet de conside´rer une erreur de premie`re espe`ce asymptoti-
quement nulle, αn → 0.
Les techniques ”hilbertiennes” mises en place dans la construction de normalisation ale´atoire nous
renvoient aux proble`mes dans le cadre Lp, sur des espaces plus ge´ne´raux type Besov. Ici, il apparaˆıt
clairement que la strate´gie de construction de N.A. doit eˆtre modifie´e. En effet, de manie`re ge´ne´rale
la vitesse minimax d’estimation de la perte ‖f‖p, p > 0 est sensiblement moins bonne que la vitesse
de test de H0 : f = 0 contre l’alternative locale An(cn) : ‖f‖p > cn. Ainsi le proble`me de test de
f ∈ Σ0 ne correspond plus a` celui de l’estimation de d(f,Σ0) = infg∈Σ0 ‖f − g‖p.
Comme on a pu le voir, la construction canonique de Lepski et Hoffmann donne une proce´dure
d’agre´gation permettant d’obtenir des estimateurs adapte´s a` des familles d’hypothe`ses structurelles
a` l’inte´rieur d’un meˆme espace fonctionnel Σκ, ou` κ est un parame`tre de nuisance suppose´ connu.
Cependant, la proble`matique d’adaptation vis a` vis de κ ne rentre pas dans ce cadre.
EXEMPLE 4.5.1. Si la fonction f est additive et tre`s re´gulie`re par exemple f(x) = e−x1 + e−x2,
mais l’hypothe`se a priori est f ∈ H(1, L) la proce´dure e´tudie´e va de´tecter sa structure et forunir un
intervalle de confiance pour f de niveau αn de longueur voisine de c(ln(α
−1
n ))n
1/3 peu en rapport avec
la forte re´gularite´ de f .
Ainsi il semble inte´ressant de voir en quel sens il est possible d ’ame´liorer la proce´dure vis a`
vis de la proble`matique d’adaptation statistique. Une solution a` envisager est l’utilisation de tests
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d’hypothe`ses adaptatifs. Cependant une telle proce´dure ne restitue pas directement l’information
concernant la vitesse de test atteinte et masque ainsi l’ame´lioration de la pre´cision d’estimation
via le risque avec N.A.. Cette information est pourtant ne´ce´ssaire a` la construction d’intervalles de
confiance adapte´s.
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