Abstract. In this paper, we generalize the notion of the k-numerical ranges of matrices to operators in arbitrary finite von Neumann algebras. For each α ∈ (0, 1], the α-numerical range of such an operator is defined; it is a compact, convex subset of C. We explicitly describe the α-numerical ranges of several operators and classes of operators and we demonstrate interpolation between numerical ranges that is of particular interest for matrices. We examine generalized numerical ranges in II 1 factors. In an appendix, we characterize marginal distributions of radially symmetric distributions in the plane.
Introduction
An interesting invariant of an operator is its numerical range. Given a Hilbert space H and a bounded linear operator T : H → H, the numerical range of T is the set of complex numbers
The Hausdorff-Toeplitz Theorem (see [14, 28] ) states that the numerical range of an operator is always a convex subset. Furthermore, when restricting to finite dimensional H, the numerical range of a matrix is compact and can be used to obtain several interesting structural results, such as that a matrix of trace zero is always unitarily equivalent to a matrix with zeros along the diagonal.
The numerical range of a matrix is often substantially larger than the spectrum and yields cruder information about the matrix. For example, if N is a normal matrix, then W 1 (N ) is the convex hull of the eigenvalues of N . Therefore, precise information about the eigenvalues of N cannot be obtained from W 1 (N ).
In [13] , Paul Halmos proposed a generalization of the numerical range of a matrix. For each ξ ∈ C n with ξ 2 = 1 and T ∈ M n (C), we have
where Tr is the (unnormalized) trace and P ξ ∈ M n (C) is the projection onto Cξ. Thus, for T ∈ M n (C) and k ∈ {1, . . . , n}, the k-numerical range of T defined as W k (T ) = 1 k Tr(T P ) | P ∈ M n (C) a projection of rank k .
k-numerical ranges have been much studied and much is known. For example [9, Theorem 1.2] shows
It is clear that the set on the right-hand-side of the above equation is a convex set, yet this did not produce an new proof of Berger's result as [9, Theorem 1.2] relied on of Berger's result. These k-numerical ranges provide substantially more information about a matrix than the numerical range alone. Indeed, if N ∈ M n (C) is a normal matrix with eigenvalues {λ j } n j=1 listed according to their multiplicities, then, by [ By varying k, these sets provide enough information to determine the eigenvalues of N and, thus, to determine N up to unitary equivalence. This paper generalizes the notion of k-numerical ranges to tracial von Neumann algebras and is structured as follows. Section 2 defines, for α ∈ (0, 1], the α-numerical range V α (T ) of an operator T in a tracial von Neumann algebra. It is a compact, convex subset of C. Using a Lyapunov-type theorem from [1] , a characterization analogous to (1) is established when in a diffuse von Neumann algebra. In addition, several basic properties of α-numerical ranges are observed such as containment and continuity.
Section 3 examines α-numerical ranges of normal operators. Explicit descriptions of α-numerical ranges are obtained for self-adjoint operators and for normal operators with finite spectrum. In addition, Theorem 3.9 demonstrates that two normal operators have the same spectral distributions if and only if their α-numerical ranges agree for all α ∈ (0, 1]. Thus, for normal operators, the α-numerical ranges provides the same information as the Brown measure.
Section 4 exhibits an interpolation result relating α-numerical ranges for various α. Furthermore, we demonstrate equalities in this interpolation for operators in matrix algebras and we thereby demonstrate that the α-numerical ranges of matrices are completely determined by the classical k-numerical ranges.
Section 5 computes α-numerical ranges for several operators. Although computing the k-numerical ranges of a matrix is generally a hard task (see [18] for the 3 × 3 case), there are several interesting examples of operators in II 1 factors whose α-numerical ranges can be explicitly described. In particular, we demonstrate the existence of normal and non-normal operators whose α-numerical ranges agree for all α.
Section 6 examines the relationship between α-numerical ranges and conditional expectations of operators onto subalgebras. In particular, we demonstrate that a scalar λ is in the α-numerical range of an operator T in a II 1 factor if and only if there exists diffuse abelian von Neumann subalgebra A such that the trace of the spectral projection of the expectation of T onto A corresponding to the set {λ} is at least α.
Finally, in Section 7, a further generalization of numerical ranges is considered. In [30] , Westwick analyzed a generalization of the k-numerical ranges of a matrix which was later further generalized by Golberg and Straus in [11] . Given two matrices C, T ∈ M n (C), the C-numerical range of T is defined to be the set W C (T ) = {Tr(T U * CU ) | U ∈ M n (C) a unitary}.
It is not difficult to see that if C k ∈ M n (C) is a matrix with 1 k along the diagonal precisely k times and zeros elsewhere, then W C k (T ) = W k (T ). Thus, the C-numerical ranges are indeed generalizations of the k-numerical ranges.
Using ideas from [14] , Westwick in [30] demonstrated that if C ∈ M n (C) is self-adjoint, then W C (T ) is a convex set. However, Westwick also showed that if C = diag(0, 1, i) ∈ M 3 (C), then W C (C) is not convex. Based on [30] and [11] , in [24] Poon gave another proof that the C-numerical ranges are convex for selfadjoint C ∈ M n (C). Poon's work gave an alternate description of the C-numerical range based on a notion of majorization for n-tuples of real numbers. This notion of majorization is the one appearing in a classical theorem of Schur ([27] ) and Horn ([17] ) characterizing the possible diagonal n-tuples of a self-adjoint matrix based on its eigenvalues. These notions have direct analogues in II 1 factors, and we conclude this paper in Section 7 by defining C-numerical ranges in II 1 factors and by establishing their convexity for self-adjoint C.
Definitions and Basic Results
In this section, for each α ∈ (0, 1], we define the α-numerical range V α (T ) of an operator T in a tracial von Neumann algebra. It is a compact, convex subset of C. We demonstrate (Theorem 2.4) that in a diffuse von Neumann algebra, V α (T ) is given by a formula analogous to (1) . After listing some elementary facts, we also show (Proposition 2.7) that the α-numerical range depends only on the * -distribution of the operator, not on the ambient von Neumann algebra, and we demonstrate several natural properties of the α-numerical ranges such as shrinking of α-numerical ranges as α increases (Proposition 2.9), and continuity (Propositions 2.15 and 2.16).
Throughout this paper, (M, τ ) will denote a von Neumann algebra M possessing a normal, faithful, tracial state, with τ such a state. We will call such a pair a tracial von Neumann algebra. Furthermore, Proj(M) will denote the set of projections in M and M 1,+ will denote the set of positive operators in M of norm ≤ 1, namely,
where I M denotes the identity element of M. Definition 2.1. Given T ∈ M and α ∈ (0, 1], the α-numerical range of T is
Since M 1,+ is convex and compact in the weak * -topology on M, it follows that V α (T ) is a compact, convex subset of C.
Remark 2.2. For the tracial von Neumann algebra (M n (C), 1 n Tr), using the formula (2) for the k-numerical range, we see
for all T ∈ M n (C); that is, our k n -numerical ranges are precisely the classical k-numerical ranges.
Our first goal is to prove that if M is diffuse (namely, if it has no minimal projections), then V α (T ) is equal to 1 α {τ (P T P ) | P ∈ Proj(M), τ (P ) = α}.
This is similar to the definition (1) of k-numerical range in matrices. Although the α-numerical range of an operator ostensibly depends on the pair (M, τ ), we will omit this from the notation and, indeed, we will show below (in Proposition 2.7) that this dependence is illusory: V α (T ) depends only on the * -distribution of T with respect to τ .
The following Lyapunov Theorem for diffuse von Neumann algebras will be used to prove the formula (3) for V α (T ). . Let M be a diffuse von Neumann algebra and let Ψ : M 1,+ → C n be a weak * -continuous affine map. Then for every A ∈ M there exists a projection P ∈ Proj(M) such that AP = P A and Ψ(P ) = Ψ(A). Theorem 2.3 immediately has the following desired implication about α-numerical ranges. We note that a proof of this that does not rely on Theorem 2.3 (at least for M a II 1 factor) is presented in Section 7.
Theorem 2.4. Let (M, τ ) be a diffuse, tracial von Neumann algebra. For all T ∈ M and α ∈ (0, 1],
Proof. The inclusion ⊇ holds because Proj(M) ⊆ M 1,+ . For the other inclusion, consider the map Ψ : M → C 2 defined by Ψ(A) = (τ (A), τ (T A)). Clearly Ψ is a weak * -continuous linear map so Theorem 2.3 implies that for each X ∈ M 1,+ with τ (X) = α, there exists a P ∈ Proj(M) such that Ψ(P ) = Ψ(X). Hence τ (T P ) = τ (T X) and τ (P ) = τ (X) = α. Thus, the set inclusion holds.
The next proposition lists some elementary properties of the α-numerical ranges, whose proofs are omitted for brevity. As usual, if X, Y ⊆ C and λ ∈ C, we let λX = {λz | z ∈ X}, λ + X = {λ + z | z ∈ X}, and
and the complex conjugate of X is {z | z ∈ X}. Proposition 2.5. Let (M, τ ) be a tracial von Neumann algebra, let T, S ∈ M, and let α ∈ (0, 1].
Now we show that the α-numerical ranges of an operator do not depend on the ambient von Neumann algebra. Proposition 2.6. Let (M, τ ) be a tracial von Neumann algebra and let α ∈ (0, 1]. For T ∈ M, let V α (T ) denote the α-numerical range as given in Definition 2.1. Let N be a von Neumann subalgebra of M. If T ∈ N, then
Furthermore, if N is diffuse, then
Proof. The inclusion ⊇ in (4) is clear. For the reverse inclusion, let
This proves (4) . If N is diffuse, then Theorem 2.4 in (N, τ ↾ N ) implies that (5) holds.
By letting N, above, be the von Neumann algebra generated by T , we obtain, as promised earlier, that, for a given α ∈ (0, 1], V α (T ) depends only on the * -distribution of the operator T . Proposition 2.7. Let (M 1 , τ 1 ) and (M 2 , τ 2 ) be tracial von Neumann algebras, let T 1 ∈ M 1 , and let T 2 ∈ M 2 . If T 1 and T 2 have the same * -distributions, then
Proof. By Proposition 2.6, we may assume, without loss of generality, that M k = W * (T k ) for k = 1, 2. Since T 1 and T 2 have the same * -distributions, there exists a trace-preserving isomorphism of W * (T 1 ) and W * (T 2 ) that sends T 1 to T 2 . This clearly implies V α (T 1 ) = V α (T 2 ) for all α ∈ (0, 1] by Definition 2.1.
The following proposition demonstrates there are redundancies in the α-numerical ranges, in that
Proof. Since ψ : M 1,+ → M 1,+ given by ψ(X) = I M − X is a bijection, the result then follows from
At this point, an attentive reader may ask why the factor 1 α is used in Definition 2.1. This normalizing factor was chosen so that we have the following result.
Proposition 2.9. Let (M, τ ) be a tracial von Neumann algebra and let
Thus λ ∈ V α (T ).
As Proposition 2.9 implies V α (T ) increases with respect to inclusion as α decreases, it is natural to ask: what is the limiting set? Definition 2.10. For a tracial von Neumann algebra (M, τ ) and T ∈ M, let
Here is a quick review of (and specification of notation for) the Gelfand-NaimarkSegal (GNS) construction for a tracial von Neumann algebra (M, τ ). Recall that we assumed τ is faithful. The 2-norm of an element T ∈ M is defined to be
. The GNS-representation π τ is the faithful, normal representation of M on the GNSHilbert space, given by π τ (T )Ŝ = (T S)ˆ. Proposition 2.11. Let (M, τ ) be a tracial von Neumann algebra and let T ∈ M.
Proof. To see the first inclusion, let λ ∈ V 0 (T ) be arbitrary. By definition, there exists an α ∈ (0, 1] and an X ∈ M 1,+ such that τ (X) = α and λ =
It is clear that X is a positive operator and
Therefore, letting Z = 1 X X and α = 1 X ∈ (0, 1], we have Z ∈ M 1,+ , τ (Z) = α and
is within distance ǫ of λ. As ǫ was arbitrary, λ ∈ V 0 (T ).
Proposition 2.11 immediately gives a characterization of self-adjoint operators in a tracial von Neumann algebra based on α-numerical ranges.
Corollary 2.12. Let (M, τ ) be a diffuse, tracial von Neumann algebra and let T ∈ M. Then V α (T ) ⊆ R for all α ∈ (0, 1] if and only if T is self-adjoint.
Proof. For T self-adjoint, it is straightforward to show from Definition 2.1 that we have V α (T ) ⊆ R for all α ∈ (0, 1].
On the other hand, if
Remark 2.13. Two questions that Proposition 2.11 raises is whether or not V 0 (T ) = W 1 (π τ (T )) holds for all T when τ is the trace on the von Neumann algebra generated by T , and whether W 1 (π τ (T )) depends on the choice of (M, τ ). For self-adjoint T ∈ M, this is not a difficult question. Indeed for T self-adjoint, by applying Proposition 3.4 it is easy to see that if [a, b] is the convex hull of the spectrum of T then V 0 (T ) contains (a, b) and will contain a (respectively b) if and only if the spectral projection of T onto {a} (respectively {b}) has non-zero trace. As it is known that W 1 (π τ (T )) contains (a, b) and contains a (respectively b) if and only if a (respectively b) is an eigenvalue of T , we obtain
Our final goal of this section is to prove continuity of the α-numerical range V α (T ) for variation of α and T . To begin, recall that for compact subsets X and Y of C, the Hausdorff distance between X and Y is defined to be
Lemma 2.14. Let (M, τ ) be a tracial von Neumann algebra and let T ∈ M. If P ∈ Proj(M) and α = τ (P ), then
Proof. Notice
Proposition 2.15. Let (M, τ ) be a tracial von Neumann algebra and let T ∈ M.
In particular, the map α → V α (T ) is a continuous map from (0, 1] to the compact, convex subsets of C equipped with the Hausdorff distance.
Proof. By enlarging M and employing Proposition 2.6, if necessary, we may without loss of generality assume M is diffuse and we use Theorem 2.4. Let λ ∈ V α (T ). Then there is P ∈ Proj(M) such that τ (P ) = α and λ = 1 α τ (T P ). Let Q ∈ Proj(M) be such that P ≤ Q and τ (Q) = β. Thus, we have
by applying Lemma 2.14 to |τ (T P )| and |τ (T (Q − P ))|, we obtain
Similarly, since
by applying Lemma 2.14 to |τ (T (Q − P ))| and |τ (T Q))|, we obtain
, this completes the proof.
Thus, for any fixed α, the map T → V α (T ) is continuous both in the operator and 2-norm of T .
Proof. As in the previous proof, we may without loss of generality assume M is diffuse and we use Theorem 2.4. Lemma 2.14 implies that if P ∈ Proj(M) is such that τ (P ) = α, then
Corollary 2.17. Let (M, τ ) be a tracial von Neumann algebra, let T ∈ M, and let
is contained in the closed ball centred at zero with radius min{ T ,
Proof. Since V α (0) = {0}, the result follows from Proposition 2.16.
Corollary 2.18. Let (M, τ ) be a tracial von Neumann algebra and let T, S ∈ M. If T and S are approximately unitarily equivalent, that is
Proof. The result follows from part (vii) of Proposition 2.5 and Proposition 2.16.
Numerical Ranges for Normal Operators
In this section, we analyze α-numerical ranges of normal operators. First, we make the following, easy observation.
Proposition 3.1. Let (M, τ ) be a tracial von Neumann algebra and let S, T ∈ M be normal elements. If the spectral distributions of S and T are the same, then
Proof. As two normal operators have the same spectral distributions if and only if they have the same * -distributions, the result follows from Proposition 2.7.
The main goal of this section is to prove the converse of Proposition 3.1 (in Theorem 3.9). We also give a explicit descriptions of the α-numerical ranges for selfadjoint operators (Proposition 3.4) and for normal operators with finite spectrum (Proposition 3.6).
We now describe the α-numerical ranges of self-adjoint operators based on their spectral distributions. For our purposes, it is useful to use the following reparametrization of the spectral distribution. For this section and the rest of the paper, given an normal operator N in a von Neumann algebra, we will use 1 X (N ) to denote the spectral projection of N corresponding to a Borel set X ⊆ C. Definition 3.2. Let (M, τ ) be a diffuse, tracial von Neumann algebra and let T ∈ M be self-adjoint. The spectral scale of T is defined for s ∈ [0, 1) by
It is elementary to verify that the spectral scale of T is a non-increasing, right continuous function from [0, 1) to R. The following result is seemingly folklore, and a proof may be found in [2, Proposition 2.3]. Proposition 3.3. Let (M, τ ) be a diffuse, tracial von Neumann algebra and let T ∈ M be self-adjoint. Then there is a projection-valued measure e T on [0, 1) valued in M such that τ (e T ([0, t))) = t for every t ∈ [0, 1) and
Note the von Neumann algebra generated by {e
and τ restricts to integration against the Lebesgue measure m. Consequently, we obtain the following. Proposition 3.4. Let (M, τ ) be a diffuse, tracial von Neumann algebra and let T ∈ M be self-adjoint. Then
Proof. Using the above discussions along with the fact that V α (T ) does not depend on the ambient von Neumann algebra (see Proposition 2.7), the α-numerical range of T in M agrees with the α-numerical range of the
Since the spectral scale of T is a non-increasing, right continuous function, it is easy to deduce that
σ s (T ) ds are the minimal and maximal elements of V α (T ) respectively. Since V α (T ) is convex, the result follows.
As an intermediate step towards demonstrating that the α-numerical ranges completely determine normal operators up to spectral distributions, Proposition 3.4 immediately implies this for self-adjoint operators. Recall from the introduction that the k-numerical range of a normal matrix N ∈ M n (C) with eigenvalues {λ j } n j=1 is
The following generalizes this result to normal operators with finite spectrum.
Proposition 3.6. Let (M, τ ) be a tracial von Neumann algebra, let N ∈ M be a normal operator such that σ(N ) = {λ k } n k=1 , and let w k = τ (1 {λ k } (N )) for each k ∈ {1, . . . , n}. Then for each α ∈ (0, 1], we have
Proof. Using Proposition 2.7, we may without loss of generality assume M = L ∞ [0, 1] and
are disjoint Borel measurable sets such that
Consider the surjection
is of the form P = 1 X where X ⊆ [0, 1] and τ (P ) = m(X), the result follows, using Theorem 2.4. This is a convenient place to treat the following example, which we will use later. Recall that a Haar unitary is a unitary element whose spectral distribution is Haar measure on the unit circle.
Example 3.7. Let (M, τ ) be a tracial von Neuman algebra, let U ∈ M be a Haar unitary, and let D denote the closed unit disk. For every λ ∈ C with |λ| = 1, λU and U have the same spectral distribution. Therefore, Proposition 3.1 implies
for every α ∈ (0, 1] and λ ∈ C with |λ| = 1. Since each V α (U ) is a compact, convex set, this implies
where the last equality is part (iii) of Proposition 2.5.
To compute r(α), note by Proposition 2.7 we may assume that
, so Re(U ) = (s → cos(s)) and, arguing as in the proof of Proposition 3.4, we deduce
. To demonstrate that α-numerical ranges completely determine the spectral distribution of normal operators, we will need Proposition 3.4 along with the following result.
Lemma 3.8. Let µ be a probability measure on R 2 , let X and Y be the random variables corresponding to the projections onto the two axes of R 2 , and let Ω be the set of all half-planes in R 2 (namely, solution sets of inequalities of the form aX + bY ≥ c for a, b, c ∈ R). Then µ is determined by the function ψ :
Proof. Notice ψ determines the measures of the solution sets of all inequalities of the form c 1 ≤ aX + bY ≤ c 2 where a, b, c 1 , c 2 ∈ R. Thus, the expectation E e i(aX+bY ) is determined by ψ. Letting a, b ∈ R vary, ψ determines the Fourier transform of the measure µ. The result follows, since µ is completely determined by its Fourier transform (see, for example, [5, Theorem 7.5]). Proof. Sufficiency is proved in Proposition 3.1.
For the opposite implication, given a normal operator N ∈ M we must show that the sets {V α (N )} α∈(0,1] determine the spectral distribution µ N of N . By Lemma 3.8, it suffices to show that the α-numerical ranges of N determine the µ Nmeasures of the half-planes of C. Since α-numerical ranges behave under rotations and translations as described in part (vi) of Proposition 2.5, it suffices to show α-numerical ranges of N determine the µ N -measures of the half-planes {z ∈ C | Re(z) ≥ c} for all c ∈ R.
By part (iii) of Proposition 2.5, {V α (N )} α∈(0,1] determines {V α (Re(N ))} α∈(0,1] which, by Corollary 3.5, determines µ Re(N ) . The result then follows, since µ Re(N ) determines the µ N -measures of {z ∈ C | Re(z) ≥ c} for all c ∈ R.
Interpolation of Numerical Ranges
In this section, we prove an interpolation result for α-numerical ranges that provides information on V β (T ) given V α (T ) and V γ (T ) with 0 < α < β < γ ≤ 1. In addition, we demonstrate that the α-numerical ranges of a matrix are completely determined by the classical k-numerical ranges (Theorem 4.3).
We begin with the following interpolation result that generalizes [10, Corollary 1]. Note the coefficients used in [10, Corollary 1] are the best possible. We note that further results in [10] also have immediate generalizations to α-numerical ranges.
Proposition 4.1. Let (M, τ ) be a diffuse, tracial von Neumann algebra and let
It is clear that Z is a positive operator such that
Finally,
completing the proof. holds for all 0 < α < β < 1. But this is clearly not the case, so equality need not occur in Proposition 4.1.
Our next goal is to fully describe the α-numerical ranges of matrices. .
The proof of Theorem 4.3 is broken into two parts. Recall that W k (T ) = V k n (T ) and W n (T ) = {Tr(T )}. For T ∈ M n (C) (1 λj (N ) ). Let
Proof. To simplify notation, let a = α k , b = β, and c = α k+1 . Furthermore, for each α ∈ (0, 1], let
Using this notation, Proposition 3.6 implies that V α (N ) = 1 α ψ(Y α ) for all α ∈ (0, 1]. Proposition 4.1 implies the inclusion ⊇ in (6), so it will suffice to show
Since Y b is convex and ψ is a linear map, it suffices to show
where Ext(Y b ) denotes the extreme points of Y b . It is elementary to show
Therefore, by renumbering indices, if necessary, it suffices to prove
Fix (t 1 , . . . , t m ) ∈ Y b with t j ∈ {0, w j } for all j = 1. Let
Since m j=2 t j ∈ Γ and w 1 + m j=2 t j ∈ Γ by construction and since a = sup{x | x ∈ Γ, x ≤ b} and c = inf{x | x ∈ Γ, x ≥ b}, we have that
Hence, we have c − b c − a t
and, taking convex combinations in [0, 1] n ,
Since ψ is an affine map, we get
Corollary 4.5. Let N ∈ M n (C) be a normal matrix. If α = k n < β < k+1 n = γ for some k ∈ {1, . . . , n − 1}, then
Proof. The inclusion ⊇ follows from Proposition 4.1. To show ⊆, let λ ∈ V β (T ). By definition, there exists X ∈ M n (C) 1,+ such that τ (X) = β and
Choose a unitary matrix U ∈ M n (C) so that X ′ = U * XU is a diagonal matrix and let
Let D be the diagonal subalgebra of M n (C) and let E D : M n (C) → D be the conditional expectation of M n (C) onto D. Consider the normal matrix N = E D (T ′ ) and notice
Hence Corollary 4.5 implies that there exist Y 1 , Y 2 ∈ M n (C) 1,+ such that τ (Y 1 ) = α, τ (Y 2 ) = γ, and letting
we have
and, similarly,
Finally, part (vii) of Proposition 2.5 implies
Although the following result may be proved via a computational argument involving Theorem 4.6 and Proposition 2.8, we provide the following simple proof.
where the last equality holds because π τ is equivalent to the n-fold amplification of the identity representaiton of M n (C). But (see Remark 2.2), W 1 (T ) = V 1 n (T ) so all the inclusions in (7) must be equalities.
Further Examples
In this section, we compute the α-numerical ranges of several operators. Although computing the k-numerical ranges of a matrix is generally a hard task, there are several interesting examples of operators in II 1 factor whose α-numerical ranges can be explicitly described. Given an operator T , the main idea is to reduce the computation of the α-numerical range of T to the α-numerical ranges of the real parts of rotations of T , which are described in terms of the spectral scales by Proposition 3.4. This idea is motivated by [20] (or see the English translation [21] ).
We begin with the following observation that says the α-numerical ranges of an operator are contained in rectangles determined by the operator's real and imaginary parts.
Proposition 5.1. Let (M, τ ) be a tracial von Neumann algebra, let T ∈ M, and α ∈ (0, 1]. Let a, b, c, d ∈ R be such that
Furthermore, there exist z 1 , z 2 , w 1 , w 2 ∈ V α (T ) such that
Re(z 1 ) = a, Re(z 2 ) = b, Im(w 1 ) = c, and Im(w 2 ) = d.
Proof. The first claim follows directly from parts (iv) and (v) of Proposition 2.5. The remainder of the proof follows directly from part (iii) of Proposition 2.5.
To describe fully the α-numerical ranges of operators, we will use the following functions.
Notation 5.2. For a non-empty, bounded subset
Proposition 5.3. For a non-empty, compact, convex set K ⊆ C, the function g K completely determines K. In particular
Proof. Let Ψ(K) denote the set on the right-hand-side of the above equation. Since g w+K (θ) = Re(e iθ w) + g K (θ) for all w ∈ C, we have
Thus, we may assume without loss of generality that 0 ∈ K. By definition, it is clear that K ⊆ Ψ(K). For the other inclusion, suppose w ∈ K c . By the Hahn-Banach Theorem there is a line separating w from K. This line is the solution set in C of the equation Re(e −iθ z) = c for some θ ∈ [0, 2π) and some c ≥ 0. Thus, the line Re(z) = c separates e iθ K from e iθ w. Since 0 ∈ K, we have that 0 ≤ g K (θ) < c < Re(e iθ w) so w / ∈ Ψ(K).
Example 5.4. For a, b ∈ R with a, b > 0, consider the solid ellipse
The parametrization of the boundary of K in polar coordinates is defined by the map θ → a cos(θ) + ib sin(θ),
and from this it is elementary to verify that
As the α-numerical ranges of an operator are compact, convex subsets of C, in order to determine them, it suffices to describe the functions g Vα(T ) (θ). This leads to the following method for computing the α-numerical ranges.
Method 5.5. Given a tracial von Neumann algebra (M, τ ) and a T ∈ M, by combining Propositions 3.4 and 5.3 we obtain a method of computing V α (T ) provided we can obtain sufficient information about the distributions of the operators Re(e iθ T ) for θ ∈ [0, 2π). Indeed, by Proposition 3.4 (taking M to be diffuse, without loss of generality), we have
Thus, Proposition 5.3 implies
Corollary 5.6. Let (M, τ ) be a diffuse tracial von Neumann algebra and suppose T ∈ M is such that
Then V α (T ) is the closed disk centered at the origin of radius r α (T ), where
Of course, the above corollary applies whenever the * -distribution of T is the same as the * -distribution of e iθ T for all θ ∈ R. Using Method 5.5, we may compute the α-numerical ranges of several interesting operators. 
However, since 2A 0 is unitarily equivalent to
we obtain that Re(T ) is approximately unitarily equivalent to
Thus, Corollary 2.18 implies
By construction, this pattern continues and thus we see that the spectral scale of S is σ s (S) = 1 2 (1 − 2s).
Thus,
There exists a normal operator N ∈ R such that σ s (Re(N )) = 1 2 (1 − 2s) for all s ∈ [0, 1) (see Proposition A.5 in the appendix). As such, it is a normal operator N satisfying V α (N ) = V α (T ) for all α ∈ (0, 1], namely, having the same numerical ranges as the quasinilpotent operator T .
Example 5.8. Recall a (0, 1)-circular operator is an element Z of a tracial von Neumann algebra of the form
where X and Y are freely independent (0, 1)-semicircular operators. As the * -distribution of Z is the same as the * -distribution of e iθ Z for all θ ∈ R, Corollary 5.6 implies V α (Z) = r α (Z)D where r α (Z) = sup(V α (Re(Z))). Since the spectral distribution of Re(Z) = 1 √ 2 X is given by the semicircular law 1
we obtain that
Thus, h is the inverse with respect to composition of the decreasing function f :
We note the asymptotic expansions
For comparison, a (0, 1)-circular element has norm 2 and spectrum equal to the disk centred at the origin of radius 1. Note that, since the push-foward measure of the spectral distribution of the normalized Lebesgue measure on the disk of radius √ 2 onto the real axis produces the semicircular law
X, Z is an easy example of a nonnormal operator such that there exists a normal operator N with V α (Z) = V α (N ) for all α ∈ (0, 1].
Example 5.9. The quasinilpotent DT-operator S was introduced in [7] as one of an interesting class of operators in the free group factor L(F 2 ), that can be realized as limits of upper triangular random matrices. As the name suggests, its spectrum is {0}, and it satisfies S = √ e and τ (S * S) = 1/2. In [8] , it was shown that S generates L(F 2 ) and that S has many nontrivial hyperinvariant subspaces. Moreover, Re(S) = 1 2 X, where X is a (0, 1)-semicircular operator and the * -distribution of S is the same as that of e iθ S for all θ ∈ R. Thus, the method of Corollary 5.6 applies, exactly as in Example 5.8, to yield
where r α (S) = 1 √ 2 r α (Z), where r α (Z) is the function as defined in Example 5.8. Note that the normal measure whose distribution is uniform measure on the disk of radius
is has the same α-numerical ranges as the quasinilpotent operator S. These elliptic variants of circular operators were studied by Larsen in [23] , where he showed
≤ 4 , and • the Brown measure of T is uniform distribution on its spectrum. To determine V α (T ), we apply Method 5.5. Note that Re(e iθ T ) is
Thus the spectral distribution of Re(e iθ T ) is the same as the spectral distribution of √ 2 b(θ)Re(Z), where Z is the (0, 1)-circular operator from Example 5.8. Hence
Therefore, by Proposition 5.3 and Example 5.4, we find
It is curious, although not surprising, that the eccentricity of the ellipse bounding V α (T ) is (except in the circular case ψ = π 4 ) different from the eccentricity of the ellipse bounding the spectrum σ(T ).
Majorization using Numerical Ranges
One program that has received substantial attention in recent years pertains to generalizing a classical theorem of Schur and Horn to II 1 factors (see [19, 26] for an overview). As there is a clear connection between the Schur-Horn Theorem for matrices (which classifies the possible diagonal n-tuples of a self-adjoint matrix based on its eigenvalues) and the k-numerical ranges of matrices (which provide averages of possible diagonal n-tuples), it is natural to ask to what extent does such a connection exist in II 1 factors? This section briefly examines this issue, beginning with the following notation. Definition 6.1. Let A be an arbitrary C * -algebra and let U(A) denote the unitary group of A. For T ∈ A, the unitary orbit of T is the set
Notice that if A is a finite dimensional C * -algebra, then U(T ) = O(T ). So for an arbitrary C * -algebra A, either U(T ) or O(T ) may be the correct analogue for generalizing results from finite dimensional C * -algebras. The following version of majorization for self-adjoint elements in finite von Neumann algebras is important for our discussions. The set of all self-adjoint operators majorized by a fixed self-adjoint operator is well understood in II 1 factors.
Theorem 6.4 (see [3, 4, 15, 16] for example). Let (M, τ ) be a type II 1 factor and let T, A ∈ M be self-adjoint. Then the following are equivalent:
(
The notion of majorization is essential in the following version of the Schur-Horn theorem for II 1 factors. It is, therefore, natural to ask whether or not numerical ranges can be used to describe the potential diagonals of operators in II 1 factors. In particular, we note the following. Proposition 6.7. Let (M, τ ) be a type II 1 factor, let T ∈ M, let N be a von Neumann subalgebra of M, and let E N : M → N denote the normal conditional expectation onto N.
Proof. By definition,
Since V α (T ) = V α (S) holds by Corollary 2.18, the result follows.
It is natural to ask whether there is a generalization of the Schur-Horn Theorem for normal operators in II 1 factors. This was the focus of [19] , which proved the following Schur-Horn type theorem for normal operators with finite spectrum in II 1 factors. 
As majorization of self-adjoint elements in II 1 factors may be characterized by containment of the α-numerical ranges for all α ∈ (0, 1], one may ask whether the conclusions of [19, Theorem 4.10] are equivalent to containment of the α-numerical ranges. The following example demonstrates this is not the case.
Example 6.9. Let N ∈ M 4 (C) be a normal matrix with eigenvalues {0, 1, i, To complete this section, we desire description of when a scalar is in the α-numerical range of an operator based on the possible 'diagonals' of an operator. Our characterization is similar to that for k-numerical ranges of matrices found in [9, Theorem 2.4] . Unfortunately, we do not obtain true 'diagonals' as we do not know if one can guarantee A in the following technical lemma is a MASA.
Lemma 6.10. Let (M, τ ) be a type II 1 factor and let T ∈ M be such that τ (T ) = 0. Then there exists a diffuse abelian von Neumann subalgebra A of M such that E A (T ) = 0, where E A : M → A is the normal conditional expectation.
Hence there exists a projection P ∈ M such that τ (P ) = such that P k commutes with P and I M − P , τ (P k ) = 1 4 , and τ (T P k ) = 0 for all k. By continuing to repeat the first argument on each compression and by taking the von Neumann algebra generated by these projections, the desired diffuse abelian von Neumann subalgebra of M is obtained. Proof. Suppose A a diffuse abelian von Neumann subalgebra of M such that τ (1 {λ} (E A (T ))) ≥ α. Clearly λ ∈ V α (E A (T )) so Proposition 6.7 implies λ ∈ V α (T ).
For the converse direction, suppose λ ∈ V α (T ). By part (vi) of Proposition 2.5, we may assume that λ = 0. Since 0 ∈ V α (T ), by Theorem 2.4 there exists a projection P of trace α such that 1 α τ (T P ) = 0. Hence τ P MP (P T P ) = 0 where τ P MP is the trace for P MP . By Lemma 6.10 there exists a diffuse abelian von Neumann subalgebra A 0 of P MP such that E A0 (P T P ) = 0. If A ′ is any diffuse abelian von Neumann subalgebra of (I M − P )M(I M − P ), then A = A 0 ⊕ A ′ ⊆ M is a diffuse abelain von Neumann subalgbebra containing P such that E A (T )P = 0. Hence τ (1 {λ} (E A (T ))) ≥ α as desired.
C-Numerical Ranges
In this section, we generalize the notion of the C-numerical range of a matrix to II 1 factors, thereby generalizing α-numerical ranges. In particular, we demonstrate that C-numerical ranges are always convex provided C is self-adjoint (see Theorem 7.3).
Here we define the C-numerical ranges for arbitrary C in II 1 factors, yet we will focus on self-adjoint C.
Definition 7.1. Let (M, τ ) be a type II 1 factor and let C ∈ M. The C-numerical range of an element T ∈ M is the set
Thus C-numerical ranges in II 1 factors do indeed generalize α-numerical ranges.
Since C-numerical ranges of matrices are connected with the notion of majorization for self-adjoint matrices by [11, 24] , we endeavour to connect C-numerical ranges of operators in II 1 factors with the corresponding notion of majorization.
In particular, we demonstrate the following. 
Before the proof of Theorem 7.3, we note the following corollaries.
Proof. The result follows from Theorem 7.3 along with the facts that τ is a normal, linear map and {X ∈ M sa | X ≺ C} is a convex, weak * -compact subset by Theorem 6.4.
Corollary 7.5. Let (M, τ ) be a type II 1 factor and let
Proof. If C 1 ≺ C 2 , then V C1 (T ) ⊆ V C2 (T ) for all T ∈ M by Theorem 7.3 and the fact that ≺ is a partial order.
For the other direction, note if C, T ∈ M sa then V C (T ) = V T (C) by Definition 7.1 and Corollary 7.4. Thus,
Hence the result follows from Proposition 6.6.
Note that we already know Theorem 7.3 holds when C = P ∈ M is a projection of trace α ∈ (0, 1], since
We will now give a proof of Theorem 7.3 in general that does not rely on Theorem 2.3 for projections, thereby producing another proof of Theorem 2.4. We need the following technical result, whose proof is contained in the proof of [6, Theorem 5.3] . Proposition 7.6. Let (M, τ ) be a type II 1 factor and let A, C ∈ M be self-adjoint operators such that A ≺ C and A / ∈ O(C). Then there exists a non-zero projection P ∈ M and an ǫ > 0 such that A + S ≺ C holds for all self-adjoint operators S ∈ M satisfying S < ǫ, S = P S = SP , and τ (S) = 0.
Proof of Theorem 7.3. Fix C ∈ M sa and T ∈ M. Then V C (T ) ⊆ {τ (T X) | X ∈ M sa , X ≺ C}, by definition.
For the other inclusion, fix X ∈ M sa with X ≺ C and define
Since the linear map Z → τ (T Z) is weak * -continuous, by Theorem 6.4 Q X,C is a convex, weak * -compact subset Hence, by the Krein-Milman Theorem, Q X,C has an extreme point, say A.
We will show A ∈ O(C) which will complete the proof. To see this, suppose to the contrary that A / ∈ O(C). Since A ∈ Q X,C , A ≺ C so by Proposition 7.6 there exists a non-zero projection P ∈ M and an ǫ > 0 such that A + S ≺ C for all self-adjoint operators S ∈ M with S < ǫ, S = P S = SP , and τ (S) = 0.
Consider the linear map ψ : {S ∈ M sa | S = P S = SP, τ (S) = 0} → C defined by ψ(S) = τ (T S). By dimension requirements, there exists a S ∈ ker(ψ) \ {0}. By scaling, we obtain a non-zero S ∈ M sa such that S < ǫ, S = P S = SP , τ (S) = 0, and τ (T S) = 0. By construction A ± S ∈ Q X,C and since
we obtain a contradiction to the fact that A was an extreme point of Q X,C .
Appendix A. Marginals of radially symmetric distributions
Which distributions on the real line are marginal distributions of radially symmetric distributions on R 2 ? We say that a distribution ν (namely, a Borel probability measure) on R 2 is radially symmetric if it is invariant under all rotations about the origin, and the marginal distribution of ν is the distribution µ on R given by µ(E) = ν(E × R).
It is certainly true that this question can be answered by appeal to the inversion theorem for the Radon transform (see, for example [25] or [22] ); in this appendix, we give an easy and relatively brief derivation of a characterization, and use it to realize uniform distribution on [−1, 1] as the marginal of a radially symmetric distribution.
It is curious that two important distributions, namely, the centered Gaussian and Wigner's semicircle law, are the marginals of nice radially symmetric distributions, namely, two-dimensional Gaussian measure on R 2 and uniform measure on a disk, respectively.
Here is a fundamental and well known (and easy to derive) example.
Example A.1. Let ν be uniform distribution on the unit circle. Then its marginal distribution µ is the arcsine law, with density f given by
where 1 E denotes the characterisitc function of E, Given a radially symmetric distribution ν on R 2 , let ρ be the probability measure on [0, ∞) given by ρ([0, r]) = ν(rD),
where D is the closed unit disk. Of course, the map ν → ρ provides a one-to-one correspondence between the set of radially symmetric Borel probability distributions on R 2 and the set of Borel probability distributions on [0, ∞). and (10) follows in this case. Since both (a) the map ρ → µ (taking the marginal distribution of the measure ν associated to ρ) and (b) the map that sends ρ to the measure described on the right-hand-side of (10), are affine maps and are continuous with respect to the weak * toplogies on C 0 ([0, ∞)) * and C 0 (R) * , it follows that (10) holds for all ρ that are convex combinations of finitely many Dirac masses, and, as a result of this, for all Borel distributions ρ on [0, ∞). whenever this integral converges, which is for almost every s, and where ρ is the measure on [0, ∞) described by the formula (9).
Proof. It is clear that µ({0}) = ρ({0}) = ν({(0, 0)}). It will suffice to show that α and µ agree when restricted to (0, ∞), since both are symmetric. For ǫ > 0, let
and let α ǫ denote the measure on R whose density is f ǫ . Clearly, f ǫ ∈ C 0 ([0, ∞)) and f ǫ sup ≤ 1/(πǫ). Furthermore, ǫ 1 < ǫ 2 implies f ǫ1 ≥ f ǫ2 ≥ 0. Applying Fubini's Theorem, we have where the convergence is as ǫ ց 0. So by the Monotone Convergence Theorem, f ǫ converges almost everywhere to an integrable function, which must be f ; by the Dominated Convergence Theorem, α ǫ converges in weak * -topology on C 0 ((0, ∞))
