The occurrence in perturbed periodic systems, such as impure crystals, of localized states with discrete energies is discussed from both qualitative and quantitative points of view. Semiclassical considerations, modi6ed in the usual way by wave concepts, make it clear that impurities will give rise to impurity states above or below corresponding permitted bands of energy, according as the ionic charge of the impurity is less than or greater than that of the ion it replaces. Localized states at crystal interfaces and free surfaces can be discussed in the same way. Consideration of the behavior of wave packets leads to formulation of the effectivemass wave equation of Peckar. Complete solutions of the perturbed-periodic wave equation are then constructed by joining together solutions valid for a single period of the unperturbed potential. XVhen the perturbation is slowly varying (though not necessarily small in its total efkct) this approach leads to an analytic solution of the problem involving errors of the order of the ratio of the change in the perturbation potential across a single cell to the total kinetic energy of the particle. The effectivemass equation appears in connection with an approximate form of this solution, but the relation of its solution rp{x) to the correct wave function p(x) is more complex than has previously been realized. To construct p(x) in any small region one should resolve q(x) locally into the sum of two exponentials C expI +(i/Ii) pgxI, multiply each by the appropriate periodic function, and add the results. A quadradically integrable q(x) corresponds to a quadratically integrable P(x) with the same energy; thus stationarystate energies determined by solving the effective-mass wave equation are found to be surprisingly reliable.
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I. INTRODUCTION q I.ECTRONIC states of crystals can be treated onlỹ approximately in wave mechanics, by a forced separation of variables. In many cases, however, one can with good approximation treat each electron as moving in a static potential field W(x, y, z) due to the other electrons, and to all other charges in the system. If the crystal is ideally perfect and infinite, LV is periodic throughout all space. The behavior of an electron with energy E is then described by a solution P of the wave equation -(h'/2m) Pf+IV(x, y, z)Q=EQ.
This equation, and its one-dimensional analog, -(Ii'/2m) Ld'-P(x)/dx'7+ W(x) P(x) = EP(x), (&.I) have been extensively studied. ' Recent work on the solid state has directed increasing interest to the behavior of electrons in imperfect crystals. Electrons in real crystals move in potential fields which deviate from perfect periodicity for many rea, sons: imperfections in the crystal, missing or foreign atoms in the lattice, and in any case, termination of the crystal a, t free surfaces. These deviations from periodicity, if not too extensive, do not greatly disturb the band structure of the permitted energy values. Experiment and theory have, however, made it clear that they may give rise to electronic states with energies outside the permitted bands -states in which the electron cannot move freely through the crystal, but is restricted ' References to the earlier literature are given in the preceding paper (H. M. James, Phys. Rev. 76, 1602 (1949) ),which establishes the notation and many of the basic methods and results to be used in the present one. Familiarity of the reader with this paper will be assumed, and it will hereafter be referred to as (I) .
to a limited range near the surface or crystal cell where the periodicity is disturbed.
The existence of localized surface states in crystals was 6rst suggested by Tamm, ' on the basis of study of a special one-dimensional model. The latest and most instructive work of this type is that of Shockley, ' who discussed the solutions of the one-dimensional wave equation for a potential that is perfectly periodic in a finite range of x, representing the crystal, and rapidly approaches a constant value outside ( Fig. I (b) ). In such a case one might write the wave equation as h'/2m(d'P/d-x')+ W(x) P = EP, 0&x & X, h'/2m(d'P/d-x')+ V(x)f= Ef, x&0, x)I. , where W(x) is the periodic potential of the crystal, and V(x) a prescribed non-periodic function. An alternative approach to the physical problem is that of Goodwin, 4 who used the perturbation method in treating a 6nite chain of identical atoms. The motion of such a packet subject to a constant force to the right is illustrated in Fig. 2 Fig. 2 . by the numeral 1. As po increases at a constant rate the energy of the packet will increase, but~p o -p,~a nd v will decrease. Thus a force to the right produces an acceleration to the left: the ratio of these quantities, the efI'ective mass, is negative. As the energy of the electron reaches the top of the permitted band the packet comes to a stop (points 2 in Fig. 2 ) and reverses its direction of motion.
This reversal of p brings the momentum to point 3. As the packet moves to the left it loses energy; its velocity increases until, in the middle of the band, it may approach the classical value for a free electron. As the energy approaches the bottom of the band the velocity again decreases and the electron begins to move like a particle of positive efI'ective mass m*; it comes to a stop at the bottom of the band (point 4). It now undergoes a change in its direction of motion, through Bragg reflection of its momentum to point 5, and its energy increases as it moves to the right until its original position and energy are regained. Since the total change of momentum in the cycle is h/u, the period of the oscillation will be r =&/Fa (2.10) It may be noted that for a cell diameter of 4A and an applied field of 1000 volts/cm the period of oscillation of an electron in a crystal would be about 10 " sec. , in the microwave region. However, since the distance traversed in such oscillations would be of the order of 10 ' cm, much greater than the mean free path in most real crystals, it may be dificult to observe them in nature.
Instead from which the constant force Ii is derived. Assume now that the perturbing potential V(x) changes slowly as compared with the periodic potential W(x) of the crystal, though its total effect need not be small. (If the particle is an electron in a crystal, and the constant force is due to a field of 1000 volts/cm, V(x) will change by some 10 ' ev in a cell diameter, whereas the variations in the crystal field will be of the order of 1 ev or more. ) One can then suppose that the nature of the band structure, determined by the form of the cell potential (or, more properly, by the potential in a limited sequence of cells) will be the same as in the unperturbed case, but that the bands will everywhere be shifted up or down by the amount of the perturbation energy V(x) in that region. This is a suitable basis for qualitative thinking about such problems (see reference 8). As an illustration of this situation, Fig. 3 greatly exaggerates the dimensions of the cell and the change in potential across a cell. A particle with energy E will be in a permitted band between xi and x2, in forbidden bands between xo and xI, or x2 and x3. The oscillation of the wave packet described above is an oscillation between x& and x2, with speed at any point corresponding to its position in the band at that point. Reflection occurs with high probability when the packet is about to enter a forbidden band, but there is a small probability of transmission to the next permitted band (splitting of the packet).
The generalization to slowly varying but non-linear perturbations V(x) is immediate. Figure 4 (a) shows a periodic potential modified by a perturbation V(x) downward, say the change in potential energy of an electron in a crystal due to a local excess of positive charge. A band edge of energy E, in the unperturbed crystal will then lie at energy E,+V(x). If a wave packet has an energy everywhere so near the band edge that Kq. (2.7) applies, one will expect it to move at any x like a particle of mass m*, kinetic energy E E, -V(x-), and potential energy E,+V(x). For the energy illustrated it would then oscillate between the turning points x& and x2 where the energy of the particle equals the energy of the band edge.
will also change slowly with x:
It must, however, be remarked that the problem of extending solutions of the form of Eq. (2.13) from a permitted to a forbidden region is completely parallel to the problem of connecting %.B.K. solutions for nonperiodic problems across a classical turning point.
Let us now return to the problem of Fig. 4 If P is to be bounded as x~-~, it is also essential that
A (x) = 0 in the region of large negative x. This condition also can be satisfied by only one independent solution for a given E. In general these conditions will be inconsistent, but for special values of E one can expect to find a P that satisfies both conditions simultaneously. Thus one concludes that for discrete energies in the forbidden band there may exist wave functions that are physically acceptable. These are exponentially attenuated away from the perturbation in the lattice, and represent particles remaining indefinitely in the neighborhood of the perturbation. One may say that the particle is trapped in a region where its energy is permitted, because it is perfectly reQected by the surrounding unperturbed part of the crystal where its energy is in the forbidden band.
By the same argument one sees that in the situation of Fig. 4(b) there will be discrete permitted energies above the permitted band of the unperturbed crystal.
The system of Fig. 3 exhibits the analog of ordinary weak quantization. For certain narrow bands of energy there will exist stationary-state solutions of the wave equation for which B(x) vanishes near x3 and A(x) vanishes near xo. Such solutions will be oscillatory in the central permitted region, strongly attenuated in the forbidden region on either side, and very small in the permitted regions beyond. Particles known to be in the central permitted region will have one of these weakly quantized energies with very high probability. In the course of time, however, they may penetrate the barriers formed by the forbidden bands and appear in nearby permitted regions. The local value of p& will then satisfy the relation (see
In the semiclassical approximation, the motion of the particle will be that of a classical particle with mass re*, energy E, potential energy E,+V(x). We have seen that this approximation has the defects to be expected when particle ideas are applied but wave ideas are more appropriate. It is therefore natural to guess that a more satisfactory description of the behavior of the particle would be given by a wave function 4 that satisfies the general wave equation for a particle of mass m* and potential energy E,+V(x):
-(h'/2m*) (8'4/Bx')+ I E +V(x) } 4 = -Pi/i) (BC/Bt) (3.3).
Ke shall be particularly interested in the solutions with definite energy E. 
III. THE REDUCED-MASS WAVE EQUATION
We now turn to the problem of treating in detail the wave equation for a perturbed periodic potential. In preparation for a more systematic attack, an intuitive approach to the problem will first be described, with attention restricted to cases in which the energy E of the particle is everywhere near the energy E,+V(x) of a band edge of the perturbed system, as in Fig. 4. I.et pi denote the effective total momentum of the particle, as defined in (I), Fig. 4 
(3.8) where P(x) is not necessarily periodic but has the same integral in the square over every cell, then P*@(x) will give the relative probability of ending the particle in the several cells.
The relation between P and p is, in general, more complex than that of Kq. (3.8). One can, however, make some progress by guessing as to the form of this relation, and testing the validity of the resulting P as a solution of the correct wave equation. This has, in efFect, been the procedure of Tibbs" and of Peckar. " Their guesses will be described brieQy.
It has been assumed that the energy E is everywhere close to the energy of the band edge. One might then try as a solution 4r(x) =4(x)P(E.;*), (3.9) where P(E. ; x) is the uniquely defined periodic solution of the unperturbed wave equation having the energy of the band edge: 
A. De6nitions
We shall assume that the potential consists of two parts, a periodic potential W(x), which for simplicity we shall take to be symmetric about the center of each cell, and a slowly varying potential V(x), which can on occasion be treated as constant within any single cell.
Since the total potential varies from cell to cell, the special cell solutions of the wave equation, as discussed in (I), will diGer from cell to cell. For the nth cell, na&x&(n+1)a, we define the y solutions of the wave equation y»(E; x) and y2"(E;x), such that y& (E;x)=y&(E V";x -n-a), [na&x& (n+1)a], (4.9) P"p(E; x) = Pp(E V"; x), - y»(E; na) = 1, y»'(E; na) = 0, y2"(E;na) =0; y2 '(E; na) = 1.
We define also the self-matching solutions f"~(E; x) = y&"(E; x) ao.+y2"(E; x) such that f"~'(E; na) f"~'(E,(n+1)a) f"~(E; na) f"~(E, (n+1)a) The subscript + is here dropped in the case of 0, as having no further value, since on = -0. "+ will not appear; p or p"will denote the reduced momentum of (I), Fig. 3 . Finally, we define the functions P"~(E; x), periodic with period a, which have in the nth cell the for m Since the perturbing potential within each cell can be treated as constant, we can define the solutions g"(E; x) and n"(E; x), symmetric and antisymmetric, respectively, about the center of the nth cell. For each cell we define the quantities cs;&"', gong gon y +ony Non~pny~n+y a +, p, and pq", all of which depend on the energy and satisfy, for each n, the relations given in (I). In particular, we note that thus defining continuous functions which take on at the center of the nth cell the values p"and o", respectively. Treatment of p and 0 as functions of E V(x)-corresponds to the assumption, made in the preceding qualitative discussion, that the perturbation everywhere displaces the band edges by an amount V(x).
Similarly, P~(x) = P~(E -V(x); x) (4 13) -will be functions which change form slowly from cell to cell, taking on the value 11 at the left edge of each cell, and within that cell approximating very closely to the periodic functions P"+(E; x) defined for that cell. A"+, =-(r"++r")A"+(r"+ -r")B", In (I) the functions f+(x) have been so defined that when V is constant the coeificients n"and P"ofEq. 
5~0
It is evident that the coeScients on the right are small, and the variation of the D's is relatively slow, except "In the interior of a pass band the integrals change rapidly with n, and this step can be justi6ed only because these terms are negligible.
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A"=A(na), (e even). Of these representations the last is the most convenient.
It has been shown that the functions A(x) and B(x) by themselves give a good indication of the amplitude of P.
Unlike g+ and tP, the quantities in brackets are everywhere finite; the forms which they assume when E V(x) =E, are giv-en in (I), Section V. We assume that the energy E to be considered lies everywhere closer (in p) to one band edge than to any other, thus avoiding the possibility that pg will be discontinuous at any point. The quantities pz(x)/o(x) and pq(x)0. (x) which appear in Eq. A(x) is thus a solution of a one-dimensional wave equation involving an effective perturbation energy V,ff (x) that is in general different from V(x); in particular, it may depend on the E considered, as well as on V(x). Since po' increases more rapidly than E E, { (I), -
(4.60)
In principle, f can be determined still more accurately by integrating Eqs. (4.41), without neglect of the last term in Eq. (4.50). These solutions will not be discussed here.
F. Signi6cance of the New Solutions
The structure of the wave function given in Eq. It will now be shown that the P(x) of Eq. (4.54), constructed from p(x), is essentially the solution Pp(x) LEq. (3.18) 7 proposed but not discussed by Peckar. This solution is not precisely defined unless one specifies the normalization of the functions Po(pq, x). For simplicity, we shall here assume that the band edge is one at which the periodic functions defined in this paper remain finite; specifically, one where g, '=0. From Kq. The erst of the sums on the right is just the initial expansion of @(x), and the second is dp/dx if (as assumed by Peckar) one can operate on the expansion term by term. Thus, 
R,(x) differs in magnitude from Q, (x) by a factor of the order of a. The term neglected by Peckar is thus of order a(dp/dx)/p= Ap/P compared to the term retained, Ap being the change in p across a cell. This ratio will be small if E is near a band edge, but it is not a direct measure of the local errors in ter as a solution of the wave equation; the magnitude of these has been indicated previously. and that The Radiation Spectra of Barium"' and Lanthanum'"
LGUIs A. BEAGH, CHARLEs L. PEAcocE, AND RQGER G. WlLKINsoN Indiana University, Bloomington, Indiana Mev are present, the first three being internally converted. The beta-ray spectrum is resolved into three groups with end points at 1.32 (70 percent), 1.67 (20 percent) Rev. 70, 983 (1946) . ' A. Wattenberg, Phys. Rev. 71, 497 (1947) . from Oak Ridge were used. Beta-ray sources were of the order of 0.1 mg/cm' in thickness. Photoelectron spectra were obtained with a lead radiator 30 mg/cm' thick. The procedure consisted of measuring the beta-ray and photoelectron spectra initially with equilibrium sources, and Anally with chemically isolated sources of Ba"' and La'4'
II. EQUILIBRIUM MEASUREMENTS
The composite radiations were erst measured by using sources in which the constituents were in equilibrium. Since the gamma-radiation of La"' is complex and the half-life relatively short, equilibrium photoelectron measurements furnish more reliable values of the energies. Subsequent runs with separated sources were, of course, necessary to identify the gamma-rays with the correct isotope. Figure 1 shows the equilibrium photoelectron spectrum. The E and L photoelectron peaks associated with Ave gamma-rays are superimposed on a pronounced Compton-electron distribution. The photoelectron lines may be resolved into gamma-rays of energies 0.335,
