In this work, some properties of the L 2 -deviations of the Nadaraya-Watson variogram estimators are analyzed, for both the anisotropic and the isotropic settings. Their convergence in distribution is established, which provides the basis for addressing practical problems, such as the construction of goodness of fit tests for the variogram and, therefore, for modeling the spatial dependence.
Introduction
The kriging techniques allow the researchers to reconstruct a phenomenon over the whole observation region, from a finite set of data, with applications in a large spectrum of areas, such as hydrology, atmospheric science, geology, etc.
However, the aforementioned procedures demand an appropriate characteriza- For approximation of the variogram, nonparametric procedures may be used in a first step, providing us with the empirical estimator and more robust alternatives, studied in Matheron [1] , Cressie [2] or Genton [3] . On the other hand, 25 kernel-type approaches can be derived by adapting the Nadaraya-Watson estimation or the local linear method to the spatial setting, as suggested in Hall and
Patil [4] or in García-Soidán et al. [5] , respectively. Alternative mechanisms for approximating the semivariogram include the constant and the variable nearestneighbor estimators, given in Yu and Mateu [6] , which yield generalizations of 30 the Matheron and the Nadaraya-Watson semivariograms, respectively.
The performance of different nonparametric semivariogram estimators is analyzed in Menezes et al. [7] , which have been put into comparison in a numerical study covering a range of dependence situations. Nevertheless, the abovementioned approaches are not necessarily valid for their direct application to 35 spatial prediction. In fact, they typically fail to fulfill the conditionally negative definiteness property, which is satisfied by the theoretical semivariogram and must be required from their estimators, in order to guarantee a solution for the kriging equations. We can cope with this problem by first choosing a valid parametric family and then selecting within it the variogram which best fits the 40 data, as described in Cressie [2] or extended in Shapiro and Botha [8] to a broad class of valid variograms, not depending on a small number of parameters.
The usage of a parametric estimator may be attractive at first because of its simplicity and validity, although one of its main drawbacks is the procedure followed for the choice of a parametric model, typically addressed through 45 graphical diagnostics, since the shape of some variogram models is similar. An alternative is developed in Gorsich and Genton [9] , based on the fact that, unlike the variogram models, their derivatives are often quite different; hence, an estimation of the first variogram derivative may help to select from different models.
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The current study is aimed to obtain global measures for the NadarayaWatson variogram deviations, involving the L 2 -norm. These results will provide the basis for developing applications, such as that of testing the goodness of fit of a variogram model, which requires solving the general contrast:
In the statistics literature, an approach for the aforementioned goal was 55 proposed in Maglione and Diblasi [10] , specifically designed for gaussian random
processes. An extensive option is analyzed in Crujeiras et al. [11] , based on constructing tests for the spectral density of spatial processes observed on a regular grid. However, a different via could be explored, which tried to mimic the goodness of fit tests suggested for curve estimation with independent data, 60 such as those given in Fan [12] or Härdle and Mammen [13] Müller [14] , Stein [15] and references therein. We suggest proceeding through the least squares approaches, since they require the fewest distributional assumptions about the random process and their consistency follows from the results in Lahiri et al. [16] . To derive our results, we will deal with the general variogram, corresponding to the anisotropic setting, as well as with the specific 80 case of isotropy. Additional tests provided in the literature would allow us to check whether or not the isotropic condition is satisfied, as the one described in Maity and Sherman [17] , aiming us to take a decision about this issue, previously to select the appropriate goodness of fit test to be applied in each case.
Regarding the critical points, they can be approximated from the normal 85 limit distribution that could be established for the functionals considered, although this procedure is not recommended in general due to its slow speed of convergence, particularly when the sample size is small. A second strategy might consist of deriving the aforementioned values from the resulting asymptotic functionals; however, their dependence on unknown terms would involve 90 the approximation of additional parameters and, consequently, could lead to an increment in the errors of the final estimates derived. Therefore, we propose solving this problem by appealing to the resampling techniques. A discussion about the accuracy of the bootstrap approximations for independent random variables can be found in Bose and Babu [18] . With spatial data, the depen-
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dence structure of the stochastic process asks for the selection of a bootstrap approach specifically designed for this setting. Under the assumption of knowledge of the underlying distribution of the random process, the parametric bootstrap methodology can be easily extended for its application to the spatial setting, by estimating the unknown parameters of the distribution model from the observed 100 data. In addition, nonparametric resampling approaches could be used, as that introduced in García-Soidán et al. [19] .
This paper is organized as follows. Section 2 introduces the main hypotheses that will be imposed along this work. The properties of the L 2 -deviations of the kernel-type variograms are studied in Section 3, where we also address the 105 estimation of the model parameters. Section 4 presents some applications of these properties, focused on checking the validity of a parametric variogram.
To illustrate their performance in practice, numerical studies with simulated and real data have been derived, whose results are described in Sections 5 and 6, respectively. The main conclusions are summarized in Section 7. 
Main hypothesis
Suppose that n data, Z = (Z(s 1 ), ..., Z(s n )), have been collected, at the respective spatial locations s 1 , ..., s n . The Nadaraya-Watson semivariogram is a kernel-type estimator obtained as a weighted average of the square differences (Z(s i ) − Z(s j )) 2 , given by:
where K d represents a d-variate symmetric density and h d is the bandwidth parameter.
Estimator (2) can be adapted for its specific use in the isotropic setting, leading us to:
In the current work, we analyze the convergence in distribution of the L 2 -120 deviations of the Nadaraya-Watson semivariograms (2) and (3), as well as the specification of the model parameters involved. To simplify the conditions that will be imposed on the two different settings, an index δ k will be introduced, which takes values d or 1, for k = 1 (anisotropy) or k = 2 (isotropy), respectively.
In addition, an α-mixing condition will be established for the random process, similar to that imposed in Zhu and Lahiri [20] . For this purpose, given
as the σ-field generated by {Z(s)/s ∈ S} and d (S, S ) = inf{ s − s : s ∈ S, s ∈ S }, where · denotes the L 1 -norm on IR d . Write
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Next we enumerate the different hypotheses that will be required: (H7) {h
(H8) γ θ is twice continuously differentiable with respect to θ, for all θ ∈ Θ ⊂ IR p , and satisfies that sup {γ θ (t) : t ∈ IR d , θ ∈ Θ} < ∞ or sup {γ θ (x) : x ≥ 0, θ ∈ Θ} < ∞, for k equal to 1 or 2, respectively.
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(H9) For each threshold y > 0 and for any ε 1 > 0, there exists ε 2 > 0 such that
or 2, respectively.
(H10) Given w k,θ : IR δ k → IR, w k,θ is continuously differentiable with respect to 150 θ, for all θ ∈ Θ and k equal to 1 or 2. In addition,
respectively.
Given an intrinsic random process, as established in H1, index δ k determines 155 whether we deal with the general case (k=1) or with the isotropic one (k=2).
Hypotheses H2 and S3 are imposed to guarantee finite variance for the functionals considered, although the resulting asymptotic terms will only involve the moments of the random process up to the fourth-order. Both conditions are satisfied for a stationary gaussian process with a bounded variogram that 160 has either finite-range or an asymptotic range with an exponentially decreasing rate of convergence. They can also be fulfilled by smooth functions of stationary gaussian processes with the latter requirements, together with additional arguments leading to H3.
Our proposals will be obtained under the assumptions of a mixed increasing 165 domain asymptotic structure for the random process and a stochastic sampling design for the spatial locations, as derived from H4 and H5. Indeed, the α-mixing condition adopted in H4 yields the properties required from the dependence structure in Hall and Patil [4] and in Lahiri et al. [16] , whose results will be applied in the current work. An extension to the fixed design case asks for extra
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hypotheses regarding the sample size and the dependence structure, similar to those considered in Bandyopadhyay and Lahiri [21] to develop properties of the 
Properties of the L 2 -deviations of the kernel variograms
The kernel-type estimation provides consistent estimators for the dependence structure of a stationary random process, as proved in Hall and Patil [4] , by requiring appropriate conditions. With similar arguments, the convergence rates of (2) and (3) have been derived in García-Soidán [22] , under hypotheses H1-H7
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for k equal to 1 and 2, respectively, where even the asymptotic normality of the Nadaraya-Watson semivariograms has been established. The resulting variance of the kernel estimators is of the exact order λ −d , for both the anisotropic and the isotropic settings. In view of the latter, we deal with the rescaled L 2 -deviations of the kernel semivariograms, given by:
under anisotropy or isotropy, respectively, for some threshold y > 0.
The convergence in distribution of the functionals defined in (4) will be established in the following theorems. We will start by considering T 1 , in order to derive results for the general setting. is three-times continuously differentiable in a neighborhood of t, for all t satisfying that 0 < t < y and some y > 0. Then,
Now we will address the convergence of functional T 2 , specifically proposed 205 in (4) for the isotropic setting.
Theorem 3.2. Suppose that conditions H1-H7 are satisfied for k=2 and that γ admits three continuous derivatives in a neighborhood of x, for all x ∈ (0, y) and some y > 0. Then,
2 dx, for a zero mean gaussian process
3).
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From the previous properties, tests will be derived to check whether or not the theoretical variogram can be taken to equal γ θ0 , for a fixed parameter θ 0 ∈ Θ.
We will refer to this issue in the following section. However, an additional step would be required to address the more general contrast (1) . In fact, we need an estimatorθ of the true parameter, under the null hypothesis H 0 in (1),
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together with a reformulation of the L 2 -deviations of the kernel variograms, whose consistency must be guaranteed.
We first adopt an ordinary least squares approach for approximation of the true parameter, so the estimation of θ 0 will be addressed by using:
for each threshold y > 0.
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Next, we will establish the consistency ofθ OLS,k and also prove that it keeps the same rate of convergence asγ k , for k = 1, 2. With this aim, denote by A(θ 0 ) the p × p matrix A(θ 0 ) = (a (j1,j2) (θ 0 )), with:
and
, as well as:
for k=1 or, alternatively, for k=2: 
Now, we will reformulate the L 2 -deviations of the kernel-type variogram estimators, previously analyzed, by substituting γθ
for γ, as given below:
Under the null hypothesis H 0 in (1), the convergence in distribution of U k and T k follow similar patterns, as stated below.
Theorem 3.4. Assume the conditions required in Theorem 3.3. Then,
2 dx, for some zero mean gaussian processes {Y 1 (t) : t ∈ IR, t < y} or {Y 2 (x) : x ∈ IR, x ∈ (0, y)}, respectively.
Theorem 3.4 enables us to check whether or not the theoretical variogram
belongs to a parametric model, as we will describe in the following section. It is important to notice that the covariance functions of the gaussian processes 245 Y k (·) have not been specified in Theorem 3.4. Thus, we will propose to proceed through a bootstrap approach for approximation of the critical points involved.
An alternative estimator of the true parameter can be derived from the weighted least squares criterion. It will be denoted byθ W LS,k and obtained in the manner described below:
for each threshold y > 0 and some weight functions w k,θ , for k = 1, 2.
A similar result to Theorem 3.2 in Lahiri et al. [16] holds in the current setting, under hypotheses H8-H10, which guarantee the regularity conditions required there. The latter ensures consistency of the weighted least squares estimator of the true parameter, with the same rate of convergence, aiming 255 to derive a limit distribution analogue to that established in Theorem 3.4 by
Theorem 3.5. Assume the conditions required in Theorem 3.4 and that hypothesis H10 holds. Then, one has that:
for some zero mean gaussian processes {Y 1 (t) : t ∈ IR, t < y} or
This proof would be developed similarly to that of Theorem 3.4 and, therefore, it will be omitted.
Usually, w 1,θ (t) and w 2,θ (x) are taken to be proportional to the inverse of So, our first choice for the weight functions could be given by sample versions of the functions involved, leading to:
for the general (k=1) or the isotropic (k=2) settings, with:
To avoid dependence on the unknown parameter θ in (7), the variogram function could be replaced by its kernel counterpart as follows:
where functions w k,3 are obtained by substitutingγ k for γ θ in w k,2,θ , for k = 1, 2.
For large sample sizes, implementation of the latter proposals entails a high computational cost and, therefore, other approaches for specification of the weight functions could be advisable. For instance, we can adapt the alternative described in Cressie [2] , based on the assumption of gaussianity from the 280 random process, yielding that Var (Z (0) − Z (t)) 2 = 8γ(t) 2 , as well as on the fact that:
for large values r and small lags t and t .
The previous statements applied on (7) lead to the following weight functions:
From (8), we would obtain instead:
An additional strategy is introduced in Das et al. [23] , which can be supported by the hypothesis of variance stabilization of the random process along the observation region. This proposal consists of reducing the weight functions given in (11) to their numerators:
As remarked in Das et al. [23] , the accuracy of the estimatorsθ W LS,k , with weights provided by (10), (11) or (12), relies on the validity of the assumption of gaussianity from the random process and on condition (9), which is quite restrictive in practice. 
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[27] to calibrate the level of a test to check the validity of a parametric regression model.
Applications
Next, some potential applications of the results provided in Section 3 are outlined, focused on checking the adequateness of a selected variogram. With 330 this aim, the critical points of the resulting tests must be approximated, as we will describe next.
Firstly, as an immediate consequence of Theorems 3.1 and 3.2, the following contrast can be performed:
for a fixed parameter θ 0 ∈ IR p , at an approximate level α. This issue demands 335 substituting γ θ0 for γ in T k , defined in (4), for k = 1, 2, as well as approximating the quantiles of the resulting functional. Then, the test would be rejected when T k ≥ t k,1−α , with t k,β denoting the β-quantile of T k . Now, we consider the more general problem of deriving a goodness of fit test for the variogram, through the contrast (1), which requires an appropriate 340 characterization of the unknown true parameter θ 0 , under the null hypothesis H 0 in (1). For such a purpose, we introduced in Section 3 the least squares estimators,θ OLS,k andθ W LS,k , defined in (5) and (6), respectively. Using these approaches, from Theorems 3.4 or 3.5, the rejection region for the corresponding test at a level α would be given by
where u k,β and v k,β stand for the β-quantile of U k and V k .
To complete the specification of the critical points, t k,β , u k,β and v k,β , an For this approximation of the critical points, we can make use of the parametric resampling approaches, whose accuracy will be strongly dependent on the characteristics of the specific setting to be applied. In fact, when the form of the distribution of the spatial process is assumed to be known, the model 360 parameters can be estimated from the observed data, so the Bootstrap samples can be generated from the resulting distribution. Furthermore, this issue is reduced to applying the well-known methodology of the structural analysis (Cressie [2] ), when only the dependence structure of the random process is unknown. A nonparametric alternative for construction of Bootstrap samples is 365 introduced in García-Soidán et al. [19] , which was designed for its application to the spatial data setting. proposed in García-Soidán [22] .
Numerical studies with simulated data
In this section, we describe the results of the simulation studies developed to illustrate the behavior of our proposals, when applied to check the adequateness of a parametric variogram. With this aim, the statistic given below will be 385 considered:
under different scenarios.
Bear in mind that S represents the analogue of when using w θ andγ in the weighted least squares procedure (6), for k=2. This general statistic S will allow us to check the performance of the tests introduced in the current work and to compare them with other alternatives.
The following notation will be used:
• S 1 and S 2 are the statistics derived from (13) by taking the Matheron 395 empirical semivariogram and the weight functions suggested in Cressie [29] , for the OLS and WLS methods, respectively, given by w θ (x) = 1 and
where n x is the number of distinct pairs (s i , s j ), with
• S 3 and S 4 denote the analogues of S 1 and S 2 , respectively, when using the 400 kernel semivariogram (3) instead of the Matheron estimator.
• S 5 , S 6 and S 7 represent the statistics obtained by employing again the kernel semivariogram in (13), as well as by selecting the weights (8), (11) and (12), respectively.
In the first numerical studies, we used the parametric resampling approaches.
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More specifically, a gaussian Bootstrap method was applied on the locations
.., B and B = 500, have been generated from a n-dimensional normal distribution, whose mean vector and variance matrix were approximated from the observed data.
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Two scenarios were designed for application of the parametric Bootstrap to approximate the quantiles, with data drawn from gaussian and non-gaussian random processes. This way of proceeding has enabled us to check the effect of misspecification of the underlying distribution of the random process on each test. For both settings, the simulated data were used to approximate the sig-415 nificance levels of the statistics S j , for j = 1, ..., 7, by simulation and to obtain the resulting power functions.
We started by generating data from spatial gaussian processes with isotropic exponential and spherical variograms, over a grid of n = 100 locations on the
Indeed, 500 samples of size n were simulated under 420 the assumption of gaussianity. The critical points were approximated through the gaussian Bootstrap, by drawing 500 replicates from a gaussian process with a covariance matrix derived from the selected model. In both cases, the true variogram model was taken as the null hypothesis. Table 1 : Percentage of rejections obtained for 500 samples of size n = 100, τ 2 = 0 and φ = 0.2. Data were generated from a gaussian process with exponential variogram.
The true model was taken as the null hypothesis. The critical points were derived from 500 gaussian Bootstrap replicates.
When using the spherical variogram in the previous studies instead of the exponential one, similar conclusions remain valid, in terms of approximation of the significance level, as shown in Table 2 .
To check the effect of misspecification of the variogram model, the followingIn a further step, non-gaussian stationary processes have been considered, 445 through the model:
where Y (s) is a zero mean stationary gaussian process. Denoting by C Y and γ Y the covariance and semivariogram function of Y , it follows that:
More specifically, we assumed an isotropic exponential model for the spatial process Y , with parameters σ 2 , φ and τ 2 = 0. Then, properties J1-J3 yield that the resulting variogram of Z, given in (14), is also isotropic exponential, with variance 2σ 4 , range φ 2 and τ 2 = 0.
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In this setting, 500 samples of size n = 100 were generated to check the validity of the exponential model as the null hypothesis. The critical values were approximated through the gaussian Bootstrap approach, thus enabling us to evaluate the effect of a bad specification of the underlying distribution. The results achieved are summarized in Table 3 . As expected, the misspecification of the distribution of the underlying process, which is non-gaussian, gives rise to inappropriate approximations of the significance levels in all cases. However, in this scenario, the test derived from S 5 has a clear superiority over the others, with a conservative behavior. as h i = h, i = 1, ..., n − 1, with h varying in a grid. The best performance is observed for estimator S 5 , as it exhibits more robustness to small variations of the bandwidth. The statistics based on the OLS method, S 1 and S 3 , tend to underestimate the power of the test, whereas the procedure based on S 7 seems to be more affected by changes in the bandwidth parameter. 
Assessment of the variogram model in practice
To exemplify the application of our proposals in practice, we have considered the Meuse data set, provided with the statistical package sp of the R library, which is described in Bivand et al. [30] . It contains measures of heavy metal pollutants on the topsoil of a flood plain along the Meuse river, near the village 490 of Stein (Netherlands). Figure 3 displays a map of the region, taken from Hengl [31] , where 155 spatial locations were considered.
We focused our attention on the concentrations of zinc. This data set has been widely analyzed and its log-transformed version has been modeled through a stationary random process with isotropic exponential variogram; see, for in-495 stance, Bivand et al. [30, Section 8.4] . In view of the latter, our goal has been to apply the proposed tests to determine whether they lead to confirm the assumed model. As well, a different parametric family was considered, the isotropic spherical variogram, with the aim of checking the performance of our approaches to reject this second model.
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By proceeding as in the numerical studies with simulated data, we computed the statistics S j , by first implementing the required nonparametric variograms and then using them for approximating the model parametersθ j , through the least squares methods, for j = 1, ..., 7. Figure 4 plots the nonparametric and the parametric variograms derived for the different statistics S j , under both null 505 hypothesis (exponential and spherical models). The specific values derived for the model parameter are shown in Table ( 6).
The p-values associated to the different tests were estimated by applying the gaussian Bootstrap approach. The resulting values are summarized in Table 6 .
When the exponential variogram is taken as the null hypothesis, no test leads 
Conclusions
This research is focused on deriving the asymptotic distribution of the L 2 deviations of the Nadaraya-Watson variograms, for both the anisotropic and the isotropic settings. These results can be applied to construct goodness of general mechanisms for approximation of the critical points. In fact, an ad hoc Bootstrap approach for estimation of the quantiles would be desirable.
locations have been taken as s i = λr i , where (r 1 , ..., r n ) represents a realization of a random sample (R 1 , ..., R n ) drawn from f 0 . The following notation will be used:
together with the fact that:
As proved in García-Soidán [22] , the orders given below hold for t = 0:
for a zero mean gaussian process {X 1 (t) : t < y}, with covariance function
Finally, the previous relation and the bias achieved forγ 1 would lead to:
aiming to conclude this proof.
Appendix B. Proof of Theorem 3.2
This proof would be similar to that of Theorem 3.1, provided that the dominant terms of E [γ 2 (x)] and Cov [γ 2 (x) ,γ 2 (x )] were derived, for x, x > 0.
These issues are addressed below, yielding relations (B.1) and (B.3). We first 665 deal with the bias, by considering that:
for x > 0, where:
From the results in García-Soidán [22] , it follows that:
... where:
We could check that: Then, we could apply analogue arguments as those used in Theorem 3.2 in
Lahiri et al. [16] , to check that λ d/2 (θ OLS,k − θ 0 ) asymptotically converges to a zero mean normal distribution, whereθ OLS,k is defined in (5), for k = 
OLS,k ] for k = 1. The results for isotropy (k = 2) would be derived in a similar way.
If anisotropy is assumed, the least squares criterion for derivingθ OLS,1 leads to: Analogue arguments could be applied for the isotropic case (k = 2).
