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ABSTRACT
In this paper we describe some phenomena arising in the
dynamics of a chain of coupled van der Pol oscillators,
mainly the synchronisation of the frequencies of these os-
cillators, and provide some applications of these phenom-
ena in sound synthesis.
1. INTRODUCTION
If several distinct natural or artificial systems interact with
each other, there is a tendency that these systems adjust to
each other in some sense, i.e. that they synchronize their
behavior. Put more precisely, by synchronization we mean
(following [1]) the adjustment of the rhythms of oscillating
objects due to their mutual interaction. Synchronization
can occur in model systems such as a chain of coupled
van der Pol oscillators but also in more complex physi-
cal, biological or social systems such as the coordination
of clapping of an audience [2]. Historically, synchroniza-
tion was first described by Huygens (1629-1695) on pen-
dulum clocks [3]. In modern times, major advances were
made by van der Pol [4] and Appleton [5]. Physically, we
basically distinguish between synchronization by external
excitation, mutual synchronization of two interacting sys-
tems and synchronization phenomena in chains or topo-
logically more complex networks of oscillating objects.
Whereas in [6] we discussed the case of two interacting
systems, in this paper, we will focus on the case of a (one-
dimensional) chain of oscillators with diffusive nearest-
neighbor coupling. For a modern overview of the topic of
synchronization, see e.g. [7, 8]; an intuitively well accessi-
ble example is the synchronization of metronomes [9, 10].
The synchronizability of such a chain of oscillators de-
pends on several parameters of the system, mainly the de-
tuning between the individual frequencies and the strength
of the coupling between the oscillators. It can be observed
that before completely synchronizing, the chain forms clus-
ters of neighboring masses with similar frequencies. For
growing interaction strength, the size of these clusters in-
creases, whereas their number decreases, before at a cer-
tain threshold, the whole chain forms a single cluster, which
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corresponds to the state of complete synchronization.
In addition, we consider chains of oscillators where the
coupling does not happen instantaneously, but with a delay.
Depending on the value of the delay, significant changes in
the dynamics of the system can be observed.
Self-sustained oscillators can be used in sound synthe-
sis to produce interesting sounds and sound evolutions in
different time scales. A single van der Pol oscillator, de-
pending on only one parameter (µ, see (1)), produces a
more or less rich spectrum, two coupled oscillators can
synchronize after a while or produce beats depending on
their frequency mismatch and strength of coupling [11,12].
In chains or networks of coupled oscillators in addition
different regions can synchronize (the clusters mentioned
above), which takes even more time. If the coupling is
not immediate but after a delay it can take a long time for
the whole system to come to a steady or periodic chang-
ing state. In addition all these effects can not only be used
to produce sound but also to generate mutually dependent
parameters of any sound synthesis technique. In a series of
studies (Studien 21.1-21.9) one of the authors (Neukom)
investigated these effects.
This paper gives an introduction to the synchronization
of such oscillator chains [1, 13], using the van der Pol sys-
tem as primary example. However, similar effects can be
observed for other systems.
2. CHAINS OF COUPLED VAN DER POL
OSCILLATORS
2.1 Van der Pol oscillators
Self-sustained oscillators are a model of natural or techni-
cal oscillating objects which are active systems, i.e. which
contain an inner energy source. The form of oscillation
does not depend on external inputs; mathematically, this
corresponds to the system being described by an autono-
mous (i.e. not explicitly time-dependent) dynamical sys-
tem. Under perturbations, such an oscillator typically re-
turns to the original amplitude, but a phase shift can remain
even under weak external forces. Typical examples of self-
sustained oscillators are the van der Pol oscillator
x˙ = y
y˙ = −ω20x+ µ(1 + γ − x2)y (1)
and the Ro¨ssler and Lorenz oscillators. Note that in the
van der Pol oscillator (1), the parameters µ and γ measure
the strength of the nonlinearity; in particular, for µ = 0
216
Proceedings SMC 2016 | 31.8. - 3.9.2016, Hamburg, Germany
we obtain the standard harmonic oscillator. In the case of
a single oscillator we usually set γ = 0, whereas in the
case of several oscillators we can use distinct values of γ to
describe the amplitude mismatch of the various oscillators.
Assuming γ = 0, in the nonlinear case µ 6= 0, the term
µ(1 − x2)y means that for |x| > 1 and |x| < 1 there is
negative or positive damping, respectively.
We will discuss an implementation of the van der Pol
model (1) in section 4.
2.2 Oscillator Chains
If one considers an entire chain of oscillators, the model
equations are for any 1 ≤ j ≤ n
x¨j+ω
2
jxj = 2µ(p−x2j )x˙j+2µd(x˙j−1−2x˙j+x˙j+1) (2)
together with the (free end) boundary conditions
x0(t) ≡ x1(t), xn+1(t) ≡ xn(t).
Sometimes we also use periodic boundary conditions, i.e.
x0(t) ≡ xn(t), x1(t) ≡ xn+1(t).
Note that in the oscillator chain (2), the parameters d mea-
sures the strength of the coupling between neighboring os-
cillators; in particular, for d = 0 we obtain the single oscil-
lator (1), with p = 1 + γ. As we will see in the following
section (see e.g. Figure 3), with growing values of d the
oscillators of the chain more likely synchronize.
We assumed different models for the distribution of the
frequencies ωj of the n oscillators, in particular the fol-
lowing ones:
• Linear distribution:
ωk = ω1 + (k − 1)∆, (3)
depending on the detuning parameter ∆
• Exponential distribution:
ωk = ω1 + (1 + ∆)
k, (4)
also depending on the detuning parameter ∆
• Random distribution:
ωk ∼ U(ωmin, ωmax), (5)
i.e. the ωk’s are independent random variables all
being distributed uniformly in a certain interval.
We first discuss the linear case (3). In this case, an analytic
discussion can be carried out in the case of weak coupling,
i.e. d << 1 in (2). On can show (see e.g. [13]) that in this
case, the second order system (2) can be rewritten as the
first order system
z˙j = i∆jzj + (p− |zj |2)zj + d(zj+1 − 2zj + zj−1) (6)
for complex variables zj , which turns out to be a spatial
discretization of the Ginzburg-Landau equation. By writ-
ing zj = ρjeiθj , the complex system (6) can then be rewrit-
ten as a real system for the amplitudes ρj and phases θj .
Global synchronization of the original dynamical system
(2) then means that this new system for the variables ρj , θj
has a stable steady state. One shows that this occurs if the
condition ∣∣∣∣∆n28d
∣∣∣∣ < 1 (7)
is satisfied, or put differently, that the coupling parameter
d has to be above the threshold ∆n
2
8 for the system (2) to
be completely synchronized.
2.3 Numerical Simulations
In Figure 1, where the n trajectories are plotted on a t −
xj−diagram, one observes the complete synchronization
of a chain of N = 20 oscillators with linearly distributed
frequencies, i.e. according to (3), with ∆ = 0.002, and
with the coupling d = 0.5. The synchronization condition
(7) is clearly satisfied. The initial conditions were chosen
randomly in the interval [−1, 1]. All figures in this section
were produced with the pre-implemented methods ode45,
ode23s-and dde23-methods of Matlab, and in all sim-
ulations, we used the values ω1 = 1, p = 0.5, and µ = 1
in (2) and (3).
Figure 1. Complete synchronization of the van der Pol
chain (2) for n = 20, ∆ = 0.002, and d = 0.5
In Figure 2, where the n trajectories are plotted as colors
in a j − t−diagram, we consider the case of a chain of
n = 100 oscillators with linear frequency distribution (3)
for the detuning ∆ = 0.002 and the coupling d = 2.5. The
condition (7) is clearly not satisfied, and one can observe
the increasing oscillation frequencies for growing j. One
also sees the existence of synchonization clusters, i.e. re-
gions of indices j where the respective oscillators have the
same frequency.
Figure 2. Space-time plot of the chain (2) for ∆ = 0.002
and d = 2.5
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The transition from the cluster to the synchronization re-
gime can be well seen in the following figure, where for
different values of the coupling d the oscillator frequencies
are plotted vs. the index j:
Figure 3. Transition from the cluster formation to the syn-
chronization regime for the chain (2): Space-frequency-
(i.e. j-ωj-) plots for ∆ = 0.002 and various values of d
Yet another way to describe the process of synchroniza-
tion for growing coupling strength is by the synchroniza-
tion tree which plots the coupling strengh vs. the frequen-
cies:
Figure 4. Synchronization tree for the chain (2):
Coupling-frequencies- (i.e. d-ωj-) plots, 1 ≤ j ≤ n, with
∆ = 0.002
2.4 Influence of delays
If a delay τ is introduced into the system (2), we obtain the
system of DDE’s (delay differential equations)
x¨j(t) + ω
2
jxj(t) = 2µ(p− x2j (t))x˙j(t)
+2µd(x˙j−1(t− τB)
−2x˙j(t− τ0) + x˙j+1(t− τA)), (8)
where τ0, τA, and τB denote the delays from oscillators
j → j, j + 1 → j (backward), and j − 1 → j (forward).
Note that we only consider the simplest situation of the
delays being constant. We chose τ0 = τA = τB =: τ for
our numerical experiments and τ0 = 0 (no self-delay) and
τA = τB =: τ for our experiments in Max (see section 3).
For a study of a single van der Pol oscillator with delayed
self-feedback see [14], and a pair of such oscillators has
been investigated in the case without detuning [15]. The
assumption of a delayed signal transmission or feeedback
process is a very natural assumption in certain physical and
biological systems, sind theses transmission and feedback
processes in general do not occur instantaneously. For an
overview over the dynamics of time-delay systems such as
(8), see e.g. [16, 17].
Our experiments show that already small values of τ can
completely alter pictures such as Figure 2, see Figures 5,
6, and 7 for the cases τ = 0.08, τ = 0.09 and τ = 0.1,
respectively.
Figure 5. Space-time (i.e. j-t-) plot of the delayed chain
(8) for n = 200, ∆ = 0.002, d = 2.5, τ = 0.08
Figure 6. Space-time (i.e. j-t-) plot of the delayed chain
(8) for n = 200, ∆ = 0.002, d = 2.5, τ = 0.09
Figure 7. Space-time (i.e. j-t-) plot of the delayed chain
(8) for n = 200, ∆ = 0.002, d = 2.5, τ = 0.1
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Whereas in Figure 5 we see a behavior which qualitati-
vely resembles the behavior in the non-delayed case shown
in Figure 2, we see in Figures 6 and 7 that after a certain
time the delays lead to a distinctly different dynamics of
the oscillator chain. Even more than in the non-delayed
case, many of these phenomena still defy an analytical ex-
planation.
3. APPLICATION IN MAX
3.1 Implementation
In order to experiment in real time we implemented a chain
of n = 50 van der Pol oscillators in Max with a visual rep-
resentation of the oscillator values depending on time and
the number of the oscillators and a representation of the
frequencies depending on time. Figure 8 shows the main
features of the Max patch smc16 vdp.maxpat with the
external smc16 vdp chain and two plots. The inputs
for the external are the frequency in Hz, ω/sr, the nonlin-
earity µ, the delay in samples, the coupling strength d, the
amount of deviation of omega from one oscillator to the
next (above called detuning, d omega) and the random
range of the omegas (rand omega). The time step is
the sample period. The plots show the oscillation values
over time as gray level (left) and the frequencies over time
(right).
Figure 8. Simplified version of the Max patch
smc16 vdp.maxpat
While for the production of the figures in section 2 we
used pre-implemented methods, we will now show explicit-
ly how to obtain discrete systems from the differential equa-
tions: first by the Euler method used in Neukom’s studies
21.1-21.9 and then the classical Runge-Kutta method im-
plemented in the Max-patch smc16 vdp.maxpatwhich
we used to produce the following figures. The following
Java code samples are taken from the perform routine of
the above mentioned mxj∼ external smc16 vdp chain.
The external and the Max patch can be downloaded from
[18].
The implementation of Euler’s Method for a single van
der Pol oscillator is straightforward, the code is short and
fast and with the sample period as time step quite precise
[11]. First the acceleration a is calculated according to
the differential equation above (1), using the nonlinearity
mu. Then the velocity v is incremented by the acceleration
times dt and displacement x by velocity times dt (dt = 1).
a = (− c∗x + mu∗(1 − x∗x)∗v);
// with c = (frequency∗2∗Pi/ sr )ˆ2
v += a;
x += v;
The classical Runge-Kutta method (often referred to as
RK4) is a fourth-order method. The values x and v of the
next sample are approximated in four steps. The following
code sample from the mxj∼ external smc vdp shows the
calculation of the new values x and v using the function f
which calculates the acceleration.
double f (double x, double v){ return − c∗x + mu∗(1 −
x∗x)∗v;}
k1 = f (x, v) ;
l1 = v;
k2 = f (x+l1 /2, v+k1/2);
l2 = v+k1/2;
k3 = f (x+l2 /2, v+k2/2);
l3 = v+k2/2;
k4 = f (x+l3, v+k3);
l4 = v+k3;
a = (k1 + 2∗k2 + 2∗k3 + k4) /6;
v += a;
x += (l1 + 2∗l2 + 2∗l3 + l4 ) /6;
The next code sample shows how a coupling with delay
in a chain of n oscillators is implemented. Acceleration a,
velocity v, displacement x and nonlinearity mu are stored
in arrays of length n. In this implementation the coupling
strength is the same for all connections. The oscillators
are coupled by the difference of their own and the delayed
velocity of their neighbors. The delay of the velocities is
realized with n circular buffers by the two-dimensional ar-
ray delv[n][dmax] with length n times the maximal length
dmax of used delay. The positions where the velocities are
written into and read out of the buffers are called pin and
pout, respectively. The additional parts of the acceleration
term due to the coupling conditions of the first and last os-
cillators of the chain are
d∗(delv [1][ pout] − v[0]) ;
d∗(delv[n−2][pout] − v[n−1]);
and for the other oscillators
d∗(delv[k+1][pout] + delv[k−1][pout] − 2∗v[k]); // k = 1
to n − 2
The inputs for the external smc16 vdp chain are the
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frequency in Hz, the nonlinearity µ, the delay in samples,
the coupling d, the amount of deviation of omega from
one oscillator to the next (the detuning d omega, cf. (3))
and the random range of the omegas (rand omega, cf.
(5)). From the input frequency we calculate omega 0 of
a corresponding linear oscillator (mu = 0). (omega 0 =
(frequency ∗ 2 ∗ Pi/sr)2). From omega 0 we get the
individual omegas of the n oscillators either by exponen-
tially or randomly distributing them depending on the input
variables d omega and rand omega.
omega[k] = omega 0∗(1 + d omega∗k); // k = 0 to n − 1
omega[k] =
omega 0∗(1+rand omega∗((float)(Math.random()−0.5f)));
// k = 0 to n−1
We calculate the position of the index pout for reading
out the delayed velocities from the position of the index
pin for writing the current velocities and the input delay
del:
pout = pin − del;
For the following experiments the n factors µ (nonlinear-
ity) and d (coupling) are identical.
In the visual representation of the oscillator values the x-
axes represents the chain with the 50 oscillators and the y-
axes the time in seconds. Every 100 ms a message triggers
the output of the current oscillator values. The values are
interpreted as gray level between -1 and 1.
In the visual representation of the evolution of the fre-
quencies the x-axes represents the time and the y-axes the
frequencies. Every 400 ms a message triggers the output
of the current length of the periods of the oscillations.
3.2 Experiments
In a series of experiments we investigated chains with ran-
dom and exponential distribution of the frequencies of the
oscillators. We varied the delay and the coupling. Figure
9 shows the evolution of a chain with randomly distributed
frequencies (rand omega = 0.8). During the first 10
seconds there is no coupling, then the coupling grows lin-
early from 0 to 0.0002. With growing coupling more and
more clusters appear where some oscillators synchronize
their frequencies and by the time some clusters merge and
the frequencies decrease. Figure 10 shows the same chain
with the constant coupling 0.0001 and a growing delay. At
the beginning of the simulation all oscillators were inac-
tive. The first oscillator was excited by a small impulse.
The excitation then propagates along the chain with grow-
ing delay. After a few seconds the clusters of synchronized
frequencies appear. The phase differences between syn-
chronized oscillators grow with the delay and the stripes in
the figure become steeper. When the delay becomes longer
than half of a period the delayed velocities of the neighbors
of an oscillator have opposite sign to the velocity of this os-
cillator. As a result neighbors become out of phase and the
difference of the velocities and hence the acceleration in-
crease. In Figure 10 this happens at a delay of about 20000
samples where checked pattern begin to dominate; com-
pare this uppermost pair of Figure 10 to the upper parts of
Figures 6 and 7.
Figure 9. Randomly dis-
tributed frequencies
Figure 10. Constant cou-
pling, growing delay
Figure 11 shows the evolution of a chain with exponen-
tially distributed frequencies (d omega = 0.06, cf. (4)).
During the first 8 seconds there is no coupling, then the
coupling grows linearly from 0 to 0.004. With growing
coupling more and more oscillators synchronize and clus-
ters merge. The low frequencies increase (the stripes on
the left side of the figure become smaller) and the high
frequencies decrease. The frequencies of the regions be-
come stable and harmonic 0.42 : 1.26 : 2.52 = 1 : 3 : 6
(see Figure 11). Figure 12 shows the same chain with the
constant coupling 0.002 and a growing delay. After a few
seconds the same clusters of synchronized frequencies ap-
pear as in the upper part of figure 11. The phase differences
between synchronized oscillators grow with the delay and
the stripes in the figure become steeper. All the frequencies
decrease clearly.
Figure 11. Exponentially
distributed frequencies
Figure 12. Constant cou-
pling, growing delay
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Figure 13 shows the evolution of the frequencies with
growing coupling strength.
Figure 13. Frequencies in a van der Pol chain depending
on growing coupling
4. MUSICAL APPLICATIONS
In Neukom’s 8-channel studies 21.1-21.9 eight van der Pol
oscillators are arranged in a circle and produce the sound
for the eight speakers. Each of these oscillators has vari-
able parameters frequency, nonlinearity and a gain and is
coupled with his neighbors by variable coupling factors
and delay times in both directions. Two additional chains
of eight van der Pol oscillators produce control functions
which are used for amplitude and frequency modulation.
If the frequencies of the oscillators are lower than about 20
Hz the modulations produce pulsations and vibratos. De-
pending on the coupling strength and the delay some or all
pulsations and vibratos synchronize their frequencies. The
relative phase which is not audible in audio range plays an
important role in the sub-audio range: the pulsations of the
single sound sources can have the same frequency but be
asynchronous in a rhythmic sense but with growing cou-
pling strength they can produce regular rhythmic patterns,
can be exactly in or out of phase.
5. FURTHER INVESTIGATIONS
There are many possibilities for future investigations in
this area, e.g. to analytically explain the phenomena de-
scribed numerically, introduce distinct values for the for-
ward, backward, and self-delays, formulate and investi-
gate a precise model for time- (or state-) dependent de-
lays. Even in the non-delayed case, many open questions
remain, such as the precise dependence of the synchroniza-
tion tree on the various parameters of the model. Moreover,
we only considered one-dimensional chains with nearest-
neighbor-interactions; other interaction potentials or oscil-
lator topologies could lead to other dynamical phenomena.
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