Abstract. In this note, we consider discriminant forms that are given by the norm form of real quadratic fields and their induced Weil representations. We prove that there exists an isomorphism between the space of vector-valued modular forms for the Weil representations that are invariant under the action of the automorphism group and the space of scalar-valued modular forms that satisfy some ǫ-condition, with which we translate Borcherds's theorem of obstructions to scalar-valued modular forms. In the end, we consider an example in the case of level 12.
Introduction
Modular forms, or scalar-valued modular forms, have been studied extensively for over a century and become one of the central objects in number theory and other related fields. The spaces of scalar-valued modular forms behave well under multiplication, the action of Galois groups, and that of Hecke operators. On the other hand, vector-valued modular forms, which shall mean vector-valued modular forms associated to Weil representations throughout this note, were considered by Jacobi in their connection with theta functions of positive definite even lattices of even rank. They later naturally appeared when Borcherds [1] developed his theory of automorphic products, also known as the singular theta correspondence. People have been trying to obtain satisfactory structure theory for spaces of vector-valued modular forms. For example, McGraw [10] considered the rationality and Bruinier and Stein [4] constructed Hecke operators for vectorvalued modular forms. Nevertheless, the spaces of vector-valued modular forms do not possess as nice structures as that of scalar-valued modular forms.
It will be desirable then if one may go freely between these two types of modular forms, that is, if there is a one-to-one correspondence between them. In both directions, we have nice candidates: from the space of vector-valued modular forms to that of scalar-valued modular forms, we have (see [7] ) and applying an idea of Krieg [8] , Bruinier and Bundschuh [3] established a clean one-toone correspondence in this case, which explains well why these modular forms with ǫ-condition behave like modular forms on the full modular group. They then translated Borcherds's theory on obstructions and automorphic products to scalar-valued modular forms. More recently, by carefully investigating Weil representations, Scheithauer [13] proved that in the case of squarefree level, all vector-valued modular forms that are invariant under the automorphisms of the discriminant form are lifts of some scalar-valued modular forms. In other words, he determined the image of the lift from scalar-valued modular forms to vector-valued modular forms in the case when the level is square-free. Note that the invariance condition in the prime level case [3] is hidden in their assumption on the signature of the lattice and the weight of the modular forms.
In the present note, by generalizing Bruinier and Bundschuh's idea in [3] and applying Scheithauer's formulas for the Weil representations in [12] , we establish such a correspondence in the case when the discriminant form is given by the norm form of a real quadratic field. In particular, the level N is a positive fundamental discriminant. This is Theorem 3.16, the main result of this note. We then translate the obstruction theorem of Borcherds (Theorem 4.5), and apply it to the case of Q( √ 3), that is, the case of level 12. In particular, using η-quotients, we construct the unique weakly holomorphic modular form f 1 of level 12, weight 0, with character 12 · and the ǫ-condition, whose Fourier expansion at ∞ begins with q −1 .
Here is the layout of this note. We recall scalar-valued modular forms and vector-valued modular form for Weil representations in Section 1 and 2 respectively. In Section 3, we establish the isomorphism and also prove some properties of the Fourier coefficients at different cusps. In Section 4, with the correspondence, we restate Borcherds's obstruction theorem for scalar-valued modular forms, and we also consider rationality of Fourier coefficients for scalar-valued modular forms at the end. In the last section, we apply the results in previous sections to give an example in the case of level 12.
We remark that although in this note we are only interested in the case when the discriminant form is obtained from real quadratic fields, many statements should also hold in a more general setting.
Scalar-Valued Modular Forms
We consider scalar-valued modular forms in this section and recall some operators on spaces of scalar-valued modular forms.
For any positive integer m, we denote by ω(m) the number of distinct prime divisors of m. For any pair m, N of integers, we denote by (m, N ) the greatest common divisor of m and N , which
should not be confused with the bilinear form we introduce below. If N > 0, we denote N m to be the m-part of N ; that is, N m is a positive divisor of N , contains only primes that divide m, and (N/N m , m) = 1.
Given a Dirichlet character χ modulo N , we denote A(N, k, χ) the space of weakly holomorphic modular functions of level N , weight k and character χ; namely, the space of functions f that are holomorphic on the upper half plane, meromorphic at cusps, and
Let M (N, k, χ) and S(N, k, χ) be the subspace of holomorphic forms and that of cuspforms respectively.
We are only interested in the case when N > 1 is a fundamental discriminant and χ =
It follows that χ D is primitive of modulus N . Decompose it into p-components as χ D = p χ p . Then if p is odd, then χ p = · p , and define ε p = 1 if p ≡ 1 mod 4 and ε p = i if p ≡ 3 mod 4. χ 2 is determined and ε 2 is defined as follows:
• if N 1 ≡ 1 mod 4, χ 2 = 1 and ε 2 = 1.
• if N 1 ≡ 3 mod 4, χ 2 = −4 · and ε 2 = i.
• if N 1 ≡ 2 mod 8, χ 2 = 2 · and ε 2 = 1.
and ε 2 = i.
Let W (χ) denote the Gauss sum of a Dirichlet character χ, that is
p . For each positive divisor m of N , we shall denote χ m = p|m χ p and χ ′ m = p|N,p∤m χ p . For convenience, we denote the matrices
The weight-k slash operator on a function f on the upper half plane is defined as 
Proof. In Section 4.6 of Miyake's book [11] , the case when m = p is a prime is treated. The general case follows from the same verifications and we skip the details.
From now on, we shall drop the weight in the notations of the operators if no confusion is possible.
Modular Forms for the Weil Representaions
Let N 1 > 1 be a square-free integer. Let . Let N and Tr denote the norm and trace for F/Q respectively. If d is the different of F/Q, we know that
Define the following lattice L = Z 2 ⊕ O F with the quadratic form
The corresponding bilinear form is given by
We see that L is an even lattice of signature (2, 2). Its dual lattice is
; that is, if {e γ : γ ∈ D} is the standard basis for the group algebra C[D], then the action
. Here e(x) = e 2πix and T, S are the standard generators of SL 2 (Z)(see the next section).
Let A(k, ρ D ) be the space of modular forms of weight k and type ρ D . That is,
, F γ is holomorphic on the upper half plane and F γ = n∈q(γ)+Z a(γ, n)q n with at most finitely many negative power terms.
Let M(k, ρ D ) and S(k, ρ D ) denote the space of holomorphic forms and the space of cusp forms respectively. We shall also need A inv (k, ρ D ), the subspace of modular forms that are invariant
We finish this section by investigating the discriminant forms D considered above. Here we follow the notations in [12] .
Lemma 2.1. Denote q = p|N q p be a Jordan decomposition of the discriminant form q on D.
Then if p | N and p is odd, then
, hence a generator for the p-Jordan component can be chosen as
for each component respectively. From this, it follows that
2 . For any prime p | N 1 , we may choose
p as a generator for the p-Jordan component and then we see that
Let D = p|N D p be a Jordan decomposition as in the proof of Lemma 2.1. In the case of
Lemma 2.2. The group Aut(D) is an elementary abelian 2-group of order 2 ω(N ) . More explicitly,
Proof. This can be seen by explicit computations. We omit the details.
. We see easily that q(γ i ) = q(β i ) for each i = 1, 2. So to finish the proof, we just need to consider each Jordan component.
Let p | N be any odd prime and γ, β belong to the p-Jordan component which is isomorphic to Z/pZ. Since q(γ) = q(β), we must have γ = ±β. So either identity or σ p can do the job.
To consider the 2-Jordan components, we keep the notations in the proof of Lemma 2.1. We first assume that N 1 ≡ 3 mod 4. In this case, we have either γ = β or {γ, β} = {γ 2 , γ ′ 2 }. So either identity or σ 2 can send γ to β.
In the latter two cases, σ 2 sends γ to β.
We shall need these data in building the correspondence. Here ǫ is not to be confused with the ε defined in Section 1.
The Isomorphism Theorem
In this section, we prove an isomorphism between some spaces of vector-valued modular forms and scalar-valued modular forms.
Fix a modular form F ∈ A inv (k, ρ D ). Define W the span of F γ , γ ∈ D, and W ′ the span of
Proof. We may write γ∈S F γ = n mod Z F n , with F n = γ∈S,q(γ)=n F γ . Since F is invariant under Aut(D), by Proposition 2.3, terms in the sum of F n are all equal. Therefore, we only have to prove that F n ∈ W ′ . Now the transformation rule of F under T shows that F n |T = e(n)F n ; here e(x) = e 2πix . Since W ′ is invariant under the action of SL 2 (Z) and n F n ∈ W ′ , we have n e(nj)F n ∈ W ′ for each positive integer j. Since e(n)'s are distinct mutually, this implies that F n ∈ W ′ by the theory of Vandermonde matrix.
Proof. The lemma follows easily from the fact that D has no nonzero isotropic elements.
Proof. This is done in [13] in the case of square-free N . We now consider the case N 1 ≡ 3 mod 4 and N = 4N 1 . One direction is trivial.
For M ∈ SL 2 (Z), we shall need the concrete formula for F 0 |M in [13]:
Here ( * ) stands for a nonzero constant and we refer to [13] for the meaning of other notations.
Let m 1 be a positive divisor of N 1 . We fix γ p a generator for the p-adic Jordan component if p > 2 and γ 2 and γ ′ 2 a set of generators for the 2-adic Jordan component. Therefore,
Similar argument can be applied to the case N 1 ≡ 2 mod 4. We skip the details.
where ω(N ) is the numbers distinct prime divisors. Define another map ψ :
Lemma 3.4. Both φ and ψ are well-defined.
Proof. To consider either one, we may drop the operator W (N ). It is easy to verify that ψ is well-defined and that for φ follows from Proposition 4.5 in [12] applied to γ = 0.
Proposition 3.5. We have ψ • φ = id. In particular, φ is injective.
Proof. When N 1 ≡ 1 mod 4, this is proved in Theorem 5.4 in [13]. Here we prove the case N 1 ≡ 3 mod 4 and omit the case N 1 ≡ 2 mod 4, since the latter is similar.
We need to prove that if
The inequivalent cusps are represented by
, and
, where m 1 runs over the set of all positive divisors of N 1 . For each cusp s, consider 
If s ∼ 
. We call such a condition we impose on the Fourier coefficients the δ-condition. Hence ǫ and ǫ * are two special sign vectors.
Assume that F γ (τ ) = n∈Z+q(γ) a(γ, n)q n . Then we have
Let a(n) be the Fourier coefficient of F 0 |W (N ), we are supposed to show that a(n) = 0 if (N, n) = 1 and χ p (n) = −ǫ p for some p | N .
Assume
, so q p does not represent 
So there are no elements with norms ± 3 8 and it follows that a(n) = 0. The other cases when N 1 ≡ 2 mod 4 follow similarly and we omit the details.
where
. Here W (χ) is the Gauss sum of χ.
Proof. Choose a, b ∈ Z such that (a, p) = 1 and ab + 1 ≡ 0 mod N p and a ≡ b mod N/N p . Let
Take the summation ′ with a, hence b, over (Z/N p Z) × , and we have
where W (χ p ) is the Gauss sum and we used the fact that χ p is primitive modulo N p . On the other hand, assuming N p = p e ,
It is easy to check that
It follows that in the second term of the above expression for f |J(p, δ p ), if the q n -Fourier coefficient is not zero, then p | n. Now it is clear that if χ p (n) = −δ p , then the q n -Fourier coefficients in both the two terms are zero, and this finishes the proof of the first statement.
Suppose b(n) is the n-th Fourier coefficient of f − f |J(p, +1) − f |J(p, −1). It is obvious from the expression above that b(n) = 0 if p ∤ n and then it must be 0 since χ D is primitive (see, for example, the proof of Theorem 4.6.4 in [11] ).
We prove a lemma before we prove the decomposition of the whole space into subspaces with δ-conditions. Lemma 3.9. Let p, q be two distinct prime divisors of N and δ p , δ q ∈ {±1}. Then J(p, δ p ) and J(q, δ q ) commute.
Proof. It is not hard to see that we need to prove
But by Lemma 1.1, both sides are equal to f |η pq . This finishes the proof.
Proposition 3.10. We have
where δ runs over {±1} ω(N ) .
Proof. Suppose δ f δ = 0 with f δ ∈ A δ (N, k, χ). Separate the sum for each p | N as follows:
From the definition of A δ (N, k, χ D ), f p is a modular form with Fourier coefficients a(n) such that a(n) = 0 if p ∤ n. Since the conductor of χ D is N , it follows that f p = 0 (see, for example, the proof of Theorem 4.6.4 in [11] ). By considering all p | N in the same way, we see that f δ = 0 for any δ.
We still need to prove that
This can be seen from the previous two lemmas by successively applying the J(p, +1) and J(p, −1)
until we exhaust all p | N . Indeed, for each δ, assuming f = n a(n)q n , we consider
where N = N p 1 N p 2 · · · N p l and l = ω(N ). By Lemma 3.7, we see that if χ p l (n) = −δ p , then b(n) = 0. Then by Lemma 3.9, the same holds for any p i , 1 ≤ i ≤ l, hence g ∈ A δ (N, k, χ D ). In the end, we have a decomposition of 2 ω(N ) terms for f , each term of which belongs to A δ (N, k, χ D ) for a unique δ.
Lemma 3.11. Let p | N be a prime and let 
Proof. We note that in the following proof, we write f = ( * )g if f = cg for some nonzero constant c ∈ C and at different places the constants are different in general. . Since it involves many computations, here we only sketch the idea.
Let f ∈ A(N, k, χ D ). Then it can be shown that
Moreover, if f = n a(n)q n , then by a similar argument as in the proof of Lemma 3.7,
then it can be seen easily that α 2m 1 ∈ SL 2 (Z) and
Let g = f |U (4m 1 ), and it is easy to show that
Therefore,
and the holomorphy at the cusp
follows from above calculations.
With little effort, the above argument proves more. Proof. Note that applying the operator U (m ′ ) with m ′ | N only collects the Fourier coefficients of f at ∞ that are multiples of m ′ . From the condition on the negative power terms of f at ∞ and the computations in Corollary 3.13, the only thing we need to take care of is the cusp
; that is, N 1 ≡ 3 mod 4 and m 1 = N 1 . To this end, we just have to keep track of the constant scalars and prove that the two terms in f |α 2N 1 that are scalar multiples of f actually cancel out.
We denote again by ψ its restriction to the subspace A ǫ (N, k, χ D ). We are ready to establish the one-to-one correspondence between the space of invariant vector-valued modular forms and that of scalar-valued modular forms with ǫ-condition.
Proposition 3.15. We have φ • ψ = id.
. Define for each cusp s,
What we have to prove is that
We first deal with the case N 1 = N ≡ 1 mod 4. For a positive divisor m 1 of N , consider the
where we applied Lemma 1.1 and the ǫ-condition of f to f | k U (m)η m , and used Theorem 4. 
Moreover, the same statement holds for A inv (k, ρ * D ) and A ǫ * (N, k, χ D ).
Proof. That φ and ψ are inverse isomorphisms follows from Proposition 3.5 and Proposition 3.15. For the explicit correspondence, let f = n a(n)q n ∈ A ǫ (N, k, χ D ), ψ(f ) = F = γ F γ e γ , and
We have
Since φ • ψ = id, we have for any n ∈ Z, γ∈D:
Let γ ∈ D with q(γ) = N ) ) a(γ, nN
hence a(γ, nN −1 ) = 2 ω((n,N )) a(n), and the theorem follows.
The corresponding results for the spaces A inv (k, ρ * D ) and A ǫ * (N, k, χ D ) follow from analogous treatment.
Obstructions and Rationality of Fourier Coefficients
In this section, we translate Borcherds's theorem of obstructions to scalar-valued modular forms using the one-to-one correspondence in the previous section.
Assume for a while that (D, q) is a general discriminant form and ρ D the corresponding Weil
Proof. This can be seen easily from the fact that the action of SL 2 (Z) and that of Aut(D) on
We recall Borcherds's theorem on obstruction of vector-valued modular forms. We denote by P D the space of vector-valued Fourier polynomials P (q) = γ∈D P γ (q)e γ where each P γ (q) = n≤0 c(n)q n contains only finitely many terms. Let P inv D be the subspace of functions that are invariant under Aut(D). In P D , we denote by P(k, ρ D ) the subspace of elements P such that there exists F ∈ A(k, ρ D ) with F − P holomorphic and vanishing at q = 0. Similarly we have
Let P ∈ P D and G ∈ M(2 − k, ρ * D ) where ρ * D is the dual of ρ D . Assuming P = P γ e γ and G = G γ e γ , we have the pairing P, G = the constant term of the Fourier expansion in q of
Proof. This is Borcherds' Theorem 3.1 in [2].
Proof. The forward direction follows directly from Theorem 4.2. Now assume P ∈ P inv D and
It is easy to see that the pairing ·, · is invariant under Aut(D). For any G ∈ M(2 − k, ρ * D ) and any σ ∈ Aut(D), we have σP, σG = P, σG . So it follows that
, and clearly G ′ is invariant under Aut(D). Therefore P, G = P, G ′ = 0 by the assumption. This implies that P ∈ P(k, ρ D ) by Theorem 4.2. So there exists
It is clear that F ′ − P vanishes at q = 0 and F ′ ∈ A inv (k, ρ D ), and hence P ∈ P inv (k, ρ D ).
We return to our previous setting now and assume that k ≤ 0 and hence 2 − k ≥ 2. Let us denote by E(N, 2 − k, χ D ) the space of Eisenstein series of level N , weight 2 − k and character 
Proof. We will prove that dim(E δ (N, 2 − k, χ D )) ≥ 1, from which the lemma follows.
We consider f = E 1 and maintain the notations in the proof of Proposition 3.10. We have g ∈ M δ (N, 2 − k, χ D ) and the coefficients of g when (n, N ) = 1 are given by
So it suffices to show that g = 0. To this end, let us fix a set of integers {c p : p | N } such that χ p (c p ) = δ p . We then may choose a prime q such that q ≡ c p mod N p for each p | N . Therefore,
On the other hand, a(q) = 2(χ D (q)q 1−k + 1) = 0. Therefore, b(q) = 0 and we are done.
Now assume E ǫ * = n≥0 B(n)q n . Here B(0) = 1. We have the obstruction theorem for scalar-valued modular forms. (See Theorem 6 in [3] in the case of prime level.) Theorem 4.5. Let P = n<0 a(n)q n be a polynomial in q −1 such that its coefficients satisfy the ǫ-condition. Then there exists f ∈ A ǫ (N, k, χ D ) with f = n∈Z a(n)q n , if and only if n<0 s(n)a(n)b(−n) = 0, for each g = n≥0 b(n)q n ∈ S ǫ * (N, 2 − k, χ D ). If N 1 ≡ 1, 3 mod 4 and f exists, then f is unique and its constant term is given by
Proof. By Theorem 3.16, we have Rationality of the Fourier coefficients is important in Borcherds's theory of automorphic products. We end this section with the rationality results, following the lines in [3] . For f = n a(n)q n and σ ∈ Gal(C/Q), define f σ = n a(n) σ q n . Let k be an even integer. Proposition 4.7. Let k ≤ 0 be an even integer and assume N 1 ≡ 1, 3 mod 4. Let f = n a(n)q n ∈ A δ (N, k, χ D ) and suppose that a(n) ∈ Q for n < 0. Then all coefficients a(n) are rational with bounded denominator.
Proof. Let σ ∈ Gal(C/Q). We note that f σ ∈ A δ (N, k, χ D ). Indeed, from Lemma 4.6, we see that f σ ∈ A(N, k, χ D ); moreover, the Galois action preserves the δ-condition.
. It is obvious that h is holomorphic at ∞, hence h ∈ M (N, k, χ D ) by Corollary 3.13. But k ≤ 0, so M (N, k, χ D ) = 0. It follows that f has rational coefficients. Since f ∆ k ′ ∈ M (N, k+12k ′ , χ D ) for large k ′ , it has coefficients with bounded denominator, hence so does f .
An Example
As an application, we consider the case N 1 = 3.
We know that S(12, 2, χ D ) = 0 (see, for example, Chapter 6 of Stein's book [14] ). Therefore, by Theorem 4.5, for any polynomial P in q −1 without constant term that satisfies the ǫ-condition, there exists f ∈ A ǫ (N, 0, χ D ) such that f − P is holomorphic at q = 0. In this case, we say P is the principal part of f . In particular, f 1 exists. We construct it as follows.
We end this section with the construction of f 1 . Let E 2 = 1 − 24 ∞ n=1 σ 1 (n)q n with σ 1 (n) = 0<d|n d. Now let E 2 (τ ) = 1 24 (E 2 (τ ) − 9E 2 (3τ ) − 4E 2 (4τ ) + 36E 2 (12τ )) .
It is clear that E 2 ∈ M (12, 2, 1), even though E 2 itself is not a modular form. Now consider the η-quotient H 2 (τ ) = η(τ ) 2 η(3τ ) −2 η(4τ )η(6τ ) 2 η(12τ ).
