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TÍCH HỢP CỦA CÁC PH Â N  B ố  
VÀ TOÁN TỬ  TÍCH HỢP
Đ ỗ  V Ă N  T H À N H
A b s tr a c t . The aim of this paper is to show necessary conditions for aggregation operators 
such that aggregation processes associated with these operators of distribution are ones 
of knowlegde presentation and treatment.
In this paper, according to different aggregation strategies and these conditions, some 
classes of aggregation operators are proposed.
1. ĐẶT VẤN ĐỀ
Giả sử B =  {Si, s2, s m} là tập hợp gồm n mệnh dề trong ngôn ngữ mệnh 
đề cổ điển, khi ấy B được gọi là một cơ sờ tri thức trong ngôn ngữ này. Nếu 
tính đúng của mỗi mênh dề của cơ sở tri thức trên còn được đặc trưng bỏ"i mức 
đô khả năng (cần thiết) thì cơ sỏ1 tri thức lúc ấy đươc gọi là cơ sở tri thức giá tri 
khả năng (cần thiết).
Giả sử có m chuyên gia khác nhau cho ý kiến riêng của mình về mửc độ khả 
năng (cần thiết) về tính đúng của mỗi mệnh dề dó. Vấn dề đặt ra là làm thế nào 
để tiến hành Gấc lập luận trên cơ sờ tri thức khả năng (cần thiết) có nhiều ý kiến 
khác nhau như vậy.
Ký hiêu Í2 là tập các thế giới có thể dược sinh từ  các biến mệnh dề được 
rút ra từ  các mệnh đề của cơ sở tri thức trên. Mỗi ý kiến chuyên gia về mức độ 
khả năng (cần thiết) của các mệnh dề trong cơ sở tri thức này sẽ được đặc trưng 
bằng một phân bố khả năng trên tập các lớp thế giới có thề, ý kiến đưạc xem là 
hợp lý, phi mâu thuẫn nếu phân bố khả năng tương ứng là phân bố chuẩn. Từ 
mỗi phân bố khả năng chuẩn sẽ xác định được duy nhất một độ đo khả nấng trên 
tập tấ t cả các mệnh dề có thể suy dẫn được từ  cơ sờ tri thức trên theo các quy 
tắc của ngôn ngữ mệnh dề cổ diển [1].
Có hai cách tiếp cận để giải quyết vấn đề trên.
Môt là: Lập luận với phân bố khả năng ít đặc tả nhất. Phân bố này dược tìm 
bằng việc áp dụng nguyên lý do R. R. Yager dề xuất, được bắt nguồn từ  nguyên 
lý entropi cực đại (ME) trong lý thuyết xác suất và đươc gọi là nguyên lý đặc tẳ 
cực tiểu (mS). Cụ ohể là người ta xác định một dộ đo dặc tả, phân bố được chọn
từ  m phân bố khả năng đã cho là phân bố làm cho dộ do đạc đặc tả dó nhận giá 
trị nhỏ nhất trên các phân bố ấy.
Mối liên hệ giữa các nguyên lý mS và ME, cũng như sự phụ thuộc của phân 
bố khả nang được chọn vào các tải trọng của dộ do dặc tả và tính ổn định của 
phân bố dược chọn so với các tải trọng của độ đo này được chỉ ra trong [2, 3].
H ai là: Lập luận với dộ đo khả năng chung có được bằng việc trộn m dộ do 
khả năng nói trên dể nhận được một dộ do mới gọi là độ do tích hợp (hay độ 
do chung). Cụ thể là, giả sử trên đại số Bul Ả gồm một số hữu hạn phần tử  có 
các dộ do khả năng III, ÏÏ2, . . .  , n m, độ đo khả năng chung n  phải thỏa mãn hai 
diều kiện dưới dây:
Ai V(£> £ A, luôn tồn tại hàm c<p : [o, l]m —* [o, 1] sao cho 
n(<£>) =  ơ^( Iii(<p), n 2( í o ) , l i m  (<£>)).
A2 (c) Vc e  [0,1] nếu III (£>) = n 2(v?) = • • • = n m(<p) — c thì n (^ ) =  c.
Điều kiên Ai nói rằng dộ đo khả nang chung của một sự kiện nào đó"chỉ phụ 
thuộc vào các dộ đo riêng của chính sự kiện dó (tức độ đo này có tính “chỉ phụ 
thuộc sự kiện” hay eventwise, hoặc pointwise), còn điều kiện Ả2(c) nhấn mạnh 
rằng nếu tấ t cả các chuyên gia khác nhau đều cho ý kiến thống nhất về mức độ 
khả năng xảy ra của một sự kiện thì ý kiến chung cũng phải như vậy.
Ý tưỏrng xây dựng một dộ đo khả năng chung thỏa mãn hai điều kiện nói 
trên đã dươc bắt nguồn từ  lý thuyết xác suất và lý thuyết chứng cớ. Khi ấỵ giả 
sử Pỵ, Pm là các độ do xác suất (hoặc các hàm bilief) thì đô đo khả năng
chung thồa mãn diều kiện trên sẽ có dạng
p  =  ^ 2  At Pi ờ  đây At=  1 và 0 < Ai < 1 ([4]).
1 <  i  <  m  l < < m
Tuy nhiên, vì các độ do khả năng nói chung không có cấu trúc lồi nên kết quả 
này không được bảo toàn đối với chúng. Trong [4] dã chứng minh dược rằng dộ 
đo khả năng chung thỏa mãn hai điều kiện Ai, Ả2(c) khi và chỉ khi nó có dạng
n(p ) =  max (/ii(IIi(£>)), h2(ĩỉ2{(p)),..., /im(n m(<p))), (1)
ĩ
Ờ dây hi(x) là các hàm không giảm trên [o, 1], hi(0) = 0 với mọi i =  1 , m và 
tồn tại i để /li(l) = 1.
Chú ý rằng, lúc dó phân bố khả năng 7T tương ứng cũng có dạng:
7r(w) =  m a x  (/ii(7Ti(cj)), h 2(n2( u j ) ) , h m (irm ( u ) ) ) , với mọi w G í ! , (2)
trong đó các 7Tj là các phân bố khả năng tương ứng với các dộ đo khả năng
n t , i =  1,..., m.
Cách xây dựng độ đo chung như trên là một cách tích hợp thông tin từ  nhiều 
ý kiến cá nhân khác nhau. Có thể coi dó là một cách tích hạp tính chất kiến 
thiết. Việc chỉ ra rằng dộ đo tích hợp có dạng như trên là một cách tích hợp có 
tính chất “như nhau với các sự kiện” hay likewise, nghĩa là cách thức tích hợp 
là giống nhau dối với mọi sự kiện (khi dại số Bul hữu hạn A là một tập con của 
ngôn ngữ mệnh đề co điển, mà trường hợp dặc biệt nó được sinh từ  một cơ sờ 
tri thức [2] thì mỗi sự kiện chính là một mênh dề nào đó.
Trong một số bài báo gần dây [5-7] R. R. Yager đặt vấn đề tích hợp cho các 
luật dạng : If V is Ai then u is Bị, i = 1 , m, ờ đây Aị, Bị là các tập mờ cứa 
các không gian dữ liệu dưa vào và các dữ liệu đưa ra X, Y . Tác giả chỉ ra rằng 
trong mô hình mờ, các toán tử  liên kết với quá trình tích hợp các luật này cần 
phải thổa tính giao hoán, tính đồng nhất (hay identity) và tính đơn diệu. Tác già 
cũng đã chỉ ra một số tính chất của các toán tử  thổa mãn các đòi hỏi trên và giới 
thiệu môt vài lớp toán tử  như vậy.
Một hướng tiếp cận tương tự  được trình bày trong [8-9]. Trong các bài báo 
này V. Cutello và J. Montero dã phân tích quá trình tích hợp khi giải quyết bài 
toán sau đây: Giả sử X  là một tập hữu hạn tùy ý của các lựa chọn, thừa nhận 
mỗi cá nhân đều có khả năng thể hiện ý kiến riêng của mình về một tập các lựa 
chọn thông qua một vài quan hệ ưu tiên nhị phân mờ đầy đủ. v ấn  đề đặt ra là 
cần tích hợp các ý kiến này theo ý kiến nhóm được tích hợp theo thuật ngữ và 
quan hệ ưu tiên mờ đầy dủ. Một cách cụ thể hơn, giả sử cho m cá nhân biểu 
diễn ý kiến riêng của minh về một tập lựa chon X, và giả sử $ : [0, l]m —» [0,1] 
coi là một luật tích hợp, lúc đó hàm cho giá trị thể hiện quan hệ ưu tiên tích hợp 
Ịt xác định trên X  X X  và liên kết với $  dược xác định như sau:
fi{x,y) = ụ,2(x,y),..., I¿m{x,y)), trong dó i =
nhận giá trị trong [o, 1] thể hiện ý kiến của người thứ i về quan hệ ưu tiên nhị 
phân của cặp X, y. Các tác giả bài báo này dề nghị một số điều kiện mà tùy vào 
từng trường hợp cụ thể mà luật tích hợp thổa mãn một vài điều kiện trong số 
đó.
Ta có thể coi cách tiếp cận theo hướng của R. R. Yager, hoặc V. Cutello và 
J. Montero là hướng tiếp cận tiên đề hóa, nó có tính khái quát hơn so với cách 
tích hợp dã dược đề nghị trên các độ đo khả năng hay xác suất [4].
Cho một cơ sở tri thức khả năng hoặc xác suất, nếu xem quá trình tích h ợp 
các ý kiến chuyên gia về cơ sờ tri thức này là một quá trình thu nhận và xử lý 
tri thức thì ta  sẽ thấy hai điều kiện Ai, Ằ2(c) được đòi hỏi ờ trên là chưa phản 
ánh đầy dủ bản chất của quá trình này. Các cách tiếp cận nghiên cứu được trình 
bày trong các bài báo của R. R. Yager, V. Cutello và J. Montergo là những gợi ý 
quan trọng đề giải quyết yêu cầu xem việc tích họp của các phân bố như là quá 
trình thu nhận và xử lý tri thức dối với các cơ sỏr tri thức khả năng hay xác suất.
Ta biết rằng trong lý thuyết khả năng cũng như.trong lý thuyết xác suất luôn 
có sự tương ứng một-một giữa tập tấ t cả các độ đo khả năng (xác suất) trên dại 
số Bul hữu hạn và tập tấ t cả các phân bố khả năng (xác suất) trên tấ t cả các 
atom của đại số này [l, 2]. Việc tích hợp của các phân bố để sinh ra một phân 
bố mới là đom giản và khả thi hơn. Vì thế bài báo này sẽ khảo sát việc tích hợp 
của các phân bố.
Bài báo này được cấu trúc như sau: Phần 2 của bài báo, sẽ so sánh cách lựa 
chọn một phân bố trong cách tiếp cận thứ nhất và cách xây dựng một phân bố 
tích hợp theo hướng kiến thiết trong các tiếp cận thứ hai. Bài báo đã phân tích 
tính chất của các toán tử  thích hợp của các dô'do thỏa hai điều kiện Aj, Ả2(c) 
được đề nghị trong [4] và qua đó chỉ ra một số hạn chế của nó. Phần 3 sẽ trình 
bày những điều kiện mà một toán tử  tích hợp của các phân bố cần phải thỏa mãn 
dể quá trình tích hợp này là quá trình thu nhận và xử lý tri thức. Phần 4 chỉ 
ra rằng quá trình tích hơp của các phân bố và ciỉa các đô đo nói chung là khác 
nhau, đồng thời đề nghị một số toán tủ' tích hợp có thể dược dùng trong"quá 
trình tích hợp này, các toán tử  này được xây dựng theo chiến lược tích hợp khác 
nhau nhưng nói chung đã đáp ứng được phần lớn các diều kiện đòi hỏi của một 
quá trình thu nhận và xử lý tri thức và cuối cùng phần 5 sẽ dành đề nêu mọt số 
ý kiến thảo luận.
2. TÍCH HỌT CÁC ĐỘ ĐO KHẢ NĂNG
2.1. T ích hcrp các đô đo khả  năng  và nguyên lý mS
Ta biết việc tích hợp các độ đo khả năng do D. Dubois và H. Prade dề xuất sẽ 
sinh ra một phân bố khả ítăng mới từ  các phân bố khả năng 7Ti, 7Ĩ2, T ĩ r n  dược 
suy từ  các độ do tương ứng. Phân bố này nói chung không thuộc tập các phân 
bố khả năng đã cho, điều này là khác với cách tiếp cận thứ nhất là lựa chọn một 
phân bố trong số các phân bố này. Ta cũng biết rằng những yêu cầu về các hàm 
hị{x) cho phép sinh ra một lớn khá rộng các phân bố khả năng chung, chúng đóng 
vai trò như là các tham số điều chỉnh, cụ thể là chỉ ra rằng việc diều chỉnh các 
tham  số này sẽ nhận được các phân bố tích hợp khác nhaụ*
Trường hợp khi các hàm hi{x) có dạng hi{x) = min(x, Aj), ở đây max Ai = 1 
thì lúc đó các được gọi là các tải trọng, nó có vai trò giống như các À{ khi xác 
định phân bố chung được xây dựng từ  các phân bố xác suất, ta  có thể chỉnh các 
tham số này để nhận một phân bố chung theo ý muốn, thậm chí trùng với bất kỳ 
một phân bố nào trong số các phân bố dã cho. Mệnh đề sau đây chỉ rõ điều dó.
M ênh đề 2.1. Cho m phàn bố khả năng 7Ti, lĩ2, 7Tm, một phản bố bất kỳ trong 
số các phẫn bố này đều có thề coi là kết quả một phép tích hợp thỏa hai tiền đề
A\, Ả<i ịc.) của m phân bố đó với việc lựa chọn các hị(x) thích hợp.
Chứng minh. Không giảm tổng quát, giả sử phân bố bất kỳ trong m phân bố này 
là 7Ti và tập các thế giới có thể n =  {wi, i =  1, n 17Ti (wj) > 7Ti(wj_|_i)}.
Ta xây dựng các hàm hị(x) như sau: hị(x) = min(:c, 7Tx(cJi)), i =  1,... m.
Lúc đó 7t(cj) =  max (min là một phân bố khả năng mà dộ đo của
nó là độ do tích hcfp từ  các độ do khả năng được sinh từ  các phân bố trên thỏa 
các điều kiện Al, Ä2(c).
Hiển nhiên là iĩ(oj) =  7Ti(w) với mọi UỄÍ1. □
Như vây cách tiếp cân thứ hai là rông hơn nhiều so với cách tiếp cận thứ 
nhất, có thể coi nó như là chứa cách tiếp cận thứ nhất theo nghĩa môt phân bố 
dược chọn bằng cách tiếp cận thứ nhất cũng được chọn bằng cách tiếp cận thứ 
hai, nhưng ngược lại nói chung không đúng. ^
2.2. T ích hợ p  các đô do khả năng  theo  hưóttig kiến th iế t
Giả sử 111, Ü2,..., n m và Pi, P 2,..., pm tương ứng là các độ đo khả năng 
và dộ đo xác suất trên đại số Bul hữu hạn Ả nào đó, còn các 7Ti, 7 Ĩ 2 , 7rm và 
Piỉ P2> •••> Pm tương ứng là các phân bố khả nâng và phân bố xác suất của chúng.
Ký hiệu Uì <n u' khi và chỉ khi tt(cj) < 7r(u/).
ư Ị=,r <p khi và chỉ khi U) 1= ip và nếu Uì' Ị= <p thì ư' <w cư.
Quan hệ thứ tự  s  xác định như sau: xSy khi và chỉ khi 7r(x) > ir(y) O’ đây 
7T là một phân bố (hoắc một dộ đo) nào dó được gọi là quan hệ thứ tự  tự  nhiên 
sinh bổi 7T.
Từ đây về sau ta giả thiết các phân bố được xét đều là các phân bố (khả 
nấng hoặc xác suất) chuẩn.
Phần này sẽ chỉ ra môt vài mối quan hệ giữa các phân bố và các độ do tương 
ứng, cũng như một vài tính chất của độ đo tích hợp thỏa hai diều kiện Ai và 
A2 (c) ờ trên.
Mênh đề 2.2. m đô đo khả năng cùng sinh ra một quan hệ thứ tự tự nhiên khi 
và chỉ khi m phân bố tương ứng cũng nhu sinh ra cùng quan hệ thứ tự như vậy.
Chứng minh. Ta chỉ việc chứng minh cho điều kiện đủ, diều kiện cần của mệnh 
dề là hiển nhiên.
Giả sử 7Ti, 7 Ĩ 2 , 7rm là các phân bố khả năng cùng sinh ra một quan hệ thứ 
tự tự  nhiên, ta  sẽ chứng minh rằng với mọi mệnh dề ip, nếu III (v3) ^  IIi(^ ) thì 
cũng có Iĩfc(<£>) > nfc(0) với mọi k — 2 , m. Chứng minh diều này quy về chứng 
minh nhận xét sau dây \/<p, nếu r t1(( )^ =  ^(cưo) thì n^(v?) = 7Tfc(tơo)> k = 2 , m. 
Điều này là rõ ràng vì nếu w0 Ị=»n V?) d° 7Ti> ^k có cùng quan hệ thứ tự  tự  nhiên 
trên tập các thế g ới có thể nên cũng có U)Q \=nk <p với mọi k — 2 , m. □
Nhận xét. Điều kiện đủ của mệnh dề không còn đúng đối với trường hợp xác 
suất.
Giả sử m phân bố (hoặc m đô đo) có tính chất T, phân bố (hoặc độ đo) tích 
hợp từ  m phân bố (m độ đo) trên cũng có tính chất T thì ta  nói phép tích hợp 
lan truyền tính chất T [9].
M ênh đề 2.3. Phép tích hợp trên các độ đo khả năng hoặc xác suất thỏa hai 
tiêu đề Ai, A 2(c) có tính chất lan truỳên tính đơn điệu.
Chứng minh. Ký hiệu $ 1, $2 là các toán tử  tích hợp thỏa mãn diều kiện Ai, 
A 2(c) tương ứng trên m độ đo khả năng III, IT2,..., n m và P i, Pm• Khi
ấy với mệnh đề ip bất kỳ ta có
*i(nite>), n 2(<p),..., n m(p)) = max(/ii(rii(v3)), /ì2(n 2 (<£>)),..., km (nm(vj)))
ở dây hị{x) là các hàm không giảm trên [0 , 1], hị(0) = 0 với mọi i =  1 , m, và 
tồn tại i sao cho hị(l) = 1. .
*2(Pi(<p),P2(<p),...,Pm(<p)) = £  AiPiiv),
1 < t' < m
ờ đây Ỵ2 Aj =  1 và 0 < Àj < 1 ([4]).
1 < i < m
Với toán tử  Giả sử <p, ĩị} là hai mệnh đề bất kỳ và n i{(p) > nj(V') với mọi 
i =  1 , m. Do các hị(x) đều là các hàm đơn điệu tăng nên /ij(IIj(y?)) > M H íM ) 
với mọi i =  1 , m,  vì thế ta nhận dược
^ i( n i ( ^ ) ,  n 2(^),..., n m(^)) > $ i ( i i i ( 0 ), n 2(V '),-, n m(v>))-
Với toán tử  $ 2  điều khẳng định là khá hiển nhiên nên bổ qua không chứng 
minh ờ đây. □
•V
M ênh  dề 2.4. Các toán tứ $ 1  ($ 2) trong mệnh đe. 2.8 giao hoán khi và chỉ khi 
hi{x) =  h2{x) = ■■■ = hm(x) (hoặc Ai = A2 =  • • • = Am =  ±).
Việc chửng minh là đơn giản bằng quy nạp theo số m của các phân bố. Mệnh 
dề này khẳng định phép tích hợp thỏa hai điều kiện Ai, A2(c) chỉ có tính giao 
hoán trong những trường hợp đặc biệt, còn nói chung chúng không có tính chất 
này. □
M ênh  đề 2.5. Nếu các phân bố khả năng 7Ti, 7Ĩ2,..., 7Tm cùng sinh ra mòi quan 
hệ thứ tự tự nhiên thì 7t(cj) = Xi TTi(u>), à đây Aj = 1 ũà 0 < Aj < 1
1 <  t' <  m  1 <  i  <  m
cũng ỉà phản bố khả năng chuẩn, và lúc đó ãộ đo khả năng tương ứng ¡à n(i£>) =
Ẹ  A ;n t (^).
1 < i < m
Chứng minh. Giả sử tập các thế giới có thể fì = {wt-, i =  1, n 11 =  7Ti(wi) >
7r1(w2) > • • • > 7Tl(w„)} thế thì ta cũng có 1 = ^(cưx) > 1ĩk{w2) > '•• > 7TA;(wn)} 
với mọi k = 2 , m.
Vì vậy 1 = 7r(wi) > n(oj2 ) > • • • > tức 7T là phân bố khả năng chuẩn
và cùng sinh ra quan hệ thứ tự  tự nhiên như m phân bố khả năng đã cho.
Rõ ràng độ đo khả năng mới lúc đó thỏa mãn hai điều kiện A i, Ả2(c). Như 
vậy các phân bố khả năng (hoặc các dộ đo khả năng) là có cấu trúc lồi trên các 
phân bố (độ do) khả năng cùng sinh ra một quan hệ thứ tự  tự  nhiên. □
Mênh đề 2.6. Nếu TTi, 7T2,7Tm là các phân bố khả năng sinh ra cùng một quan 
hệ thứ tự tự nhiên thì với mọi bộ m số 0 < Àt < 1 và Ai =  1 đều tồn tại m
1 < i < m
hàm không giảm hị(x) trên [o, 1], thổa hị(0) =  0 với mọi i =  1 , TO, và tồn tại i
ãề hi{ 1) = 1 sao cho At 7Tj(w) = max (/ii(7Ti(w)), h2{ 7 T 2 { u j ) ) , ,
X <  i  <  m  .
với mọt u thuộc tập các lớp thế giới có thề.
Việc chứng minh dược suy ra trực tiếp từ  bổ dề 2.5 và kết quả cơ bản trong 
[4] dã được trình bày O’ trên. □
Nhận xét. Với mỗi bộ m số 0 < Aj < 1 và Xi = 1 và m phân bố
1 < i < m
khả năng bất kỳ cùng sinh ra một quan hệ thứ tự  7Ti, 7T2, - - -, 7Tm thế thì nói
chung không thể tồn tại m số 0ị không âm, maxớt =  1 để Àj 7Tj(u;) =
1 <i<m
max (min(7T1(u;), ớ i ) , m i n ( 7 r m(w),ớm)) với mọi lớp thế giới có thể LJ.
Ví dụ fì = {wi, CƯ2, u>3 , U)4}.
7n = {7Ti(wi) = 1, 7Ti(w2) = 1/3, ÎT^Wa) = 1/ 4 , 7T1(w4) = 0 }
7r2 = {tt2(wi) = 1, 7t2(u;2) = 1/2, 7T2(w3) = 1/3, 7r2(w4) = 0}
Rõ ràng 7Ti, 7T2 là các phân bố sinh cùng quan hệ thứ tự.
Xét phân bố
lĩ = {tt(w) =  0,57Ti(w) + 0,57r2(w), w G íì}. (3)
Giả sử có cách biểu diễn khác của 7T là:
7r(w) = max (min(ớ, 7Ti(w)), 7T2(w)), 0 < 6 < 1. (4)
Theo (3) tĩ{u)2 ) =  1/6+1/4 < 1/2 và theo (4) 7r(u>2) = max ( min(0, 1/3), 1 / 2) 
= 1/ 2 , diều dó khẳng định nhận xét trên.
Mênh dề 2.6 và nhân xét này nhấn mạnh rằng viêc tích hợp m độ do xác suất 
cho trước thồa các điều kiện Ai, A2(c) sẽ thao tác thuận lợi hơn so với việc tích 
hợp các dộ đo khả năng cũng thỏa hai tiên đề này. Đây là một gợi ý quan trọng 
rằng bằng việc sử dụng các phép biến dổi phi mâu thuẫn dế chuyển các phân bố 
khả năng thành các phân bố xác suất hoặc ngược lại [3 ] ta có thể ứng dụng kết 
quả của việc tích hợp các dộ đo xác suất cho việc tính hợp các độ đo khả náng
nếu dòi hỏi của quá trình này không phải là pointwise, mà chỉ likewise. Trong bài 
này chúng tôi không trình bày quá trình này.
3. ĐIỀU KIỆN CỦA TOÁN TỬ TÍCH HỢP CỦA CÁC PHÂN Bố
Suy cho cùng bản chất của việc xử lý tri thức đối với các cơ sờ tri thức cần 
thiết (hay khả năng, hoặc xác suất) là xây dựng được một phân bố cho cơ sỏ’ tri 
thức này.
3.1. M ô tẩ  h ình  th ứ c
Nếu ta coi quá trình tích hợp các ý kiến chuyên gia về một trong những loại 
cơ sờ tri thức này là một quá trình thu nhận và xử lý tri thức thì:
1) Việc tích hcrp nhiều ý kiến trên mỗi thế giới có thề để sinh ra ý kiến mới 
chỉ phụ thuộc vào các ý kiến chuyên gia về chính thế giới đó, nói cách khác quá 
trình tích hợp này cần có tính “chỉ phụ thuộc sự kiện” (hay eventwise). (cl)
2) Quá trình tích hợp phải có khả nằng thu nhận các ý kiến của một số không
hạn chế các chuyên gia. Vậy miền tích hợp của quá trình này phải không bĩ hạn 
chế. (c2)
3) Việc tích hợp các ý kiến không phụ thuộc vào trật tự  tham khảo ý kiến,
nói cách khác ý kiến chuyên gia đều bình đẳng nhau. (c3)
4) Giả sử việc tích hợp m ý kiến chuyên gia sinh ra ý kiến mới thứ m + 1.
Thế thì việc tích họp m ý kiến dầu và m + 1 ý kiến sau dó phải cho kết quả như 
nhau. (c4)
5) Với hai lóp thế giới có thể U)ị, u>2 khác nhau, nếu ý kiến các chuyên gia về
khả nấng xuất hiện của thế giới w 1 cao hơn thế giới UÌ2 thì ý kiến tích hợp cũng 
phải cho giá trị khả năng của U>1 cao hơn W2- Nói cách khác quá trình tích hợp 
lan truyền tính dơn điệu. (cỗ)
6) Nếu các chuyên gia đều cho ý kiến thống nhất về khả nâng xảy ra một lớp
thế giới có thể, thì ý kiến tích hạp cũng phải cho ý kiến như vậy. (c6)
7) Ý kiến tích hợp từ  nhiều ý kiến phi mâu thuẫn về mật-cơ sờ tri thức (được 
đặc trưng bỏũ một phân bố chuẩn) nói chung cũng phải là ý kiến phi mâu thuẫn, 
tức phân bố tích hợp từ  các phân bố chuẩn nó ichung cũng là phân bố chuẩn. (c7)
3.2. M ô tắ  to án  hoc
Giả sử f2 là tập tấ t cả các lớp thế giới có thể được sinh ra từ  một tri thức 
nào đó, 7T X, 7T2,..., 7Tm, ... là các phân bố (khả năng hoặc xác suất) trên tập các 
lớp thế giới có thể này.
Một bộ hữu hạn các phần tử  có thể trùng nhau trong [0,1], nếu không quan
tâm dến thứ tự  các phần tử  của nó sẽ được gọi là một túi (hay bag [5]), ngược 
lại bộ dó sẽ được gọi là một túi có thứ tự. Ký hiệu [0, l]!0’1! là tập tấ t cả các túi.
Ánh xạ $ : [o, lỊÍ0’1! —>• [0,1] được gọi là một ánh xạ túi.
Ký hiệu 7T là phân bố tích hợp của m phân bố (khả năng hoặc xác suất) 
7TX, 7T25 •••) Tĩm nào dó. Nếu việc tích hợp của 7T thỏa mãn điều kiện (cl) thì với 
moi w G n , 7T(w) = ^w(7ri(w)) 7T2(^ )J à dây là hàm phu thuôc
vào u và bộ (7Ti(w)’, 7T2(w),7Tm(cj)). Lúc đó toán tử  $ xác định như sau: $  : 
[0,l]m -» [0,1] sao cho 7 T 2 9Tro(w)) = 7Tm(w))
sẽ dược gọi là toán tử  liên kết của quá trình tích hợp m phân bố này.
Như vậy điều kiên (cl) ờ trên đòi hỏi mỗi quá trỊnh tích hợp phải được liên 
kết với một toán tử  nào đó, hơn nữa để quá trình tích hợp này có thể tích hợp 
được một số không hạn chế các ý kiến chuyên gia và. các ý kiến này là bình dẳng 
nhau thì toán tử  tích hợp $ liên kết với quá trình này phải là một ánh xạ túi. 
Nói cách khác:
1) Quá trình tích họp thỏa điều kiện (cl) nếu nó dược liên kết với một toán 
tử nào đó.
2) Quá trình tích hợp thỏa điều kiện (c2), (c3) thì toán tử  liên kết với nó là 
một ánh xạ túi.
Giả sử $  là toán tử  liên kết đó.
•^ 3) $ là toán tử  tự  đồng nhất (hay self-indentity [5]) nếu với mọi túi A thì 
$(Ẩ © $(-4)) =  $(>!)) à dây nếu A, B là hai túi bất kỳ thì A © B là một túi gồm 
các phần tử  của cả A và B.
Quá trình tích hợp thỏa diều kiện (c4) nếu $ là toán tử  tự  đồng nhất. (c4)
4) $ được gọi là toán tử  dơn điệu [5, 9], nếu $(A) > $(B) khi A > B, ờ 
đây A > B có nghĩa A, B là hai túi bất kỳ có số phần tử  bằng nhau và nếu 
A = (ữi, a2,..., an), B = (òi, ò2, bn) sao cho ai > ũi+1, bị > bi+ 1  với mọi 
i  =  1, n — 1 thì a t- >  bị  vớ i mọi i  =  1 , n.
Quá trình tích hợp thỏa điều kiện (c5) nếu $ là toán tử  đơn điệu. (cỗ)
5) $ là toán tử  idempotent [4] tức là $(c, c , c )  =  c với mọi c G [0,1].
Quá trình tích hợp thỏa điều kiện (c6) nếu $ là toán tử  idempotent. (c6)
6) Quá trình tích hợp trên các phân bố liên kết với toán tử  $ sẽ thổa mãn
diều kiện (c7) nếu các phân bố 7Ĩ1, 7T2, 7 T m đều là các phân bố chuan, thì phân 
bố 7T xác định bổi 7ĩ(u;) = $ (tti(cj), 7T2(w), 7Tm(u>)) cũng là phân bố chuẩn.(c7)
Chú ý rằng nếu toán tử  $ thỏa các diều kiện (c2), (c3), (c4), (c5) thì dược 
gọi là toán tử  MICA tự dồng nhất (hay self - identity), môt vài tính chất của toán 
tử này dã được ch ra trong [5].
Khác với các toán tử  MICA tự  đồng nhất ở chỗ ta  đòi hỏi toán tử  này cần 
thỏa mãn các điều kiên (cl), (c6), (c7).
Các điều kiện tương tự  như (c2), (c3), (c5), (c6)là các điều kiện đã dược nêu 
trong [8, 9] cho quá trình tích hơp các ý kiến cá nhân theo các quan hệ ưu tiên 
nhị phân mờ của một tập các lựa chọn. Nếu xem mỗi ý kiến chuyên gia về cùng 
một cơ sor tri thức dược đặc trưng bởi một phân bố khả năng chuẩn, thì điều 
kiện (c7) là cần thiết cho quá trình tích hợp các ý kiến chuyên gia này.
Việc xây dựng các toán tử  tích hợp thỏa dầy đủ các đòi hỏi Ờ trên là không 
đơn giản, dưới dây sẽ dề nghị một số toán tử  cho các quá trình như vậy.
4. Toán tử  tích  hơ p  cứa các phân  bố
Dựa vào kết quả của phần 2, ta có thể nhận xét rằng phân bố cảm sinh 
bời đô đo tích hơp của các đô do khả năng (hoăc xác suất) thồa mãn hai điêu kiên 
Al, A2(c) sẽ thỏa mãn các điều kiện (cl), (cỗ), (c6), (c7) nhưng không thỏa jnãn 
các điều kiện (c2), (c3), và (c4), tức không thỏa mãn các diều kiện về miền tham 
khảo ý kiến không hạn chế, về tính giao hoán và tính tự  đồng nhất của toán tử 
tích hợp. Ngược lại nếu toán tử  tích hợp cứa các phân bố khả năng thỏa mãn các 
điều kiện (cl), (c5), (c6), (c7) thì nói chung dộ đo được sinh từ  phân bố tích hợp 
không thỏa mãn các diều kiện Ai, A2(c). Điều này nói rằng phép tích hợp trên 
các phân bố dù có thỏa mãn 7 diều kiện kể trên cũng khá khác phép tích hợp của 
các độ đo như đà biết. Tuy nhiên ta có.
M ênh  đe 4.1. Nếu toán tứ tích hơp cùa các phân bổ khả năng cùng sinh ra một 
quan hệ thứ tự tự nhiên thỏa mãn các điều kiên (cl), (c5), (c6), (c7) thế thì đô 
đo sình bài phân bố tích hợp này là độ đo tích hợp của các độ đo khả năng tương 
ứng được sình từ các phản bố khả nấng đã cho thỏa mãn các ãiều kiện Ai, Ả2(c).
Chứng minh. Giả sử các phân bố khả nâng 7Ti, 7T2,..., 7Tm cùng sinh ra một 
quan hệ thứ tự  tụ* nhiên, và 7T là phân bố khả năng tích hợp từ  m phân bố này 
thỏa mãn các diều kiện (cl), (c5), (c6), (c7). Do (c5) 7T sinh ra quan hệ thứ 
tự  tự  nhiên như m phân bố trên, và do (cl) ta có Vcj G fi, tồn tại hàm để 
7r(w) = CW(7Ti(w), 7T2(w),..., 7rm(w)).
Do (c7) nên 7T là phân bố chuẩn và giả sử n  là độ đo khả năng được sinh từ  
phân bố này.
Khi ấy với mỗi mệnh đề <p, giả sử 0J € fi, u =^,r <p thì ta cũng có u> \=Wk tp, 
k = 1 , m.
n (p ) =  7r(w) =  Cw(7Ti(w), 7r2(w),..., 7Tm(cơ)) = c u(ĩ[i(<p), n 2(p),..., n m(v3j)
=  (111(<£>), n 2(ip),..., n m(i£>)), trong đó III, n 2,..., n m là các độ đo khả nâng
tương ứng sinh bcri các phân bố trên, vậy n  thỏa mãn diều kiện Ai-
Với mọi c € [0 , 1], nếu r iX(v^ ) = IĨ2(9^ ) = • ■ ■ = n m(y?) = c. Giả sử u Ị=7r <p
thì ta cũng có w [=Wk <p (do (cỗ)) với mọi k =  1 , . . . ,  m  nên Iĩ\{u}) =  7T2(cj) =  •••
= 7Tm(w) = C. Theo (c6) c = Cu(iTi(u)t 7r2(w),..., 7Tm(w)) = c^(líi(¥?), n 2(<É>), 
n m(p)) = n(<£>). Nói cách khác n  thỏa mãn tiên dề As (c). í ill
Như vậy mệnh đề đã đươc chứng minh. □
Nhấn xét. Trong trường hơp xác suất, diêu khẳng đinh như mênh đề 4.1 nói,
chung không đúng.' <ỉ>
Mênh đề 4.2. Các toán tứ tích hợp:
$ i(a i, 02,..., an) = max(ai, 02,..., an) đối với các phản bố khả năng.
$ 2(0 1) Ö2) •••> ùn) = ¿ a< dối với các phân bố xác suất, thỏa mãn các
l < i < n
điều kiện từ (cl) đến (c7).
Chứng minh. Với toán tử việc kiểm tra nó thỏa mãn tấ t cả các điều kiện từ
cl đến c7 đơn giản nên ta bỏ qua không chứng minh ở đây.
Toán tử  $2  được xây dựng dựa trên toán tử  trung bình được giới thiệu bỏ-i 
R. R. Yager [15], ờ đây tác giả đã chứng minh rằng toán tử  này là MICA - tự  đồng 
nhất, các điều kiện còn lại dược kiểm tra dễ dàng.
Hai toán tử  $ 1, $2  là những toán tử  khá tầm thường sau đây chúng tôi sẽ 
giới thiệu một số toán tử  không tầm thường cho việc tích hợp các phân bố.
4.1. Toán tử  tô n  trọ n g  ý kiến số đông
Trước khi định nghĩa toán tử  này, ta giới thiệu trước một số khái niêm chuẩn
bị. Giả sử A là một túi bất kỳ, A = {a 1, ữ2,..., an), khi ấy tập này được phân
hoạch theo quan hệ bằng nhau thành túi con của nó là A1, A2 ,..., Ak, tức là
A/~ — {.Ai, Ảỵ) •• •) Ak} sao cho Ai > Aj với i < j, trong đó Ai > Aj có nghĩa là
card(.At) >  card(Ay) và trong trường hợp card(At) =  card(ylj) thì X  >  y  với mọi
X G Aị và y £ Aj. Khi đó A được gọi là môt túi k lớp.
Gọi Aj =  1 — -  Ỵ2 carđ(-Ay), với i =  1, n và qui ước card(y40) = 0. 
j<i
Đinh nghĩa 4.3. Toán tử  tôn trọng ý kiến số đông $ 3  được xác định như sau:
$ 3 (^ 4) =  max(min(at-, A/J), i = 1 , n và a, Ễ Ah (1 < h < *) • (5)
Nhận xét. Toán tử  $ 3  nhằm phục vụ cho quá trình tích hợp của các phân bố khả 
năng. Lúc đó quá trình tích hợp các phân bố khả náng liên kết với toán tử  $ 3  
là quá trình tích hợp quan tâm đến các ý kiến đươc nhiều chuyên gia đồng ý và 
được thực hiện trên mỗi lớp thế giới có thể.
Sau dây là sẽ khảo sát tính chất của toán tử  này.
Đinh nghĩa 4.4. Ta nói ánh xạ túi $ là toán tử  tự  dồng nhất yếu nếu nó là tự  
đồng nhất chỉ trêr các túi A thỏa mãn $(A) G A. • . <  ({!■ }r.'p ‘T- ỉ.)y,’ĩ>
$ được gọi là chuẩn yểu nếu phân bố tích hợp được sinh từ  quá trình tích 
hợp liên kết với toán tử  này của các phân bố chuẩn cùng sinh ra một quan hệ 
thứ tự  tự  nhiên là phân bố chuẩn.
M ênh  đề 4.5. $ 3  là toán tử tự ãồng nhất yếu.
Chứng minh. Giả sử A là một túi bất kỳ, sao cho $ 3 (Ẩ) € A, theo định nghĩa 4.3 
$ 3(>1) = max(min(a,-h, A/t)), aih 6 Ah (1 < h < k).
Giả sử h* (1 < h* < k) là số nguyên dương sao cho $ 3 (A) = min(aih, A/!*) = 
a t,,. G Ảh- •
Do Ah* < Ah với mọi h < h* nên:
ai,. < \h với moi h < h*, (6)
a t'h. >  X, X G Ah  với mọi h <  (7)
0-ih. ^  min(y, Xh) VƠI y £ Áfi va h > h . (8)
Vì $z{A) e A, nên [A © $ 3(A))/= = {B1, B2, Bk).
Đặt X  =  Ah- © {dih.)- Già sử ¿0 < h* là số nguyên dương sao cho Ai0 < X  
và Aj0_i > X  ta  F»ẽ có
{
Ar nếu r < ¿0 ,
Ah' © (atfc. ) nếu r = ¿0 , (9)
Ar— 1 nếu ỉ'o < r .
Đặt ti =  1 -----ịy  Y^ , card(z?j), với i = 1,.., k và qui ước card(ßo) = 0) ta
j<i
nhận dược:
+ Nếu h < i 0 thì th =  —ỉpy A h -I— +1 và bằng cách dựa vào (6), (9) suy ra 
với X €E Bh thì
T n 1
min{x,th) =  min (atfc) —- f -  xh +  = aik < $ 3 (A) .
v n + 1 n + 1'
+ Nếu h > h* thì th = —ỊY Xh nên với X e  Bh
min(z,ífc) = min (aih, — \ h) < min(aifc, Afc) < $ 3(>i) •
+  Nếu io < h < h* thì J
th = \ h H------ khi card^fc.) + 1 = card(At0),n +  1 n + 1
th =  —— Ah khi card(^4/l*) + 1 > card(,4¿0).n + 1
Dưa vào (6), (7), (9), (12) suy ra với X £ Bh, min(x, ífc) < at; . =  $3 (A).
Do dó $ 3(y l© $ 3 (A)) =  max(min(x,ífc)) (với l < l i < f c v à x G  Bh) < $ 3 (A).
Khi X e Bio, theo (6), m in(x,ít0) = min(at)i. , At0) = aih. = $ 3 (^ 4), cho nên 
$ 3(A @ $3(A)) > $s(A).
(10)
(11)
(12)
Vậy $3{A ® $ sU ))  = $3{A). □
Mênh đề 4.6. $ 3  là toán tử chuẩn yếu.
Chứng minh. Giả sử 7Tị, 7 T 2 ,7rm là các phân bố khả năng chuẩn cùng sinh ra 
một quan hệ thử  tự  tự  nhiên thì tồn tại ít nhất một thế giới U) 6  n  để 7T1 (cư) =  
7T2(w) =  ••• =  7Tm(w) = 1. Do đó 7r(w) =  $ 3(fli(w), ír2(w),.„, 7Tm(w)) =  1, tức 7r 
là phân bố chuan.J. □
Nhận xét. Điều kiện các phân bố 7Ĩ1, TĨ2 ,--Ì Km cùng sinh một quan hệ thứ  tự  
tự nhiên là quá chặt, thực ra bằng cách lý luận tương tự  như trên, ta  sẽ có 
7r(w) = $ 3(^1 (w), 7T2(cư), 7Tm(u;)) là phân bố chuẩn nêú tồn tại một thế giới có 
thể để tại thế giới dó số các phân bố cho giá trị là 1 là nhiều hơn số các phân bố 
cho cùng một giá trị nào đó tại thế giới này.
M ênh đề 4.7. $ 3  là toán tứ đơn điệu với các túi gồm hai loại phần tứ khác 
nhau.
C h ứ n g  m i n h .  G iả  s ử  A ,  B  là  h a i tú i b ấ t  k ỳ  g ồ m  n p h ầ n  t ử , Ả  <  B ,  v à  
A — Al © Ải = {a... a) © (6. . .  Ỏ), a > b,
B = Bi © z?2 =  (01 •.. ai) © (ai . . .  ai), ai > bị.
1) Nếu c a rd a l)  < card(¿?i) thế thì từ  Ả > B suy ra 6 > 0 1 .
Ta biết $ 3 (Ấ) = max ịa,min (6,1 — -card(.Ai))j =  a > ai nếu card(Ai) <
n — card(>Ì2), và  $ 3 (^ 4) =  m ax ^a, min (a, - c a r d ( A i ) )^  > b >  a 1 nếu ngược lại.
Một cách tưcmg tự  ta  có $ 3 (B) < ai.
Vậy *a(A) > * 3(£).
2) Nếu card(-Ái) = card(£?i), ta có a > a i, 6 > 61.
+ Khi c a rd a l)  > n — card(yl2)
$ 3 (^ 4) = max ^a,min (ò, 1 — ^card(yli))^ > max ịai, min (61,1 — -card(A i))^
= *3(B)
+ Khi card(>li) < n — card(yÌ2)
$ 3 (.A) =  max ịb, min (a, -card(A i))^ > max ịỳi, min ( a j , ¿card(i4i))) =  $s{B)
3) Nếu card(yli) > card(Bi) xây dựng c  = Cị © c 2 = {a . . .  à) © (6 . . .  6) sao 
cho card(Ci) =  card(i?i). Theo phần 2) ờ trên ta có $ 3 (c) > $3(5), ta sẽ chứng 
minh rằng $ 3 (^ 4) > $ 3 (C).
Thật vậy, xét các trường họrp sau:
a) Nếu card(C ) > n — card(Ci) thì $ 3 (^ 4) = max ịa, min (6, 1 -  ịca rd (A !)))
— a = max ^o,min (ỏ, 1 — -card(C i))^ = $ 3 (ơ).
b) Nếu carc^ơi) < n — card(Ci) và card(-Ai) > n — carc^Ax) thì
$ 3 (A) =  max ^a, min (ò, 1 — -card(-Ai))^ = a > max ^6,min (a, ^card(C i))^ = 
$ 3  (C).
c) Nếu card(Ci) < n — card(Ci) và card(yli) < n — card(-Ai) thì 
$ 3 (^1) =  max ^ò,min (a, -card(Ax))^ > max ^6,min (a, -card(C i))^
(do card(A1) > card(Ci)) = $ 3(c).
Mệnh đề được chứng minh. □
4.2 . Toán tử  loai trừ  sư  khác biết
Giả sử  bag A  b iểu  diễn dưới dạng A =  (d l ,  Û2, . . . ,  a n) sao cho ö l  >  Ü2 >
Ỹ : [0,1]10,11 [0,1] [0’1]
Al — ^(.A) = (ai + an), - ( a 2 + an_ i ) , -(a¿ +  an_j+1) (13)
với i =  1 , n div 2) + 1.
Ký hiệu -Aj+I =  ^(A i), i > 1, khi dó tồn tại số nguyên dương N để Ajsỉ là 
túi gồm đúng một phần tử.
Đ in h  n g h ĩa  4 .8 .  Toán tử  loại trừ sự khác biêt $ 4  xác dinh như sau $ 4 (^ 4) = A n -
Nhận xét. Toán tử  $4 phục vụ cho quá trình tích hợp trên các phân bố khả năng, 
quá trình tích hợp liên kết với toán tử  này sẽ dung hòa các ý kiến trái ngược 
nhau trên mỗi lớp thế giớigpó thể.
M ênh  đề 4.9. $4  là toán tứ các điều kiện từ (cl) đến (c7) trừ điều kiện tự đồng 
nhất (cị).
Chứng minh. Việc chứng minh $4  thỏa mãn các diều kiện từ  (cl) đến (c7) trừ  
(c4) là dễ dàng bằng việc kiểm tra trực tiếp, nên bỏ qua không chứng minh ờ đây.
Ta xét ví dụ túi A = (0 ,9 ,0 ,8 ,0 ,5 ,0,4,0,1) khi đó $ 4(4 ) =  0,525.
A ® $ 4(A) = (0,9,0,80,525,0,5,0,4,0,1) và $ 4(A © $ 4(4 )) =  0,5253125. 
Vậy toán tử  này không thỏa điều kiện (c4). □
4.3 . Toán tử  tích họp  tôn  trong th ử  tư
4.3.1. Vói cắc phản bố khả nâng
G iả  s ử  h i ( x ) ,  / i 2 ( x ) , . . . ,  h m ( x )  là  d ã y  h à m  đ ơ n  d iệ u  k h ô n g  g iả m  tr ê n  [0 ,1 ]  
thỏa mãn các tính chất sau:
a) hị{0) =  0 với mọi i,
b) Tồn tại số nguyên dương No sao cho với mọi m > N0 luôn tồn tại i,
1 < ỉ' < m và ^t(l) =  1-
c) hi(x) < X.
M ênh dề 4.10. Giả sử A — (ai, a 2 , a m) là môt túi có thứ tư bất kỳ, toán tử 
$5 được xác định như sau
$5(-4) =  m a x (/ii(a i) , h2{a2) , h m (am)) (14)
khi đó quá trình tích, hợp trên các phân bố khả năng liên kết với toán tử này thỏa
mãn điều kiện (cl) đến (c7) trừ điều kiện (cS) nếu phân bố nhận được là kết quả
tích hợp của khôgn ít hơn No phân bố.
-Ịk
Chứng minh. Ký hiệu 7r(w) =  $5(7Ti(w), 7r2(w),..., 7rm(w)) là phân bố khả năng 
tích hợp từ  m phân bố khả năng 7Tj, 7 Ĩ 2 , 7Tm.
Dựa vào (14) và các điều kiện đòi hỏi a), b) của các hàm hi(x) có thể suy ra 
rằng thậm chí đô do của chúng thỏa các điều kiện Ai, Ả2(c), vì thế quá trình tích 
hợp thỏa các diều kiện (cl), (c2), (c6) là hiển nhiên.
Điều kiện b) về các hàm hi cho phép $5  thỏa mãn diều kiện (c7).
Theo mệnh đề 2.3, $ 5  thỏa mãn điều kiện (c5) về tính đơn điệu. Ta chỉ còn chứng 
minh cho điều kiện (c4) về tính tự đồng nhất của nó.
T h ậ t vậy vớ i tú i có th ứ  tự  Ả  — ( a i ,  ữ2 , a m ) b ất k ỳ , ta  có  
$ 5(A 0  $ 5(>1)) = max (/ii(ai), h2{a2) , h m(am), hm+i($5(A)))
<  m ax ( / i i ( a i) ,  /1 2 (0 2 ) 5  ” 'J ^5(-Á)) =  $ 5 (^ 4 ) do điều kiện c) về các hàm
hi{x).
Mặt khác max (M ax), h2{a2),..., hm{am), /im+i($ s (A))) > m a x ( / i i ( a i ) , hm(am)). 
Điều này chứng tỏ © $s(yl)) = $s(A). □
Một ví dụ về hàm hị(x) là hị[x) = min(x, A¿), sao cho 0 < Aj < 1, max(A¿) =  1 
với 1 <  i  <  N o ,  ồ  đây N q  là  m ột số  nguyên  dư ơng nào đó.
D ễ d àn g k iểm  tra rằng dãy hàm  này th ỏ a  m ãn đ iều  kiên a, b , c kể trên  .
4.3.2. Với các phẫn bố xác suất
G iả sử  f ( x )  là  m ột hàm  không tăn g trên ( 0 ,+ o o )  th ồ a  các đ iều  kiện:
d) /(1) > 0,
e) f{x) e  [0,1] vói mọi X.
M ênh dề 4 .1 1 . Giả sử A  — (ai, a2,..., am) là một túi bất kỳ có thứ tự, toán tứ 
$6 được xác định %hư sau:
$e(A) = ỹ2~ jự j  Ẹ  Ot/(*■)• (15)
, - . - 1 < í < Í711 <  i  <  m  — —
Ả:/ii đó guá írìn/i tích hợp trên các phân bố xác suất liên kết với $6 thỏa các điều 
kiện từ (cl) đến (c7) trừ điều kiện (cS) ve. tính giao hoán.
Chứng minh. Điều kiện về miền xác định không bị hạn chế (c2), đơn điệu (c5), idem-
p o ten t (c6) củ a  to á n  từ  $ 6  là  rõ ràng.
T oán tử  này là  đồng n h ất vì vớ i m ọi tú i có th ứ  tự  A  — ( a i ,  a 2 , a m ) ta  có
=
= Ẹ_x /(■•) J ^ ma i m  + ĩ l  M  /(m  +1} Ẽ ^ T Ĩ Õ  £  /( i)4 ^  • V-  ị -ị l  ^  t  T Ỵ \ - > ■ > _____. _ - > * V "  1  í  \  TYX
l < i < m - Ị - l  l < i < m + l  1 <  i  <  m  — —
= { y- 1 Y ,  a‘ / w } ----ỹ ỉ---- r ị  / ( 0  + /(™ +  l)}  =  *e(A). '
, 1 <t'<m -.t " 1 1 <t<m1 < t< m — — l<i<m+l — —
Đ iều  kiện p o in tw ise  củ a  quá trình  tích  h ợ p  ( c l)  đ ư ọc th ể  hiện- là  khi ấy phân  bố
xác suất tích hợp từ cácphân bố p 1, p 2 , pm được xác định như sau:
p(ư) =  $ 6(pi(cj), p2(u>),..., Pm(u)) =  1 —  ^ 2  /ơ)Pt(w).
1 <i<m 1 < i < m — —
Ta sẽ chử ng m in h  rằn g  p  là  phân  bố chuẩn n ếu  các phân bố xác su ấ t Pi ,  i  =  1 , ra  
cũng là phân bố chuẩn (c7). »
J2 p(ư ) =  J 2 - y 1 f i i ]  E  / (* ')P íH =  E  - - y - ĩ ị -V/ ( 0
cưGQ oE O  i x - v í« «  1 < i < m  l < i < m  '  tư£f21 < X < m — — — — 1 < t < m
§ m^ 7 w /(i) = 1-- — 1< t< m1 <  j  <  
V ậy m ện h  đề đ ư ợ c chứ ng m inh. □
5. M Ô T  V À I K É T  L U Â N
V ấ n  đề tích  h ợ p  là m ôt vấ n  đề quan trọng trong các quá trình  ra q u y ết đ ịnh  đa tiêu  
ch u ẩn , tron g  các đ iều  tra  xã  hội, lựa chọn và  x ừ  lý thông tin  th eo  các n h óm ... Trong  
bài báo  này ch ú n g tô i giải q u yết m ột phần vấn  đề tích  hơp các phân  bố (khả n ăn g , xác
suất) đối vói các cơ sỏ- tri thức tương ứng sao cho quá trình tích hợp này là quá trình 
thu nhận và  x ừ  lý  tri thứ c.
Vấn đề đặt ra này là rất khác với vấn đề tích họp do R. R. Yager [5], hoặc V. Cutello 
và J. M ontero, [8, 9], đ ề x u ấ t. Trong [5] R . R. Y ageríđã chỉ ra rằn g  đòi hồi to á n  từ  tích  
hợp cho v ấ n  đề đặt ra là toán  tử  M IC A  vớ i phần tử  đồng n h ất cố  đ ịn h , còn  q uá trình  
tích hợp các phân bố đòi hỏi toán tử thích hợp liên kết vói quá trình này phải là MICA 
tự đồng n h ấ t. Tuy rứiiên ta  th ấ y  các quá trình  này đòi hồi n h ĩều  đ iều  k iện  g iốn g  nh au .
Trong bài báo này cũng dã đề nghị m ột số đ iều  kiện cần th iế t  đ ể quá tr ìn h  tích  h ơ p  
các phân b ố  là  m ột q u á  trình  thu nhận v à  x ử  lý tri th ứ c , đồng th ờ i bài báo  đã g iớ i th iệu  
một số  lớ p  to á n  từ  tích  hợp  th eo  các ch iến  lược khác nhau. V iệc ngh iên  cứ u  đ ể  xây  
dựng các to á n  tử  tích  h ọ p  th ỏ a  các đ iều  kiên đã nêu cần  đ ư ạ c  tiếp  tục.
Trong ngh iên  cứ u  tư ơ n g  lai chúng tô i tập  trung vào vấ n  đề tích  hợp  các ý k iến  cá  
nhân khác n h au  không phải là  chuyên gia về cùng m ột^cơ sỏ- tri th ứ c . Lúc đó vấn  đề 
tích hợp  phân  bâc th eo  nhóm  là rất cần th iế t. X a h on  chúng tô i d ự  đ ịn h  nghiên  cứu  
vấn đề tích hợp các phân bố khi các ý kiến đánh giá không phải là số mà là ngôn ngữ 
được sắp  tu y ế n  tín h .
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