Connectivity in the potential energy landscape of a binary Lennard-Jones system can be characterized at the level of cage-breaking. We calculate the number of cage-breaking routes from a given local minimum and determine the branching probabilities at different temperatures, along with correlation factors that represent the repeated reversals of cage-breaking events. The number of reversals increases at lower temperatures and for more fragile systems, while the number of accessible connections decreases. We therefore associate changes in connectivity with super-Arrhenius behavior. Reversals in minimum-to-minimum transitions are common, but often correspond to "non-cage-breaking" processes. We demonstrate that the average waiting time within a minimum shows simple exponential behavior with decreasing temperature. To describe the long-term behavior of the system, we consider reversals and connectivity in terms of the "cage-breaking" processes that are pertinent to diffusion ͓V. K. de Souza and D. J. Wales, J. Chem. Phys. 129, 164507 ͑2008͔͒. These cage-breaking events can be modeled by a correlated random walk. Thus, a full correlation factor can be calculated using short simulations that extend up to two cage-breaking events.
I. INTRODUCTION
In simulations of supercooled liquids and glasses, complications arise when trying to obtain well-defined averages that correspond to ergodic sampling. 1, 2 As the temperature is lowered, longer simulation times are required to achieve ergodicity, and it is difficult to access the time scales required at temperatures close to the experimental glass transition. 3 It is therefore desirable to find a method of calculating dynamical properties without requiring an ergodic trajectory. Such an approach would be particularly fruitful if it provided insight into the mechanisms of relaxation. In this paper, we are concerned specifically with the atomic rearrangements that result in diffusion.
In some supercooled liquids, the temperature dependence of transport or rate processes is stronger than would result from an Arrhenius law, and this phenomenon is known as super-Arrhenius behavior. Supercooled liquids can be classified as "strong" or "fragile" by their degree of superArrhenius behavior. 4 A successful description of diffusion should be able to account for these differences between strong and fragile systems.
A. Potential energy landscapes
Goldstein noted that the properties of a glass are ultimately derived from the underlying potential energy surface ͑PES͒ or potential energy landscape ͑PEL͒. 5 There has been considerable research into the energy landscapes of glassy systems and this viewpoint is now well established. [6] [7] [8] A local minimum on the PES is a point where the gradient of the potential energy vanishes, and any small change in the internal coordinates results in an increase in energy. The relative potential energies of the local minima on the PES and the volumes of configuration space associated with them determine the equilibrium thermodynamic properties of the system. 6 For a description of dynamical behavior, we also need information about the connections between different minima via transition states, 9 as well as the corresponding steepest-descent pathways, which define the lowest-energy pathway between two connected minima. 6 For bulk systems modeled by periodically repeated supercells, hybrid eigenvector-following techniques [10] [11] [12] can be employed to locate transition states efficiently, and the corresponding pathways have been described for silicon modeled by the Stillinger-Weber potential, and for onecomponent and binary Lennard-Jones ͑BLJ͒ systems. 13, 14 For each system a wide range of barriers was found, from high values, corresponding to several pair well depths, to processes with very small activation energies. A previous study of the BLJ mixture considered here showed that the influence of potential energy barriers on dynamics becomes more apparent as the temperature is lowered. 15 At high temperature, there is little variation in the corresponding probability distribution of the local minima sampled, as expected from the potential energy distribution of the local minima. 16 However, at lower temperature, when relaxation becomes nonexponential for fragile glass formers, the average potential energy of the minima sampled in equilibrium starts to fall. With further cooling, a low temperature plateau occurs, which was described as the "landscapedominated regime."
B. Cage-breaking
The mean square displacement of a typical supercooled liquid, when viewed on a logarithmic plot, displays the progressive development of a "plateau" region as temperature decreases. This plateau is generally associated with the trapping of a particle within a cage of neighboring particles. 17 Long-term diffusion requires successive escapes from these nearest-neighbor cages.
A cage correlation function, [18] [19] [20] which examines changes in nearest neighbors, has been introduced to develop a link between cages and long-time behavior. The function decays as each particle's surroundings change, and the decay can be examined to obtain estimates of the residence times within different local minima ͑inherent structures 21, 22 ͒ on the PES. Using this function, it is possible to reproduce the characteristic stretched relaxation of fragile glass formers. 19, 23 A number of direct studies of the caging process in supercooled liquids have provided information on cage structure and relaxation properties, 24, 25 and on the ratio of "reversible" to "irreversible" processes. [26] [27] [28] The idea of cagebreaking also plays a role in mode-coupling theory 29, 30 and is directly applicable in energy landscape studies. 6 It is possible to resolve the wide range of barriers found in the energy landscape in terms of two distinct classes of rearrangements. Low-barrier rearrangements can usually be described in terms of a redistribution of free volume, where all nearest neighbors remain the same and nearest-neighbor cages are preserved. The high-barrier mechanisms invariably include cage-breaking, where one or more atoms change their nearest-neighbor coordination shell, and therefore would be expected to contribute directly to diffusion. Although cagepreserving mechanisms do not result in diffusion directly, they may be required as intervening events between arrangements where nearest neighbors actually change. If the effective barriers measured from experiment or simulation reflect a sequence of elementary, correlated arrangements, they cannot be compared directly with barrier distributions. 15 In a previous paper, 31 we have described a method for defining a cage-break using a geometrical analysis of nearest neighbors. We found that this definition of a cage-break was robust with respect to changes in the criteria developed. 31 Using this method, we showed that an examination of cagebreaking processes is sufficient to describe long-term diffusion and that directional correlation occurs between cagebreaks in terms of direct return events. However, this analysis started from locally ergodic molecular dynamics ͑MD͒ trajectories where the diffusion constant was already known. The present work expands on our previous study to calculate diffusion constants directly from stationary points of the PES and explore the underlying cause of the direct return events, which appears to play a key role in determining fragility.
C. Connectivity in the landscape
A direct link between the landscape and super-Arrhenius behavior may arise due to changes in connectivity of the potential energy minima. If the connectivity decreases at low temperature, as expected, 32, 33, 41 then the lack of alternative routes would result in an increased number of reversals and a larger entropic barrier to diffusion. The direct return events found for cage-breaking provide support for the suggestion that reduced connectivity is responsible for negative correlation and hence super-Arrhenius behavior in fragile systems. Previous efforts have been made to produce a quantitative calculation of the diffusion coefficient from landscape properties using instantaneous normal mode theory. 34 Diagonalization of the Hessian matrix permits analysis of the local curvature in the PES sampled by the liquid. In this approach, negative eigenvalues, or a subset of the directions corresponding to the negative eigenvalues, are usually assumed to correspond to processes contributing to long-term diffusion, and the number of "diffusive directions" can be calculated. The number of diffusive directions [35] [36] [37] [38] was found to be proportional to the diffusion constant, to decrease with temperature, and appeared to vanish at the mode-coupling critical temperature, T c . However, we caution against associating the index of a saddle ͑i.e., the number of negative eigenvalues͒ with the number of diffusive directions, 39 as rearrangements can be both diffusive and nondiffusive. 14, 31 Diagnosing the character of each direction associated with a negative eigenvalue requires the calculation of steepest-descent paths connecting the relevant stationary points. 39 An alternative approach is to define superstructures in the PEL by grouping minima. The large number of rearrangements found with low barriers 14 and the presence of significant numbers of reversals in transitions between local minima demonstrate the existence of groups of minima within which transitions are facile. These reversals have been detected as negative correlations between transition directions and found in several different studies of Lennard-Jones 40 and BLJ systems. [41] [42] [43] [44] Stillinger hypothesized that super-Arrhenius behavior occurs due to a PEL in which the minima are arranged into "craters" 45 or "metabasins." 46 As the temperature decreases, the system would spend more time near the bottom of these metabasins. However, this arrangement does not seem to be sufficient to provide a temperature-dependent barrier. 47 Doliwa and Heuer 42, 48 highlighted the strong backward correlations found in minimum-to-minimum transitions to define superstructures on the landscape. When such transitions are grouped together, hopping between the groups, or metabasins, is close to a random walk. In a trajectory, these metabasins can be defined using an algorithm that considers revisits to minima previously visited in the course of the trajectory. 42, 49 Alternatively, using a systematic examination of one metabasin, escape is diagnosed if, from a particular minimum, the probability of returning to the bottom of the metabasin, p back , is less than 0.5.
Several previous studies 42, 48, 50 have identified disjoint sets of minima, which can interconvert without encountering a cage-breaking rearrangement corresponding to a higher barrier. Such sets of non-cage-breaking rearrangements could form the basis for superstructures in the landscape. However, cage-breaking events themselves are often reversed, and diffusion can be reduced to a correlated random walk ͑CRW͒ ͑see Sec. I D͒ of cage-breaking events. Hence, it may be useful to associate productive cage-breaks, 31 i.e., cage-breaks that are not later reversed, with transitions between superstructures. In the rest of this work we will consider such superstructures as our working definition of metabasins. However, in attempting to link connectivity and superArrhenius behavior, this coarse graining does remove some pertinent information. We do not wish to study all possible transitions between minima, but we do wish to study all those transitions that contribute to diffusion and the resulting value of the diffusion constant. To this end, being able to define a diffusive or cage-breaking process allows us to focus on such transitions.
D. Correlated random walks
Directional memory is retained in a CRW, 51 and such walks have been used to model diverse problems, such as tracer diffusion in lattice systems, the structure of polymer chains, and animal motion. 52 The correlation between steps requires an analysis that is strongly reminiscent of the methods we have previously employed, first for analyzing mean square displacements over a series of different time windows, 44, 53 and then to examine correlations between cage-breaking events. 31 Similarly, we decompose the total mean square displacement into a sum over the square displacements in individual steps and a term involving the correlations between steps. For the random walk, we consider M steps of equal length L and extract a correction term as in our previous analyses,
In the CRW model, the final term in Eq. ͑1͒, which corrects the mean square displacement, is known as the correlation factor, f. The value of ͗cos k,k+j ͘ does not depend on k, so it can be replaced by cos j , and the expression becomes
If M is large, M − j Ϸ M, and the correlation factor reduces to
The error introduced here for large j is mitigated by noting that the magnitude of ͗cos j ͘ must decay quickly with j ͑e.g., in an exponential manner͒ to ensure that long-term diffusive behavior occurs.
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The relationship between ͗cos 1 ͘ and ͗cos 2 ͘ can be found by construction of a spherical triangle, as shown in 
The second term in this expression may vanish due to symmetry. For the lattice tracer diffusion example the requirement is at least two-or threefold axial symmetry around the vector for each step. If their probabilities are equal, the cos C and cos͑180°−C͒ terms cancel. However, if we consider polymer structure, the requirement is merely free movement around the relevant bond. This situation closely resembles the present scenario, as our analysis suggests that correlation does not extend beyond neighboring "steps" in the same manner. If we consider the situation on average in our system, there should be no bias for any particular direction of the angle C, and we will assume that the system is on average axially symmetric. The general result, ͗cos j ͘ = ͗cos 1 ͘ j follows on further iteration, allowing the sign of ͗cos j ͘ to change in an oscillatory manner. The correction factor is now a geometric progression and can be expressed in closed form,
When we originally analyzed the mean square displacement using time windows, 53 we constructed the long-term behavior using uncorrelated and correction terms. However, the lack of a visible exponential decay in the correlation terms ͑we saw only correlations between adjacent steps͒ stemmed from considering "time window steps." 44 These time window steps needed to be replaced by the underlying correlated "diffusive steps" to uncover the full CRW behavior. To this end, cage-breaks within the PEL have been investigated. 31 These cage-breaking steps do indeed show the expected exponential decay in the correlation terms.
E. The number of connections
The above comparison with a CRW enables us to calculate the variation in the number of connections that would be required to produce super-Arrhenius behavior if changing connectivity were the sole cause. We have previously fitted diffusion constants for the BLJ system using a functional form that consists of an Arrhenius component and a non-Arrhenius correction, 44 ln
The precise form of the correction term is not important, as long as it accurately describes the deviation of the low temperature results from the high temperature Arrhenius form.
If there are N connections into and out of a minimum, and all have equal probabilities, the probability of exiting by the entrance route is 1 / N. These reversal routes give a contribution to ͗cos 1 ͘ of −1 / N. If no correlation results when entering and exiting by different routes then ͗cos 1 ͘ =−1/ N, and
͑6͒
Using our fitted values 44 for n and m, we can now determine N͑T͒, using the following expression: Figure 2 shows the resulting behavior of N͑T͒ for a 256-atom BLJ mixture of 204 type A and 52 type B particles ͑BLJ 256 ͒ at number densities of 1.3, 1.2, and 1.1, shown left to right. For each density, the number of connections decays asymptotically to unity with 1 / T. This result provides further support for the present analysis, as the average number of connections cannot fall below one. For BLJ 256 at a number density of 1.3, the number of connections required to fit the deviation from Arrhenius behavior in this scheme falls below two at 1 / T Ϸ 1.2. A continuous scale with an average number of connections between one and two is required over a large temperature range. It is possible that such values could occur on average, but it seems unlikely that the number of connections could fall so low. However, if we take into account different branching probabilities, instead of assuming they are all the same, it is reasonable that one route could be much more probable than the others, leading to an "effective connectivity" of unity.
F. Methods
Here we study the PEL of a 60-atom BLJ mixture of 48 type A and 12 type B particles ͑BLJ 60 ͒ at number densities of 1.1 and 1.3 in reduced units of AA −3 ͑used throughout͒, with periodic boundary conditions. Full details of the system studied are given in Ref. 44 . Increasing the number density of 60-, 256-, and 320-atom BLJ systems has been found to result in increased fragility, 2, 44, 54 and this tunable characteristic makes BLJ attractive for studying the underlying causes of fragility.
It is desirable to consider a small supercell, particularly when examining the PEL, as there is an exponential increase in the number of minima on the PES with the number of atoms. 55, 56 Large systems can be decomposed into weakly interacting subsystems, which can mask information when considering properties of the PEL. 40, 49 Finite-size effects have been investigated for BLJ systems of between 20 and 1000 atoms. It was found that a system containing 130 atoms behaved very much like two noninteracting systems of half the size. 43 To avoid finite-size effects, the system must not be too small, and 60 atoms was found to be a good compromise. 49 However, it has been suggested that the 60-atom system has a stronger tendency to be trapped in crystalline configurations than a larger system of 65 atoms. 42 In Sec. II A, we study the average waiting time within minima for both densities of BLJ 60 over a range of temperatures. We obtained the samples of potential energy minima by quenching at each step of an ergodic MD simulation. 31 The energy fluctuation metric method was used to determine a locally ergodic time interval 2 and configurations were quenched to local minima using the L-BFGS method. [57] [58] [59] [60] [61] [62] In Sec. II B we analyze connected pathways of minima and transition states. These pathways were found by connecting successive minima in the trajectory using the doubly-nudged 63 elastic band 64 approach for double-ended searches to locate transition state candidates. These candidates were subsequently refined using hybrid eigenvector-following. 11, 12 This approach, implemented in the OPTIM program, 65 finds a pathway between two successive minima in the quenched trajectory, which can involve a single transition state or a series of transition states and intervening minima.
In Secs. II C and II D we aim to obtain information by directly sampling a small number of minima rather than starting from an ergodic trajectory. 66 For this analysis the MD time step was reduced to 0.001, and configurations were saved and subsequently minimized every five time steps, giving the same quenching frequency as in the previous sections and previous work. 
II. RESULTS

A. Minimum-to-minimum transition rates
An investigation of the minima obtained by quenching to the PES at each step of an ergodic trajectory tells us the average waiting time, t min , within a minimum before a transition takes place ͑i.e., the simulation time until the minimization leads to a different minimum͒. A limit to the accuracy of these waiting times results from the discrete nature of the trajectory. Figure 3 shows −ln͗t min ͘ against 1 / T for BLJ 60 at the high and low densities of 1.3 and 1.1, where ͗¯͘ denotes an average over all the minima and t min is the time spent in a particular minimum. At both densities the data follow a straight line, showing that the waiting time increases exponentially with decreasing T. The average waiting time within a minimum is a measure of the dynamical time scales present in the system, and hence the rate of processes such as diffusion. For diffusion, we find the gradient giving the rate of change of ln D with 1 / T at the lower density to be smaller. This pattern is also found for the waiting times in Fig. 3 . Furthermore, the gradients can be compared quantitatively. In the fitting expression for diffusion introduced in Ref. 44 , D = D 0 exp͓−c / T͔exp͓−͑m / T͒ n ͔, the logarithm of the diffusion constant is modeled by a straight line and a correlation factor. If we compare the straight line components of fits to diffusion coefficients with linear regression fits for the waiting times, we find clear agreement in the fitted gradients, as shown in Table I. The Table also includes data for the larger 256-atom system at a density of 1.3, for which there is also remarkably good agreement.
The strength of the above agreement suggests that this result is not a coincidence. At low temperature it is safe to assume that quenching at every step of an MD trajectory ͑using a time step of 0.005͒ uncovers all the minima visited. Single transition states, which connect adjacent minima, are easily found when searching for connecting pathways. However, at high temperature, due to the shorter time scales for transitions, we would expect that intervening minima could be missed, but the number of missing minima may be relatively small. An alternative viewpoint is to consider quenching at every step as akin to looking at short-time diffusion constants at a particular value of ͑see Refs. 44 and 53͒, which reveal Arrhenius behavior. Whatever the cause, this agreement provides further support for our interpretation of diffusion, as it appears that the straight line component is in fact the intrinsic "dynamical rate" of the system, which follows an Arrhenius law.
The intercepts resulting from linear regression fits to the waiting times at the two different densities of the BLJ 60 
where is the geometric mean vibrational frequency, V is the potential energy, is the symmetry factor ͑ = 1 for this system͒, and is the number of vibrational degrees of freedom ͑3N − 3 for a system modeled by a supercell containing N atoms with periodic boundary conditions.͒ The relevant prefactor from this expression is a / †͑−1͒ . Figure 4 shows the logarithm of the product of positive Hessian eigenvalues for the minima, ln͑2 a ͒ 2 , and transition states, ln͑2 † ͒ 2͑−1͒ , found for the two different densities of BLJ 60 at a range of different temperatures. There is a clear difference between the values found for the two different densities. However, the TST prefactor shown in Fig. 5 depends on the difference between the two values and shows a very similar distribution for both densities, consistent with the observation of a common intercept. It is important to realize that rate constants such as these are intensive properties of the system. The barriers V † − V a are also expected to scale intensively, even though the individual V † and V a are extensive.
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B. Disconnectivity graphs
The exponential behavior of the waiting time for minimum-to-minimum transitions is in direct contrast to the fragile behavior of the system manifested in the temperature dependence of the diffusion constant. However, we have not yet considered the effect of revisits to previous minima in this analysis. High transition rates are not sufficient for diffusion if the transitions return the system to its original configuration. The effect of these revisits is evident in Fig. 6 . Disconnectivity graphs 6, 67, 68 are a useful tool for visualizing the PEL and we construct them from a database of local minima and the transition states that mediate rearrangement FIG. 3 . ͑Color online͒ The negative logarithm of the average waiting time for minimum-to-minimum transitions is plotted against 1 / T for the BLJ 60 system at number densities of 1.1 ͑right, squares͒ and 1.3 ͑left, circles͒. Linear regression fits are also shown. pathways between them. 6, [67] [68] [69] [70] The appearance of the graphs obtained for BLJ 60 is qualitatively the same at different temperatures within the supercooled regime, as shown in Fig. 6 , and also for number densities covering a range of fragilities. All of these graphs have a highly frustrated appearance, with a large number of low-lying disordered minima of similar energy, separated by relatively high barriers. The similarities between the different graphs suggest that the difference between strong and fragile systems requires a more subtle characterization of the PES. These graphs show only the first 20 000 minima visited in each trajectory, to provide a direct comparison, but different lengths of MD simulation time are required to visit these 20 000 minima, as discussed in Sec. I A. It is also apparent that the first 20 000 minima visited are not necessarily all unique, because the system can return to a previously visited minimum. Duplicates are not removed when producing the list of 20 000 minima but are not repeated in disconnectivity graphs. At the lower temperatures this duplication results in a much sparser tree.
Thus far, we have considered all transitions between minima. The description of diffusion by cage-breaking processes described in previous work 31 shows that it is sufficient to examine atoms undergoing cage-breaks and ignore any non-cage-breaking transitions. It was also shown that superArrhenius behavior may result from varying proportions of reversed cage-breaks. However, a quantitative description of the landscape and of the changes that cause differences in the numbers of reversed cage-breaks, and hence fragility, is still lacking. One of the strongest candidates for a direct link between the landscape and super-Arrhenius behavior is a change in connectivity of the potential energy minima. If the effective connectivity decreases at low temperature as expected, 32, 33, 41 the lack of alternative routes would result in an increased number of reversals and hence cause superArrhenius behavior.
C. Calculating connectivity
In the present work we have analyzed the connectivity for samples of minima using cage-breaking and hence diffusive processes. Our examination included minima sampled at different temperatures and at number densities of 1.1 and 1.3 for 60-atom BLJ mixtures ͑BLJ 60 ͒. We started from the quenched configurations of locally ergodic trajectories considered in previous work. 31 These minima were weighted according to the number of times they were visited during the trajectory and then 100 minima were chosen randomly. From these starting minima, 1000 microcanonical MD simulations were run and the quenched trajectories were examined using the cage-breaking criteria described in Ref. 31 . The starting coordinates for the simulations were those of the selected minimum, and the initial velocities were chosen randomly from a Maxwell-Boltzmann distribution at the appropriate temperature.
The simulations were halted when the current minimum became separated from the starting minimum by at least one cage-break. For samples of ten minima for each system, a further 10 000 simulations were run to examine the effect of using a finite number of searches. It is important to note that the cage-breaks found here are slightly different from those considered in previous work. As the quenched configurations are always compared to the starting minimum, we will find both cage-breaks that occur through a single-step ͑high-barrier͒ path ͑as found previously͒ and cage-breaks that oc- cur in several steps. However, when it is necessary to make a direct comparison with earlier results, we can modify the searches to identify only the former processes.
For each completed simulation we have a sequence of minima, from the starting minimum min s to the minimum separated from min s by a cage-breaking process, min cb . These minima are the result of quenching after time intervals of 0.005. We then connect each pair in the sequence using the doubly-nudged 63 elastic band 64 approach for doubleended searches, followed by accurate refinement using hybrid eigenvector-following, 11 in order to find connecting transition states and, in some cases, intervening minima.
Disconnectivity graphs are shown for the highest and lowest temperatures studied for BLJ 60 at the higher density of 1.3 in Figs. 7 and 8 . Each graph shows the minima visited in 10 000 searches from one minimum. These searches end as soon as a cage-breaking event has occurred. The starting minimum is labeled by a large dot ͑in red͒ and transitions to minima that do not result in cage-breaks are shown by heavy lines ͑in blue͒.
It is clear from the graphs that many more minima are found at high temperature. The disconnectivity graphs also have a different shape. At low temperature ͑Fig. 8͒ they could be described as "palm trees," 68 and most of the cagebreaking events that allow escape from the starting minimum involve a transition to minima that are higher in energy. Further steps would be required to return to a minimum of similar energy to the starting minimum. For high temperatures ͑Fig. 8͒ the graphs tend to have longer branches, corresponding to larger barriers and a "willow-tree" pattern: 68 Cagebreaking events involve transitions to many different minima at varying energies, including many at lower energy than the starting minimum. An estimate of the connectivity of each starting minimum is found by counting the number of different routes to cage-breaking found in the fixed number of trials. This estimate will be lower than the true value that would be found in an exhaustive search, but comparisons can be made between systems at different temperatures and densities. The number of different cage-breaking routes found when averaging over 100 starting minima is shown in Fig. 9 . From the 1000 cage-breaking events, the number of different cage-breaking processes is determined by differences in the last two minima for each process, i.e., min cb and the previous minimum found by regular quenching of the trajectory. This calculation gives the number of different routes from the starting minimum. Data are shown for BLJ 60 at number densities of 1.3 ͑left, circles͒ and 1.1 ͑right, squares͒. The number of connections clearly decreases with decreasing temperature and at a faster rate for the higher density, mirroring the faster rate of change observed in the diffusion constant. When compared to Fig. 2 , which predicts the changing number of connections required for super-Arrhenius behavior, it is clear that the measured number of connections does not decrease to small enough values or quickly enough to fully account for the observed super-Arrhenius behavior. This conclusion is reinforced when we recall that the number obtained is a lower bound for the true value. As suggested previously, it will be necessary to consider the relative probabilities of each connection to produce an accurate picture. We also note that the measured number of connections is for the whole system of 60 atoms, and in previous analyses we have calculated correlation effects for each atom individually. It might be more appropriate to consider the number of cage-breaking connections per atom in order to compare with Fig. 2 .
First we need to determine if the number of minima sampled and the number of searches from each minimum are sufficient. The error bars in Fig. 9 show the standard error in the mean value. A wide distribution is found for the number of connections, especially at high temperature. However, the narrow error bars for the mean result suggest that the sample of 100 minima is large enough to obtain an accurate mean value. We also need to determine if 1000 searches from each minimum is sufficient. If we repeat the analysis, we find two trees with very similar shapes, despite differences in the particular minima that are sampled. Similar numbers of minima with similar relative probabilities are found. However, it is obvious that the searches are not exhaustive. 60 at a number density of 1.3, showing cage escapes from four different minima chosen randomly from a sample of quenched data following an MD simulation at a total system energy of Ϫ20.1, corresponding to high temperature. 10 000 attempts are made to escape the cage of each minimum, each resulting in a successful cage-break. The starting minimum is labeled by a large dot ͑in red͒ and non-cage-breaking rearrangements are traced by thick lines ͑in blue͒. 60 at a number density of 1.3, showing cage escapes from four different minima chosen randomly from a sample of quenched data following a MD simulation at a total system energy of Ϫ100.1, corresponding to low temperature. 10 000 attempts are made to escape the cage of each minimum, each resulting in a successful cage-break. The starting minimum is labeled by a large dot ͑in red͒ and non-cagebreaking rearrangements are traced by thick lines ͑in blue͒. By considering the samples of ten minima for which 1000 and 10 000 cage-breaking events were simulated, the effect of increased sampling on the relative connectivity values can be evaluated, as shown in Fig. 10 . The number of connections for 10 000 cage-breaks is scaled by a factor of 0.29 so that the values at the highest temperature coincide. As might be expected, the rate of finding new connections is lower at low temperature, but there is little difference in the relative values when the number of searches is increased by a factor of 10. Therefore, we can be confident that 1000 searches from each minimum are sufficient for further analysis.
Relative probabilities
As well as finding the number of connections, we can also consider the relative probabilities of taking particular cage-breaking routes. Figure 11 shows the average proportion of trajectories taking the most popular routes at different temperatures for the higher density. For all temperatures we find a small number of routes with high probabilities. These probabilities generally increase with decreasing temperature. At the lowest temperature, shown by a dashed line, almost 50% of the trajectories follow the most popular route.
Grouping of connections
In the search for cage-breaking connections we also identify minima that are separated from min s by non-cagebreaking transitions only. This grouping is illustrated in Fig.  12 . The starting minimum, min s , from which searches begin, is shown by the small filled circle in the center of the figure. Minima separated from this minimum by non-cage-breaking processes are depicted by small open circles within the larger ring surrounding min s . These minima constitute groups of structures that can interconvert without an intervening cagebreaking rearrangement.
The minima that are separated from min s by cagebreaking processes are shown as small, filled circles. Once one such minimum was found, the search was terminated. In counting the number of connections, each of these minima constitutes a separate connection, but sometimes they can be separated from each other by only non-cage-breaking processes. This effect is shown schematically in Fig. 12 , where two of the connections lie within overlapping groups. As we are counting the number of escape routes from min s , one minimum may even count as more than one connection. This situation can occur if the minimum is reached by different paths, via different non-cage-breaking rearrangements.
D. Reversals
In order to calculate long-term diffusion from cagebreaking steps, we need to make a correction to account for reversed cage-breaks using a correlation factor. 31 We wish to calculate a correlation factor of the form f =1+2c s and hence c s , the correction sum, described further below. In previous work, 31 we have shown that the cos j terms of the correction sum decay in an exponential manner, making it possible to model diffusion as a CRW. Hence, if we can find cos 1 , the 60 with a number density of 1.3. At lower temperatures, the proportion of trajectories taking the most popular route increases. The dashed line represents the lowest temperature studied. The most popular minima with rank numbers from 1 to 10 are shown. The average probability of taking these most popular routes is shown, averaged over all 100 starting minima.
FIG. 12.
͑Color͒ The starting minimum shown by a small, filled circle in the center of the figure is separated by a cage-breaking event from the four minima also represented by small, filled circles. It has four cage-breaking connections. The small, open circles show minima that are separated from the starting minimum by non-cage-breaking transitions only. In this representation, any minima lying within the larger ring are within the same "group" as the starting minimum. If we extend the same grouping strategy to the connections of this minimum, we see that two of the connections lie within the same group. They are connected by a non-cage-breaking rearrangement and it may be more appropriate to group these minima together.
problem is essentially solved. We also showed that the correlation effects contributing to ͗cos 1 ͘ exist primarily in the form of direct return events, so the problem reduces to determining the number of reversals.
In previous work, we have determined the number of direct return events in an ergodic trajectory. However, we wish to demonstrate that it is possible to obtain the same result using a limited sample of minima, without requiring an ergodic trajectory. Hence we determined cos 1 directly using statistics obtained by running simulations for the length of two cage-breaks, and counting the number of return events. This method allows us to sample the branching probabilities for the two cage-breaks directly.
When searching for the first cage-break in a trajectory, quenched coordinates at the current position were compared to the coordinates of min s . For calculating connectivity, the trajectories were halted at min cb , when the first cagebreaking event was diagnosed. In order to make an estimate of the probability of return to the original minimum after a cage-breaking event, we continued the trajectory, comparing the current quenched coordinates with the quenched coordinates at min cb . This scheme permits the identification of a second cage-breaking event, min cb2 . Once this second cagebreaking event occurred, the trajectory was terminated. We then compared min cb2 to min s by means of another cagebreaking analysis, and if these minima were not separated by a cage-break, the trajectory was considered to have undergone a reversal event. The method described above for analyzing two successive cage-breaks and the groupings of minima that result are shown in Fig. 13 for ͑a͒ a cage-break that is reversed and ͑b͒ a productive cage-break.
The number of these direct reversals after each of 1000 cage-breaks allows us to calculate cos 1 . We assume that only direct return events contribute to cos 1 and that each reversal contributes −1 / n tot , where n tot = 1000. Using the CRW expression for the correlation factor,
and f =1+2c s , the correction sum, c s , is
͑10͒
The results are shown in Fig. 14 for BLJ 60 at number densities of 1.3 and 1.1, and compared to the correction sum obtained from the quenched ergodic trajectories in Ref. 31 . There is very good agreement between the two sets of results, supporting the validity of this approach, which uses averages over short trajectories of two cage-breaks, rather than a long ergodic trajectory.
In the current analysis we have taken advantage of the use of a small system of 60 atoms in assuming that independent events in different parts of the system are unlikely. Instead of considering each individual atom and the next cagebreak undergone by this atom, we consider merely the next cage-break when calculating reversals, and assume that any reversal events will not be hidden by unrelated intervening events. This assumption simplifies the analysis considerably, as we are no longer concerned with which atom undergoes a cage-breaking event, merely that a cage-breaking event has occurred. This approach is justified by the good agreement found in Fig. 14.
An interesting extension to this analysis is to calculate c s starting from the minima sampled at a particular temperature, but then explore connections over a range of different temperatures. This extension is shown in Fig. 15 for starting minima sampled at a temperature of 0.864 ͑circles͒, and compared to the result using minima sampled and then explored at particular temperatures ͑crosses͒. We see that c s changes with the temperature at which the minima are explored as more/fewer minima become accessible with increasing/decreasing temperature. However, the changes are not as large when we follow the same minima as when we consider the minima sampled at different temperatures. This observation suggests that there is a difference in terms of the number of reversals, and hence connectivity, in the minima sampled at different temperatures, in addition to changes in the accessibility of high barriers with temperature. 13 . ͑Color͒ These diagrams illustrate the method for determining if a cage-break is reversed by the subsequent cage-break. In ͑a͒ the cage-break is reversed and in ͑b͒ the cage-break is productive, i.e., not reversed. Large rings around the starting minima also surround other minima connected to the starting minimum via pathways that are non-cage-breaking. Minima outside this ring are separated from the starting minimum by at least one cagebreaking event. Solid arrows show the minimum-to-minimum transitions for the first cage-breaking process, and dashed arrows show the second cagebreaking process. 
III. CONCLUSIONS
We have used short MD trajectories to explore the number of cage-breaking connections that are accessible from a particular starting minimum. We have determined branching probabilities and calculated the effect of cage-break reversals for a 60-atom BLJ mixture at number densities of 1.1 and 1.3. The average number of connections decreased with decreasing temperature, and this decrease was greater for the fragile, higher density system. This result is in line with the suggestion that reduced connectivity is responsible for superArrhenius behavior 32, 33, 41 and hence should be increasingly evident in more fragile systems. At all temperatures, some routes to cage-breaking are much more probable than others, giving rise to the concept of an effective connectivity. By following simulations of two successive cage-breaks, the number of direct reversals of cage-breaking events can be determined. Modeling reversals of cage-breaking events as a CRW then allows a full correlation factor for long-term diffusion to be calculated. This correlation factor accounts for the repeated reversals of cagebreaking events that occur in an ergodic trajectory, in increasing numbers at lower temperatures. Averaging over the short simulations is sufficient to calculate this effect-an ergodic trajectory is not required.
A further interesting effect is seen when one particular set of minima is explored at different temperatures. Fewer routes are accessible at low temperature and the magnitude of the correlation factor increases. However, the increase is not as large as when minima characteristic of different simulation temperatures are considered. The effect of temperature appears to be enhanced by a difference in character of the minima sampled.
The average waiting time within a minimum shows simple exponential behavior as temperature is reduced. However, the average waiting time does not correspond directly to the rate of exploration of the PEL due to revisits to previous minima. Reversals in minimum-to-minimum transitions are common, but often correspond to non-cage-breaking processes. The long-term behavior of the system is dominated by cage-breaking events. It is reduced connectivity, and therefore increased reversals in the cage-breaking transitions, which appears to be directly linked to super-Arrhenius behavior.
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