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Marine operations play a pivotal role throughout all phases of a wind farm’s life
cycle. In particular uncertainties associated with offshore installation can extend
construction schedules and increase the capital expenditure (CAPEX) required
for a given project, which typically account for approximately 30% of the overall
project cost. The increasing remoteness of and variable weather conditions likely
to be experienced by the UK’s future offshore wind farms, add to the complexity
of the marine operations and the importance of making the correct decisions
prior to development. Metocean studies aim to quantify the effects of weather or
sea conditions on a variety of offshore applications and can be used to provide
reliable statistics or construct long term data sets to help anticipate potential risks
before project execution or during offshore activities. Therefore an understanding
of the potential risks to these operations using metocean simulation methods,
can support planning decisions and reduce the costs of future projects. It is
the purpose of this research to demonstrate the application and development of
methodologies to support offshore planning decisions with respect to metocean




Marine operations play a pivotal role throughout all phases of an offshore wind
farm’s life cycle. In particular, uncertainties associated with offshore installation
can extend construction schedules and increase the capital expenditure (CAPEX)
required for a given project. Installation costs typically account for approximately
30% of the overall CAPEX. Therefore an understanding of the potential risks to
these operations using simulation methods, can support planning decisions and
reduce the costs of future projects.
This research reviews the risks deriving from marine operations with an appreci-
ation of the current standards in metocean risk management. It is intended that
the analysis and benchmarking of existing tools, simulation methods and software
to review metocean risks, will support and inform technical decisions prior to the
construction of offshore wind projects in EDF Energy. By applying and testing
the current state of the art in metocean risk analysis, this supports the estimation
of risk profiles for marine operations.
Several time series simulation techniques are adopted, expanded and tested to
provide reliable metocean risk estimates. This has included the development of
a comparative vessel risk methodology by adopting EDF’s existing probabilistic
simulation tool ‘ECUME I’. The results provide a quantification of installation
vessel performance and the structured method can be used to identify and
vii
benchmark offshore wind installation risk for developers or contractors. A
commercially available simulation package ‘Mermaid’ was used to assess a range
of marine operations for two planned offshore wind projects from EDF Energy’s
portfolio: 1) Blyth Offshore Demonstrator and 2) Fecamp. The documentation of
both analyses presents two different modelling approaches and supportive metrics
such as percentage increase against baseline schedules, highlight the project
phases with the greatest risk and where EDF Energy should prepare suitable
mitigations or contingencies. A metocean weather modelling methodology has
been investigated by applying and extending an existing Markov Switching
Autoregressive (MS-AR) toolbox to produce stochastic wind speed and significant
wave height time series. This model is analysed for inclusion in a next generation
marine risk planning software tool and it is identified that the overall methodology
produces similar weather window and workability outcomes compared to observed
time series. Furthermore, an analysis of different marine operations, each
with different metocean limits, revealed that the methodology can enhance the
resolution of the risk profile, leading to improved estimates at intermediate
percentiles.
Each of the presented modelling approaches and simulation methods have limi-
tations and a discussion of their impact is presented, offering recommendations
for future analyses. It is intended that the methods analysed in this work will
provide a useful reference for future metocean risk assessments in the offshore
wind industry. These approaches have supported both academic and commercial
practices, where project specific metocean risk assessments were used directly in
project planning and the investigation of a MS-AR metocean modelling method
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This chapter provides an overview of the thesis for the reader. It begins with a
general overview of the current state of the offshore wind industry, predominantly
from a UK perspective. More specifically, the role of marine operations in the
development of offshore wind projects is summarised, highlighting the importance
of meteorology and physical oceanography (metocean) studies and modelling
techniques used to evaluate the risk profile of installation campaigns. Section 1.2
presents the main research objectives, which are accompanied by the contributions
of the thesis in Section 1.3; the overall outline of the thesis is presented in Section
1.4.
1.1 Thesis Context
Offshore wind farm (OWF) development has increased steadily throughout the
UK over the last decade and is predicted to maintain this momentum until at
1
2 1.1 Thesis Context
least 2020 [1, 2]. The UK has more offshore wind turbines than the whole of the
rest of Europe. However, cumulative trends demonstrate that the total European
installed capacity has risen form under 0.5GW in 2008 to 18.5GW in 2018 as
shown in Figure 1.1 and a further 4GW of additional capacity is confirmed for
development [3]. As turbine sizes and distances from shore increase, weather
becomes more severe and water depths span beyond 30m, the logistical issues
become more challenging for prospective developers.
Figure 1.1: Annual offshore wind installations by country and cumulative capacity
(MW) [3]
Marine operations play a pivotal role throughout all phases of a wind farm’s
life cycle, yet uncertainties associated with offshore installation can extend
construction schedules and increase the capital expenditure (CAPEX) required
for a given project. Installation costs can account for approximately 30% of
the overall CAPEX and it is anticipated that informed engineering decisions in
this area have the potential to contribute to valuable cost savings [4],[5]. The
increasing remoteness of and variable weather conditions likely to be experienced
by the UK’s future OWFs, adds to the complexity of the marine operations and
importance of making the correct decisions prior to development.
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At the beginning of the OWF development in the UK in 2001, the vessels used
for construction resulted in bottlenecks and delays in construction. This was
caused by a lack in availability of specialised vessels, which were predominantly
on charter in the oil and gas sector. In some cases the vessels used for
installation were oversized or not ideally suited to the operations and were often
sourced at overinflated charter rates due to the competition in the market. As
OWF development progressed, the industry began to manufacture more purpose
built offshore wind installation vessels that would offer increased deck space,
lifting capabilities, cope with more severe weather and reduce overall installation
durations [6].
This thesis considers the modelling and desktop-based risk management methods
relating to metocean impacts for the installation of offshore wind projects, in-
cluding scheduling, operational delays, equipment and vessel selection. Metocean
is described by IMarEST’s ORSIG group as “a technical engineering discipline
that addresses meteorological and physical oceanographic matters”[7]. Metocean
studies and analyses originated in the oil and gas industry and now due to the con-
tinuous growth in the European and the emerging global offshore wind markets,
this discipline can be directly applied to offshore construction activities.
Operating within metocean limits brings significant challenges in understanding
the impact of variable weather characteristics on installation downtimes or health
and safety risks. As metocean conditions are site specific, a bespoke assessment
for each project is required and thus adaptable assessment tools are necessary to
simulate the characteristics of each site. International standards and guidance
is available to support these activities by defining structured methods to assess
safety, hazards and failure modes [8, 9, 10, 11, 12, 13]. Specific guidance to
define metocean limits, modelling and the execution of marine operations is also
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provided by international standards and certification bodies such as DNV GL and
API [9, 13, 14, 15, 16, 17, 18].
Metocean studies aim to quantify the effects of weather or sea conditions on a
variety of offshore applications. Studies can primarily provide reliable statistics
or construct long term data sets to help anticipate potential risks before project
execution or during offshore activities. Metocean models are commonly used to
produce data sets for planning, modelling and review of offshore wind installations
and ongoing operations and maintenance (O&M) tasks. These models are often
employed when there is insufficient recorded data for a specific offshore location.
Increasing efforts have been made in the offshore wind industry to better predict
the uncertainties during the progression of weather sensitive installation tasks.
Offshore wind installation costs can account for up to one third of the overall
project cost and a better understanding of the potential delays during marine
operations will support developers in reducing the levelised cost of energy
(LCOE). Future projects are planned for increasingly remote locations with
challenging weather conditions such as high winds and wave heights that can
cause significant disruption to a planned installation schedule, thus increasing the
overall risk profile for installation or O&M campaigns. It is therefore important
that marine operations can be scrutinised in advance to ensure correct planning,
resourcing and equipment decisions are made before construction activities begin
[19],[20],[21].
The generation of stochastic metocean time series has been widely researched for
use in a variety of offshore applications. By generating a significant number of
stochastic weather series that resemble the variability in key metocean parameters,
probabilistic outcomes can be obtained to predict the weather windows, delays and
subsequent installation durations for specific tasks or multiple installation phases.
In recent years, dedicated probabilistic simulation tools have been developed to
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predict the progression of marine operations and the suitability of resourcing
strategies against synthetically produced metocean data. Embedding a stochastic
metocean model within these simulation tools allows user to first input observed
weather data for a finite number of years and generate many synthetic realisations
of the weather to assess the progression of marine operations. Using a stochastic
weather model is beneficial as it confers more certainty on predicted outcomes,
yet still encloses the random variability which exists within the observed weather
data [22], [23], [24].
1.2 Research Aims and Objectives
1.2.1 Aim
The key aim of this research is the application and development of methodologies
to better understand and mitigate the metocean risks for offshore wind installa-
tion. In early offshore wind projects, unanticipated delays and subsequent cost
overruns had a significant impact on project profitability and this thesis looks
to assess the existing EDF R&D practices, commercial tools and contribute to
new software solutions that can mitigate potential negative impacts during the
development of a commercial offshore wind farm project.
1.2.2 Objectives
1. Knowledge and understanding of the phenomena and issues
• Review of risks deriving from marine operations and associated ex-ante
and ex-post measures in the oil & gas industry.
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• Review of key lessons learned from previous in-house studies, practices
and recommend methods which could be applied to the offshore wind
industry.
• Review, identification and analysis of risks, ex-ante and ex-post mea-
sures and impacts on existing offshore wind farms.
• Analysis of current standards in offshore risk management, project
management and marine operations in the offshore industry
2. Development of tools/models to help the developer
• Review of the state of the art risk management methodologies.
• Analysis and benchmarking of existing tools and software solutions
to manage metocean risks and enable more informed technical and
business decisions.
• Examine and develop methods to estimate the risk profile for offshore
wind farm installations including recommendations on how to quantify
them.
• Make proposals for innovative metocean risk management systems
which could mitigate potential cost overruns and project delays are
also proposed.
3. Experimental case
• Adopted tools and developed methodologies are applied to an ex-
perimental case where possible, such as offshore wind develop-
ments directed by EDF Énergies Nouvelles (EDF Renewables France)
(EDF EN) and EDF Energy Renewables UK (EDF ER). It is intended
that one of these projects could provide an invaluable opportunity to
analyse, propose or implement innovative metocean risk management
methods.
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1.3 Thesis Contributions
This thesis makes the following contribution to metocean risk management in the
field of offshore wind installation and associated marine operations.
• A generalised methodology to assess offshore wind installation vessels and
associated risk using the first version of the ECUME I simulation tool.
• An assessment of vessel technology to provide a structured method to
identify and benchmark offshore wind installation risks
• Round 2 vessels were found to have greater weather downtimes compared to
Round 1. Round 1 vessels exhibit greater installation risk. Round 3 vessels
were predicted to have the lowest weather downtimes and installation risk,
despite a limited range of results for this round.
• The vessel performance predictions are verified by comparing against field
data from a range of Round 1 sites.
• Application and comparison of two metocean risk modelling approaches are
made using a commercial simulation tool for two in house projects, detailing
the results, pros and cons of each method.
• Results from one metocean risk assessment directly supported planning and
contingency allocations at EDF ER’s Blyth Offshore Demonstrator Project.
• A stochastic weather modelling methodology was applied using an embed-
ded MS-ARmodel to produce sufficiently long U andHs time series, assessed
for inclusion in a next generation marine operations simulation environment.
• Adaptation and extension of an Markov-switching autoregressive model
(MS-AR) model, originally intended to simulate monthly wind speed simu-
lations and applied to significant wave height.
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• Implementation of a Bayesian information criterion (BIC) scoring approach
for MS-AR model type section, improving adaptability to variable offshore
conditions and metocean regimes.
• Implementation of a pragmatic correlated pairing technique to maintain
wind wave relationships after univariate MS-AR simulations.
• Presentation of methods to summarise weather window and workability
characteristics, comparing the differences between observed and simulated
data for a personnel transfer operation, supported by summarised workabil-
ity distributions for other offshore operations.
• Establishing that the stochastic weather modelling methodology is not
suitable for locations with Pearson R correlations between wind speed and
significant wave height greater than 0.8.
• Showing that the weather modelling methodology is not directly sensitive to
the number of years of observed data used to inform the model, but rather
the dataset should enclose the variability of the conditions at each site.
1.4 Thesis Outline
The thesis is structured around three core studies to reduce the metocean risks
associated with marine operations. The content of each chapter is summarised
below and supported by a flowchart in Figure 1.2.
Chapter two reviews the available literature relating to offshore wind installation,
standards, metocean risk assessments and stochastic weather modelling methods.
The review includes literature relevant to all three core metocean risk assessment
studies. It begins with an overview of recent perspectives in offshore wind
CHAPTER 1. Introduction 9
construction, coverage on marine risk assessments, planning around the specific
meteorological impacts and metocean risk modelling.
Chapter three describes the main methodological processes for the three core
studies. Firstly, the modelling tool and procedure for a comparative vessel review
is introduced, describing the embedded model calculations, data and vessel types
under assessment. Next a commercial modelling tool, Mermaid, is presented,
which was utilised to complete commercial metocean weather risk assessments for
EDF ER’s Blyth Offshore Demonstrator and EDF EN’s Fecamp offshore wind
farms. A high level perspective on the modelling constraints and operational
phases is provided for each project. The last section of this chapter covers
an extended metocean weather modelling methodology built around a Markov-
switching autoregressive model, which was researched and built to support the
next generation internal marine operations modelling software for EDF Group.
Chapter four describes the results for the comparative vessel assessment in EC-
UME I. This covers average installation rate (IR) and weather downtime (WDT)
predicted for the vessels employed for eight operational phases, throughout the
three offshore wind rounds.
Chapter five presents the results from the metocean risk assessments for both the
Blyth Offshore Demonstrator and Fecamp offshore wind projects.
Chapter six presents the outcomes from the stochastic weather modelling process.
The two key sections review the impact of two pairing approaches to account for
the correlation between the wind and the waves at three different sites.
Chapter seven discusses the results of the three metocean risk studies, highlighting
any limitations, sensitivities and extensions to the analyses completed.
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Chapter eight concludes the work, summarising the findings of the various studies
and their industrial impact. Limitations and further work possibilities are also
discussed.
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2.1 Offshore Wind Installation
There are several published texts focused on offshore wind farm installation
[25, 26, 27, 28] and in specified areas such as submarine cabling and metocean
conditions [29, 30]. These provide an invaluable resource for background knowl-
edge of the topic area, describing key planning objectives through to detailed
installation sequences. Uncertainties relating to unknown seabed conditions, off-
shore erection, vessel availability and submarine cable laying operations are some
of the most pertinent risks within the offshore wind industry [31, 32, 33].
Studies have indicated that 70-80% of European offshore wind farm insurance
claims were submarine cabling related, with a number originating during the
construction phase due to inadequate route planning, cable kinking or anchoring
damages caused by installation vessels [29, 33, 34]. Natural hazards such as sand
waves unsettled by ocean currents or submarine landslides can pose additional
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risks to submarine cabling although less than 10% of all cable faults are related
to natural hazards [35, 36]. This demonstrates a fundamental need for adequate
surveys, as well as burial and protection measures which can be planned for prior
to installation, to avoid negative impacts during the construction phase and the
prevention of highly problematic failures during the operational phase.
As technical problems often arise due to inadequate management of the installa-
tion strategy, tools and methods should be identified and applied in conjunction
with rigorous planning [34]. The Carbon Trust has delivered it’s ‘Cable Burial
Risk Assessment Methodology’, which provides thorough detail of the threats to
submarine cable integrity and a probabilistic risk assessment is completed from
a post construction perspective [33]. Lack of knowledge and skills with cabling
installation can pose a considerable threat to the quality of these operations; high-
lighting the impact that human factors can have if adequate training and project
management is not in place. Additionally, it is clear that cost overruns and in-
stallation delays should be tackled with quantitative analysis, with emphasis on
the quality of the installation process overall [34].
As the offshore wind industry has grown, turnaround installation times have
varied from site to site, even when using the same vessel [26]. The variability
of offshore installation tasks are a result of the uncertainties associated with
differing seabed environments and metocean conditions, often requiring adaptable
or specialised installation vessels to be employed at short notice. The availability
of vessels to react to unforeseen restrictions within a given installation operation
has been limited in the past [32] and a thorough explanation of vessel types and a
description of the associated offshore installation operations is included in Section
3.1.2.3.
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2.2 Standards in Offshore Risk Management &
Decision Making
A summary of the key offshore risk management standards is presented in this
section, highlighting the key risk management processes applicable to offshore
wind farm development. An introduction of offshore risk management and
decision making processes is completed and a more specified overview on weather
restricted operations is also presented.
Risk assessment generally assesses both severity (consequence) and frequency
(likelihood) of hazardous events. The UK Health and Safety Executive (HSE)
provides a succinct description: “The main purpose of risk assessment is to identify
and rank the risks so that they can be adequately managed”, essentially providing
an input to the decision making processes [8]. Health and Safety Executive (HSE),
with the help of Det Norske Veritas and Germanischer Lloyd (DNV GL), a
globally recognised marine classification, quality assurance and risk management
organisation, has promoted greater use of risk assessments for marine operations
over the last two decades. They provide guidance on regulatory systems for
safety, approaches to risk assessment and how to make the most of results from
these activities [9]. To generalise, the risk management process begins with
the identification of hazards, then estimation and ranking of the risks, followed
by implementing risk mitigations to align with regulations and the process is
completed with a final review.
A number of key hazard identification methods such as hazard identification
(HAZID), hazard and operability (HAZOP) and failure mode, effects and crit-
icality analysis (FMECA), are commonly used, all of which should be compre-
hensively executed at this stage of the risk management process. In terms of
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estimating and ranking the risks, the complexity of the operation or task(s) to
be reviewed will highlight the level of assessment and risk mitigations strategies
to be implemented. Qualitative and semi-quantitative analyses are best used for
review of hazards that have been either previously covered by standards or have
low complexity. Quantitative risk assessments such as bespoke numerical mod-
elling exercises, fault tree analyses or potential loss of life (PLL) are often used
for highly complex operations not currently supported by standards. The HSE
indicates that a systematic review of these analyses should be completed, moving
to the more quantitative approaches, if it is found the qualitative methods do not
adequately assess or distinguish between the risks [8].
Figure 2.1: Flowchart for formal safety assessment [9]
The British Standards Institution provide guidance on a range of risk assessment
techniques and tools that can be applied in the design of offshore production
installations [10].
The objective of the hazard identification method (HAZID) is described in [10]
as the use of “structured review techniques to identify all hazards associated
with a particular concept, design, operation or activity, including the likely
initiating causes and possible consequences or safeguards”. HAZID studies can
draw on several different inputs such as process flow diagrams, method statements,
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technical drawings, the conditions where the activity will be executed and
experiences from previous operations in similar or related disciplines. HAZID
studies are usually completed in teams and rely on an mix of expertise and
stakeholder backgrounds, which ensures studies are well informed with reference
to different perspectives.
It is noted in [10] that appropriate techniques that reflect the scale and nature
of major accident hazards should be adopted such as structured brainstorming,
check-lists and “what if” analysis. A structured HAZID approach is essential
to ensure no potential hazards are overlooked and subordinates at all levels in
the operation under review should be included to identify all potential risks and
improve the transparency of the review process. Furthermore, HAZID reviews
must be fully documented following template worksheets that explicitly define
the hazardous events, safeguards and actions based on the following list of
recommended questions [10]:
a) Is the guideword hazard-relevant, or is there something similar that should
be identified?
b) Is the type of hazard well understood in this context, or new/uncertain?
c) What are the likely causes that could lead to realization of hazard conse-
quences (major accident)?
d) What are the credible and worst-case potential consequences?
e) What are the ISD measures and barriers already specified (or expected)?
f) Are there any additional ISD measures or barriers that could be proposed?
g) Are there human barriers or expectations regarding reliable human perfor-
mance and are they reasonable?
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h) Is further analysis required to understand the consequences of the hazard?
i) What recommendations should be made (actions for follow up)?
The actions that result from a HAZID process should be managed during
implementation and should be applied for the entire life cycle of an installation
where relevant. The outcome of a HAZID can instruct modifications to plants
or processes and provide a key input to global project risk assessments. Major
accident management strategies and performance standards can also draw on the
outcomes of the HAZID to optimise efficiencies and safety.
The objectives of a HAZOP is described in [10] as “the application of a structured
and systematic review technique to a defined system, carried out by a team,
to identify hazards and operability problems, including causes, consequences,
safeguards and remedial actions”. A HAZOP study looks to reveal any hazards
or operability issues that deviate from the intended process, highlighting their
potential cause and consequences. The study relies on inputs such as process
flow diagrams, instrumentation diagrams, cause and effect reviews and control
procedures.
HAZOPs are best applied during the early design stage of a new facility or
modification to an existing plant as changes instructed by the review are easily
addressed. An experienced team is essential in a HAZOP review and should be
led by a highly trained, recognised practitioner who relies on a scribe to record
the identified hazards or operational limitations. The study must consider each
of the subsystems or nodes in the process under review, evaluating the effects
of deviations in the intended operations. Specific guide works are necessary to
structure the examinations, which follow a series of repeated steps [10]:
a) identify a section of plant;
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b) establish the design intent and normal operating conditions of this section;
c) identify a deviation from design intent or operating conditions by applying
a set of guide-words;
d) identify possible causes for, and consequences of, the deviation;
e) identify existing safeguards and decide what action, if any, is necessary;
f) record the discussion and action.
HAZOP reports must be issued at the end of each session and after remedial
actions have been completed to ensure the de-risking steps can be tracked.
HAZOP studies are regarded as systematic and comprehensive yet are highly
dependent on the experience of the leader, the team and thorough documentation
provisions [10].
Failure mode, effects and criticality analysis (FMECA) are employed to “identify
all possible single failure modes within systems or equipment, the likely effects of
these failures and any potential consequences in terms of severity and criticality”.
FMECA attempts to “predict the probability that an identified failure mode will
result in failure of design measures (barriers) and the increased level of risk”
[10]. These studies relies on inputs such as defined boundaries of the analysis
accompanied with a clear definition of the system and historical failure rates
of the components. These inputs can be reviewed using a number of different
techniques such as fault tree analyses that highlight critical failure paths. A fault
tree is described in [11] as “an organized graphical representation of the conditions
or other factors causing or contributing to the occurrence of a defined outcome,
referred to as the ‘top event’. When the outcome is a success, then the fault tree
becomes a success tree, where the input events are those that contribute to the top
success event. The representation of a fault tree is in a form that can be clearly
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understood, analysed and, as necessary, rearranged to facilitate the identification
of:
• factors affecting the investigated top event as it is carried out in most of the
traditional fault tree analyses;
• factors affecting the reliability and performance characteristics of the sys-
tem, when the FTA technique is used for reliability analysis, for example
design deficiencies, environmental or operational stresses, component failure
modes, operator mistakes, software faults;
• events affecting more than one functional component, which could cancel
the benefits of specific redundancies or affect two or more parts of a product
that may otherwise seem operationally unrelated or independent (common
cause events).”
FMECA techniques are commonly used in offshore industries to a review engi-
neered systems such as wind turbines or asset subsystems to identify the likely
failure modes of a system, where best to apply reliability design measures or criti-
cality analysis that define the significance of each failure mode. FMECA analyses
should be employed at the most appropriate stage of a project with respect to
the maturity of the design and detail required in the outputs. The results of an
FMECA are usually presented in using a spreadsheet. The results can be used
to assess if the system can a adequately manage the potential hazards and if any
remedial design measures should be implemented to improve the overall reliability
of the system. These are usually supported by criticality matrices that provide a
graphical reference of the failure distributions [10].
Markov techniques can also be used in the offshore context, by adopting the state
transition diagram to represent reliability, availability, maintainability and safety
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characteristics of systems, to arrive at an measure of overall performance [12].
Fundamentally, these techniques can model the behaviour of a system over time
with respect to two states: up or down. Intermediate states can also be defined,
which are reliant on the combined effect of functioning or failed element. This
implies that as each element in the system either fails or is restored the combined
system moves between these states, which can be referred to as “a discrete-state,
continuous time model” [12].
Markov techniques can be used to model redundant systems such as vessel
dynamic positioning systems and the maintenance strategy applied to appreciate
how a system will perform over time. It is essential that a user ensures that
the model is a fair representation of how the system operates with respect to
the memory-less characteristic of Markov models. Modelling reliability an failure
using Markov models also implies that the failure and restoration rates of elements
are constant with respect to time, but this should be justified against the known
characteristics of the components and overall system under review. In [12] a set
of assumptions for each element within a system are described as:
• “the failure rate, λ, and the restoration rate, µ, are constant (time-
independent);
• the transition probability from a state i to a state j within the small time
interval (t, t + t) given that the system is in state i at time t is qij , where
qij is a sum of failure and restoration rates of involved elements.”
Once risks have been assessed, modelled and recorded it is essential that risk
mitigations are prepared. This process should primarily consider the physical
steps that lead to a hazard scenario as these could reveal some immediate
options. It is also advised that a ranked list is developed and multidisciplinary
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teams should brainstorm a range of risk reduction measures, taking each risk
in turn [8]. It is important that operatives with extensive experience of the
installation steps be involved in more detailed brainstorming activities, adopting
supportive engineering methods, standards and best practices. HSE advises that
a hierarchical approach to risk reduction should be applied, by first designing out
the hazards in the installation process. Next, prevention should be addressed to
reduce the likelihood of a risk event, followed by detection to improve awareness
if a risk event were to occur. Thereafter, the control of a hazard (i.e. limiting
exposure or scale) needs to be considered and finally, the protection against the
potential consequences should be applied [8].
Accurate and strategic decision making is a critical part of the risk management
process. In terms of safety and execution, decisions are needed to determine
if operations should be started in the current conditions and what risk evasion
strategies might be employed. This should be considered with the expenditure of
the available strategies, to assess how much investment is required to maintain
acceptable levels of safety and asset integrity. It must be decided if the installation
operation is ‘safe enough’, where further safety measures are not needed as the risk
levels are low. HSE states the importance of risks beyond immediate safety and
topics such as economic, social and environmental factors should be incorporated
within the decision making process [9].
The as low as is reasonably practicable (ALARP) framework is used to determine
if it is economically appropriate to implement risk mitigations against the actual
improvement to safety. This principle originates from UK legislation that “requires
every employer to ensure, so far as is reasonably practicable, the health, safety
and welfare of all his employees”. This ensures that employers (in this context
the offshore developer or subcontractor) adopt safety measures, unless the cost is
disproportionate to the risk reduction that can be achieved [9]. Furthermore, the
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tolerable and acceptable risk levels can be defined with reference to criteria in the
text, which essentially recommends cost benefit analysis (CBA) to check if the
benefits outweigh the costs and thus if it is appropriate to implement further steps.
The ALARP guidance provides steps to identify if a qualitative or quantitative
risk assessment (QRA) should be employed. It reiterates that a QRA should
not be used to demonstrate why risk measures were not employed, but rather
include a thorough CBA for all the employed or potential risk measures in order
to demonstrate if the pay-offs are practicable.
Uncertainty exists in all risk assessments and in some instances the choice of
the decision making criteria can be equally unclear. If the uncertainties are not
addressed, decision makers may wrongly take a risk assessment to be fully reliable,
which could lead to unforeseen issues in the execution of operations. DNV GL and
HSE recommend two ways to approach uncertainty in risk assessments. Firstly,
the classical approach considers best estimates of the risk and criteria to generate
a basic evaluation of the risk. The uncertainties in both the risk and criteria are
then considered in terms of how confident the assessors are about the solution.
The assessors decide if the uncertainties make the risk assessment unreliable; if so,
external or expert judgement should be sought to clarify any unknowns. Bayesian
approaches include uncertainty ‘as an intrinsic component of risk’ and allocates
quantities that reflect the assessors’ belief in the final conclusions [9]. These steps
are therefore vital to ensure that a reliable evaluation of the risk assessment has
been completed.
Work has been completed in the modelling of risk assessments and decision making
in various sub categories of the offshore wind sector such as turbine reliability,
project value and construction and maintenance planning (e.g [37, 38, 39, 40]).
Kougioumtzoglou and Lazakis consider both installation and O&M issues [41]
and present a methodology to consider the likelihood of failure within the
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main components of a turbine with the adoption of Failure Modes, Effects
and Criticality Analysis (FMECA). To address the potential hazards from
transportation, installation and O&M, a HAZID analysis is conducted. This
considers the direct issues that relate to handling of the wind turbine and indirect
issues that stem from the overall installation activity or the vessel employed for
the given operation. A Bayesian belief network (BBN) is employed within the
proposed methodology, but mainly considers the cost benefit analysis for the
outcomes of the FMEA. The authors indicate that the BBN could have been
extended to analyse the HAZID analysis. They state that this would allow
the costs associated with most critical operations to be calculated, which would
further improve the decisions made at the transportation and installation stages
of a project. Furthermore, an integrated optimisation problem is discussed by the
authors, indicating that extension of the methodology could be used to identify
the most cost effective and risk averse solution, should a variety of overarching
strategies exist for a given project.
Several academic investigations using Bayesian approaches in offshore wind are
focused on resource assessment, operations and maintenance and reliability
testing. The paper introduced by Borunda et al. discusses these studies alongside
other renewable sources [42]. In all, the use of Bayesian approaches at the decision
making stage improves confidence in the final conclusion and it seems that there is
scope for utilising this method for modelling decision making in risk management
of offshore wind development.
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2.3 Metocean Risk and Marine Operations
2.3.1 Weather restricted operations
Weather restricted operations are commonplace in offshore projects and ways
to categorise, quantify operational risks and predict potential delays for the
installation of key assets, were first introduced in the oil and gas sector (e.g.
[43, 44, 45, 46, 47]).
Over time, experience and practices from private companies, certification bodies
and independent foundations has led to the provision of rigorous standards to
ensure that “marine operations are performed within defined and recognised
safety levels” [17], [15]. These standards are applicable to all marine operations,
following similar detail included in the ISO 19901-6:2009 [13] and therefore should
be followed during the planning and execution of offshore wind construction
activities. DNV GL describes a marine operation as a “non-routine operation
of a limited defined duration related to handling of object(s) and/or vessel(s)
in the marine environment during temporary phases. In this context the marine
environment is defined as construction sites, quay areas, inshore/offshore waters or
sub-sea” [17]. A specific standard for port and marine operations for offshore wind
industry [16] is currently under preparation and the reader is specifically directed
to ISO 19901-1:2015 [14] for a full scope of metocean guidance and requirements.
Part one of the international standard ISO 19901-1:2015 [14] provides guidance
and a description of the requirements to determine metocean limits for the
design and operation of offshore structures. These requirements are split into
two broad types: i) requirements to determine environmental conditions and
the metocean parameters to describe them and ii) requirements to characterise
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metocean parameters for the design, construction and operation of offshore
structures. This standard provides description of extreme or abnormal values
related to return periods, long term distributions, statistical format of metocean
parameters and the normal environmental conditions that are expected for the
majority of the time structures are in operation. Of specific interest for this
research, it is mentioned that metocean parameters are applicable to determine
environmental limits, weather windows and actions for offshore fabrication,
transport, installation and decommissioning. This standard provides a crucial
reference for the offshore industry and supports other specified operational
standards such as those developed by DNV GL and API [9, 17, 18].
DNV GL regards reference periods (TR) that are less than 96 hours and operation
times (TPOP) of less than 72 hours as weather restricted. If available weather
forecasts are believed to be inaccurate or there is a lack of consistent data the
reference period can be extended to account for this uncertainty. A reference
period can be defined as the combination of operational time and an estimated
contingency time for the operation (TC). A shorter reference period may be
considered if there is a lack of weather data and/or forecasting uncertainty[17].
The start point for a weather restricted operation can be identified based on the
provision of the most recent weather forecast. This process is presented in the
standard using Figure 2.2:
Environmental design conditions imposed by contractors or vessel owners are often
included in this approach but overly strict limitations should be avoided to allow
progression of the tasks. Furthermore, it is widely accepted that an operation
can only be complete once the object being handled has been taken from one safe
condition to another. This can be simply exemplified for the installation of wind
turbine components:
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Figure 2.2: Operation Periods [17]
• Turbine components ready at quayside with vessel alongside (1st safe
condition)
• Loading of the main components at the quay
• Transit to site
• Installation of the components
• Turbine is fully installed on the support structure (2nd Safe condition)
ISO 19901-1:2015 [14] provides guidance to determine relevant metocean param-
eters. This standard indicates that the owner or operator of an offshore instal-
lation is responsible for selection of environmental conditions for specific design
situations. This calls on the various types of metocean information ranging from
extreme environmental conditions, long term distributions, time series and short
term data. All of these metocean sources should be considered depending on the
application of the structure under review and can be used to estimate downtime
or workability, conditions for checking fatigue limit states, serviceability limit
states, operational safety and the general planning of marine activities. For very
low probability events such as long return periods, it is recommended that experts
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in meteorology and oceanography are employed to obtain reliable operational pa-
rameters. A return period can be described as the “average period between oc-
currences of an event or of a particular value being exceeded” [14]. In the offshore
industry return periods are usually measured in years and can be used to define
the annual probability of exceededance of an environmental event. Experts are
required to primarily analyse data and interpret the outcomes into limiting design
criteria, fundamentally guiding the design of structures or operations.
ISO 19901-1:2015 also covers design actions that are used in the assessment
of marine structures highlighting that several fundamental parameters must be
considered such as the structural form, the geographic location, the exposure of
the structures or related operations and the limit state under review. Offshore
transportation and installation and maintenance are generally categorised under
short to medium term activities in the standard. Specific operations such as the
installation of fixed offshore structures, operation of floating installations, seabed
placement and loading of specialised vessels such as jack-ups are highlighted for
their weather sensitivity and it is emphasised that the definition of weather
windows is essential to ensure operations can be safely completed. Weather
windows are defined by limiting environmental criteria for a fixed period of time
and is indicated that the probability of sufficiently calm conditions varies across
the seasons[14].
DNV GL states that the weather restricted operations are conditional to the
availability of the most recent weather forecast. In some instances, the operations
can extend beyond the provisional 96 and 72 hour classifications. To adequately
consider these operations as weather restricted, continuous reference to the
forecasted weather is required. The time to safely stop the operation bringing
the object to a safe condition TSafe, account for contingency TC; the time
between the weather forecasts TWF is required to determine if these tasks can
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be considered under the weather restricted window. If the combination of these
tasks still exceed the provisional durations, they should be handled as unrestricted
operations and require more in depth analyses using statistical data against the
environmental limits for both the operations and vessel. The fundamental process
is demonstrated in the standard as a flow chart as shown in Figure 2.3
Figure 2.3: Restricted or Unrestricted Operation [17]
2.3.1.1 Operational Limiting Criteria
The limiting operational environmental criteria, denoted OPLIM, must be defined
and included in the main operations manual or method statements. DNV GL
provides a set of boundaries for this assessment and states that the OPLIM should
not be greater than the environmental design criteria, maximum wind and wave
heights for safe working, equipment restrictions for safe working, environmental
limits for diving systems (if used), limits of positioning systems, limits imposed as
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outcomes from hazard identification stages and the weather restrictions associated
with the execution of contingency practices.
2.3.1.2 Alpha Factor
The standard accepts that uncertainty may exist in the monitoring and forecasting
of the weather [17]. DNV GL recommends that forecasted operational criteria
(OPWF) be identified as follows: OPWF = α x OPLIM. In this assessment, the
operational time from the issue of the latest weather forecast TPOP is used as
the minimum time input for the selection of the α factor. If an operation can be
halted, the time between weather forecasts and time to halt the operation safely
can be accepted as a suitable value for α. As a guideline, DNV GL indicates
that continuous monitoring of the weather conditions can allow for removal of
the time between each forecast, but the time required to react to alterations
in the weather should still be included in this assessment. It advises that the
uncertainties associated with the weather be identified from statistical analysis
and that the final selection of alpha factor should be such that the probability
of exceeding the operational limits (OPLIM) by more than 50%, is less than 10-4
[17].
DNV GL also provides comprehensive table sets for the selection of the α factor for
waves in the North and Norwegian seas as established as part of a Joint Industry
Project completed in 2005-2007. Each table can be selected based on the proposed
forecasting support and active monitoring in place on the vessel. The first table
considers a base case compiled of one forecast or when the resulting mean from
two or more forecasts is used. As the level of forecasting competency or sources
used for the operation increase, the next or most relevant table can be used.
The final table in the set concerns the most comprehensive monitoring practices
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where the monitoring and forecasts have been calibrated, supported by an on site
meteorologist.
It is evident that as the overall accuracy of the forecasts are improved (i.e. less
uncertainty) the alpha factors increase in the tables. This reflects the higher
certainty regarding these conditions being realised, while the earlier tables show
lower values to reflect the uncertainty in the weather predictions. It is noted that
some variance will exist in the α factor. For operations of over 12 hours, the
corresponding α factor should first be referenced on the relevant table, starting
from the largest value in the column. For each 12 hour step in the operation, the
next α factor in the column can be selected until the operation is complete within
the maximum 72 hour window. It is recommended that the uncertainty associated
with the wave periods should not go unnoticed and if operations are particularly
susceptible to these conditions, the α factor may be altered accordingly.
If data is not made available for the waves, DNV GL provides guidance for the use
of wind forecasts to identify an acceptable α factor. It is likely that this approach
adopts greater uncertainty and more conservative values are recommended to
reflect this. It is important to note that a number of the operations adopted
during offshore wind farm construction are wave and wind sensitive, particularly
the lifting of the turbine components. This undoubtedly has an impact in the
planned operational durations and the selection of α factors for these types of
operations. A Marine warranty surveyor marine warranty surveyor (MWS) is
often employed to confirm the correct risk mitigations and contingencies are in
place to satisfy insurers. The MWS, applying their experience and expertise
in addition to the available standards, can have a significant influence on the α
factor selected for a range of marine operations. Modelling of these imposed alpha
factors may be applied and the predicted durations compared to the original base
plan, revealing possible extensions to an installation campaign.
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2.3.1.3 Unrestricted Operations
DNV GL describes the handling of unrestricted operations (TPOP ≤ 72h, TR
≤ 96h) and indicates that any analysis should be completed considering extreme
value statistics. It states that if extreme value statistics are used to determine the
limiting criteria of operations, these values may be used as a typical reflection of
the environmental conditions, although it is recommended that operations should
not begin when extreme weather has been predicted and that they should be
subject to a specified start criterion.
2.3.1.4 Weather Forecast
DNV indicates that arrangements should be made to obtain weather forecasts
regularly from recognised bodies, before and during the completion of marine
operations. The forecasts should be specific to the area and/or transit routes
used and the position of the vessel considered on the delivery of updated forecasts.
This will allow alternative routes to be identified if the conditions are likely to
hinder the operations on the existing vessel heading. DNV GL states that the
forecasting procedure should always consider the type and duration of the marine
operations, addressing any sensitivities and should be accompanied by a written
overview including the confidence level for the forecast. A list of the main criteria
(as relevant) for each forecast is provided in the standard and these are included
below:
• Wind speed and direction
• Waves and swell, significant and maximum height, mean or peak period and
direction
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• Rain, snow, lightning, ice etc.




It is fair to assume that most of these criteria are relevant throughout offshore
wind construction and provide a useful check to ensure the chosen forecaster can
meet these requirements. The format of the forecast should be agreed between
the client and meteorologist in advance of the operations. A forecast should be
provided every 12 hours for the minimum reference period and should normally
include a 24 hour look-ahead. A clear definition of the parameters should be
provided in each forecast, such as the mean zero up-crossing period/peak period
of waves.
2.3.1.5 Weather Forecast Levels
DNV GL provides these explanations to accompany the weather forecast levels
discussed in the previous section; these are key throughout the selection of α
factors. Once a clear understanding of the sensitivities for the planned operations
is established and the related reference period TR is identified, the categorisation
of the planned operation(s) into forecast levels should be made [17] and are
summarised below:
Level A
This category of forecast is to be applied to major marine operations that are
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sensitive to environmental conditions and considers tasks such as offshore float-
overs, gravity base structure (GBS) tow out operations and offshore installation
operations. To some extent, this approach can be considered for the handling
of valuable assets such as turbine components and where the operation to be
completed is subject to strict environmental limits.
Level B
This level of forecast can be considered for operations that are sensitive to
the environment and have fair to significant importance in terms of potential
consequences and value of the operation as a whole. This type of forecast can be
considered for operations that involve float-outs, lifts and less sensitive installation
tasks.
Level C
This forecast is best suited to operations that are regularly executed and where
the impact of environmental conditions is less significant. Typical applications
are for nearshore lifts, quay load-outs and operations or tows in sheltered areas.
As a guide, DNV GL provides a table set of requirements for each forecasting
level, as included in Figure 2.4 below:
Figure 2.4: Weather Forecast Levels [17]
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2.3.1.6 Acceptance Criteria
It is vital that the relevant limitations and required weather window for the
operations be included as part of the acceptance criteria listed in the marine
operation manual. DNV GL also indicates that if two sources of forecast are
inconsistent for the same given area, the most severe forecast should be used,
but if the difference between the forecasts is too wide, the uncertainty should
be discussed to ensure operations are conducted safely. The worst case weather
situation should be identified from all available forecasts, particularly when there
is inherent low confidence in the quality of the reports. In an intermediate update
between specified forecast intervals, DNV indicates that the data used for these
updates must have sufficient accuracy [17].
2.3.1.7 Monitoring
DNV GL states that “Monitoring of design parameters (assumptions) should be
used to as great an extent as practicable during marine operations.” [17]. It is
important that the monitoring methods align with the required accuracy and that
target values (including acceptable deviations) be specified prior to monitoring
stages. The environmental conditions offshore can be monitored directly or
through the responses on board the vessel. For weather sensitive operations, it is
important that monitoring prior to cast off and during operations be completed
for criteria such as swell, wave heights and currents. Ongoing analysis of the
remaining time for the marine operation in hand and environmental conditions
should be practised.
It is proposed in DNV GL standard that the use of monitoring systems can be
applied as a means to increase the α factor of waves, should these systems operate
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with an acceptable level of accuracy and reliability. Generally accuracies of ±5%
are acceptable and this data should be continuously analysed using statistical
approaches to improve confidence in the outcome and thus change the α factor.
It is also advised that a secondary system be adopted to detect any errors that
may exist in the primary readings. For areas that have large tidal variations, it
is recommended that a localised tide variation curve be developed or consulted,
ensuring that the information aligns with the same lunar phase in which the
operation(s) will be completed. All of these processes should be included as part
of the monitoring procedure documentation.
2.4 Metocean Risk Modelling for Marine
Operations
DNV GL states it is essential that availability analysis is used at the planning and
design phase, including the weather criteria or limits for starting or interrupting
operations. This assessment is referred to as the ‘availability analysis’ and uses
historical weather data collected over a five to ten year period. In addition
to weather conditions, the duration of each task is critical to this assessment,
while the subsequent period that is expected to exceed the specified limits
should be known. The application of time domain simulations can be used
within specially created software packages to assess operational performance and
historical weather data or models are used as an input to these analyses. It is
states that “the marine operation performance simulation programs should include
specification of durations, weather limits and a sequence of activities” [15].
In an attempt to reduce uncertainty associated with accessing and completing
work at offshore locations, work on the modelling of logistical requirements and
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installation of OWFs has been ongoing . This type of modelling and analysis
allows practitioners to review the installation of an OWF in advance to ensure
developers can prepare for certain outcomes in terms of cost or delay.
Irawan et al. [48] focused on the modelling of the construction operations and
subsequent weather risk analyses to address the scheduling issues surrounding
offshore wind construction by means of an integer linear programming. Their
study develops a method to identify the optimal installation strategy that
produces the lowest costs and shortest schedules, with respect to weather data
and vessel availability. Their investigation in the use of metaheuristic approaches
such as Variable Neighbourhood Search (VNS) and Simulated Annealing (SA)
offers reasonable results with low computation time. When compared against
a linear programming optimiser known as CPLEX, their approach is found to
identify the optimum solution but takes longer to reveal the answer.
Barlow et al. [19] considered specific modelling of the logistics surrounding the
installation steps, reviewing which vessels and operations are most susceptible to
weather constraints in offshore wind installation. Their study aims to assess the
impact of operational and vessel improvements over recent times and indicates
that a non-linear relationship exists between vessel limits and the duration of
the installation. They conclude that load out operations appear most susceptible
during adverse weather conditions.
Logistics are again the topic in the paper presented by Vis et al. [49] and their
modelling approach reveals that the key activities impacting performance are the
vessel loads, distance to shore and the pre-assembly strategy adopted for the main
wind turbine components. They recommend that a pre-assembly strategy should
be employed which presents the optimum choice between the lowest number of
lifts possible and the maximum number of turbines that can fit on a vessel. This
reflects that the optimum will differ in each offshore wind project and careful
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consideration of these two parameters should help reveal the best solution for a
given project.
Scholz-Reiter et al. [50] point out that bad weather conditions are the main
cause for delays in the logistics and installation of an offshore wind farm.
They apply their mixed integer linear programming (MILP) model to identify
the optimal installation schedule for different weather conditions and loading
operations. Their study considers the installation of 12 turbines across three
synthetically produced weather scenarios, each representing either good, medium
or bad weather and the tool is used to identify optimal installation schedules
for the vessels. They acknowledge the stochastic nature of weather conditions
and express an interest in developing their tool and assess the impact of weather
uncertainty beyond these initial three categories.
Ait-Alla et al. [51] developed a MILP model to minimise the installation costs
by considering vessel utilisation and fixed costs that span the length of the
installation period. Their approach considers the weather in a deterministic
manner and reviews the outcome of two installation scenarios.
Muhabie et al. [52] consider the use of discrete event simulation by considering
weather restrictions, distances, vessel capabilities and assembly scenarios. They
consider the use of both historical weather data and synthetically generated data
sets, adopting a probabilistic approach. The results demonstrate a good level
of agreement between these two approaches when considering the average mean
lead-time and reference future work required to optimise the fleet sizes, capacities
and overall installation strategies.
Monte Carlo simulations have been employed for metocean planning and risk
analysis as they facilitate parametric simulations, providing a means to assess
uncertain variables such as the duration of offshore installation tasks, human
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factors or equipment failure. Tyapin et al. [28] argue that a combination of
Markov theory, analytically derived probability distributions for installation task
durations and a PNET algorithm may reduce overall simulation times when
compared to Monte Carlo Methods. Their comparison of both methods, reveals
that there is little difference in predicted installation durations when a weather
window is not required, yet differ when a predefined duration of specific weather
conditions are specified. They state that the Monte Carlo method tends to be
more conservative than the Markov-PNET approach, which was also found to be
approximately two times faster than 1,000 Monte Carlo runs.
Ahn et al. [53] reviewed various vessel options for the installation of offshore
wind turbines at the Korean West-South offshore wind farm. Their study
considered a range of vessel types such as wind turbine installation vessels wind
turbine installation vessels (WTIV), jack-up barges, towed cranes, barges and
tug configurations. Their study follows the assembly and installation options
provided by Kaiser and Thomsen [26, 39], which specifies four vessel and two
primary installation methods. The one by one method which involves no onshore
pre-assembly and a star pre-assembled rotor option are considered in terms of the
maximum and minimum durations. A set of standard day rates are assumed for
each vessel configuration. Two linear equations are used to assess the associated
costs and installation times of the various installation methods along with each
vessel spread. They conclude that the WTIV and jack-up vessels will lead to
higher costs when compared to barge and tug configurations but will ultimately
take less time to complete the installations. They conclude that the cost of
the WTIV and jack-ups can significantly increase installation costs if there is
any uncertainty in the installation schedule or delays in the delivery of turbine
components
Lacal-Arantegui et al. [27] investigated the evidence behind costs reductions in
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the installation of foundations and turbines at offshore wind farms. They collected
data from 87 offshore wind farms to generate a picture of the installation time of
each project. They state that the installation costs are directly influenced by the
day rates associated with the vessels used and identify a reduction in foundation
plus turbine installation times from 7.6 days in the early 2000s to 5.9 days at more
modern installations, despite many of these sites being located further from shore.
They indicate that these reductions had an improved effect when the project used
higher rated turbines and monopole foundations, at 4 days/MW reducing to 1.06
days/MW for earlier and more modern projects respectively. This is equivalent to
approximately a 70% reduction and it is noted that improvements with foundation
installation (87%) were the predominant factor. It is concluded that economies
of scale for the size of each project have not had a significant impact on the
installation times and that incremental improvements were observed specifically
for turbine installation.
Barlow et al. [54] use a mixed method framework to utilise discrete-event sim-
ulation and robust optimisation decision support methods. Through simulation,
the study describes a means to predict and therefore optimise the planning of the
installation operations by considering the available asset selection options. Their
study considers the installation period of wind turbines but could be expanded to
other installation phases. It provides a perspective on the anticipated cost, and
duration and generates an optimal installation schedule that accounts for delays
due to weather uncertainties. It is noted that the overall framework was validated
by experts to provide reliable scheduling, accounting for seasonal uncertainty and
optimal activity planning.
Morandeau et al. [55] state that future marine energy deployments will require
cost effective marine operations, executed in an efficient and timely manner.
Key to success is accessibility at each site and the importance of support from
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appropriate vessels. Their study investigates two solutions to assess this issue;
employing a time domain simulation package, Mermaid (Marine Economic Risk
Management Aid), and an optimal ‘fit for purpose’ vessel design for efficient
installation of marine energy technology. Mermaid is described as a transparent
simulation package which is capable of presenting the anticipated downtime
for marine installation operations by sequencing defined tasks against historical
weather series. Additionally, Mermaid facilitates comparison between different
vessels, ports and scheduling. By comparing the costs of traditional vessels from
the oil and gas sector against the new vessel design within a Mermaid case study,
it demonstrates that the improved capabilities and reduced day rate of the fit
for purpose vessel can be easily quantified. Furthermore, the study emphasises
the importance of completing weather risk assessments for marine energy based
installations.
Walker et al. present a method to consider the availability of weather windows by
employing a Weibull model [56]. This model uses cumulative distributions for the
mean durations of persistence of exceedance. The Weibull approach accounts for
the length of window at a specified threshold. This method is fairly simple and can
provide a view on access and waiting periods in a timely manner. The approach is
dependent on available and accurate observations and therefore a proven hindcast
model was employed to provide input data. The method can identify potential
delays or bottle necks for multiple project phases such as mobilisation, installation
and decomissioning, which can aid budgetary assessments and inform planning of
marine operations.
Chang et al. analyse weather windows employing nine years of wave data from
two sites in Taiwan [57]. Their study considers two key factors: wave height limit
and the length of available weather windows and they present various figures
such as histograms, exceedance charts and probability of occurrence to convey
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the weather conditions at the two locations. Furthermore they use occurrence
percentage matrices and minimum, mean and maximum window lengths for a
range of different wave height thresholds to identify the window availabilities of
each site. It is acknowledged this study is limited to Hs assessments and that the
methodology employed does not account for other conditions such as wind speed,
wave period and ocean currents.
A weather window assessment completed by O’Connor et al. [58] across three
sites aimed to quantify weather windows for operation and maintenance activities.
The study developed work from previous assessments to complete a multivariate
analysis of wave height, peak wave period (Tp), mean wind speed and tidal current
speed. Percentage persistence tables and percentage access graphs for different
window lengths and wave height thresholds are shown for Hs. It is stated that
the Hs is still believed to be the predominant factor for accessibility in the
majority of O&M applications but the other weather parameters may influence
these outcomes, particularly if longer weather window durations are specified.
The authors recommend that a minimum of five to ten years of historical data be
used for weather window analysis.
Kikuchi and Ishihara investigate the assessment of weather downtimes for the
construction of an offshore windfarm using wind and wave simulations [59].
They utilise both the Weather Research and Forecasting (WRF) model [60] and
Wave Watch III (WW3) [61] for wind speed and wave simulations respectively.
Their study considered three main construction operations: bottom preparation,
substructure and wind turbine installation, as well as associated limits at two
offshore wind farms in Japan. The authors define operational limits of each
task, relevant to each operation and present the results in terms of percentage
workability, i.e. the amount of time above the threshold available to complete
the operations. It is noted that bias corrections were necessary when low wave
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height and short wave periods were analysed, thus improving the accuracy of the
predictions. It was also found that that the modelled data resulted in very similar
workability percentages in comparison to observed weather data.
2.5 Stochastic Weather Models for Metocean
Risk Modelling
O’Carroll, Bowers and Mould [43, 44] were among the first practitioners to apply
metocean weather models for weather risk assessments in offshore construction.
O’Carroll presents methods developed in British Petroleum (BP) to model
offshore weather series that capture the same statistical parameters as included
within three hourly observations of wave height and period. Firstly, the approach
transforms the data, removing seasonal components and Box and Jenkins methods
are used to model directly a synthetic bivariate series. This approach produces
good agreement when compared to the observed dataset while it is noted
that inaccuracies produced in a previous study by Jardine and Latham [62]
were a result of inappropriate transformations. It concludes that linear time
series models approximate the true wave conditions, although when a suitable
transformation technique is used, the generated series is normally suitable for
practical application.
Bowers and Mould [44] investigate the inclusion of a Markov weather model that
incorporates a separate residence time to convey the distribution of different
weather states. The Markov model is capable of categorising the weather and
sea into a number of states based on operational limits. Their model is built to
account for five different states and this division helps focus the modelling process
on the areas of interest rather than reproducing data that precisely matches all
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conditions at site. A simple Markov weather model and an adapted version that
incorporates gamma parameters to improve the residence times at each state are
compared to the observed data. It is found that the model with gamma features
is close to the observed data, yet the gamma model still demonstrated some
significant differences. The authors state that despite these discrepancies, this
approach can help quantify the impact of varying start dates, the employment of
different equipment options and inform managerial decision making.
There has been ongoing research on the development and application of envi-
ronmental models to produce offshore weather series and notably the authors of
the METIS toolbox, Monbet et al. [23], present a review of stochastic models to
generate wind and sea state characteristics. Their study begins with Gaussian
processes such as the Box and Jenkins [63] approach and the translated Gaus-
sian process (TGP) [64]. The Box and Jenkins method is widely regarded as the
most classical method, where the data is first made stationary by blocking it into
monthly or seasonal sets and then applying a Box Cox transformation [65], which
is used to transform non-normal variables into a normal distribution, thus facili-
tating a range of statistical tests [66]. A time series with a Gaussian-like marginal
distribution is produced and finally an autoregressive integrated moving average
model (ARIMA) model is fitted to generate the synthetic time series [63]. An
ARIMA model uses the process of differencing many times, to reduce the forecast
to an autoregressive moving average model (ARMA) [63]. An ARMA model relies
on a set number of previous values in a given time series and memory function,
denoted by the ‘MA’ or moving average, to produce forecasts. A moving average
is a common technique to appreciate trends in data and is particularly useful for
long term forecasts. It calculates an average on windowed subsets of data series,
where the size of each subset is defined by the order of the MA model. TGP can
be described in three steps. For a univariate process it starts by transforming the
observed data into a Gaussian variable, then generating a second order random
CHAPTER 2. Literature Review 45
time series with the same spectral properties. This second order time series can
then be re-transformed back into a full univariate time series and it is noted that
auto and partial correlation functions may reveal significant differences between
the original and synthetically produced data.
Whilst these methods are less sensitive to noisy data, they are reliant on large
data sets to generate estimates and have difficulty reproducing an accurate
distribution of stormy and calm conditions within the generated time series. Non-
parametric methods are investigated, including block resampling and resampling
Markov chains [67, 68]. Block resampling is described as a method to implement
bootstrapping techniques, where each ‘block’ is representative of a time step in
the observed data set and random sampling of the blocks is used to reconstruct a
sequence of values. This process demonstrates sensitivity to the size of block,
as short blocks can struggle to replicate the existence of storms and larger
blocks commonly reproduce the observed time series, negating any benefit from
employing such models.
Resampling Markov chains such as ‘nearest-neighbour’ are also presented, which
begin with a few starting values and search the data for the nearest lying
neighbours to particular points. One of these neighbours is then randomly
selected and allocated to the given time step in the series. Monbet et al. [23]
also discuss the inclusion of selection weighting of closer points by introducing
higher probabilities to these values. Further sophistications such as the Local
Grid Bootstrap method have demonstrated good reproduction of the weather
characteristics. Parametric approaches such as Artificial Neural Networks (ANN)
[69], MS-AR [70] and GARCH [71] models are promoted for their ability in
describing particular weather regimes. ANN models are described for application
in short term forecasts and correcting meteorological models, although these
models are inherently difficult to interpret. Alternatively, MS-AR models and
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GARCH models are identified as easily interpretable and capable of restoring
the weather regimes similar to those in observed data sets. These models
can be reviewed and broken down to understand the embedded computations
whereas ANN examples are less accessible for interpretation. It is remarked
that choosing the correct model types can be time consuming, particularly when
applying steps such as maximum likliehood and least squares. Assessments can
be made using the statistical properties from each computation by applying
Akaike information criterion (AIC) and Bayesian information criterion (BIC),
which provide quantifiable values to identify the best model for the meteorological
data.
Alliot et al. [70] investigate the specific application of homogeneous and non-
homogeneous MS-AR models to produce wind time series. These models are
composed of a blend of autoregressive model (AR) to describe the evolution of
wind speeds over different intervals and the switching between each AR model is
handled by a hidden Markov chain. An autoregressive model is a process that is
able to forecast based on past values in a sequence or time series and is a form
of linear regression. These past values are regarded as ’lags’ and the order of
an autoregressive model is defined by the number of lags used to generate the
forecast. Furthermore, an assumed stochastic error term is included, which is
fundamentally white noise with unit variance and mean of zero. Alliot et al.
highlight that MS-AR models with Gaussian innovations are preferable to those
with Gamma innovations owing to computational benefits and numerical problems
associated with the Gamma case. The study demonstrates the operability of a
homogeneous MS-AR model, which by applying a non-homogeneous MSARmodel
is expanded to account for diurnal and seasonal fluctuations. The impact of inter-
annual variations observed in historical data, associated with climate change,
are also considered with the recommendation for the potential inclusion of trend
models to improve long term predictions.
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Markov chains have been in many studies generate stochastic multivariate
meteorological scenarios, which are then used to estimate the progression of
planned installation operations, with respect to the metocean limits of each task
[20, 22, 72, 73]. De Masi et al.[72] investigate the application of a first order
multivariate Markov chain model to produce 20 years of synthetic time series for
significant wave height (Hs), peak wave period (Tp) and wave direction. They
demonstrate that the statistical properties such as mean values, correlations and
probability distributions are reproduced in the simulated time series. The authors
apply threshold (Hs) values to compare persistence and waiting times between
operable weather windows and show similar distributions are produced by the
model. This method provides a useful means for comparison of results and con-
cludes that the outcomes from the Markov chain model are suitable to conduct
operability analysis. The authors also suggest that the model could be extended
to consider other meteorological parameters and highlight that varied temporal
scales could also be applied to support the analysis of different marine operations.
Hagen et al. [22] present a multivariate Markov chain model to produce time
series for wind speed (U), wave height (Hs), wave period (T ), wind direction
(Φ) and wave direction (Θ). Two methods of handling seasonal variations in an
observed data set are presented, where the transition probabilities for the Markov
chain and subsequent weather states are identified. In the first method, the
transition probabilities are produced separately for each month and the transition
to the next state is applied at monthly interfaces. The second approach applies a
transformation, taking the empirical mean and standard deviation, implementing
seasonal transitions without monthly restrictions. To assess the application of
these models for offshore operation and maintenance tasks (O&M), they are
reviewed in terms of persistence and waiting times for a specified weather window
of Hs ≤ 2m, U ≤ 10m/s and T ≤ 5.5s at three hour time steps. This assessment
demonstrates that both model types can reproduce the persistence statistics in
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the observed data with very slight variations. It is concluded that both Markov
chain models are suitable to assess the weather availability for marine operations,
but are dependent on suitably long observed data sets in the region of 20 years
or more to prevent replications in the simulated outcomes.
Leontaris et al. [74] indicate that large observed data sets of approximately 20
years are required in order to produce useful meteorological estimates from a
copula model. The scarcity of long observed environmental time series is a key
driver for their study, where they use copulas to reproduce multiple years of wind
speed (U) and significant wave height (Hs). Copulas are defined as functions
that are capable of joining multivariate distributions, which can be broken
into univariate marginal distributions with a copula to describe the dependence
between random variables. The authors review the dependence of U and Hs by
considering three copula families, Gaussian, Clayton and Gumbel. They identify
that the Gumbel copula describes the dependence between both parameters for
all months with the exception of November and December, where the Gaussian
copula was selected. To compare the 1000 years of simulated U and Hs time series
against 10 years of observations, the mean monthly workability and persistence of
weather windows were reviewed for six hour time steps. Primarily, one operation
of Hs ≤ 1.5m and U ≤ 12m/s is defined to assess the persistence and mean
workability characteristics. It is shown that the mean workability and persistence
cumulative distribution functions (CDF) are very similar to the observed data and
confirms that this method can reproduce realistic time series and also highlights
the importance of the correlation between U and Hs. To assess the progression
of sub-tasks below six hours within an infield cable installation scenario, linear
interpolation of the generated time series to hourly time steps is discussed. This
improves the resolution of the simulated data and it shows that scaling up the
time series in this way leads to similar results, as observed with six hour intervals.
Finally, the impact of dependently and independently produced environmental
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parameters is discussed with the caveat that if the dependence between variables
is ignored in similar models, this will reproduce inaccurate time series.
Brokish et al. investigate the pitfalls of using Markov chains to produce synthetic
wind data [73]. They found that, Markov chains are inappropriate for time steps
shorter than 15-40 minutes, subject to the order of the Markov chain used. They
state that despite Markov chains ability to reproduce the probability density
function of wind data, they are limited in scope for time dependent analyses such
as energy storage requirements. They recommend that new methods be developed
to generate the required probability density function for short time steps, whilst
replicating autocorrelation in the observed time series.
Stefanakos et al. develop and validate a composite stochastic model for significant
wave height (Hs). Their model builds on previous work and is capable of
resolving seasonal and inter-annual variations by using a state-by-state process
[75, 76]. The approach can use different sources of wave height measurement
to estimate the parameters of the model. Buoy measurements were used for
the state-to-state correlation structure and satellite measurements are used to
assess seasonal patterns and variabilities. This process effectively uses the
satellite measurements to ‘de-seasonalise’ the buoy data. The analysis of the
de-seasonalised measurements is therefore assumed to be a stationary stochastic
process, which allows the autocorrelation to be calculated and the correlation
structure from state-to-state. They indicate key advantages such as no gaps in
the data when using such a model in comparison to measured Hs time series.
Guanche et al. present a methodology to simulate trivariate sea states [77]. The
three parameters of interest are Hs, mean period (Tm) and mean direction (θm).
The methodology combined univariate ARIMA models and cross correlation with
an autoregressive logistic regression model. This approach allowed the generation
of varied atmospheric scenarios relating to daily sea level pressure (DSLP) and is
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adaptable to multiple locations of interest. The model produces good agreement
for the trivariate series and can account for climate change effects using future
DSLP projections, but further analysis is required to validate this feature. It is
noted that the model may be limited in its ability to describe extreme conditions
and that by fitting a Pareto distribution, the adaptability of the model may be
improved.
Pérez-landa et al. compare the results from a one year simulation of Hs and Tm
using four different models for the Liverpool Bay area [78]. The models assessed
are wind forcing using global and mesoscale sources, shallow water models and
varied spatial resolutions. A comparison against a wave rider buoy in the same
location showed that the wind forcing using mesoscale approach outperformed the
global case. Furthermore, improved resolution and shallow water paramerisations
using SWAN [79] produced good results. They advise that a high resolution
approach should be used where possible to accurately assess the progression of
marine operations, whereas lower resolutions may lead to inaccurate predictions.
Kerkhove and Vanhoucke investigated an approach to improve the accuracy of
offshore construction simulations using an integrated weather model to account for
the uncertainties of activities [30]. Furthermore, metaheuristic optimisation and
dedicated heuristics are used to optimise project planning in combination with a
weather model. Their weather model uses a combination of transition probability
matrices and Weibull distributions to reproduce realistic wind speed and Hs
conditions, introducing conditional probabilities to account for the correlation
between both parameters. A first order Markov chain is used to simulate the wind
speed and two methods for Hs: a second order Markov chain and a correlated
approach employing a Weibull method considers the available wave states given
the distribution of wind. The second order Markov chain allows for the simulation
of the wave height given the current wind state, thus accurately replicating the
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correlation between both parameters. It is noted that there may be insufficient
data to accurately inform the first model to recreate wave data and the Weibull
approach is capable of addressing this issue.
Pinson et al. reviewed regime switching modelling for the simulation offshore
wind conditions [80]. They investigated two approaches: self-exciting threshold
autoregressive model (SETAR) and self-exciting threshold autoregressive model
(STAR) models in comparison to MSAR models. They state that SETAR
and STAR models use explicit rules to determine the current weather regime
in contrast to the hidden Markov process employed within MSAR models and
compare the models using observations at one, five and ten minute intervals.
They identify that the MSAR models managed to capture the influence of more
complex weather patterns and therefore outperformed the SETAR and STAR
approaches at these temporal scales and also state that the SETAR and STAR
models offer no real advantage when compared to more simplistic models such as
ARMA.
2.6 Literature Summary
The literature review has covered a range of topics relating to offshore wind
installation, marine risk management practices and modelling in the metocean
context. The topics have relevance to the intended focus of this thesis and this
short summary aims to direct the reader to the most pertinent issues that were
carried through into fully developed studies, driven by the needs of EDF Energy
R&D.
In terms of the risk management standards, the detail included for weather re-
stricted operations in Section 2.3.1 had considerable relevance for offshore wind
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installation downtime assessments under investigation in EDF Energy. Interna-
tional standards such as ISO 19901-6:2009 [13] and ISO 19901-1:2015 [14] present
core considerations to determine the limiting metocean conditions for several op-
erations, structures and operational states. Furthermore, standards such as those
provided by DNV GL [17], [15], build on the international standards, providing
clear definitions of operational durations and when subsequent metocean restric-
tions or weather monitoring should be applied during the planning of marine
operations, as summarised by 2.3. Indeed, it is emphasised that metocean op-
erational limits are necessary to ensure the operations are conducted safely and
within the operational design criteria of the structure, installation vessels and
equipment in hand. The application of the alpha factor is prescribed when there
is uncertainty in weather forecasts during offshore activities, which are informed
by different levels or qualities of forecast. This guidance has highlighted that these
factors should be well understood to ensure that the limits to operational tasks
are adequately captured during modelling and simulation of marine operations,
thus generating relevant downtime estimates.
As a number of offshore wind developments were underway within EDF Energy,
there was an immediate need to model the marine operations related to each
project against anticipated weather conditions. A review of various different meto-
cean modelling techniques was completed in Section 2.4. A range of publications
were reviewed that demonstrated the application of logistical scenarios to ap-
preciate the sensitivity of installation strategies, vessel types and pre-installation
strategies. These studies highlighted the relevance of modelling marine opera-
tions with different techniques such as MILP, VNS, Markov, Monte Carlo and
time domain simulations, including the application deterministic and stochastic
metocean data. The review highlights the benefits of recursive analyses offered by
Monte Carlo approaches and estimates produced from multiple stochastic weather
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series, as they can generate informed estimates of residual metocean risks for ma-
rine operations. Additionally, different metrics such as the cost of the operations,
percentage increase, days/MW and overall days of downtime are used to compare
the sensitivity of the operations, vessel or equipment under review. An off-the-
shelf metocean modelling environment, Mermaid, was identified as a readymade
time domain simulation tool, which incorporated a number of standard practices
reviewed in Section 2.3.1, such as alpha factors and learning rates.
An investigation of stochastic weather models was completed to support the
selection of a suitable modelling methodology in a next generation metocean risk
simulation tool within EDF Energy. Section 2.5 investigated a range of different
metocean models and from direction from EDF R&D in France, there was interest
to incorporate a hybrid metocean model within the next generation prototype. A
thorough review of different time series modelling methods is presented such as
Markov chains, copulas, ANN and ARmodels including variations such as ARIMA
and ARMA. It was evident that many of the techniques incorporate Markov
chains, which are useful as they can define the transition to different weather
patterns present in historical data and can therefore support the generation
of realistic metocean conditions. A flexible and interpretable MS-AR method
from [70] was reviewed, which facilitates the transition of weather types during
autoregressive simulation of metocean data. The literature also highlights that
metocean simulations should respect correlations that exist between two or more
weather parameters, whilst significant wave height (Hs) is widely regarded as the
most sensitive metocean parameter for marine operations. This review highlighted
the availability of the METIS Matlab toolbox [81] and the embedded MS-AR
model was selected for investigation and adaptation in Section 3.3.

Chapter 3
Methods to Improve Metocean Risk
Management in Offshore Wind
Installation
In this section, the methods that were devised and implemented throughout
metocean risk management research are presented. The EDF R&D computer
model ‘ECUME I’ is first introduced; this was originally developed to assess and
predict delays that could be experienced during the installation of an offshore wind
farm, through the execution of a variety of marine operations. To demonstrate
suitability of ECUME I for predicting installation risk across a range of project
phases, a case study is applied that considers the assessment of vessel technology
trends framed across the three offshore wind rounds in the UK. The limitations
of using this tool, particularly for more complex and intermediate operations are
also discussed.
The application of a commercial software metocean risk software Mermaid and
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the methods applied in the assessment of two offshore wind projects are also
presented, highlighting the improved flexibility of this tool in comparison to the
ECUME I solution. Two approaches are proposed, each of which are implemented
depending on the size of project to be modelled and analysed. The benefits and
limitations of each modelling approach are discussed in more detail in Sections 5
and 7.
Based on the experience using the ECUME I and Mermaid, this inspired the spec-
ification of a next generation marine operations simulation tool within the EDF
R&D teams in the UK and France. A process of workshops, prescribed improve-
ments and concurrent development was completed as a part of a collaborative
activity between UK and French teams throughout the course of this doctorate
project. The most significant research contribution in this activity was the de-
velopment of a stochastic weather model, which was required to produce a large
number of annual wind speed and wave height time series. By producing a large
number of metocean time series that fairly represent the conditions at an offshore
site with similar characteristics, this supports the quantification of the residual
risks when predicting the progression of marine operations. The development
of the metocean model and overarching methodology, which utilises a Markov
Switching autoregressive model, is described in Section 3.3.
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3.1 Comparative Vessel Assessment with
ECUME I
3.1.1 ECUME I overview
This study assesses the installation modelling for UK offshore Wind Rounds 1, 2
and 3. The analysis is based on time-domain predictions for the completion of key
installation operations under user specified exceedance probabilities, commonly
used by investors to determine a project’s viability and used by developers
to assess their risk preferences. By varying key wind farm characteristics, an
assessment on the performance of typical installation vessels adopted for each
of the UK development rounds is investigated with the use of EDF’s existing
installation decision support software tool.
EDF Group have developed a tool to assess the installation of an offshore wind
farm in advance, prior to construction known as ‘ECUME I’ which is shown
diagrammatically in 3.1.This tool currently provides results detailing schedules,
vessels, and installation costs, aiding the decision process by providing an
unlimited range of exceedance probabilities such as P50 and P90 values. A
comparative analysis of the predicted durations between each of the three offshore
wind rounds is completed. It is intended this analysis will help inform planning
operatives when considering vessel selection in their next project and reveal if
further innovation is needed to overcome delays when developing future OWFs.
ECUME I accounts for elementary tasks that form the basis of offshore subtasks in
the software, which can then be combined in sequences to resemble an operation.
The associated weather limits for both the operation and vessels can be defined
by the user, based on known specifications or restrictions included in the planning
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documentation. The tool uses historical meteorological data in .csv file format,
drawing on inputs for wind speed, wave height, wave period and current speed.
ECUME I then applies a Markov chain to produce stochastic weather patterns
across specified dates using the historical data as a reference. The Markov chain
simulation generates numerous weather scenarios with similar characteristics as
the historical data series, which provides a basis to repetitively simulate the
specified marine operations and quantify the weather risks associated with the
installation vessels or operations. Within each simulation the given weather
scenario determines if vessels or operations may progress or be delayed and
cumulative outputs produce the resulting duration for a particular installation
phase that are presented under user defined exceedance probabilities. The inputs
and resulting prediction methods of ECUME I align sufficiently with DNV’s
recommended practice for modelling and analysis of marine operations in the
time domain [82].
Figure 3.1: ECUME I simulation tool schematic
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3.1.1.1 Meteorological Model
The software tool relies on Monte Carlo methods to simulate multiple independent
scenarios of the defined installation strategy for an offshore wind farm. The
tool considers risk as delays to the installation, imposed by adverse weather
conditions. A hidden Markov model (HMM) model [83] has been used to generate
each meteorological scenario, informed by historical weather data, which begins
with the evaluation of a transition matrix A for the Markov chain. This matrix
represents the evolution of the weather parameters: wind speed (Ut), wave height
(Hst) and speed of the sea current (Ct). For the assessments completed in this
project, the wind speed and wave height characteristics are the only weather
conditions evaluated. Meteorological parameters are intrinsically stochastic but
also exhibit some continuity over time. Therefore, at any one time, if the sea is in
a certain state, it is more likely that the next time (one hour, for example), the
sea will remain in the same state. The main characteristic of a Markov chain is
that the next state depends only on the state at the current point in time, which
is described by Figure 3.2. If the probability of moving from one state to another
is known, then it is possible to generate meteorological parameters and thus to
obtain a new weather scenario.
Figure 3.2: Schematic representation of the Markov chain: wind speed (Ut), wave
height (Hst), current speed (Ct).
Each element of the transition matrix A, is the probability for the arrival of state
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j, knowing the initial state i. A is a matrix of size n ∗ n with n the number of
states of the Markov chain. The vector π of the initial probability array of the
hidden states is also determined for chain size n. It is possible to obtain empirical
estimates of this matrix and vector by:
A = (ai,j)1≤i,j≤n and π = (πi)1≤i≤n (3.1)
where:
ai,j =
number of transitions i→ j
number of transitions from i and πi =
number of observations in the state i
total number of observations
For a given initial state, the number of arrivals of possible states is relatively low,
with a maximum of 30. Thus the matrix A, contains many zeros and forms what
is called a matrix dig. For each initial state i, it is best to store only the non-zero
values Ã(i) and associated indices P (i), which are defined as:
P (i) = j|ai,j > 0 and Ã(i) = (ai,j)j∈P (i) (3.2)
Once the estimated transition matrix is established, the software will simulate
a weather scenario over a period specified, which corresponds the maximum
installation duration envisaged by the user. The software simulates the weather
at the time i + 1, knowing the state of the weather at the time i according to
transition matrix. The method relies on a monthly transformation in the data in
order to ‘normalise’ the environmental data to a stationary form, which is inspired
by [84]. The transformed data is assumed to be an embodiment of a Markov
chain and the matrix A, and the vector π are estimated on these transformed
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data. After the simulation of the Markov chain is applied, the monthly outcomes
are reconstructed into one meteorological scenario. An overview of these steps is
demonstrated by Figure 3.3.







i.k ) is regarded as the vector of three meteorological parame-
ters for the i-th observation, during month number k, k ∈ {1, 2, 12}. The monthly



















i.k are the mean and standard deviation of the parameter number h
over the month number k. The meteorological parameters are supposed to take
their values in a discrete space and have a finite number of states.
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A given meteorological scenario is used directly within each Monte Carlo simula-
tion to calculate a duration for each primary installation phase. In the analysis
to follow, eight installation phases are considered within this study, which are:
Dredging & Survey, Foundation, Transition Piece, wind turbine (WTG), Scour
Protection, Pre-lay Grapnel Run (PLGR), Cable Installation and Cable Burial.
These phases include sequences that are comprised of sub-tasks, elementary to
the operations. The tool allows phases to be suspended once a sequence has been
completed and uses their base duration to determine if an adequate weather win-
dow is available or if the vessel should hold station offshore. A weather window
can be defined simply as weather conditions that are predicted to stay within the
environmental limits of a sequence for a specified duration.
Once the software has computed the predicted durations, these can be processed
to reveal the average Installation Rates (IRs) and WDT for each installation
phase. The P90 exceedance quantile was selected as the referenced result category,
providing 90% confidence that the predicted durations will not be exceeded. The
numerical results allow the calculation of key performance indicators (KPIs). In
this study, the duration for each phase is divided by the number of wind turbines
associated with the given model to reveal an average IR in days per turbine
(days/WTG). Similarly, the base unweathered duration for each installation
phases is deducted from the predicted duration to reveal the average weather
downtime (WDT) that can be expected for each turbine location under the
individual phases. These IRs and WDT values can then be generally compared
between the rounds to assess the impact of vessel technology. Additionally, the
variation about the mean IR and WDT predictions can be used to estimate the
installation risk that may be anticipated for each installation phase.
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3.1.1.2 Model Calculations
The methodology applied within ECUME I for the execution of installation
phases is summarised in Figure 3.4 and is extracted from original ECUME I
documentation used to specify the development of the software tool [85]. The
following text describes the functionality of this methodology in the ECUME I
tool.
Firstly, the ship to be used for an installation phase is mobilised. The vessel
goes offshore as soon as it’s transit weather limits are satisfied. Next the
logistics process, as outlined in Figure 3.4 is used to apply the installation
phases considering the make-up sequences and tasks within each phase. This
process initially recognises the steps that were not completed in the previous
weather window and the process begins at the first of the remaining sequences,
alternatively the tool identifies the maximum number of repeated phases to be
handled by the vessel and if it is within these bounds, the process begins with
the next phase in hand. It is determined if a weather window exists, where
the environmental limits of the next sequence are satisfied for the corresponding
duration. If the conditions are not satisfied, the software continues to search
for a suitable weather window and if none are available, the vessel holds it
position. This stands unless the weather conditions become worse than the
waiting condition limits for the vessel, meaning the vessel returns to port and
awaits the next opportunity to set sail to site.
The completion of each sequence marks the end of the weather window search and
the tool assesses if the vessel can remain on site, either by the maximum number
of phases or by the predicted weather conditions. Again, if poorer weather is
predicted and the environmental limits allow, the vessel can hold it’s position
offshore. If the vessel is in the middle of a current phase or there are phases
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Figure 3.4: Flowchart of ECUME I logistical process [85]
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to complete, the process starts over and searches for a window to complete the
next sequence. This iterative process summarised by Figure 3.4 continues and is
applied to all installation phases until they are complete for each wind turbine
location, after which the vessel for the given phase is demobilised and the next
vessel begins the subsequent phase in the defined schedule. Finally, the process
is complete when the maximum number of Monte Carlo simulations has been
reached. The predicted durations for each installation phase are presented with a
start and an end date. These dates are recorded under user-specified exceedance
quantiles such as P50, P70 and P90. It is these predicted durations that are used
as the main source of results in this study, as presented in Section 4.1.
3.1.2 Offshore Wind Installation Vessel Downtime
Analysis - Data and Inputs
This subsection outlines the methodology that was developed using ECUME I to
complete an assessment on the predicted performance of offshore wind installation
vessel technology, synonymous of typical vessel spreads used throughout the first
three UK offshore wind rounds. The vessel types employed in each round are
analysed to identify the variation in installation durations, weather downtime
and draw industrial perspectives.
3.1.2.1 Meteorological Data
Meteorological data was obtained from separate hindcasts used for the three
offshore wind rounds. In each simulation, a single metocean time series is used
to inform the HMM, which generates 1000 stochastic weather scenarios. These
scenarios provide a basis to assess the progression of the installation phases by
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considering the environmental limits of the sub-tasks and vessels specified for each
round. Data from Teesside, Greater Gabbard and Blyth Offshore Demonstrator
wind farms was selected, representing Rounds 1, 2 and 3 respectively. The wind
speeds in each data set are referenced at 10m. Teesside offshore wind farm
is located off the north east coast of England and its near shore location is
synonymous of a Round 1 project. The data set was developed by a private
consultant, drawing on field and modelled data to construct a metocean time
series. For Round 2, publicly available data for the Greater Gabbard offshore
wind farm was sourced from The Crown Estate’s Marine Data Exchange [86].
Greater Gabbard is located off the English Suffolk coast and is close to the average
distance of all Round 2 sites. The Round 3 data was sourced from a privately
commissioned metocean study for another upcoming EDF Energy development
in the north east of the UK, which will be referred to as ‘UK North East’ herein.
3.1.2.2 Wind Farm Characteristics
The key OWF characteristics for each project within the thre offshore wind rounds
have been reviewed based on the information included in [87]. This identified
mean, maximum and minimum characteristic values across all of the OWFs in
each round. The characteristics varied within the simulation tool and the values
identified for each round are listed in Tables 3.1 and 3.2. For each OWF round,
11 cases were simulated, beginning with a mean case for all parameters and then
varying one parameter at a time with either a maximum or minimum value.
Two ‘extreme’ cases are included, comprising of maximum and minimum case
for the number of turbines and distance to shore combined. To consider the
impact of start date selection, three dates were selected to investigate the impact
of seasonality across the two rounds. April was chosen to resemble construction
beginning in the spring, August for summer and December for a winter start.
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Table 3.1: Round 1 OWF characteristics
Parameter Maximum Mean Minimum
No. of turbines 60 31 2
Expected start date 01/04/2017 01/08/2017 01/12/2017
Inter-turbine distance (km) 0.82 0.67 0.46
Distance to shore (km) 11 6 2
Table 3.2: Round 2 OWF characteristics
Parameter Maximum Mean Minimum
No. of turbines 175 93 18
Expected start date 01/04/2017 01/08/2017 01/12/2017
Inter-turbine distance (km) 1.08 0.84 0.63
Distance to shore (km) 40 19 7
Table 3.3: Round 3 OWF characteristics
Parameter Maximum Mean Minimum
No. of turbines 400 251 102
Expected start date 01/04/2017 01/08/2017 01/12/2017
Inter-turbine distance (km) 1.51 1.02 0.78
Distance to shore (km) 190 93 25
3.1.2.3 Vessel Technology and Spreads
From reference to the consenting rounds listed in [87], an assessment of the vessels
used across all of the OWFs was completed to identify the typical vessel spread
used within in each round. It is accepted that the categorisation by UK Offshore
Wind rounds does not mean all construction activities were completed within
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an allocated time frame, as some Round 2 sites were installed before Round 1
projects. However these general categories were used to gauge the impact of step
changes in vessel technology.
To identify the main vessel types used to install or planned for installation of
each OWF, reference to the vessel listings for each respective wind farm on 4C
Offshore were used to populate a vessel database for each round [88]. Using
the main installation phases as a guide, the vessel database for each round was
then assessed to reveal the most common vessel type chartered for each phase.
This produced a representative vessel spread for each round. It should be noted
that the vessel spreads for each round, included in Table 3.4, are based on the
transparency of information published on the 4C Offshore website. The references
give more detail on the general vessel type and a full list of vessel characteristics
used in the study are appended in Appendix A.
For each vessel type identified and listed in Table 3.4, the referenced vessel
specifications were used to generate approximations for the loaded and unloaded
transit speeds in conjunction with survival limits for wave height and wind
speed. Where some environmental limits were not listed on the specification
sheets, generic references or limits for similar vessels were used to approximate
the relevant values [89] [90] [91] [92] [93]. Whilst this information is sufficiently
detailed for modelling, analysts will have more specific information from the vessel
operators to plan the marine operations. The commissioning phase of the wind
farm, which predominantly uses crew transfer vessel crew transfer vessel (CTV)
to transfer technical personnel to the turbines, has not been considered.
Eight offshore installation phases were considered for analysis and are summarised
in Table 3.4, which specifies the installation phase and vessel used in the model
set-up. It should be noted that all vessels are assumed to have the capacity to
remain offshore to complete the work at all turbine locations, with the exception
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Table 3.4: Vessel types and spread by round
Round 1 Round 2 Round 3
Phase Vessel Type Ref. Vessel Type Ref. Vessel Type Ref.
Dredging & Survey Injection Dredger [94] TSHD [95] TSHD [96]
Foundation WTIV [97] Heavy Lift Vessel [98] WTIV [99]
Transition Piece WTIV [97] Floating Crane [100] WTIV [99]
WTG Jack-up Barge [101] WTIV [97] WTIV [99]
Scour Protection Rock Dump [102] FPV [103] FPV [104]
PLGR Multicat [105] Offshore Vessel [106] Multicat [107]
Cable Inst. Barge [108] CLV [109] CLV [109]
Cable Burial MPSV [110] MPSV [111] MPSV [112]
of the vessels used for the foundation, transition piece and WTG installation
phases, which are limited to a maximum of three turbine locations per voyage.
This limitation is discussed further in Section 8.2.1.
Figure 3.5: TSHD Dredger [113]
Each phase and vessel choice for the different rounds is described in the following
passage. The dredging and survey phase prepares or clears the seabed before
the main OWF construction activities begin and ensures the work has been
completed to a sufficient standard. Dredging is not required for all projects
but has been included to acknowledge some form of seabed preparation common
to many sites. It is assumed that the dredging phase follows on from and is
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prescribed by, an extensive seabed survey. This is completed in advance of the
main construction activities to inform project teams of any unexploded ordnances,
potential obstacles, seabed integrity, the applicable foundation type(s) for the
site and the extent of dredging operations required. A dredge vessel can be
fairly simple, consisting of a barge equipped with a backhoe excavator to more
advanced dynamic positioning (DP) vessels that include trailing suction hopper
dredger (TSHD) technology as shown in Figure 3.5[114]. Less sophisticated
dredgers were used in earlier UK projects, but as installations have moved further
from shore, developers have discarded traditional monopile foundations for gravity
based or jacket structures. This requires improved accuracy and demands better
manoeuvrability of the dredge vessels, and is heavily reliant on the most advanced
technology available to developers.
Figure 3.6: Svanen heavy lift vessel installing a monopile [115]
The second phase considered is the foundation installation phase. From review
of the vessels used for foundation works across all 3 rounds, it is evident that
different types of vessels have been employed to deal with the variation or trends
in foundation type used between rounds [87]. The majority of Round 1 sites
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adopted monopile foundations, as these could be installed quite easily in the
nearshore locations synonymous with the majority of these sites. This type of
installation can be handled on board jack-up barges and dedicated wind turbine
installation vessels (WTIVs) and these types of vessel were identified as the most
common vessels in Round 1. Round 2 sites are generally greater in size and located
farther from shore, leading to more challenging conditions for installation. This
shift presented further logistical challenges and often heavy lift vessels as shown
in Figure 3.6 that could deliver and install foundations were employed to reduce
materials handling at the offshore locations. More recently, the new breed of
WTIVs, boasting increased deck space, lifting operability and survival capabilities
are expected for use in Round 3 foundation installations. These vessels were built
specifically for the demands of future European sites located in deeper water and
farther from shore, similar to the UK’s Round 3 sites. It is expected that these
vessels will cope with variable foundation types such as tripods or jackets, which
are likely to become more common throughout Round 3 whilst still reducing
overall installation durations.
Figure 3.7: MPI Discovery WTIV transiting with monopiles and transition
pieces[116]
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The installation of the transition piece, which is the structural section that links
the monopile and wind turbine, is the next installation phase. The transition
piece provides a fendering area for crew transfer vessels to interface with the
structure and a ladder for personnel to climb onto the platform before entering
the turbine for either construction or maintenance tasks. In some projects the
transition piece is installed onto a jacket or tripod foundations, but as a significant
number of the Round 3 projects still incorporate monopile designs, this phase has
been modelled and assumed to occur as part of the Round 3 sites. Similar to the
foundation phase, heavy lift or dedicated WTIVs are hired for these construction
activities as demonstrated in Figure 3.7. The transition piece must be hoisted into
position and lowered onto the monopile foundation before grouting operations fix
this intermediate structure in place.
Figure 3.8: Brave Tern WTIV Installing a turbine blade on a jacket foundation[117]
The wind turbine installation phase was found to adopt some form of dedicated
WTIV across all three OWF rounds. These vessel types incorporate four to six
legs that rest on the seabed and elevate the main body of the WTIV above the
water. This protects the vessel from wave heights between 1.5 - 3 Hs, depending on
vessel design and helps stabilise the lifting operations. The whole lifting process
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remains sensitive to the conditions, particularly wind speed, and when individual
blades or assembled rotor sections are hoisted, the environmental limits are often
lowered. These vessels are also used to transport between three to eight turbines
at a time, depending on the available cargo capacity and the installation strategy
adopted. A number of different WTG installation strategies have been used in
various projects as presented in [114]. These range from individual sub-section
lifts for the towers and single blades through to fully assembled turbine lifts.
It is assumed that the lifting strategy is identical for all three rounds to limit
the amount of modelling permutations considered. The ‘bunny-ear’ configuration
with a two stage tower lift was selected as the most applicable strategy as this
presented a compromise between fully assembled and an individual component
installation, which is exemplified in Figure 3.9.
Figure 3.9: Brave Tern WTIV Installing a ‘bunny ear’ rotor assembly[118]
In the bunny ear installation strategy the upper and lower tower sections are
connected on land, as with the rotor, which is pre-assembled, consisting of a
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nacelle and 2 blades attached. This results in a total of three lifts at the turbine
location beginning with the tower, then rotor and finally the third blade [119].
It should be noted that the reference duration for the WTG installation in Table
3.5 represents the approximate time to install each turbine using the bunny-ear
configuration and this figure would fluctuate for each of the WTG installation
methods included in [39]. In Round 1, jack-up barges without their own means
of propulsion were commonly used. These vessels often have modest elevation
heights and are dependent on other vessels such as anchor handling tugs (AHT)
to transit and manoeuvre the barge to each wind turbine location. Self-propelled
jack-ups started to be used in Round 1 but were more commonly chartered for
Round 2 projects and an example vessel during a bunny ear lift is shown in 3.9.
This next stage in WTIV design presented improved manoeuvrability, elevation
heights and deck space, offering improved cargo capacities and logistical options.
As many of the Round 3 sites are not completely installed, it is assumed the most
advanced WTIV types will be used as much as possible.
Scour protection is installed to prevent structural instability around the founda-
tion of an offshore wind turbine induced by tidal flow or wave action. The specific
solution depends on the foundation selected, the long-term meteorological con-
ditions and the seabed material. Rock-dumping is often used to place variable
grades of stone around foundations or protection may be placed over vulnerable
cable lengths in the form of concrete mattresses. This phase can be completed
with a hopper barge and towing tug or more commonly with a dedicated side stone
dumping vessel or with more sophisticated fall pipe vessels (FPV) as shown in
Figure 3.10. It is assumed in these analyses that the scour protection is installed
around the base of the mono-pile foundations.
The pre-lay grapnel run (PLGR) is used to clear debris along the cable route
before installation, ensuring that hazards do not interfere with cable laying and
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Figure 3.10: Flexible FPV installing scour protection [120]
burial phases or during future maintenance operations [121]. A hook-like anchor
is pulled during this process and relies on the forward motion of the vessel to
work the seabed, creating a narrow trench of approximately 1 m depth along the
cable route. A multi-purpose workboat with a bollard pull of roughly 20 tons is
normally used for this activity such as the multicat shown in Figure 3.11.
Figure 3.11: Zwerver III multicat [122]
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Cable laying operations require a dedicated cable lay vessel (CLV) to lay the inter-
array cables between the turbines and export cable to the onshore substation or
from the offshore substation to the cable landfall point. Due to the near shore,
sheltered conditions, earlier projects often employed adapted barges that feed out
cable from a pre-installed cable carousel [123]. These rely on other vessels to tow
and install anchoring arrangements to keep the barge on the designated cable
path, as these vessels are not equipped with DP systems. It is assumed that
this type of installation was used for the Round 1 project and is modelled with
a transit speed that resembles the speed of an AHT, of between 6 - 8 knots. In
some instances, an adapted supply vessel was used to take advantage of the DP
capabilities, but for the majority of the round two and three projects, specifically
designed CLVs were employed to cope with more extreme conditions and exposed
cable routes, shown in Figure 3.12. Many of these vessels can handle simultaneous
laying, trenching and burial operations, but often a secondary vessel is used to
complete the trenching and burial phases [124].
Figure 3.12: Cable Lay Vessel [125]
In this study, the cable burial phase is assumed to enclose both the trenching
process and final burial of the cable. This study also assumes that a post-lay
burial operation is applied in both rounds utilising a secondary multipurpose
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service vessel (MPSV) or large survey vessels. This ‘lay and trench’ technique
deploys an remotely operated trencher from the parent multi-purpose vessel to
trench around and bury the cable in one operation. The main logistical steps of
this phase are assumed to relate to the parent multi-purpose vessel and the burial
duration listed in Table 3.5 was selected on a per wind turbine basis.
3.1.2.4 Operations, Environmental Limits and Durations
To assess the vessel technology from the three rounds, a set installation scenario
is used, presented in Table 3.5. Three main characteristics are used for each
installation step within the models: 1. Reference Duration (average number
of hours spent per WTG), 2. Maximum wind speed (m/s) and 3. Maximum
significant wave height (m). Reference to available literature such as [90], [119]
and in-house planning documentation was used to establish the base installation
durations, wind speeds and wave heights for each phase listed in Table 3.5.
Table 3.5: Task durations and operational limits
Phase Reference duration (h/WTG) Max. wind speed (m/s) Max. Hs (m)
Dredging & Survey 48 11 1.5
Foundation 48 12 2
Transition Piece 24 12 2
WTG 24.5 8 2
Scour Protection 14.4 15 2.5
PLGR 14.4 20 2
Cable Inst. 31.7 15 1.5
Cable Burial 36 12 3
To resemble a typical installation programme, a number of the phases were set
to run simultaneously. The foundation phase was specified to begin once the
dredging and survey phase had reached 60% completion, the transition piece
installation began when 40% of the foundation phase was completed, turbine
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installation began after 20% of the foundations were installed, scour protection
follows at 80% of completion, 100% for the PLGR phase, cable installation at
60% of the PLGR phase and cable burial only begins after the cable installation
had been completed to 100%.
Each of the main installation phases was allocated with environmental limits,
independent of the associated vessel restrictions and resembles the maximum
conditions that can be experienced when completing these offshore operations,
separate from vessel capabilities. The same task parameters are assumed in
both rounds, which are to the author’s best knowledge and experience a fair
representation of the expected values for these installation operations. It is
reiterated that separate environmental limits exist for the different vessels in
terms of transit and waiting modes. As soon as the weather conditions are below
a vessel’s transit limits, the vessel will set sail to the offshore site. The transit time
is calculated simply by dividing the distance between the farm and the port by the
vessel speed. If at any point the weather conditions exceed the transiting limits
during an outward or inter-turbine voyage, the vessel returns to port. When the
transit duration has been completed, the vessel is on site and the software calls
on the limits and durations applied to the installation phases. This determines
if a sufficient weather window exists to start an installation sequence or if the
vessel should wait for the next available weather window, provided the waiting
conditions of the vessel are satisfied.
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3.2 Commercial Metocean Risk Modelling Case
Studies
As part of the commercial contributions in this thesis, weather risk analyses were
completed for the installation of two offshore wind projects in EDF’s portfolio:
Blyth Offshore Demonstrator (UK) and Fecamp (FR). A weather risk analysis
can be described as a desk top study that compiles a sequence of logistical
operations with attached meteorological constraints, vessel types and specified
durations. This data is then simulated against sufficiently long hindcasts or
modelled meteorological data.
These analyses are usually compiled using dedicated software simulation tools and
the progression of the defined operations can be assessed using various statistical
outcomes, which are usually described in terms of probability of exceedance
for varying levels of confidence such as P50, P75 and P90. The simulations
provide a perspective on the durations required to complete the operations in
respect of delays caused by the weather conditions; the greater the exceedance
probability used to express the outcomes, the larger the predicted duration.
This predicted duration can be used to reveal the expected downtime that
will be experienced when conducting the operations under different levels of
confidence. The downtime associated with marine operations is under particular
scrutiny for many offshore wind projects, as any delay during vessel charter
are at the cost of the hiring organisation. Offshore construction vessels have
significant daily charter and stand-by rates, often between tens to hundreds of
thousands of pounds. An understanding of the expected downtime is therefore
essential before executing a given project, ensuring the varying levels of confidence
can be used commercially and are considered against the risk appetite of the
respective party. The outcomes can be used as a platform to negotiate with
80 3.2 Commercial Metocean Risk Modelling Case Studies
contractors, mould contracts, test alternative operational sequencing, prepare
suitable financial contingencies and propose potential mitigation strategies.
From experience of working with ECUME I, it was decided that the lack
of modelling flexibility was likely to be a barrier to accurately model both
installations. ECUME I exhibited a number of significant limitations when
completing the early testing and the vessel technology assessment, such as
inflexibilities for modelling intermediate, one off operations and allocation of
multiple vessels for specific tasks. As a result, a commercial weather risk software
Mermaid was employed to build installation scenarios that matched the master
installation schedule for both projects. A description of the Mermaid software
is included in the following subsection and the different overarching methods
employed when using the tool, driven by the commercial needs and urgency of
each project, are also summarised. Owing to the commercial sensitivity of some
of the planning information in each project, some details, such as the specific
operational and vessel limits are not fully disclosed.
3.2.1 Commercial Metocean Risk Modelling Tool:
Mermaid
This section summarises the main functionalities and characteristics of the
Mermaid software, which is a marine operation risk management and planning
tool. Mermaid combines a flexible logistical model including operational limits
and vessel parameters in conjunction with multiple user-defined meteorological
(met) data points to assess the weather delay that can be anticipated for each
operation, at any location. Mermaid uses a graphical flow diagram interface
to build up the operations, where multiple task cards are connected in line or
parallel. These can be located in individual strands or within embedded groups
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and the elements can be adjusted to define the operational conditions such as the
duration, weather limits, allowances to suspension and the associated vessel(s)
required to complete the operations. The automatically compiled Gantt chart
serves as a useful reference to ensure the build model is an accurate or acceptable
representation of the sequence and overall duration of the operations. Such ‘sense
checks’ were not available in ECUME I, as users would have to trust that the build
up of operations, sequences and phases had been accurately compiled within the
software, to ensure the correct sequence of operations was simulated in each Monte
Carlo iteration.
Mermaid has a significant difference to ECUME I as it does not generate multiple
independent weather scenarios to apply against the defined installation strategy.
Mermaid instead, relies on the number of years of historical weather data loaded
into the software to facilitate independent installation simulations. In contrast,
ECUME I uses a historical weather reference to inform a hidden Markov model
(HMM), which predicts future weather patterns for the given location based on the
maximum installation time specified by the user. The Monte Carlo simulations
applied within ECUME I are usually executed across 1000 weather scenarios,
whereas Mermaid is dependent on the number on the historical data to produce
the final probabilistic outcomes. ECUME I benefits from a greater number of
stochastic weather sets to draw probabilistic values that helps hone in on residual
risks, yet the time required to complete the computations is considerably longer.
A typical Mermaid simulation for a five WTG windfarm requires about an hour
to complete the simulations, whereas ECUME I will normally take around six to
eight hours to generate probabilistic results for multiple installation phases.
An advantage of Mermaid is the functionality to upload metocean data for an
unlimited number of meteorological points located along transit routes at the wind
farm installation site and ports. This arguably provides improved accuracy for
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the typical weather regimes experienced during a ship’s voyage, whilst ECUME I
relies on multiple weather scenarios generated from the historical data for only one
meteorological location, thus assuming the weather conditions are the same at all
locations throughout the model. To ensure the data from multiple meteorological
points are referenced throughout any simulation, Mermaid requires that the data
across multiple met points share a number of common or overlapping reference
years. Furthermore, to account for the variability in the offshore conditions, a
minimum of 10 years has been sought for all analyses completed using this tool.
The met points, ports, transit routes and offshore locations can be easily defined
using the map functionality embedded in the software as shown in Figure 3.13.
When combined, this set of modelling features in Mermaid leads to improved
transparency and confidence in the executed simulations, whilst the dependence
on a number of sufficiently long and overlapping data sets can restrict the scope
of the analyses.
Figure 3.13: Mermaid map example - Pentland Firth [126]
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To maintain an accurate and concise account of all modelling parameters, limits,
constraints and vessels to be modelled, an excel record was produced to keep track
of these variables for both case studies. A summary of this record is included in
Appendix B.1. For the majority of the analyses using Mermaid, the predominant
weather conditions considered for the operations were normally wind speed, wind
speed at height, significant wave height, current and tidal elevation. However
Mermaid can also handle other key meteorological values such as peak period
(Tp), swell height, humidity and daylight.
Met points, ports, transit routes and offshore locations can all be defined using
geo-positional coordinates (Lat◦N) and (Long◦E), which are automatically located
on the map feature of the tool. For each task a range of constraints can be defined
in addition to the core meteorological limitations such as the duration, number
of times the tasks are repeated at each asset and the vessel used to complete the
operations. Mermaid allows for different states of ‘suspendability’, which define
if a task or a group of tasks can or cannot be interrupted once started. ‘Non-
suspendable’, when applied to a task or group in the flow chart, means that the
task will not begin until a sufficiently long weather window for the operations is
available. ‘Suspendable if vessel holds station’ allows for suspension of a task or
in between tasks of a group if the vessel remains in its position offshore, whilst
‘fully suspendable’ provides the greatest flexibility as operations can be aborted
as necessary and the associated vessels can leave the site, seeking refuge in port
before re-commencing the work.
The vessels defined in each model have two primary sets of limits, transit and
station-keeping conditions. The transit limits are predominantly defined by a
transit speed and significant wave height limit (Hs), whilst the station-keeping
limits can be defined by the full range of meteorological conditions. The station-
keeping constraints define the most extreme conditions each vessel can endure,
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holding its position offshore, before returning to port. Start dates, which can
be defined at the start or intermediately throughout the flow chart models, are
also listed in the example included in Appendix B.1. There are a number of
other features available in Mermaid, such as functional limits that define joint
constraints between two weather parameters and departure or arrival limits that
define specific conditions before a vessel leaves or accesses an offshore location or
port.
3.2.2 Commercial Metocean Risk Analysis Summary
For the Blyth demonstrator, the smaller project and the significance of a potential
delay to the commercial viability or profitability required that a combined model
was built with interdependences between each installation phase to resemble the
impact of knock-on delays during the entire installation campaign. As such, to
separate the outcomes for each installation phase, a secondary analysis step was
built in Matlab to extract the relevant data and produce duration predictions
under chosen exceedance quantiles for delivery to the planning team.
Conversely, as the Fecamp analysis was significantly larger by approximately 75
more turbines, a different approach was adopted, where a dedicated model was
built for each installation phase across the two staggered installation campaigns.
This break up of models led to a much faster calculation of weather downtime
for each respective installation phase, whilst the knock-on effect was not carried
through subsequent installation phases owing to this segmented modelling ap-
proach. The weathered Gantt charts that were extracted from the Blyth study
were useful to demonstrate the impact of knock on delays between phases, which
could only be produced on a per phase basis for the Fecamp study. An attempt
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was made to build ‘post-processed’ weathered Gantt charts for the Fecamp instal-
lation, using the durational predictions from each of the segmented models. As a
shift in start dates for subsequent phases is not shown these charts serve rather
as a sense check, highlighting unrealistic completion dates for phases that would
be fully dependent on progression of previous phases.
Both approaches are valid for assessing weather downtime, each with pros and
cons for particular predictive measures. The methodology adopted for the Blyth
Offshore Demonstrator allowed for accurate interdependencies between project
phases to be built, yet required significant post processing of the data to produce
WDT for each phase. The Fecamp case made it much easier to produce the WDT
per phase, but did not account for the interdependencies between phases. It was
down to the requirements of planning personnel from each project as to which
method was used. The general methodology that was used in both weather risk
analyses is summarised in Figure 3.14.
Figure 3.14: Generalised commercial weather risk analysis methodology
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A significant limitation of ECUME I is the multiplication of the installation
phases by the number of wind turbines defined within each model. This feature
restricts flexibility of modelling the logistical scenarios, as intermediate or one-off
operations cannot be easily implemented. As a result, a variety of workarounds
such as manual and scripted handling of separate ECUME I files were applied,
each representing a separate installation phase. This allowed intermediate tasks
to be inserted within or between simulated ECUME I files and built a chain of
installation phases that closely matched the corresponding installation schedule.
The final computation took approximately eight days for manually executed
simulations and around five days for the scripted method, which automatically
launched successive ECUME I simulations, until all installation phases were
complete. A comparison of the results revealed different outcomes for the manual
and scripted methods. After correspondence with the members of EDF R&D
in France, it was concluded that the computational engine of ECUME I was not
operating correctly and has subsequently led to the development of a new software
tool within EDF Energy, described in Section 3.3.
3.2.3 Blyth Offshore Demonstrator (BOD) - Metocean
Risk Analysis Methodology
The Blyth Offshore Demonstrator Project (BOD) weather risk analysis was a
key deliverable in year three and Mermaid was used to complete the modelling
and simulations. EDF Energy Renewables’ (EDF ER) Blyth Offshore Wind
Demonstration Project is located 5.7 km off the cost of Blyth, Northumberland.
The project consists of five 8.3 MW turbines at a total generation capacity of
41.5 MW. This installation used float and sink gravity base foundations (GBF)
fabricated by BAM Nuttall at Shepherd Offshore Neptune Energy Park in North
Tyneside. It was intended that the project would demonstrate the potential for
CHAPTER 3. Methods to Improve Metocean Risk Management in Offshore
Wind Installation 87
the self-installing GBFs to identify an economical solution for foundations in deep
water locations. The foundations are approximately 30m in diameter, 60m high
and are designed to be installed in water depths of approximately 40m. Figure
3.15 summarises the GBF design at Blyth.
To model the required scenarios, a variety of planning documentation such as
vessel specifications, method statements and schedules were reviewed to formulate
an accurate representation of the installation plan. An example of the structured
modelling inputs assembled to model the installation phases are included in
Appendix B.1. The installation tasks and parent phases are constructed using
the Mermaid flow chart that compiles a work breakdown structure similar to MS
project, which in turn generates a Gantt chart for the installation. The modelled
installation phases and a short description of the operations are listed below.
• Dredging and Survey - Clearing and levelling of the seabed
• Filter Layer - Stone and rock placement to support the GBFs
• GBF Installation - GBFs towed to site, water and sand ballasted in
position
• Scour Protection - Stone and rock placement to protect the GBFs
• Pre-lay Grapnel Run - Clearing of cable route from any obstructions
• Export Cable Installation - Laying of export cable from shore
• Array Cable Installation - Laying of inter-array cable
• Post-Lay Burial - Burial of inter-array cable
• Wind Turbine Installation - Installation of the turbines
• Mechanical Completion of Wind Turbines - Completion of turbine
installation
• Electrical Completion (hang-off, routing etc.) - Electrical Completion
• Commissioning - Final commissioning of the turbines and infrastructure
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Figure 3.15: Blyth Offshore Demonstrator - GBF Design
3.2.3.1 Mermaid Modelling - BOD
An annotated Mermaid map view that includes the GBF transit routes, port
locations, the met points and the five locations for the WTGs in the BOD
project is shown in Figure 3.16. Four scenarios were constructed within individual
Mermaid files and are listed below:
• Scenario 1 - No Learning
• Scenario 2 - GBF & WTG installation with Learning
• Scenario 3 - Month Delay with GBF & WTG installation with Learning
• Scenario 4 - 1 x WTG Only (assumed GBF has been towed out of dry dock
and is ready at Port of Tyne)
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Figure 3.16: Mermaid - BOD site, Transit Routes, Meteorological Reference Points
The scenarios were selected to understand the impact of learning curves on the
installation durations and subsequent downtimes. Based on the instruction of
the planning team at the BOD project, learning rates were considered for the
anchoring and water ballasting tasks for the first two GBF installations at 1 and
0.5 days each respectively. These learning rates were defined by the BOD project
planning team who assumed the majority of the learning would be completed
in the first two GBF installations and are summarised in 3.19. The GBFs were
constructed in a dry dock on the river Tyne and the towing out of the GBFs,
once in a flooded state, was of particular concern to the project planners. Specific
tidal limits were required to ensure the under-keel clearance was achieved when
GBFs were towed out into the river Tyne. Hourly tidal elevation data at meters
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from chart datum was obtained for the Port of Tyne and was used directly in the
Mermaid simulations.
The GBFs were to be installed using three tugs in a similar configuration shown
in Figure 3.17, where the tugs would eventually reach the intended location and a
combination of water ballasting and slackening of the tugs moorings allowed the
GBFs to gradually submerge and rest on the prepared seabed. Once ballasted,
the water was replaced with a slurry of sand, which permanently secured each
GBF in place.
Figure 3.17: GBF towing configuration
A learning rate of 4.1% was defined by the BOD project team for the turbine
installation tasks, with an assumption some learning would remain on the final
task. Both these learning rates are summarised by the plots in Figure 3.19.
The third scenario assessed the impact of one month’s delay to the start of the
installation operations in addition to these learning rates. Scenario four was
modelled to simulate a contingency option, which considered the installation
of only one foundation, WTG and related infrastructure. This analysis was
completed to identify the latest possible start date for the installation operations,
ensuring one turbine was operational and generating power before the cut-off date
for eligibility in a UK renewable generation incentive.
A total of 24 meteorological locations were used within each of the modelled
scenarios. Four main transit routes were considered within each analysis: Tugs
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Figure 3.18: Mermaid - Transit routes and meteorological reference points (Tur-
bines: Esbjerg; Cable: Rotterdam; Filter Layer & Scour Protection Rock: Kvantum)
towing GBFs down the River Tyne and from the Port of Tyne to the BOD site;
WTIV transit between Esbjerg, Denmark and the BOD site; CLV transit between
Rotterdam, The Netherlands and the BOD site; FFPV transit between Kvantum,
Norway and the BOD site. DNV states that simulations of this kind should use
5-10 years weather data [82]. Mermaid automatically reviews the number of days
and subsequent years of overlapping data to establish how many simulations can
be run. Once the total number of years is known, Mermaid applies the first start
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Figure 3.19: BOD: Modelled GBF and WTG learning rates
date in the model for each year of data, which usually means the number of
overlapping years will define the number of simulations that are completed. For
the BOD analysis and across the 24 met locations, 30 years of overlapping data
was available, satisfying DNV’s recommendation. In the following sub-section,
the post-processing and analysis used to produce the results is described.
3.2.3.2 Matlab Data Processing and Analysis
Mermaid provides an in-built ‘analyse’ section that provides statistical outputs
of the final results. One of the most useful references is the weathered Gantt
chart produced under user-defined exceedance percentiles, which help characterise
the progression of operations or delays experienced for a typical installation
campaign. These exceedance estimates are used in this context to provide a
confidence level or probability that a calculated duration will not be exceeded.
However, as all installation phases for the BOD project were included within the
one Mermaid model and a number of phases were overlapping, the statistical
outputs in Mermaid masked the total duration for some of the key installation
phases in the project. This meant that the exceedance values provided within
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the summary tables in Mermaid were not suitable for the purpose of obtaining
final results for the installation. Fortunately, Mermaid produces external .csv files
for each completed simulation, facilitating external analyses. Each file originates
from one of the years of overlapping data and includes a print-out of the duration
for each task, after the impact of weather.
Matlab script was produced to calculate the probability of exceedance under
defined quantiles from the external .csv files and operates as follows. Firstly the
duration for each installation phase was extracted from each resulting file, which
were then sorted and ranked in ascending order. By selecting the relevant rows
in each file, the script could be easily adapted to extract the relevant tasks for
each installation phase and the summation of the embedded tasks would provide
durations for each installation phase, which populated the ranked list. This
negated the impact of overlapping installation phases, as the true duration for
each task and subsequent phases after the impact of weather could be computed.
This approach gathered the data from each simulation run, then the percentile
durations for each installation phase were identified using the ‘prctile’ function in







Pxx = Percentile of interest (e.g. 50, 75 or 90)
Qxx = Location of Pxx in the recorded durations, ranked in ascending order
nw = Number of years of weather data
The Qxx outcome from Equation 3.4 is not normally an integer, meaning a specific
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location within the ranked data is not defined for the chosen percentile. In this
case, the Matlab ‘prctile’ function applies linear interpolation to identify a numeric
value, as demonstrated using example values in Equation 3.5 below [127].
If the 100(1.5/n)th percentile is y1.5/n and the 100(2.5/n)th percentile is y2.5/n,

















Finally, once a predicted duration was identified for each corresponding percentile,
the base duration for each installation phase was deducted to reveal the amount
of weather downtime (WDT) that could be anticipated for each set of operations
as demonstrated by Equation 3.6.
WDTP xx = Pxxd − P0 (3.6)
where:
WDTP xx = Weather downtime for the selected percentile ‘Pxx’
Pxxd = Estimated duration for the selected percentile ‘Pxx’
P0 = Base time to complete the operation without the impact of weather
3.2.4 Fecamp Offshore Wind Farm - Weather Risk
Analysis Methodology
EDF Énergies Nouvelles’ Fecamp offshore wind farm is located approximately
15km north west of Fecamp coast in Normandy, France. The project will consist of
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83, 6 MW General Electric Haliade turbines with gravity base foundations (GBS)
in a similar configuration to the Blyth Offshore Demonstrator, resulting in a
total generation capacity of 498 MW. This study was completed to model and
review the progression of the various installation phases to be completed in the
project. This section describes the main modelling approach used throughout the
assessment of the logistical and installation steps. Because of the commercial
sensitivity of the project specific values, constraints and start dates are not
explicitly listed.
3.2.4.1 Mermaid Modelling - Fecamp
The main ports, transit routes, meteorological points and the location of the
turbine array at Fecamp are summarised by Figure 3.20. The specific details for
the Mermaid model were made available via excel files from the project team
located at EDF Énergies Nouvelles’ in France, reducing the time required to
scrutinise and review the installation schedules, which could be easily transferred
into a similar format, as included in the example in Appendix B.1.
This project was evidently much bigger in size in comparison to the BOD project
and consisted of two primary installation campaigns. These two campaigns were
planned to be completed across two separate years with a view to restricting op-
erations during the winter months as much as possible. Two identical installation
campaigns were modelled across the two years selected for installation as listed
below, which were specified as 51 and 32 turbines in first and second years re-
spectively. The WTG installation phase was scheduled to begin half way through
campaign 2. It has been specified that the Fecamp project will use a similar GBF
design to BOD and the tow-out operations were again under close scrutiny.
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Figure 3.20: Fecamp - Met points, Transit Routes and Offshore Site
Installation Campaigns 1 and 2
• GBF Bedding - Stone and rock placement to support the GBFs
• GBF Installation - GBFs towed to site, water and sand ballasted in
position
• GBF Scour Protection and Ballast - GBFs sand ballasted in position
and rock placement to prevent scour
• IAG Laying - Laying of inter-array cable
• IAG Burial - Burial of inter-array cable
• IAG Termination - Completion of cable infrastructure inside turbines.
Dedicated WTG Installation Campaign
• WTG Installation - Installation of the turbines
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3.2.4.2 Data Processing and Analysis
Dedicated models for each primary installation phase were built in Mermaid,
which meant that the Matlab post-processing, as used in the BOD weather
risk analysis, was not required. Each installation phase could be reviewed
independently as no concurrent project phases were included in each model.
The results for each installation phase under the P50 and P90 quantiles are
taken directly from the summary tables produced by Mermaid. The recorded
duration and weather downtime values are based on the Pxx durations in days,
which is a summarising statistic produced from the 21 simulations completed for
each installation phase. The P60 and P70 outcomes are derived from the dates
included on weathered Gantt charts created in Mermaid. The completion dates
on the corresponding Gantt charts were then used against the original start date
to reveal the duration in each case and by simply following the same logic as
Equation 3.6, this revealed the associated weather downtime. The Gantt chart
referenced for each Pxx value is based on the closest lying simulation to the Pxx
duration, meaning the completion dates may deviate slightly from the summarised
P50 and P90 duration and WDT values
This breakup of models led to a much faster calculation of weather downtime
for each respective installation phase, whilst the knock-on effect was not carried
through subsequent installation phases due to this segmented modelling approach.
The weathered Gantt charts extracted from the Blyth study were useful to
demonstrate the impact of knock-on delays between phases, which could only
be produced on a per phase basis for the Fecamp study. An attempt was made to
build ‘post-processed’ weathered Gantt charts for the Fecamp installation, using
the durational predictions from each of the segmented models, but a shift in start
dates for subsequent phases is not conveyed, highlighting unrealistic completion
dates for phases that would be fully dependent on the progress of previous phases.
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Multiple runs of the installation campaigns are simulated by Mermaid based
on the number of years of overlapping met data between the three met point
locations. There was 21 years of overlapping data between the two met data
points, meaning that a total of 21 repetitions of the installation campaign were
simulated by Mermaid. This provides 21 different durational outcomes that can be
assessed to reveal exceedance probabilities for the installation steps. Summarised
results for the Fecamp weather risk analysis are included in Chapter 5, Section
5.2.
3.3 Stochastic Metocean Modelling Methodology
This section describes the methodology that was prescribed and developed for
EDF’s next generation marine operations simulation package, which utilises a
Markov switching autoregressive model to produce annual time series data sets
of wind speed and wave height. It was intended that the model will produce a
large number of metocean time series that fairly represents the conditions and
characteristics for any given offshore site. When composed as part of a larger
logistical simulation package, this will support quantification of the residual risks
and reduced uncertainty in order to accurately predict the progression of marine
operations. For all studies completed within this work, wind speeds at 10m
and significant wave height (Hs) were the primary input parameters used in the
simulations.
To cope with the variation in the offshore weather conditions at each project, it
is vital that a stochastic weather model is adaptable to account for seasonal
or monthly variations to produce realistic weather time series. The Markov
Switching Autoregressive (MS-AR) model included in the METIS Matlab toolbox,
developed by Monbet & Ailliot [81], has been investigated in this study and
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configured to produce monthly realisations of wind speed and wave height, which
is conditioned into one full continuous time series. The fundamental aim of this
study is the implementation of a modelling methodology to produce synthetic
metocean data for the assessment of marine operations. The generated time series
is cross examined against a typical offshore operation in Chapter 6, to validate
the adopted methodology and MS-AR model configurations. By demonstrating
that the model is capable of producing characteristics such as the average length
of operational weather windows and monthly workability, this supports the case
to implement the methodology and embedded MS-AR models, within offshore
simulation tools.
3.3.1 Metocean Modelling Simulations
The stochastic weather modelling method applies the homogeneous MS-AR model
with Gaussian innovations embedded within the METIS Matlab tool box, for
an intended application in a marine operations simulation tool. This section
describes the observed meteorological data sets, the MS-AR model tested, the
model selection process and a summary of the steps to produce the final time
series. The methodology can be used to generate annual time series of U and Hs
and the steps used to assess the results. The main steps of the overall method
are shown in Figure 3.21. A brief summary of these steps are as follows: Firstly
the observed data that is re-sampled to three hourly intervals and compiled into
monthly sets to obtain stationary, non seasonal collections. The METIS MS-
AR model is first used to assess various model type configurations using the
EM algorithm, which are individually evaluated using BIC to identify the most
suitable model for each month. The simulation produces 1000 years of synthetic
time series of U and Hs, which we then compare against the observed data
using cumulative distributions and Q-Q plots. Assuming satisfactory plots are
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obtained, the separate U and Hs simulations are paired. Two methods have
been investigated: i) Simply taking the mean of each monthly realisation, which
is used to rank these in ascending order and therefore define the corresponding
months of U and Hs. It is appreciated that this approach may not account for the
close correlation between wind speed of wave height. ii) The secondary pairing
technique uses Pearson R coefficients to account for the relationship between the
wind speed and wave height realisations, which takes considerably longer than
the first pairing method. This is described in more detail in Section 3.3.5.
After either pairing technique is applied the simulated data is then interpolated
from three hour to hourly intervals. A weather window assessment is included
in Section 6 to demonstrate the validity of the overall methodology and pairing
techniques, in the assessment of marine operations. In the following sections we
detail the key stages of the modelling methodology.
Figure 3.21: MS-AR modelling & verification methodology
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3.3.2 Data
Three different environmental data sets have been sourced to review the consis-
tency of the MS-AR model simulations at various sites with different energies.
Wind speed (m/s) and significant wave height (m) are the two meteorological
parameters under investigation. The wind speed is taken at a reference height
of 10m and significant wave height represents the average of the highest third of
individual waves over a specified period of time at each site [128]. A summary of
each data set is included in Table 3.6, all of which have a three hour resolution.
Table 3.6: Observed time series
UK North East France West English Channel
µU (m/s) [10m] 6.63 5.67 7.48
µHs (m) 1.15 1.38 0.85
First Observation Date 01/01/1981 01/01/1994 01/01/1994
Years of Data 34 21 21
Pearson R (U ,Hs) 0.5 0.7 0.9
Record Frequency (h) 1 1 1
Sampling Frequency (h) 3 3 3
Number of Samples 99345 61361 61361
It should be noted that all three data sets were originally recorded at hourly in-
tervals and were subsequently resampled to three hour observations by extracting
the relevant time steps for each day, beginning at 00:00 then every three hours
through to 21:00. Fundamentally, this step reduces the order of the AR model
and hence the complexity of the MS-AR model overall. We have chosen the three
hour time step as a compromise between six hour and one hour intervals. Our
experience testing the model has found that the three hour time step provides
a suitable balance between accuracy and simulation time. Experience modelling
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marine operations in various software environment has highlighted that time steps
of at least one hour should be used as an input weather data series, as this provides
reasonable resolution for intermediate interpolation, facilitating the simulation of
tasks with a time step of less than one hour. Therefore it was decided that three
hour results from the MS-AR model would be linearly interpolated to one hour
intervals and compared against the original data set of an hourly resolution. The
validity of this approach was of interest as it follows on from the recommendations
of [74], who indicate simulations should be completed at the same scale as the
observed data set and then interpolated to the required resolution.
3.3.3 MS-AR Model
This section describes the homogeneous MS-AR model embedded within the
weather modelling methodology that was implemented to generate wind speed (U)
and wave height time series (Hs). The model is included with the METIS matlab
toolbox and was obtained directly from the developers: Monbet and Ailliot [81].
The description of the model is based on the information included in the METIS
toolbox documentation [81] and a description of the most standardised MS-AR
model is included in Section 2 of [70]. The following description summarises the
functionality of the MS-AR model and should provide sufficient detail to support
the reader’s understanding of the computational steps.
Wind and wave data and recorded time series commonly demonstrate non-
stationary, which is characterised by daily factors, seasonal fluctuations and inter-
annual variations. The issue of seasonality in a wind time series can be treated by
dividing the data into months and fitting a separate model to each month, which
assumes that the same month across each year is an individual representation
of a common stochastic process [70]. Segmentation of monthly wind data sets
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from the original three hour meteorological file was necessary to inform the MS-
AR algorithm. Within the METIS toolbox, three different MS-AR models are
provided: Gaussian MS-AR Model, Gamma or Lognormal MS-AR model and a
Non-homogeneous gamma MS-AR model, the latter developed to handle bivariate
processes for wind speed and direction. The Gaussian MS-AR model was selected
as Monbet and Ailliot state that the formulae for the estimation step can be
explicitly described, supporting overall interpretation of this modelling approach.
As the majority of the available metocean data sets did not include comprehensive
wind speed and directional observations, the bivariate case was not applicable. To
fundamentally describe the MS-AR model, it is important to consider the different
evolutions in the wind speed that can occur over a month. Because of this, the
MS-AR model applies a dedicated autoregressive model to accurately resemble the
evolution of the wind speed within each hidden state or ’weather type’, defined
as St ∈ {1, ...,M}. In this method the weather types are categorised by the
average wind speed and variability, subject to the number of different hidden
states predefined in the model set up. The embedded Markov chain controls the
transition between the autoregressive models based on the most likely distribution
of the weather types across the times steps in each month.
A MS-AR model involves a discrete time process with two components {St, Yt}. In
this context, {Yt} represents the wind speed or wave height in (0,+∞) and {St} is
a non-observable or ‘hidden’ process where St ∈ {1, ...,M} represents the weather
type at time t. {St} is a Markov Chain within the finite space S = {1, ...,M},
with M > 0 the number of weather types. Monbet and Ailliot [70] state that the
MS-AR process is characterised by two conditional independence assumptions,
which are core to the operation of a Markov chain and an autoregressive process:
• “The conditional distribution of St given the values of {St′}t′<t and {Yt′}t′<t
only depends on the value of St−1. In other terms, we assume that the
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weather type St is a first order Markov chain the evolution of which is
independent of the past wind conditions
• The conditional distribution of Yt given the values of {Yt′}t′<t and {St′}t′<t
only depends on the values of St and Yt−1, ..., Yt−p. For this particular
application, it means that the wind speed process {Yt} is an autoregressive
process of order p ≥ 0 the coefficients of which evolve in time with the
weather type sequence.”
The standardised AR(p) model with Gaussian innovations, where (p) represents
the order of the autoregressive model, or in other terms the number of immediately
preceding values used to produce a forecast, is described by [70] as follows.





1 Yt−1 + ...+ a
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p , σ(s)) ∈p+1x(0,+∞) represents the unknown parameters of the
p ≥ 0 AR(p) model that operates within the regime St ∈ {1, ...,M} to describe
the evolution of the observed weather parameters. The εt denotes a white noise
or error term, which in this case is a sequence of independent and identically
distributed Gaussian variable with zero mean and and unit variance, independent
of the Markov chain St. This can be described differently where the conditional
distribution P (Yt|Yt−1 = yt−1, ..., Yt−p = yt−p, St = st) is assumed to be a Gaussian
distribution with conditional mean and variance:
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var(Yt|Yt−1 = yt−1, ..., Yt−p = yt−p, St = st)
= (σ(st))2′′
(3.9)
METIS uses an expectation maximisation algorithm (EM) to fit the MS-AR model
for the prescribed values p and M . This algorithm is based on the work of [129]
and extended by [130]. The EM is applied in three steps. Firstly, randomly chosen
values are used to identify an interesting maximum. The EM is applied across each
of the initial values in the time series and a maximum likelihood reveals the most
suitable parameters of µ and σ. Ailliot et al. [81] embed a ‘forward-backward’
computation from the Baum-Welch Algorithm, which is used to identify the
unknown parameters within a hidden process. The EM is continuously applied,
retaining the parameters from each recursion, until the algorithm converges at
10−7 or reaches the maximum number of 600 iterations. This was altered from
the default 100 iterations in an attempt to ensure convergence is reached or
at least comes very close to convergence in each recursion. The final estimate
is then identified using a quasi-Newton algorithm, which identifies the most
likely sequence of hidden states or weather types. The EM function provides
the estimated parameters of the MS-AR model and the log likelihood of the
model. The EM function computes smoothing probabilities which relate to the
conditional distribution of the hidden state across the number of observations
(y1, ..., yN) for the month in question.
P [St = s|Y1 = y1, ..., YN = yN ] (3.10)
where st ∈ {1, ...,M}
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A Viterbi algorithm is used in the METIS toolbox to provide a visual representa-
tion of the path of the hidden states and the plot indicates which autoregressive
weather regime is most likely, given the observation time as shown in Figure 3.22.
This plot was produced for the model with six lags and three hidden states for the
second December observation at the UK North East location. In this plot, the
allocation of the first weather type or regime is denoted by the solid line, regime
two by the dashed line and regime three with the dotted line. An accompanying
table listing the features of the each hidden states is also included in Figure 3.22.
In regime two, the wind speed is the greatest on average, whereas in regime one
the wind speed is the lowest on average and appears to change much more slowly,
as confirmed by the values for mean (µ) and standard deviation (σ) listed in the
table in Figure 3.22. Regime three appears to serve as an intermediate state and
shares the same variability as regime two; this makes up the predominant alloca-
tion of states in this example. This indicates that the model is capable of defining
weather types and that the allocation of a separate autoregressive model to each
of these states should result in well informed predictions arising from simulation
of the weather series.
The MS-AR model can then produce a defined number of monthly sets through
simulation. The simulation function simulates the AR process with Markovian
switching, which are dictated by the hidden Markov chain. This computation uses
the path of the hidden Markov variable, identified as part of the Viterbi algorithm
and the parameters of the autoregressive models. The matrix of the initial
observations is used to define the output dimension of the simulated instances.
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Figure 3.22: Resulting Viterbi algorithm from homogeneous MS-AR Gaussian
model; Wind speed at three hour Time-steps; 34 years of observations; December;
UK North East, p = 6,M = 3
3.3.4 Model Selection
In order to identify the best model for U and Hs for every month at each
location, the model parameters p and M can be adjusted to suit the weather
conditions within an observed time series. Monbet and Ailliot [70] have found
that the Bayesian Information Criterion (BIC) is suitable for selecting the best
combination of AR model order p and the number of hidden states M . The BIC
is defined as follows:
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BIC = −2logL+ klogN (3.11)
L indicates the likelihood of the data, k is the number of parameters and N is
the number of observations required, all of which can be obtained after the EM
algorithm has converged for each model type for all months of data. It should be
noted that in order to complete the BIC assessment, the various combinations of
AR order and hidden states must be predefined, meaning an iterative approach
when testing a range of model types is necessary before arriving at the most
suitable model for each month.
Figure 3.23: Sample autocorrelation (ACF) and partial autocorrelation (PACF)
correlograms; U (m/s); UK North East; March
To understand the number of previous values or lags that are statistically
significant for the AR part of the MS-AR model, the monthly data of all three
locations in Table 3.6 were assessed in terms of the autocorrelation (ACF) and
partial autocorrelation (PACF) functions. The PACF can be used to define the
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partial correlation of a time series against its own lagged values. The purpose
of this approach was to try and identify a ceiling for the AR model order and
therefore constrain the maximum number of model types to be considered in
the BIC assessment process. The ACF included in Figure 3.23 shows a fast
geometrical decline, which is representative of stationary processes and shows
that an AR model is suitable to describe the data. Moreover, the PACF shows
that up to as many as six lags are statistically significant for the AR model
prediction. It should be noted that the example shown in Figure 3.23 is taken
from the UK North East data set and that the month of March was one of few
months to demonstrate a dependence of up to six lags, which for three hourly
samples corresponds up to 18 hours in the past.
Once a ceiling value for the AR model order is identified, the process of checking
the MS-AR model types can be completed. This involves running the EM
algorithm in the METIS toolbox to obtain the parameters L, N and k from
model combinations p{1 − 6}, M{1, ..., 6}. In all, 36 model types were assessed
for both U and Hs across each month at all three sites. The BIC score was
produced for each model combination across all months and the model with the
lowest BIC score was selected to produce the synthetic weather series.
It is costly in terms of time to run the EM algorithm for all of the model types
each time a new observed weather series is to be assessed. Therefore a review of
the model types selected across the three sites was completed and the results are
shown in Figures 3.24 and 3.25. It shows that for the wind speed U the selection
of the AR model order p is consistent for all sites at six lags, whilst the number of
hidden states M jumps between two and five states. The AR model selection for
the wave height Hs fluctuates between two to four lags and the number of hidden
states between five and six. Generally it is shown that the wind speed tends to a
larger number of AR lags and a lower number of hidden states whilst the opposite
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is observed in the wave height. However, the model types shown in Figures 3.24
and 3.25 show a consistent range across the three sites and therefore reduce the
number of model types that should be considered for each month to eight and
six models for U and Hs respectively. By accounting for three different sites,
each with different average characteristics, this demonstrates that constraining
the model search to these windows should ensure it’s adaptability for use in a
variety of different offshore locations.
Month




































Figure 3.24: Wind Speed MSAR Model Selection - (a) AR model order p (b) hidden
states M
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Figure 3.25: Wave Height (Hs) MSAR Model Selection - (a) AR model order p
(b) hidden states M
3.3.5 Simulation and Time Series Composition
Once the most suitable model for each month and meteorological parameter is
identified, the simulation process can be summarised as follows.
• The EM algorithm is run once again for each month based on the value for
p and M identified from the BIC scoring process. The EM algorithm first
relies on randomly selected initial state probabilities, transition matrix and
parameters for each AR model, one for each hidden state St ∈ {1, ...,M}.
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The EM algorithm is then run to determine an estimate for the parameters
of the MS-AR models, identifying the likelihood of the model and most
probable sequence of hidden states.
• For each simulation (normally 1000) the estimated parameters from the EM
algorithm are then used to simulate one instance of the Markov chain, which
allocates the hidden states to each time step and thus the allocation of each
autoregressive model across the time series.
• This distribution of hidden states is then carried into the AR simulation.
The AR simulation takes a random year of observations for the given month,
which provides a reference for the first set of previous values corresponding
with the model order p. Then for each step, the evolution of the weather
series is handled by taking the conditional probabilities for the AR(p) lags
within the hidden state allocation, which are then multiplied against the
p lag values calculated in the previous time step. This produces a new
value for the next time step which is altered accordingly with the associated
parameters µ and σ for the AR model that operates in the hidden state.
• This process continues following the path of the hidden states until a new
time series is produced. The process is repeated for each month for as
many simulations as specified by the user, resulting in variable time series
realisations, stemming from a combination of independent state allocations,
random selection of observed data and the AR computation.
After the simulations are completed, multiple realisations of each month for U
and Hs are produced. It should be noted that the MS-AR model is capable
of producing negative values. These occurrences are very rare and a screening
process to replace any negative values with zeros, was completed first to ensure
realistic predictions can be drawn from the generated time series. Following
the steps in Figure 3.21, the monthly realisations of U and Hs were produced
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independently at three hour intervals. Therefore a method to pair each U and Hs
time series was necessary to ensure realistic data sets were produced.
Figure 3.26: English Channel - January - Realisation 500 Pearson r:-0.078
To account for the correlation between wind and wave excitation, a pragmatic
approach was initially used by calculating the mean of each monthly time series
of U and Hs and then ranking these in ascending order. This ordering was then
used to pair the U and Hs time series, before linear interpolation was applied to
scale the realisations to hourly time steps. Finally, monthly sets were combined
into annual data series, retaining the same ranking from the pairing method.
As demonstrated by some of the primary plots in Section 6.3.1, it was found
that significant deviations were observed for the winter months, particularly for
the English Channel location. It was originally suspected that the complex
relationship between the wind, waves and current within an enclosed passage
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might have introduced a sensitivity to the methodology. However, a further
review found that in many cases the wave time series contrasted against the wind
pattern as exemplified in Figure 3.26, which when used in a logistical simulation
package, may lead to significantly conservative estimates for the progression of
marine operations.
To assess the severity of this mismatch between the simulated wind speed and
wave height time series, the correlation between both parameters was investigated.
The Pearson r correlation coefficients between the wind speed at 10m and Hs for
each location are included in Table 3.6. The coefficients indicate that each data
set has a different wind-wave relationship, with the English Channel location
having the greatest correlation of 0.9. Therefore a review of the wind and wave
correlations was completed for simulated English Channel data and resulted in a
Pearson r of around 0.06, as exemplified for the month of January in Figure 3.27.
It was not intended that the data would be a perfect meteorological replication of
the relationship between the wind and the waves; however, such a low coefficient
did question the overall robustness of the weather model when compared to those
of the observed data sets. To improve this relationship, a second pairing approach,
which used Pearson correlation coefficients to pair the wind and wave time series,
was investigated. A thorough description of Pearson’s correlation coefficient can
be found in [131]. The expression to define Pearson’s correlation coefficient is
listed in Equation 3.12 [132]. Firstly, this approach normalised all three hour
wind speed and significant wave height realisations into monthly matrices. Then
each wind speed and wave height realisation was systematically assessed using the
Pearson R coefficient, thus identifying the wave height series that best matched
each wind speed realisation.
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A = Monthly realisations of wind speed
B = Monthly realisations of significant wave height
N = Number of observations in each monthly realisation
µA, σA = mean and standard deviation of A
µB, σB = mean and standard deviation of B
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Figure 3.28: English Channel - January - All Realisations Pearson r:0.47
It was found that a number of duplicate wave height series would be selected using
this method, thus removing some unique realisations from the final composition.
However, this approach was found to significantly improve the outputs for the
site and months in question. Once paired, the time series were again expanded
to hourly time steps using linear interpolation. A review of the correlation and
time series plots in Figures 3.28 and 3.29 for newly paired wind speed and wave
height outcomes revealed that the Pearson r was improved to approximately 0.5
and that the wave height time series followed a similar pattern to the wind series.
These outcomes demonstrated a significant improvement using the correlation
pairing approach and it was anticipated that this alteration would offer a more
robust modelling methodology overall. It should be noted that the final Pearson
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Figure 3.29: English Channel - January - Realisation 500 Pearson r:0.5
r for the simulated time series was lower than the observed series for the English
Channel by approx 0.4; Figure 3.30 provides a perspective on the concentration of
the simulated data against the scatter of the English Channel observations. The
scatter of the observed data is represented by the white transparent plots, overlaid
on the concentration map of the simulated data. It shows that the majority of the
most densely concentrated simulated data falls within the spread of the observed
scatter, indicating that the modelling approach and surrounding methodology is
capable of producing a bivariate time series similar to observed data sets with
high Pearson r coefficients. To ensure the simulated bivariate time series would
exhibit reasonable characteristics suitable to assess marine operations. A number
of assessments are completed in Chapter 6.
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Figure 3.30: Concentration of simulated wind speed and Hs vs. scatter of observed
data (white transparent plots) - English Channel
3.4 Summary
Three core methodologies have been presented to demonstrate the computational
processes that will be applied to quantify the metocean risk associated with
offshore wind installation operations. EDF R&D’s existing in house software
tool ’ECUME’ has been comprehensively explained with focus on the Markov
chain meteorological model to generate multiple stochastic metocean time series
and the characteristics of the logistical model calculations applied in a Monte
Carlo approach. The meteorological model highlights the potential of Markov
processes to classify and simulate different meteorological states that exist within
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three main parameters of wind speed, significant wave height and current speed.
These descriptions are complemented by structured inputs that were selected to
assess the capabilities and evolution of installation vessels characterised by UK
offshore wind rounds one, two and three. This included the selection of metocean
hindcasts, vessel spreads and operational limits for eight primary installation
phases.
The formulation of two commercial metocean risk analyses are presented for
EDF’s Blyth Offshore Demonstrator (BOD) and Fecamp offshore wind farms
using James Fisher Marine Service’s Mermaid software. A structured method
as highlighted in Figure 3.14 was presented to assess the metocean risk for the
main installation phases of each project. The transparency of the modelling steps
in Mermaid is contrasted against the ECUME I, whilst it is explained that a
secondary Matlab data process was needed to extract the durations for concurrent
phases in the Mermaid BOD model.
Building on the capabilities of these two methods, a stochastic MS-AR model
is presented to test it’s suitability for EDF’s next generation simulation tool.
The application of the autoregressive process is highlighted in conjunction to the
overarching Markov chain, which was demonstrated to support the allocation of
different weather states in each metocean realisation. The MS-AR model is built
into a full metocean modelling methodology presented in 3.21, which includes a
model selection process and two pairing methods to generate realistic correlation
between wind speed and significant wave heights. It was identified that a Pearson
R correlation method can reconstruct correlations for many sites, yet it may
struggle to replicate time series for sites with Pearson r correlations above 0.8.
Results from these methodologies are presented in the following chapters.

Chapter 4
Results - Comparative Vessel
Assessment with ECUME I
4.1 Results Assessing Vessel Technology
To assess the impact of vessel technology on construction durations for offshore
wind farms, the scenarios in Section 3.1.2.2 were applied using the simulation
tool described in Section 3.1.1. For both wind rounds, 11 cases were constructed
as follows: One mean case of all parameters; eight cases where each parameter
was run with a maximum and minimum value in turn; and two extreme cases
combining a maximum and minimum situation for the number of turbines and
distance to shore. The main characteristics of the vessels under analysis are the
transit and survival limits, which are composed of a maximum wave height and
wind speed as listed in Table A.1. The transit speeds of each vessel for loaded
and unloaded states are also specified. An overview of the vessel spreads used for
each round is included in Table 3.4.
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Each simulation is run for a 1000 iterations to obtain sufficiently accurate results.
For each of the individual 11 cases, the software produces a calendar output for
all installation phases, recorded under user specified exceedance quantiles. The
predicted duration for each installation phase is presented with a start and an
end date, meaning the results are rounded to the nearest day. The P90 duration
quantile was selected for analysis in this study, as it provides greater certainty
that the predicted values will not be exceeded, when conducting these operations
offshore. The predicted P90 duration for each phase is divided by the number of
turbines specified in each case to reveal the average installation rate (IR) in days
per turbine (days/WTG). The IR represents the average number of days required
to complete the installation task at each turbine in the model, including the
impact of weather delay. To demonstrate how these results can be used in practice,
an average result for weather downtime (WDT) is calculated by deducting the
base duration from the predicted P90 duration for the phases in each case. The
base duration in each phase is calculated using the net time to complete the
installation tasks without the impact of weather delay, and multiplying this by
the number of turbines in each case. The resulting WDT duration is once again
divided by the number of turbines for each case, to reveal a WDT value for the
individual installation phases in days/WTG.
Within each case, eight IR and WDT values are collected, corresponding to the
number of installation phases. For each round, a total of 11 cases were collected
and an average IR and WDT for the eight installation phases was computed from
this compilation, as shown in Figures 4.1 and 4.2. As discussed in Section 3.1, the
deviation from these averages is regarded as a means to estimate the installation
risk in the potential outcomes.
Box plots showing the variation in the results are presented in Figures 4.3a to
4.3d and a comparison of the recorded variation in each phase in both rounds is
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included in Figure 7.3. The greatest variability in the results was observed for the
foundation, transition piece and wind turbine installation phases, as represented
by the larger bars in Figure 7.3. This indicates that the greatest risk is estimated
to occur within these phases, although the Round 2 figures demonstrate lower
deviation despite higher durations.
4.2 Results Overview
The IR for each of the eight phases was used to compare the differences between
the vessel spreads of each round. Figure 4.1 presents a summary of the installation
rates in days per wind turbine (days/WTG).
Figure 4.1: Average installation rate in days/WTG (or WTG location)
The results in Figure 4.1 show that Round 1 is estimated to have the second
smallest IRs, with the largest individual phase recorded for the dredging and
survey, foundation and WTG installation, predicted to be around 4.2, 4.1 and
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3.6 days/WTG respectively. The results for Round 2 show the greatest IRs and
the largest are again recorded for the same phases at 5.4, 4.4 and 6.3 days/WTG
respectively. It can be generalised that Round 1 vessels appear to outperform
Round 2 vessels in terms of installation rate, by approximately 25% on average
across the eight installation phases. The biggest difference between Rounds One
and Two is seen with the Dredge and Survey phase at around 1 day/WTG and
the WTG installation phase at approximately 2.5 days/WTG. It is clear that data
has not been obtained for all phases in Round 3, which was due to simulation
performance but the completed phases can still be used for comparison. The
higher IRs observed in Round 2 are not reflected in the completed phases for
Round 3, which are closer and in many cases less than the results recorded for
Round 1.
Figure 4.2: Average Weather Downtime in days/WTG (or WTG Location)
As a direct consequence, the results presented in Figure 4.1, knowing the base
duration for each of the installation phases allows for the amount of WDT to be
identified. The weather delay expected on average for each phase between the
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two rounds, is presented in Figure 4.2 and confirms that the greatest delays are
observed in the Round 2 phases. This process presents a method for predicting the
average WDT for each installation phase. If this approach was used to analyse
a case specific simulation, built to match the characteristics of a prospective
development, it would provide a basis to scale the results by the number of
turbines and reveal an approximate overall WDT for each installation phase.
4.3 Results by Round
The results for the individual rounds were further analysed to determine the
distribution of phase durations predicted by the software. The box plots of the
IRs and WDTs in each round have been aligned in Figures 4.3a to 4.3f. In terms
of WDT, Figures 4.3b to 4.3f demonstrate the same range of distribution as the
IRs, but at lower values. A plot of the quantification of the inter-quartile ranges
for the IRs and WDTs from each phase across the two rounds, is included in
Figure 7.1 and is used to demonstrate the spread in the results, which can be
used to signify the installation risk for the combined vessel-phase configurations.
This is calculated by simply subtracting the bounds of the first quartile from the
third quartile, for each of the installation phases in Rounds One and Two.
Figure 4.3a demonstrates a considerable range for the installation phases in
Round 1, particularly in the wind turbine (WTG), transition piece and foundation
installation steps, as demonstrated by the broad space taken by the interquartile
range (IQR). The variability of these IRs spans from approximately 2.4 - 5.5
days/WTG with an IQR of about 3 days/WTG for the foundations, 1.4 - 3.9
days/WTG with an IQR of 2.3 days/WTG for the transition pieces and 1.9 - 5.3
days/WTG with an IQR of 3.4 days/WTG for the turbines. All of the phases
demonstrate a skew towards the upper values of the data. The dredging and


































































































































































































































































































































(f) Round 3 - WDT distribution
Figure 4.3: Installation Rates (IR) and Weather Downtime (WDT) by round
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survey, cable installation and cable burial phases exhibit lower variance in the
results and a nominal range was predicted for the scour and PLGR stages, with
the majority of these phases taking one day or less per wind turbine.
Figure 4.3b shows similar variance between the Round 1 IR and WDT predictions.
Based on the results in Figure 4.3a, it can be expected that the greatest ranges
would be seen at the foundation, transition piece and wind turbine installation
phases at 0.4 - 3.6 days/WTG with an IQR of 3 days/WTG , 0.4 - 2.8 days/WTG
with an IQR of 2.3 days/WTG and 0.8 - 4.3 days/WTG with an IQR of 3.2
days/WTG respectively. Again, the medians for these phases are skewed towards
the upper data in the plots. The distribution of all phases in Figure 4.3b have a
near identical profile as seen the IRs. The scour and PGLR phases are predicted
to have the lowest IRs and subsequent WDT in Round 1 without much variation,
while the three key phases of the foundation, transition piece and wind turbine
installation present the highest values in terms of delay.
Figure 4.3c shows generally smaller ranges for the results when compared to
Round 1. The broadest IQR distributions relate to the dredging and survey,
transition piece and wind turbine phases at 0.5, 0.4 and 0.45 days/WTG
respectively. The foundation and transition piece installations have an overall
range of approximately 2 days/WTG and the largest recorded for the WTG
installation at 4 days/WTG. The same distribution profiles are again replicated
in the WDT plots shown in Figure 4.3d and once more the scour Protection
and PLGR phases demonstrate the lower weather downtime. The dredging and
survey, foundation and WTG installation phases are shown to have the largest
values in terms of WDT. Generally, it was found that the installation rates and
WDT predicted for the phases in Round 2 are higher in comparison to Round 1.
However the results seem more consistent as the distributions are quite narrow
and this smaller variation indicates a reduction in installation risk.
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The IR results for Round 3 are included in Figure 4.3e. It should be noted that
only one of the scenarios reached completion when simulating this round but
data was still obtained for the dredging and survey, foundation, transition piece
and WTG installation phases, which can be used for comparison. The overall
distributions of the results for these four phases are quite narrow with dredging
and survey and transition piece installation exhibiting the broadest IQRs. The
broadest overall ranges are seen with the transition piece and Turbine Installation
phases at 0.7 and 0.8 days/WTG approximately. In Figure 4.3f the spread of the
results for WDT in Round 3 are shown. The greatest range in WDT predictions
was in the dredging and survey at 1.07 days/WTG and wind turbine installation
phases at 0.8 days/WTG. Across the IR and weather downtime plots, the results
are mainly skewed towards the lower end of values and by in large were predicted
to have lower IRs and subsequent weather downtimes in comparison to Round 2.
4.4 Summary
The assessment of three different vessel spreads characterised by the UK’s three
offshore wind construction rounds is presented in this chapter. The analysis
has shown the modelling approach was capable of identifying the metocean risk
associated with primary installation vessels in each round. It was identified that
Round 2 vessels were estimated to have the greatest average weather downtime
overall, whilst a review of the results distribution have shown the greatest
variability in Round 1 estimates. It is unfortunate that a clear limitation of
the ECUME I tool was identified by the simulation of the Round 3 scenarios,
which relates to a memory restriction inherent within the software. Nonetheless,
the means of reducing the estimates using a per wind turbine metric has shown
relevance to compare outputs of scenarios that vary drastically in size between
the three rounds. In the next chapter a commercial metocean risk analyses are
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completed using Mermaid software, which is of interest as it provides improved
modelling transparency and is well aligned to the offshore standards presented in





The results for the commercial metocean risk assessments completed for the Blyth
Offshore Demonstrator (BOD) and Fecamp offshore wind farms are presented in
this chapter. The results for both projects follow the detail and methodological
steps described in Section 3.2.2, utilising the Mermaid simulation tool. A different
modelling approach was applied to each project, where a combined model that
encapsulates all project installation phases was built for BOD and separate models
were built for each phase of the Fecamp project. The purpose of the BOD weather
risk assessment was to directly support contractual and contingency planning
in the project, whilst the Fecamp study was completed to assess the feasibility
of a segmented modelling methodology and the suitability of Mermaid in the
assessment of downtime for a large scale offshore wind development.
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5.1 Blyth Offshore Demonstrator - Installation
Metocean Risk Analysis
This section presents the results obtained from metocean risk analyses completed
for the Blyth Offshore Demonstrator following the detail and methodology
presented in Chapter 3 Section 3.2.3.
Following discussion with the project team at the BOD, a variety of percentile
values were produced for the primary installation phases. This approach applied
a separate calculation across the main operations within each installation phase
to produce P50, P70 and P90 duration and downtime estimates, using equations
3.4 to 3.6. This approach differs from the categorisation produced in Mermaid;
which uses the final completion date for all installation operations throughout
the simulations to summarise the results under percentile values. This can
mask the presence of significant delays during individual and enclosed installation
phases. The results are presented in days and represent potential durations and
downtimes during the operations to install the necessary assets and associated
infrastructure for all five turbine locations. The results are described in terms of
percentage increase in respect of the base ‘P0’ duration, to highlight phases with
the greatest level of associated risk. Percentage increase tables that correspond
to the installation durations presented in each scenario are included in Appendix
G.3 and compliment the description of the results.
5.1.1 Scenario 1 - No Learning
The results for the first modelled scenario are included in Table 5.1. This scenario
represented the base set of operational durations without the impact of learning
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rates on the GBF and WTG Installation phases. The breakdown of operations
has been slightly extended from the original list presented in Section 3.2.3, where
the GBF Installation step was split into three phases: Towing the GBFs out
of the dry dock, towing the GBFs down the River Tyne and the overall GBF
Installation, which is composed of a towing, anchoring, water and sand ballasting
operations. The base duration to complete the installation operations without
the impact of weather is included in the ’P0’ column, with the largest associated
with the mechanical completion, WTG, GBF and commissioning tasks at 38.65,
37.58, 25.24 and 22.08 days respectively.
Table 5.1: Percentile Results: BOD - No Learning
Installation Duration (days) Weather Downtime (days)
P0 P50 P70 P90 P50 P70 P90
Dredging & Survey 14.83 15.82 17.57 23.15 0.99 2.74 8.32
Filter Layer 15.26 20.7 23.82 30.43 5.44 8.56 15.17
Towing GBFs out of dry dock 0.42 19.40 28.44 54.90 18.98 28.02 54.48
Towing GBFs down River Tyne 2.65 3.7 3.88 5.57 1.05 1.23 2.92
GBF Installation 25.24 30.32 32.04 36.22 5.08 6.80 10.98
Scour Protection 5.04 6.24 6.3 7.85 1.20 1.26 2.81
PLGR 5.83 5.83 6.7 8.63 0.00 0.87 2.80
Export Cable 8.96 10.04 12 15.26 1.08 3.04 6.30
Array Cable 7.4 7.4 8.02 9.2 0.00 0.62 1.80
Hang-off, Stripping & Routing 10.5 10.5 11.34 12.75 0.00 0.84 2.25
Cable Burial 10.58 10.58 10.72 11.3 0.00 0.14 0.72
WTG Installation 37.58 42.44 44.38 51.83 4.86 6.80 14.25
Mechanical Completion 38.65 50.48 53.3 60.1 11.83 14.65 21.45
Final Routing 8.75 10.41 11 13.66 1.66 2.25 4.91
Commissioning 22.08 27.91 30.26 36.17 5.83 8.18 14.09
The largest recorded installation durations and subsequent downtimes were
recorded for Towing GBFs out of dry dock consistently across all percentiles
and were predicted to be approximately 46 and 130 times bigger than the base
duration for the P50 and P90 outcomes respectively. These large durations are
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caused by specific tidal elevation constraints that were applied to this task in
the model. This was subsequently used to simulate the required under-keel
clearance for the GBFs when passing over the sill of the flooded dry dock. The
next largest percentage increase in predicted installation duration was recorded
for the Filter Layer and Towing GBFs down River Tyne tasks, demonstrating
approximately 35% and 100% increase for P50 and P90 respectively. The Export
Cable, Mechanical Completion and Commissioning tasks were also predicted to
have significant increases, with percentage increases ranging between 50% and
70% for P90 estimates. Some variability is recorded for the Dredging and Survey,
GBF Installation and Scour Protection phases in terms of percentage increase
across the percentiles, whilst the Array Cable, Hang-off stripping and routing
and Cable Burial were predicted to have the lowest increase for all percentiles.
A P90 weathered Gantt chart was extracted from Mermaid for the entire BOD
installation campaign and is presented in Appendix C. The P90 Gantt chart was
selected to exemplify a worst case scenario and associated completion date for
all installation operations. It was noted for this worst case, that a completion
date of 31/10/2017 could be anticipated for the project. It is reiterated that
this completion date is taken from a P90 weathered Gantt chart and does not
necessarily represent the worst case for all operational phases in the project but
the overall project duration.
5.1.2 Scenario 2 - GBF & WTG Learning
The results from the second modelled scenario are presented in Table 5.2 and
include learning rates for the GBF and WTG Installation phases, presented in
Figure 3.19.
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Table 5.2: Percentile Results: BOD - GBF & WTG Learning
Installation Duration (days) Weather Downtime (days)
P0 P50 P70 P90 P50 P70 P90
Dredging & Survey 14.83 15.82 17.57 23.15 0.99 2.74 8.32
Filter Layer 15.26 20.7 23.82 30.43 5.44 8.56 15.17
Towing GBFs out of dry dock 0.42 19.40 28.44 54.90 18.98 28.02 54.48
Towing GBFs down River Tyne 2.65 3.7 3.88 5.57 1.05 1.23 2.92
GBF Installation 28.24 35 36.86 39.92 6.76 8.62 11.68
Scour Protection 5.04 6.24 6.3 7.85 1.20 1.26 2.81
PLGR 5.83 5.83 6.7 8.63 0.00 0.87 2.80
Export Cable 8.96 10.04 12 15.26 1.08 3.04 6.30
Array Cable 7.4 7.4 8.02 9.2 0.00 0.62 1.80
Hang-off, Stripping & Routing 10.5 10.5 11.34 12.75 0.00 0.84 2.25
Cable Burial 10.58 10.58 10.72 11.3 0.00 0.14 0.72
WTG Installation 38.84 43.25 46.15 53.91 4.41 7.31 15.07
Mechanical Completion 38.65 50.48 53.3 60.1 11.83 14.65 21.45
Final Routing 8.75 10.41 11 13.66 1.66 2.25 4.91
Commissioning 22.08 27.91 30.26 36.17 5.83 8.18 14.09
The learning rates are shown to increase the ‘P0’ GBF and WTG Installation
durations by 3 days and 1.3 days respectively. It is shown in the results that the
increase in these durations has a near negligible impact in the overall durations
and weather downtimes with the P90 for the GBF Installation, demonstrating
a slightly lower percentage increase by approximately 2%, which corresponds to
approximately 0.7 days. Similarly, there was little impact to the percentile values
for the WTG Installation, with a slight increase in P50 and P90 estimates by
approximately 1%, at approximately 0.5 days and 1 day respectively. The rest of
the other and subsequent installation phases were predominantly unaffected by
these slight deviations in the GBF and WTG Installation phases; this is further
exemplified by the P90 weathered Gantt chart in Appendix D that identified the
same completion date as Scenario 1.
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5.1.3 Scenario 3 - GBF & WTG Learning - 1 Month Delay
Table 5.3: Percentile Results: BOD - GBF & WTG Learning - 1 Month Delay
Installation Duration (days) Weather Downtime (days)
P0 P50 P70 P90 P50 P70 P90
Dredging & Survey 14.83 14.83 15.73 20.38 0 0.9 5.55
Filter Layer 15.26 16.14 17.31 19.39 0.88 2.05 4.13
Towing GBFs out of dry dock 0.42 43.88 53.72 72.14 43.46 53.30 71.72
Towing GBFs down river tyne 2.65 3.88 3.88 4.49 1.23 1.23 1.84
GBF Installation 28.24 32.39 34.05 36.43 4.15 5.81 8.19
Scour Protection 5.04 6.24 6.54 7.4 1.20 1.50 2.36
PLGR 5.83 5.83 6.42 7.66 0.00 0.59 1.83
Export Cable 8.96 10.58 11.74 16.19 1.62 2.78 7.23
Array Cable 7.4 7.65 8.07 9.38 0.25 0.67 1.98
Hang-off, Stripping & Routing 10.5 11.23 12.34 17.93 0.73 1.84 7.43
Cable Burial 10.58 10.71 11.76 12.62 0.13 1.18 2.04
WTG Installation 38.84 48.74 50.04 60.43 9.90 11.20 21.59
Mechanical Completion 38.65 60.28 64.72 71.93 21.63 26.07 33.28
Final Routing 8.75 12.56 15.63 21 3.81 6.88 12.25
Commissioning 22.08 33.34 37.48 53.54 11.26 15.40 31.46
Scenario 3 was modelled to investigate the impact of learning rates for the GBF
andWTG Installation with a one month delay to the start of the entire installation
campaign. The original start date for the first phase (Dredging and Survey) was
the middle of March 2017, which was moved to the middle of April. The results
for this scenario are presented in Table 5.3. The largest recorded percentage
increase was once again associated with the ’Towing the GBFs out of dry dock’.
The results show that for this particular phase, the predicted durations are
consistently over 100 times greater than the base duration for all percentiles.
When compared to the downtimes for the no learning and learning cases, the one
month delay case exhibits an increase in weather downtime of 23, 25 and 17 days
for the P50, P70 and P90 values respectively. The phases with the next greatest
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percentage increase were the Commissioning and Final Routing phases, which
both demonstrate approximately 70% and 140% increases in recorded duration for
the P50 and P90 percentiles. This is another clear difference in comparison with
Scenario 1 and 2, where the Filter Layer and Towing the GBFs down the river
demonstrated the next greatest percentage increase in delayed operation. The
Towing the GBFs down the River task was still amongst the largest percentage
increase recorded overall, sharing similar trends with the Mechanical Completion
and Export Cable phases.
A P90 Gantt was also produced for the one month delay case and is included
Appendix E. This scenario has a completion date that is approximately two
months later in comparison to Scenarios 1 and 2. It can be deduced from the
predicted durations and the outcome of the weathered Gantt chart that the one
month delay will lead to significantly greater downtime overall. This difference can
be largely attributed to the later phases such as WTG Installation, Mechanical
Completion and Commissioning spanning over the winter months. It is also clear
that a change in tidal availability for towing the GBFs out of the dry dock
is experienced, due to the increase in downtime. The completion date for the
project is impacted considerably with one month of delay, which in a P90 case is
26/12/2017 and approximately two months later than the prediction for Scenario
1. However the gaps in the simulated schedule mean that these delays do not
directly impact the completion date for the project.
5.1.4 Scenario 4 - 1 x WTG Only (assumed GBF has been
towed out of dry dock and is ready at Port of Tyne)
This scenario was investigated to identify the latest possible start date to install
the necessary infrastructure, ensuring one wind turbine was operational and
138 5.1 Blyth Offshore Demonstrator - Installation Metocean Risk Analysis
generating electricity before 31/03/2018, which was the deadline to qualify to
the UK’s Renewable Obligation (ROC) financial incentive. Through discussion
with the planning team at the BOD project, the base ‘P0’ durations were altered
to reflect the change in the operations for the installation of one turbine. It
should be noted that this analysis assumed that the GBF to be installed during
this campaign had already been towed out of the dry dock and down the River
Tyne awaiting installation. It is also assumed that the gaps or buffer that existed
in the original five GBF schedule did not exist and the phases were completed
sequentially. In this scenario, the phases found to have the greatest percentage
increase in duration were the Export Cable and WTG Installation phases. It is
noted that the P90 for the WTG Installation is approximately eight times greater
than the P0 duration, whilst the Export Cable spans between a 2.5 - 3.5 times
greater duration across the three percentiles. Scour Protection durations were
predicted to increase considerably, up to as much as five times greater for the
P90 percentile. The Filter Layer, Hang off & stripping were amongst the next
greatest percentage increase in duration across the percentiles, predicted to reach
up to three times greater at P90. The GBF Installation and commissioning tasks
show notable increases, ranging between 0.65 - 0.9 and 1.2 - 1.8 times greater for
P50 and P90 respectively. The weathered Gantt chart was a key reference in this
study to identify the latest possible start date for the operations.
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Table 5.4: Percentile Results: Scenario 4 - 1 x WTG Only
Installation Duration (days) Weather Downtime (days)
P0 P50 P70 P90 P50 P70 P90
Dredging & Survey 5.10 5.10 5.55 8.61 0 0.44 3.51
Filter Layer 5.79 9.13 12.57 22.6 3.34 6.78 16.81
GBF Installation 5.09 7.09 8.86 11.13 2 3.77 6.04
Scour Protection 4.19 8.95 13.90 28.39 4.76 9.71 24.20
PLGR 3.44 4.22 5.26 6.2 0.78 1.82 2.76
Export Cable 10.25 37.21 41.05 48.03 26.96 30.8 37.78
Array Cable 18.22 19.23 20.24 21.39 1.01 2.02 3.17
Hang-off, Stripping & Routing 1.75 2.38 2.78 7.78 0.63 1.03 6.03
Cable Burial 5.39 6.22 7.23 8.72 0.83 1.84 3.33
WTG Installation 4.47 12.36 25.91 40.55 7.89 21.44 36.08
Mechanical Completion 7.73 12.9 14.51 19.6 5.17 6.78 11.87
Final Routing 1.75 1.75 2.66 4.86 0 0.91 3.11
Commissioning 4.42 5.88 7.34 12.59 1.46 2.92 8.17
The P90 weathered Gantt chart was selected to review an extreme outcome for
this scenario and in order to identify the latest start date, a number of iterative
simulations were completed, altering the start date in the model each time until
the target date of 31/03/2018 was predicted for a P90 case. In Appendix F it
is shown that 07/09/2017 was the latest possible P90 start date. It should be
noted that this Gantt chart represents a P90 case for the entire range of marine
operations, whilst the duration downtime figures included in Table 5.4 represent
percentile outcomes for each phase individually, which can differ from the example
in Figure F.1. It shows that a large amount of downtime is predicted for the P90
case in Figure F.1, which appears to be impacted by poorer conditions experienced
across the winter months of November, December and January.
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5.2 Fecamp - Installation Metocean Risk
Analysis
The results from the Mermaid simulations for the Fecamp weather risk analysis
are presented in this section. The first set of results is taken from independently
simulated models. The results tables list the recorded durations in days and
resulting weather downtimes (WDT) under exceedance quantiles P50, P60, P70
and P90. A P0 duration is included in each table, which represents the net
duration for the operations without the impact of weather delay. The WDT
values are identified by deducting the unweathered installation duration produced
in Mermaid, from the predicted duration for each quantile. A secondary review of
the planned start dates in combination with the summarised installation durations
was also completed. This is presented in the form of ‘mock’ weathered Gantt
charts for the same quantiles as before and aims to demonstrate any cross-over
between phases that may lead to resourcing challenges or delays.
5.2.1 Fecamp - Predicted Durations and Weather
Downtime
The results for each installation phase under the P50 and P90 quantiles are taken
directly from the summary tables produced by Mermaid. The recorded duration
and weather downtime (WDT) values are based on the percentile (Pxx) durations
in days, which is a summary statistic produced from the 21 simulations completed
for each installation phase. The P60 and P70 outcomes are derived from the
dates included on weathered Gantt charts created in Mermaid. The Gantt chart
referenced for each Pxx value is based on the closest lying simulation to the
Pxx duration, meaning the completion dates are sourced from a slightly different
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statistic in comparison to the summarised duration and WDT values. The results
are described in terms of percentage increase to highlight the phases with the
greatest associated risk in each percentile.
5.2.1.1 Percentile Results: Installation Campaign 1
Table 5.5: Fecamp - Installation Campaign 1
Installation Duration (days) Weather Downtime (days)
P0 P50 P60 P70 P90 P50 P60 P70 P90
GBS Bedding 35.9 40.2 41 42 46.9 4.3 5.1 6.1 11
GBS Installation 123.7 143.1 144 148 152.6 19.4 20.3 24.3 28.9
GBS Scour & Ballast 117.4 137.2 141 143 148.2 19.8 23.6 25.6 30.8
IAG Laying 33.8 39.1 39.2 42 43.4 5.3 5.4 8.2 9.6
IAG Burial 50.2 58.4 59 60 66.9 8.2 8.8 9.8 16.7
IAG Termination 67.4 77.5 78 79 90.1 10.1 10.6 11.6 22.7
The percentile results for the first installation campaign are included in Table
5.5. Overall it shows that the largest weather downtimes are recorded for the
GBF Installation and Scour and Ballast phases across all percentiles ranging from
approximately 20 days to 30 days between P50 and P90 estimates. The inter-array
grid/cabling (IAG) Termination and burial phases show the next greatest number
of days downtime at around 23 and 16.7 days for P90 respectively. In terms of
percentage increase, the IAG Termination and burial phases show approximately
a 30% extension in duration at P90. For P50, the IAG Laying is predicted to
have the largest percentage increase at 24%, whilst the greatest increase in the
P50 and P60 percentiles was predicted for the GBF Scour and Ballast at 17%
and 20% respectfully.
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5.2.1.2 Percentile Results: Installation Campaign 2
Table 5.6: Fecamp - Installation Campaign 2
Installation Duration (days) Weather Downtime (days)
P0 P50 P60 P70 P90 P50 P60 P70 P90
GBS Bedding 21.9 28.1 28 29 35 6.2 6.1 7.1 13.1
GBS Installation 79.9 100.1 104 105 113.6 20.2 24.1 25.1 33.7
GBS Scour & Ballast 72.8 94.6 97 99 102.5 21.8 24.2 26.2 29.7
IAG Laying 58.7 69.7 70 72 76.9 11 11.3 13.3 18.2
IAG Burial 88.8 103.8 108 110 117.9 15 19.2 21.2 29.1
IAG Termination 119.4 134.8 136 137 147.3 15.4 16.6 17.6 27.9
WTG Installation 199.1 248.2 254 256 282.1 49.1 54.9 56.9 83
Percentile results for the second installation campaign are listed in Table 5.5. It is
shows that the largest downtimes are associated with the WTG Installation phase,
at 55 days and 83 days downtime for the P50 and P90 percentiles respectively.
These large downtimes are directly related to the scale of this phase as it enclosed
all 83 WTG Installations, while the other phases in this campaign had 32 GBF
and 51 IAG tasks. The next largest overall downtimes are related to the GBF
Installation and Scour and Ballast phases, ranging from between 20 and 30
days downtime, and are very similar to the results from the first campaign
for these phases despite the lower number of overall installation tasks. The
greatest percentage increase in net duration was recorded for the GBF Scour and
Ballast across the P50, P60 and P70 percentiles at 30%, 33% and 36% increase
respectively, with similar values observed for the GBS Bedding and installation
phases. The greatest increase in P90 estimate was observed for the GBF bedding
at 60%, with the next greatest P90 percentage increase recorded across the GBF
Installation, Scour and Ballast and WTG Installation at approximately 40%.
CHAPTER 5. Commercial Metocean Risk Assessments 143
5.2.1.3 Fecamp - Mock Gantt Charts - Campaigns One and Two
To investigate the impact of cross-overs or delays that could occur between the
installation phases, Gantt charts were produced using the planned installation
dates and predicted durations identified for each installation phase for the P50 to
P90 quantiles. As each phase in Campaigns 1 and 2 was built using a separate
Mermaid study, the impact of knock-on delays could not be exemplified in the
same way as the BOD analysis, which incorporated all project phases in the one
model. Whilst it is unlikely that the investigated Pxx outcome will occur for all
phases in the project, in reality, the Gantt charts provide a perspective of how the
operations might progress and highlights potential scheduling or resourcing issues
that could occur. An unweathered Gantt chart is included to demonstrate the
ideal progression of the operations without any downtime. An attempt has been
made to highlight any perceived issues with the progress of installation phases,
which are presented using red bars in each figure and are supported by a short
discussion.
Figure 5.1: Fecamp Unweathered Gantt Chart - Campaigns One and Two
The P0 Unweathered Gantt chart is shown in 5.1. This chart demonstrates the
progression of operations without the impact of weather delay. It is noted that
the Scour and Ballast operations appear to finish before the installation of the
GBS Installation phase in both campaigns. This reveals a potential issue, as in
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reality the Scour and Ballast phase cannot possibly complete before the GBS
foundations have been installed. Further investigation and/or modelling of the
interdependencies between these installation phases may produce a more realistic
outcome. It is understood that alternative start dates have been considered for
the Fecamp project and adjustments in the scheduling of the GBS Scour and
Ballast phases could prevent potential delays in this phase whilst waiting for
the GBS Installations to complete. As this interaction has been identified in
the unweathered Gantt chart, it is probable that this same issue will occur in
the Gantt charts for the other quantiles. It is clear that the WTG Installation
phase runs in parallel to GBS and IAG operations in the second campaign. The
interaction between these phases is unlikely to be an issue, as the GBS and IAG
operations in the first campaign installation should be completed by the time the
WTG Installation begins. The WTG Installation will begin at the 30 locations
in Campaign 1, limiting interaction with other works being completed as part
of Campaign 2. It is noted that the IAG Termination tasks in Campaign 2 run
in parallel to the WTG Installations. It is possible some tasks could coincide at
the same turbine location and will require careful coordination to prevent access
problems for both vessels and personnel.
Figure 5.2: Fecamp P50 Gantt Chart - Campaigns One and Two
Figure 5.2 presents a weathered Gantt chart for the P50 summarised durations.
The issue with the Scour and Ballast phase completing prior to the GBS
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Installation phases is observed again, although the gap between the completion
dates of the two phases has reduced. The completion of the WTG Installation
phase is now shown to extend beyond the IAG Termination indicating care may
be required when coordinating the tasks between these phases. No other clear
issue is observed with the P50 durations.
Figure 5.3: Fecamp P60 Gantt Chart - Campaigns One and Two
The P60 Gantt chart in Figure 5.3 shows that the Scour and Ballast phase now
completes after the GBS Installation phase. This is highlighted in amber as the
Scour and Ballast phase correctly completes after the GBS Installation phase
but the gap of one day between these dates may still cause waiting delays for
the FFPV vessel that would be used to complete these operations. The Scour
and Ballast phase is predicted to complete two days before the GBS Installation
in Campaign 2. It is clear that the repetitive scheduling employed within the
Mermaid models action the Scour and Ballast operations faster than they would
be able to occur in reality, as they would be dependent on the progression of
the GBS Installations. A dedicated Mermaid model could be built to implement
the interdependency of each Scour and Ballast tasks on the completion of the
preceding GBS Installation. This would demonstrate the delay time incurred by
the FFPV vessel as it waits to begin the installation task. The impact of this
waiting time would be dependent on the contract agreed with the vessel owner,
sub-contractors and operatives completing these tasks.
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Figure 5.4: Fecamp P70 Gantt Chart - Campaigns One and Two
The P70 Gantt chart in Figure 5.4 shows approximate increases of one to four
days across the installation phases in comparison to the P60 predications. The
same issue with the Scour and Ballast phases is evident, which complete one day
before the GBS Installation. A later start date for the GBS Scour and Ballast
phases could be investigated without modelling interdependencies, however this
model would rely on the assumption that the water ballasted GBFs can be left
in position for extended periods. This assumption would require a supportive
civil/geotechnical analysis to provide assurance on the maximum endurance of a
water ballasted GBS foundation.
Figure 5.5: Fecamp P90 Gantt Chart - Campaigns One and Two
Finally, a P90 weathered Gantt chart is provided in Figure 5.5. It is observed that
the Scour and Ballast phase completes on the same date as the GBS Installation
phase in Campaign 1. However, in the second campaign the Scour and Ballast
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phase is predicted to complete approximately six days sooner than the GBS
phase. The susceptibility of the GBS Installation tasks and installation vessels is
made apparent in the Gantt charts, particularly in those of the upper quantiles.
With the exception of the WTG Installation phase, it is shown in Tables 5.5
and 5.6 that the GBS Installation phase is amongst the highest recorded WDT
values in Campaigns One and Two. The Scour and Ballast operation record
similar downtimes, which suggests that any vessel optimisations, hydrodynamic
assessments and model testing would be best focused on these installation phases.
Any improvement in the vessel capabilities and endurance found could improve the
efficiency of these installation steps in conjunction with a strategised installation
schedule. The WTG Installation phase is found to complete in mid-late January
2022. As a significant stretch of the WTG Installation phase is completed over
December and January, the likelihood of poor weather is increased, resulting in a
significant extension in the predicted installation duration.
5.3 Summary
Two commercial metocean risk analyses have been investigated using Mermaid
software in this chapter. The BOD assessment was broken into four different
scenarios following the direction of the project team at EDF Renewables. It was
specified that results should be provided under three percentiles and explicitly
listed in a per phase basis. As a number of the phases were executed concurrently
in the the Mermaid model, the Matlab processing presented in Chapter 3,
Section3.2.4.2 was needed to extract and classify the durations of each phase.
These outputs were presented in individual tables and the addition of the Matlab
process has added further reporting capabilities in conjunction with Mermaid
modelling. The allocation of the three percentiles comprehensively described the
risk profile of the individual scenarios, phases and project overall. The addition of
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the Mermaid weathered Gantt charts also provided a useful reference, presenting
a narrative of how each scenario could transpire in reality.
The Fecamp modelling results were presented in a similar way but differed as each
operational phase was simulated in individual Mermaid models for four different
percentiles, whilst the weather Gantt charts generated by Mermaid were needed to
extract the duration results for P60 and P70. As individual models were used for
each phase this led to easier reporting overall as no secondary Matlab processing
was needed, yet it is evident that this method cannot accurately capture the
knock-on effect of delays between interdependent installation phases. For both
projects percentage increase tables were generated to highlight the operational
phases with the greatest installation risk. These tables included in Appendix
G, generally highlighted that the greatest risks were associated with the GBF
installations in each project, which can be used by project teams to inform
the allocation of contingencies for the execution of these operations. These
two analyses have demonstrated the potential of Mermaid software to support
commercial metocean risk assessments and the learning gained from the ECUME
I analyses in Chapter 4 and the evident flexibility of Mermaid, can inspire the
development of new simulation tools for EDF Energy.
Chapter 6
Results from Stochastic Metocean
Model
This chapter begins with numerical and visual outputs from the presented
methodology in Chapter 3, Section 3.3. The results as produced by the MS-
AR model with Gaussian innovations are presented to demonstrate the accuracy
and consistency of the wind speed and Hs simulations independently. The
characteristics of the bivariate simulated data for each site are then assessed in
terms of a typical marine operation, firstly with the pairing method using mean
values and then pairing with Pearson r correlation coefficients, which is described
in Section 3.3.5.
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6.1 Simulation Results
Table 6.1 compares the mean metocean values across all three sites. The mean
values for the observed and simulated data have not been included and instead
the percentage difference is listed to convey the variation between the observed
and simulated data. A full table which includes the mean values for wind speed
and Hs for each month and location is included in Appendix H.
Table 6.1: Percentage difference, average percentage difference and absolute
average percentage difference for wind speed U and wave height Hs - observed vs.
simulated













µ 0.50 0.95 0.38 2.27 -0.21 0.67
January 0.20 0.23 -0.42 2.53 -0.44 2.93
February 0.76 0.73 1.26 4.24 -0.27 1.49
March -0.58 1.26 0.22 1.48 -0.23 -0.24
April -0.71 0.63 0.02 3.15 -0.64 0.34
May -0.38 0.34 -1.08 1.34 -0.63 -1.96
June 0.25 1.14 1.62 0.66 0.54 -1.65
July 0.74 1.72 0.83 1.13 -1.06 -2.27
August 0.90 0.59 0.12 -0.42 -0.29 -1.40
September -0.02 1.51 -0.28 3.12 -0.01 -0.74
October 0.99 0.38 0.78 4.00 -0.12 2.33
November 1.86 2.03 0.49 0.71 0.60 2.28
December 1.43 1.07 0.84 2.36 -0.19 1.84
|µ| 0.74 0.97 0.66 2.12 0.42 1.62
It can be seen that the MS-AR model, tuned to each site and month, is capable of
following the seasonal changes in the observed series, with the majority of errors
below three percent. Generally the models were found to have larger average
values for U and Hs, with the exception of the wind speed for the English Channel
location. The largest average difference for wind speed and wave height was
recorded for UK North East at 0.5% and for France West at 2.27% respectively.
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The largest singular differences are recorded for Hs at France West, which has
an absolute average percentage variation of 2.12% across all months, while the
average percentage difference for wave height is greater than wind speed across
the three sites. For the majority of the sites, the largest variations are observed for
the winter months, particularly for Hs at France West and the English Channel.
Despite these observations, the differences between the model and observed series
are small and are all below 5%, indicating that the produced data sets can be
progressed for further analyses.
Figure 6.1: CDFs of annual wind speed - Observed vs. simulated - UK North East
Comparisons for the UK North East site are used in the following figures to
summarise the typical outcomes of the analysis. In Figures 6.1 and 6.2 the CDFs
are shown for the wind speed and wave height respectively. Each figure represents
the distribution of U and Hs across 34 years of observed data and 1000 years of
simulated data. The solid line represents the observed data, the dashed line for
the simulated data with 90% confidence interval indicated by the dotted line.
It is evident from Figures 6.1 and 6.2 that the CDF of the simulated data follows
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the observed years of annual data. Looking at the lower wind speeds and wave
heights in both figures shows that there is a tendency for the model to over-predict
the occurrence of U and Hs below 3m/s and 0.4m respectively. The Kolmogorov-
Smirnov Distance was used to identify the maximum absolute difference between
the observed and simulated CDFs. This test produces the maximum vertical
distance between the two CDFs, which were recorded as 0.018 and 0.014 for
U and Hs respectively. This indicates that both simulations are statistically
representative of the observed data.
Figure 6.2: CDFs of annual wave height - Observed vs. simulated - UK North East
An additional visual inspection uses a quantile-quantile plot (QQ plot) of the
annual observed and simulated time series. This tests if the simulated outcomes
are related to the same distribution as the observed data. The QQ plots for
for U and Hs variables are shown in Figures 6.3 and 6.4. Both plots show
a predominantly linear outcome, which indicates that the simulated data is
from the same distribution as the observed. In Figure 6.3 a right skew tail is
shown, indicating that some extreme wind speeds may have been produced in the
simulation, compared to the observed data set. However, the concentration of the
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points is quite low, especially for the most extreme points. Figure 6.4, shows a
much slighter skew than was observed with the wind speed. A review of the two
other sites demonstrated similar behaviour at the tails as shown in both figures.
It should be noted that Figure 6.3 demonstrates the largest skew observed across
the three sites and two weather parameters.
Figure 6.3: QQ plot: observed and simulated wind speed - UK North East
Figure 6.4: QQ plot: observed and simulated wave height - UK North East
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6.2 Weather Window Assessment
This section presents the results for a weather window assessment across all three
sites investigated. By considering a typically constrained offshore task against the
simulated data series, the suitability of the employed methodology and generated
time series can be reviewed.
Table 6.2: Weather Window requirements
Parameter Limit
Wind Speed U ≤ 13.6 m/s
Wave Height Hs ≤ 1.5 m
Duration* ≥ 30 hours
*applied in workability assessment only
For this assessment, specified weather limits and duration for a personnel transfer
operation were applied against the three data sets and are summarised in Table
6.2. This type of task is regularly completed during offshore wind installation,
particularly when personnel are transferred to transition pieces for turbine
installation, as shown in Figure 6.5. Similar tasks are also completed regularly in
other marine sectors and therefore present a relevant case study against which to
test the model. A weather window can be defined simply as weather conditions
that are less than or equal to the environmental limits of a task for a period of time.
In some instances, a fixed period less than or equal to the environmental limits
is specified for the weather window criteria. These predefined window lengths
are often applied in offshore planning to account for uncertainties in weather
forecasting, ensuring that suitable contingencies are included to allow for safe
completion of the marine operations.
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Figure 6.5: Typical Crew Transfer Task - Turbine Transfers Ltd.
The assessment is next considered in the context of the two different pairing
methods for the wind speed and wave height time series discussed in Chapter
3, Section 3.3.5: i) ranking and subsequently pairing the monthly wind speed
and wave height realisations in terms of mean value and ii) pairing the monthly
realisations of wind speed and wave height by the highest Pearson r correlation
coefficient. Primarily, an assessment for weather window persistence and average
window length is presented, which considers only the wave height and wind
speed parameters. This is applied to assess the general characteristics of the
simulated and observed data without considering a constraint for a minimum
weather window duration. The implication of a predefined weather window is
also considered and the results are presented for each month in terms of the
average percentage workability of each observed and simulated month.
The average workability percentage represents the average portion of time in each
month that is below or equal to the wind speed and wave height limits for the
156 6.3 Weather Window Persistence and Lengths - i) Paired-by-means
transfer task, above or equal to the 30 hour constraint. This calculation considers
all years of data in the observed and simulated data sets to summarise and directly
compare the calculated workability. Equation 6.1 below is used to calculate the












W%i = Average workability percentage for month i
hTi = Total number of hours in month i
hi,j =Combined duration of weather windows≥ 30 hours for month i in realisation
j
n = number of monthly meteorological realisations for month i
i = {1, ..., 12}
6.3 Weather Window Persistence and Lengths -
i) Paired-by-means
In Figure 6.6, the weather window persistence and average window length is shown
for each location. The weather window persistence is presented as normalised
frequencies of 10 hour bins and, for all three sites and clustering towards the
lower bin values between 10 and 40 hours, is demonstrated for all three sites.
The comparison of the observed and simulated data shows reasonable consistency
with the largest differences identified for the France West and English Channel
locations.
CHAPTER 6. Results from Stochastic Metocean Model 157
Figure 6.6: Weather window persistence histogram and average window length ≤
13.6 m/s & ≤ 1.5 m
(a) Weather window persistence - 10 hour
bins - UK North East
(b) Average weather window duration - UK
North East
(c) Weather window persistence - 10 hour bins
- France West
(d) Average weather window duration -
France West
(e) Weather window persistence - 10 hour bins
- English Channel
(f) Average weather window duration - En-
glish Channel
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It is apparent that the simulations have a tendency to over predict the frequency of
weather windows between the 20 and 100 hour bins, particularly for France West
and the English Channel, whilst UK North East shows the closest comparison to
the observed bins overall. The general outcome of persistence histograms shows
little difference between the observed and simulated data, which indicates that
the simulatedtime series captures the characteristics at each site.
The average weather window length for each month and location are shown in
Figures 6.12b, 6.12d and 6.12f. The largest difference is seen for the English
channel, which demonstrates that the simulated data generally produces smaller
weather windows for each month of approximately 10 to 30 hours. A similar
outcome is shown for UK North East, but with smaller average differences. France
West exhibits similar characteristics, but is the only location where a slight over-
prediction is made for September by approximately five hours. The outcomes for
all three sites suggest that some differences can be expected when simulating the
progression of marine operations against the simulated data and is reviewed in
the following section.
6.3.1 Average Monthly Workability
This section considers the assessment of all limitations included in Table 6.2 and
is completed to extend the weather window assessment for a predefined duration
of more than or equal to 30 hours. This duration constraint is introduced to assess
the simulatedtime series against a realistic condition that may be applied to an
operation by marine warranty surveyors or planning personnel. This assessment
considers the average percentage workability of the personnel transfer operation,
which includes the average amount of time available to complete the operation
for each month and location, above or equal to the 30 hour threshold as defined
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by Equation 6.1. In Figures 6.7 to 6.9 scatter plots are shown for the workability
across the three sites and error bars are included for a 90% confidence interval
from the observed and simulated data sets. Accompanying tables are included
with each scatter plot that specify the overall monthly workability percentages











January 46.63 21.46 42.23 16.48 -9.43
February 55.58 14.92 49.75 16.58 -10.50
March 65.73 16.33 62.74 15.26 -4.54
April 77.51 12.20 74.97 12.82 -3.28
May 85.04 8.46 84.03 9.80 -1.19
June 89.29 8.16 87.77 8.45 -1.70
July 94.11 5.41 93.51 6.57 -0.63
August 90.73 8.30 90.29 7.79 -0.49
September 83.45 12.12 81.09 11.31 -2.83
October 67.15 14.24 64.83 14.10 -3.45
November 69.38 14.72 66.99 14.57 -3.45
December 52.17 16.00 47.27 15.92 -9.40
Average 73.06 12.69 70.45 12.47 -4.24
Figure 6.7: Mean percentage workability for time ≥ 30 h at ≤ 13.6 m/s & ≤ 1.5
m - UK North East
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The site with the closest percentage workability was UK North East with the
largest variations observed for January, February and December. Overall the
simulated data was found to have 4.24% less workability on average when











January 29.03 16.61 26.59 14.26 -8.41
February 37.76 27.37 30.76 16.13 -18.54
March 52.36 16.98 51.18 14.94 -2.26
April 64.35 19.31 63.92 16.19 -0.68
May 79.85 12.01 80.74 10.51 1.12
June 85.95 11.22 87.59 9.44 1.91
July 90.46 8.75 90.91 7.98 0.50
August 89.09 10.58 89.90 8.08 0.91
September 81.03 12.84 82.18 12.16 1.42
October 57.22 16.68 55.29 15.35 -3.36
November 59.13 17.24 57.14 15.86 -3.36
December 39.96 18.92 31.40 14.46 -21.42
Average 63.85 15.71 62.30 12.95 -4.35
Figure 6.8: Mean percentage workability for time ≥ 30 h at ≤ 13.6 m/s & ≤ 1.5
m - French West
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The next closest average workability was identified for the French West site
at 4.35% less workability on average with the simulated data showing larger
variations in the winter months, with the largest recorded differences of 21.42%











January 57.80 20.14 45.44 17.79 -21.39
February 64.11 19.43 53.00 18.49 -17.32
March 74.05 15.08 68.81 15.11 -7.09
April 80.87 12.21 77.37 12.34 -4.33
May 83.73 9.14 80.93 10.93 -3.35
June 90.34 6.44 89.04 7.12 -1.43
July 88.44 8.51 89.72 7.81 1.44
August 90.46 6.23 89.70 7.12 -0.84
September 83.50 10.53 79.13 11.74 -5.24
October 73.82 13.68 65.55 14.81 -11.21
November 76.28 14.14 67.73 15.30 -11.21
December 56.27 17.77 41.75 16.85 -25.81
Average 76.64 12.77 70.68 12.95 -8.98
Figure 6.9: Mean percentage workability for time ≥ 30 h at ≤ 13.6 m/s & ≤ 1.5
m - English Channel
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These single values demonstrate that the simulated data has significantly lower
workability, which is approximately double that of UK North East for the
same months. It is also shown that the simulated data produces slightly more
workability on average from May to June. The English Channel site reveals
considerable deviations and the workability of the simulated outcomes was found
to exhibit 8.98% less workability on average. Particularly large deviations are
observed for the winter months, most notably December, January and February
at approximately 25.81%, 21.39% and 17.32% respectively. It is also observed that
the simulated data results in a slight increase in workability for July at 1.44%.
Table 6.3: Average Number of Weather Windows U ≤ 13.6 m/s, Hs ≤ 1.5 m for
≥ 30 hours
UK North East France West English Channel
µ Obs WW µ Sim WW µ Obs WW µ Sim WW µ Obs WW µ Sim WW
January 4 5 3 3 4 4
February 4 4 2 3 4 4
March 5 5 3 4 4 5
April 4 4 3 4 4 5
May 4 4 3 4 4 5
June 3 3 3 3 4 4
July 2 1 3 1 4 7
August 3 3 3 3 4 4
September 4 4 3 3 4 5
October 5 5 3 4 5 6
November 5 5 3 4 5 5
December 4 5 3 3 5 5
To produce a further perspective on these results, the average number of weather
windows in each month was analysed for the three sites. On average, the simulated
data exhibits more windows for the first six to seven months. It should be noted
that this does not necessarily mean more workability in the simulated data and
is more likely due to the fragmentation of weather windows, which are believed
to be less prominent in the observed data. Nevertheless, this outcome shows
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that despite the larger deviations in the winter months, there would likely be a
similar amount of time to complete the required marine operations in each month.
However, if the English Channel time series were contained within a dedicated
planning and simulation tool, it is likely the simulated data set would exhibit an
increase in waiting times, or more frequent interruptions, than the observed data
set.
Overall, Figures 6.7 to 6.9 show that the simulated data has reduced workability
in the winter months and in some instances an increase in the summer months for
two of the three sites. The reduction in workability in the winter months is much
greater than the over-predictions in each case; the absolute average percentage
difference for UK North East, France West and the English Channel were found
to be 4.24%, 5.33% and 9.22% respectively. The 90% error bars show that the
mean outcomes for the simulated data are within the range of the observed data
sets across all months for UK North East and Teesside. Figure 6.9 shows that the
mean outcome lies well outside the 90% confidence interval for January, February,
October, November and December at the English Channel site. This outcome
indicates that there may be considerable differences between the observed and
simulated data sets using the pairing by means approach, which required further
analysis.
6.3.1.1 Distributions of Weather Windows and Workability
To review the results for each site in more detail, box plots, cumulative distribu-
tions and percentile plots were produced to characterise the distributions of the
weather windows below 13.6 m/s wind speed, 1.5 m HS and equal to or above
the 30 hour minimum threshold. The box plots are presented in Appendix I and
additional percentiles of P10, P70, P90 and P99 have been plotted to provide
further insight in the results. Figures, I.1a, I.1c and I.1d show the distribution of
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all weather windows greater than the 30 hour threshold, whilst Figures I.1b, I.1d
and I.1f show the distribution of the average percentage workability between the
observed and simulated data. Figures 6.10 and 6.11 provide summary of these
box plots and support the following review.
In Figures I.1a, I.1c and I.1e, it is clear that the interquartile range (IQR) of the
simulated outcomes is smaller and generally more constrained across the three
locations. The largest IQRs were recorded for the observed data, particularly
for the summer months. The comparison between the observed and simulated
distributions show that the simulated data tends to lower weather window
durations in comparison to the observed outcomes. The largest difference in IQR
is generally around the months of May to July, closely followed by some Autumn
or winter months across the three sites. The largest differences in the IQRs are
identified at the P75 boundary for July at the UK North East and for June at
the English Channel locations, both of which exhibit differences of approximately
50-80 hours. The median is generally quite similar between the simulated and
observed outcomes, although if more extreme percentiles such as the P90 or P99
are compared, these can exhibit considerably different outcomes, where difference
between the two P90 values for June at the English Channel site are greater
than 100 hours. A large number of outliers are associated with the simulated
examples and these are limited for the observed months. For the majority of
months across the three sites, the P99 in the simulated cases is significantly lower
than the observed results, demonstrating the sensitivity to this statistic when
using a limited data set. In Figure 6.10, summarising plots for the distribution of
all monthly weather window durations for the personnel transfer task are included
for all three sites. The outcomes show that the simulated data tends to smaller
weather windows overall and use of the two sided Kolmogorov-Smirnov (K-S) test
revealed the maximum difference between the observed and simulated window
distributions was recorded for the English Channel at 0.09.
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The average percentage workability boxplots are presented in Figures I.1b, I.1d
and I.1f and again the same constrained distribution was observed for the
simulated data. The largest difference in IQRs was recorded for the winter months
with the observed data generally exhibiting the largest ranges overall. The median
for the simulated outcomes tend to be below the recorded values, altering the skew
of the overall distribution towards lower workability percentages. This behaviour
is clearly shown in Figure I.1f for the winter months for the English Channel site.
The median for the simulated October, November and December workabilities
is outside the IQR of the observed data set and is indicative of considerable
differences between the simulated and observed outcomes. The P90 and P10
values exhibit similar differences to the median, demonstrating consistently lower
workability estimates in the simulated data for this site. This is exemplified
further in Figure 6.11 where the distribution of the average monthly workabilities
are compared. Both the UK North East and France West locations show generally
similar distributions but some significant deviation is observed for the English
Channel with a K-S distance of 0.14.
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Figure 6.10: CDFs and percentiles of monthly weather windows: ≥30 hours, ≤
13.6 m/s & ≤ 1.5 m - Paired-by-means
(a) UK North East: CDFs of monthly weather
windows ≥ 30 hours
(b) UK North East: Percentile plots of
monthly weather windows ≥ 30 hours
(c) France West: CDFs of monthly weather
windows ≥ 30 hours
(d) France West: Percentile plots of monthly
weather windows ≥ 30 hours
(e) English Channel: CDFs of monthly
weather windows ≥ 30 hours
(f) English Channel: Percentile plots of
monthly weather windows ≥ 30 hours
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Figure 6.11: CDFs and percentiles of monthly percentage workability: ≥30 hours,
≤ 13.6 m/s & ≤ 1.5 m - Paired-by-means
(a) UK North East: CDFs of monthly per-
centage workability
(b) UK North East: Percentile plots of
monthly percentage workability
(c) France West: CDFs of monthly percentage
workability
(d) France West: Percentile plots of monthly
percentage workability
(e) English Channel: CDFs of monthly per-
centage workability
(f) English Channel: Percentile plots of
monthly percentage workability
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6.4 Weather Window Persistence and Lengths -
ii) Correlated Pairing
In section 3.3.5 an alternative method to pair the monthly simulated wind speed
and significant wave height realisations using Pearson r coefficients is presented.
From an initial assessment of the English Channel site it was shown that the
pairing by means approach resulted in a very low Pearson r coefficient 0.06
in comparison to the observed data set at 0.9. Figures 3.27 and 3.28 indicate
that the Person r pairing approach produced a better coefficient of 0.47 for the
simulated data. The significance of this improved coefficient is considered in terms
of weather window persistence and workability, following the approach used in the
previous section.
In Figure 6.12, the weather window persistence and average window length
for each location are shown. The results for the ten hour weather window
persistence show little difference form those produced using the paired-by-means
approach. However, the window persistence for the English Channel shows a slight
improvement between the observed and simulated outcomes. The bar charts for
the average window length show that for the winter months across all three sites,
the difference between the observed and simulated data is reduced compared to
paired-by-means approach. In direct contrast a slight increase in difference is
shown for the summer months across all three sites. The change in these average
weather window outcomes share similar magnitudes ranging between 10 and 20
hours.
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Figure 6.12: Weather window persistence histogram and average window length ≤
13.6 m/s & ≤ 1.5 m
(a) Weather window persistence - 10 hour
bins - UK North East
(b) Average weather window duration - UK
North East
(c) Weather window persistence - 10 hour bins
- France West
(d) Average weather window duration -
France West
(e) Weather window persistence - 10 hour bins
- English Channel
(f) Average weather window duration - En-
glish Channel
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6.4.1 Average Monthly Workability
This section considers the same limits included in Table 6.2 to summarise and
compare the weather window and workability characteristics of the correlated











January 46.63 21.46 48.96 12.82 4.99
February 55.58 14.92 55.18 13.24 -0.72
March 65.73 16.33 64.47 12.91 -1.91
April 77.51 12.20 74.69 12.13 -3.63
May 85.04 8.46 82.84 9.57 -2.59
June 89.29 8.16 86.91 8.40 -2.67
July 94.11 5.41 92.64 6.68 -1.55
August 90.73 8.30 89.25 7.96 -1.64
September 83.45 12.12 80.25 10.61 -3.83
October 67.15 14.24 66.68 11.85 -0.69
November 69.38 14.72 68.90 12.25 -0.69
December 52.17 16.00 53.08 11.99 1.75
Average 73.06 12.69 71.99 10.87 -1.10
Figure 6.13: Mean percentage workability for time ≥ 30 h at ≤ 13.6 m/s & ≤ 1.5
m - UK North East
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In Figures 6.13 to 6.15 scatter plots present the average percentage workability
across the three sites and include error bars for a 90% confidence interval of the











January 29.03 16.61 29.69 13.98 2.25
February 37.76 27.37 33.12 14.98 -12.31
March 52.36 16.98 52.18 13.48 -0.35
April 64.35 19.31 64.15 15.07 -0.31
May 79.85 12.01 79.90 10.30 0.07
June 85.95 11.22 85.96 9.25 0.00
July 90.46 8.75 89.51 8.17 -1.05
August 89.09 10.58 88.31 7.63 -0.87
September 81.03 12.84 81.73 11.67 0.86
October 57.22 16.68 57.08 13.75 -0.24
November 59.13 17.24 58.99 14.21 -0.24
December 39.96 18.92 34.93 14.17 -12.59
Average 63.85 15.71 62.96 12.22 -2.06
Figure 6.14: Mean percentage workability for time ≥ 30 h at ≤ 13.6 m/s & ≤ 1.5
m - French West
The site with the closest percentage workability was again the UK North East
and the largest variations were observed for January, April and September. It is
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evident that the average percentage workability is closer to the observed outcomes
for the winter months when compared to the paired-by-means results. For Jan-
uary, an increase of approximately 15% more workability was calculated, shifting
from a difference of -9.43% to approximately 5% above the observed results. It
is also apparent that the workability in the summer months is approximately 1%
lower than the paired-by-means predictions. Overall the simulated data shows
just over 1% less workability on average when compared to the observed data
set, which is an increase in average workability of approximately 3% against the
paired-by-means approach. The average workability plots demonstrate that sim-
ulated data is again within the 90% confidence error bars and shows increased
similarity between the two data sets.
France West was the next closest overall workability with significant increases in
the overall percentage workability identified for the winter months. The results
for January and December indicate a significant increase in workability of 10%
and 8% respectively, in comparison to the paired-by-means method. A slight
reduction in workability for the summer months is observed but is approximately
limited to between 1% or 2%. The overall outcome shows that the simulated data
has a lower average workability percentage across all months by 2%, which is an
increase of 2% compared to the paired-by-means results.
The site with the least closest average percentage workability was the English
Channel location with the simulated data showing 4% less workability on average
overall across the 12 months. If this is compared to the paired-by-means outcome,
this is an increase of 4% workability. Notably large increases in workability were
calculated for January, February and December compared to the first pairing
method, increasing by approximately 15%, 12% and 17% respectively. A reduction
in workability is observed for April and August by 1% and 3%. A comparison of
the average workability plots in 6.9 and 6.15 show that the plots for the simulated











January 57.80 20.14 54.07 12.51 -6.45
February 64.11 19.43 60.35 12.56 -5.86
March 74.05 15.08 71.20 10.58 -3.85
April 80.87 12.21 76.39 9.52 -5.54
May 83.73 9.14 80.63 8.18 -3.71
June 90.34 6.44 89.98 5.90 -0.40
July 88.44 8.51 88.29 6.81 -0.17
August 90.46 6.23 88.41 6.07 -2.27
September 83.50 10.53 78.88 9.47 -5.53
October 73.82 13.68 70.04 10.78 -5.13
November 76.28 14.14 72.37 11.14 -5.13
December 56.27 17.77 51.68 11.93 -8.15
Average 76.64 12.77 73.52 9.62 -4.35
Figure 6.15: Mean percentage workability for time ≥ 30 h at ≤ 13.6 m/s & ≤ 1.5
m - English Channel
data in correlated pairing approach fall well within the 90% confidence error bars,
indicating a considerable increase in similarity between the two data sets.
The average number of weather windows in each month was reviewed once more
for the three sites. There is little change in the number of weather windows
between the two pairing approaches, with the paired by correlation demonstrating
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a slight increase in similarity. The simulated data tends to have a larger number of
weather windows in comparison to the observed data. This indicates that weather
windows are more fragemented in the simulated data and suggest shorter weather
windows could be expected overall when using the generated time series.
Table 6.4: Average Number of Weather Windows U ≤ 13.6 m/s, Hs ≤ 1.5 m for
≥ 30 hours
UK North East France West English Channel
µ Obs WW µ Sim WW µ Obs WW µ Sim WW µ Obs WW µ Sim WW
January 4 4 3 3 4 5
February 4 4 2 3 4 4
March 5 4 3 4 4 5
April 4 4 3 4 4 5
May 4 3 3 4 4 4
June 3 3 3 3 4 4
July 2 1 3 1 4 6
August 3 3 3 3 4 4
September 4 4 3 3 4 4
October 5 5 3 4 5 5
November 5 5 3 4 5 5
December 4 5 3 3 5 5
The workability outcomes from the correlated pairing technique have shown an
increase in the similarity between the workability outcomes for all three sites.
Despite this increase, the simulated data tends to lower workability percentages
overall. However, the difference in average workability percentage using correlated
pairing method is approximately halved when compared to the paired-by-means
approach. The simulated data is still shown to generally have lower workability
percentages and the absolute percentage difference for UK North East, France
West and English Channel were 2.2%, 2.6% and 4.35% respectively. The
absolute values indicate improved similarity all round using the correlated pairing
approach, as summarised by the scatter plots.
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6.4.1.1 Distributions of Weather Windows and Workability
The distributions of weather windows above the 30 hour threshold and the average
workability of the correlation pairing data was reviewed against the observed data.
The outcomes were also considered against the results for the paired-by-means
approach to identify the difference in characteristics produced by both pairing
methods. Summarising plots are included in Figures 6.16 and 6.17 to support the
interpretation of these results.
The distributions of all weather windows greater than the 30 hour threshold are
shown in Appendix J. The distributions of the simulated weather windows again
appear more constrained than the observed outcomes, although they show closer
resemblance than the paired-by-means approach. The largest IQRs are shown for
the observed data over the summer months in the three locations.
The largest differences in IQRs were observed for the months of May, June and
July across the three sites, with the biggest difference of approximately 80 hours
at the UK North East in July. It is noted that the magnitude of difference for the
winter months is reduced for the three locations with very similar distributions.
The medians are very similar to those using the paired-by-means approach and a
closer similarity for the P90 outcomes is generally demonstrated for all locations.
For the P99 percentile, significant differences are shown. The summarising CDF
plots for all monthly weather windows included in Figure 6.16 and establish that
the simulated weather windows generally tend to lower weather windows yet it is
apparent the distributions follow the observed distributions more closely. The K-S
test was used to identify the maximum difference in CDFs for the three locations
and were found to be 0.04, 0.06 and 0.04 for the UK North East, France West
and English Channel respectively.
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The K-S distance is reduced for all three sites using the paired-by-means approach,
with the largest reduction of 0.05 observed for the English Channel site.
Boxplots for average percentage workability are included in J.1b, J.1d and J.1f
and constrained distributions are observed for the simulated data. The size of the
IQRs using the correlated pairing method is generally smaller in comparison to
the paired-by-means approach. The IQRs with the largest difference are shown
for the winter months, with the greatest at approximately 30% for February at the
French West location. The medians of the simulated outcomes are slightly lower
than the observed examples, although these are generally more consistent than
the paired-by-means results, particularly for the English Channel. The P90 and
P10 outcomes show generally little movement with the exception of the English
Channel, where the P90 is less similar to the paired-by-means approach, while
the P10 value clearly exhibits closer similarity. Overall it shows that the IQRs
for simulated workability generally lie within the IQRs of the simulated data with
exceptions being the UK North East and English Channel.
The CDFs for all monthly workability percentages are shown in Figures 6.17a,
6.17c, 6.17e and it can be seen that the average workability percentages show
greater similarity to the observed simulations than the pairing by means approach.
The K-S distances for the UK North East, France West and English Channel were
recorded as 0.08, 0.06 and 0.12, which are lower than the paired-by-means results
with the exception of the UK North, which increased by approximately 0.01.
The CDFs indicate that more conservative workability estimates are associated
with the greater percentiles as the CDF of the simulated data deviates from
observed curve in these regions, particularly for the English Channel. Despite
this observation, the simulated curves tend to intersect that of the observed data
and the curve for the English Channel shows better consistency overall for the
correlated outcomes.
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Figure 6.16: CDFs and Percentiles of monthly weather windows: ≥30 hours, ≤
13.6 m/s & ≤ 1.5 m - Correlated Pairing
(a) UK North East: CDFs of monthly weather
windows ≥ 30 hours
(b) UK North East: Percentile plots of
monthly weather windows ≥ 30 hours
(c) France West: CDFs of monthly weather
windows ≥ 30 hours
(d) France West: Percentile plots of monthly
weather windows ≥ 30 hours
(e) English Channel: CDFs of monthly
weather windows ≥ 30 hours
(f) English Channel: Percentile plots of
monthly weather windows ≥ 30 hours
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Figure 6.17: CDFs and Percentiles of monthly percentage workability: ≥30 hours,
≤ 13.6 m/s & ≤ 1.5 m - Correlated Pairing
(a) UK North East: CDFs of monthly per-
centage workability
(b) UK North East: Percentile plots of
monthly percentage workability
(c) France West: CDFs of monthly percentage
workability
(d) France West: Percentile plots of monthly
percentage workability
(e) English Channel: CDFs of monthly per-
centage workability
(f) English Channel: Percentile plots of
monthly percentage workability
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6.5 Example of MS-AR Metocean Model applied
within EDF R&D’s new Metocean Risk
Simulation Software Prototype
This section presents the application of the bivariate time series produced by
the model against the set of operations assembled using a logistical simulation
engine, which was produced by a separate team in EDF R&D France. The
stochastic weather modelling method was originally developed for inclusion in
a prototype version of EDF R&D’s next generation marine operations simulation
package. Two primary installation phases were selected from the BOD project to
benchmark the predictions produced by the logistical engine: ‘Dredging & Survey’
and ‘Filter Layer’.
This short assessment was completed to review how the predictions produced by
the logistical engine and time series compiled using the weather model compared
to the durations produced by the Mermaid Software. Additionally, the logistical
steps were simulated across the observed time series to compare the predictions
against the simulated weather data. As Mermaid has the functionality to consider
multiple different metocean data series, the original BOD model was re-run using
only one met point reference in the simulation to provide a fair comparison
against the functional prototype, which could only apply one time series in the
simulations. The UK North East data set was applied directly in Mermaid and
the observed simulation within the logistical prototype. The stochastic time series
produced by the paired-by-means approach was used for the simulated results.
The pairing approach was used as this was the only available pairing method that
had been developed at the time of this early prototype testing.
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6.5 Example of MS-AR Metocean Model applied within EDF R&D’s new
Metocean Risk Simulation Software Prototype
6.5.1 Marine Operations and Vessel Parameters
The logistical steps using the BOD Mermaid assessment were replicated in
prototype simulation package. For this analysis, the marine operations, vessel
parameters and associated limits for wind speed at 10m, significant wave height
Hs m are summarised in Tables 6.5 to 6.7. For both installation phases, the
operations are repeated five times, one for each asset location and are highlighted
in yellow Tables 6.5 to 6.7. Slight deviations were apparent in the base P0
duration calculated by the Mermaid and prototype models. For the Dredging
phase, the prototype assembles a total duration of 15.06 days, whilst the Mermaid
unweathered duration presented in Section 5.1 (Table 5.1) was 14.83 days. The
base duration for the Filter Layer task was 15.09 days, whilst in Mermaid this was
15.26 days. The difference between the two base durations is believed to originate
from either the 15 minute time step or slight differences in the transit durations
compiled within Mermaid. Nonetheless, it was decided that these differences were
fairly small and could still provide a reasonable benchmark as presented in the
following section.






















Dredger 15.00 2.50 15.00 3.00 7.97
FFPV 15.00 2.50 22.00 3.00 7.20
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Table 6.6: Dredging Operations [133]
Operation Duration (h) Wind Speed Limit (m/s) Wave Height Limit (m)
Dredger mobilization 17.4 - -
Dredger transit to site 18.91 15 2.5
Pre-dredge survey 13.2 - 2.5
Dredging #1 15.6 - 2.5
Dredging #2 15.6 - 2.5
Post-dredge survey 13.2 - 2.5
Dredger in-field transit 0.24 15 2.5
Dredger transit from site 18.78 15 2.5
Dredger demobilization 17.4 - -
Table 6.7: Filter Layer Operations [133]
Operation Duration (h) Wind Speed Limit (m/s) Wave Height Limit (m)
FFPV mobilization 19.2 - -
FFPV transit to site 29.4 15 2.5
Filter & foundation #1 13.2 20.6 2.5
Filter & foundation #2 13.2 20.6 2.5
Filter & foundation #3 13.2 20.6 2.5
Filter & foundation #4 13.2 20.6 2.5
FFPV in-field transit 0.24 15 2.5
FFPV transit from site 29.4 15 2.5
FFPV demobilization 19.2 - -
6.5.2 Results Comparison
In this section CDFs are presented for the outcomes of both installation phases
produced by Mermaid and the prototype simulation package. As a part of the
original BOD analysis, ten percentile calculations were produced for each instal-
lation phase and rather than plotting these as CDFs, the individual percentile
values are directly overlaid in each figure.
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6.5 Example of MS-AR Metocean Model applied within EDF R&D’s new
Metocean Risk Simulation Software Prototype
In Figure 6.18 the results for the Dredging phase are presented. Overall it appears
that the predicted outcomes for the three cases are very similar. The average
values for each outcome are included in the legend of Figure 6.18 and it is evident
that the observed and simulated data share very similar values. The Mermaid
average, taken from the percentile predictions was approximately 0.5 days higher
and cannot be taken as a definitive value owing to the limited selection of
percentiles used to derive this figure. The simulated data set demonstrates a much
smoother distribution in comparison to the observed CDF and the maximum K-S
distance between the two distributions was measured at 0.15, which appears to be
between the P60 to P70 region. The percentile predictions from Mermaid from
P30 to P70 show similar values to the simulated data while the Mermaid and
observed outcomes show the biggest deviations for the lower and upper percentile
values.
Figure 6.18: Dredging: CDF of Simulated, observed and overlaid percentiles from
Mermaid simulation
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The results for the Filter layer phase are presented in 6.19. Again, a similar overall
trend in the CDFs and Mermaid percentiles is observed. The average durations
are closest between the observed and Mermaid outcomes, whilst the simulated
data is approximately 0.4 days lower than the Mermaid average. In this case, the
CDF of the simulated predictions appears to intersect the observed time series at
approximately P65 and the largest K-S distance was recorded as 0.13, occurring
approximately between the P70 and P85.
Figure 6.19: Filter layer: CDF of Simulated, observed and overlaid percentiles from
Mermaid simulation
The distribution of the Mermaid results appear again more consistent with the
simulated data overall, with the largest deviations at P70 to P75. Differences
between the Mermaid and observed prototype results are clearly shown, despite
sharing the same meteorological data in the simulations. This indicates that
the simulations and embedded calculations differ slightly between the prototype
and Mermaid. Generally this benchmarking exercise demonstrates that the
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simulated time series and the functional prototype generate similar predictions
in comparison to a commercially available simulation package and offers some
verification on the functionality of the prototype with an embedded stochastic
weather model.
6.6 Summary
The MS-AR model included within the METIS matlab toolbox has been applied
and incorporated into a structured metocean modelling methodology and the
results of various analyses are presented in this section. Primarily, it has been
demonstrated that the MS-AR model is capable of simulating independent wind
speed and wave height time series. To assess the application of the simulated data
a weather window assessment was completed, characterised by a crew transfer
task. The two paring methods presented in Chapter 3, Section 3.3.5 were
investigated against the constraints of this operation and it was demonstrated
that the paired-by-means method could produce characteristics that are similar
to the observed time series for two sites, whilst the Pearson r correlation
was shown improve the estimates for sites with high correlations between the
wind speed and significant wave height. These observations are summarised
by the supporting weather window, percentage workability distributions and
percentile plots, which collectively corroborate that the greatest deviations are
observed for larger percentiles such as P90. Generally, confidence can be taken
from the adoption and expansion of the MS-AR model within the metocean
modelling methodology to generate realistic stochastic metocean time series, yet
the estimates at larger percentiles for sites with close wind speed and wave
height correlations, can lead to pessimistic outcomes when used for metocean risk
assessments. Time series generated by the modelling methodology was applied
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within a prototype simulation tool and it was found data using the paired-by-
means approach produced similar estimates in comparison to Mermaid results.
This has further bolstered the validity of the metocean modelling methodology




7.1 Comparative Vessel Assessment with
ECUME I
The Installation Rates and WDT values included in Figures 4.1 and 4.2, detail the
average result for the various scenarios within each installation phase, across the
three rounds. The results used to draw these averages were compiled separately
to facilitate analysis on each round. The most notable average results from each
round are covered in the following sections with consideration given to the source
of these outcomes, including the contribution of each installation phase towards
the averages obtained. Figure 7.1 represents the interquartile range of each round
and phase from the box plots in Figure 4.3. These ranges are used to quantify
the risk associated with the vessels in each round and supports the following
discussion.
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Figure 7.1: Phase IQR Quantification: Rounds 1, 2 & 3
7.1.1 Round 1
In Round 1, the average totals of construction days spent per wind turbine,
which includes all phases across all scenarios, are the lowest for both rounds
at 20.23 days/WTG. This is complemented by a WDT figure of 10.21 days/WTG
on average and both exhibit a standard deviation of 3.2 days/WTG. Despite
the adoption of less dedicated and specialised vessels, it appears that Round 1
sites benefit from their near shore locations. The provision of more sheltered
conditions during construction reduces the impact of poor weather on the vessels
and resulting delays. However, in Round 1 the averaged results suggest that over
50% of the charter time for the vessels would likely be attributed to downtime.
The average combined construction duration was found to be 403 days, which
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required a total of 640 individual boat days relating to the overlap of phases
described in Section 3.1.2.4. These outcomes arrived at an approximate weather
downtime value of 328 days per project on average.
A review of the individual phases revealed that the Wind Turbine Installation
phase makes the largest contribution to downtime, recorded at 26%. The case
which caused the largest impact in terms of IR and WDT was the mean case
at 23.6 days/WTG for IR and 13.6 days/WTG for WDT. These were closely
followed by very similar results for the distance to shore, inter-turbine distance
cases at around 23-24 days/WTG IR and 13-14 days/WTG WDT. The lowest
predicted duration was seen with the lower number of turbines scenario at 16
days/WTG and 6 days/WTG for IR and WDT respectively. It was expected
that the maximum distance to shore and number of turbine cases would result in
greatest recorded IRs and WDTs. However, as the number of turbines or distances
in the model increase, so does the elapsed time for each phase and delays gradually
shift the start date of successive phases. This suggests that seasonal conditions can
happen at different moments, during different phases of an installation campaign,
due to the size of the project to be completed. For example, the start date
recorded for WTG installation in the case with the minimum number of turbines
was 11/08/2017, whilst the start date for the maximum number of turbine cases
was 12/05/2018. Despite this dramatic shift due to the size of the project, the
start date for maximum number of turbine case is in May. It is likely that the
weather conditions were more favourable in May than in August. This observation
is further exemplified by the results for the start date cases, which have the same
characteristics as the mean case but with a different date defined for the launch
of the first phase. The results recorded for the upper start date case (starting:
01/04/2017) are the second lowest recorded at 16.8 days/WTG for IR and 6.8
days/WTG for WDT. It is also suggested that the weather downtime will increase
if the vessel employed for each installation phase has to return to base to reload
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various components, as is the case for the Foundation, Transition Piece and WTG
vessels in this study.
Referring to the box plots in Figures 4.3a and 4.3b, it is evident that many of the
phases are variable in terms of IR and WDT, with the largest spread of values
observed for the Foundation, Transition Piece andWind Turbine Installation. The
large variation shown in Figure 7.1 shows a lack of consistency in the IR and WDT
values for each scenario and indicates a significant amount of installation risk that
could be expected for these phases throughout Round 1. This suggests that the
vessels employed for these three phases at the time of Round 1 were susceptible
to variations in their working climate, exemplified by the broad spread of values
for the phases described above.
7.1.2 Round 2
Round 2 vessels are predicted to have the largest average IRs and WDT values
between the two rounds. The average IR across all scenarios is 25.4 days/WTG
and 15.4 days/WTG for the average WDT, with a standard deviation of 2.17
days for both. This deviation is lower than Round 1 and the installation risk is
lower overall with the Round 2 vessels. The average WDT value represents an
increase of 50% compared to Round 1. These initial outcomes convey the impact
of more challenging offshore conditions typically experienced at these sites. The
results indicate that on average over 60% of the entire vessel charter period would
experience weather downtime, suggesting developers could have faced a significant
bill for downtime for similar projects. The average and combined construction
duration was predicted to be around 1384 days per project, requiring a large
number of separate boat days, in excess of 2300 days in total. The average WDT
value for all the scenarios in Round 2 was just over 1260 days per project.
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Reference to the individual phases revealed that the WTG installation phase
again made the largest contribution to overall WDT recorded at nearly 34% of
all downtime on average, which is a considerable increase compared to Round
1. This implies that the typical turbine installation vessel employed during
Round 2 was not ideally suited to the heightened weather conditions typical of
more challenging waters further from shore. The scenario found to have the
largest impact in IR and WDT was the lower number of wind turbines case
with values of 29.67 days/WTG and 19.62 days/WTG respectively. The scenario
with the least impact in the Round 2 predictions is the maximum start date
(01/04/2017), with an IR of 23 days/WTG and WDT value of approximately 13
days. This outcome is surprising, as it may be expected that with fewer turbines,
the installation rates might be greater or at least stay the same. It is suggested
that the impact of successive scheduling can dramatically change the amount of
downtime experienced, relating to the changing seasonal weather conditions. As
there are fewer turbines in the minimumWTG case, this means phases such as the
WTG installation would be achieved sooner and could be completed during more
severe weather conditions, in comparison to larger projects that may not reach
the most susceptible phases until a calmer weather season occurs. An example of
this was the WTG installation start date for the case with the minimum number
of turbines, which was recorded at 11/11/2017 and for the maximum start date
case at 01/06/2018. It is again likely the weather was less severe in June than in
November and therefore applying a consecutive installation schedule, may not be
the optimum approach when planning offshore wind farm construction.
It is clear that on average, the majority of phases experienced an increase in WDT
and again the WTG installation shows a 97% increase in average downtime in
comparison to Round 1. Notably, the Scour Protection conveys a 250% increase,
a 100% increase in PLGR, 58% for cable installation and approximately 40-45%
increase for the Dredging and Cable Burial Phases. Two WDTs found to increase
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slightly are the Foundation and Transition Piece installations each confirming
on average an approximate increase of 8% and 13% respectively on average.
It is suggested that Round 2 results demonstrate particular vessel availability
restrictions as oversized and weather sensitive vessels were commonly chartered at
this time. These vessels were used for phases such as foundation or transition piece
installations and originated from other offshore industries, matched with inflated
daily charter rates. It would be appropriate to apply a cost benefit analysis when
considering the charter of these vessels in comparison to the resulting WDT costs
that may be expected from more capable, but less available vessels. In some cases
developers may have struggled to source a cheaper alternative with improved
capabilities and to some extent, this demonstrates that optimum vessel designs
were not available or had yet to be built during the construction of Round 2 sites.
Thus the development of dedicated wind farm installation vessels was essential to
the industry at this time.
The box plots in Figures 4.3c and 4.3d showed significantly less variation in
comparison to Round 1. This suggests that despite an overall increase in WDT
on average, the vessels employed for Round 2 performed more consistently and
therefore a reduction in the installation risk is observed in Figure 7.1. This
means more certainty could be drawn from WDT predictions, but the challenge
in reducing the overall magnitude of these delays was still a concern. The Scour
Protection and PLGR phases still exhibit fairly low IR and WDT values compared
to Round 1, but the plots demonstrate more variability in the results, which
suggests these vessels may perform less consistently when used in more challenging
conditions.
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7.1.3 Round 3
The results for the phases completed in the Round 3 simulations demonstrate that
the IR and WDT values were predicted to be lower than Round 2 and similar
to the Round 1 results. It is reiterated that the software did not complete a full
simulation for all the scenarios in Table 3.3 and the only full set of results was
obtained with the lower number of wind turbine scenario. Thus the results of this
scenario can be used for an indicative analysis only. The outcome of this scenario
indicates the average number of construction days spent at each turbine location
was 21.96 days/WTG, WDT of 11.92 days/WTG demonstrating the WDT could
account for roughly 50% of the total duration. Furthermore, this limited result
implies an overall reduction of 26.5% in WDT could be expected due to the vessel
technology used at Round 3 when compared to Round 2. When compared to
Round 1, a slight increase in WDT of approximately 5% is observed.
Full results were obtained for the Dredging & Survey, Foundation, Transition
Piece and WTG installation phases across the 11 scenarios. To obtain a picture
of the phases with the greatest contribution in the predicted durations, the full
results were combined with the outcomes of the fewer number of turbines scenario.
This again revealed that the WTG installation may account for the majority of the
WDT at just over 20%, although this is lowest contribution for the WTG phase
across all three rounds. The results for the Round 3 WTG installation show a 40%
and 62% reduction compared to Rounds 1 and 2 respectively. This demonstrates
the advantage of hiring the most modern WTIVs as they are able to cope with
more severe conditions either during operations or when station keeping, thereby
reducing the duration and subsequent WDT of the turbine assembly offshore.
The Dredging & survey phase is the next largest contributor to WDT in Round
3 at 23%. Here the average WDT exhibits a 31% improvement when compared
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to Round 2 and only a slight increase when compared to Round 1 at 5%. The
Foundation Installation and Cable Burial phases were the next largest WDT
contributors at 16% and 13% respectively. The WDT experienced for Foundation
Installation was found to have an improvement of 43% and 31% in comparison to
Rounds 1 and 2. Again as the foundation logistics were assumed to be handled by
a modern WTIV, the delays are significantly reduced and when it is considered
that expensive heavy lift vessels were employed widely in Round 2, the advantage
of a long term charter is clear. Modern WTIVs can contribute to the Foundation,
Transition Piece and Turbine installation phases and with costs at approximately
50% less than that of the of the heavy lift vessels, their value to a project is
significant.
The figures for the transition piece are similar to the foundations and show a
44.5% and 36% improvement for Round 1 and Round 2. Both the PLGR and
Cable Burial phases were predicted to have an increase in their durations round
by round. Based on the PLGR average WDT for the Lower number of turbines
scenario, the WDT increased by 270% compared to Round 1 and 63% against
Round 2. In the Cable Burial phase, an increase of 112% and 38% is anticipated
by the results. This suggests developers and ship designers alike, may consider
alternative vessel designs or installation methods for these phases, although their
limited stake in the overall WDT predictions may not result in significant savings.
Due to limited results for the Round 3 prediction, a full and reliable comparison
on the impact of the 11 scenarios was not possible. Nevertheless, with data
available for the first four phases across ten of the scenarios, a comparison on
the combined average duration for these phases could be completed to give an
indicative outcome.
The Upper and Lower Start Date cases predicted at approximately 8 days/WTG
in downtime. This result differs considerably to the outcomes of Round 1 and 2
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as the upper and lower start date scenarios resulted in the lowest recorded WDT
figures. This demonstrates that while it may be beneficial to begin construction
in winter or spring as the better weather is saved for more complex operations,
when the project is much bigger (i.e. approximately 250 turbines), a revision of
this approach is required. It might be better to consider a fragmented installation
campaign such as installing the wind farm in two stages, essentially treating it
as two separate projects or possibly double up on the number of vessels and
personnel, to significantly reduce the overall time frame.
The box plots in Figures 4.3e and 4.3f are found to have slightly broader IQRs for
the Foundation and Transition Piece phases in comparison to Round 2, meaning
that more installation risk may experienced in these phases. The IR and WDT of
the WTG installation phase exhibit narrower IQRs and a smaller range against
the Round 2 outcomes, supporting the suggestion that modern WTIVs can offer a
real advantage in terms of capability and observed durations. The data provided
from the one complete scenario and indicates that a slight shift could occur in the
IR and WDT predicted for the PLGR and Cable Burial phases. Table 3.4 shows
that even when modern, specifically designed CLVs are employed an increase in the
durations was predicted by the software. This indicates the difficulty in preparing
the seabed and the cable burial processes as the stringent environmental limits
of these operations can be prohibitive, negating the influence of improved vessel
capabilities, suggesting further consideration of the overall installation method or
technological innovation may improve the duration of these phases. However, as
water depth and seabed conditions are not considered in this study, it is difficult
to speculate how these operations may transpire for larger projects, farther from
shore.
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7.1.4 Model Validations & Comparisons
The IRs presented by Kaiser et. al [114] were used to complete a validation of the
adopted method and analyses. Within this reference, Kaiser et. al list observed
IRs (days/WTG) for foundations and wind turbines from eight UK Round 1 wind
farms. These values are presented in a ‘boat days’ basis which represent the entire
time spent per vessel for each foundation and turbine installation in days/WTG.
This metric provides a suitable base for comparison and as these phases were
predicted to have some of largest weather downtimes in Figure 4.2, it provides
an interesting reference. Unfortunately, it is not believed that any other data
set presents the remaining installation phases in this manner. P50 predictions
were also computed during the simulations completed for this study and the P50
IRs were obtained using the same approach in Section 4.1. The average P90 and
P50 predictions for the Foundation and WTG phases, are compared against the
average IRs recorded across various Round 1 sites in Figure 7.2. In this figure,
no data was available for the foundation installation at Robin Rigg or the WTG
installation at Rhyl Flats in [114]. An initial review of the data demonstrates
that for the average Round 1 predictions, both P90 and P50, are of similar order
to the recorded values for the Round 1 site and indicates that the predictions
produced by the software and the method to obtain the IRs, can produce realistic
results.
The average predicted and recorded IRs for the Foundation and WTG Installation
phases are compared in Figure 7.3. The error bars signify ± one standard
deviation and represent the variation in the results. It is evident that the average
P50 prediction is almost identical to the recorded IRs for the foundations at 3.8
days/WTG. The P90 results are on average greater than the P50 and recorded
IRs at approximately 4.1 days/WTG, but are similar to the P50 values in the
WTG installation phase at 3.7 days/WTG, compared to 3.4 days/WTG for the
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Figure 7.2: Average Prediction vs. Recorded Installation Rates - Round 1 [114]
recorded data. The error bars show a considerable spread for the data in both
the P50 and P90 predictions and it can be deduced that as the recorded average
lies within the error bar of the P50 and P90 values, the values show similarity to
the recorded data, providing further confidence in the predicted results.
The error bars for the P values are much broader in the WTG data when compared
to the recorded IRs while the P50 error bar has a smaller spread against the other
two values for the foundation data. This indicates that the probabilistic results
produced by the software can over and under predict the average IRs in specific
cases. The average P50 values are closer to the recorded IRs and are only 6%
greater in the WTG category. As the P90 outcomes were selected to represent the
upper bounds of the software predictions, it was expected these values would be
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greater than the recorded IRs, yet these show good agreement with the recorded
data. The P90 predictions are approximately 10% greater than the recorded IRs
on average and demonstrate this approach can be used to produce conservative
estimates.
Figure 7.3: Average prediction vs average recorded installation rates - Round 1 [±
1 S.D.]
7.1.5 Value to Planning Personnel
The presented approach is of interest to planning personnel as a structured
method to identify and benchmark offshore wind installation risks. Whilst the
study and simulation do not relate to any specific project, it has provided a basis
to schedule vessel missions based on the predominant characteristics of the three
installation rounds.
Ensuring efficient, low cost installation strategies is essential if offshore wind is to
make a meaningful, cost effective contribution to the UK’s energy mix, aiming for
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a levelised cost under £100/MWh [134]. Many of the delays identified have been
tackled by the introduction of innovative vessel designs, to cope with more extreme
weather conditions as well as increased deck space or lifting capabilities. Assessing
the environmental capabilities of the vessels as well as their susceptibility to
various project characteristics makes it possible to offer guidance on vessel charter,
with the added potential benefit of reducing costs.
As the study has been categorised by the three UK offshore wind rounds it is
intended that operatives will be able to assess which round of characteristics
relate to their project and refer to the vessel performance predictions. This study
provides a clear indication of the installation risks for the vessel spreads used
in each round and the phases predicted to have the largest installation risk and
highlight areas where precautionary or mitigation steps may be required when
chartering vessels with similar capabilities. It demonstrates that the selection
of the vessels identified in Round 1 would generally result in acceptable weather
downtimes but there may be significant variation in the Foundation, Transition
Piece and Turbine installation phases. The vessels specified for Round 2 exhibit
considerably less variation but the generally large weather downtimes compared
to Round 1. Management could take more certainty on their predicted WDT
figures if they employ a similar vessel spread as listed in Table 3.4 however the
adoption of more sophisticated vessels such as modern WTIVs could reduce the
length of the installation schedule, as this phase was the largest WDT contributor
in Round 2 at over 30%.
The impact of the most modern vessel fleet in Round 3 is demonstrated in both
sets of results. It is suggested that a reasonable degree of confidence can be
assumed for the first four phases as a near-full range of results was gathered,
however the singular results for the last four phases should be reviewed with
caution. The approximated overall view suggests that a reduction of over 25% in
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WDT could be achieved if a similar vessel spread is employed as listed in Table
3.4 and suggests that the evolution of vessel technology has addressed the needs
of offshore wind development as projects extend into deeper and more challenging
waters.
To generalise, Round 1 vessel technology exhibits the lowest WDT, although a
considerable amount of variation in the observed delays may occur when employed
for more remote, unsheltered locations. The vessels employed for Round 2
offer more certainty as the results appear more consistent, but are predicted to
experience larger WDTs. This demonstrates that despite the adoption of a more
standardised approach for these projects, there was an opportunity to reduce the
WDT figures with more sophisticated and capable vessels. In Round 3 the impact
of the vessel improvements is demonstrated as the figures appear more consistent
and show a reduction in WDT despite the more severe conditions associated with
these sites.
7.2 Commercial Metocean Risk Analyses
The Mermaid simulation tool was employed in response to modelling restrictions
embedded in EDF’S ECUME I simulation package. Mermaid provides a flexible
logistical interface that can be used to specify intermediate operations and
improved task interdependencies in comparison to ECUME I. As a number of
intermediate tasks were specified in the BOD installation, Mermaid presented a
practical option to accurately model the marine operations. Furthermore, it was
of interest to model the transits of some of the primary installation vessels and
as Mermaid can include multiple meteorological hindcasts, the historical weather
data could be applied along the transit routes to accurately assess potential delays.
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In the following sections, the modelling and results for each project are discussed,
with reference to the limitations of each study.
7.2.1 Blyth Offshore Demonstrator - Metocean Risk
Analysis
A review of installation schedules provided by each contractor for the main
installation phases was required to update the modelling scenarios in MERMAID.
The review of information found that a number of planning details were unclear,
requiring the MERMAID models to be built around a number of assumptions.
These assumptions were carefully listed within the presentations constructed to
provide an overview of the model structure and results. Once results were obtained
for the various installation scenarios, these presentations were reviewed with
representatives from EDF ER, the coordinators of the BOD project. In each case
feedback on the modelling assumptions was provided to improve the accuracy of
the models. The suspendability of the operations was often discussed throughout
the presentations to ensure the minimum length of the weather windows was
accurately modelled in MERMAID. A number of iterations of the installation
model and results were provided to EDF ER for the entire installation campaign
with a final submission provided in December 2016. In addition to the percentile
outcomes presented in Section 5.1, corresponding weathered Gantt charts were
extracted from Mermaid which represented the impact of delay on the progression
of operations under a chosen percentile. Each Gantt chart originated from one
of the simulations that was closest to the Nth quantile in question and feedback
from EDF EN project team indicated that this provided useful visual reference.
The primary steps in modelling of the BOD Project in MERMAID was fairly
time consuming, owing to a number of factors. As EDF ER wanted to assess the
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impact of weather on the transit of the main installation vessels, 24 individual
meteorological points were introduced into the model. This step required careful
importing of the data sets for each met point. In addition, at this time MERMAID
did not include the functionality to model different vessel speeds for loaded and
unloaded transits and this required duplication of some key installation vessels
with corresponding speeds, also increasing complexity of the model. As the BOD
project is made up of only five turbines, it was decided that the installation
steps could be modelled explicitly in the flowchart diagram in MERMAID. This
helped with the overall understanding of the task functionality in MERMAID and
by introducing groups with different rates of suspension, this ensured that the
final model was an accurate reconstruction of the constraints on the installation
campaign.
Four different scenarios were modelled in Mermaid to assess the impact of learning,
a delay of one month to the start date of the operations and a contingency
installation procedure. It was found that the learning rates applied to the
GBF and WTG installation phases resulted in negligible impact on these specific
operations and on the completion date. Learning rates were applied to the first
two GBF installations and it was assumed some learning would be maintained
during the last WTG installation task. The impact of one month delay is clearly
demonstrated in scenario three, where different weather downtimes were identified
across the phases. There was a notable reduction in many of the earlier installation
phases in scenario three, with the exception of towing the GBFs out of the dry
dock. This is likely to relate to the more favourable conditions experienced by
these phases throughout the simulation, although a notable increase in the later
phases was observed, demonstrating the impact of the change in season. When
combined, the results led to a completion date of two months later than the first
and second scenario schedule; this clearly exemplifies the weather risk that could
be experienced.
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The towing out of the GBFs from the dry dock task was consistently predicted to
produce the largest delay across the first three scenarios. A significant increase
for this operation was predicted for the scenario with a one month delay,which
increased the weather downtime by approximately 20 days across all percentiles.
The consistency of this increase indicated that tidal dependency was the most
likely cause for the delays predicted for these operations. The tugs employed
to install the GBFs were under significant speed restrictions on the outward leg
of the GBF installation, while it was specified by the method statements that
the unloaded, return leg would be much quicker. To mimic this behaviour, a
number of duplicate tugs with corresponding transit speeds were introduced into
the model. Whilst it appears that this approach would facilitate the different
transit durations based with reference to the compiled Gantt charts in Mermaid,
the large weather downtimes associated with the GBF installation might have
been exaggerated as a result of this modelling technique. A recent Mermaid
update features mobile tasks that can be used to specify constraints for vessel
transit operations. It is proposed that implementation of this modelling feature
could potentially build a more accurate representation of vessel transits and may
reduce the exceptionally large weather downtimes for the towing of the GBFs out
of the dry dock. Nevertheless, representatives of the project were aware that the
stringent tidal dependencies posed one of the greatest risks in terms of delays to
the project and the results highlighted this issue, despite the suspected modelling
inadequacies.
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7.2.2 Fecamp Offshore Wind Farm - Metocean Risk
Analysis
The successful delivery of the BOD weather risk assessment led to a second
project, as operatives in EDF EN in France were keen to review the application
performance of the Mermaid software for the upcoming Fecamp development.
The Fecamp project was significantly larger than the Blyth project at 83 turbines
in total. From experience, when modelling the BOD project as one Mermaid
file that embedded all operational phases, it was sometimes difficult to identify
modelling issues that caused simulations to fail. Additionally, owing to the shear
scale of the Fecamp project, including all phases in one Mermaid file could have
led to particularly long simulation times. It was agreed with the EDF EN team in
France that the individual phases would be assessed in separate Mermaid models
to overcome these potential issues. This approach meant that the impact of
knock-on delays would not be captured by the assessment and therefore mock
weathered Gantt charts would be produced for each percentile to highlight any
obvious resourcing issues.
The modelling of the installations was less explicit for the Fecamp installation
models, with the repeat function utilised for the identical tasks to be completed
at each turbine location. This led to significantly less complex modelling
in comparison to the BOD project, where interdependencies between project
phases could not be applied. Furthermore, an extensive review of planning
documentation was not required as an abbreviated breakdown of tasks was
provided by the project team and easily replicated in Mermaid; this sped up
the modelling of the project phases.
The results were presented in tables highlighted the durations and downtimes
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under different percentiles in Section 5.2.1. Two tables were provided, each
representing the results from the two installation campaigns. Overall, the
wind turbine installation phase was identified to produce the largest weather
downtimes, which could be attributed to the scale of these operations since all
turbines would be installed in one campaign. It was identified that the next largest
downtimes were attributed to the GBS installation and the Scour and Ballast
phases in both campaigns, indicating that these phases posed a significant risk to
the progress of the project.
In an attempt to demonstrate any potential issues with project scheduling and
resources, mock Gantt charts were constructed using the installation durations
for each phase. The Gantt charts were produced using MS Project for each
percentile using the results in Tables 5.5 and 5.6. From an initial review of the
unweathered Gantt chart in Figure 5.1, which included no weather delay, it was
apparent that the Scour and Ballast tasks would be completed before the GBF
installation. This is unrealistic, as the Scour and Ballast task would be dependent
on the progress of the GBF installation phase, which was a useful observation.
It was anticipated that a similar effect would be demonstrated in the percentile
Gantt charts and is confirmed in Figures 5.2 to 5.5. Additionally, the unweathered
Gantt charts identified a potential issue with the WTG installation phase and the
IAG termination. As the turbine installation was identified to complete before
the second IAG termination, it was possible that both phases could coincide at
the same turbine location, leading to inevitable delays. However, the weathered
Gantt charts indicated that the IAG termination was predicted to complete before
the WTG installation in all percentile examples, indicating that this interaction
is unlikely in reality. However, care should be taken to monitor the progress of
these operations during the full installation campaign. It is worth noting that
the the same percentile value would not be experienced in reality and that the
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mock Gantt charts should provide a sense check rather than a narrative of how
the installations will progress in reality.
7.3 Discussion on the Stochastic Metocean
Modelling Method
In Section 3.3 a methodology to produce annual time series of wind speed
at 10m (U) and significant wave height (Hs) was presented, which included
two approaches to pair univariate wind speed and wave height simulations.
In Section 6.2 an assessment of a typical offshore operation was completed,
comparing the resulting weather windows with the observed and simulated time
series. A brief benchmark assessment was completed to compare the predictions
produced for two phases from the BOD project. This assessment compared the
predictions produced in Mermaid against those from a marine operations software
simulation prototype, produced in collaboration with EDF R&D in France. In this
assessment two time series were used in the prototype simulations: i) the observed
time series (as used in the Mermaid simulations) and ii) the simulated paired-by-
means time series. The findings from the development and testing of stochastic
weather modelling methodology are presented in this section, with consideration
of issues such as overall functionality as well as sensitivities and an assessment of
its potential viability for inclusion in a fully functional simulation package.
7.3.1 Stochastic Metocean Modelling - Simulations
Following the outcome of preliminary discussion and after considering the spec-
ification of the marine operations simulation tool, there was a clear desire to
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develop a dynamic metocean model capable of adapting to any location and able
to select the most appropriate model type for each month or season. The MS-AR
model developed by Monbet & Alliot [81] can be applied to monthly data using
a dedicated model in each instance, to produce monthly outcomes with similar
characteristics to observed time series. The MS-AR model addresses the inade-
quacy of using a single autoregressive model to describe the evolution of weather
parameters; in each month it applies numerous autoregressive models that oper-
ate within defined weather regimes. To reduce the number of model types and
subsequent number of simulations, it is proposed that a future assessment could
segment the data into four seasonal sets, which would be analysed using the same
methods presented in Chapter 6. This would determine if similar or improved
results can be obtained using this approach and could theoretically reduce overall
simulation durations.
Monbet and Ailliot [70] suggested that the Bayes Information Criterion (BIC) is a
suitable method to select the best model order and number of hidden states to fit
the data, while acknowledging that this approach is not theoretically justified for
MS-AR models. Therefore, an investigation using this assessment approach was
presented and it was found that an envelope of model types was consistent across
the three offshore sites for U and Hs. The numerical outputs, CDF comparisons
in Figures 6.1 and 6.2 and the Q-Q plots in 6.3 and 6.4 demonstrate that the
identified models produce good outcomes for U and Hs and confirms the validity
of this model selection process. It is likely however that there would be some
variation in the model selections each time the BIC scoring process is re-run,
owing to the probabilistic nature of the EM algorithm. It is important therefore
that a model selection envelope be incorporated if this modelling methodology is
included as part of a offshore planning simulation tool, allowing for this variation
and offer adaptability to any offshore location. It should be noted that if a seasonal
modelling approach is investigated, this may require an alteration to this model
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envelope and therefore a broad assessment of model types should be completed
prior to running full simulations.
The simulated outcomes for U and Hs were found to show similar characteristics
to the observed data as exemplified by the various plots presented in Section 6.1.
In Figures 6.1 and 6.2, the CDF of the simulated data follows the observed years
of annual data. Looking at the lower wind speeds and wave heights in both figures
indicates that the model has a tendency to over predict the occurrence of U and
Hs below 3m/s and 0.4m respectively. This observation is consistent with similar
observations completed by Ailliot and Monbet [70], who note that this behaviour
will have limited impact for applications that are insensitive to lower magnitudes,
such as the intended application in a marine operations simulation tool.
In Figure 6.3 a right skew tail is shown, indicating that some extreme wind speeds
may have been produced by the simulation compared to the observed data set.
However, the concentration of the points is quite low, especially for the most
extreme points. Figure 6.4, shows a much slighter skew than was observed with
the wind speed. This behaviour at the tails is expected to have little impact
for marine planning applications as these extreme values are likely to span well
beyond the operational constraints for these tasks.
7.3.2 Weather Window and Workability Assessments
To assess the validity of the overall stochastic weather modelling methodology,
the final annual compositions of U and Hs were initially compared using weather
window persistence histograms and average monthly weather window durations
for a crew transfer task. The plots included in Section 6.2 were produced to
summarise characteristics most relevant to the assessment of marine operations
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and provide a perspective on how simulated logistical scenarios may progress when
using the synthetic time series.
7.3.3 Paired-by-means
It was demonstrated that for the UK North East both the weather window
persistence and average weather window lengths have good agreement. The
differences increase steadily moving from France West to the English Channel
location, the latter having the greatest difference overall. In Figures 6.12a to
6.12a, ten hour bins were used in the histograms to maximise the perspective of
the weather window availability across the three sites. These demonstrate some
sensitivity when comparing the data for the France West and English Channel
locations. Figure 6.12c suggests that the synthetic data for this site may produce
different outcomes when used to plan marine operations; a comparison of smaller
bin sizes would be necessary to fully understand and validate any potential risk
in using this data.
The workability plots presented in Figures 6.7 - 6.9 provide a further insight
into the characteristics of the simulated data by introducing a 30 hour minimum
threshold for the weather window limitations. The scatter plots have shown
that the mean percentage workability of the simulated data falls within the 95%
confidence interval for all months at each site, with the exception of five months for
the English Channel. The average number of weather windows was also reviewed
for the same thresholds across the three sites and revealed that the fragmentation
of the windows was fairly consistent with the observed data for UK North East and
France West. The English Channel generally shows a larger number of weather
windows in the simulated data, which indicates that more frequent delays or
interruptions may be predicted using the generated time series. This suggests that
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the simulated outcomes for the English Channel may lead to incorrect predictions
if used for offshore planning and simulation applications. The observed data
for the English channel is shown to have the largest average wind speed for all
three sites in Table 3.6 and may mean that the MS-AR model types considered
have difficulty recreating data with larger excitations. However, when the values
listed in Table 6.1 were reviewed, it was found that the largest absolute average
percentage difference was recorded for the wave height simulations at the English
Channel. Despite this outcome, the 1.62% difference is relatively small, which
indicates that the cause of the differences exhibited in the weather window and
workability plots may stem from elsewhere in the overall methodology.
The independently simulated U and Hs monthly realisations were ranked by av-
erage value and paired accordingly to produce the final time series composition.
Whilst this approach has demonstrated its ability to produce realistic character-
istics for two locations, it is possible that this pairing method is not suitable for
sites with certain characteristics. The English channel is located between two
land masses and this narrowing effect or limited fetch, may have an influence on
the complexity of the relationship between the wind and the waves at this site.
Therefore, it is suggested that the presented methodology is used with caution
for sites within an enclosed basin or constrained offshore passage, until further
assessments for similar locations demonstrate better and consistent outcomes.
Generally, the simulated data exhibits the largest deviations in the winter months
for all three sites, which is exemplified by the results in Table 6.1 and the
workability plots in Figures 6.7 - 6.9. However, it is shown that for Teesside and
UK North East the average workability of the simulated data is within the 95%
confidence error bars for each month. Moreover, the very small error bars for the
simulated data in Figures 6.7 - 6.9, demonstrate that generating a large number of
simulation realisations provides more certainty for the predicted outcomes when
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compared to the observed data, which demonstrate considerable variability across
the three sites. It is therefore proposed that the presented methodology and
embedded modelling steps could be integrated into a risk planning tool to predict
the progression of marine operations, whilst caution should be applied when used
for sites with complex metocean conditions.
The monthly weather window and monthly CDF and percentile plots in 6.10 to
6.11 help summarise the box plots and overlaid percentiles presented in Figure I.1.
The CDF plots for monthly weather windows in Figures I.1a to I.1e demonstrate
the consistency between the observed and simulated data. The French West and
English Channel sites show the greatest overall difference in the distribution of
all weather windows from approximately 30% upwards, with the simulated data
consistently more pessimistic across all three locations. These results combined
with the K-S statistics indicate that the outcomes for two out of three sites have
the potential to generate considerably different predictions for the occurrence of
weather windows above the 30 hour threshold. The greatest deviations for the
French West and English Channel sites appear to exist with the P90 estimates
as shown in Figures I.1d to I.1f, which demonstrate different behaviour in the
tail of the distributions for the larger weather windows in simulated cases and
are generally more conservative. The P10 and P50 values are relatively close to
the observed months for the UK North East and French West, indicating that
similar weather window predictions would be produced between the observed and
simulated data for these percentile predictions. Larger deviations are shown in
I.1f for the P50 at the English Channel, which, when considered along with the
P90 outcomes, point to a consistently different distribution overall.
The percentage workability summaries provided in Figures I.1a to I.1f provide
further insight into the predictions that could be generated using the simulated
data in comparison to observed data sets. The workability percentage is an
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extension from the weather window review to exemplify how much time is
available above the minimum threshold duration subject to the meteorological
constraints. This provides an indication of the extent of delay that could be
predicted for the personnel transfer operation between the two meteorological
data sets.
Firstly, the CDFs show generally similar outcomes for the UK North East and
France West locations, whilst for the English Channel there is a consistent
difference in the distribution of percentage workability is emphasised by the K-
S distance of 0.14. This outcome demonstrates that use of the simulated data
for the UK North East and France West locations should provide predictions
similar to the observed data, whilst smoother CDFs are indicative of a more
consistent distribution in percentage workability. It is expected that the simulated
data would provide better resolution for estimates in regions where the observed
data appears to deviate, exhibiting clear step-like formations, which are believed
to relate to the limited number of years available in the observed data. A
similar smooth distribution is observed for the English Channel site, yet the
difference between the observed and simulated predictions is clearly apparent
for the majority of the probabilities, suggesting that the simulated data could
lead to consistently erroneous predictions when applied to marine operations.
The percentile plot for the English Channel in Figure I.1f further emphasises
the difference in the simulated data for the English Channel, where larger and
consistent deviations are shown for the P10, P50 and P90 estimates, particularly
for the first and last four months of the year. It is demonstrated in Figures 3.26
and 3.27 in Chapter 3 that the correlation for the paired-by-means approach
was very low, which was believed to cause the large deviations in weather
windows and workability exemplified for the English Channel site. The following
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subsection reviews the same results using the correlated pairing method that was
implemented to improve the predictions of the overall modelling methodology.
7.3.4 Correlated Pairing
As noted in Section 6.4, the summarising weather window persistence plots in
Figure 6.12 demonstrated little difference for the 10 hour bins presented, although
a closer approximation between the observed and simulated results is obtained
for the English Channel. A similar effect is shown in the average weather
window length plots for the majority of months across the three sites, once an
increase in the difference for the summer months was introduced. Overall, these
results were encouraging, particularly for the English Channel, which showed
greater similarity to the observed data set when compared to the paired-by-means
approach. Moreover, the average number of weather windows listed in Table 6.4
show a closer resemblance to the observed examples at this site.
The percentage workability plots and supportive tables reproduced in Figures
6.13 to 6.15 illustrate that the mean values are much closer for the majority of
months when compared to the paired-by-means outcome, with the exception of
the summer months at all three sites. It is of note that the average percentage
difference is approximately halved and the standard deviations are slightly
reduced in the correlated pairing results. From these outcomes it can be reasoned
that the correlated pairing approach seems to produce predictions that are closer
to the observed data set. The significant improvements shown for the winter
months at English Channel location in Figure 6.15, the closening of the weather
window persistence and average window lengths further supports this statement.
The results for all three sites show that a decrease in workability can occur in
summer months using the correlated pairing approach, which may introduce
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unwanted effects, particularly for sites with a lower correlation demonstrated
between the wind and the waves, such as the UK North East site.
It is stated in Section 7.3.3 that the differences in the paired-by-means results may
be due to its inability to reproduce the sea state conditions in an enclosed basin or
wind sea. The correlated pairing targeted this potential issue and the workability
plots indicate that it had the greatest impact in the English Channel site. It
is shown in Chapter 3 that the English Channel site has the closest correlation
between the wind speed and wave height and as the results have shown a closer
resemblance to the observed data set, this appears to improve the versatility and
overall scope of the weather modelling methodology.
CDF and percentile plots for the weather windows above the 30 hour threshold
were produced for each site in Figures 6.16 and show that the correlated pairing
approach produced distributions that appeared much closer than the paired-by-
means approach. This is supported by the reduction in the K-S distance in each
case, with the greatest reduction recorded for the English Channel site from 0.09
to 0.03. The largest difference was recorded for the France West location at 0.05
and was closer to the observed results of 0.02 in comparison for the paired-by-
means results. The percentile plots show that all three percentiles are closer to
the observed case, yet the P90 estimates showed notable deviations in the French
West and English Channel results. Any deviation in the P90 values are mainly
on the pessimistic side, which can be considered more risk averse and preferable
to optimistic predictions that could lead to unanticipated delays.
The summarising plots for the percentage workability are included in Figure 6.17
and the same closening effect is not observed for all distributions. It is noted
from Figure 6.16a the simulated distribution seems to intersect the observed
example for the UK North East, and an increase in the K-S distance from
0.6 to almost 0.8 is demonstrated between the paired-by-means and correlated
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pairing methods respectively. There is no obvious difference in the percentile
plots between both pairing methods in Figures 6.17b and 6.10b. For the French
West location the CDF appears to be slightly closer to the observed distribution
where a reduction of the K-S distance by approximately 0.2 was identified.
The percentile plot in Figure 6.17d exemplified slight differences with some P10
estimates showing variable increases and decreases in comparison to the paired-by-
means plot in Figure 6.10d. However, the P50 estimates appear more consistent
with the observed outcomes, whilst the P90 estimates are only very slightly more
similar to the observed predictions. The significant reduction in the K-S distance
exemplified in the weather window plots for the English Channel site, was not
carried through to the percentage workability outcomes in 6.17e, yet a reduction
of 0.2 was still observed. It is clear that the overall distribution appears to agree
more closely with the observed CDF, but that a consistent difference in the curve
is apparent from 10% probability upwards.
While it is evident that the correlated pairing approach improves the similarities
for the majority of the plots and statistics presented, the bivariate modelling
methodology has some limitations. It is apparent that the correlated pairing
approach may not be best suited to simulate the conditions at sites with a Pearson
r coefficient between the wind and waves of around 0.5 or lower. As a part of
the correlated pairing process, it was noted that some of the monthly wave height
realisations are selected and paired more than once with the simulated wind speed
realisations. This means that some of the wave height realisations are removed
completely from the overall methodology and it is suspected that this may
generate slightly more pessimistic predictions in some cases. In direct contrast,
it seems that the correlated pairing has the greatest impact for sites with a very
close relationship between the wind and waves, as demonstrated in the results for
the English Channel. Despite a clear improvement in similarity to the observed
data set, it seems that the methodology is incapable of reproducing a time series
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with consistently similar weather window and workability characteristics for sites
that have a Pearson r of approximately 0.9. In the following section, a review of
some of the key statistics is presented, to provide insight and recommendations
on the use of the methodology with either pairing technique.
7.3.5 Impact of Pairing Methods
To provide an overall perspective of the two pairing methods for wind speed and
wave height applied in the weather modelling methodology, Table 7.1 was used
to assemble the absolute percentage difference of the various statistics.
Table 7.1: Comparison of pairing techniques against observed
UK North East France West English Channel
Mean Correlated Mean Correlated Mean Correlated
Average % Difference P10 WW Duration 3.747 0.795 1.503 2.777 6.140 3.052
Average % Difference P50 WW Duration 3.619 6.374 5.504 0.385 17.088 3.742
Average % Difference P90 WW Duration 10.979 2.897 23.221 19.682 21.029 9.108
Average % Difference P10 Workability % 2.379 10.643 6.105 19.266 12.887 5.763
Average % Difference P50 Workability % 4.31 1.572 1.461 1.159 9.847 5.787
Average % Difference P90 Workability % 3.288 3.442 7.524 7.475 5.531 6.819
Average % Difference in Mean Workability % 4.240 1.100 4.350 2.060 8.980 4.350
Average % Difference in Mean WW
Duration %
12.040 4.216 19.420 15.960 20.030 14.220
KS Stat CDF of WW Dur 0.043 0.038 0.074 0.057 0.094 0.038
KS Stat CDF of Workability % 0.064 0.078 0.071 0.058 0.141 0.122
The first six rows of the of Table 7.1 compare the average percentage differences
for the percentile values across the workability and weather window durations
between each pairing method. The average difference for each percentile across
all months from each pairing approach is considered. For the UK North East,
the lowest percentage difference tends to jump between each pairing method for
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the weather window and percentage workability percentiles. It is apparent that
for the window duration, the lowest difference tends to favour the correlated
approach, whilst the opposite is observed for the percentage workability. The
mean outcomes for the window duration, percentage workability and observed
K-S distances were also compared. The results show that the correlated pairing
approach produces lower percentage differences in both mean values and the K-S
distance for the weather window duration with a slightly higher K-S distance for
the mean workability.
The correlated pairing approach exhibits the smallest K-S distance and absolute
percentage difference in all of the statistics for the France West and English
Channel locations, with the exception of the P10 weather window duration and
P90 workability respectively. It is evident that the difference between the two
pairing techniques is generally greater for the English Channel site.
The results presented in Table 7.1 provide further confirmation that the correlated
pairing approach should be applied at sites where a distinct relationship between
the wind and the waves is applied. Furthermore, it is suggested that a threshold
Pearson r coefficient could be identified for implementation of the correlated
pairing technique. As only three sites have been investigated,each with a different
Pearson r as listed in Table 3.6, the results suggest that correlated pairing
should be applied for sites with correlations of 0.7 and above. It is possible
that the correlated pairing approach may be suitable for sites with slightly lower
correlations, but until additional data sets are reviewed, this value is advisory
only.
It is clear that for very large correlations of 0.9, this pairing technique may
not consistently produce similar weather windows and workability characteristics,
resulting in slightly more pessimistic outcomes when compared to the observed
data. and will have an impact on the estimates generated in a fully developed
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simulation tool. The closer results between the P10 and P50 percentiles is
demonstrated for the English Channel site in Figures 6.16f and 6.17f suggest
greater confidence in the modelling methodology that embeds the correlated
pairing technique. The assessments indicate that extreme predictions such as
P90, should always be reviewed with care if the modelling methodology was
implemented in a dedicated simulation package. However, the apparent pessimism
at these percentiles can be seen as advantageous, describing an extension of the
metocean risk in comparison to the observed data set, and thus more risk averse.
Furthermore, irrespective of the pairing technique used, the methodology demon-
strates some difference in the prediction for sites with close wind and wave rela-
tionships. It is possible that the differences presented in the weather window and
workability assessments may be less pronounced when applying a sequence of lo-
gistical tasks. Application of the generated time series using the paired-by-means
approach in Section 6.5, showed similar predictions to a commercially available
simulation package, although a full set of simulations for all project phases and
for multiple sites, would be necessary to confirm this behaviour.
7.3.6 Model Sensitivity to Number of Years of Observed
Data
It is desirable that any weather modelling methodology be capable of generating
realistic predictions particularly when a limited number of observations are
available. The methodology was assessed for its sensitivity to the number of
years of observed wind speed and wave height data, used to inform the MS-AR
process. The weather model was run for four different data sets as listed in Table
7.2 and were constructed by randomly selecting years from the original observed
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data. The site selected to test the sensitivity was the English Channel and the
simulations were completed using the correlated paring approach.
Table 7.2: Percentage difference of simulated data to number of years of observed
data used to train the model
1 5 10 15 21
Average % Difference P10 WW Duration 3.0 -3.0 -4.8 -5.6 -3.1
Average % Difference P50 WW Duration -1.3 -6.8 -12.6 -13.2 -3.7
Average % Difference P90 WW Duration -11.3 -13.6 -21.1 -18.8 -9.1
Average % Difference P10 Workability % -5.2 -4.4 -13.1 -7.7 5.8
Average % Difference P50 Workability % -12.4 -12.0 -16.9 -12.4 -5.8
Average % Difference P90 Workability % -12.3 -11.8 -13.4 -10.4 -6.8
Average % Difference in Mean Workability % -11.0 -10.6 -15.2 -11.0 -4.3
Average of all % Differences -7.2 -8.9 -13.9 -11.3 -3.9
To summarise the performance of each data set, the average percentage difference
of the percentiles are compared with reference to 21 years of observations.
Generally it was found that the sensitivity of the model varies between the
different data sets. The methodology shows reduced sensitivity for the smaller
data sets of between one and five years overall, with the largest average percentage
difference related to the ten years of data. Pragmatically, it could be assumed
that the model would show smaller differences for the larger data sets, but this
was not the outcome. It is deduced from these findings that the number of years
of data used to inform the model is not the dominating factor and that it is
more crucial to ensure that a suitable collection of the variable weather regimes
be enclosed within any observed data set. To ensure a suitably broad range of
weather regimes will inform the simulation process, it is recommended that the
model is always applied using the maximum number of observed years available
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for a particular location or that the annual and monthly components have been
screened in advance.
7.3.7 Summarised Workability Distributions for other
Marine Operations
The characteristics of the weather modelling methodology and embedded pairing
techniques have been developed and evaluated for potential application during
a personnel transfer operation. It is important that the overall methodology be
considered for other operations to ensure reasonable estimates will be produced
for varying metocean constraints.
Table 7.3 presents a number of tasks that have been investigated using both
pairing techniques. Each task has an associated wind speed, significant wave
height and weather window requirement as before. This extension attempts
to summarise the performance of the weather modelling method for different
operations.
Table 7.3: Marine operations, environmental limits and weather window require-
ments
Operation Wind Speed (m/s) Hs (m) Weather Window (h)
Dredging 11 1.5 24
Foundation 12 2 24
Wind Turbine Installation 10 2 3
Cable Installation 15 1.5 16
Personnel Transfer 13.6 1.5 30
In Figures 7.4, 7.5 and 7.6 summarising distributions are presented for the UK
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North East, France West and English Channel respectively. The figures on the
left represent the paired-by-means outcomes with the correlated pairing examples
are on the right. The percentage workability assessment was selected to assess the
operations listed in Table 7.3 as this outcome presented the greatest sensitivities
when compared to the observed data Sections 6.3 and 6.4. The percentage
workability is presented in one percent bins in all figures and the P10, P50 and
P90 values were also overlaid with black and red dashed lines for the observed
and simulated percentiles respectively.
It is shown by the large difference between the P10 reference lines in Figures 7.4,
7.5 and 7.6 that the paired-by-means approach exhibits the largest differences
towards the lower percentiles, whilst this approach is consistently close to the
P90 workability percentages in comparison to the observed data set. The largest
overall differences were observed for the English Channel location in Figure 7.6,
as exemplified by the P10 outcomes. The P50 estimates show very similar results
across the majority of operations with the largest overall difference for the English
Channel Site.
The correlated pairing figures demonstrate a consistently constrained distribution
for all tasks and sites in comparison to the paired-by-means technique. This is
clearly demonstrated by the P10 and P90 markers in Figures 7.4, 7.5 and 7.6. It is
noted that despite a significant reduction in the difference between the observed
and simulated P10 value at the English Channel, this percentile tends to be
more pessimistic than the observed workability. For the UK North East and
France West sites, the P50 estimates were very close to the observed data set for
both pairing techniques. However, despite the closer outcomes of this percentile
for the correlated pairing approach, the simulated data for the English Channel
consistently returns a lower workability at P50 for all operations.
It can be inferred that as this pessimism is demonstrated by the overlaid marker
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lines for all tasks in the English Channel, the distributions are not constrained
within the observed outcomes, thus indicating that the workability distributions
are generally different in comparison to the observed data. This provides further
confirmation that the modelling methodology struggles to fully replicate the
characteristics of sites where there is a very close correlation between wind speeds
and significant wave height. Therefore, caution is advised when using the weather
modelling methodology to sites of this nature.
Overall, the distributions shown in Figures 7.4, 7.5 and 7.6 demonstrate that
the simulated data provides a much smoother distribution in comparison to the
observed data. The workability distributions for the observed data have a clear
block-like appearance and occasionally no data at some percentages, whereas the
simulated data seems to provide a substantially populated data set. Carol et
al. [135] state that “gaps in the record are a serious obstacle to using historical
sequences directly” and that “even if the records are continuous, probabilities
estimated by naive methods may be seriously in error.” Furthermore, De Masi
et al. [72] suggest that modelled synthetic time series “should have not only the
same statistical properties but also a different yet consistent temporal sequence
of weather windows.” As it is demonstrated that the simulated data for the
UK North East and France West sites follow a similar, but more populated,
distribution compared to the observed data, particularly for the correlated pairing
approach, the outcomes presented align with these recommendations. Overall it
is apparent that the modelling methodology is capable of producing realistic and
better defined estimates than would otherwise be generated via means of linear
interpolation and may be employed to overcome a lack of historical data. However,
consistent statistical differences can be expected for sites that demonstrate very
close wind speed and wave height correlations.
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Figure 7.4: Workability Percentage Distributions - UK North East: Paired-by-
means (L); Correlated Pairing (R). Black Lines: Observed Percentiles. Red Lines:
Simulated Percentiles (P10, P50 and P90)
(a) UK North East: Distributions of monthly
% workability - Dredging - Mean
(b) UK North East: Distributions of monthly
% workability - Dredging - Correlated
(c) UK North East: Distributions of monthly
% workability - Foundation Inst. - Mean
(d) UK North East: Distributions of monthly
% workability - Foundation Inst. - Correlated
(e) UK North East: Distributions of monthly
% workability - WTG Inst. - Mean
(f) UK North East: Distributions of monthly
% workability - WTG Inst. - Mean
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(g) UK North East: Distributions of monthly
% workability - Cable Inst. - Mean
(h) UK North East: Distributions of monthly
% workability - Cable Inst. - Correlated
(i) UK North East: Distributions of monthly
% workability - Personnel Trans. - Mean
(j) UK North East: Distributions of monthly
% workability - Personnel Trans. - Correlated
CHAPTER 7. Discussion 225
Figure 7.5: Workability Percentage Distributions - France West: Paired-by-means
(L); Correlated Pairing (R). Black Lines: Observed Percentiles. Red Lines: Simulated
Percentiles (P10, P50 and P90)
(a) France West: Distributions of monthly %
workability - Dredging - Mean
(b) France West: Distributions of monthly %
workability - Dredging - Correlated
(c) France West: Distributions of monthly %
workability - Foundation Inst. - Mean
(d) France West: Distributions of monthly %
workability - Foundation Inst. - Correlated
(e) France West: Distributions of monthly %
workability - WTG Inst. - Mean
(f) France West: Distributions of monthly %
workability - WTG Inst. - Mean
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(g) France West: Distributions of monthly %
workability - Cable Inst. - Mean
(h) France West: Distributions of monthly %
workability - Cable Inst. - Correlated
(i) France West: Distributions of monthly %
workability - Personnel Trans. - Mean
(j) France West: Distributions of monthly %
workability - Personnel Trans. - Correlated
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Figure 7.6: Workability Percentage Distributions - English Channel: Paired-by-
means (L); Correlated Pairing (R). Black Lines: Observed Percentiles. Red Lines:
Simulated Percentiles (P10, P50 and P90)
(a) English Ch.: Distributions of monthly %
workability - Dredging - Mean
(b) English Ch.: Distributions of monthly %
workability - Dredging - Correlated
(c) English Ch.: Distributions of monthly %
workability - Foundation Inst. - Mean
(d) English Ch.: Distributions of monthly %
workability - Foundation Inst. - Correlated
(e) English Ch.: Distributions of monthly %
workability - WTG Inst. - Mean
(f) English Ch.: Distributions of monthly %
workability - WTG Inst. - Mean
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(g) English Ch.: Distributions of monthly %
workability - Cable Inst. - Mean
(h) English Ch.: Distributions of monthly %
workability - Cable Inst. - Correlated
(i) English Ch.: Distributions of monthly %
workability - Personnel Trans. - Mean
(j) English Ch.: Distributions of monthly %
workability - Personnel Trans. - Correlated
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7.4 Summary
The results from the three metocean risk assessments completed within Chapters
4, 5 and 6 have presented means to quantify metcocean risk profiles. The gener-
alised methodology to assess and compare vessel metocean risk has exemplified
the application of a per wind turbine metric to compare the results between each
installation round. Furthermore, quantifying the variation of these results has
been proposed to summarise the associated vessel risk, as highlighted in Figure
7.1. In Section 7.1.4, the results from Round 1 were compared to recorded field
data for two installation phases from several Round 1 sites, which has validated
the results and the methodology overall. Therefore, is it is suggested this ap-
proach could be adopted planning personnel to execute a preliminary, high level
assessment for metocean risk analyses.
Mermaid modelling software was applied to two commercial metocean risk
assessments. Mermaid has demonstrated clear modelling improvements compared
to ECUME I, providing enhanced transparency and reporting features. The two
modelling approaches have exemplified that one Mermaid model can be built to
represent an entire wind farm installation, whilst independent models for each
installation phase can be applied to reduce model and reporting complexity.
The results from both approaches have been presented in consistent formats
such as percentile durations and weathered Gannt charts. It is evident that
secondary quantification may be needed to generate downtime predictions when
concurrent phases are modelled within Mermaid, whilst independent models
will not capture the impact of knock-on delays between interdependent phases.
Percentage increase estimates have summarised the associated metocean risk of
each phase and can be adopted by project teams to pinpoint operations that could
lead to significant delays.
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The application of the stochastic MS-AR model within a metocean time series
simulation method, has shown that similar workability predictions can be gener-
ated in comparison to observed time series, whilst providing improved granularity
to quantify residual metocean risks. It was identified that a pairing method should
be included in the methodology to regenerate the correlation between wind speed
and wave height and the results presented in Table 7.1 highlighted that the corre-
lated paring technique is the preferred method. The addition of weather window
and workability percentage distributions in Section 7.3.7 corroborate this, as the
separation between P10 and P50 percentiles is reduced for several marine op-
erations at all three sites. These distributions have also exemplified a common
characteristic of the correlated pairing technique, as it generates pessimistic P90
estimates in comparison to the paired by means approach. It is noted that this
pessimism may be beneficial as it prevents overly optimistic estimates and can
be regarded as more risk averse. It is confirmed that the metocean time series
methodology appears less consistent for sites with Pearson r correlations greater
than 0.8 between U andHs. No clear sensitivity has been identified for the number
of years of metocean data referenced by the MS-AR model and it is recommended
that users should ensure the referenced metocean data captures the full range of
meteorological characteristics for the site under review.
Chapter 8
Conclusions, Industrial Impact,
Limitations and Future Work
The methods presented have been applied and investigated to support decision
making, vessel selection and downtime estimates for offshore wind installation.
Computational methods to assess the impact of metocean conditions has been
demonstrated, highlighting that synthetic and observed weather data can be used
to estimate delays associated with marine operations, and thus the underlying
risk. The conclusions, limitations, impact and recommendations for future work,
drawn from the independent studies first presented in Chapter 3, are presented




8.1.1 Numerical Modelling and Vessel Assessments with
ECUME I
This method applied an offshore wind farm installation simulation tool, ECUME
I, to assess the performance of vessel technology employed across the three offshore
wind development rounds in the UK. The study presents an analysis on the
expected performance of the vessel types employed and describes a structured
method to identify and benchmark offshore wind installation risks.
Generally the results indicate that the lowest IRs and WDTs are associated with
Round 1, which is justified by the sheltered near-shore location of these sites,
meaning the vessels were protected from severe weather conditions expected at
Rounds 2 and 3 sites. This is confirmed by the results for Round 2 which exhibit
the largest IRs and WDT values and is believed to demonstrate the limitations of
the vessels employed for these installations. As incomplete data was obtained for
Round 3 it is difficult to draw firm conclusions from this specific outcome but the
results suggest that the evolution of vessel technology will bring down IRs and
WDTs for sites of this size and location.
The box plots presented in Figures 4.3a-4.3f highlighted that Round 1 vessels
experienced moderate levels of WDT. However, the results exhibited a large
amount of variability in several phases, meaning less certainty can be drawn from
the downtime estimates. For Round 2, the variability is reduced while the WDT
increases overall, showing the vessels would perform more consistently although
the delays experienced may be prohibitive towards the LCOE of each project.
Finally, the Round 3 box plots show a similar level of consistency as seen in
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Round 2 and WDTs of a similar order to Round 1. The quantification of IQRs
in the results across the three rounds, has provided a view of the installation
risk associated with the representative vessel spreads and highlights where
precautionary strategies may be best applied to overcome costly delays. These
outcomes confirm that the development of more efficient offshore installation
vehicles is key to addressing delays during significant installation phases.
8.1.2 Commercial Metocean Risk Analyses
Two different modelling approaches have been presented using the Mermaid
simulation package to assess the anticipated weather downtime for the Blyth
Offshore Demonstrator (BOD) and Fecamp wind farms. This simulation package
was employed because of the modelling flexibilities and reporting features offered
by Mermaid in comparison to EDF’s internal tool, ECUME I.
Weathered Gantt charts produced by Mermaid were extracted and delivered with
overlaid completion dates and served as primary references for the completion of
each installation scenario. It was found that the impact of learning on GBF and
WTG installation had a negligible impact on the overall completion date, whilst
a delay of one month led to a two month delay overall. A single WTG scenario
was also presented and the weathered Gantt chart was vital to the assessment of
a latest possible start date to ensure first power was realised before an incentive
deadline.
The percentile estimates for each scenario were presented in Tables 5.1-5.4 and
the percentage increase included in Appendix G.3, highlighted that the towing the
GBFs out of the dry dock presented the greatest risk in all cases. Furthermore,
a significant amount of risk was associated with the other installation tasks for
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the GBFs, whilst the completion and commissioning tasks demonstrated some
sensitivity with respect to the season in which they were executed the simulations.
It is noted the individual predictions should not be accumulated to produce a
corresponding schedules, as this would provide an inaccurate picture of how the
phases would transpire in reality.
For the Fecamp assessment, individual models were built for each operational
phase, which meant that knock-on delays from phase to phase were not considered
in the results. As the the individual models did not resemble any concurrent
operations, the statistics generated in Mermaid could be used directly to populate
results in Tables 5.5 and 5.6. The percentage increase values included in Appendix
G.3 demonstrated that the largest metocean risk was associated with the GBF
Scour and Ballast tasks from P50 to P70, whilst the GBS Bedding and cable
installation tasks were found to increase considerably at the P90 percentile.
As the Mermaid model could not fully assess the impact of knock-on delays,
mock weathered Gantt charts were produced to identify any unintended phase
interactions that may lead to planning and resourcing issues. This revealed that
the scheduling of the Scour and Ballast phase should be reviewed, which was
initially presented in the unweathered case. Similar issues were also identified
in the weathered Gantt charts produced for each percentile, demonstrating that
delays on the GBF installation phase would lead to delays in the Scour and
ballast phase in reality. It was stated in Section 8.2.2 that it was unlikely the
corresponding percentile estimates would be experienced across all individual
phases for the entire installation campaign in reality and these Gantt charts can
only be used to identify potential conflicts in the operations. It is proposed that
a targeted set of phases could be built into one Mermaid model to appreciate the
extent of knock-on delays between the most critical interactions identified.
Both assessments appear to be valid for the analysis of weather downtimes;
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however, each approach has notable limitations. The BOD assessment was the
most complete analysis, where an appreciation of the entire installation duration
and individual project phases were presented. The Fecamp analysis was quicker to
implement and review as separate models provided greater transparency for each
individual installation phase, although an appreciation of knock-on delays was
limited. The Mermaid simulation package provided improved modelling flexibility
and it is intended that the experiences and methods presented will provide support
for future weather risk assessments completed within EDF Group.
8.1.3 Stochastic Metocean Modelling Methodology
This study presented a metocean modelling methodology using a MS-AR model
with Gaussian innovations to produce stochastic wind speed and wave height time
series for inclusion in EDF’s next generation marine risk planning and simulation
tool.
The embedded MS-AR model, constructed by Monbet and Ailliot [81], was
originally intended to produce wind speed outputs, although it was demonstrated
that realistic wave height simulations can be produced with this approach. A
pragmatic method was initially implemented to rank and pair the individual
monthly wind speed and wave height simulations by taking the mean value of
each realisation and this was introduced to prevent realisations with higher and
lower energies from being paired together, to produce realistic final time series.
It was shown that the paired-by-means approach was capable of producing
similar operability characteristics when compared to observed data. Summarising
statistics produced to compare the simulated and observed data against the
weather limits of a personnel transfer operation, show that the data for two out
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of three sites provide similar predictions for the progression of this operation,
indicating the suitably of the proposed modelling approach for metocean risk
planning activities. An average percentage workability assessment completed
across the three sites again demonstrates that the simulated data has consistently
realistic characteristics for two locations. This method was also applied to the
Blyth Offshore Demonstrator data set and used directly to simulate two of
the primary installation phases in a prototype simulation package, developed
by colleagues in EDF R&D France. This showed that the synthetic time
series produced similar outcomes when compared to a commercial weather risk
assessment tool that referenced the observed data set, although a more thorough
examination of a larger installation campaign may be required to verify and
eventually validate the performance of both the prototype and simulated weather
data.
A second pairing approach that used Pearson r correlation coefficients was
investigated to improve the flexibility of the modelling methodology at all sites.
The summarising statistics confirmed that this approach improved the consistency
of the modelled data for sites with larger observed Pearson r correlations and that
the mean workability percentages consistently fell within the error bars of the
observed data. A comparison of percentage difference of key statistics indicated
that the correlated pairing may not improve the similarity of the data for all
sites and that the paired-by-means approach had the most similar percentages
for the UK North East Site overall. A further review of percentage workability
distributions was completed for a range of different marine operations and it
was confirmed that a closening of the distributions for the majority of tasks was
introduced by the correlated pairing approach, for all sites. It was observed that
the correlated paring method seemed to cause an increase in the differences for
summer months and it was proposed that the weather modelling methodology
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could be built using both pairing methods, generating more realistic estimates
when compared to the observed data.
The higher resolution and more constrained distributions for the simulated
outcomes demonstrate that the modelling process can provide a means to assess
delays at intermediate percentile values, as the modelling methodology provides
sufficient data to infer these predictions and thus better quantification of residual
operational risks. The methodology demonstrates sensitivity, particularly for key
percentiles at sites with wind sea characteristics, yet the overall largest difference
was no greater than seven percent in comparison to the observed data set. It is
concluded that the methodology presented will produce suitable wind speed and
wave time series for the assessment of marine operations, although it should be
used with caution for sites with strong correlations between wind speed and wave
height.
8.2 Limitations
8.2.1 Comparative Vessel Assessment
This study aimed to model the scenarios, vessel spreads and offshore wind farm
characteristics using ECUME I offshore wind installation software. As the analysis
progressed, it became clear that a few amendments to the modelling approach may
have produced a more comprehensive set of results and offered more insight into
the progression of the marine operations across the various scenarios and rounds.
Firstly, it should be noted that all of the results presented are based on P90
predictions from the software. This implies that the predictions are somewhat
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pessimistic in their outlook, offering 90% certainty that the values will not be
exceeded. It may be the case that these results do not resemble what will occur in
reality, although this metric does provide a good level of confidence that observed
durations will be within bounds of recorded predictions. It can be argued that
the metric of ‘average number of days spent per WTG’ (days/WTG) may not be
the most suitable way of depicting the IR of cable sections or burial operations,
however it was identified as the most applicable approach for use within the
software tool. The cable lay and burial durations were obtained using reference
to in-house planning documentation, and an average installation rate was obtained
by dividing the total duration by the number of turbines for the particular project.
In each of the simulated cases, the same environmental limits are assumed for the
installation tasks in both rounds. However, with improved vessel capabilities, it is
possible that the limits for the installation tasks could be extended. More modern
capable vessels may improve attributes such as stability and lifting capacity
beyond the transit and station keeping limits considered in this study. Therefore,
different environmental limits could be allocated to each round and method
statements produced by installation contractors could be used to obtain variable
inputs for these parameters, subject to the vessel and equipment employed for
installation. Furthermore, the impact of water depth is not considered in this
study. The task durations could have been altered to account for this, by again
consulting method statements or by applying an assumed α-factor. In many cases,
an α-factor may be imposed by a marine warranty surveyor (MWS) to account
for uncertainty in the forecast and/or applied as a contingency in the execution
of the marine operations [17]. The uncertainty relating to water depth could
be quantified for various installation tasks and applied to obtain contingency
durations. It is assumed that the operational limits in this study (Table 3.5), do
not include an applied α-factor and the task durations are believed to be a fair
representation of the values used in reality.
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The main environmental limits considered for the vessels and operations in this
analysis were predominantly focused on wave height and wind speed. Vessel
transit speeds were also included to reflect the expected travel durations. The
software is also able to account for the minimum wave period (s) and current
speeds (m/s) but owing to the lack of available data for operations and vessels,
those parameters were not used. It would be more informative and would allow
greater accuracy if these parameters were considered; this would rely on input
from vessel owners and experience professionals in the field.
Additionally, it is assumed throughout that all vessels are capable of remaining
offshore for the entire installation campaign (i.e. for the entire set of WTGs to be
installed), with the exception of those for the Foundation, Transition Piece and
WTG phases, set at a maximum of three phases per voyage. This was selected
as the number of inward and outward transits required for the remaining vessels
and is significantly variable in reality. It is fair to suggest that if the remaining
vessels were allocated with a maximum number of phases per voyage, a change
in WDT would be observed for these installation phases. Within the software,
vessels have specific waiting conditions, which when exceeded require the vessels
to return to shore. It should noted that a weather window is not sought for a
vessel’s outward or inter-turbine voyages in the software. In some instances, a
vessel may partially cover the distance of a voyage and may return port when the
weather exceeds transit limits. This is a limitation of the software and a go/no-go
decision mechanism similar to those used in reality, which are usually based 12
hour ahead forecasts, could be built into the software to prevent the likelihood of
unsuccessful voyages and improve the authenticity of the results.
For the modelling of WTG installation in the software, it was assumed that the
associated duration was based on the ‘bunny-ear’ installation configuration. It
would be of interest to extend this study, considering impact variable WTG
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installation strategies as presented in [114] and [119]. It is noted that the
sequence of the installation phases considered is not standard to all offshore wind
installation projects. The analysis completed is not wholly dependent on this
sequence and if altered, the results for each phase could change, as these would
begin different periods in the simulated weather scenarios. However, as various
knock-on delays are incurred as a result of the consecutive scheduling approach,
the phases are applied at various months and seasons throughout the simulation.
As with many meteorological data sets, a number of missing entries were
discovered and as the tool is reliant on evenly spaced intervals when forecasting
the weather, linear interpolation was applied to compensate for these missing
entries. This inevitably introduces a degree of approximation within the weather
forecasting that may have altered the results slightly and a complete set of entries
would provide further confidence in the results.
It is unlikely in practice that a typical wind farm in Round 3, predicted to
consist of 251 turbines on average, will be installed within one year if only
one of each major installation vessel is employed for each phase, as was the
case in this study. An alternative approach is to consider the use of multiple
primary installation vessels for each phase, which could be replicated by halving
the size of these projects or by mimicking concurrent installation phases within
the software. Nonetheless, the outcomes obtained for Round 3 did provide a
meaningful comparison.
The software implements suspension of the marine operations between specified
sequences if the vessel is able to hold station offshore. However, in the interests
of modelling time, only one sequence was specified within each installation phase,
encompassing the entire duration of all the sub-tasks. If the phases had been
modelled with multiple embedded sequences, this might have provided a higher
resolution in the results and adjusted the WDT predictions. As each of the phases
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across all the models only consisted of one sequence, it is fair to presume that
the simulations were completed on a level basis and can be used for comparison
in terms of overall vessel performance. It is not recommended that the predicted
IRs or WDT values be used as a direct reference and should only serve as guide or
sense check for similar analyses. The results used to formulate the IRs and WDT
values are initially taken from the calendar outputs produced by the software.
These outputs are presented in the form of dates and each completion date for
the phases, is a result of the duration rounded to the nearest day. Although the
results may tend to over or under predict the phase durations, but are believed
to provide a good level of approximation for comparison.
8.2.2 Commercial Metocean Risk
A different method was used to generate the durations and weather downtimes
in each of the Mermaid studies. In the BOD analyses, the percentile values
were produced using a separate Matlab analysis using the external task logs
produced by Mermaid. This method was employed as all operational phases
were embedded within one Mermaid model. This meant that the automatic
percentile categorisation produced in Mermaid was applied, based on the complete
installation duration and may not fully describe the delays experienced for
individual phases.
The project team at the BOD opted to assess the size of the risk for each
installation phase and the percentile values were calculated to this specification
following the steps in Section 3.2.3.1. Whilst this approach was useful in
presenting the potential delays for each phase, it is important to note that
the percentile predictions for each phases should not be gathered to produce
a corresponding Pxx schedule, as this would not present an realistic progression
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of the entire installation campaign. In reality, differing levels of delay would be
experienced in each installation phase, resulting in a blend of percentiles to arrive
at the final completion date. However, the weathered Gantt charts extracted
from Mermaid were a convenient method to show the way the operations could
progress in reality and provided an alternative perspective for the BOD project
team.
It was intended that validation of the installation predictions would be completed
by reviewing the actual durations recorded across the installation campaign. In
reality, the installation campaign began approximately three months later than
the start dates applied in all models. It would therefore be inaccurate to complete
a comparison of the predicted and actual downtime as a significant change in
the weather conditions would have been experienced in reality compared to the
modelled scenarios.
The Fecamp weather risk analysis was more simplistic than the BOD example.
Separate Mermaid models were constructed for each installation phase, allowed
the percentile values automatically generated in Mermaid to be used directly,
as no external review was required to reveal the full extent of the risk in each
phase. The results for the P0, P50 and P90 outcomes were taken directly from
the summary table produced in Mermaid, whilst the P60 and P70 durations were
referenced from the weathered Gantt chart. The P50 and P90 estimates presented
in the summary tables are produced by reviewing the outcome of all simulation
runs and the weathered Gantt chart durations are based on one particular run that
is closest to the selected summarising percentile. This means that two different
statistical methods were combined in the results, This may not be appropriate,
but a disclaimer that explained this difference was provided on delivery of the
results to EDF EN.
CHAPTER 8. Conclusions, Industrial Impact, Limitations and Future Work243
It is advised that the percentile results are not assembled to produce a correspond-
ing schedule. However, this technique was employed to produce mock weathered
Gantt charts, which were constructed to identify potential scheduling issues. The
unweathered Gantt chart proved to be particularly useful as this highlighted some
issues between the GBF, Scour and Ballast phases and WTG Installation phases.
It is suggested that an alternative and iterative modelling technique could have
been employed to obtain a perspective of knock-on delays, where the completion
dates or progress for each percentile could be used to inform the start date in
subsequent models. This would mean that four separate models would need to
be run in subsequent phases, each starting at different dates corresponding to
the percentiles in the preceding phase and would increase the time required for
the simulations to be completed. It is also expected that the continuation of
a percentile value from model to model would present an inaccurate picture of
how the operations would progress in reality, as it would be assumed the same
percentile would prevail over time.
This has demonstrated a clear limitation for the Fecamp weather risk analysis as
realistic completion dates for the entire installation were not obtained. Thus there
is a clear trade off between modelling complexity and the level of detail sought
from Mermaid assessments. If modelling and review of project phases individual
phases is sufficient, it is much simpler to produce separate Mermaid models. If
an accurate account of the interdependencies and knock-on delay is required by
project planners, all installation phases should be modelled within one Mermaid
model where possible, although this will require a secondary analysis if percentile
categorisation for embedded, concurrent installation phases is specified.
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8.2.3 Stochastic Metocean Modelling Method and
Analyses
The weather modelling method and the approaches used to review the perfor-
mance have a few limitations that merit further consideration. Firstly, the final
time series that is produced from the overall methodology is built from monthly
simulations, which are interpolated from three to one hour intervals after being
paired by either approach. In some cases, a noticeable transition or spike in the
wind speeds and wave heights at monthly interfaces was observed, which may
impact on the predictions produced for continuous operations. Furthermore, the
weather window, workability and general characteristics of the simulated weather
data were predominantly completed from a monthly perspective, which may not
fully demonstrate how the generated time series would perform when applied
against a continuous sequence of operations.
The time series produced for the Blyth project using the paired-by-means
approach was applied in this manner in Section 6.5 and showed very similar
outcomes to the observed data and Mermaid percentile results. However, as the
Blyth project was fairly small with only five turbines, the impact of anomalies
within the time series may not always be apparent. It is suggested that an
alternative approach to the interpolation from three hour to hourly intervals could
be employed to introduce smoother transitions or better consistency with the
final time series. One strategy would be to use interpolation as a last step in the
methodology, after the assembly of the final time series, as this could introduce
smoother transitions, although it is possible that the correlation between the wind
and the waves could be affected. Alternatively, interpolation could be completed
before the pairing step, scaling up the monthly realisations to hourly intervals and
then the pairing could be implemented. However, this modification would not
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address the issue of the monthly interfaces and the correlated pairing technique
would take much longer to assess the extended data sets.
The pairing approaches for the wind speed and wave height were implemented to
account for the relationship between the wind and the waves. As this relationship
changes from site to site each pairing method may demonstrate inadequacies. It
is evident that the correlated pairing approach leads to similar characteristics for
sites with a strong relationship between the wind speed and wave height, yet an
increase in the differences for the summer months was observed when compared to
the results from the paired-by-means approach. It is suggested that the correlated
pairing method may not be the best predictor for the summer months, where the
bivariate correlation is less important as calmer weather is experienced in these
months, meaning weather interruptions are less pronounced. It appears that the
paired-by-means method is able to generate more similar predictions for these
months and it is suggested that a methodology could be built with a blend of
both pairing methods to obtain improved similarity overall.
It was also observed that the correlated pairing method, does not allow for the
retention of all wave height realisations and only those that had the greatest
correlations relative to the wind speed simulations, were taken forward in the
methodology. To overcome this, consideration could be given to simulating a
larger number of monthly wave height realisations, thereby increasing the available
‘pool’ of wave heights available for selection, which may improve the correlation
between parameters in the final time series. Furthermore, the correlated pairing
has a bias to the wind speed, where the wave heights are screened for their
similarity and it is not known how the model will perform if the opposite is
applied. If the weather model were to be implemented in a simulation tool it is
advised that an assessment of the Pearson R correlation coefficient between the
wind speed and wave height data be automatically completed before running the
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stimulations. Applying the most effective or relevant pairing method to all or
individual months as necessary, could enhance the adaptability of the model.
Overall, the simulated data appears more pessimistic when compared to the
observed time series. To some extent this may originate from the lack of
correlation within the simulated data, as the correlated pairing method still
generates conservative estimates, particularly at the P90 percentiles. Independent
weather window analyses were completed for only one weather parameter (wind
speed or wave height) and revealed some differences when compared to the
observed data for weather window and workability predictions. For example K-
S distances of 0.05 were identified for weather window and workability CDFs
that considered only the wind speed and duration for the personnel transfer
task. This suggests that the difference in the predictions is not solely related
to an inadequately constructed time series, but reflects the nature of the MS-AR
model. It is intended that a large number of meteorological simulations are to
be generated to facilitate Monte Carlo analyses, which can be used to resolve
residual risk. The majority of the iterations of the weather model have relied
on comparisons made against the characteristics of the observed data and whilst
this is a good benchmark or sense check, an identical output cannot be expected
when generating approximately 50 times more years of data. The lower weather
windows and workability estimated at the extreme percentiles may actually be
beneficial, as they demonstrate a perspective on the ‘worst case’ that would not
be described by the observed data set.
8.3 Industrial Impact
It is intended that the methods presented and analysed in this work will make a
positive contribution to metocean risk assessments for offshore wind installations.
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These approaches have supported both academic and commercial practices within
EDF Energy, the sponsoring company of this project.
The weather downtime and subsequent vessel performance assessment completed
using EDF’s ECUME I software were compiled, submitted and published in
the Ocean Engineering journal as part of an IDCORE special issue. The
study presented a structured method to identify and benchmark offshore wind
installation risks relating to vessel capabilities. This study and the published
article, also compared predictions against recorded installation rates and provided
a degree of validation of the tool, despite limited flexibilities in the embedded
logistical engine.
The BOD commercial weather risk assessment was used directly by the project
team to appreciate the potential downtimes that may be experienced throughout
the installation phases. The downtime predictions were used to consider the
financial or operational contingencies that may be required to ensure the project
was delivered on time and in budget. The response from the team at the BOD
project has been extremely positive and has led to further R&D assessments for
marine activities throughout EDF Group.
The Fecamp weather risk analysis was completed to support the EDF EN planning
team in France. As the models were built on a preliminary set of installation
tasks, (yet to be fully defined for the project), this assessment was used mainly to
review the application of the Mermaid simulation tool and the overall modelling
methodology employed. It was demonstrated that a segmented approach may be
useful in assessing the weather risk for individual project phases while it may be
useful to consider combined models for concurrent operational phases.
The weather modelling methodology has been built as a result of close collabora-
tion with colleagues in EDF R&D in France, who were responsible for building a
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next generation marine operations simulation tool. The development of the overall
methodology was regularly presented to this team and the embedded function-
ality scrutinised throughout the progression of the project. The impact of two
different pairing methods for a bivariate wind speed and wave height simulation
has been demonstrated to improve the flexibility of the method for sites with close
correlations between both parameters. The weather modelling methodology has
been delivered to this team in the form of a fully functional Matlab script and
standalone executable file. It is intended that this model will be embedded in a
prototype simulation package, which will aid the assessment of marine operations
in a variety of industrial sectors within the EDF Group.
8.4 Future Work
8.4.1 Numerical Modelling and Vessel Assessments with
ECUME I
The methodology and analysis completed to summarise vessel capabilities using
the ECUME I software has a number of possible extensions.
In this study a number of assumptions and modelling constraints were applied.
Building on the points raised in Section 8.2.1, the logistical durations and
constraints for the operational tasks could be reconsidered to account for improved
operability offered by the most modern installation vessels. Therefore a predefined
set of durations and limits could be built for each round, which could provide an
improved assessment of vessel performance. Furthermore a full description of the
results at difference percentiles could be completed and provide greater insight on
vessel performance and varying levels of confidence.
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It is accepted that the adoption of upper (April) and lower (January) start dates
may not offer the same benefits as seen in smaller projects as it is infeasible to
complete the installation of a Round 3 site with only one main vessel for each
installation phase. It is therefore suggested that future work could consider the
optimum vessel size or adoption of multiples of similar installation vessels in the
development of Round 3 sites that consist of ≥ 250 turbines. Additionally, it
is foreseen expansion in the fragmentation of installation sequences to assess the
impact of suspendability during the operations.
Modelling and investigation of the impact of learning rates observed by Kaiser
and Snyder [114] could also be introduced. This can be modelled in the ECUME
I software tool and presents an interesting expansion of this study. Lastly, a
review on the associated costs for the WDT predictions against charter rates for
the vessels would provide a helpful means of assessing potential trade-offs when
employing particular vessels and sub-contractors.
8.4.2 Commercial Metocean Risk Analyses
The commercial weather risk assessments delivered for the BOD and Fecamp
projects have yet to be validated. As the installation of the BOD project has now
been completed, it is suggested that the predicted and actual delays be compared
to confirm the validity of the modelling approach. It is noted that the actual
installation operations began approximately two months later than the original
Mermaid model for Scenario 1. This implies that the Mermaid models should be
simulated again with updated start dates to provide a fair basis for comparison.
Future analysis of the Fecamp installation should focus on the development of
combined Mermaid models for phases that were predicted to complete before
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preceding tasks. This would give further insight on the impact of knock-on delays
and would improve the planning of these key interactions.
8.4.3 Stochastic Metocean Modelling Methodology
A number of limitations of the stochastic weather modelling methodology were
presented in Section 7.3 and a few generalised alterations to the modelling process
are envisaged for future development.
The interpolation of the simulated monthly sets and the assembly of monthly
realisations have the ability to introduce inconsistencies in wind speed and
wave heights at monthly and annual interface in a fully constructed time series.
This can introduce abrupt shifts or incoherent patterns in the meteorological
predictions at these interfaces and in turn may impact the weather window
characteristics and overall workability. To minimise the presence of these
interfaces, it is proposed that before any interpolation is completed, the monthly
simulations be firstly paired and then assembled into a continuous three hourly
time series. It is expected that if interpolation is then applied to the entire three
hour time series, this would lead to smoother transitions throughout and improve
the overall comparison with observed data.
The approach of pairing the monthly wind speed and significant wave height real-
isations after the MS-AR simulations was introduced to improve the consistency
of the final time series. It was found that this approach may fail to replicate
similar characteristics for sites with strong correlations between the wind and the
waves. It is proposed that the wind speed and wave heights simulations could be
completed simultaneously within the overall methodology, ensuring that the year
of data randomly selected for the MS-AR simulation is kept consistent for both
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parameters, which may maintain any apparent correlations. The authors of the
METIS toolbox, Monbet and Ailliot, offer a bi-variate MS-AR model that relies
on wind direction to resolve the wave height realisations; further testing on this
model type may improve the consistency of the time series. It is reiterated that
this model was not suitable for many of the in-house data sets made available as
they did not contain wind direction data.
It is suggested that the assessment presented in Section 6.5 could be extended
to assess a full set of installation phases with a larger number of tasks, each
with varying wind speed and wave height limitations. The original analysis only
considered two phases across five turbine locations and therefore differences and
inconsistencies in the simulated data may be less pronounced. Additionally, it
is proposed that a time series generated by the correlated pairing technique is
applied, which would provide further insight into the suitability of this modelling
technique.
Lastly, the importance of other meteorological parameters must be acknowledged.
From metocean modelling experience, discussions with operatives and offshore
contractors, weather parameters such as peak wave period, tidal elevation and
current can have a significant impact on vessels and marine operations, either as
singular or multi-dimensional constraints. It is clear that the weather modelling
methodology could be extended to simulate these other metocean conditions,
which may investigate further adaptability of the MS-AR approach or include
other computational techniques to obtain reliable operational predictions.
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BOD P90 weathered Gantt chart -
Scenario 3 - GBF & WTG learning















































BOD P90 weathered Gantt chart -




































Percentage increase in duration by




Dredging & Survey 6.68% 18.48% 56.10%
Filter Layer 35.65% 56.09% 99.41%
Towing GBFs out of Dry Dock 4555.63% 6725.05% 13074.95%
Towing GBFs down River 
Tyne
39.62% 46.42% 110.19%
GBF Installation 20.13% 26.94% 43.50%
Scour Protection 23.81% 25.00% 55.75%
PLGR 0.00% 14.92% 48.03%
Export Cable 12.05% 33.93% 70.31%
Array Cable 0.00% 8.38% 24.32%
Hang off, Stripping & Routing 0.00% 8.00% 21.43%
Cable Burial 0.00% 1.32% 6.81%
WTG Installtion 12.93% 18.09% 37.92%
Mechanical Completion 30.61% 37.90% 55.50%
Final Routing 18.97% 25.71% 56.11%
Commissioning 26.40% 37.05% 63.81%
P50 P70 P90
Dredging & Survey 6.68% 18.48% 56.10%
Filter Layer 35.65% 56.09% 99.41%
Towing GBFs out of Dry Dock 4555.63% 6725.05% 13074.95%
Towing GBFs down River 
Tyne
39.62% 46.42% 110.19%
GBF Installation 23.94% 30.52% 41.36%
Scour Protection 23.81% 25.00% 55.75%
PLGR 0.00% 14.92% 48.03%
Export Cable 12.05% 33.93% 70.31%
Array Cable 0.00% 8.38% 24.32%
Hang off, Stripping & Routing 0.00% 8.00% 21.43%
Cable Burial 0.00% 1.32% 6.81%
WTG Installtion 11.35% 18.82% 38.80%
Mechanical Completion 30.61% 37.90% 55.50%
Final Routing 18.97% 25.71% 56.11%
Commissioning 26.40% 37.05% 63.81%
BOD S1 – No Learn




Dredging & Survey 0.00% 6.07% 37.42%
Filter Layer 5.77% 13.43% 27.06%
Towing GBFs out of Dry Dock 10430.36% 12791.77% 17212.22%
Towing GBFs down River Tyne 46.42% 46.42% 69.43%
GBF Installation 14.70% 20.57% 29.00%
Scour Protection 23.81% 29.76% 46.83%
PLGR 0.00% 10.12% 31.39%
Export Cable 18.08% 31.03% 80.69%
Array Cable 3.38% 9.05% 26.76%
Hang off, Stripping & Routing 6.95% 17.52% 70.76%
Cable Burial 1.23% 11.15% 19.28%
WTG Installtion 25.49% 28.84% 55.59%
Mechanical Completion 55.96% 67.45% 86.11%
Final Routing 43.54% 78.63% 140.00%
Commissioning 51.00% 69.75% 142.48%
BOD S3 – GBF & WTG Learning – 1 Month Delay
BOD S4 – 1 x WTG
P50 P70 P90
Dredging & Survey 0.00% 8.64% 68.69%
Filter Layer 57.69% 117.10% 290.33%
GBF Installation 39.29% 74.07% 118.66%
Scour Protection 113.73% 231.94% 577.97%
PLGR 22.67% 52.91% 80.23%
Export Cable 263.02% 300.49% 368.59%
Array Cable 5.54% 11.09% 17.40%
Hang off, Stripping & Routing 36.00% 58.86% 344.57%
Cable Burial 15.40% 34.14% 61.78%
WTG Installtion 176.51% 479.64% 807.16%
Mechanical Completion 66.88% 87.71% 153.56%
Final Routing 0.00% 52.00% 177.71%
Commissioning 33.03% 66.06% 184.84%
APPENDIX G. Percentage increase in duration by percentile tables - BOD &
Fecamp metocean risk analyses 277
G.2
Fecamp – Installation Campaign 1
Fecamp – Installation Campaign 2
P50 P60 P70 P90
GBS Bedding 11.98% 14.21% 16.99% 30.64%
GBS Installation 15.68% 16.41% 19.64% 23.36%
GBS Scour & Ballast 16.87% 20.10% 21.81% 26.24%
IAG Laying 15.68% 15.98% 24.26% 28.40%
IAG Burial 16.33% 17.53% 19.52% 33.27%
IAG Termination 14.99% 15.73% 17.21% 33.68%
P50 P60 P70 P90
GBS Bedding 28.31% 27.85% 32.42% 59.82%
GBS Installation 25.28% 30.16% 31.41% 42.18%
GBS Scour & Ballast 29.95% 33.24% 35.99% 40.80%
IAG Laying 18.74% 19.25% 22.66% 31.01%
IAG Burial 16.89% 21.62% 23.87% 32.77%
IAG Termination 12.90% 13.90% 14.74% 23.37%
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Distribution of monthly weather
windows and percentage
workability: ≥30 hours, ≤ 13.6 m/s
& ≤ 1.5 m - Paired-by-means
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Figure I.1: Distribution of monthly weather windows and percentage workability:
≥30 hours, ≤ 13.6 m/s & ≤ 1.5 m - Paired-by-means
(a) UK North East: Boxplot of monthly
weather windows ≥ 30 hours
(b) UK North East: Boxplot of monthly
percentage workability
(c) France West: Boxplot of monthly weather
windows ≥ 30 hours
(d) France West: Boxplot of monthly percent-
age workability
(e) English Channel: Boxplot of monthly
weather windows ≥ 30 hours
(f) English Channel: Boxplot of monthly
percentage workability
Appendix J
Distribution of monthly weather
windows and percentage
workability: ≥30 hours, ≤ 13.6 m/s
& ≤ 1.5 m - Correlated Pairing
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Figure J.1: Distribution of monthly weather windows and percentage workability:
≥30 hours, ≤ 13.6 m/s & ≤ 1.5 m - Correlated Pairing
(a) UK North East: Boxplot of monthly
weather windows ≥ 30 hours
(b) UK North East: Boxplot of monthly
percentage workability
(c) France West: Boxplot of monthly weather
windows ≥ 30 hours
(d) France West: Boxplot of monthly percent-
age workability
(e) English Channel: Boxplot of monthly
weather windows ≥ 30 hours
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A B S T R A C T
Marine operations play a pivotal role throughout all phases of a wind farm’s life cycle. In particular uncertainties
associated with offshore installations can extend construction schedules and increase the capital expenditure
(CAPEX) required for a given project. Installation costs typically account for approximately 30% of the overall
project cost. This study considers the installation modelling for UK offshore Wind Rounds 1 and 2 using proba-
bilistic simulation tool. The tool is used to output time-domain predictions for the completion of key installation
phases. By varying key wind farm characteristics such as distance to shore and the number of turbines, an
assessment of vessel performance was completed for each round by reviewing recorded durations predicted by the
software. The results provide a quantification of installation vessel performance and the associated deviations
present a measure of installation risk. It is identified that the Round 1 vessels experience less weather downtime
but higher variability and the Round 2 vessels perform more consistently but experience larger delays. The paper




Offshore wind farm (OWF) development has increased steadily
throughout the UK over the last decade and is predicted to maintain this
momentum until at least 2020 (Offshorewind.biz, 2016; Renewable UK,
2016). The UK has more offshore wind turbines than the whole of the rest
of Europe. 1.5 GW is currently under construction with a further 5 GW of
projects yet to begin development (The Crown Estate, 2015). As turbine
sizes, distances from shore increase, weather becomes more severe and
water depths span beyond 30 m, the logistical challenge becomes ever
more prominent for prospective developers.
Marine operations play a pivotal role throughout all phases of a wind
farm’s life cycle, yet uncertainties associated with offshore installation
can extend construction schedules and increase the capital expenditure
(CAPEX) required for a given project. Installation costs can account for
approximately 30% of the overall project cost and it is anticipated
informed engineering decisions in this area present further cost saving
potential (Krohn et al., 2005). The increasing remoteness and heightened
weather conditions for the UK’s future OWFs, increases the complexity of
the marine operations and the importance of making the correct de-
cisions prior to development and sourcing of the correct vessels to
complete the tasks.
At the beginning of the OWF development in the UK in 2001, the
vessels used for construction introduced bottlenecks and delays in con-
struction. This was caused by a lack in availability of specialised vessels
as these were predominantly used in the oil and gas sector, introducing
competition for their services. In some cases the vessels were oversized or
not ideally suited to the operations, which were often sourced at over-
inflated charter rates. As OWF development increased, the industry
began to manufacture purpose built offshore wind vessels that would
offer more deck space, cope with more severe weather and reduce overall
installation durations (Offshore-technology, 2012).
This paper considers the installation modelling for UK offshore Wind
Rounds 1 and 2. The analysis is based on time-domain predictions for the
completion of key installation operations under user specified exceed-
ance probabilities, commonly used by investors to determine a project’s
* Corresponding author.
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viability and used by developers to assess their risk preferences. By
varying key wind farm characteristics, an assessment on the performance
of typical installation vessels adopted for each of the UK development
rounds is investigated with the use of an OWF installation decision
support software tool. A comparative analysis of the predicted durations
between each of the two offshore wind rounds is completed. this analysis
will help inform planning operatives when considering vessel selection in
their next project and reveal if further innovation is needed to overcome
delays when developing future OWFs.
The remainder of the paper is structured as follows: Section 2 presents
a brief literature review of the most pertinent work in this field. In Sec-
tion 3, we begin with a description of the wind farm installation software
and an overview of the processes applied within the tool. We then
describe in Section 3.3 the various sources of meteorological data used
for each round and provide a justification for their selection. The key
OWF characteristics to be varied throughout the simulations is included
in Section 3.4. These are applied to resemble the range of OWF sizes and
remoteness, typically experienced within each round. It is also intended
that these highlight the characteristics that can significantly impact the
progression of offshore installation operations and where further tech-
nological innovation can be explored. Section 3.5 describes the process
used to identify the typical vessel spreads used in each offshore wind
round and Section 3.6 describes the fundamental OWF installation op-
erations and their associated environmental limits. Section 4 presents an
overview of the results, which are supported with discussion in Section 5,
covering the outcomes by round, value to planners and future work.
Finally, a summary of our findings and relevant conclusions are pre-
sented in Section 6.
2. Literature review
The work on the modelling of logistical requirements and installation
of OWFs has increased over the last five years in an attempt to reduce
uncertainty associated with accessing and completing work at offshore
locations. This type of modelling and analysis allows practitioners to
review the installation of an OWF in advance, so that developers can
prepare for certain outcomes in terms of cost or delay.
Many authors focus on the modelling of the construction operations
and subsequent weather risk analyses. Irawan et al. (2015) look to
address the scheduling issues surrounding offshore wind construction by
means of an integer linear programming method to identify the optimal
installation with lowest costs and shortest schedules, combining weather
data and vessel availability. Their investigation in the use of meta-
heuristic approaches such as Variable Neighbourhood Search (VNS) and
Simulated Annealing (SA) was found to offer reasonable results with low
computation time. Their approach is compared against a linear pro-
gramming optimiser known as CPLEX, which is found to identify the
optimum solution but takes longer to reveal the answer.
Others have considered the specific modelling of the logistics sur-
rounding the installation steps, where Barlow et al. (2015) review what
vessels and operations are most susceptible to weather constraints during
the installation campaign. Their study aims to assess the impact of
operational and vessel improvements over recent times, indicating that a
non-linear relationship exists between vessel limits and the duration of
the installation. It is also concluded that load out operations appear most
susceptible in adverse weather conditions.
Logistics are again the topic in the paper presented by Vis and Ursavas
(2016) where their modelling approach reveals that the key activities
impacting performance are the vessel loads, distance to shore and the
pre-assembly strategy adopted for the main wind turbine components.
They recommend that a pre-assembly strategy should be employed that
presents the optimum choice between the lowest number of lifts possible
and themaximum number of turbines that can fit on a vessel. This reflects
that the optimum will differ in each offshore wind project but careful
consideration of these two parameters should help reveal the best solu-
tion for a given project.
Scholz-Reiter et al. (2011) point out that bad weather conditions are
the main cause for delays in the logistics and installation of an offshore
wind farm. They apply their mixed integer linear programming (MILP)
model to identify the optimal installation schedule for different weather
conditions and the loading operations. Their study considers the instal-
lation of 12 turbines across three synthetically produced weather sce-
narios, each representing either good, medium or bad weather and the
tool is used to identify optimal installation schedules for the vessels. They
acknowledge the stochastic nature of weather conditions and express an
interest in developing their tool and assess the impact of weather un-
certainty beyond these initial three categories.
Ait-Alla et al. (2013) developed a MILP model to minimise the
installation costs by considering vessel utilisation and fixed costs that
span the length of the installation period. Their approach considers the
weather in a deterministic manner and reviews the outcome of two
installation scenarios.
Muhabie et al. (2015) consider the use of discrete event simulation by
considering weather restrictions, distances, vessel capabilities and as-
sembly scenarios. They consider the use of real historical weather data
and generated data sets adopting a probabilistic approach. The results
demonstrate a good level of agreement between the two approaches
when considering the average mean lead-time and reference future work
to optimise the fleet sizes, capacities and overall installation strategies.
This paper evaluates the installation durations and subsequent vessel
performance during the construction of an OWF. A probabilistic function
to simulate the weather is enclosed within the adopted tool, which is
capable of producing a range of results under user specified exceedance
probability quantiles. The user defined exceedance quantiles provides an
assessment of installation risk at different confidence levels. This presents
a key benefit over the tools reviewed in this section as it offers the
adaptability to planners and investors as required. The tool can simulate
the full installation of an OWF, handled in phases and considers the
environmental constraints of the operations and vessels across the pre-
dicted weather outcomes.
3. Methodology
This paper employs an offshore wind installation software simulation
tool to determine the installation duration of an Offshore Wind Farm
(OWF) in advance. Moreover, a focus on the predicted performance of
vessel technology, synonymous of typical vessel spreads used throughout
the first two UK offshore wind rounds, are analysed to identify the
variation in installation durations and weather downtime.
3.1. Wind farm installation software
The software tool relies on Monte Carlo methods to simulate multiple
independent scenarios of the defined installation strategy for an offshore
wind farm. The tool considers risk as delays to the installation, imposed
by adverse weather conditions. A HMM model (Rabiner and Juang,
1986) has been used to generate each meteorological scenario informed
historical weather data, which begins with the evaluation of a transition
matrix A for the Markov chain. This matrix represents the evolution of
the weather parameters: wind speed (Vt), wave height (Ht) and speed of
the sea current (Pt). In this study, the wind speed and wave height are the
Fig. 3.1. Schematic representation of the Markov Chain: Wind Speed (Vt ), Wave Height
(Ht ), Current Speed (Pt ).
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only weather conditions evaluated. Meteorological parameters are
intrinsically stochastic but also exhibit some continuity over time.
Therefore, at any one time, if the sea is in a certain state, it is more likely
that the next time (one hour, for example), the sea remains in a similar
state. The main characteristic of a Markov chain is that the next state
depends only on the state at the current point in time, which is described
by Fig. 3.1. If the probability of moving from one state to another are
known, then it is possible to generate meteorological parameters and
thus to obtain a new weather scenario.
Each element of the transition matrix A, is the probability for the
arrival of state j is knowing the initial state i. A is a matrix of size n  n
with n the number of states of the Markov chain. The vector π of the
initial probability array of the hidden states is also determined for chain
size n. It is possible to obtain empirical estimates of this matrix and vector
by:
A ¼ ðai;jÞ1i;jn and π ¼ ðπiÞ1in
where:
ai;j ¼ number of transitions i→ jnumber of transitions from i
and
πi ¼ number of observations in the state itotal number of observations
For a given initial state, the number of arrivals of possible states is
relatively low at a maximum of 30. Thus the matrix A, contains many
zeros and forms what is called a matrix dig. For each initial state i, it is
best to store only the non-zero values eAðiÞ and associated indices PðiÞ,
which is defined as:
PðiÞ ¼ jjai;j > 0 and eAðiÞ ¼ ðai;jÞj2PðiÞ
Once the estimated transition matrix is established, the software will
simulate a weather scenario over a period specified, which corresponds
the maximum installation duration envisaged by the user. The software
simulates the weather at the time iþ 1 knowing the state of the weather
at the time i according to transition matrix. The method relies on a
monthly transformation in the data in order to ‘normalise’ the environ-
mental data to a stationary form, which is inspired by Dinwoodie et al.
(2012). The transformed data is assumed to be embodiment of a Markov
chain and the matrix A, and the vector π are estimated on these trans-
formed data. After the simulation of the Markov chain is applied to
reconstruct the monthly outcomes into one meteorological scenario. An
overview of these steps is demonstrated by Fig. 3.2.
Xi:k ¼ ðXð1Þi:k ;Xð2Þi:k ;Xð3Þi:k Þ is regarded as the vector of three meteorolog-
ical parameters for the i-th observation, during month number
k; k 2 f1;2…; 12g. The monthly processing carried out in the method is




Where μðhÞi:k and σ
ðhÞ
i:k are the mean and standard deviation of the parameter
number h over the month number k. The meteorological parameters are
supposed to take their values in a discrete space and have a finite number
of states.
A given meteorological scenario is used directly within each Monte
Carlo simulation to calculate a duration for each primary installation
phase. Eight installation phases are considered within this study, which
are as follows: Dredging&Survey, Foundation, Transition Piece, Turbine
(WTG), Scour Protection, Pre-lay Grapnel Run (PLGR), Cable Installation
and Cable Burial. These phases include sequences that comprise of sub-
tasks, elementary to the operations. The tool allows phases to be sus-
pended once a sequence has been completed and uses their base duration
to determine if an adequate weather window is available, or if the vessel
should hold station offshore. A weather window can be defined simply as
weather conditions that are predicted to stay within the environmental
limits of a sequence, for a specified duration.
Once the software has computed the predicted durations, these can be
processed to reveal the average Installation Rates (IRs) and weather
downtime (WDT) for each of the installation phases. The P90 exceedance
quantile was selected as the referenced result category, providing 90%
Fig. 3.2. Schematic of the principal method.
Fig. 3.3. Flowchart of logistical process.
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confidence that the predicted durations will not be exceeded. The nu-
merical results allow the calculation of Key Performance Indicators
(KPIs). In this study we use the duration for each phase divided by the
number of wind turbines associated to the given model to reveal an
average IR in days per turbine (Days/WTG). Similarly, the base un-
weathered duration for each installation phase is deducted from the
predicted duration to reveal the average weather downtime (WDT) that
can be expected for each turbine location under the individual phases.
These IRs and WDT values can then be generally compared between the
rounds to assess the impact of vessel technology. Additionally, the vari-
ation about the mean IR and WDT predictions, can be used to estimate
the installation risk that may be anticipated for each installation phase.
3.2. Model calculations
A high level description of the methodology applied within the tool
for the execution of installation phases is as follows. Firstly, the ship to be
used for an installation phase is mobilised. The vessel goes offshore as
soon as it’s shipping weather limits are satisfied. Next the logistics model,
as outlined in Fig. 3.3 is used to apply the phases considering the make-
up sequences within each phase. This process initially recognises phases
that were not completed in the previous weather window and the process
begins at the first of the remaining sequences, otherwise the tool iden-
tifies the maximum number of phases to be handled by the vessel and if it
is within these bounds, the process begins with the next phase in hand. It
is determined if a weather window exists, where the environmental limits
of the next sequence are satisfied for the corresponding duration. If the
conditions are not satisfied, the software continues to search for a suit-
able weather window and whilst none are available, the vessel holds
station. This stands unless the weather conditions become worse than the
waiting condition limits for the vessel, meaning the vessel returns to port
and awaits the next opportunity to set sail to site.
The completion of each sequence marks the end of the weather
window search and the tool assesses if the vessel can remain on site,
either by the maximum number of phases or by the predicted weather
conditions. Again, if poorer weather is predicted and the environmental
limits allow, the vessel can hold station. If the vessel is in the middle of a
current phase or there are phases to complete, the process starts over and
searches for a window to complete the next sequence. This iterative
process continues and is applied to all installation phases until they are
complete for each wind turbine, after which the vessel for the given
phase is demobilised and the next vessel begins the subsequent phase in
the defined schedule. Finally, the process is complete when themaximum
number of Monte Carlo simulations has been reached. The predicted
durations for each installation phase are presented with a start and an
end date. These dates are recorded under user specified exceedance
quantiles such as P50, P70 and P90. It is these predicted durations that
are used as the main source of results in this study, as presented in Section
4.
3.3. Meteorological data
Meteorological data was obtained from separate hindcasts used for
the two offshore wind rounds. In each simulation, a single metocean time
series is used to inform the HMM, which generates 1000 stochastic
weather scenarios. These scenarios provide a basis to assess the pro-
gression of the installation phases by considering the environmental
limits of the sub-tasks and vessels specified for each round. Data from
Teesside and Greater Gabbard was selected, representing the conditions
of Round 1 and Round 2 sites respectively. The wind speeds in each data
set are referenced at 10 m. Teesside offshore wind farm is located off the
north east coast of England and its near shore location is synonymous of a
Round 1 project. The data set was developed by a private consultant,
drawing on field and modelled data to construct a metocean time series.
For Round 2, publicly available data for the Greater Gabbard offshore
wind farm was sourced from The Crown Estate’s Marine Data Exchange
(The Crown Estate, 2015). Greater Gabbard is located off the English
Suffolk coast and is close to the average distance of all Round 2 sites.
3.4. Wind farm characteristics
The key OWF characteristics for each project within the two offshore
wind rounds have been reviewed based on the information included in
Renewable UK (2015). This identified mean, maximum and minimum
characteristic values across all of the OWFs in each round. The charac-
teristics varied within the simulation tool and the values identified for
each round, are listed in Tables 3.1, 3.2. For each OWF round, 11 cases
were simulated, beginning with a mean case for all parameters and then
varying one parameter at a time with either a maximum or minimum
value. Two ‘extreme’ cases are included, comprising of maximum and
minimum case for the number of turbines and distance to shore com-
bined. To consider the impact of start date selection, three dates were
selected to investigate the impact of seasonality across the two rounds.
April was chosen to resemble construction beginning in the spring,
August for summer and December for a winter start.
3.5. Vessel technology&spreads
An assessment of the vessels used across all of the OWFs within the
consenting rounds in Renewable UK (2015), was completed to identify
Table 3.1
Round 1 OWF characteristics.
Parameter Maximum Mean Minimum
No. of Turbines 60 31 2
Expected Start Date 01/04/2017 01/08/2017 01/12/2017
Inter-turbine distance (km) 0.82 0.67 0.46
Distance to shore (km) 11 6 2
Table 3.2
Round 2 OWF characteristics.
Parameter Maximum Mean Minimum
No. of Turbines 175 93 18
Expected Start Date 01/04/2017 01/08/2017 01/12/2017
Inter-turbine distance (km) 1.08 0.84 0.63
Distance to shore (km) 40 19 7
Table 3.3
Vessel types and spread by round.
Phase Round 1 Round 2
Vessel Type Ref. Vessel Type Ref.
Dredging&Survey Injection Dredger Van Der Kamp (2015) TSHD Royal Boskalis Westminster (1999)
Foundation WTIV MPI Offshore (2016) Heavy Lift Vessel Seaway Heavy Lifting (2016)
Transition Piece WTIV MPI Offshore (2016) Floating Crane Van Oord (2015)
WTG Jack-up Barge A2Sea (2013) WTIV MPI Offshore (2016)
Scour Protection Rock Dump Peter Madsen Rederi (2013) FPV DEME Group (2014)
PLGR Multicat Damen Shipyards Group (2016) Offshore Vessel Peter Madsen Rederi (2013)
Cable Inst. Barge Ugland Construction AS (2006) CLV Royal Boskalis Westminster (2014)
Cable Burial MPSV Van Oord (2015) MPSV Fugro (2016)
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the typical vessel spread used at the time of installation. It is accepted
that the categorisation by UK Offshore Wind rounds does not mean all
construction activities were completed within an allocated time frame as
some Round 2 sites were installed before Round 1 projects, however this
classification was adopted to gauge the impact of step changes in vessel
technology.
To identify the main vessel types used to install or planned for
installation of each OWF, reference to the vessel listings for each
respective wind farm on 4C Offshore were used to populate a vessel
database for each round (4C Offshore Ltd, 2016). Using the parent
installation phases as a guide, the vessel database for each round was
then assessed to reveal the most common vessel type chartered for each
phase, which produced a representative vessel spread for each round. It
should be noted that the vessel spreads for each round, included in
Table 3.3, are based on the transparency of information published on the
4C Offshore website. The provided references give more detail on the
general vessel type, and a full list of vessel characteristics used in the
study are appended in Table A.1. For each vessel type identified and
listed in Table 3.3, the referenced vessel specifications were used to
generate approximations for the loaded and unloaded transit speeds in
conjunction to survival limits for wave height and wind speed. Where
some environmental limits were not listed on the specification sheets,
generic references or limits for similar vessels were used to approximate
the relevant values (Dalgic et al., 2015; Douglas Westwood, 2013;
Sperstad et al. 2016; Thomsen, 2012; Van Oord ACZ, 2001). Whilst this
information is sufficiently detailed for modelling, analysts will have more
specific information from the vessel operators to plan the marine oper-
ations. The commissioning phase of the wind farm, which predominantly
adopts crew transfer vessels (CTVs) to transfer technical personnel to the
turbines, has not been considered.
Eight offshore installation phases are considered for analysis and are
summarised in Table 3.3, which specifies the installation phase and
vessel used in the model set-up. It should be noted that all vessels are
assumed to have the capacity to remain offshore to complete the work at
all turbine locations, with the exception of the vessels used for the
foundation, transition piece and WTG installation phases, which are
limited to a maximum of three turbine locations per voyage. This limi-
tation is discussed further in Section 5.4.
Each phase and vessel choice for the different rounds are described in
the following passage. The dredging&survey phase prepares or clears the
seabed before the main OWF construction activities begin and ensures
the work has been completed to a sufficient standard. Dredging is not
required for all projects but has been included to acknowledge some form
of seabed preparation common to many sites. It is assumed that the
dredging phase follows on from and is prescribed by, an extensive seabed
survey. This is completed well in advance of the main construction ac-
tivities to inform project teams of any unexploded ordnances, potential
obstacles, seabed integrity, the applicable foundation type(s) for the site
and the extent of dredging operations required. A dredge vessel can be
fairly simple, consisting of a barge equipped with a backhoe excavator to
more advanced dynamically positioned (DP) vessels that include trailing
suction hopper technology (TSHD) (Kaiser and Snyder, 2012). Less so-
phisticated dredgers were used in earlier UK projects, but as installations
have moved further from shore, developers have discarded traditional
monopile foundations for gravity based or jacket structures. This requires
improved accuracy and subsequent manoeuvrability of the dredge ves-
sels, demanding the most advanced technology available to developers.
The second phase considered is the foundation installation phase.
From review of the vessels used for foundation works in both rounds, it is
evident that different types of vessels have been employed to deal with
the variation or trends in foundation type used between rounds
(Renewable UK, 2015). The majority of Round 1 sites adopted monopile
foundations as these could be installed quite easily in the nearshore lo-
cations synonymous with the majority of these sites. This type of
installation can be handled on board jack-up barges and dedicated wind
turbine installation vessels (WTIVs) and this type of vessel was identified
as the most common vessel in Round 1. Round 2 sites are generally
greater in size and located further from shore, leading to more chal-
lenging conditions for installation. This shift presented further logistical
challenges and often heavy lift vessels that could deliver and install
foundations were employed to reduce materials handling at the offshore
locations
The installation of the transition piece, which is the structural section
that links the monopile and wind turbine, is the next installation phase.
The transition piece provides a fendering area for crew transfer vessels to
interface with the structure and a ladder for personnel to climb onto the
platform before entering the turbine for either construction or mainte-
nance tasks. It is common that the transition piece is prefabricated onto a
jacket or tripod foundations, but it is assumed that monopile configura-
tions are used for the installation campaigns considered throughout in
this paper.
The wind turbine installation phase was found to adopt some form of
dedicated WTIV across in both rounds. These vessel types incorporate
four to six legs that rest on the seabed and elevate the main body of the
WTIV above the water. This protects the vessel from wave heights be-
tween 1.5 – 3 Hs, depending on vessel design, and helps stabilise the
lifting operations. These vessels are also used to transport between three
to eight turbines at a time, depending on the available cargo capacity and
the installation strategy adopted. As indicated in Section 3.5, the turbine
installation vessel has an assumed capacity of three turbines per voyage.
The whole lifting process remains sensitive to the conditions, particularly
wind speed and when individual blades or assembled rotor sections are
hoisted, the environmental limits are often lowered. A number of
different WTG installation strategies have been used in various projects
as presented in Kaiser and Snyder (2012). These range from individual
sub-section lifts for the towers and single blades, through to fully
assembled turbine lifts. It is assumed that the lifting strategy is identical
in both rounds to limit the amount of modelling permutations
considered.
The ‘bunny-ear’ configuration with a 2 stage tower lift was selected as
the most applicable strategy as this presented a compromise between
fully assembled and an individual component installation. In this
installation strategy the maximum and minimum tower sections are
connected on land, as with the rotor, which is pre-assembled, consisting
of a nacelle and 2 blades attached. This results in a total of three lifts at
the turbine location beginning with the tower, then rotor and finally the
third blade (Maples et al., 2013). It should be noted that the reference
duration in Table 3.4, represents the approximate time to install each
turbine using in the bunny-ear configuration and this figure would
fluctuate for each of the installation strategies presented in Kaiser and
Snyder (2012). In Round 1, jack-up barges without their own means of
propulsion were commonly used. These vessels often have modest
elevation heights and are dependent on other vessels such as anchor
handling tugs (AHTs) to transit and manoeuvre the barge to each wind
turbine location. Self-propelled jack-ups started to be used in Round 1 but
were more commonly chartered for Round 2 projects. This next stage in
WTIV design presented improved manoeuvrability, elevation heights and
deck space, offering improved cargo capacities and logistical options.
Scour protection is installed to prevent structural instability around
Table 3.4







Dredging&Survey 48 11 1.5
Foundation 48 12 2
Transition Piece 24 12 2
WTG 24.5 8 2
Scour Protection 14.4 15 2.5
PLGR 14.4 20 2
Cable Inst. 31.7 15 1.5
Cable Burial 36 12 3
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the foundation of an offshore wind turbine, induced by tidal flow or wave
action. The specific solution depends on the foundation selected, the
long-term meteorological conditions and the seabed material. Rock-
dumping is often used to place variable grades of stone around founda-
tions or protection is placed over vulnerable cable lengths in the form of
concrete mattresses. This phase can be completed with a hopper barge
and towing tug or more commonly with a dedicated side stone dumping
vessel or with more sophisticated fall pipe vessels (FPV). It is assumed in
these analyses that the scour protection is installed around the base of the
mono-pile foundations.
The pre-lay grapnel run (PLGR) is used to clear debris along the cable
route before installation, ensuring that hazards do not interfere with
cable laying and burial phases or during future maintenance operations
(Offshore Wind Programme Board, 2015). A hook like anchor is pulled
during this process and relies on the forward motion of the vessel to work
the seabed, creating a narrow trench of approximately 1 m depth along
the cable route. A multi-purpose workboat with a bollard pull of roughly
20 tons, is normally used for this activity.
Cable laying operations require a dedicated cable lay vessel (CLV) to
lay the inter-array cables between the turbines and export cable to the
onshore substation or from the offshore substation to the cable landfall
point. Earlier projects often employed adapted barges that feed out cable
from a pre-installed cable carousel due to the near shore, sheltered
conditions (Energy Institute, 2014). These rely on other vessels to tow
and install anchoring arrangements to keep the barge to the designated
cable path as these vessels are not equipped with dynamic positioning
(DP) systems. It is assumed that this type of installation was used for the
Round 1 project and is modelled with a transit speed that resembles the
speed of an AHT, of between 6 and 8 knots. In some instances an adapted
supply vessel was used to take advantage of the DP capabilities but for the
majority of the Round 2 projects, specifically designed CLVs were
employed to cope with more extreme conditions and exposed cable
routes. Many of these vessels can handle simultaneous laying, trenching
and burial operations but often a secondary vessel is assumed to complete
the trenching and burial phases (Bard and Thalemann, 2011).
The cable burial phase is assumed to enclose both the trenching
process and final burial of the cable. The study also assumes that a post-
lay burial operation is applied in both rounds utilising a secondary multi-
purpose support vessel (MPSV) or large survey vessels. This ‘lay and
trench’ technique deploys an ROV from the parent multi-purpose vessel
to trench around and bury the cable in one operation. The main logistical
steps of this phase are assumed to relate to the parent multi-purpose
vessel and a burial duration was selected on a per wind turbine basis.
3.6. Operations, environmental limits&durations
To assess the vessel technology from Round 1 and 2, a set installation
scenario is used, presented in Table 3.4. To resemble a typical installation
programme, a number of the phases were set to run simultaneously. The
Foundation phase was specified to begin once the Dredging and Survey
phase had reached 60% completion, the Transition Piece installation
began when 40% of the Foundation phase was completed, Turbine
installation began after 20% of the foundations were installed, Scour
Protection follows at 80% of completion, 100% for the PLGR phase,
Cable Installation at 60% of the PLGR Phase and Cable Burial only begins
after the Cable Installation had completed to 100%.
Each of the main installation phases were allocated with environ-
mental limits, independent of the associated vessel restrictions and
resemble the maximum conditions that can be experienced when
completing these offshore operations, separate from vessel capabilities.
The same task parameters are assumed in both rounds, which are to the
author’s best knowledge and experience, a fair representation of the
expected values for these installation operations. It is reiterated that
separate environmental limits exist for the different vessels in terms of
transit and waiting modes. As soon as the weather conditions are below a
vessel’s transit limits, the vessel will set sail to the offshore site. The
transit time is calculated simply by dividing the distance between the
farm and the port by the vessel speed. If at any point, the weather con-
ditions exceed the transiting limits during an outward or inter-turbine
voyage, the vessel returns to port. When the transit duration has been
completed, the vessel is on site and the software calls on the limits and
durations applied to the installation phases. This determines if a suffi-
cient weather window exists to start an installation sequence or if the
vessel should wait for the next available weather window, if the waiting
conditions of the vessel are satisfied.
Three main characteristics are used for each installation step within
the models: 1. Reference Duration (average number of hours spent per
WTG), 2. Maximumwind speed (m/s) and 3. Maximumwave height (m).
Reference to available literature such as (Maples et al., 2013; Douglas
Westwood, 2013) and in-house planning documentation was used to
establish the base installation durations, wind speeds and wave heights
for each phase listed in Table 3.4.
4. Results
To assess the impact of vessel technology on construction durations
for offshore wind farms, the scenarios in Section 3.4 were applied using
the simulation tool described in Section 3.1. For both wind rounds, 11
cases were constructed, initially taking one mean case of all parameters,
eight cases where each parameter was run with an maximum and mini-
mum value in turn, and two extreme cases combining a maximum and
minimum situation for the number of turbines and distance to shore. The
main characteristics of the vessels under analysis are the transit and
survival limits, which are composed of a maximumwave height andwind
speed as listed in Table A.1. The transit speeds of each vessel for loaded
and unloaded states are also specified. An overview of the vessel spreads
used for each round is included in Table 3.3.
Each simulation is run for a 1000 iterations to obtain sufficiently
accurate results. The average simualtion time for a round one case was 1
day and 1.6 days for round two. For each of the individual 11 cases, the
software produces a calendar output for all installation phases, recorded
under user specified exceedance quantiles. The predicted duration for
each installation phase is presented with a start and an end date, meaning
the results are rounded to the nearest day. The P90 duration quantile was
selected for analysis in this study, as it provides greater certainty that the
predicted values will not be exceeded when conducting these type of
operations offshore. The predicted P90 duration for each phase are
divided by the number of turbines specified in each case, to reveal the
average installation rate (IR) in days per turbine (Days/WTG). The IR
represents the average number of days required to complete the
Fig. 4.1. Average Installation Rate in Days/WTG (or WTG Location) [ 1 S.D.].
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installation task at each turbine in the model, including the impact of
weather delay. To demonstrate how these results can be used in practice,
an average result for weather downtime (WDT) is calculated by
deducting the base duration from the predicted P90 duration for the
phases in each case. The base duration in each phase is calculated using
the net time to complete the installation tasks without the impact of
weather delay, and multiplying this by the number of turbines in each
case. The resulting WDT duration is once again divided by the number of
turbines for each case, to reveal a WDT value for the individual instal-
lation phases in Days/WTG.
Within each case eight IR and WDT values are collected, corre-
sponding with the number installation phases. For each round, a total of
11 cases were collected and an average IR and WDT for the eight
installation phases, was computed from this compilation, as shown in
Figs. 4.1 and 4.2. As discussed in Section 3.1, the deviation from these
averages is regarded as a means to estimate the installation risk in the
potential outcomes.
Box plots that show the variation in the results are presented in
Figs. 4.3a to d and a comparison of the recorded variation in each phase
in both rounds, is included in Fig. 5.3. The greatest variability in the
results were observed for the Foundation, Transition Piece and Wind
Turbine installation phases, as represented by the larger bars in Fig. 5.3.
This indicates that the greatest risk is estimated to occur within these
phases, although the Round 2 figures demonstrate lower deviation
despite higher durations.
4.1. Results overview
The IR for each of the eight phases was used to compare the differ-
ences between the vessel spreads of each round. Fig. 4.1 presents a
summary of the installation rates in days per wind turbine (Days/WTG).
The results in Fig. 4.1 show that Round 1 is predicted to have the
smallest IRs, with the largest recorded for the dredging and survey,
foundation and WTG installation phases, predicted to be around 4.2, 4.1
and 3.6 Days/WTG respectively. The results for Round 2 show the
greatest IRs and the largest are again recorded for the same phases at 5.4,
4.4 and 6.3 days/WTG respectively. It can be generalised that Round 1
appears to outperform Round 2 vessels in terms of installation rate, by
approximately 25% on average across the eight installation phases. The
biggest difference between Round 1 and 2 is seen with the Dreg-
de&Survey phase at around 1 Day/WTG and the WTG installation phase
at approximately 2.5 Days/WTG.
As a direct consequence of the results presented in Fig. 4.1, knowing
the base duration for each of the installation phases allows for the
amount of WDT to be identified. The weather delay expected on average
for each phase between the two rounds, is presented in Fig. 4.2. This
confirms that the greatest delays are observed in the Round 2 phases.
This process presents a method for predicting the average WDT for each
installation phase. If this approach was used to analyse a case specific
simulation, built to match the characteristics of a prospective develop-
ment, this would provide a basis to scale the results by the number of
turbines and reveal an approximate overall WDT for each installation
phase.
4.2. Results by round
The results for the individual rounds were further analysed to
determine the distribution of phase durations predicted by the software.
The box plots of the IRs and WDTs in each round have been aligned in
Figs. 4.3a to d. In terms of WDT, Figs. 4.36c and d demonstrate the same
range of distribution as the IRs, but at lower values. A plot of the quan-
tification of the inter-quartile ranges for the IRs and WDTs from each
phase across the two rounds, is included in Fig. 5.1.2 and is used to
demonstrate the spread in the results, which can be used to signify the
installation risk for the combined vessel-phase configurations. This is
calculated by simply subtracting the bounds of the first quartile from the
third quartile, for each of the installation phases in Rounds 1 and 2.
Fig. 4.3a demonstrates a considerable range for the installation pha-
ses in Round 1, particularly in the Wind Turbine (WTG), Transition piece
and Foundation installation steps, as demonstrated by the broad space
taken by the interquartile range (IQR). The variability of these IRs span
from approximately 2.4 to 5.5 Days/WTG with an IQR of about 3 Days/
WTG for the Foundations, 1.4 - 3.9 Days/WTG with an IQR of 2.3 Days/
WTG for the Transition Pieces and 1.9 - 5.3/WTG days with an IQR of 3.4
Days/WTG for the turbines. All of the phases demonstrates a skew to-
wards the upper values of the data. The Dredging&Survey, Cable
Installation and Cable burial phases exhibit lower variance in the results
and a nominal range was predicted for the Scour and PLGR stages, with
the majority of these phases taking 1 day or less per wind turbine.
Fig. 4.3c shows similar variance between the Round 1 IR and weather
downtime predictions (WDT). Based on the results in Fig. 4.3a, it can be
expected that the greatest ranges would be seen at the Foundation,
Transition piece and Wind Turbine installation phases at 0.4 - 3.6 Days/
WTGwith an IQR of 3 Days/WTG, 0.4 - 2.8 Days/WTGwith an IQR of 2.3
Days/WTG and 0.8 - 4.3 Days/WTG with an IQR of 3.2 Days/WTG
respectively. Again, the medians for these phases are skewed towards the
upper data in the plots. The distribution of all phases in Fig. 4.3c have a
near identical profile as seen the IRs. The Scour and PGLR phases are
predicted to have the lowest WDTs and subsequent WDT in Round 1
without much variation, while the three key phases of the Foundation,
Transition Piece andWind Turbine installation present the highest values
in terms of delay.
Fig. 4.3b shows generally smaller ranges for the results when
compared to Round 1. The broadest IQR distributions relate to the
Dredging&Survey, Transition Piece and Wind Turbine phases at 0.5, 0.4
and 0.45 days/WTG respectively. The Foundation and Transition Piece
installations have an overall range of approximately 2 Days/WTG and the
largest recorded for the WTG installation at 4 days/WTG. The same
distribution profiles are again replicated in the WDT plots shown in
Fig. 4.3d and once more the Scour Protection and PLGR phases demon-
strate the lower weather downtime. The Dredging&Survey, Foundation
and WTG installation phases are shown to have the largest values in
terms of WDT. Generally, it was found that the installation rates andWDT
predicted for the phases in Round 2 are higher in comparison to Round 1.
However the results seem more consistent as the distributions are quite
narrow and this smaller variation indicates a reduction in installation
risk.
Fig. 4.2. Average Weather Downtime in Days/WTG (or WTG Location) [ 1 S.D.].
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5. Discussion
The outcomes and reasoning surrounding the results is covered in this
section. We begin with the Installation Rates andWDT values included in
Figs. 4.1 and 4.2, which list the average result for the various scenarios
within each installation phase, across the two rounds. The results used to
draw these averages were compiled separately to allow analysis by
rounds and review of the scenarios that resulted in the largest recorded
durations.
5.1. Vessel performance by round
The most notable average results from each round is covered in the
following sections and considers the source of these outcomes, including
the contribution of each installation phase towards the averages
obtained.
5.1.1. Round 1
In Round 1, the average total of construction days spent per wind
turbine, which includes all phases across all scenarios, are the lowest for
both rounds at 20.23 Days/WTG. This is complemented with a WDT
figure of 10.21 Days/WTG on average and both exhibit a standard
Fig. 4.3. (a) Round 1 - Installation Rate (IR) Distribution, (b) Round 2 - Installation Rate (IR) Distribution, (c) Round 1 - Weather Downtime (WDT) Distribution, (d) Round 2 - Weather
Downtime (WDT) Distribution.
Fig. 5.1.2. Phase IQR Quantification: Rounds 1&2.
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deviation of 3.2 Days/WTG. Despite the adoption of less dedicated and
specialised vessels on the market, it appears that Round 1 sites benefit
from their near shore locations. This characteristic provides more shel-
tered conditions during construction reduces the impact of weather on
the vessels and subsequent delays. However, in Round 1 projects the
averaged results suggest that over 50% of the charter time for the vessels
would likely be attributed to downtime. The average combined con-
struction duration was found to be 403 days, which required a total of
640 individual boat days relating to the overlap of phases described in
Section 3.6. These outcomes arrived at approximate weather downtime
value of 328 days per project on average.
A review of the individual phases revealed that the Wind Turbine
Installation phase makes the largest contribution to downtime recorded
at 26%. The case which caused the largest impact in terms of IR andWDT
was the mean case at 23.6 Days/WTG for IR and 13.6 Days/WTG for
WDT. These were closely followed by very similar results for the distance
to shore, inter-turbine distance cases at around 23–24 Days/WTG IR and
13–14 Days/WTGWDT. The lowest predicted duration was seen with the
lower number of turbines scenario at 16 Days/WTG and 6 Days/WTG for
IR and WDT respectively. It was expected that the maximum distance to
shore and number of turbine cases would result in greatest recorded IRs
and WDTs. However as the number of turbines or distances in the model
increase, so does the elapsed time for each phase and delays gradually
shift the start date of successive phases. This suggests that seasonal
conditions can be incurred at different moments, during different phases
of an installation campaign, stemming from the size of the project to be
completed. For example the start date recorded for WTG installation in
the case with the minimum number of turbines was 11/08/2017, whilst
the start date for the maximum number of turbine cases was 12/05/
2018. Despite this dramatic shift due to the size of project, the start date
for maximum number of turbine case, is in May. It is likely that the
weather conditions were more favourable in May than in August. This
observation is further exemplified by the results for the start date cases,
which have the same characteristics as the mean case but with a different
date defined for the launch of the first phase. The results recorded for the
upper start date case (starting: 01/04/2017) are the second lowest
recorded at 16.8 days/WTG for IR and 6.8 days/WTG for WDT. It is also
suggested that the weather downtime will increase if the vessel employed
for each installation phase, has to return to base to reload various com-
ponents, as is the case for the Foundation, Transition Piece and WTG
vessels in this study.
Referring to the box plots in Figs. 4.3a and c, it is evident that many of
the phases are quite variable in terms of IR and WDT with the largest
spread of values observed for the Foundation, Transition Piece and Wind
Turbine Installation. The large variation shown in Fig. 5.1.2 signifies a
lack of consistency in the IR and WDT values for each scenario and
indicate a significant amount of installation risk that could be expected
for these phases throughout Round 1. This suggests that the vessels
employed for these three phases at the time of Round 1, were susceptible
to variations in their working climate, exemplified by the broad spread of
values for the phases described above.
5.1.2. Round 2
Round 2 vessels are predicted to have the largest average IRs and
WDT values between the two rounds. The average IR across all scenarios
is 25.4 Days/WTG and 15.4 Days/WTG for the average WDT with a
standard deviation of 2.17 days for both. This deviation is lower than
Round 1 and it can be said that the installation risk is lower with the
Round 2 vessels overall. The averageWDT value represents an increase of
50% compared to Round 1. These initial outcomes convey the impact of
more challenging offshore conditions typically experienced at these sites.
The results indicate that on average over 60% of the entire vessel charter
period would experience weather downtime, suggesting developers
could have faced a significant bill for downtime for projects with simi-
larities to this category. The average and combined construction duration
was predicted to be around 1384 days per project, requiring a large
number of separate boat days in excess of 2300 days combined. The
average WDT value for all the scenarios in Round 2 was just over 1260
days per project.
Reference to the individual phases revealed that the WTG installation
phase again made the largest contribution to overall WDT recorded at
nearly 34% of all downtime on average, which is a considerable increase
compared to Round 1. This implies that the typical turbine installation
vessel employed during Round 2 was generally not ideally suited to the
heightened weather conditions typical of more challenging waters
further from shore. The scenario found to have the largest impact in IR
and WDT was the lower number of wind turbines case with values of
29.67 Days/WTG and 19.62 Days/WTG respectively. The scenario with
the least impact in the Round 2 predictions is the maximum start date
(01/04/2017), with an IR of 23 Days/WTG and WDT value of approxi-
mately 13 days. This outcome is surprising as it may be expected that
with less turbines, the installation rates may be better or at least stay the
same. It is noted that for larger wind farms that the weather delays are
averaged across a greater number of turbines, whichmay compensate the
WDT predictions. It is again proposed, that the impact of successive
scheduling can dramatically change the amount of downtime experi-
enced, relating to the changing seasonal weather conditions. As there are
less turbines in the minimum WTG case, this means phases such as the
WTG installation, would be reached sooner and could be completed in
more severe weather conditions, in comparison to larger projects that
may not reach the most susceptible phases until a calmer weather season
is incurred. To exemplify, the WTG installation start date for the case
with the minimum number of turbines was recorded as 11/11/2017 and
for the maximum start date case as 01/06/2018. It is again likely the
weather was less severe in June than in November. It therefore suggested
that a consecutive installation schedule as applied in this study, may not
be the optimum approach when planning offshore wind farm
construction.
It is apparent that the majority of phases experienced an increase in
WDT on average and again the WTG installation phase has shown a 97%
increase in average downtime in comparison to Round 1. Notably, the
Scour Protection conveys a 250% increase, a 100% increase in PLGR,
58% for cable installation and approximately 40–45% increase for the
Dredging and Cable Burial Phases. Two WDTs found to increase slightly
are the Foundation and Transition Piece installation each confirming an
approximate increase of 8% and 13% respectively on average. It is pro-
posed that the vessels in Round 2 were not well suited to the conditions
associated with these sites, which relates to the vessel types commonly
chartered at this time. It is proposed that vessel availability restrictions
are demonstrated in Round 2, as over-sized and weather sensitive heavy
lift vessels were commonly employed. These vessels were used for phases
such as foundation or transition piece installations and originated from
other offshore industries, matched with inflated daily charter rates. It
would be appropriate to apply a cost benefit analysis when considering
the charter of these vessels in comparison to the resulting WDT costs that
may be expected from more capable but less available vessels in the
market. In some cases developers may have struggled to source a cheaper
alternative with the improved capabilities and to some extent, this
demonstrates that optimum vessel designs were not available or had yet
to be built during the construction of Round 2 sites. Thus focus on the
development of dedicated wind farm installation vessels was essential to
the industry at this time.
The box plots in Figs. 4.3b and d show significantly less variation in
comparison to Round 1. This suggests that despite an overall increase in
WDT on average, the vessels employed for Round 2 performed more
consistently and therefore a reduction in the installation risk is observed
in Fig. 5.1.2. This means more certainty could be drawn from WDT
predictions but the challenge in reducing the overall magnitude of these
delays was still a concern. The Scour Protection and PLGR phases still
exhibit fairly low IR and WDT values compared to Round 1 but the plots
demonstrate more variability in the results, which suggests these vessels
may perform less consistently when used in more challenging conditions.
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5.2. Value to planning personnel
The presented approach is of interest to planning personnel, as a
structured method to identify and benchmark offshore wind installation
risks. Whilst the study and simulation do not relate to any specific
project, it has provided a basis to schedule vessel missions based on the
bounds of the two installation rounds.
Ensuring efficient, low cost installation strategies is essential if
offshore wind is to make a meaningful, cost effective contribution to the
UK’s energy mix, aiming for a levelised cost under £100=MWh (The
Crown Estate, 2012). Many of the delays identified have been tackled by
introducing innovative vessel designs, made to cope with more extreme
weather conditions and increased deck space or lifting capabilities. This
paper has assessed the environmental capabilities of the vessels and at-
tempts identify their susceptibility to various project characteristics, to
help reduce the costs of this industry and offer guidance on vessel
charter.
As the study has been compartmentalised by UK offshore wind rounds
1 and 2, it is intended that operatives can benchmark these findings
against the outcome of their own projects and compare vessel perfor-
mance predictions. This study provides a clear indication of the
installation risks for the vessel spreads used in each round and the phases
predicted to have the largest installation risk, highlight areas where
precautionary or mitigation steps may be required when chartering
vessels with similar capabilities.
A method to approximate the WDT for each installation phase is
discussed in Section 4.1. It is demonstrated that the selection of the
vessels identified in Round 1 for a site of this category, would generally
result in lower weather downtimes but there may be significant variation
in the Foundation, Transition Piece and Turbine installation phases. The
vessels specified for Round 2 exhibit considerably less variation but
larger weather downtimes compared to Round 1. This result proposes
that more modern vessels should perform more consistently. Manage-
ment could take more certainty on their predicted WDT figures, if they
opt for and can access the most sophisticated vessels available. It is also
found that periodic scheduling of installation phases should be consid-
ered when conducting an offshore wind development. The consecutive
nature of the phases employed within this study has revealed that the
larger, less accessible projects may not experience the greatest downtime
as a result of shifted schedules from delays incurred during earlier
phases.
We have demonstrated the effect of successive scheduling of instal-
lation phases in these type of models, as delays incurred earlier in the
project can shift the start date of phases waiting to begin. It is therefore
suggested that individual models are primarily constructed for each
installation phase, with a preferable or predicted start date. The effects of
different start dates could be assessed by the individual models and
would aid planners in the construction of a master installation schedule,
compromising between the impact of delays and preferred installation
periods.
To generalise these perspectives, Round 1 vessel technology exhibits
the lowest WDT although a considerable amount of variation in the
observed delays may occur if employed for more remote, unsheltered
locations. The vessels employed for Round 2 offer more certainty as the
results appear more consistent but are predicted to experience larger
WDTs. This demonstrated that despite the adoption of a more stand-
ardised approach for these projects, there was an opportunity to reduce
the WDT figures with more sophisticated and capable vessels.
5.3. Data validation
The IRs presented in Kaiser and Snyder (2012) were used to complete
a validation of the adopted method and analyses. Within this reference,
the Kaiser et. al list observed IRs (Days/WTG) for foundations and wind
turbines from eight UK Round 1 wind farms. These values are presented
in a ‘boat days’ basis which represent the entire time spent per vessel for
each foundation and turbine installation in days/WTG. This metric pro-
vides a suitable base for comparison and, as these phases were predicted
to have some of largest weather downtimes in Fig. 4.2, it should provide
an interesting reference. Unfortunately, the authors are unaware of any
other available data set that presents the remaining installation phases in
this manner. P50 predictions were also computed during the simulations
completed for this study and the P50 IRs were obtained using the same
approach in Section 4. The average P90 and P50 prediction for the
Foundation and WTG phases, are compared against the average IRs
recorded across various Round 1 sites in Fig. 5.2. An initial review of the
data demonstrates that the Average Round 1 predictions, both P90 and
P50, are of similar order to the recorded values for the Round 1 site. This
gives an indication that the predictions produced by the software and the
method to obtain the IRs, can produce realistic results.
The average predicted and recorded IRs for the Foundation and
Turbine installation phases are compared in Fig. 5.3. The error bars
signify one standard deviation and represent the variation in the re-
sults. It is evident in the average P50 prediction is nearly identical to the
recorded IRs for the foundations at 3.8 days/WTG. The P90 results are on
average greater than the P50 and recorded IRs at approximately 4.1
days/WTG, but are similar to the P50 values in the WTG installation
Fig. 5.2. Average Prediction vs. Recorded Installation Rates - Round 1 (Kaiser and
Snyder, 2012).
Fig. 5.3. Average Prediction vs Average Recorded Installation Rates - Round 1 [ 1 S.D.].
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phase at 3.7 days/WTG, compared to 3.4 days/WTG for the recorded
data. The error bars show a considerable spread for the data in both the
P50 and P90 predictions. It can therefore be deduced that as the recorded
average lies within the error bar of the P50 and P90 values, the values
show similarity to the recorded data, providing further confidence in the
predicted results.
The error bars for the Pxx values are much broader in the WTG data
when compared to the recorded IRs and the P50 error bar has a smaller
spread against the other two values for the foundation data. This in-
dicates that these probabilistic results produced by the software, can over
and under predict the average IRs in specific cases. The average P50
values are closer to the recorded IRs and are only 6% greater in the WTG
category. As the P90 outcomes were selected to represent the upper
bounds of the software predictions, it was expected these values would be
greater than the recorded IRs, yet these show good agreement with the
recorded data. The P90 predictions are approximately 10% greater than
the recorded IRs on average and demonstrate this approach can be used
to produce conservative estimates.
5.4. Limitations and future work
This paper aimed to model the scenarios, vessel spreads and offshore
wind farm characteristics using an offshore wind installation software. As
the analysis progressed it was clear a few amendments to the modelling
approach may have produced a more comprehensive set of results and
offered more insight in the progression of the marine operations
throughout the various scenarios and rounds.
Firstly, it should be noted that all of the results presented are taken
from P90 predictions from the software. This implies that the predictions
are somewhat pessimistic in their outlook offering 90% certainty that the
values will not be exceeded. It may be the case that these results do not
resemble what will occur in reality, although this metric does provide a
good level of confidence that observed durations will be within bounds of
recorded predictions. It can be argued that the metric of ‘average number
of days spent per WTG’ (hrs/WTG) may not be the most suitable way of
depicting the IR of cable sections or burial operations but was identified
to be the most applicable approach for use within the software tool. The
cable lay and burial durations were obtained using reference to in-house
planning documentation, and an average installation rate was obtained
by dividing the total duration by the number of turbines for the particular
project.
In each of the simulated cases, the same environmental limits are
assumed for the installation tasks in both rounds. However with
improved vessel capabilities, it is possible that the limits for the instal-
lation tasks could be extended. More modern, capable vessels may
improve attributes such as stability and lifting capacity, beyond the
transit and station keeping limits considered in this study. As such,
different environmental limits could be allocated to each round and
method statements produced by installation contractors could be used to
obtain variable inputs for these parameters, subject to the vessel and
equipment employed for installation. Furthermore, the impact of water
depth is not considered in this study. The task durations could have been
altered to account for this, by again consulting method statements or by
applying an assumed α-factor. In many cases, an α-factor may be imposed
by a marine warranty surveyor (MWS) to account for uncertainty in the
forecast and/or applied as a contingency in the execution of the marine
operations (Det Norske Veritas, 2011). The uncertainty relating to water
depth could be quantified for various installation tasks and applied to
obtain contingency durations It is assumed that the operational limits in
this study (Table 3.4), are unconditional to an applied α-factor and the
authors believe that the task durations are to the best of their knowledge,
a fair representation of the values used in reality.
The main environmental limits that were considered for the vessels
and operations in this analysis were predominantly focused on wave
height and wind speed. Vessel transit speeds were also included to reflect
the expected travel durations. The software can also account for the
minimum wave period (s) and current speeds (m/s) however due to the
lack of available data for operations and vessels, the parameters were not
used. It would be more informative and would allow greater accuracy if
these parameters were considered, which would rely on input from vessel
owners and experience professionals in the field.
Additionally, it is assumed throughout that all vessels are capable of
remaining offshore for the entire installation campaign (i.e. for the entire
set of WTGs to be installed), with the exception of those for the Foun-
dation, Transition Piece and WTG phases, set at a maximum of three
phases per voyage. This was selected as the number of inward and out-
ward transits required for the remaining vessels is considerably variable
in reality. It is fair to suggest, if the remaining vessels were allocated with
a maximum number of phases per voyage, a change in WDT be observed
for these installation phases. The vessels have specified waiting condi-
tions in the software and when these are exceeded, the vessel returns to
shore. This means that these vessels did not remain offshore during bad
weather and it is suggested that portion of the WDT calculated for these
phases, will account for the time to transit to and from port. It should be
noted that a weather window is not sought for a vessel’s outward or inter-
turbine voyages in the software. In some instances a vessel may partially
cover the distance of a voyage and is required to return to port when the
weather exceeds transit limits. This is a limitation of the software, as a
forecasting mechanism similar to weather forecasts issued in reality,
could be built into the software to prevent the likelihood of unsuccessful
voyages and improve the authenticity of the results.
For the modelling of WTG installation in the software, it was assumed
that the associated duration was based on the ‘bunny-ear’ installation
configuration. It is of the author’s interests to extent this study, consid-
ering impact variable WTG installation strategies as presented in Kaiser
and Snyder (2012) and Maples et al. (2013). It is noted that the sequence
of the installation phases considered, is not standard to all offshore wind
installation projects. The analysis completed is not wholly dependent on
this sequence but if this was altered, the results for each phase could
change, as these would begin at different periods in the simulated
weather scenarios. However, as various knock-on delays are incurred as a
result of the consecutive scheduling approach, the phases are applied at
various months and seasons throughout the simulation.
As with many meteorological data sets, a number of missing entries
were discovered and as the tool is reliant on evenly spaced intervals when
forecasting the weather, linear interpolation was applied to compensate
for these missing entries. This inevitably introduces a degree of approx-
imation within the weather forecasting that may have altered the results
slightly and a complete set of entries would provide further confidence
with the results.
The software implements suspension to the marine operations be-
tween specified sequences if the vessel is able to hold station offshore.
However in the interests of modelling time, only one sequence was
specified within each installation phase that encompassed the entire
duration of all the sub-tasks. If the phases had been modelled with
multiple embedded sequences this may have provided a higher resolu-
tion in the results and adjusted the WDT predictions. As each of the
phases across all the models only consisted of one sequence, it is fair to
presume the simulations were completed on a level basis and can be used
for comparison in terms of overall vessel performance. It is not advised
that the predicted IRs or WDT values are used as a direct reference and
should only serve as reference or sense check for similar analyses. The
results used to formulate the IRs and WDT values are initially taken from
the calendar outputs produced by the software. These outputs are pre-
sented in the form of dates and each completion date for the phases, is a
result of the duration rounded to the nearest day. This indicates that the
results are likely to over or under predict the phase durations but are
believed to provide a good level of approximation for comparison.
Modelling and investigation on the impact of learning rates observed
by Kaiser and Snyder (2012), is of interest to the authors. This can be
modelled in the software tool and presents an intriguing expansion for
this study. A review on the associated costs for the WDT predictions
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against charter rates of the vessels, would provide a helpful means to
assess potential trade offs when employing particular vessels and
sub-contractors.
6. Conclusion
This paper presents the application of an offshore wind farm instal-
lation simulation tool to assess the performance of vessel technology
employed across offshore wind development Rounds 1 and 2 in the UK.
The study provides a retrospective analysis on the expected performance
of the vessel types employed and describes a structured method to
identify and benchmark offshore wind installation risks
We have presented the fundamental architecture and functionality of
the software tool, stipulating the application of Monte Carlo simulation in
conjunction with embedded forecasting and logistical models that play
out the operations across a set of stochastic weather scenarios. A
description of the HMM used to generate weather scenarios is provided.
We have explained the use of P90 exceedance probabilities in our results
and the post-analysis used to determine installation rates (IRs) and
weather downtime (WDT) values in days per wind turbine (Days/WTG)
or turbine location.
Two meteorological data sets were used and sourced form recorded
and modelled data, each were selected to resemble the conditions of a
Round 1 and 2 site in turn. The variable wind farm characteristics
considered within both rounds are presented in Tables 3.1, 3.2. In total
11 different scenarios were simulated for each round to gauge vessel
performance. We completed a review of the available information to
ascertain the most commonly used vessel for each installation phase
within the rounds. A comprehensive description on the application of
these vessels and the assumed installation strategies, is also presented
before arriving at our selected vessel spreads in Table 3.3, which we
believe to resemble the most commonly chartered vessel types in both
rounds.
The operational limits and durations of the installation phases are
presented in Section 3.6, which dictate the wave heights and wind speeds
that must be satisfied for the work to be completed at site. We have
proposed alteration of the task values in future analyses, to account for
the logistical capabilities of the vessel types investigated. The influence
of vessel performance is based on transit and survival limits, which
dictate the transit progression, duration, station keeping and navigation
to the next turbine location.
The results indicate that the lowest IRs and WDTs are associated with
Round 1, which can be justified by the sheltered near-shore location of
these sites, meaning the vessels were protected from severe weather
conditions expected at Rounds 2 sites. This is affirmed with the results for
Round 2 which exhibits the largest IRs andWDT values and is believed to
demonstrate the limitations of the vessels employed for these
installations.
The box plots presented in Figs. 4.3a– d have highlighted that Round
1 vessels experienced lower levels of WDT with potential for variability,
exhibiting uncertainty in the predicted downtimes. For Round 2 the
variability is reduced but the WDT increases overall, showing the vessels
would perform more consistently but the delays experienced may be
prohibitive towards the cost of each project. The quantification of IQRs in
the results for the two rounds, has provided a view of the installation risk
associated with the representative vessel spreads and highlights where
precautionary strategies may be best applied to overcome costly delays.
The limitations of the software, model construction and overall meth-
odology, has been discussed in Section 5.4. We have found the IR results
for the foundation andWTG installation phases in Round 1, compare well
with the IRs recorded at a range of Round 1 projects.
It is noted that when consecutive installation sequence is adopted,
start dates can be delayed and the knock-on effect can induce significant
downtimes in successive phases. It is therefore suggested that future
work could consider methodical analysis and scheduling to devise a
robust master plan for an entire installation project, accounting for sea-
sonal weather conditions. Additionally, we foresee expansion in the
fragmentation of installation sequences to assess the impact of sus-
pendability during the operations. Lastly, the authors are interested in
the cost trade-offs between the predicted WDTs and vessel charter costs,
to support planning and contracting processes.
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Transit Conditions Waiting Conditions












Injection Dredger 1 10 11.2 12 1.2 15 1.8
WTIV 1 11 12.1 15.3 2.8 36.1 10
WTIV 1 11 12.1 15.3 2.8 36.1 10
Jack-up Barge 1 10 11.5 10 1.5 15 2
Rock Dump 1 6.5 8 10 1.5 15 1.8
Multicat 1 10.8 12 10 1.8 15 2
Barge 1 6 8 10 1 12 1.5
MPSV 1 7 7.7 12 2 15 2.5
TSHD 2 10 11.3 15 2 20 2.5
Heavy Lift Vessel 2 9 12 15 1.8 20 3
Floating Crane 2 2.8 7 15 2.5 20 3
WTIV 2 11 12.1 15.3 2.8 36.1 10
Fall Pipe Vessel 2 11 12 15 2 20 2.2
Offshore Vessel 2 6 8.5 10 1.2 15 1.7
CLV 2 7 9 15 1.5 20 2.8
MPSV 2 12.5 16 15 1.5 20 3
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