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Abstract: This paper presents a method to control the probability density distribution of a
swarm of vehicles via velocity fields. The proposed approach synthesizes smooth velocity fields,
which specify a desired velocity as a function of time and position in a decentralized manner
i.e., each agent calculates the desired velocity locally by utilizing the number of agents within
a prescribed communication distance. Swarm converges to the desired/commanded density
distribution by following the velocity field. The local information consists, only, of agents’
positions and it is utilized to estimate the density around each agent. Local density estimation is
performed by using kernel density estimation. Then the local density estimates and the desired
density are utilized to generate the velocity field, which propagates the swarm probability density
distribution via the well-known heat equation. The key advantage of using smooth velocity
fields to control swarm density with respect to our earlier Markov chain based probabilistic
control methods is that the agents move more smoothly in an organized manner and their
relative velocities go to zero as they get closer to each other, i.e., they facilitate conflict/collision
avoidance. The desired density distribution, which is commanded to the local controllers, can
be computed by using a Markov chain that propagates the desired density distribution within
prescribed requirements. Along with convergence and stability analysis, the effectiveness of the
approach is illustrated via numerical examples.
Keywords: Swarm Robotics, Density based Control, Stochastic Differential Equations,
Fokker–Planck equation, Heat Equation, Smoothing Kernels, Kernel Density Estimation
1. INTRODUCTION
The idea of using a large number of autonomous vehicles
has emerged as a new paradigm over the years. Mainly
inspired by natural phenomena of collectives (e.g., social
insects), this new concept called swarm robotics has a
potential to facilitate many new applications. Employing
many low-cost agents rather than more capable yet ex-
pensive few vehicles has benefits on redundancy, reconfig-
urability and parallelism. As much as its benefits, swarm
robotics introduces many extreme challenges in guidance
and control field. For instance, algorithmic scalability is es-
sential to enable control of swarms, thus decentralization is
crucial as each agent comes with a computational resource.
Also, robustness to dynamic changes in both swarm (e.g.,
agent addition/subtraction) and the environment by har-
nessing only local information while staying alerted for
conflict/collision avoidance are basis yet not easily achiev-
able requirements of many swarm applications.
The control problem of swarms have been investigated
through various approaches such as leader-follower Desai
et al. (2001); Yu et al. (2010) based solutions, algorithms
? This research was supported in part by Defense Advanced Re-
search Projects Agency (DARPA) Grant No. D14AP00084, and
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that takes advantage of graph theory and consensus notion
Mesbahi and Egerstedt (2010); Chapman (2015); Gal-
busera et al. (2007), distributed optimization techniques
Zhu and Mart´ınez (2015) and artificial potential field
approaches Chaimowicz et al. (2005). Also, decentralized
controllers are designed with Smooth Particle Hydrody-
namics method Monaghan (2005) in Pimenta et al. (2008)
and Pimenta et al. (2013) to benefit from the characteristic
motion of fluids for manipulating swarm as an incom-
pressible flow to achieve desired swarm behavior. Most
of these methods primarily focus on interactions between
agents through putting the main emphasis on inter-agent
distances or using repulsive forces in formulations, hence,
for more high-level tasks (e.g. pattern generation) and
complex swarm behaviors, their capacities become limited
or over-constrained.
Density control of swarms started to attract attention due
to its capability to capture complex swarm behaviors. The
notion of density has both probabilistic and deterministic
sense, which enables both surveillance (in the time domain
for a low number of agents) and complex pattern genera-
tion (in the spatial domain for a large number of agents).
Furthermore, when treated suitably, density based control
encapsulates most of the agent level interactions, such
as collision avoidance. In Zhao et al. (2011) an example
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of density control for group motion and segregation is
presented while still utilizing repulsive forces. The work in
Krishnan and Mart´ınez (2016) and Krishnan and Mart´ınez
(2017) presents a density based boundary and configu-
ration control via pseudo-localization algorithm for self-
organizing swarms which idles the need for global posi-
tioning system. The probabilistic notion of density control
is illustrated in Elamvazhuthi et al. (2016) for stochastic
coverage via diffusing swarm of robots that take local
measurements of an underlying scalar field.
Our main contribution in this paper is a deterministic
method that synthesizes a velocity field such that, when
followed by agents, it drives the swarm of robots to the
desired density distribution. The method is decentralized
in the sense that, it depends only on the positions of
neighboring agents. The novel idea behind the method
is the utilization of heat equation which operates on the
local density differences from the desired density, thus,
resulting controller acts as a partial differential equation
based local density feedback controller. Thanks to certain
properties of the heat equation, the velocity field diffuses
agents in a locally uniform manner to the desired density
profile, hence, inter-agent distances are directly imposed
by the desired density profile. As a potential expansion
of the current work, we also provided an insight on
the probabilistic interpretation of the problem as it is
mentioned in Hamann and Wo¨rn (2008),Elamvazhuthi
et al. (2016) and Berman et al. (2011).
The paper is organized as follows. Section II gives the
statement of density control problem from both deter-
ministic and probabilistic perspective. Section III gives
a background on kernel density estimation for obtaining
local density information. Section IV introduces the heat
equation based velocity field generation method that uti-
lizes only local density estimations and it provides analysis
on stability and convergence. Section V provides numer-
ical examples to illustrate the efficiency of the approach.
Finally, conclusions are stated in Section VI.
2. DENSITY CONTROL PROBLEM
This section introduces the notion of swarm density dis-
tribution and the formulation of swarm density control
problem for autonomous agents, from a probabilistic per-
spective.
2.1 Swarm Density Distribution
Consider a swarm of N agents with point mass dynamics
that are distributed over the configuration space R ⊂ Rd
with continuous boundary ∂R. We define the physical
density of the swarm as the fraction of number of agents
per unit volume in case of N →∞ which can be described
at a point x ∈ R at time t ∈ R+ as follows,
ρ(t,x) = lim
→0
[
lim
N→∞
1
N
(
nB(x)
VB(x)
)]
(1)
where B(x) is the -neighborhood of a point x defined as,
B(x) =
{
ξ ∈ Rd : ‖ξ − x‖ < },
nB(x) is the total number of agents within B(x) and
VB(x) is the volume of B(x). Notice that the term VB(x)
can be moved out from the inner limit in (1) as VB(x)
is independent of N . Using law of large numbers Chung
(2001) Theorem 5.4.2, the remaining limit expression can
be interpreted as the probability of having an agent in the
-neighborhood of a point x ∈ R at time t ∈ R+,
prob
(
r(t) ∈ B(x)
)
= E
[
nB(x)
N
]
= lim
N→∞
(
nB(x)
N
)
, (2)
where E[ · ] is the expected value. Letting r(t) be the
position of an agent, this probability can also be written
in the following form,
prob
(
r(t) ∈ B(x)
)
=
∫
B(x)
fR(t,x) dx (3)
where, B(x) = {ξ ∈ Rd : ‖ξ−x‖ ≤ } is the closed neigh-
borhood, and fR(t,x) is the probability density function
(PDF) that defines the distribution of the swarm over the
space R and it has the following properties,
fR(t,x) ≥ 0 ∀t ∈ R+, ∀x ∈ R, (4a)∫
R
fR(t,x) dx = 1 ∀t ∈ R+. (4b)
Here we consider a swarm with N agents at time t as a
realization of the PDF fR(t,x), i.e.,N samples drawn from
this PDF. In the context of swarm density control, we will
also refer to fR(t,x) as the swarm density distribution.
Remark 1. The swarm density distribution definition is
given with the assumption that the swarm is homogeneous
i.e. all agents are identical. Although it is beyond the scope
of this paper, presented framework can be generalized to
swarms with heterogeneous agents using the notion of
weighted distributions Patil (2002). This approach adjusts
ρ(t,x) in (1) by putting an emphasis on each agent via the
assigned individual weights (e.g., mass of each agent).
2.2 Modeling the Motion of Agents
The notion of swarm density distribution is independent
of N . For single agent case (N = 1), fR(t,x) is the
probability of finding the agent in a -neighborhood of
any point x ∈ R at time t as  → 0. Motivated by this
interpretation, the motion of an agent can be modeled with
the following stochastic differential equation (SDE),
dr(t) = v
(
t, r(t)
)
dt+ σ
(
t, r(t)
)
dW(t), (5)
where v(t,x) is the velocity field that acts on the agent and
W(t) is continuous-time stochastic process called Wiener
process with the diffusion function σ
(
t, r(t)
)
. Given that
agents’ motion over R is governed by (5), the probability
density function fR(t,x) satisfies the following Fokker-
Planck equation Risken (1984):
∂
∂t
fR(t,x) = −∇
[
v(t,x)fR(t,x)
]
+ ∆
[
Σ(t,x)fR(t,x)
]
,
(6)
where Σ(t,x)=σ2(t,x)/2 is the diffusion coefficient. With
our interpretation of the swarm being a realization of
the PDF fR(t,x), we can state that the swarm density
distribution is propagated by using the Fokker-Planck
equation. Within the scope of this paper we will ignore
stochastic forces acting on the agents, i.e., σ(t,x) = 0.
Consequently, equations are simplified as follows:
r˙(t) = v
(
t, r(t)
)
, (7a)
f˙R(t,x) = −∇
[
v(t,x)fR(t,x)
]
. (7b)
Remark 2. Observe that equation (7a) is the constraint-
free kinematics of an object and the equation (7b) is the
continuity equation in physics that governs the transport
of a conserved quantity.
2.3 Problem Definition
Let S(t) = {r1(t), r2(t), . . . , rN (t)} be a homogeneous
swarm of N agents that are distributed over configuration
space i.e. ri(t) ∈ R ∀i with initial swarm density distri-
bution fR(t0,x). For a given continuous desired density
distribution fdR(x), the density control problem of this
paper is defined as synthesizing a local density feedback
law based on velocity field v(t,x) such that, when followed
by agents, the swarm density distribution satisfies the
following condition,
lim
t→∞ fR(t,x) = f
d
R(x). (8)
We refer to the previous work Demir et al. (2014b,a);
Ac¸ıkmes¸e and Bayard (2013); Ac¸ıkmes¸e et al. (2015);
Demir and Ac¸ıkmes¸e (2015); Demir et al. (2015) on how
to design sequence of desired swarm density distributions
fdR(x) with prescribed properties (e.g., safety, motion and
flow constraints), as it is not the focus of this paper. As
it is illustrated in Figure 1, the idea is that, the desired
density (analogous to reference signal in feedback control
systems) can be produced using the techniques presented
in these earlier papers, and the density feedback law to
be introduced can be used to track them by generating a
velocity field v(t, r) as a function of the desired density
and the current density.
3. LOCAL DENSITY ESTIMATION
The feedback law to compute the velocity field requires
estimates of the local density distribution, i.e., density dis-
tribution around each agent and its gradient. To that end,
before getting into the details of velocity field feedback law,
this section addresses the local density estimation problem
for the swarm.
Having finite number of agents, N , prohibits the exact
calculation of the local densities ρ(t, ri(t)), ∀ri(t) ∈ S(t).
Therefore, we aim to estimate the PDF, swarm density
distribution, from given agent positions. For this purpose,
we utilize kernel density estimation (KDE) Rosenblatt
et al. (1956); Parzen (1962), which is devised to estimate
the PDF of a random variable from a given sampling. The
kernel density estimate of fR(t,x) for any point x ∈ R at
time t is given by,
Agent i
Local Density 
Estimation
KinematicsDensity Control 
Algorithm
fdR(x)
fˆR(t,x)
r˙i(t) = vi
 
t, ri(t)
 
Swarm S(t)
ri(t)
rj(t)
j 2 N (i)
ANT
Fig. 1. The block diagram of the local density feedback
control architecture for swarm of agents.
fˆR(t,x) =
∫
R
[
d∏
k=1
1
hk
K
(
x[k] − ξ[k]
hk
)]
dPN (t, ξ) (9)
where dPN (t, ξ) is defined as,
dPN (t, ξ) =
1
N
∑
r(t)∈S(t)
δ(ξ − r(t)) dξ,
where δ(·) is the multi-dimensional Dirac δ-function and
substitution reduces (9) to the following form
fˆR(t,x) =
1
N
N∑
i=1
[
d∏
k=1
1
hk
K
(
x[k] − r[k]i (t)
hk
)]
. (10)
In (10), K(·) : R → R is called smoothing kernel with
smoothing parameter hk in each dimension k ∈ {1, . . . , d}.
Generally, smoothing parameters are chosen to be identical
in each dimension, i.e., hk = h, ∀k. Consequently, the
local density distribution around an agent i is estimated
as follows,
fˆR(t, ri(t)) =
1
Nhd
N∑
j=1
[
d∏
k=1
K
(
r
[k]
i (t)− r[k]j (t)
h
)]
. (11)
3.1 Smoothing Kernel Function
Kernel density estimation boils down to a proper choice
of kernel function K(·) and smoothing parameter h. Typ-
ically, kernel functions are chosen such that they satisfy
the following properties Parzen (1962),
sup
−∞<x<∞
∣∣K(x)∣∣ <∞, (12a)∫ ∞
−∞
∣∣K(x)∣∣ dx <∞, (12b)
lim
x→∞
∣∣xK(x)∣∣ = 0. (12c)
The following theorem Bochner (1955) states the condi-
tions for the PDF estimation (11) to be asymptotically un-
biased in the sense that if smoothing parameter h = h(N)
is chosen as function of N such that
lim
N→∞
h(N) = 0. (13)
Theorem 3. Suppose K(x) is a Borel function satisfying
the conditions (12). Let g(x) satisfy
∫∞
−∞ |g(x)| dx < ∞
and let h(N) be a sequence of positive constants satisfying
(13). Define
gˆ(x) =
1
h(N)
∫ ∞
−∞
K
(
ξ
h(N)
)
g(x− ξ) dξ, (14)
then the following relation holds for every point x
lim
N→∞
gˆ(x) = g(x)
∫ ∞
−∞
K(ξ) dξ. (15)
Consequently, the estimates defined by (11) are asymp-
totically unbiased at all points x at which fR(t,x) is
continuous if the function K(x) satisfies (12) and if h
satisfies (13) along with the following,∫ ∞
−∞
K(ξ) dξ = 1. (16)
TypicallyK(x) is chosen to be radially symmetric, and it is
unimodal to represent the PDF around a point, i.e., K(x)
has a single maximum that occurs at x = 0. Examples
of such smoothing kernel functions are listed in Parzen
(1962). Also note that the definition (14) with (13),(15)
and (16), implies that
lim
N→∞
(
1
h(N)
K
(
ξ
h(N)
))
= δ(ξ).
In other words, as h(N) → 0 the smoothing kernel
approaches to Dirac δ-function, hence, the estimation
fˆR(t,x) approaches to the continuous actual swarm den-
sity distribution fR(t,x) as given by the Theorem 1 in
Wied and Weißbach (2012):
Theorem 4. (Weak consistency). Let the assumption
lim
N→∞
Nh(N) =∞
hold. Then, at each point of continuity x of f , the estima-
tor fN (x) is weakly consistent, i.e. for each  > 0
lim
N→∞
P(|fN (x)− f(x)| > ) = 0 (17)
Note that, for finite N , smoothing parameter h can not
be arbitrary small, as after certain hmin the estimate
fˆR(t,x) becomes nothing but N number of impulses at
agent locations.
3.2 Selection of Smoothing Parameter
The necessity of h > hmin (or finite N) incurs bias error
for the estimation fˆR(t,x). Also, selection of h affects the
behavior of the estimator in the sense that, if h is small
then the estimator will give results with high noise and
variance, similarly if h is large then the results will be too
smooth, unable to capture the characteristics of the actual
density. Typically, smoothing parameter h is chosen such
that it minimizes the overall integral of mean-squared error
(MSE) between fˆR(t,x) and fR(t,x) which is defined as,
E
[(
fˆR(t,x)− fR(t,x)
)2]
= bias
(
fˆR(t,x)
)2
+ var
(
fˆR(t,x)
) (18)
Note that the expression (18) demonstrates the bias-
variance trade-off where the bias and variance expressions
are as follows Hansen (2009),
bias
(
fˆR(t,x)
)
= hν
κν
ν!
d∑
k=1
∂ν
∂xνk
fR(t,x) + o(hν), (19)
var
(
fˆR(t,x)
)
=
fR(t,x)R(K)d
Nhd
+O
( 1
N
)
, (20)
where ν is the order of K(x) which is the index of first
non-zero moment κj :
κj =
∫ ∞
−∞
xjK(x) dx,
and R(K) is called roughness of K(x) and calculated as,
R(K) =
∫ ∞
−∞
K(x)2 dx.
R(K) is used as the measure of difficulty to estimate K(x),
i.e., larger the value of R(K) more difficult it is to estimate
K(x) Sheather et al. (2004). Unfortunately, closed-form
solution for h that achieves the minimum for the integral
of (18) does not exists Hansen (2009). A rule of thumb
for determining h is to replace fR(t,x) in (19) and (20)
with another elementary function (e.g., Gaussian) and find
the minimizing h as if the actual density fR(t,x) is the
elementary function. The general form for minimizing h is
given as follows,
h∗ = σˆ Cν(K, d) N−1/(2ν+d), (21)
where σˆ is the standard deviation of the N sample,
and Cν(K, d) is a constant depends on the order of
K, number of dimensions d and the roughness of the
elementary function that is assumed to be the actual
density. Numerical Cν(K, d) values for some elementary
functions are given in Table 7 in Hansen (2009).
Remark 5. The kernel function K(x) determines the char-
acteristics of the spikes in the estimation fˆR(t,x) and this
estimate is differentiable provided that the kernel function
is differentiable.
Remark 6. As it can be seen from (19), for symmetric non-
negative kernels i.e. second-order kernels (ν = 2), the bias
error is O(h2). However, as it is mentioned in Monaghan
(2005), this error will be smaller when particles being
propagated by certain dynamical equations that drive the
particles to lower potential energy states.
4. VELOCITY FIELD GENERATION
Given initial fR(t0,x) and desired swarm density distribu-
tions fdR(x), our previous approach Demir et al. (2014b);
Ac¸ıkmes¸e and Bayard (2013); Demir and Ac¸ıkmes¸e (2015);
Demir et al. (2015) generates individual velocities for each
agent in a probabilistic manner. However, probabilistic
approach has two significant challenges: (i) collisions due
to randomized motion, (ii) ongoing motion of the agents
even when fR(t,x) = fdR(x). To overcome these chal-
lenges, we propose a velocity field computation method
that uses the difference between the local density estimate
and the desired density (i.e., the density error estimate).
The resulting velocity field will be a continuous function
in space, and hence, will significantly reduce collisions
between agents. Furthermore, velocity field will dissipate
as current density converges to the desired one. In the
derivation of velocity field synthesis method, the heat
equation plays a critical role, which is introduced next.
4.1 Velocity Field Generation using Heat Equation
Heat equation is a partial differential equation that de-
scribes the evolution of temperature in time over a region:
∂u(t,x)
∂t
= D∆u(t,x), (22)
where D > 0 and ∆ is Laplacian operator describing the
sum of second spatial derivatives as follows,
∆(·) =
d∑
i=1
∂2(·)
∂x2i
.
This equation is also known as a special form of diffusion
equation in which the diffusion constant D is considered
to be a function of x and u. In this paper, heat equation
will be used to describe the evolution of the swarm density
distribution, PDF given by fR(t,x), in time.
Let the difference between the current and desired proba-
bility density functions be
Φ(t,x) := fR(t,x)− fdR(x)
over R. The core idea of this paper is to find the velocity
field that transforms Equation (7b) to heat equation
given in (24a). For this purpose, we propose the following
feedback law to compute the velocity as a function of
Φ(t,x) and fR(t,x),
v(t,x) = −D ∇Φ(t,x)
fR(t,x)
. (23)
Noting that the desired density is constant in time, i.e.
∂fdR(x)/∂t = 0, we can rewrite (7b) with the proposed
velocity field as follows,
∂Φ
∂t
(t,x) = D∆Φ(t,x), x ∈ R, t > t0 (24a)
Φ(t0,x) = fR(t0,x)− fdR(x). (24b)
and suppose that Φ(t,x) satisfies the boundary condition
∇Φ(t,x) = 0 on ∂R. Then ∫R Φ(t,x) dx is conserved for
all t ≥ t0, and, since we have,
∫
R
fR(t,x) dx =
∫
R
fdR(x) dx ∀t ≥ t0 (25)
the following holds,
∫
R
Φ(t,x) dx = 0 ∀t ≥ t0. (26)
The following theorem gives the main result which shows
that, in case of N → ∞, the swarm converges to the
desired density distribution from any initial distribution
when the velocity field is synthesized with (23). Also recall
from Theorem 4 that as N → ∞, with probability 1,
fˆR → fR.
Theorem 7. Consider a swarm S(t), commanded with con-
tinuous desired density function fdR(x), where the motion
of each agent is governed by the following dynamics,
x˙(t) = −D ∇Φ(t,x(t))
fR(t,x(t))
. (27)
As t → ∞, for any initial conditions of the agents in
the swarm, the density difference Φ(t,x(t)) for each agent
asymptotically converges to zero i.e.
lim
t→∞Φ(t,x) = 0 x ∈ R,
hence the swarm density distribution fR(t,x(t)) ap-
proaches to the desired density distribution fdR(x(t)) and
velocities of all the agents vanish asymptotically, i.e.,
limt→∞ x˙(t) = 0.
Proof. For the analysis we define the following positive
definite function as the Lyapunov function for the swarm:
V (t) =
1
2
∫
R
(
fR(t,x)
D
)2
x˙T x˙ dx (28)
=
1
2
∫
R
∇Φ(t,x)T∇Φ(t,x) dx. (29)
Taking the time derivative of Lyapunov function V (t)
yields,
V˙ (t) =
∫
R
∇Φ(t,x)T∇Φ˙(t,x) dx,
by using heat equation Φ˙(t,x) = D∆Φ(t,x) and the third
derivative vector calculus,
V˙ (t) =
∫
R
∇Φ(t,x)T
(
∇(D∆Φ(t,x)))dx
= D
∫
R
∇Φ(t,x)T∆(∇Φ(t,x)) dx.
Employing a change of variables as ζ(t,x) = ∇Φ(t,x)
yields
V˙ (t) = D
∫
R
ζ(t,x)T∆ζ(t,x) dx
Also the boundary condition ∇Φ(t,x) = 0 on ∂R can be
written as Dirichlet boundary condition of ζ(t,x) = 0
on ∂R. Then we can conclude V˙ (t) < 0 because of the
fact that, Dirichlet eigenvalue problem for ∆ operator
has countably many strictly negative eigenvalues Li and
Yau (1983). Consequently, limt→∞∇Φ(t,x(t)) = 0, which
implies limt→∞ x˙(t) = 0. Furthermore,
lim
t→∞Φ(t,x(t)) = const. (30)
Since fdR(x) is continuous then Φ(t,x) is also continuous
and because of (26), lim
t→∞Φ(t,x(t)) = 0 which implies
lim
t→∞ fR(t,x(t)) = f
d
R(x(t)).
2
Remark 8. The result (30) implies that even if the relation
(25) does not hold, the desired density fdR(x) will be
achieved with a bias of Φ(t,x) = const. This means if the
amount of agents over the domain R increase or decrease
at an instant without tuning N in (11), the velocity
field will act to preserve the characteristics of the desired
density fdR(x).
The velocity field requires the local density distribution
and its gradient, and this information is estimated on-
board of each agent with the local information, hence,
making the algorithm decentralized. By each agent follow-
ing this local velocity accurately with the feedback of local
density estimate, the swarm will be driven to the desired
density fdR(x) autonomously. Also, as it is mentioned in
Remark 6, since the heat equation, and hence, the velocity
field spreads agents locally uniformly, the bias error will
be better than O(h2). Next section provides simulation
results justifying these claims.
5. SIMULATION RESULTS
In this simulation, we illustrate the capability of the
method to generate complex patterns. In Figure 2, a swarm
of N = 1000 agents starting from a random sample of
positions from uniform distribution are commanded to de-
sired density defined by the picture of Lenna. The picture
file processed to construct a normalized continuous desired
swarm density function. The local density estimator uti-
lizes a multi-dimensional Gaussian kernel function:
K(x) =
2
pi
exp
(
−2x
Tx
h2
)
,
and the smoothing parameter h is taken as h = L/20 where
L is a dimension of a square domain. The effective radius
around each agent is Reff = 2h. The heat equation based
controller has the diffusion constant of D = 5. Results
show that swarm of 1000 agents almost converged to the
desired density distribution after T = 1000. Also, agents
are locally uniformly distributed and inter-agent distances
are determined by the density command.
T = 0 T = 10
T = 50 T = 100
T = 1000 Densired Density
Fig. 2. The swarm density distribution in time towards
desired density.
0 200 400 600 800 1000
Time
0.02
0.04
0.06
0.08
0.1
Er
ro
r
Fig. 3. The MSE error in time from desired distribution.
Figure 3 shows the integral of point-wise error over the
domain in time defined as,
E(t) =
∫
R
∣∣fˆR(t,x)− fdR(x)∣∣dx
Even though the error dissipates in time, a permanent
error exists due to the value of smoothing parameter h,
i.e., estimation error from the kernel density estimation.
6. CONCLUSION
In this paper, we have presented a velocity field synthesis
method for a swarm of agents controlled with density dis-
tributions over a bounded domain. The synthesis method
is decentralized in the sense that it is based on local den-
sity distribution feedback, which is achieved with kernel
density estimation and utilized in a heat equation based
control law. The key advantage of this method is that the
resulting velocity field is smooth and it facilitates collision
avoidance. We have also provided asymptotic convergence
and stability analysis of the proposed velocity field for the
case N →∞. In future work, we will analyze the method
for a finite number of agents with estimation errors, we
will also explore the stochastic part of the Fokker-Planck
equation to enrich modeling capabilities. Finally, we will
provide analysis for collision avoidance and expand the
method to more complex dynamics with force fields.
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