Introduction
In sufficient dimension reduction (SDR), the goal is to infer about the regression of an outcome Y ∈ R 1 on a predictor X ∈ IR p while replacing the predictors with a lower-dimensional projection P S X onto a subspace S of IR p while retaining full information about the distribution of Y|X. The main target of SDR is then the central subspace S Y|X which is the intersection of all subspaces S satisfying Y X|P S X where indicates independence. Even though it started as a methodology to deal with univariate outcome problems, it is still appealing for multivariate responses Y ∈ IR r , r ≥ 2. Recently, many sufficient dimension reduction (SDR) methodologies used in univariate regression have been extended to multivariate regression. Li (1991) originally proposed the method of sliced inverse regression (SIR) to deal with univariate responses and Cook (2003) and Setodji and Cook (2004) further extend it to accommodate multiple outcomes. The former produced a straightforward extension where dealing with only two outcomes by slicing the bivariate outcomes into hypercubes while the latter replaced slicing by k-means clustering thus dealing with some of the curse of dimensionality issues. Yoo and Cook (2007) , Yoo (2008a) and Yoo (2008b) Step1: Slice any one response Y i . Let the slices be h (i) .
Step 2: Construct slices h (i,j) within each h (i) for another response Y j .
Step 
K-means average variance estimation
As discussed, for high dimensional responses, the usual slicing may not be effective. Methodologically, the slicing is required only to obtain the estimates of the conditional variance cov(X|Y). Therefore, several alternative ways to slicing can Once the clusters are formed, SAVE is applied in usual way. This approach will be called K-means average variance estimation (KAVE).
Pooled sliced average variance estimation
The two proposed extensions construct slices directly from multiple responses.
However, the following relationship between the central subspaces of the co- 
where S Y k |X is the central subspace of Y k |X and ⊕ indicates the direct sum
This relation can be easily seen from the definition of S Y|X and implies that the coordinate regression may contain useful information on S Y|X , although the equality in (2.1) does not generally hold , see the next simple example:
In this example we have Y 1 |X ∼ N (0, 1) and Y 2 |X ∼ N (0, 1), which means 
Simulation and Data analysis
To see the asymptotic performance of DSAVE, KAVE and PSAVE, numerical studies were done using 1000 simulations. For all simulation examples, predictors X = (X 1 , . . . , X 5 ) T were independently sampled from N (0, 1) or from t distribution with 5 degrees of freedom. Random errors ε k were independently generated from N (0, 1) and independent of X.
According to SCW, when the predictors are normally distributed, the dimension and predictor effect tests can be done with χ 2 distributions and in other cases, weighted χ 2 distributions should be used. For DSAVE and KAVE, these results were applied with 5% nominal level tests. Therefore, the best scenario for the dimension estimation is that the expected percentage ofd = 2 is equal to 95% and that ofd > 2 to 5% for DSAVE and KAVE. On the other hand, for PSAVE, we should expect the percentage ofd = 2 to be 100%.
Simulation studies showed that the good choices for the number of slices are 4 to 6 for DSAVE and KAVE and 5 to 8 for PSAVE in the simulation considered with r = 2 or r = 4 and p = 5. In next simulations, 4 and 5 slices were used for DSAVE and KAVE and PSAVE respectively. 
Bivariate response regression
In the first two examples, the following bivariate regression was constructed:
Examples 1 and 2:
Example 1 used independent normal random variables for X. Next each coordinate effect were tested for DSAVE and KAVE. The null hypotheses H i 0 is that X i has no effect to the regression. Since X 1 and X 2 contribute the regression, the percentages of rejection of H With 100 samples, the observed levels for X 3 were quite close to 5% with 7.2% in KAVE and 5.4% in DSAVE. The predictor tests for X 4 and X 5 has similar behaviors to X 3 . With the same sample sizes, the observed powers for both X 1 and X 2 reached 100%. Since the predictors tests in other simulations were similar to these, with moderate sample sizes, the tests are not problematic in practice.
In Example 2, the predictors X were generated from independent t 5 . The dimension estimation is reported in Table 2 . With X non-normal, the dimension estimation clearly becomes worse in all three methods. To achieve the same accuracy with 200 samples of normal predictors, it requires at least to double sample sizes to 400. 
More than two dimensional response regression
In this case, KAVE and PSAVE are considered. We constructed the two examples with independent normal predictors and four dimensional responses:
with p = exp(η T X)/ exp(1 + η T X) and otherwise 0, where η = (1, 1, 1, 1, 1) T .
Example 3 contains various regression functions including logistic regression.
The dimension tests are reported in Table 3 . With 100 samples, PSAVE shows 100% accuracy and KAVE is also quite reliable.
In the next simulation, heteroscedasticity is considered: Table 4 summarizes the dimension estimation. Compared to Example 3 in 100 samples, there is no notable differences in PSAVE, while the percentages of the correct decisions decrease by up to 15 % in KAVE. It shows that KAVE seems more sensitive to heteroscedasticiy than PSAVE, although its impact is mild.
Minneapolis school data
To illustrate the three proposed methodologies, we use data on the performance of students in n = 63 Minneapolis schools studied by Cook (1998) patter and is week, so we expect that these predictors might be spurious.
To gain useful information for deciding betweend = 1 andd = 2, we construct a simulation as follows. Letting X 0 be the estimated sufficient predictor from the DSAVE with d = 1, we generated new data sets from the model Y * ki = f k (X 0i ) + ε ki , i = 1, 2, . . . , 63, k = 1, 2, where f k is a LOWESS smooth of Y k against X 0 using 0.7 as the tuning parameter and the ε ki 's are independent standard normal random variables. For each of 1000 data sets generated in this way, we tested the true null hypothesis d = 1 using PSAVE at nominal level 5% and PSAVE. The rejection rates were 16% for DSAVE and 99.9%
for PSAVE. Clearly, PSAVE overestimates the true dimension. Based on the graphical inspection and this simulation, we concluded that d = 1.
Next, the coordinate effects were tested. KAVE determined that HS and PL were significant with p-values 0.019 and 0.014 respectively, while DSAVE concluded that B and PL were important with p-values 0.01 and 0.046 respectively.
Eliminating commonly non-significant predictors of AFDC and PT from the regression and marginally standardizing each of the remaining predictors from DSAVE to have a sample standard deviation of 1, the analysis might now be continued by plotting each of the two responses against the estimated sufficient
Discussion
The three approaches called DSAVE, KAVE and PSAVE are proposed to extend SAVE to multivariate regression. For the dimension estimation, the modified BIC suggested by Zhu and Zhu (2007) was adopted, and it often showed the best asymptotic performances among the three in dimension estimation. The simulation studies confirm that all the three methods are not problematic in use with moderate sample sizes with various regression models.
In data analysis, instead of adhering on one among the three methods, it is recommended to closely compare the dimension estimation results and the significant sufficient predictors from all possible ways. 
