where x is the n-vector state and y is the m-vector output,. The noise sequences Wk and vk are assumed t.o be independent zerolmean white Gaussian sequences having covariances &B and Rz ; , respect,ively. The initial state xo is assumed to be a zero-mean Gaussian random variable which is independent of wk and Vk and has a covariance PO. Note that this system is a special case of the system in [I]. The minimum-variance ked-lag smoothed estimate ?.L-RJ~ (X being the fixed lag) and the corresponding error covariance Pk-x,k-xik can be obtained as discussed in [l] by processing a recursive set of equations. It is easy to see that for the system under consideration these equations take the following forms:
INTRODUCTION
We have recently discussed the use of state augmentation approach for deriving recursive algorithms for fixed-lag [I], [2] and fixedpoint [3 [ smoothing problems . It has been shown that the proposed approach is very convenient in the sense that the known results of the filbering problems for t,he augmented system lead directly to the desired smoothing solutions. It has also been shown [4] that the solut.ion for the fixed-lag problem has the advantage of being uniformly stable in cont,rast with some of the earlier forms of t,he solution. The aim of the present note is to examine t.he ked-lag and fixed-point algorithms in [I] and [3] , respectively, from a c0mput.ational point of view.
THE FIXED-LAG CASE
Consider the linear-discrete system modeled by
where x is the n-vector state and y is the m-vector output,. The noise sequences Wk and vk are assumed t.o be independent zerolmean white Gaussian sequences having covariances &B and Rz ; , respect,ively. The initial state xo is assumed to be a zero-mean Gaussian random variable which is independent of wk and Vk and has a covariance PO. Note that this system is a special case of the system in [I].
The minimum-variance ked-lag smoothed estimate ?.L-RJ~ (X being the fixed lag) and the corresponding error covariance Pk-x,k-xik can be obtained as discussed in [l] by processing a recursive set of equations. It is easy to see that for the system under consideration these equations take the following forms:
(8)
and which have to be processed for i = 1,2, • . -,M and j = 1,2, . * .,
In order to compare the computational requirements of the above algorithms vis-&-vis that of the conventional algorithms [5] , [6] , an operation count, will be made in both the cases by keeping in mind the following points: 1) As filtering eiquations are common to both the algorithms, operations involved in filtering are not. counted.
2) One count is made for each of t.he multiplication and division operations. It is assumed that addition and subtraction operations consume negligible time in comparison.
3) A multiplication of two matrices of order n X m and TO X J) involves a total of nmp operations. However, if n = p and the resulting matrix is symmetric, then the number of operations involved are reduced to hn(n + 1)/2. 4) A matrix inversion of order n x n involves approximately n 3 operations.
The number of operations involved in various equat,ions of the algorithm obtained through the augment.ation approach are grouped as follows (assuming k > X):
Equat.ion Equat.ion Equation (3): (4): (5): (6): (7): (8):
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Operations involved in (9) and (10) are common to filtering and need not be considered here. Thus the total number of major operations: L V~~~ are given by
Similarly, for the convent,ional algorithms, the total number of major Operations BCON can be seen to be.11.5 n 3 + 2.5 n 2 + nm(3n + 1). It is difficult to comment. on the relative speed of the two algorithms analyticaly, as nonlinear combinat,ions of n, M, and X are involved. A quantitative idea of the time taken by the two algorithms can be obtained by assigning numerical values to the va.rious variables, as illustrated in Table I . It is clear from Table I that the prw posed algorithm is faster than the conventional one, especially when lag N is small. It, may be noted that, whenever hed-lag smoothing is employed to improve the accuracy of estimat,ion over that permissible by filtering, the optimum delay is generally small.
THE FIXED-POINT CASE
Consider noa the fixed-point smoothing problem for systems (1) and (2), which is to obt.ain minimum-variance est.in1ate $J i k and the corresponding error-covariance PJ,J:k for k > J where J is fixed. The solut.ion for this problem can be obtained as in [3] and is reproduced for ready reference as follows:
Pj,m = An operation count made on this algorithm reveals t.hat to Table 11 , where it. is again seen that t,he algorithm based on the augmentat-ion approach is computationdy superior.
Fixed-Point Smoothing with a Measurement Process Initiated A Posteriori

R. PRIEMER
Abstract-For discrete linear stochastic systems, a fixed-point smoothing algorithm is given to obtain optimal estimates of the state of the system at time k = i (i fixed) when noisy linear measurements of the state are not available until the time k = jCj > i). An example is included to illustrate smoothing degradation as Cj -i) increases.
I. INTRODUCTION
This correspondence deals with obtaining optimal linear fixedpoint smoothing &t:imates s(i/k) of the state z(i) of a time-varying linear-discrete system given the ,noisy linear measurements yo'), y(j + I), .
. . , y(k), where k = 0,1, . . . is the discrete time index, i is hed wit.h i 2 0, and j > i. The linear system is described by
where +(k) is the n Xn state transition matrix and u(k), the system disturbance, is a zero-mean white-noise process, the covariance mat.rix of which is V,,(k). The measurement process is modeled by (2) for k 2 j, where the M X n matrix (m 5 n)D(k) has rank m, and w(k), the measurement noise, is a zero-mean white process, the covariance matrix of which is V, (k) . To obtain the minimum meansquare error estimates ?(ilk) using (2) for j > i, it. is assumed that the mean Z(i) and covariance V,(i) of the state z(i) are known. It is further assumed that z(i), u(k), and w(k) are mutually and temporally uncorrelated for k 2 i.
Xotice that for the usual fixed-point smoothing problem (see €01 example Meditch [l] or Rauch et al. [2] ) j 5 i. This implies t,hat in an on-line situation the need for a fixed-point. smoothing estimate must. be anticipated t.0 insure that the measurement process will have been initiated by the time k = i. Therefore, supposing that j > i accounts either for a delay between the time it is decided that a hed-point smoothing estimate is required and the t,ime at. which the measurement. process is started or for the unavailability of measurements prior to k = j. Of course, the smoothing error variance for j > i is expected to be greater than the smoothing error variance for j 5 i, and in Section I11 an example is used to demonst.rate this.
THE SMOOTHING ORIITEN
Except for initial conditions and the time range over which they apply, it can be shown that the usual smoothing algorithms can also be used to obtain ?(i/k). The optimal linear smoother obtained by Priemer and vacroux [3] dl he used; it is repeated for convenience as follows: 
V(r,s/t) = E[(z(r) -?(r/t))(z(s) -?(s/t))'l.
If I is replaced by k, then (3)-(8) are the Kalman filtering algorithm, and if in addition 1 is replaced by i in (4), (51, (7), and (91, then (3)-(9) are t.he smoothing algorithm.
The initial condit.ions required by the fixed-point. smoothing algorithm are: ?(jjj -I), V(i,j/j -I), V(j,j/j -I), ?(i/j -l), and V(i,i/j -I). To obtain t,hese, let. H(k,i) be defined by k-1
