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Abstract 
For the multisensor multi-channel autoregressive (AR) signals with colored measurement noises, when the model 
parameters and noise variances are partially unknown, the consistent estimators of unknown AR model parameters 
and noise variance are obtained by the bias compensated recursive least-squares (BCRLS) algorithm. Then, substitu- 
ting these estimators into the optimal weighted measurement fusion signal Kalman filter, a self-tuning weighted 
measurement fusion signal Kalman filter is presented. Further, applying the dynamic error system analysis (DESA) 
method, it is rigorously proved that the proposed self-tuning fusion signal Kalman filter converges to the optimal 
fuser in a realization, so that it has asymptotic global optimality. A simulation example shows their effectiveness.
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1. Introduction 
Recently, the multisensor data fusion has received great interest due to extensive application 
background. And information fusion Kalman filtering mainly is effective only when model parameters 
and noise variances are all known. However, in most practical applications, the model parameters and 
noise variances are often completely or partly unknown. The filter for the system with unknown model 
parameters and/or noise variances is called self-tuning filtering [1]. In order to deal with the system with 
unknown model parameters and noise variances, the self-tuning filters for ARMA signals were 
respectively given in [2, 3], but they are only applicable for the single channel ARMA signals. Using the 
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modern time series analysis method, an optimal weighted measurement fusion Wiener filter was 
presented for the multisensor multichannel ARMA signals [4]. However, the above filters have the 
disadvantage that the measurement noises and common disturbance noise are all white noises. The 
convergence analysis method of the self-tuning Wiener fuser has been proved in [5], which is called 
dynamic error system analysis (DESA) method, and a new concept of convergence in a realization was 
presented in [5], which is weaker than the convergence with probability one.  
In this paper, for the multi-channel autoregressive (AR) signals with the common disturbance noise, a 
self-tuning weighted measurement fusion signal Kalman filter is considered. The bias compensated 
recursive least-squares (BCRLS) algorithm [6] is applied to obtain the estimators of model parameter and 
noise variances. Then substituting them into the optimal weighted measurement fusion Kalman filter, a 
self-tuning weighted measurement fusion Kalman filter is presented. Furthermore, based on DESA 
method, it is rigorously proved that the presented self-tuning fused Kalman filter converges to the 
corresponding optimal fused Kalman filter in a realization. It has asymptotically global optimality.   
2. Optimal Measurement Fusion Signal Filter  
Consider the multi-channel autoregressive (AR) signals with colored noise  
1( ) ( ) ( 1)A q s t w t− = −                                                                                                                           (1) 
( ) ( ) ( ) ( ), 1,2, ,i iy t s t t t i Lη ξ= + + = L                                                                                                (2) 
where t is the discrete time, ( ) ms t R∈  is the signal to be estimated, )(tyi is the measurement of the thi  
sensor, )(tw , )(tξ  and ( )i tη  are  uncorrelated white noises of the thi sensor subsystem, respectively. 
1−q is the backward shift operator with )1()(1 −=− tstsq . 1( )A q−  are the matrix polynomial, with form as 
1 1
1( ) aa
n
m nA q I A q A q
−− −= + +L . 
Assumption 1 )(tw , )(tξ and ( )i tη  are uncorrelated white noises with zero mean and variance matrices  
wQ  , Qξ  and iQη  , respectively.  
Assumption 2 )( 1−qA are stable matrix polynomial.  
Assumption 3 )( 1−qA  and the noise matrices wQ are unknown.  
Assumption 4 The measurement data )(tyi (a realization of measurement stochastic process )(tyi ) are 
bounded for t , Li ,,2,1 L= . 
The AR signal model (1) and (2) can be transformed to the equivalent the state space model  
( 1) ( ) ( )x t Φx t Γw t+ = +                                                                                                                       (3) 
( ) ( ) ( )i iy t Hx t v t= +                                                                                                                             (4) 
( ) ( )s t Hx t=                                                                                                                                         (5) 
where  
1
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Γ
⎡ ⎤
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦
M , [ ]0 0mH I= L , ( ) ( ) ( )i iv t t tη ξ= + .    
Denoting 
T(0) T T
1( ) ( ), ..., ( )Ly t y t y t⎡ ⎤= ⎣ ⎦ , we have the centralized fused measurement equation 
(0) (0)( ) ( ) ( )y t eHx t v t= +                                                                                                                      (6) 
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where [ ]T ,m me I I= L ( )iv t have the variance i iR Q Qη ξ= + , and the fused noise 
T(0) T T
1( ) ( ), ..., ( )Lv t v t v t⎡ ⎤= ⎣ ⎦ has the variance (0)
i
i
Q Q Q
R
Q Q Q
ξ η ξ
ξ ξ η
⎡ ⎤+
⎢ ⎥= ⎢ ⎥
⎢ ⎥+⎣ ⎦
L
M O M
L
. 
From (6), applying the weighted least squares (WLS) method [7] yields the WLS estimate (Gauss-
Markov estimate) ( )y t  of ( )Hx t as 
T (0) 1 1 T (0) 1 (0)( ) ( ) ( )y t e R e e R y t− − −=                                                                                                        (7) 
Substituting (6) into (7) yields the weighted measurement fusion equation as 
( ) ( ) ( )y t Hx t v t= +                                                                                                                               (8) 
where the fused measurement noise T (0) 1 1 T (0) 1 (0)( ) ( ) ( )v t e R e e R v t− − −= has the variance T (0) 1 1( )R e R e− −= . 
For the weighted measurement fusion system (3) and (8) with known model parameters and noise 
variances, using the standard Kalman filtering theorem [8], the optimal weighted measurement fusion  
signal Kalman filter is given by 
ˆ ˆ( | ) ( ) ( 1 | 1) ( ) ( )x t t t x t t K t y tΨ= − − +                                                                                                  (9) 
( ) [ ( ) ]nt I K t HΨ Φ= −                                                                                                                       (10) 
T T 1( ) ( | 1) ( ( | 1) )K t t t H H t t H RΣ Σ −= − − +                                                                                     (11) 
ˆ ˆ( | ) ( | )s t t Hx t t=                                                                                                                                (12) 
where the prediction error variance matrice ( | 1)t tΣ −  satisfies the time-varying optimal Riccati equation 
Τ Τ 1 Τ Τ( 1 | ) [ ( | 1) ( | 1) ( ( | 1) ) ( | 1)] wt t t t t t H H t t H R H t t QΣ Φ Σ Σ Σ Σ Φ Γ Γ−+ = − − − − + − +             (13) 
The problem is to find self-tuning weighted measurement fusion signal Kalman filter ˆ ( | )ss t t  when the  
AR model parameters and noise variances are partially unknown. 
3. Self-tuning weighted measurement fusion Kalman filter 
The self-tuning weighted measurement fusion signal Kalman filter consists of the following steps: 
Step 1. Substituting (1) into (2) for the thi sensor, we have the corresponding least-squares (LS) 
structure as 
( ) ( ) ( ),i i iy t = t +e tΘϕ Li ,,2,1 L=                                                                                                      (14) 
TT T( ) ( 1), , ( )i i i at y t y t nϕ ⎡ ⎤= − − − −⎣ ⎦L                                                                                          (15)   
1 an
A AΘ ⎡ ⎤= ⎣ ⎦L                                                                                                                            (16) 
1( ) ( 1) ( ) ( 1) ( )ai i i n i ae t w t v t A v t A v t n= − + + − + + −L                                                                        (17) 
Applying the bias compensated recursive least-squares (BCRLS) algorithm [6], the local estimates 
ˆ ( )i tΘ  of AR parameters Θ  at time t is 
ˆ ˆ ˆ( ) ( ) ( 1 ( )i bi i di it t t t R P tΘ Θ Θ= + − )                                                                                                      (18) 
Tˆ ˆ ˆ( ) ( 1) [ ( ) ( 1) ( )] ( ) ( )bi bi i bi i i it t y t t t t P tΘ Θ Θ ϕ ϕ= − + − −                                                                         (19) 
T[ ( 1) ( )][ ( 1) ( )]
( ) ( 1)
1 ( ) ( 1) ( )
i i i i
i i
i i i
P t t P t tP t P t
t P t t
ϕ ϕ
ϕ ϕΤ
− −= − − + −                                                                                (20)  
diag( , , )di i iR R R= L                                                                                                                          (21) 
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with initial value ˆ ( ) 0,bi tΘ = ( ) , 0.ai mnP t Iα α= >  
Based on the estimator ˆ ( )iA t , the noise variance can be computed by  
T
0
ˆ ˆ ˆ ˆ( ) ( ) ( ) ( )
an
wi ei j j j
j
Q t Q t A t R A t
=
= −∑                                                   (22) 
T1ˆ ˆ ˆˆ ˆ( ) ( 1) [ ( ) ( ) ( 1)]ei ei i i eiQ t Q t e t e t Q tt
= − + − −                                                                                      (23) 
ˆˆ ( ) ( ) ( ) ( )i i i ie t y t t tΘ ϕ= −                                                                                                                   (24) 
Based on the local estimates ˆ ( )i tΘ , the fused estimates ˆ ( )i tΘ  of Θ is defined as the average value of 
local estimates, i.e. 1
1
1 ˆ ˆˆ ˆ( ) ( ) ( ) ( )
a
L
f j n
j
t t A t A t
L
Θ Θ
=
⎡ ⎤= = ⎣ ⎦∑ L .The fused estimates 
1
1ˆ ˆ( ) ( )
L
wf wj
j
Q t Q t
L =
= ∑ . 
And the information fusion estimates of AR model parameters are consistent, i.e. 
ˆ ˆ( ) , ( ) , 1, , ,l l wf w aA t A Q t Q l n→ → = L  as ,∞→t   w.p.1                                                                  (25) 
Step 2. Further, the estimators )(ˆ tΦ  can be obtained.  And the estimator is consistent, i.e.       
ˆ ( )tΦ Φ→ , as ,∞→t   w.p.1                                                                                                           (26) 
Step 3. Φ is replaced by )(ˆ tΦ . So, the estimators ˆ ( )Ψ t and ˆ ( )K t  are obtained. Substituting )(ˆ tΦ  into 
(9)-(13) yields the self-tuning weighted measurement fusion signal filter ˆ ( | ),ss t t  as  
ˆ ˆˆ ˆ( | ) ( ) ( 1 | 1) ( ) ( )s sx t t t x t t K t y tΨ= − − +                                                                                           (27)  
ˆ ˆ( | ) ( | )s ss t t Hx t t=                                                                                                                           (28) 
where the prediction error variance matrice ˆ ( | 1)t tΣ −  satisfy the self-tuning Riccati equation 
Τ Τ 1 Τ Τˆˆ ˆ ˆ ˆ ˆ ˆ ˆ( 1 | ) ( )[ ( | 1) ( | 1) ( ( | 1) ) ( | 1)] ( ) ( )wt t t t t t t H H t t H R H t t t Q tΣ Φ Σ Σ Σ Σ Φ Γ Γ−+ = − − − − + − +  
(29) 
4. Convegence analysis 
Theorem 1 For the multisensor system (3) and (8) with the Assumptions 1-4, and with the estimator 
ˆ ( )Φ t , the self-tuning weighted measurement fusion Kalman signal filter ˆ ( | )ss t t given in (28) converges 
to the optimal fusion Kalman signal filter ˆ( | )s t t  given in (12) in a realization, i.e. 
ˆ ˆ[ ( | ) ( | )] 0,ss t t s t t− →  as ∞→t , i.a.r                                                                                            (30) 
Proof. According to [10], it can be proved similarly 0))|1()|1(ˆ( →+−+ tttt ii ΣΣ . Hence, using the 
dynamic error system analysis (DESA) method [5], we can yield ˆ ˆ[ ( | ) ( | )] 0,sx t t x t t− → as ∞→t , i.a.r. 
Further, from (12) and (28), we have that (30) holds. 
5.  Simulation Example 
Consider the multisensor multi-channel autoregressive (AR) signal with the measurement noises and 
common disturbance noise  
1 2
2 1 2( ) ( ) ( 1)I A q A q s t w t
− −+ + = −                                                                                                   (31)                     
( ) ( ) ( ) ( ), 1, 2, ,i iy t s t t t i Lξ η= + + = L                                                                                             (32)                         
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where the signal [ ]Τ21 )()()( tststs = , 2)( Rtyi ∈ are the measurements of the thi sensor, )(tw , ( )ξ t  and 
( )i tη are independent Gaussian white noises with zero means and variances wQ , ξQ and iQη , respectively. 
Assume 1 2,A A and wQ  are unknown. The aim is to obtain the self-tuning measurement fusion signal 
Kalman filter ˆ ( | )ss t t . In simulation we take  
11 12
1
13 14
0.5 0.9
1.3 0.1
a a
A
a a
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥−⎣ ⎦⎣ ⎦
, 21 222
23 24
0.21 0.38
0.77 0.06
a a
A
a a
−⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥−⎣ ⎦⎣ ⎦
, diag(3,6)wQ =  
diag(0.1,0.2),Qξ = 1 diag(0.05,0.1)Qη = , 2 diag(0.2,0.5),Qη =  3 diag(0.6,0.8)Qη =                      (33) 
Using the Multidimensional bias compensated recursive least-squares (BCRLS) algorithm [6], the fused 
estimators of unknown model parameters and noise variances can be obtained. The convergence of 
estimators of AR parameter and noise variances is shown in Fig.1-Fig.3, Fig.1-Fig.3 verify the 
consistence of estimators of the model parameters and noise variances, where the straight curves denote 
the true values, the solid curves denote the estimators. Fig.4 and Fig.5 show that the self-tuning fused 
filter )|(ˆ0 tts
s converges to the optimal fused filter )|(ˆ0 tts  
    
Fig.1 The convergence of  fused estimator )(ˆ1 tA                 Fig.2 The convergence of  fused estimator )(ˆ2 tA  
       
Fig.3 The convergence of fused estimator ˆ ( )wQ t                       Fig.4. The error curve  )|(ˆ)|(ˆ 0101 ttstts s −                  
                   
Fig.5. The error curve  02 02ˆ ˆ( | ) ( | )
ss t t s t t−  
ˆ (2, 2)wQ
ˆ (1,1)wQ  
13aˆ  
11aˆ  
12aˆ  
14aˆ  
23aˆ  
21aˆ
24aˆ
22aˆ  
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6. Conclusion 
For the multisensor multi-channel AR signals with colored noise, by the classical Kalman filter method, 
a self-tuning weighted measurement fusion signal Kalman filter is presented. The information fusion 
estimators of the model parameter and noise variance are obtained by BCRLS algorithm. By the DESA 
method, it has been proved strictly that the self-tuning weighted measurement fusion signal Kalman filter 
converges to the optimal weighted measurement fusion signal Kalman filter in a realization, so that it has 
the asymptotic optimality. It can be applied to handle the self-tuning weighted measurement fusion 
Kalman filter for the multi-channel AR signals.  
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