Abstract: Accurate and fast evaluation of electrostatic interactions in molecular systems is still one of the most challenging tasks in the rapidly advancing field of macromolecular chemistry, including molecular recognition, protein modeling and drug design. One of the most convenient and accurate approaches is based on a Buckingham-type approximation that uses the multipole moment expansion of molecular/atomic charge distributions. In the mid-1980s it was shown that the pseudoatom model commonly used in experimental X-ray charge density studies can be easily combined with the Buckingham-type approach for calculation of electrostatic interactions, plus atom-atom potentials for evaluation of the total interaction energies in molecular systems. While many such studies have been reported, little attention has been paid to the accuracy of evaluation of the purely electrostatic interactions as errors may be absorbed in the semiempirical atom-atom potentials that have to be used to account for exchange repulsion and dispersion forces. This study is aimed at the evaluation of the accuracy of the calculation of electrostatic interaction energies with the Buckingham approach. To eliminate experimental uncertainties, the atomic moments are based on theoretical singlemolecule electron densities calculated at various levels of theory. The electrostatic interaction energies for a total of 11 dimers of ␣-glycine, N-acetylglycine and L-(ϩ)-lactic acid structures calculated according to Buckingham with pseudoatom, stockholder and atoms-in-molecules moments are compared with those evaluated with the MorokumaZiegler energy decomposition scheme. For ␣-glycine a comparison with direct "pixel-by-pixel" integration method, recently developed Gavezzotti, is also made. It is found that the theoretical pseudoatom moments combined with the Buckingham model do predict the correct relative electrostatic interactions energies, although the absolute interaction energies are underestimated in some cases. The good agreement between electrostatic interaction energies computed with Morokuma-Ziegler partitioning, Gavezzotti's method, and the Buckingham approach with atoms-in-molecules moments demonstrates that reliable and accurate evaluation of electrostatic interactions in molecular systems of considerable complexity is now feasible.
Introduction
According to the Morokuma-Ziegler energy partitioning scheme [1] [2] [3] the total intermolecular monomer-monomer interaction energy E int is written as E int ϭ E es ϩ E Pauli ϩ E oi (1) where E es is the electrostatic interaction energy, E Pauli is the Pauli, or exchange repulsion, which accounts for steric repulsion, and E oi (orbital interaction energy) includes charge transfer and polarization effects that occur upon the relaxation of the interacting system to its final state. This energy decomposition scheme is similar to the Kitaura-Morokuma analysis, 4, 5 which explicitly partitions the interaction energy into electrostatic (E es ), exchange, polarization, and charge transfer contributions. 
Although this is an exact expression, it is not readily suitable for practical applications because of the complicated 6D integration involved and, if evaluated numerically, requires a precise knowledge of the charge distributions and the ability to calculate them at any point in space. Among other methods explored are the generalized Gaussian quadrature integration in a curvilinear coordinate system 7 and the direct numerical integration with the "pixel-by-pixel" approach, 8 both of which require a significant amount of computational time. A much simpler form can be obtained when expanding ͉ r A Ϫ r B ͉ Ϫ1 as a Taylor series. In the resulting expression 9 ,10
detailed knowledge of the two charge distributions A and B is not a necessity and instead only the permanent multipole moments q, , ⌰, ⍀ . . . (monopole, dipole, quadrupole, octopole) of the unperturbed molecular charge distributions are required. Parameters T ␣,␤,␥. . . are the symmetrical interaction tensors of the form 9 T ␣␤␥· · · ϭ ٌ ␣ ٌ ␤ ٌ ␥ · · · R Ϫ1 (4) where R is the vector from the origin of A to B and ␣,␤,␥ represent x, y, and z, using the Einstein convention for summation over the indices. This approximation approaches the exact expression (2) when the distance between the two molecular charge distributions A and B is much larger then the size of the distributions and when a sufficient number of high-order terms is included in the expansion. In practice, it is more convenient to replace the molecular moments by a summation of contributions from the individual atoms constituting the molecules. Then, expression (3) can be rewritten in terms of pairwise interactions that run over all atoms i ϭ 1. . .N(A) and j ϭ 1. . .N(B) constituting molecules A and B, respectively: Unfortunately, the atomic moments in expression (5) cannot be determined uniquely as neither the wave function nor the electron density can be unambiguously partitioned into atomic fragments. In the approximations used, the partitioning is done on either the orbitals that construct the wave function or on the density as calculated directly from the wave function or determined experimentally. Partitioning methods based on the electron density are more suitable for the purpose of calculating the electrostatic interactions because they directly lead to the definition of the moments of atomic charge distributions from the molecular electron density.
Two types of electron density partitioning methods, referred to as fuzzy and discrete boundary partitionings, can be distinguished. 11 In the first case the charge density at each point is assigned to overlapping functions centered at different locations, while in the second all the density at a given point is assigned to a specific center. Two examples of fuzzy boundary methods are the stockholder 12 and the pseudoatom partitioning. 13, 14 In the current study the latter is represented by the Hansen-Coppens expansion. 11, 15 Within the atoms-in-molecules (AIM) theory developed by Bader 16 -18 the atomic basin of a nucleus ⍀ is defined as a discrete region in space bounded by interatomic surfaces (IASs) that satisfy the boundary condition of zero flux:
where ٌ(r) is the gradient vector field of the electron density and n(r) is the vector normal to the surface at r. The atomic moments are then evaluated as an integral of the form
where Â is the moment operator and A(⍀) is the atomic moment integrated over the basin ⍀. The application of AIM moments to the calculation of intermolecular electrostatic interaction energies E es has been extensively studied by Popelier et al. based on supermolecular calculations on a number of organic molecules of different sizes and complexity, 19 -21 including DNA base pairs. The convergence of the calculated energies as a function of the cutoff of the order of the moments was shown to be somewhat slower for the AIM (unless the AIM moments were distributed over extra nonnuclear sites via a shifting procedure) than for Stone's DMA moments, 22 which are widely used in force field calculations, but the resulting energies from the two methods agreed within 1.3 kJ/mol when higher-order (l Ն 4) terms were included in the expansion. The electrostatic interaction energies calculated with the Buckingham-type expansion were also compared with "exact" values obtained by a 6D double-basin integration of (2) for each atom-atom pair in the supermolecule. In this definition the exact values also include the penetration energy that occurs upon overlapping of two charge distributions at close distances. Thus, the electrostatic energies calculated from the Buckingham-type expansion can be considered only as an approximation to the exact energies calculated by double-basin integration. Nevertheless, a good agreement between AIM-based and exact values of E es has been reported with the differences never exceeding 6 kJ/mol with an average discrepancy of 1-2 kJ/mol.
Hirshfeld's fuzzy-boundary stockholder partitioning 12 can equally well be applied to theoretical and experimental electron densities. According to this method, the actual molecular density (r) at each point is divided among the atoms of the molecule in proportion to their respective contributions to the promolecule density at that point:
where the promolecule density is defined as promol ϭ ¥ i i free atom (r) and i free atom (r) are the densities of the free spherically averaged atoms. The application of stockholder moments in the calculation of intermolecular interactions in hydrogen-bonded small organic systems has been discussed in detail by Spackman. 6 According to the formalism used in his studies, the total intermolecular interaction (binding) energy is partitioned as follows:
where the electrostatic interaction energy E es is calculated according to the Buckingham-type expansion (5), the repulsion (E rep ) and dispersion (E disp ) forces are approximated using exp-6 potentials derived earlier, 35 and E pen , the penetration electrostatic contribution, is defined 6 as the interaction of the spherical charge distribution of one molecule with the deformation charge density of the second. 23 The total intermolecular bonding energies obtained using stockholder atoms were compared with those calculated from Stone's DMA expansion 22, 24 and the generalized scattering factor approach (GSF). 25 The results show good agreement in total binding energies between the Buckingham-type approximation with stockholder, DMA, and GSF moments and those obtained directly from supermolecular calculations, the differences being only about 2 kJ/mol. The inclusion of octapolar and hexadecapolar moments was shown to be an important factor in reaching convergence in the energy. However, no attempts were made to analyze the accuracy of the evaluation of the purely electrostatic component of the total binding energies.
The multipolar model of Hansen and Coppens 11, 15 is commonly used in experimental X-ray determinations of charge densities in molecular crystals. The static charge density in the crystal is described by the superposition of aspherical nucleus-centered pseudoatoms i pseudo (r)
where the terms core (r) and val (r) represent the spherically averaged core and valence densities, respectively, and def (r) describes the aspherical deformation density. Detailed descriptions of the parameters included in Hansen-Coppens pseudoatom expansion are given in refs. 11 and 15.
The remarkable transferability of the pseudoatom parameters determined from experimental X-day data has been long noted. In the mid-1990s Lecomtes group reported a databank with the most significant pseudoatom parameters for light atoms, based on experimental charge density studies of a series of amino acids and oligopeptides. 26 Application of the databank parameters resulted in more accurate thermal and positional parameters than in spherical atom refinements of crystal structures. Also, the electrostatic potential for several molecules, calculated based on the databank parameters only, was shown to agree well with results based on the actual pseudoatom parameters from aspherical refinement of experimental X-ray structure factors.
Koritsanszky et al. 27 pointed out that for such a databank pseudoatom parameters based on the refinement of theoretical single-molecule, rather than experimental structure factors, provide an alternative. With theoretical data it is possible to obtain pseudoatom parameters free of experimental errors and not affected by possible anisotropic nuclear motions. It also allows a great variety of atom types and systems to be studied. Examination of a series of polypeptides showed that pseudoatom parameters are highly transferable and rather invariable on rotation around single bonds in the peptide framework.
Calculation of electrostatic interactions based on both theoretical and experimental pseudoatoms have been reported by several authors. 23,28 -34 However, most of these studies dealt with either the total interaction energies in dimers or with the molecular binding and/or lattice energies in crystals. As in the stockholder moment study by Spackman, the electrostatic interaction was not examined separately but rather as a part of the total interaction energy. With different types of atom-atom potentials [35] [36] [37] used to approximate repulsion and dispersion forces the consistency in the calculation of electrostatic energies could not be tested.
As transferability has already been established, the current study is a logical next step in the development of the pseudoatom databank. It deals with the practical application of the databank pseudoatom parameters in the calculation of the monomer molecular moments and the electrostatic contribution to the interaction energies in dimers. The Morokuma-Ziegler energy partitioning scheme included in the density functional theory (DFT) package ADF 38 -40 allows the evaluation of the purely electrostatic interaction energy, which should be directly comparable with electrostatic energies calculated via a Buckinghamtype expansion. Thus, the ambiguity of using the atom-atom potentials (required for calculation of the total intermolecular binding energy, which is usually compared with supermolecular calculations) is eliminated in this study. To estimate the effect of the partitioning method on the calculation of the total molecular moments and electrostatic interaction energies, the results calculated with databank and model pseudoatoms are compared to those obtained with stockholder and AIM moments derived from the same starting wave functions. This approach allows separation of the effects of the approximations used in calculation of the electrostatic interaction energies from those introduced by the partitioning model itself.
Computational Details

Crystal Data
In this study the unoptimized molecular and dimer geometries directly extracted from the crystal structures of ␣-glycine (Gly), N-acetylglycine (AcG), and L-(ϩ)-lactic acid (Lac) were used.
Structural parameters for Gly [ Fig. 1(a) ] (C 2 H 5 NO 2 , space group P2 1 /n) were taken from a recent accurate X-ray charge density study at 23 K by Destro et al. 41 The positions of the hydrogen atoms determined in this study agree within 2.3 e.s.d.s with the 15-K neutron results. The crystal structure of Gly shows six distinct dimers (Fig. 2) NO 3 , space group P2 1 /c) crystal data were taken from a room-temperature neutron study. 42 Two distinct dimers in the AcG crystal are illustrated in Figure 2 1 ) were taken from a 100-K low-temperature X-ray study. 43 To compensate for the shortening of X-ray determined bonds, the H atoms were placed at 1.059 Å from C along COH, 1.015 Å from O in the carbonyl group, and 0.967 Å from O in the hydroxyl group along OOH bonds, which correspond to the averaged COH and OOH distances in C-C-H 3 , O ϭ C-O-H and C-O-H groups, respectively. 44 Three distinct dimers in the crystal structure of Lac are shown in Figure 4 More detailed information on bond distances, angles, and symmetry operations required to generate symmetry-equivalent molecules in all dimers is given in Table 1 .
Theoretical Calculations
Single-molecule calculations were performed with the GAUSS-IAN98 45 (G98) and ADF2003.01 38 -40 programs at the DFT level. A fundamental difference between the two programs is their use of different primitive functions in the atomic basis set expansions. GAUSSIAN98 uses Gaussian-type functions exp(Ϫ␣r 2 ) while the Slater-type functions exp(Ϫ␣r) are used in ADF. GAUSSIAN98 calculations employed the split-valence double-exponential 6-31G** 46 and triple-exponential 6-311ϩϩG** 47 basis sets with polarization functions, the latter also containing diffuse functions. 48 In ADF the standard double-(DZP) and triple-zeta exponential (TZP) basis sets with polarization functions were used. DFT calculations in GAUSSIAN98 were performed with Becke's three-parameter hybrid method, 49 combined with the nonlocal correlation functional of Lee, Yang and Parr 50 (B3LYP keyword in GAUSSIAN98). In ADF the Hartree-Fock exchange is not implemented, which excludes use of hybrid-type functionals such as B3LYP. Therefore, Becke's 1988 exchange 51 combined with Lee, Yang, and Parr's correlation functional 50 (BLYP) was used in all ADF calculations. Basis set superposition errors (BSSEs) were accounted for with the counterpoise correction method.
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Multipole Refinements of Theoretical Structure Factors
Complex static valence-only structure factors in range 0 Ͻ sin/ Ͻ 1.1 Å Ϫ1 were obtained by Fourier transform of the molecular charge densities for reciprocal lattice points correspond- ing to a pseudocubic cell with 30-Å edges. In the refinement of the static theoretical data, performed with the XD package, 53 temperature factors and atomic positions were not refined, thus eliminating an important source of correlation between parameters. Both and Ј parameters 11 were refined independently for each atom, while chemically similar hydrogen atoms were allowed to share the same and Ј parameters. The multipole expansion was truncated at the hexadecapolar level (l max ϭ 4) for the nonhydrogen atoms and at the quadrupole level (l max ϭ 2) for hydrogens, for which only bond-directed multipolar functions 11 with l,m ϭ 1,0 and 2,0 were refined. To reduce the number of refined parameters, local symmetry constraints were applied to some atoms. A molecular electroneutrality constraint was applied in all refinements.
Multipolar DataBank
The strategy in building the multipolar databank has been discussed elsewhere. 27 However, in contrast to the previous study, in which molecular geometries were optimized at the molecular mechanics level, all single-molecule and dimer calculations used unoptimized crystal molecular geometries from accurate X-ray or neutron data extracted from the Cambridge Structural Database. 54 Every entry in the databank contains a full set of pseudoatom parameters sufficient to represent an atom within the CoppensHansen pseudoatom formalism, averaged over a number of calculations on different molecules. Only parameters statistically different from zero are included for each atom.
Calculation of Atomic Moments
For both GAUSSIAN98 and ADF wave functions calculation of Cartesian unabridged atomic moments 11, 55 based on the stockholder partitioning method was performed using a FORTRAN77 program specifically written for this study. The free atomic wave functions of H, C, N, and O atoms for the most stable electronic states were calculated separately for each functional and basis set. The integration of the stockholder atoms was implemented using an adaptive subroutine DCUHRE 56 (module 698 in the public domain TOMS package) 57 for the numerical integration of a vector of integrals over a given hyperrectangular region. The integration for each atom was done in a cubic volume of dimensions 6 ϫ 6 ϫ 6 Å with the nucleus located in the center of the cube, giving a numerical integration accuracy of about 10 Ϫ4 a.u. The integration was done separately for each atomic moment while forcing the adaptive numerical integration to approach the desired accuracy.
For GAUSSIAN98 wave functions atomic moments based on the AIM partition were calculated in the program PROAIMV, 58 locally modified to integrate Cartesian unabridged (instead of traceless) moments, and expanded to include l ϭ 3 and 4 moments. Determination and integration of AIM atomic basins from ADF wave functions were performed with a newly developed program TOPADF, which is based on the programs TOPOND98 59 and TOPXD. 60 In TOPADF the first and second derivatives of the density are evaluated analytically. As in case of PROAIMV, the Cartesian unabridged moments with l Յ 4 were integrated.
The computation of unabridged stockholder moments from the Hansen-Coppens pseudoatom model was performed with a new version of the XDPROP program, 53 which uses the subroutine DCUHRE for numerical integration, following the same procedure as described above.
The integrated Cartesian unabridged moments were subsequently converted to traceless and, finally to spherical tensor form.
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Calculation of Electrostatic Interaction Energies in Dimers Using Atomic Moments
The calculation of the electrostatic interaction energies between monomers in dimers was performed using the program MIN16. 61 The program uses the Buckingham-type expansion in terms of Cartesian traceless atomic moments, although it requires spherical moments in its input. The program can calculate all interaction tensors up to order L ϭ l 1 ϩ l 2 ϭ 8 with moments up to the hexadecapolar level (l ϭ 4) (interactions with L ϭ 5 ϩ 3, 6 ϩ 2, 7 ϩ 1, and 8 ϩ 0 are not supported). Results obtained with MIN16 are in an excellent agreement (within 1 kJ/mol) with those from ORIENT3.2, 62 which uses spherical moments but is limited to interactions with L ϭ 5, suggesting that interactions of order L ϭ 4 ϩ 2, 3 ϩ 3, 4 ϩ 3, and 4 ϩ 4 either do not have a significant contribution to the electrostatic interaction energy for the selected systems or cancel each other. Nevertheless, these interactions were included in all calculations. 
Results
The flowchart of the procedure followed is depicted in Figure 5 . Results of each of the steps are discussed below. The most important conclusions are summarized at the end of the article.
Total Molecular Moments
For a given charge density distribution of an isolated molecule the molecular moments should be independent of the type of partitioning used to separate individual atomic contributions (Tables  S1-S3 ). Because it is not possible to obtain the unabridged moments of order 2 and higher directly from pseudoatom parameters, we decided to apply the stockholder partitioning for charge density distributions calculated with the pseudoatom model. Below, moments referred to as obtained from the pseudoatom model are those calculated via stockholder partitioning of the pseudoatom electron densities. To our knowledge this is the first time unabridged moments of order 2 and higher based on the pseudoatom model are compared with those calculated directly from the wave function.
Inspection of Tables S1-S3 shows that summations of individual atomic stockholder, pseudoatom and AIM moments based on original wave function densities yield essentially the same total molecular moments as calculated analytically from corresponding wave functions except for Lac and AcG, for which exceptions occur both in the case of pseudoatom moments from aspherical atom refinements of theoretical structure factors and for the databank.
For Gly all molecular moments based on the pseudoatom model agree well with those calculated by other methods. For the dipole moment (including all three of its components) the agreement is almost perfect. Even for moments of orders 2-4 the observed differences are small and the sign of the components is usually the same. The most striking feature of Table S1 is the fact the molecular moments calculated from the databank pseudoatoms are of the same order of accuracy as the model pseudoatoms.
The differences between pseudoatom and other partitioning methods for Lac and AcG are more pronounced. It is disturbing that the X component of the AcG molecular dipole moment calculated from model pseudoatoms, although small, has the opposite sign than that from the other methods. For the other two components (Y and Z), the signs are correctly retained but the values are slightly underestimated. As a result, the magnitude of the small molecular dipole moment vector in AcG from model pseudoatoms (1.8 D) is underestimated compared to other methods (2.8 -3.0 D) and is almost perpendicular to that from the original wave function (Fig. 6) . All three components of the dipole moment vector calculated from databank pseudoatoms are closer to the exact values than to those from model pseudoatoms, although the X component still has the incorrect sign. As a result, the direction of the dipole moment vector calculated from the databank lies somewhere between the exact and the model directions. In Lac with both model and databank pseudoatoms the total molecular moments, 4.2 and 4.0 Debye, respectively, are slightly overestimated compared to the other methods (3.0 -3.4 Debye) because of a small overestimation of each of the X, Y, and Z components. The second molecular moments of AcG and Lac calculated from both databank and model pseudoatoms are in good agreement with the exact values, while significant differences are observed for some of the components of the third and fourth moments. Again, the databank performs at the same level of accuracy as the model pseudoatoms and the discrepancies with the databank are observed for exactly the same components of the higher moments as with the model pseudoatoms. The origin of the discrepancies seems to be related to the procedure used in the aspherical atom refinement. It is clear that the fitting of the pseudoatom parameters to the structure factors (Fourier transform of the density) in reciprocal space does not always provide as accurate a description of the molecular density in real space (in terms of molecular moments at least) as do the other partitioning methods, which operate in real space. The fact that the model structure factors are free of errors and thermal motion effects does not seem to improve the performance. However, it may be assumed that the differences in third and fourth moments will not have any significant contributions to the electrostatic energies calculated with the Buckingham expression because these contributions are usually small, so the accuracy in determination of first and second moments is much more important.
The bias in the density introduced by the pseudoatom model upon refinement of structure factors has been discussed before. 60, [63] [64] [65] [66] [67] The bias manifests itself in the topological properties (such as net charges and volumes and properties of at critical points) of the density represented by the pseudoatom model when compared to the model density directly calculated from the wave function. Its origin has been attributed to the limited flexibility of the single-exponential radial functions used to describe the deformation part of the density in the pseudoatom model. Table 2 and Figure 7 summarize the total dimer interaction energies E int for all calculations. In general all calculations employing DZP basis sets uncorrected for BSSE overestimate E int , especially with the Gaussian basis set 6-31G**, for which the average BSSE is 13 kJ/mol and the largest BSSE of 27 kJ/mol is observed for 
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dimer Gly4. On the other hand, for the Slater-type DZP basis set the BSSEs are much smaller-about 6 kJ/mol on average and at most 10 kJ/mol also for the dimer Gly4. These results are in agreement with those published before 68 in which the double-zeta Slater basis set with polarization functions was shown to produce a smaller BSSE compared to Gaussian 6-31G** basis sets for a number of H-bonded neutral dimers of small molecules. For the triple-zeta basis sets the BSSEs are almost negligible (2-4 kJ/mol) and the difference in BSSEs between Slater and Gaussian functions practically vanishes.
Differences in total interaction energies between GAUSS-IAN98 and ADF calculations appear more significant than the BSSEs. These differences arise from the different type and number of primitive functions and from the different DFT functionals used in the GAUSSIAN98 and ADF calculations. Indeed, when comparing the triple-zeta G98/B3LYP/6-311ϩϩG** and ADF/BLYP/ TZP calculations the former seems to produce larger absolute values for E int in all dimers (except Gly2), which defines stronger attractive and stronger repulsive interactions. For Gly2 both calculations predict essentially the same interaction energy of 14 -15 kJ/mol. The differences seem to increase with the absolute values of E int , reaching a maximum of 19 kJ/mol for Gly4, with the largest E int Ϫ179 kJ/mol for G98 and Ϫ160 kJ/mol for the ADF results. However, the mean difference between triple-zeta G98 and ADF calculations for all 11 dimers is only about 7 kJ/mol.
Because it was not possible to obtain the electrostatic interaction energies of monomers in dimers, defined by expression (2), directly from the G98 calculations, we will concentrate on our comparison of E int with E es in the ADF calculations. In general, the electrostatic energy makes a significant contribution and when attractive is always larger in magnitude than the total interaction energy ( Table 3 ). The other two contributions to the total interaction energy (based on Morokuma-Ziegler energy partitioning), exchange repulsion and orbital interaction, are also large but virtually cancel each other for several dimers (Gly4, Gly5, Gly6, and Lac3), which brings E es within 10 kJ/mol of the E int in these cases. Dimer Gly5 is the only one in this study for which the electrostatic interaction shows a significant repulsive character. Strong exchange repulsion forces (55-133 kJ/mol) are observed in all other dimers, yet the sum of E es and E oi outweighs the repulsion and the total interaction character in these dimers is attractive. These results are in qualitative agreement with the previously performed studies of the energy decomposition in DNA bases 69 using Morokuma-Ziegler energy decomposition and with a number of small molecule organic dimers with the Kitaura-Morokuma approach. 70 In the first study the reported absolute values of E es , E Pauli , and E oi were smaller and the E es values were consistently closer to E int (within 6 -18 kJ/mol) compared to the energies in this study. In the second study, the absolute values of the energies were much smaller than those calculated in this study, yet E es always accounted for at least 50% of the total interaction energy.
Thus, our results confirm that E es provides a good estimate of the bonding strength in the selected molecular dimers, although the use of E es alone would overestimate the attractive component of the total interaction energy.
Electrostatic Interaction Energies
The relative order of the electrostatic interaction energies (attractive or repulsive) for all dimers determined with the MorokumaZiegler method is independent of the basis sets in the cases examined ( Table 4 ). The exact values calculated with ADF at the BLYP level with the TZP and DZP basis sets differ from each other only by about 4 kJ/mol on average and at most 9 kJ/mol for dimer AcG2, the TZP values being always lower. Such an agreement suggests that the electrostatic interactions in selected systems based on the unperturbed densities of the isolated molecules are not much dependent of the basis set chosen, at least when based on the exact expression. In the following we will use the results from the TZP calculations for the exact reference values of E es as they should be more accurate than those from the DZP basis.
In general, the Buckingham-type calculations of E es predict the correct relative electrostatic interaction energies in the majority of cases with the exception of the pair of dimers Gly2 and Gly6, for which the relative order of electrostatic energies is always reversed compared to the exact values. For example, the symmetrical dimer Gly4 is correctly predicted to be the most stable in terms of E es , by all methods, with a range of Ϫ130 to Ϫ166 kJ/mol. The only dimer with a repulsive electrostatic interaction, Gly5, is also identified by all methods (E es ϭ 35-55 kJ/mol). In general, when attractive, the electrostatic interaction energies calculated with the Buckinghamtype expansion are somewhat underestimated compared with the exact values. The magnitude of underestimation varies and seems to be dependent on several factors, including the geometry of the dimers and, more importantly, the partitioning method itself.
Basis Set Effects
Inspection of Table 4 shows the basis set dependence of the E es calculated with the Buckingham-type expansion (Fig. 8) . Indeed, for both stockholder and AIM moments the double-zeta basis sets always underestimate E es compared to the triple-zeta sets, exactly as for exact E es energies, although the discrepancies between triple-zeta and double-zeta values can be larger in the Bucking- Difference between the exact electrostatic interaction energy and that calculated from the Buckingham-type expansion (⌬E es ) for different atomic partitions as a function of the closest intermolecular contact. Calculations: ADF-1, ADF/BLYP/TZP; ADF-2, ADF/ BLYP/DZP; G98-1, GAUSSIAN98/B3LYP/6-311ϩϩG**; G98-2, GAUSSIAN98/B3LYP/6-31G**. 
ADF-1, ADF/BLYP/TZP; ADF-2, ADF/BLYP/DZP; G98-1, GAUSSIAN98/B3LYP/6-311ϩϩG**; G98-2, GAUSS-IAN98/B3LYP/6-31G**.
ham-type analysis. Thus, for negative E es the triple-zeta energies are closer to exact while for the dimer Gly5 in which the E es is positive the double-zeta calculations agree better with the exact E es . In general, for ADF moments the differences between triplezeta and double-zeta E es are relatively small-on average about 2 kJ/mol for stockholder atoms and 3 kJ/mol for AIM partitioning. The largest discrepancy is only 7 kJ/mol for the dimer Gly3 from ADF/AIM calculation. These differences are comparable to those obtained for the exact E es calculated in ADF with TZP and DZP basis sets. For GAUSSIAN98 moments from stockholder partitioning the differences between E es from triple-zeta and doublezeta basis sets are also not large: at most 11 kJ/mol for dimers Gly4 and AcG2 and on average about 5 kJ/mol. The most significant basis set dependence of E es calculated with the Buckingham-type expansion is observed with GAUSSIAN98 AIM moments. The largest discrepancy between triple-zeta and double-zeta is as large as 25 kJ/mol for dimer AcG2 and larger than or equal to 10 kJ/mol for dimers Gly1, Gly3, Gly4, and Lac1 (10 -14 kJ/mol). Because the discrepancies for other dimers are small, the average difference in E es between triple-zeta and double-zeta basis sets for GAUSS-IAN98 AIM moments is only 8 kJ/mol. Detailed analysis of the contributions to E es (Table 5) shows that these discrepancies mainly result from different charge-dipole contributions for Gly1, Gly3, Gly4, and Lac1 dimers and also a different charge-hexadecapole term for the AcG2 dimer. These contributions almost completely account for observed differences in the E es . It should be noted that these five dimers are either the ones with the shortest H. . .A distances (AcG2, Lac1, Gly1) or symmetrical dimers (Gly 3 and Gly4). This indicates a pronounced effect of the dimer geometry that will be discussed below. In general, our results seem to contradict claims of the relative basis set independence of the AIM partitioning method. 71 Our results, however, show that stockholder moments are less basis set dependent than the AIM moments as clearly indicated by the calculated intermolecular electrostatic energies.
Effect of Partitioning
The choice of density partitioning method from which the atomic moments are calculated is clearly the most important factor affecting the calculation of E es from the Buckingham-type expansion. Despite the fact that in most of the cases the atomic moments correctly add up to the total molecular moment, as discussed before, the individual atomic moments of an atom may differ greatly among the partitioning methods, 72 as illustrated in Table 6 for the net atomic charges. On the other hand, the pseudoatom and stockholder charges, both based on fuzzy boundary electron density partitioning, are similar but differ considerably from the discrete boundary AIM charges, especially for the carbon and oxygen atoms of COO Ϫ and the nitrogen atom of NH 3 ϩ groups. For the same molecular density, the E es calculated with AIM moments are always (in four of four calculations, i.e., ADF/BLYP/ TZP, ADF/BLYP/DZP, G98/B3LYP/6-311ϩϩG**, and G98/ B3LYP/6-31G**) closer to the exact values than those calculated with 
The largest discrepancies appear in bold. stockholder moments. The average differences between the exact E es and values calculated with AIM moments are 9, 14, 16, and 17 kJ/mol for G98/6-311ϩϩG**, ADF/TZP, ADF/DZP, and G98/6-31G** densities, respectively, while for the stockholder moments the discrepancies are 15, 21, 23, and 20 kJ/mol for the same densities. For GAUSSIAN98 B3LYP/6-31G** calculation, the only one for which the pseudoatom moments have been also obtained, the accuracy of calculated E es decreases in the sequence AIM Ͼ stockholder Ͼ pseudoatoms. The largest discrepancies between exact and calculated E es for each partitioning type are 30 kJ/mol in AcG2, 41 kJ/mol in Gly3, and 69 kJ/mol in AcG2 for AIM, stockholder, and pseudoatom moments, respectively. This suggests that with the Buckingham-type expansion more accurate intermolecular E es are obtained when using atomic moments based on AIM partitioning, especially those extracted from a high-quality calculation such as B3LYP/6-311ϩG**. Stockholder and, especially, pseudoatom moments give much less accurate values for the intermolecular E es , although the sequence of the values is in general reproduced. As the atomic moments are dependent on the partitioning method (see, e.g., Table 6 ) it is important to analyze the individual multipole contributions to the electrostatic interaction energy E es (Tables S4 -S14 ). In all cases the most important contributions are from chargecharge and charge-dipole interactions. For all dimers with an attractive E es the contribution of charge-charge terms is also attractive, although the absolute values are much larger for AIM moments because of the larger net atomic charges. The large attractive chargecharge term with AIM moments is opposed by strongly repulsive charge-dipole term, while for stockholder and pseudoatoms this term is attractive and for some dimers (AcG1,AcG2, Lac2, and Lac2) even dominates the charge-charge term. The other important, although much less significant, terms for stockholder and pseudoatoms are dipole-dipole (always attractive), charge-quadrupole (mostly attractive), and dipole-quadrupole (mostly attractive). For AIM moments the convergence is clearly much slower than for fuzzy boundary moments with even hexadecapole-hexadecapole contributions being significant for some of the dimers (AcG1 and AcG2). In the electrostatically repulsive dimer Gly5 the charge-charge contribution is strongly repulsive for all methods. Despite significant differences in individual contributions, the total electrostatic interaction energies calculated with the Buckingham-type expression agree well among different partitioning methods for most of the dimers. The largest disagreement is observed in dimers with short intermolecular contacts, indicating that the geometry may affect the adequacy of a particular approach.
Geometry Effects
In Figure 9 the differences between exact E es and values calculated with the Buckingham-type approach are plotted versus the shortest intermolecular contact for each of the dimers. Inspection of the figure shows that, as for the basis set differences, the largest discrepancies tend to occur at the shortest distances (1.5-1.8 Å) as well as for symmetrical dimers Gly3 (2.04 Å) and Gly4 (2.39 Å) for all but AIM moments. With pseudoatoms (both model and databank) the discrepancies with exact energies in these cases can be as large as 68 -69 kJ/mol. For longer interactions the performance of pseudoatoms becomes closer to both stockholder and AIM moments.
Pseudoatom DataBank
One of the main goals of this study is to examine the performance of the theoretical pseudoatom databank when applied to calculation of electrostatic interaction energies. Inspection of the last two columns in Table 4 and Figure 9 clearly shows the results obtained from databank pseudoatoms to be comparable in accuracy with the energies calculated from model pseudoatoms. The average difference is only 3 kJ/mol and the largest discrepancy is only 6 kJ/mol for dimer Gly2. In some cases the E es calculated from databank pseudoatoms are even closer with the exact energies than those from model pseudoatoms, which again demonstrates the remarkable transferability of pseudoatom parameters.
Comparison with Gavezzotti's Method and with Experimental
Values for Gly Table 7 summarizes the electrostatic interaction energies in dimers of Gly for selected calculations performed in this study, those published in the literature based on a fully theoretical approach 41 It is fascinating to find a good agreement for electrostatic interaction energies obtained with the theoretical Morokuma-Ziegler, Gavezzotti, and Buckingham (based on theoretical AIM B3LYP/6-311ϩϩG** moments) approaches despite the significant differences in Hamiltonians and basis set expansions used for monomer calculations. The agreement for the Buckingham-type approach using stockholder moments is slightly worse than for AIM moments. While the increased interaction energies obtained with experimental pseudoatoms may be attributed to an additional polarization of the molecular charge distribution in the crystal because of intermolecular interactions, 8 this explanation cannot be used to explain the discrepancies between theory and results obtained with theoretical (both model and databank) pseudoatoms that have been obtained based on unperturbed ground-state molecular charge distributions.
Discussion and Conclusions
In this study we investigated the calculation of electrostatic and total intermolecular interaction energies in a total of 11 dimers in 3 different molecular systems. The electrostatic interaction energies were calculated exactly according to expression (2), as implemented in ADF within the Morokuma-Ziegler energy decomposition approach, and with the Buckingham-type approximation (5) using atomic moments derived from three different partitioning methods: stockholder, AIM, and pseudoatoms.
Comparison of the total and electrostatic interactions energies suggests that E es alone can be used to estimate the relative strength of bonding in dimers despite the fact that it overestimates the strength of attractive and underestimates the strength of repulsive interactions.
Calculations based on the Buckingham-type approximation in general underestimate the attractive and slightly overestimate repulsive electrostatic interactions (although for the latter case there is only one example in our study). However, the discrepancies in E es produced by the AIM moments are much smaller than those with other partitioning schemes, especially for dimers AcG2 and Lac1, which have the shortest intermolecular contacts (1.53 and 1.64 Å, respectively) among all the systems examined in this study, and the symmetrical dimers Gly3 and Gly4 with two identical, but relatively long, intermolecular contacts at 2.04 and 2.39 Å. This is attributed to the fundamental differences in the definition of the atoms (and thus the atomic moments) in different partitioning methods-discrete for AIM and overlapping for stockholder and pseudoatoms, the latter being the most delocalized. This can account for large discrepancies in E es at shortest distances and symmetrical dimers. Nevertheless, the pseudoatoms derived from theoretical densities are successful in predicting the relative strength of the electrostatic interactions in the test dimers.
On the other hand, the pseudoatom partitioning is rather attractive as the pseudoatoms not only can be used to reconstruct the molecular/ crystal electron densities via simple analytic expressions, which allows electrostatic and topological properties be evaluated and studied, but also are highly transferable. The latter is clearly demonstrated by the fact that the molecular moments in monomers and electrostatic interaction energies of dimers calculated with databank pseudoatoms are in good agreement with those calculated from model pseudoatoms. The problem of the pseudoatoms not correctly determining the total molecular moments in some cases can be attributed to the ambiguity in their determination via a fitting procedure in the discrete reciprocal space (i.e., aspherical refinement of structure factors). We find that even a very good fit to the structure factors (3% on the valence-only structure factors and about 0.6% on the structure factors calculated from the total density) does not always result in the correct multipole moments and can introduce a bias in the total molecular density distribution. This bias is even observed with theoretical model data in which the nuclei positions are fixed, no thermal smearing of the charge density is present, and the structure factors are calculated with 100% accuracy and up to any sin/ cutoff. Determination of the pseudoatom parameters by fitting to the model theoretical density in direct space may be preferable and is to be explored. Such an approach would involve a minimization of an integral of the form ͐( wfn Ϫ mult ) 2 dv with optimization schemes such as the NewtonRaphson, steepest descent, or conjugated gradient method. 73 Another possible way to raise the accuracy in the determination of E es with pseudoatoms to that with the stockholder moments is to first partition the molecular density into stockholder atoms and then fit the pseudoatom parameters to the numerically evaluated stockholder atoms. With such a procedure the multipole atomic and molecular moments will be the same, within the accuracy of the fit, as in stockholder partitioning. 74 The stockholder atoms can also be used to reconstruct the total molecular density, but because of their numerical nature cannot be used for such purpose as easily as pseudoatoms. It is highly unlikely that the AIM atoms can be used to reconstruct the total density because these are discrete quantities and may leave empty spaces (gaps) in the synthesized density. In addition, because of their complicated numerical nature they cannot be readily represented analytically.
An important result of this study is the good agreement between electrostatic interaction energies in Gly dimers obtained with the Morokuma-Ziegler energy decomposition method and with Gavezzotti's pixel-by-pixel direct numerical integration despite significant differences in molecular monomer wave functions used. The Gavezzotti approach should also be applicable to the electron densities calculated from the databank pseudoatoms and thus may make it possible to obtain readily available estimates of molecular interaction energies.
