Abstract. Let {X, X n , n ≥ 1} be a sequence of independent and identically distributed non-degenerate random variables. Put
Introduction
Throughout this paper {X, X n , n ≥ 1} denotes a sequence of independent and identically distributed (i.i.d.) non-degenerate random variables. Put S 0 = 0, and
The quotient S n /V n may be viewed as a self-normalized sum. When V n = 0 and hence S n = 0, we define S n /V n to be zero. In terms of S n /V n , the classical Student statistic T n is of the form
If T n or S n /V n has an asymptotic distribution, then so does the other, and they coincide [cf. Efron (1969) ]. Throughout, d
→ will indicate convergence in distribution, or weak convergence, in a given context, while d = will stand for equality in distribution. The identification of possible limit distributions of normalized sums Z n = (S n −A n )/B n for suitably chosen real constants B n > 0 and A n , the description of necessary and sufficient conditions for the distribution function of X such that the distributions of Z n converge to a limit, were some of the fundamental problems in the classical theory of limit distributions for identically distributed summands [cf. Gnedenko and Kolmogorov (1968) ]. It is now well-known that Z n has a non-degenerate asymptotic distribution for some suitably chosen real constants A n and B n > 0 if and only if X is in the domain of attraction of a stable law with index α ∈ (0, 2]. When α = 2, this is equivalent to ℓ(x) := EX 2 I(|X| ≤ x) being a slowly varying function as x → ∞, one of the necessary and sufficient analytic conditions for Z n d → N (0, 1), n → ∞ [cf. Theorem 1a in Feller (1971) , page 313], i.e., for X to be in the domain of attraction of the normal law, written X ∈ DAN. In this case A n can be taken as nEX and B n = n 1/2 ℓ X (n) with some function ℓ X (n) that is slowly varying at infinity and determined by the distribution of X. Moreover, ℓ X (n) = Var (X) > 0 if Var (X) < ∞, and ℓ X (n) ր ∞ if Var (X) = ∞. Also, X has moments of all orders less than 2, and variance of X is positive, but need not be finite. The function ℓ(x) = EX 2 I(|X| ≤ x) being slowly varying at ∞ is equivalent to having
) as x → ∞, and thus also to having Z n d → N (0, 1) as n → ∞. In a somewhat similar vein, Z n having a non-degenerate limiting distribution when X is in the domain of attraction of a stable law with index α ∈ (0, 2) is equivalent to
→ q as x → +∞, where p, q ≥ 0, p + q = 1 and h(x) is slowly varying at +∞ [cf. Theorem 1a in Feller(1971) , page 313]. Also, X has moments of all orders less than α ∈ (0, 2). The normalizing constants A n and B n , in turn, are determined in a rather complicated way by the slowly varying function h. Now, in view of the results of Giné, Götze and Mason (1997) and Chistyakov and Götze (2004) , the problem of finding suitable constants for Z n having a non-degenerate limit in distribution when X is in the domain of attraction of a stable law with index α ∈ (0, 2] is eliminated via establishing the convergence in distribution of the self-normalized sums S n /V n or, equivalently, that of Student's statistic T n , to a non-degenerate limit under the same necessary and sufficient conditions for X.
For X symmetric, Griffin and Mason (1991) attribute to Roy Erickson a proof of the fact that having S n /V n d → N (0, 1), as n → ∞, does imply that X ∈ DAN. Giné, Götze and Mason (1997) proved the first such result for the general case of not necessarily symmetric random variables (cf. their Theorem 3.3), which reads as follows. Theorem A The following two statements are equivalent:
(a) X ∈ DAN and EX = 0; nE sin(X/a n ) exists and is finite, where a n = inf{x > 0 :
Moreover, Chistyakov and Götze (2004) also proved (cf. their Theorem 1.2) that the self-normalized sums S n /V n converge weakly to a degenerate limit Z if and only if P (|X| > x) is a slowly varying function at +∞.
Also, in comparison to the Giné et al. (1997) result of Theorem A above that concludes the asymptotic standard normality of the sequence of self-normalized sums S n /V n if and only if X ∈ DAN and EX = 0, Theorem 1.4 of Chistyakov and Götze (2004) shows that S n /V n is asymptotically normal if and only if S n /V n is asymptotically standard normal.
We note in passing that Theorem 3.3 of Giné et al. (1997) (cf. Theorem A) and the just mentioned Theorem 1.4 of Chistyakov and Götze (2004) confirm the long-standing conjecture of Logan, Mallows, Rice and Shepp (1973) (LMRS for short), stating in particular that " S n /V n is asymptotically normal if (and perhaps only if) X is in the domain of attraction of the normal law" (and X is centered). And in addition "It seems worthy of conjecture that the only possible nontrivial limiting distributions of S n /V n are those obtained when X follows a stable law". Theorems 1.1 and 1.2 of Chistyakov and Götze (2004) (cf. Theorem B above and the paragraph right after) show that this second part of the long-standing LMRS conjecture also holds if one interprets nontrivial limit distributions as those, that are not concentrated at the points +1 and −1.
The proofs of the results of Chistyakov and Götze (2004) (Theorems 1.1-1.7) are very demanding. They rely heavily on auxiliary results from probability theory and complex analysis that are proved in their Section 3 on their own.
As noted by Chistyakov and Götze (2004) , the "if" part of their Theorem 1.1 (Theorem B above) follows from the results of LMRS as well, while the "if" part of their Theorem 1.2 follows from Darling (1952). As described in LMRS [cf. Lemma 2.4 in Chistyakov and Götze (2004); see also Csörgő and Horváth (1988) , and S. Csörgő (1989) ], the class of limiting distributions for α ∈ (0, 2) does not contain Gaussian ones. For more details on the lines of research that in view of LMRS have led to Theorems A and B above, we refer to the respective introductions of Giné et al. (1997) and Chistyakov and Götze (2004) .
Further to the lines of research in hand, it has also become well established in the past twenty or so years that limit theorems for self-normalized sums S n /V n often require fewer, frequently much fewer, moment assumptions than those that are necessary for their classical analogues [see, e.g. Shao (1997) ]. All in all, the asymptotic theory of self-normalized sums has much extended the scope of the classical theory. For a global overview of these developments we refer to the papers Shao (1998 Shao ( , 2004 Shao ( , 2010 (2003) established a self-normalized version of the weak invariance principle (sup-norm approximation in probability) under the same necessary and sufficient conditions. Moreover, Csörgő et al. (2008) succeed in extending the latter weak invariance principle via weighted sup-norm and L p -approximations, 0 < p < ∞, in probability, again under the same necessary and sufficient conditions. In particular, for dealing with sup-norm approximations, let Q be the class of positive functions q(t) on (0, 1], i.e., inf δ≤t≤1 q(t) > 0 for 0 < δ < 1, which are nondecreasing near zero, and let
Then [cf. Corollary 3 in Csörgő et al. (2008)]
, on assuming that q ∈ Q, the following two statements are equivalent: (a) X ∈ DAN and EX = 0; (b) On an appropriate probability space for X, X 1 , X 2 , . . ., one can construct a standard Wiener process {W (s), 0 ≤ s < ∞} so that, as n → ∞, 
Main results
An R-valued stochastic process {X(t), t ≥ 0} is called a Lévy process, if the following four conditions are satisfied:
(1) it starts at the origin, i.e. X(0) = 0 a.s.;
(2) it has independent increments, that is, for any choice of n ≥ 1 and 0 ≤ t 0 < t 1 < · · · < t n , the random variables X(t 0 ),
(3) it is time homogeneous, that is, the distribution of {X(t + s) − X(s) : t ≥ 0} does not depends on s;
(4) as a function of t, X(t, ω) is a.s. right-continuous with left-hand limits.
A Lévy process {X(t), t ≥ 0} is called α-stable (with index α ∈ (0, 2]) if for any a > 0, there exists some c ∈ R such that {X(at)
is an α-stable Lévy process, then for any t ≥ 0, X(t) has a stable distribution. For more details about Lévy and α-stable Lévy processes, we refer to Bertoin (1996) and Sato (1999) .
It is well known that G is a stable distribution with index α ∈ (0, 2] if and only if its characteristic function f (t) = ∞ −∞ e itx dG(x) admits the representation (see for instance Feller(1971) )
where c, p, q, γ are real constants with c, p, q ≥ 0, p + q = 1. Write G ∼ S(α, γ, c, p, q) and, as in Theorem B, let
The following result is our main theorem. 
Clearly, T n,1 (X) = T n (X), with the latter as in (1.1). Clearly also, in view of Theorem 2.1, the same result continues to hold true under the same conditions for the Student process T n,t as well, i.e., Theorem 2.1 can be restated in terms of the latter process. Moreover, if 1 < α ≤ 2, then EX =: µ exists and the following corollary obtains. 
sequence of i.i.d. non-degenerate random variables and let G ∼ S(α, γ, c, p, q). If X is in the domain of attraction of G of index α ∈ (1, 2], then, as n → ∞, we have
T n,t (X − µ) = (1/ √ n) [nt] i=1 (X i − µ) (1/(n − 1)) n i=1 (X i −X n ) 2 1/2 d → X(t) [X] 1 on D[0, 1],
q), and [X] t is the quadratic variation of X(t).
As noted earlier, with α = 2, X(t)/ [X] 1 is a standard Brownian motion. Moreover, in the latter case, we have (X − µ) ∈ DAN and this, in turn, is equivalent to having (1.2) with T n,t (X − µ) as well, instead of S Via the proof of Theorem 2.1 we can also get a weak convergence result when X belongs to the domain of partial attraction of an infinitely divisible law (cf. Feller (1971) , page 590). As will be seen, in the proof of Theorem 2.1 and 2.2 we make use of a weak convergence result for sums of exchangeable random variables. For any finite or infinite sequence ξ = (ξ 1 , ξ 2 , · · · ), we say ξ is exchangeable if
for any finite permutation (k 1 , k 2 , · · · ) of N. A process X(t) on [0, 1] is exchangeable if it is continuous in probability with X 0 = 0 and has exchangeable increments over any set of disjoint intervals of equal length. Clearly, a Lévy process is exchangeable.
By using the notion of exchangeability, we can get the following corollary from the proof of Theorem 2.1. 
where, with ∆X(t) := X(t) − X(t−), J = max{|∆X(t)| : 0 ≤ t ≤ 1} is the biggest jump of X(t) on [0, 1], where, as in Theorem 2.1, X(t) is an α-stable Lévy process with index
α ∈ (0, 2] on [0, 1], X(1) ∼ S(α, γ ′ , 1, p,
q) as specified in Theorem 2.1, and [X] t is the quadratic variation of X(t).
We note in passing that, under the conditions of Corollary 2.2, the joint convergence in distribution as n → ∞
amounts to an extension of Raikov's theorem from X ∈ DAN to X being in the domain of attraction of G of index α ∈ (0, 2]. When α = 2, i.e., when X ∈ DAN, the statement of (2.4) reduces to Raikov's theorem in terms of having
As a consequence of Corollary 2.2, under the same conditions, as n → ∞, we have
and
In case of α = 2, G is a normal distribution, X ∈ DAN with EX = 0, and X(t)/ [X] 1 is a standard Brownian motion. Consequently, J in Corollary 2.2 is zero and, as n → ∞, we arrive at the conclusion that when X ∈ DAN and EX = 0, then the respective conclusions of (2.5) and (2.6) reduce to max 1≤i≤n |X i |/|S n | P → 0 and max 1≤i≤n |X i |/V n P → 0.Kesten and Maller (1994, Theorem 3.1) proved that max 1≤i≤n
and O'Brien(1980) showed that max 1≤i≤n |X i |/V n P → 0 is equivalent to X ∈ DAN. For X in the domain of attraction of a stable law with index α ∈ (0, 2), Darling (1952) studied the asymptotic behavior of S n / max 1≤i≤n |X i | and derived the characteristic function of the appropriate limit distribution. Horváth and Shao (1996) established a large deviation and, consequently, the law of the iterated logarithm for S n / max 1≤i≤n |X i | under the same condition for X symmetric.
Proofs of Theorems 2.1, 2.2 and Corollary 2.2 are given in Section 3.
Proofs
Before proving Theorem 2.1, we conclude the following lemma. 
EX = 0 if 1 < α ≤ 2, and lim n→∞ nE sin(X/a n ) exists and is finite if α = 1.
Conversely, if the above conditions (1) and (2) hold, then
where Y ′ α is a random variable with distribution G ′ ∼ S(α, γ ′ , 1, p, q), with γ ′ = 0 if α = 1 and γ ′ = lim n→∞ nE sin(X/a n ) if α = 1.
Proof. If α = 2, then G is a normal distribution and the conclusion with X ∈ DAN and EX = 0 is clear.
If 0 < α < 2, then X belongs to the domain of attraction of a stable law G with the characteristic function f (t) as in (2.1) if and only if (cf. Theorem 2 in Feller (1971), page 577)
where L(x) is a slowly varying function at infinity. In this case, as n → ∞, we have (cf. Theorem 3 in Feller(1971) , page 580)
where
andG ∼ S(α, 0, 1, p, q). Thus if (2) holds, then, as n → ∞, we have
If, as n → ∞, there exists some positive constants {A n } satisfying S n /A n d → Y α with distribution G with index α ∈ (0, 2), then (1) holds. Hence (3.1) is also true. Consequently, by Theorem 1.14 in Petrov (1995), we have b n → b for some real constant b, as n → ∞. Thus if α = 1, then lim n→∞ nE sin(X/a n ) exists and is finite, and if 1 < α < 2, since in this case n/a n = na −α n L(a n )(a α−1 n /L(a n )) ∼ a α−1 n /L(a n ) → ∞ as n → ∞, we have EX = 0. Proof of Lemma 3.1 is now complete.
Proof of Theorem 2.1. Since X(t) is a Lévy process, we have the Lévy-Itô decomposition (see for instance Corollary 15.7 in Kallenberg (2002) )
for some b ∈ R, σ ≥ 0, where W (t) is a Brownian motion independent of η, and η = t δ t,∆Xt is a Poisson process on (0, ∞) × (R \ {0}) with Eη = λ ⊗ ν, where ∆X t = X t − X t− is the jump of X at time t, λ is the Lebesgue measure on (0, ∞) and ν is some measure on R \ {0} with (x 2 ∧ 1)ν(dx) < ∞. (2002)), X(t) has a version X ′ (t), with representation 4) in the sense of a.s. uniform convergence, where and the three groups (1)-(3) of random elements are independent. X(t) has a version X ′ (t) means that for any t ∈ [0, 1], X(t) = X ′ (t) a.s. But since both X(t) and X ′ (t) are right continuous, we have
Thus we may say that X(t) ≡ X ′ (t) on [0, 1]. By (3.4), we get that (β 1 , β 2 , · · · ) are the sizes of the jumps of {X(t), t ∈ [0, 1]} and (τ 1 , τ 2 , · · · ) are the related jump times. Thus η = j δ τ j ,β j on (0, 1] × (R \ {0}) and, by (3.3),
We are to see now that we also have
xη(ds, dx)
whereb n = b+ σW (1)− xI(1/n < |x| ≤ 1)ν(dx) andB(t) = W (t)− tW (1) is a Brownian bridge. Noting that W (1) and {B(t)} are independent, X n (t) is also an exchangeable process for each n ≥ 1. we have S [nt] /a n d → X(t) on D(0, 1) with the Skorokhod J 1 topology. By noting that {X i /a n , i = 1, · · · , n} are exchangeable random variables for each n, and by using Theorems 3.8 and 3.13 in Kallenberg (2005) , as n → ∞, we have S n a n , (3.6) where N (R \ {0}) is the space of integer-valued measures on R \ {0} endowed with the vague topology. Hence
Since {X i /V n , i = 1, · · · , n} are exchangeable for each n, by Theorems 3. S n a n ,
where X n1 ≤ X n3 ≤ · · · ≤ 0 ≤ · · · X n4 ≤ X n2 are obtained by ordering {X i , 1 ≤ i ≤ n} ∪ {X i , i > n} withX i ≡ 0, i = 1, 2, · · · . Now the conclusion of (2.3) follows directly from (3.7).
