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Brief review on black hole loop quantization
Javier Olmedo
Department of Physics and Astronomy, Louisiana State University,
Baton Rouge, Louisiana 70803-4001, USA
Here, we present a review about the quantization of spherically-symmetric space-
times adopting loop quantum gravity techniques. Several models that have been
studied so far share similar properties: the resolution of the classical singularity and
some of them an intrinsic discretization of the geometry. We also explain the exten-
sion to Reissner—Nordström black holes. Besides, we review how quantum test fields
on these quantum geometries allow us to study phenomena, like the Casimir effect or
Hawking radiation. Finally, we briefly describe a recent proposal that incorporates
spherically-symmetric matter, discussing its relevance for the understanding of black
hole evolution.
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3I. INTRODUCTION
Black holes are one of the most fascinating entities in the cosmos. Some of their properties
can be described with Einstein’s theory of gravity in a relatively simple way. However, there
are several aspects that are currently not well understood, since it is expected they will
require an extension of the classical theory. For instance, one of them is the issue of the
classical singularity present in general relativity. Hopefully, a quantum theory of gravity is
the natural extension of the classical one there, providing a regular description and free of
divergences. Moreover, the evolution of black holes is not completely well understood at
present, since it is conceptually and technically involved. Particularly, the last instants of
a black hole, where the evaporation process takes place and the Planck regime is expected
to be relevant. In this case, besides, the information loss paradox is a fundamental question
that is expected to be solved once the problem is understood beyond the semiclassical
approximation that has been traditionally adopted.
Among the different approaches looking for a quantum theory of gravity, loop quantum
gravity is one of the most promising ones [1–3]. It is a nonperturbative, background inde-
pendent, canonical quantization of general relativity. Its present status is mathematically
well defined, but he physical sector is not completely understood, in particular its semiclas-
sical regime. The quantization techniques of loop quantum gravity have been successfully
applied in many mini- and midi-superspace models [4–6]. In those cases where the physical
sector has been explicitly solved, this quantization program provides a good semiclassical
limit reproducing general relativity and a robust resolution of the classical singularity (re-
placed by a regular region of high curvature) at the deep Planck regime. In addition, in
more general scenarios, where there is no complete understanding of the quantum dynam-
ics, there is strong evidence that several singularities of general relativity are not present
[7]. Concerning black hole physics, the study of statistical properties of isolated horizons
[8, 9] out of microscopic states is an interesting application of loop quantum gravity. In this
case, one can consider an SU(2) Chern–Simons theory in order to construct the microscopic
states of the Schwarzschild black hole and compute its entropy. It turns out to be propor-
tional to the area of the horizon, where the proportionality coefficient is a function of the
Barbero–Immirzi parameter [1–3].
In addition, the quantization of spherically-symmetric spacetimes is receiving special at-
4tention at present due to its significance in black hole physics. Einstein’s theory of gravity
in vacuum gives a suitable description of some of the fundamental aspects of these entities.
Indeed, they are connected with fundamental problems in theoretical physics nowadays. For
instance, we do not know which is the true physical description close to the classical singu-
larity (where general relativity breaks down) or the essential nature of Hawking radiation.
In the latter case, it leads to black hole evaporation and eventually to the information loss
paradox. It is commonly believed that all these problems would be successfully solved if they
are treated within a quantum theory of gravity. Although loop quantum gravity is not able
at present to deal directly with these problems, we believe that it should be able to answer
some of these questions within midi-superspace quantizations. For instance, the replacement
of the classical singularity by a high curvature region has been noticed by several authors
[10–19] within the context of a loop quantization of spherically-symmetric spacetimes. Sev-
eral phenomena in quantum field theories on these quantum spacetimes have been studied,
as well, like the Casimir effect [20] and Hawking radiation [21]. It should also be noticed the
notable effort at present in order to generalize the previous models closer to the full theory
[22–24], with special attention to the closely related studies about loop quantum cosmology
emerging from group field theories [25–27].
A full quantum description in vacuum following the Dirac quantization approach was
carried out in Ref. [16]. There, the classical constraint algebra is modified in such a way
that the Hamiltonian constraint has an Abelian algebra with itself. Then, one adopts the
quantization program of loop quantum gravity. It is also possible to find the physical space
of solutions and Dirac observables. An additional prescription in vacuum was considered in
Ref. [17], such that the quantization seems more natural in order to incorporate matter.
Several questions related to the dynamics of the vacuum model were considered in Ref. [18].
It should be important to notice the challenge of facing the quantization of this kind of
models regarding the anomalies present in the constraint algebra, even if one adheres to
the Abelianized version of the scalar constraint [28, 29]. However, it has been possible to
overcome some of these problems in a recent publication [30]. The model under consideration
is a spherically-symmetric self-gravitating null dust shell. The combination of a standard
representation for the shell with a loop quantization for the geometry provides a constraint
algebra free of anomalies.
In this manuscript we will review all those results. We will start with a classical descrip-
5tion in Sec. II. We will also explain here the Abelianization procedure for the Hamiltonian
constraint. In Sec. III we will provide the kinematical quantum representation usually
adopted in this kind of models. The quantum scalar constraint will be given in Sec. IV and
its solutions in Sec. V. Finally, in Sec. VI one can find a complete physical picture of the
model. We will also compare this quantization with other approaches in Sec. VII, and its
extension for charged black holes will be discussed in Sec. VIII. We comment on several
phenomena of quantum test fields on these quantum geometries in Sec. IX, like the Casimir
and the Hawking effects. In addition, the quantization in presence of a thin shell will be
summarized in Sec. X. Sec. XI is dedicated to the conclusions.
II. CLASSICAL SYSTEM
A. Kinematics
Classical gravity in Ashtekar—Barbero variables with spherical symmetry has been stud-
ied in Refs. [10, 12] (a more general discussion can be found in Refs. [31–33]). In this
reduced theory, we are left with a 1+1 model described by three pairs of canonical variables
and three first class constraints. One of them is a residual Gauss constraint generating U(1)
transformations. Its implementation at the quantum level is well known [12, 13, 15]. For
the sake of simplicity, we will adopt a description in terms of gauge-invariant quantities and
we will carry out a classical gauge fixing in order to eliminate the Gauss constraint. The
usual strategy is to identify the corresponding gauge-invariant quantities after a series of
canonical transformations that separate the pure gauge degrees of freedom from those fields
that commute with the Gauss constraint (gauge invariant fields). At the end, we are left
with the gauge invariant variables
{Kx(x), Ex(x˜)} = Gδ(x− x˜),
{Kϕ(x), Eϕ(x˜)} = Gδ(x− x˜), (1)
where G is the Newton constant. The quantities Ex and Eϕ have a clear geometrical
meaning, since they determine the components of the spatial metric
ds2 =
(Eϕ)2
|Ex| dx
2 + |Ex|(dθ2 + sin2 θdφ2). (2)
6On the other hand, Kx and Kϕ represent, in triadic form, the components the extrinsic
curvature.
The other two constraints correspond to the diffeomorphism and the scalar constraints
Hr := G
−1[EϕK ′ϕ − (Ex)′Kx] , (3a)
H := G−1
{
[(Ex)′]2
8
√
ExEϕ
− E
ϕ
2
√
Ex
− 2Kϕ
√
ExKx −
EϕK2ϕ
2
√
Ex
−
√
Ex(Ex)′(Eϕ)′
2(Eϕ)2
+
√
Ex(Ex)′′
2Eϕ
}
, (3b)
respectively. Here, the primes mean derivation with respect to x. One can easily check that
the constraint algebra under Poisson brackets is
{Hr(Nr), Hr(N˜r)} = Hr(NrN˜ ′r −N ′rN˜r), (4a)
{H(N), Hr(Nr)} = H(NrN ′), (4b)
{H(N), H(N˜)} = Hr
(
Ex
(Eϕ)2
[
NN˜ ′ −N ′N˜
])
. (4c)
We observe that it is equipped with structure functions (like the full theory), with the
ensuing difficulties for achieving a consistent quantization [34–37].
The dynamics of the system is ruled by the Hamiltonian
HT =
∫
dx(NH +NrHr). (5)
The equations of motion can be computed and the traditional solutions to Einstein’s
equations found, assuming suitable falloff conditions (they will be explained below).
B. Weak Dirac observables
This classical theory possesses one weak Dirac observable: the Arnowitt—Deser—Misner
(ADM) mass of the black hole. Its Poisson bracket with the diffeomorphism and the scalar
constraint vanishes on-shell. One can easily realize that there will be no other Dirac observ-
ables. Although a detailed analysis can be carried out, we will explain here heuristically the
necessary arguments to reach this conclusion. There are two local degrees of freedom (four
phase space variables) and two local first class constraints. If we divide the phase space into
the homogeneous and inhomogeneous sectors, the latter will be constrained by two local first
7class constraints. No physical degrees of freedom are left. However, the homogeneous sec-
tor, with four homogeneous phase space functions, is constrained only by the homogeneous
Hamiltonian constraint. In this sector, the diffeomorphism constraint vanishes identically.
Then, we conclude that there will be left one and only one unconstrained global degree of
freedom in this vacuum theory.
Let us define the following phase space functions
M(x) := 2E
x
√
ExKxKϕ
GEϕ
+
√
ExEx(Ex)′(Eϕ)′
2G(Eϕ)3
−
√
ExEx(Ex)′′
2G(Eϕ)2
, (6)
M˜(x) := − 1
2G
√
Ex(1 +K2ϕ) +
√
Ex[(Ex)′]2
8G(Eϕ)2
. (7)
One can see, after some calculations, that M˙(x) = 0 on-shell (where the dot is derivation
with respect to time, and it is obtained after taking Poisson brackets with the total Hamil-
tonian), concluding thatM(x) is a weak Dirac observable. It corresponds to the ADM mass
M(x) = M of the system. Concerning the phase space function M˜(x), it is possible to see
that M˜(x) =M(x)−ExH/Eϕ. Therefore, it is a linear combination of the weak observable
M(x) and the scalar constraint H . We then conclude that ˙˜M(x) = 0 on the constraint sur-
face. In addition, M˜(x) = M(x) on-shell, so there is only one linearly-independent Dirac
observable, and consequently, only one physical degree of freedom, in agreement with the
previous arguments.
C. Abelianization of the Hamiltonian constraint
A quantum description of this model within the Dirac quantization approach requires
dealing with a consistent quantum constraint algebra free of anomalies. The presence of
structure functions makes this task even more difficult. Indeed, it is well known that one
has to deal with non-self-adjoint constraints [34–37]. Besides, if one follows a quantum
representation within loop quantum gravity, it is necessary to face additional anomalies
with respect to a standard representation (see, for instance, Refs. [28, 29, 37, 38]), like the
emergence of discrete structures not present in the continuum theory.
In recent proposals, a redefinition of the scalar constraint has been adopted at the classical
level that provides an Abelian Poisson algebra of the new scalar constraint with itself. In
totally constrained theories, the original set of first class constraints can be transformed
8into a new one such that the new constraint algebra is Abelian [39]. Nevertheless, this
strategy is not commonly employed for two reasons: i) the new set of constraints usually has
a complicated functional form with respect to the phase space variables in comparison with
the original set of constraints, and ii) the Abelianization is only valid locally, in general, i.e.
it does not cover the whole constraint surface [39].
In loop quantum gravity, the implementation of the spatial diffeomorphisms at the quan-
tum level is well known, while the symmetries generated by the scalar constraint are not
well understood. For this reason, in this manuscript, we will only adopt a redefinition of the
scalar constraint, leaving the diffeomorphism one unaltered. In this case, we can complete
the quantization of the vacuum theory, as we will see latter.
Let us then consider the following linear combination of constraints
Hnew :=
(Ex)′
Eϕ
H − 2
√
Ex
Eϕ
KϕHr =
1
G
[√
Ex
(
1− [(E
x)′]2
4(Eϕ)2
+K2ϕ
)]′
, (8)
where we call Hnew the new Abelian scalar constraint. This is tantamount to redefining in
the action the lapse and shift functions as [16]
Nnewr := Nr − 2N
Kϕ
√
Ex
(Ex)′
, Nnew := N
Eϕ
(Ex)′
. (9)
In these two relations, the homogeneous limit seems to be problematic. This is the typical
situation for the study of the interior of the black hole as a Kantowski—Sachs spacetime, ei-
ther by further symmetry reduction [11] or as a gauge fixing condition [14]. However, in this
case, one can work with the original set of constraints in Eqs. (3a) and (3b), where the quan-
tization prescriptions adopted so far are free of anomalies, since there, the diffeomorphism
constraint vanishes and the scalar one is homogeneous.
In the following, it will be more convenient to work with an integrated version of Hnew.
It requires indeed integrating by parts the new Hamiltonian constraint times the new lapse.
However, we need to take into account the fall-off conditions of the fields in order to carry
out the integration consistently. They have been extensively studied, for instance, in Ref.
[40]. For a given initial Cauchy surface with t = t0, the fall-off conditions at both spatial
9infinities are given by
Eϕ(x) = |x|+ 2GM± +O(|x|−ε),
Ex(x) = |x|2 + 2|x|1−ε +O(|x|−2ε),
Kϕ(x) = O(|x|−(1+ε)),
Kx(x) = O(|x|−(2+ε)), (10)
for the phase space variables, while the original lapse and shift functions behave as
N(x) = N± +O(|x|−ε),
Nr(x) = O(|x|−ε). (11)
Here, M± and N± are some functions that only depend on time t. Since the new lapse
function Nnew is known in terms of the phase space functions and the original lapse function
N , the fall-off conditions of Nnew can be easily obtained. If we smear the constraint in Eq.
(8) with the lapse Nnew, and integrating by parts together with the fall-off conditions, we
obtain
Hnew(Nnew) = 2N+M+ − 2N−M− − 1
G
∫
dxN ′new
[√
Ex
(
1− [(E
x)′]2
4(Eϕ)2
+K2ϕ
)]
. (12)
We may notice that M± = M since both functions M± coincide with the function M(x)
on-shell (particularly, at x → ±∞), and that (N+ − N−) =
∫
dxN ′new. With this in mind,
the previous expression can be simplified
Hnew(Nnew) = − 1
G
∫
dxN ′new
[√
Ex
(
1− [(E
x)′]2
4(Eϕ)2
+K2ϕ
)
− 2GM
]
. (13)
Let us consider an additional redefinition of the scalar constraint by introducing the lapse
N˜ := −N ′new
√
Ex(Eϕ)−1. Then, we get the following smeared scalar constraint
H˜(N˜) :=
1
G
∫
dxN˜Eϕ
[
K2ϕ −
[(Ex)′]2
4(Eϕ)2
+
(
1− 2GM√
Ex
)]
. (14)
As it was noticed in Ref. [40], in order to have a well-posed variational problem,
the function M must be considered as an additional degree of freedom. It requires
the introduction of a boundary term. Otherwise, we would get the undesired equation∫
dxN˜Eϕ/
√
Ex = (N+ − N−) = 0, since there is no a priory reason for the coincidence of
the lapse functions at the two spatial infinities. The boundary term will be
∫
dtMτ˙ , such
10
that τ represents the canonically-conjugated variable of M (the proper time of an observer
in the spatial infinity). The final action would be
S =
∫
dt
[
Mτ˙ +
∫
dxG−1
(
EϕK˙ϕ + E
xK˙x
)
− H˜(N˜)−Hr(Nr)
]
. (15)
If we take variations of the action with respect to τ , it provides the condition M˙ = 0.
Variations with respect to M yield τ˙ = − ∫ dxN˜Eϕ/√Ex = −(N+−N−). This involves the
possibility of choosing different time parametrizations at the two spatial infinities. Finally,
variations with respect to the remaining phase space functions, lapse and shift yields a set
of equations equivalent to the usual Einstein’s ones.
III. KINEMATICAL HILBERT SPACE
Let us proceed with the quantization of the classical theory. Since the mass of the
black hole corresponds to a global degree of freedom, we will adopt a quantization for it
within a standard description. Among the different choices, we will consider a measure
dM compatible with dilations of the mass instead of translations (see, for instance, Ref.
[41]). In this situation emerges a new observable ǫ = ±1 corresponding to the sign of the
classical mass. We will restrict the study to the sector ǫ = 1 where M > 0, ensuring the
positivity of the massM . The representation we adopt here will be Hmkin = L2(R+,M−1dM).
For the geometry, we adhere to a loop quantum gravity representation [12]. Here, the
basic bricks are one-dimensional graphs determined by the matrix elements of holonomies of
su(2)-connections along non-overlapping edges ej connected by vertices vj. In spherically-
symmetric spacetimes it is natural to identify the variable Kx with edges of the graph along
the radial direction and Kϕ with vertices on it. Besides, two edges are joined by means of
a vertex. For a given graph g, there is a basis of states
|~µ,~k〉 = t t tµj−1 µj µj+1
· · · kj kj+1 · · ·
,
that in the connection representation take the form
Ψg,~k,~µ(Kx, Kϕ) =
∏
ej∈g
exp
(
iγkj
∫
ej
dxKx(x)
)∏
vj∈g
exp (iγµjKϕ(vj)) , (16)
where the label kj ∈ Z and µj ∈ R are the valences (or coloring) associated with the edge
ej and the vertex vj , respectively. Besides, γ is the Immirzi parameter [1].
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Let us notice that, due to the symmetry reduction, the component Kϕ is not a connection,
but a scalar. They are usually represented as point holonomies. Therefore, the kinematical
representation that mimics the full theory is given in terms of quasiperiodic functions of
these connection-like variables, i.e. L2(RBohr, dµBohr), with RBohr the Bohr compactification
of the real line and dµBohr the natural invariant measure under translations on that set.
The kinematical Hilbert space Hkin turns out to be the tensor product
Hkin = HMkin ⊗
[
n⊗
j
ℓ2j ⊗ L2j (RBohr, dµBohr)
]
, (17)
which is endowed with the inner product
〈~k, ~µ,M |~k′, ~µ′,M ′〉 = δ~k,~k′δ~µ,~µ′δ(M −M ′) . (18)
Here, ℓ2j means the Hilbert space of square summable functions corresponding to the
holonomies of the connection Kx in the radial direction and n the total number of ver-
tices. In addition, we must keep in mind that two states corresponding to different graphs,
for instance g and g′, are mutually orthogonal.
On this basis, the basic operators acting by multiplication are represented as
Mˆ |~k, ~µ,M〉 = M |~k, ~µ,M〉, (19a)
Eˆx(x)|~k, ~µ,M〉 = γℓ2Plkj|~k, ~µ,M〉, (19b)
Eˆϕ(x)|~k, ~µ,M〉 = γℓ2Pl
n∑
j
δ
(
x− xj
)
µj|~k, ~µ,M〉, (19c)
where kj is the valence of the edge either if x ∈ ej or to the vertex to the left of ej . In
addition, xj is the position of the vertex vj .
Since the only component of the connection that is present in the scalar constraint is
Kϕ(x), it will be represented in terms of point holonomies of length ρ(x), i.e.,
Nˆϕ±ρ(x) =
̂e±iγρ(x)Kϕ(x). (20)
If we write the kinematical states of the basis as
|~k, ~µ,M〉 =
(
n⊗
j
|kj〉 ⊗ |µj〉
)
⊗ |M〉, (21)
the operator Nˆϕρ (x) evaluated at x = xj , i.e., on a given vertex, has the following action
Nˆϕ±ρj (xj)|µj〉 = |µj ± ρj〉, (22)
12
where ρj = ρ(xj). If x is not on a vertex, for instance xj < x < xj+1, the action is
Nˆϕ±ρ(x)|~k, ~µ,M〉 =
(
j⊗
i<j
|ki〉 ⊗ |µi〉
)
⊗ (|kj〉 ⊗ | ± ρ〉)⊗
(
n⊗
i=j+1
|ki〉 ⊗ |µi〉
)
⊗ |M〉. (23)
The new graph has a total number of vertices equal to n+1. Evidently, the operator Nϕρ (x)
creates a new vertex at x between xj and xj+1.
IV. REPRESENTATION OF THE HAMILTONIAN CONSTRAINT
The quantum dynamics of the system is codified in the quantum Hamiltonian constraint.
It will be given here by
Hˆ(N) =
1
G
∫
dxN(x)Pˆ

Θˆ− 14
̂
[
[(Ex)′]2
Eϕ
]
+ Eˆϕ
(
1− 2GMˆ√
Eˆx
)
 Pˆ . (24)
This operator is similar to the one adopted in Ref. [17], up to the operator Pˆ , defined as
Pˆ |g,~k, ~µ,M〉 =
n∏
j
sgn(kj)sgn(µj)|g,~k, ~µ,M〉, (25)
where sgn(x) is the standard sign function with sgn(0) = 0.
The quantum constraint has a well-defined action on the kinematical Hilbert space. Be-
sides, it annihilates the normalizable states with any kj = 0 and/or µj = 0. In this situation,
we can restrict the study to the orthogonal complement of those states, i.e., all those spin
networks with nonvanishing kj and µj. On this subspace, the triads cannot vanish, which
has important consequences for the singularity resolution1. For instance, the areas of the
spheres of symmetry, codified in the spectrum of the operator Eˆx(x), can never vanish on
this subspace. Therefore, the typical spatial singularity at the center of the black hole is
naturally regularized (as well as some of the coordinate singularities). Let us mention that
the Dirac quantization approach would regard these states annihilated by the constraint as
physical states. Nevertheless, they are indeed trivial solutions associated with the trivial
representations of the kinematical operators. It is important to keep in mind that they will
1 Similar arguments were already used in Refs. [42, 43] for the singularity resolution in cosmological
scenarios.
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not contribute to the nontrivial solutions of the constraint. We will then ignore those trivial
solutions and restrict the study to their orthogonal complement.
The action of the operator Θˆ(x) on the kinematical states is
Θˆ(x)|~k, ~µ,M〉 =
n∑
j
δ(x− xj)Ωˆ2ϕ(xj)|~k, ~µ,M〉, (26)
where the non-diagonal operator
Ωˆϕ(xj) =
1
8iργ
|Eˆϕ|1/4[ ̂sgn(Eϕ)(Nˆϕ2ρ − Nˆϕ−2ρ)+ (Nˆϕ2ρ − Nˆϕ−2ρ) ̂sgn(Eϕ)]|Eˆϕ|1/4∣∣∣
xj
, (27)
has a well-defined action on the subspace of states |µj〉, with
|Eˆϕ(xj)|1/n|µj〉 = (γℓ2Pl|µj|)1/n|µj〉, (28)
for some integer n, and
̂sgn
(
Eϕ(xj)
)|µj〉 = sgn(µj)|µj〉, (29)
constructed out of the spectral decomposition of Eˆϕ on Hkin. Besides, we introduce the
regularized inverse of the triad (adopting Thiemann’s trick [44, 45])
̂
[
[(Ex)′]2
Eϕ
]
xj
|µj〉 =
n∑
j
δ(x− xj)γℓ2Pl(∆kj)2b2ρj (µj)|µj〉. (30)
where
∆kj = kj − kj−1, (31)
and
bρj (µj) =
1
ρj
(|µj + ρj|1/2 − |µj − ρj|1/2). (32)
Another useful choice for this regularized inverse triad function is to take the limit ρj → 0
that formally would correspond to b0(µj) = (µj)
−1/2 if µj 6= 0, and b0(0) = 0.
In total, the action of the constraint on the basis of spin networks is
Hˆ(N)|~k, ~µ,M〉 = 1
G
n∑
j
N(xj)Cˆj |~k, ~µ,M〉. (33)
If we recall the decomposition in Eq. (21) and the definition of the previous operators, the
action of the constraint Cˆj is given by
Cˆj|µj〉 = f0(µj, kj, kj−1,M)|µj〉
− f+(µj)|µj + 4ρj〉 − f−(µj)|µj − 4ρj〉, (34)
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with
f±(µj) =
ℓ2Pl
64γρ2j
|µj|1/4|µj ± 2ρj|1/2|µj ± 4ρj|1/4s±(µj)s±(µj ± 2ρj), (35)
f0(µj , kj, kj−1,M) =
ℓ2Pl
64γρ2j
[
(|µj||µj + 2ρj |)1/2s+(µj)s−(µj + 2ρj)
+(|µj||µj − 2ρj |)1/2s−(µj)s+(µj − 2ρj)
]
+ γℓ2Plµj
(
1− 2GM√
γℓ2Pl|kj|
)
− γℓ
2
Pl
4
(∆kj)
2b2ρj (µj), (36)
We conclude that the constraint preserves the number of vertices and/or edges, it only
relates states with support on semilattices of the form Lεj = {µj|µj = εj + 4ρjm, m ∈
N, εj ∈ (0, 4ρj]}, and preserves the sequences {kj}. Any solution to the scalar constraint
will incorporate these properties.
V. SOLUTIONS TO THE HAMILTONIAN CONSTRAINT
Any state (Ψg| annihilated by the constraint is determined by the condition
n∑
j
(Φg|N(xj)Cˆj† = 0, ⇔ (Φg|Cˆj† = 0. (37)
Since they are well-defined elements in the dual of a dense subspace of the kinematical
Hilbert space, they must be of the form
(Φg| =
∫ ∞
0
dM
∑
~k
∑
~µ
〈~k, ~µ,M |φ(~k, ~µ,M). (38)
Besides, due to Eq. (37), it is then natural to adopt the factorization
φ(~k, ~µ,M) =
n∏
j
φj(µj), φj(µj) = φj(kj, kj−1, µj,M). (39)
It is possible to see that each φj(µj) fulfills the difference equation
− f+(µj − 4ρj)φj(µj − 4ρj)− f−(µj + 4ρj)φj(µj + 4ρj)
+ f0(kj, kj−1, µj,M)φj(µj) = 0, (40)
with f0(kj, kj−1, µj,M) and f±(µj) defined in Eqs. (35) and (36) , respectively.
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Several properties of the solutions to this set of difference equations is codified in their
asymptotic limit. As it was noticed in Ref. [17], the asymptotic properties of the solutions
depend on the sign of the function
Fj =
(
1− 2GM√
γℓ2Pl|kj|
)
. (41)
This quantity allows us to locate on the spin network the quantum analog of the black hole
horizon of the classical theory. Although we will not discuss in detail isolated horizons in
spherically-symmetric geometries, it is worth commenting that, for those states reproducing
smooth semiclassical geometries, the classical considerations for the definition of isolated
horizons can be used. However, one must keep in mind that these considerations will only
be valid whenever the semiclassical approximation is valid. In more general situations, a
more detailed analysis will be required.
As we will explain below, if Fj > 0, the solutions converge sufficiently fast such that
they are normalizable in the kinematical Hilbert space. On the other hand, if Fj < 0 the
solutions are bounded and normalizable in the generalized sense.
A. Solutions for Fj < 0
Let us consider those vertices where kj and M are such that Fj < 0. In order to deal
with the solutions to the constraint, it will be more convenient to write it in a separable
form by studying, instead, the solutions
φcntj (µj) = |Eˆϕ(xj)|1/2φj(µj), (42)
that are related to the original solutions φj(µj) by means of a well-defined bijection (let us
recall that µj = 0 is not included in our analysis). The states φ
cnt
j (µj) are solutions to
|Eˆϕ(xj)|−1/2Cˆj |Eˆϕ(xj)|−1/2 = Cˆcntj +
(
1− 2GM√
γℓ2Pl|kj|
)
, (43)
where Cˆcntj is a difference operator for each vertex. It is of the form
Cˆcntj |µj〉 = f cnt0 (µj, kj,M)|µj〉 − f cnt+ (µj)|µj + 4ρj〉 − f cnt− (µj)|µj − 4ρj〉,
16
with
f cnt± (µj) =
1
64γ2ρ2j
|µj|−1/4|µj ± 2ρj|1/2|µj ± 4ρj|−1/4s±(µj)s±(µj ± 2ρj), (44)
f cnt0 (µj, kj, kj−1,M) =
1
64γ2ρ2j |µj|
[
(|µj||µj + 2ρj|)1/2s+(µj)s−(µj + 2ρj)
+(|µj||µj − 2ρj |)1/2s−(µj)s+(µj − 2ρj)
]− 1
4|µj|∆k
2
j b
2
ρj
(µj). (45)
We can determine its eigenvalues and the corresponding eigenfunctions by means of the
difference equation
Cˆcntj |φcntωj 〉 = ωj |φcntωj 〉, (46)
In this case, if we write |φcntωj 〉 =
∑
µj
φcntωj (µj)|µj〉, the equation for the coefficients φcntωj (µj)
is
f cnt0 (µj, kj,M)φ
cnt
ωj
(µj)−f cnt+ (µj−4ρj)φcntωj (µj−4ρj)−f in− (µj+4ρj)φcntωj (µj+4ρj) = ωjφcntωj (µj),
(47)
Let us restrict the study to one of the semilattices Lεj . They are completely determined
up to a normalization constant. Consequently, the eigenvalues are nondegenerate (whenever
all the other quantum numbers like {kj} and M have been fixed). We will assume that
φcntωj (µj) is a smooth function of µj for µj ≫ ρj . The difference equation (times γ2) is well
approximated by
− ∂2µjφcntωj (µj)−
3 + 4γ2(∆kj)
2
16µ2j
φcntωj (µj) = γ
2ωjφ
cnt
ωj
(µj). (48)
Therefore, any solution φcntωj (µj) must correspond to a linear combination of the solutions to
this differential equation, i.e.,
φcntωj (µj)
µj≫ρj≃ A√µjH(1)iκ
(√
ωjγµj
)
+B
√
µjH
(2)
iκ
(√
ωjγµj
)
, (49)
where H
(1)
ν (x) and H
(2)
ν (x) are the Hankel functions of first and second kind, respectively,
16κ2 = 4γ2(∆kj)
2 − 1. Therefore, one can infer easily that for ωj ≥ 0 the solutions have a
oscillatory behavior when µj ≫ ρj , irrespective of the value of ∆kj.
However, this is only valid whenever the functions φcntωj (µj) are smooth, and this only
happens for some values of ωj. Indeed, there are values of ωj above an upper bound where
no normalizable eigenfunctions have been found (although it is possible that some of them
exist). In order to find this bound, one can follow the analysis of Ref. [46] (see Ref. [47]
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for its application to a similar model). We will not show here the calculation, but it is
possible to prove that ωj ∈ [0, (2γρj)−2]. This upper bound in the spectrum of this operator
is a genuine consequence of the loop quantization. It is not completely clear to us which
is its physical interpretation, but we believe that it is related with the quantum bounce in
Kantowski—Sachs models [11, 14].
The eigenfunctions fulfill the normalization condition
〈φinωj |φinω′j〉 = δ
(√
ωj −
√
ω′j
)
, (50)
for ωj ∈ [0, (2γρj)−2]. Although for negative eigenvalues, as well as complex ones, we have
not analyzed the difference equation with sufficient detail, they are not expected to be
present or at least not to contribute to the final physical description. We will then disregard
them.
The constraint equation takes the diagonal form
ωj +
(
1− 2GM√
γℓ2Pl|kj|
)
= 0, (51)
in this basis.
B. Solutions for Fj > 0
We will continue here with those vertices where kj and M take values such that Fj > 0.
We will consider the solutions
φdcrj (µj) =
1
γℓ2Pl
bˆρj (µj)φj(µj), (52)
where bρj (µj) is given in (32), of a new difference equation that takes a separable form. For
a vertex vj, it takes the form(
1
γℓ2Pl
bˆρj (µj)
)−1
Cˆj
(
1
γℓ2Pl
bˆρj (µj)
)−1
= Cˆdcrj −
1
4
(∆kj)
2, (53)
with Cˆdcrj a difference operator whose spectral decomposition can be carried out. The action
of this operator Cˆdcrj on a kinematical state is
Cˆdcrj |µj〉 = fdcr0 (µj, kj,M)|µj〉 − fdcr+ (µj)|µj + 4ρj〉 − fdcr− (µj)|µj − 4ρj〉, (54)
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with
fdcr± (µj) =
1
64γ2ρ2j
|µj|1/4|µj ± 2ρj |1/2|µj ± 4ρj |1/4s±(µj)s±(µj ± 2ρj)
bρj (µj)bρj (µj ± 4ρj)
, (55)
fdcr0 (µj, kj, kj−1,M) =
µj
bρj (µj)
2
(
1− 2GM√
γℓ2Pl|kj|
)
+
1
64γ2ρ2j
[
(|µj||µj + 2ρj|)1/2s+(µj)s−(µj + 2ρj)
bρj (µj)
2
+
(|µj||µj − 2ρj|)1/2s−(µj)s+(µj − 2ρj)
bρj (µj)
2
]
. (56)
We will study its positive spectrum by solving the eigenvalue problem
Cˆdcrj |φdcrλj 〉 = λj |φdcrλj 〉. (57)
If the solutions are assumed to be of the form |φdcrλj 〉 =
∑
µj
φdcrλj (µj)|µj〉, the Eq. (57)
becomes the difference equation for the coefficients φdcrλj (µj)
− fdcr+ (µj − 4ρj)φdcrλj (µj − 4ρj)− fdcr− (µj + 4ρj)φdcrλj (µj + 4ρj)
+ fdcr0 (kj, kj−1, µj,M)φ
dcr
λj
(µj) = λjφ
dcr
λj
(µj). (58)
The eigenfunctions will have support on semilattices Lεj . Let us restrict the study to
one of them. The eigenfunctions are determined up to normalization. The spectrum is then
nondegenerate. Again, we can extract several properties of the eigenfunctions in the regime
µj ≫ ρj , assuming they are smooth there. In that regime, the solutions to the difference
equation (up to a global γ factor) can be approximated by the differential one
− µ2j∂2µjφdcrλj (µj)− 2µj∂µjφdcrλj (µj) + µ2jγ2Fjφdcrλj (µj) =
(
γ2λj +
3
16
)
φdcrλj (µj). (59)
The solutions to this differential equation are linear combinations of modified Bessel func-
tions, i.e.,
φdcrλj (µj)
µj≫ρj≃ Ax−1/2j K−iκj (xj) +Bx−1/2j I−iκj (xj) , (60)
with xj = µjγ
√
Fj and κ
2
j = γ
2λj − 116 . In the limit µj → ∞, I grows exponentially, and
K decays exponentially. Therefore, the latter is the only contribution to the spectral de-
composition. As a consequence, this counterpart of the spectrum of the differential operator
(59) is nondegenerate (as before for a given choice of M and {kj}). Moreover, the functions
Kiκ(x) are normalized to
〈Kiκ|Kiκ′〉 = δ(κ− κ′), (61)
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in L2(R, x−1dx), since the normalization in this case is ruled by the behavior of Kiκ(x) in
the limit x→ 0, which corresponds to
lim
x→0
Kiκ(x)→ A cos (κ ln |x|) . (62)
For additional details, see also Ref. [48]. This normalization condition is valid if and only if
λj ≥ 116γ2 . Otherwise, the solutions that are normalizable at x → ∞ diverge at x → 0 and
vice versa. This fact is important for the solutions to the differential equation, but for the
ones to Eq. (58) there is no such restriction. There, the limit x→ 0 cannot be taken since
µj ≥ εj > 0 at any vertex xj . So, we only need that the eigenfunctions be normalizable for
µj →∞ since they are bounded and well defined anywhere else.
We obtain the eigenfunctions following the ideas of Ref. [49] (where the homogeneous
constraint equation is analogous to ours at each vertex). The spectrum of the corresponding
difference operator turns out to be discrete due to the behavior of its eigenfunctions at
µj ∼ εj and µj → ∞. At µj ∼ εj, the eigenfunctions cannot oscillate infinitely before
reaching εj , and for some values λj, they will decrease exponentially at µj →∞. Therefore,
we expect that λj will belong to a countable set, which can be determined numerically.
We will define the elements of this set as λp(εj), for some integer p, since our preliminary
numerical investigations show that it depends on εj ∈ (0, 4ρj], as well as on Fj, i.e., on kj
and M by means of Eq. (41).
The corresponding eigenfunctions are normalized to
〈φoutλp(εj)|φoutλp′(ε′j)〉 = δpp′δjj′. (63)
Therefore, the constraint equation in this basis takes the algebraic form
λp(εj)− 1
4
(∆kj)
2 = 0. (64)
At this point, it is interesting to ask which are the physical consequences if Eq. (64) must
be fulfilled. Let us notice that there seems to be some tension since the second term will
be the square of an integer (over four), while λp(εj) is discrete once Fj and εj are fixed. In
order to alleviate this tension, we can consider two strategies. The first one is to choose a
value for Fj and then check the dependence of the eigenvalues with respect to the parameter
εj, that can take any real value in (0, 4ρj], and see whether it is possible to find a suitable
choice of p and εj such that Eq. (64) is fulfilled. This is feasible as we have seen from our
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numerical studies. The physical consequence is that physical states will be superpositions
of states on different semilattices. Therefore, the discretization of the triad Eˆϕ will become
smoother. On the other hand, the second possibility is to restrict the numerical study to one
semilattice given by εj and to check which values of Fj are compatible with Eq. (64). This
possibility seems to be too restrictive. In the asymptotic region kj →∞, where Fj ≃ 1, the
possible values of ∆kj seem to be strongly restricted. Therefore, the most plausible situation
for solving the mentioned tension is to allow for superpositions of different εj.
VI. PHYSICAL HILBERT SPACE AND OBSERVABLES
In order to determine the physical states and a suitable inner product, we will carry out a
group averaging [51] of the kinematical states with respect to the spacetime diffeomorphisms.
The spatial diffeomorphisms and its implementation in the quantum theory are well known
[29, 50]. However, this is not the case for the transformations generated by the quantum
scalar constraint. This is why we define its generator at the quantum level, and then we
group average the kinematical states. Since we have been able to diagonalize it at any
vertex, the calculation can be carried out straightforwardly [17, 18]. The resulting states
after averaging will be invariant under the spacetime transformations.
We will not show here the calculation, but one can see that the solutions to the scalar
constraint take the form
(ΨCg | =
∫ ∞
0
dM

⊗
j

∑
kj
ψ(M, kj)〈φ(kj,M)| ⊗ 〈kj|



⊗ 〈M |, (65)
where 〈φ(~k,M)| means that each eigenstate described in the previous section are such that
the corresponding eigenvalue satisfies either Eq. (51) or Eq. (64) (see Refs. [17, 18]).
In addition, we must provide the (spatially) diffeomorphism-invariant states in order to
complete the quantization program. They are well known in the full theory, as well as in
this particular reduced model.2 The strategy we adopt here is to carry out group averaging
of the previous solutions to the Hamiltonian constraint with respect to the group of spatial
diffeomorphism [50]. A spatial diffeomorphism produces a dragging of the vertices of the
corresponding state preserving their order and valences. In order to construct a physical
2 See Appendix A of Ref. [29] for a recent discussion about this issue.
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state that is invariant under such transformations, roughly speaking, we must consider an
arbitrary solution to the Hamiltonian constraint and sum all possible states that are related
with the reference one by a spatial diffeomorphism. This can be carried out since the group
of spatial diffeomorphisms is well known: it is the group of invertible diffeomorphisms on a
one-dimensional open manifold.
This construction yields a well-defined inner product
‖ΨPhys‖2 = (ΨPhys|ΨKin〉 =
∫ ∞
0
dM
∑
~k
|ψ(M,~k)|2. (66)
This physical picture must be completed with suitable observables acting on physical
states. If we look at the previous inner product, there is a natural basis of physical states
|M,~k〉Phys, where the basic observables are given by Mˆ , the mass of the black hole and a
new observable without classical Dirac analogue, defined as
Oˆ(z)|M,~k〉Phys = γℓ2PlkInt(nz)|M,~k〉Phys, (67)
recalling that n is the number of vertices, and with z ∈ [0, 1] a gauge parameter, and Int(nz)
means the integer part of nz. It codifies the sequence of the areas of the spheres of symmetry
(which are quantized).
With this set of basic observables, one can promote kinematical operators (that are not
gauge invariant) to parametrized observables (operators that only depend on suitable gauge
parameters and observables). This is the strategy discussed, for instance, in Refs. [16–
18, 21, 30, 56].
For convenience, we will instead present here the ideas of Ref. [18], where we parametrize
the states, instead of the observables. This is possible since the inner product in Eq. (66)
involves a kinematical state |Ψ〉kin, any of them defined on a given one-dimensional manifold
with the vertices located at concrete positions on this manifold, in such a way that in Eq.
(66) only the projection of 〈ΨPhys| on |Ψ〉kin will contribute. In addition, different choices of
constant time surfaces correspond to the freedom existing in order to select the relational
time in the system3.
3 For instance, in analogy with quantum cosmology, one declares a suitable phase space function as an
internal time (gauge parameter). In this way the physical system is parametrized in terms of this physical
clock.
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We will then proceed as follows. Since we can characterize all the kinematical states
related to |Ψ〉kin by means of a spatial diffeomorphism x → z(x) as |Ψ〉kin → |Ψ (z)〉kin,
we can define analogously the family of all physical states projected on these kinematical
states as 〈ΨPhys (z) | (notice that 〈ΨPhys| can be understood as the sum in z of the states
〈ΨPhys (z) |). This gives a suitable parametrization with respect to the choice of spatial
coordinates for the physical states. In addition, we will parametrize the physical states for
a particular choice of time function. For simplicity, we will choose the connection Kϕ(x) as
our relational time.4 We then parametrize the physical states, such that
〈ΨPhys
(
z, ~η(0)
) | = √2π〈ΨPhys (z) | ~Kϕ = ~η(0)〉
=
∫ ∞
0
dM

⊗
z(vj)

∑
kj
∑
µj
ψ(M, kj)φ(kj,M ;µj)e
iγℓ2Plµjη
(0)
j 〈kj|



⊗ 〈M |. (68)
Here, ηj = Kϕ(xj) is the collection of parameters associated with the values of the connection
Kϕ(x) evaluated on to the vertices of |ΨPhys (z)〉. Besides, we also declare {η(0)j } as our
“initial” Cauchy surface.
The reader must realize that these bras provide a natural definition of the corresponding
kets |ΨPhys
(
z, ~η(0)
)〉. It is important to notice that the inner product defined above in
Eq. (66) coincides with 〈ΨPhys
(
z, ~η(0)
) |ΨPhys (z, ~η(0))〉, where the two parametrized physical
states must correspond to the same choice of z(x) and Cauchy surface {η(0)j }. More explicitly,
‖ΨPhys‖2 = 〈ΨPhys
(
z, ~η(0)
) |ΨPhys (z, ~η(0))〉. (69)
Besides, there is a map
Uˆ
(
~η, ~η(0)
)
: |ΨPhys
(
z, ~η(0)
)〉 → |ΨPhys (z, ~η)〉 = Uˆ (~η, ~η(0)) |ΨPhys (z, ~η(0))〉, (70)
that relates the parametrized physical states between different slicings {η(0)j } and {ηj}. It
is the analog to the evolution operator in quantum mechanics in the Schrödinger picture.
It admits a decomposition as the product of evolution operators acting on each vertex
separately, i.e.,
Uˆ(~η, ~η(0)) =
n∏
j
Uˆj(ηj , η
(0)
j ). (71)
4 Although it is a well defined time function, as it has already been noticed in loop quantum cosmology, for
instance, in Refs. [14, 52], from a physical point of view is not accessible since it is not well defined as an
operator in the quantum theory.
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These operators can be constructed explicitly in the µj-representation simply as
Uˆj(ηj , η
(0)
j )|µj〉 := exp
{
iγℓ2Plµj(ηj − η(0)j )
}
|µj〉. (72)
Then, the mass and triad operators can be defined easily as physical relational observables
as follows
Mˆ |ΨPhys
(
z, ~η(0)
)〉 = (73a)
∫ ∞
0
dM

⊗
z(vj)

∑
kj
∑
µj
Mψ(M, kj)φ(kj,M ;µj)e
iγℓ2Plµjη
(0)
j |kj〉



⊗ |M〉.
Eˆx(x)|ΨPhys
(
z, ~η(0)
)〉 = (73b)
∫ ∞
0
dM

⊗
z(vj)

∑
kj
∑
µj
γℓ2PlkInt(Nz)ψ(M, kj)φ(kj,M ;µj)e
iγℓ2Plµjη
(0)
j |kj〉



⊗ |M〉.
Eˆϕ(x)|ΨPhys
(
z, ~η(0)
)〉 = (73c)
∫ ∞
0
dM

⊗
z(vj)

∑
kj
∑
µj
γℓ2PlµInt(Nz)ψ(M, kj)φ(kj,M ;µj)e
iγℓ2Plµjη
(0)
j |kj〉



⊗ |M〉.
As we have seen, kinematical operators are promoted to physical observables in a simple
way. It is not necessary to know a priori the parametrized observables in this picture.
However, this is possible since we have been able to apply group averaging techniques. In
those situations where they cannot be used, the knowledge of the (parametrized) observables
is a key ingredient in order to complete the quantization, as we will see in the next sections.
VII. COMPARISON WITH PREVIOUS QUANTIZATIONS
In this section, we will briefly explain previous approaches for the quantization of
spherically-symmetric spacetimes. All of them are based on further symmetry reduction
or partial gauge fixing. For instance, the interior of the black hole can be identified with
a Kantowski—Suchs spacetime after a symmetry reduction (requiring homogeneity) [11] or
adopting a gauge fixing [14]. The former proposal adopts a quantization prescription that is
closely related to the one of the full theory [1] but at the same time more difficult to solve.
The quantization proposal of Ref. [14] uses a quantization prescription where it is possible
to construct explicitly the solutions to the quantum scalar constraint and to show that the
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classical singularity is naturally resolved. Besides, if one instead considers a quantization
for the exterior of the black adopting a partial gauge fixing, the resulting reduced theory
can be quantized as well within a loop representation and the solutions to the constraint
determined. We will give further details below.
A. Interior of the black hole: Kantowski-Suchs spacetimes
In order to study the interior of the black hole, we follow the analysis of Ref. [14].
There, one considers a vacuum spherically-symmetric spacetime, like the one provided in
Sec. II. Then, one introduces at the classical level the second class condition φ = (Ex)′ = 0.
Preservation of this condition in time, together with the diffeomorphism constraint and
φ = 0, determines partially the lapse, but introduces an additional second class condition
K ′ϕ = 0. It must be preserved upon evolution, which implies (E
ϕ)′ = 0. The preservation
of the previous conditions in time guaranties that this last condition is preserved, as well.
If in addition, Kx is chosen initially independent of the radial coordinate, all kinematical
variables become independent of it.
One is left with only one constraint, the homogeneous Hamiltonian constraint. Before
writing it explicitly, it will be convenient to introduce the variables that are commonly
used in loop quantum cosmology. The new variables are related with the previous ones by
b = γKϕ, c = γKxL0, pb = E
ϕL0, pc = E
x, where L0 is a fiducial length associated with the
fiducial radial coordinate in the interior of the black hole. The homogeneous Hamiltonian
constraint (up to a factor G−1) takes the form,
H = −pb
2
− 2b c pc
γ2
− 1
2
b2 pb
γ2
, (74)
where we introduce here the same densitization by a factor 1/
√
pc for the constraint of Ref.
[18]. Notice that a change in x modifies L0, and it affects the value of pb and c. See Ref.
[19] for a recent discussion.
In the process of quantization, since the connection is not a well-defined operator, but
the holonomies of the connection, the quantum scalar constraint must be suitably written in
terms of them. There are different choices available in the literature. See, for instance, [11,
14, 53–55]. Moreover, there is additional freedom in the particular approach quantization,
either within the µ or the µ¯ schemes. For simplicity, we will consider here the µ scheme.
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For additional details about the other approach, see Refs. [19, 53].
If one polymerizes the Hamiltonian constraint following the ideas of [14], and rearrange it
at the classical level, upon quantization in the (b, c)-representation, a symmetric Hamiltonian
constraint operator turns out to be
Hˆ = −iℓ2Plγ
∂
∂c
− iℓ
2
Plγ
4 sin(µ c) sin(µ b)
[(
sin(µ b)2 + µ2γ2
) ∂
∂b
+
µ cos(µ b)
2 sin(µ b)
(
sin(µ b)2 − µ2γ2)] .
If one writes the solutions to this constraint in the form
Ψ (b, c) = A (b, c) exp
(
ik
ℓ2Pl
S (b, c)
)
, (75)
with k a constant with dimensions of length to the square and with A(b, c) given by,
A(b, c) = C1
√
sin2(µ b) + γ2µ2
(1 + γ2µ2) | sin(µ b)| (76)
for any nonvanishing C1, the function S(b, c) fulfills[
µ2γ2
4 sin(µ b) sin(µ c)
+
sin(µ b)
4 sin(µ c)
]
∂S(b, c)
∂b
+
∂S(b, c)
∂c
= 0. (77)
The solutions to this equation are arbitrary function S(w(b, c)) with
w(b, c) = ln
(
sin(µ c)
cos(µ c) + 1
)
+ 4
tanh−1
(
cos(µ b)√
γ2µ2+1
)
√
γ2µ2 + 1
. (78)
These solutions satisfy the boundary conditions Ψ(0, c) = Ψ(π/µ, c), Ψ(b, 0) = Ψ(b, π/µ).
If we consider c as an internal time to the evolution of the system, we only need to specify
an initial Cauchy surface at c0, physical observables acting on the physical Hilbert space and
a unitary evolution.
In Ref. [14], it was shown that it is possible to define a unitary evolution with respect to
the internal time c. The corresponding Hamiltonian operator is given by
HˆTrue = − iℓ
2
Plγ
4 sin(µ c) sin(µ b)
[(
sin(µ b)2 + µ2γ2
) ∂
∂b
+
µ cos(µ b)
2 sin(µ b)
(
sin(µ b)2 − µ2γ2)] .
Since the dimensionality of the two subspaces defined as K± = ker(HTrue ± i) coincides,
where the normalizable states belonging to each kernel are
Ψ˜ (b, c) = Ψ (b, c) exp
(
∓4 tanh−1
(
cos (µ b) sin (µ c)
γµ (µ2γ2 + 1)
))
, (79)
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one then concludes that HˆTrue is self-adjoint, and a unitary evolution with respect to c
exists. Besides, since the solutions to the constraint are normalizable with respect to the
kinematical inner product, the quantization can be easily completed. Suitable quantum
Dirac observables acting on this space can be constructed by means of the kinematical ones
as relational observables following, for instance, the ideas of Sec. VI.
Although we lack a more detailed study about the quantum dynamics of this model, we
can extract the effective semiclassical one of this loop quantization of the interior of the
black hole. It is enough to analyze the Eikonal approximation for S. For simplicity, we
will choose it to be equal to w(b, c). We may also notice that we have not specified yet the
parameter µ.
Following Hamilton–Jacobi theory, we compute the canonical momenta of the original
configuration variables, in this case b and c, as
pb =
4k sin(µ b)µ
γ2µ2 + 1− cos(µ b)2 , (80)
pc = − kµ
sin(µ c)
, (81)
as well as the momentum of the constant of integration, in this case k, which is also a
constant of the motion,
pk = − ln
(
sin(µ c)
cos(µ c) + 1
)
−
4 tanh−1
(
cos(µ b)√
γ2µ2+1
)
√
γ2µ2 + 1
. (82)
If we adopt again c as the time parameter and we can write all the previous quantities as
functions of it, the constants of integration (k, pk) and the initial data (b0, pb,0) and (c0, pc,0).
Following the results of Ref. [14], we will consider a particular set of initial data, but any
other choice can be adopted, as well. There, one takes b0 = 0 and pc,0 = 4M
2. This involves
pb,0 = 0 and c0 undetermined. The constants k and pk can be written in terms of the previous
initial data and M . Indeed, they can be written in terms of c and b at any time. These
relations evaluated at (c0, b0) and another arbitrary choice (c, b) allows one to compute b as
a function of c as
b =
1
µ
cos−1
[√
1 + γ2µ2 tanh
(
tanh−1
(
1√
1 + γ2µ2
)
+
√
1 + γ2µ2
4
(
− ln
(
tan(
µ c
2
)
)
+ ln
(
tan(
µ c0
2
)
)))]
. (83)
27
Then, any other phase space variable can be written as functions of the internal time c, in
particular pb and pc, through Eq. (80).
The resulting expressions are sufficiently complicated that the use of numerical tools was
required in Ref. [14]. There, it was shown that the volume of the spacetime evolving as
a function of c experiences a bounce replacing the singularity of general relativity. This is
in agreement with the singularity resolution discussed in Sec. IV. Besides, the studies of
Ref. [19] about the semiclassical dynamics in the µ¯ scheme show a similar behavior, giving
robustness to the fact that loop quantum gravity is able to successfully cure the singularity
of a black hole.
B. Exterior of the black hole: Schwarzschild spacetime
The quantization of the exterior of the black hole can also be carried out within loop
quantum gravity. We will follow the main ideas of Ref. [13]. The first step is to adopt
a suitable gauge fixing condition, like Ex(x) = (x + 2GM)2. Imposing this gauge fixing
condition classically and solving the diffeomorphism constraint, we have at any x
Kx(x) =
Eϕ(x)K ′ϕ(x)
2(x+ 2GM)
. (84)
The new Hamiltonian constraint in Eq. (14), after the partial gauge fixing, takes the form
H˜(N˜) :=
1
G
∫
dxN˜Eϕ
[
K2ϕ −
(x+ 2GM)2
(Eϕ)2
+
x
x+ 2GM
]
. (85)
The constraint only depends on the canonical pair Kϕ(x), E
ϕ(x), M , and the radial coordi-
nate x. One can see that this constraint has an Abelian algebra with itself.
At the quantum level, we will adopt a kinematical Hilbert space mimicking the one of
the full theory. As in Ref. [13], one possible choice is to consider a one-dimensional lattice
L with points 0, . . . , xj distributed on R
+ such that the spacing between two consecutive
points is ǫj = xj+1 − xj . The kinematical Hilbert space is given by
Hkin = L2(R, dM)
n⊗
j
ℓ2j (86)
where ℓ2j means the set of square summable functions associated with the vertices. In this
space one can introduce a basis |M, ~µ〉. In the (τ,Kϕ)-representation, the elements of the
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basis take the form
ΨM,~µ[τ,Kϕ] = e
iMτ
n∏
j
exp (iµjKϕ(xj)) (87)
with µj ∈ Lεj , such that Lεj is a lattice in R of constant step 4ρj , for some positive polymer
parameters ρj, and with εj its smaller positive value. Each lattice can be understood as a
collection of vertices. It is worth commenting that it is not necessary to introduce the lattices
in order to study the quantization of the model, and a representation in the continuum can
also be adopted.
This representation has the advantage that the theory is automatically regularized. For
instance, the triad operator takes the simple form
Eˆϕ(xj)|M, ~µ〉 =
∑
k
µkγℓ
2
Plδk,j|M, ~µ〉, (88)
where δk,j is a Kronecker delta (instead of a Dirac one like in Eq. (19c)).
Now, the strategy that we will follow here in order to find the physical states is the one
adopted in Refs. [13, 16]. After rearranging the classical constraint and polymerizing at a
given vertex, one can look for the solutions to the following set of equations (one per vertex)(
−iγℓ2Pl
δ
δKϕ(xj)
)
Ψ[M,Kϕ(xj)] = ± (xj + 2GM)√
xj
xj+2GM
+ 1
4γ2ρ2
sin2 (2ργKϕ(xj))
Ψ[M,Kϕ(xj)].
(89)
The states are given by
Ψ[M,Kϕ(xj)] = exp
(
± i
γℓ2Pl
f [Kϕ(xj),M ]
)
, (90)
where
f [M,Kϕ(xj)] =
xj + 2GM
4γ2ρ2
F
(
sin(2γρKϕ(xj)), i
xj + 2GM
4γ2ρ2xj
)
, (91)
is given in terms of F (φ,m) ≡ ∫ φ
0
(1 − m2 sin2 t)−1/2dt, the Jacobi Elliptic function of the
first kind.
Therefore, the complete solution is
Ψ[M,Kϕ] =
n∏
j
exp
(
± i
ℓ2Pl
f [Kϕ(xj),M ]
)
. (92)
We may notice that these states are normalizable with respect to the kinematical inner
product. The observables of the model are simply the mass of the black hole Mˆ and its
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conjugate variable τˆ = −i~∂M . The set of phase space functions Kϕ(xj) for each vertex
must be considered as a set of gauge parameters that tell us which Cauchy surface we
are choosing (although other choices for parameterizing the Cauchy surfaces can also be
considered). For instance, Kϕ(xj) = 0 at any vertex xj yields the usual static Schwarzschild
solution. Physical states are then given by
|Ψphys〉Kϕ =
∫
dM Ψ(M)
n∏
j
exp
(
± i
ℓ2Pl
f [Kϕ(xj),M ]
)
|M〉, (93)
and the physical inner product will be
〈Ψphys|Ψ˜phys〉Kϕ =
∫
dM [Ψphys(M)]
∗Ψ˜phys(M). (94)
It coincides with the inner product provided by Kuchar’s quantization of Ref. [40].
For instance, the basic observables have a well-defined action on physical states
Mˆ |Ψphys〉Kϕ =
∫
dM MΨ(M)
n∏
j
exp
(
± i
ℓ2Pl
f [Kϕ(xj),M ]
)
|M〉, (95)
τˆ |Ψphys〉Kϕ =
∫
dM (−i~∂M )
[
Ψ(M)
n∏
j
exp
(
± i
ℓ2Pl
f [Kϕ(xj),M ]
)]
|M〉. (96)
We also have a well-defined set of operators corresponding to the triad on different vertices
Eˆϕ(xj)|Ψphys〉Kϕ = ±
∫
dM
(xj + 2GM)√
xj
xj+2GM
+ 1
4γ2ρ2
sin2 (2ργKϕ(xj))
Ψ(M)
×
n∏
j
exp
(
± i
ℓ2Pl
f [Kϕ(xj),M ]
)
|M〉. (97)
Together with the gauge fixing, the other component of the triad Eˆx(xj) = (xj + 2GMˆ)
2
and its derivative [Eˆx(xj)]
′ = 2(xj + 2GMˆ), we can construct any component of the metric
and compute effective geometries for this quantum theory.
It is remarkable that the resolution of the singularity has not been studied in this model.
This will require a horizon penetrating slicing, like the one in Eddington—Finkelstein co-
ordinates. In addition, the loop quantization introduces a discretization in the spectrum of
the kinematical operator Eˆϕ(xj) defined in Eq. (88) that should be present in the spectrum
of the physical one given in Eq. (97).
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VIII. THE REISSNER-NORDSTRÖM BLACK HOLE
The quantization of spherically-symmetric spacetimes has been extended to charged black
holes. Although they are expected not to be common in nature, they allow us to test several
fundamental aspects of black hole physics, especially in the context of quantum gravity.
They have already been considered before in Ref. [56] in the context of spherical loop
quantum gravity.
Following the ideas of [56, 57], we introduce a spherically-symmetric electromagnetic
vector potential A = Γdr + Φdt described by two configuration variables Γ,Φ and the
canonically-conjugate momenta, PΓ, PΦ, respectively. In order to avoid monopoles, we as-
sume a trivial bundle for the electromagnetic field. In the Hamiltonian formalism, Φ plays the
role of a Lagrange multiplier and will be ignored since it will be irrelevant in our description.
The Hamiltonian turns out to be a linear combination of the Hamiltonian, diffeomorphism
and the electromagnetic Gauss constraints. They are given by
H = G−1
(
− E
ϕ
2
√
Ex
− 2Kϕ
√
ExKx −
EϕK2ϕ
2
√
Ex
+
((Ex)′)2
8
√
ExEϕ
−
√
Ex(Ex)′(Eϕ)′
2(Eϕ)2
+
√
Ex(Ex)′′
2Eϕ
+G
Eϕ
2 (Ex)3/2
P 2Γ
)
, (98)
C = G−1
(
− (Ex)′Kx + Eϕ(Kϕ)′ −GΓP ′Γ
)
, (99)
G = P ′Γ, (100)
In order to proceed with the quantization, in Ref. [56] the authors adopt an Abelian
Hamiltonian constraint. However, it is necessary to add appropriate boundary terms that
can be inferred from the falloff conditions of the classical phase space functions. They were
studied in Refs. [58, 59], and contribute with the well-known mass M and, additionally,
with the charge Q of the electromagnetic field. In the following, they will be regarded as
two global degrees of freedom. In addition, since we are interested in a static configuration,
we will consider the gauge fixing Γ = 0. The Gauss constraint (once the boundary terms
have been introduced) yields PΓ = −Q.
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With all of the previous considerations, the total Hamiltonian reads
HT =G
−1
∫
dx
{
−N
(
−
√
Ex
(
1 +K2ϕ +
GQ2
Ex
)
+
(
(Ex)′
)2√
Ex
4 (Eϕ)2
+ 2GM
)′
+Nr [−(Ex)′Kx + Eϕ(Kϕ)′]
}
. (101)
The contribution of the electromagnetic field is codified in the Q2-term of the previous
expression. Let us notice that the Reissner—Nordström metric in Schwarzschild coordinates
ds2 = −
(
1− 2GM
x
+
GQ2
x2
)
dt2 +
1
1− 2GM
x
+ GQ
2
x2
dr2 + x2dΩ2, (102)
can be obtained form the previous canonical framework by means of the gauge fixing con-
ditions Ex = x2 and Kϕ = 0.
For the quantization of this theory, we will follow the prescriptions of Refs. [16, 56].
There, the basic elements of the quantum theory are given in terms of holonomies of the
connection. We choose a kinematical Hilbert space given by
Hkin = HMkin ⊗HQkin
[
n⊗
j
ℓ2j ⊗ ℓ2j
]
, (103)
such that ℓ2j is a set of Hilbert spaces of square summable functions, one associated with
the edges and the other one with the vertices, of graphs of the form of Eq. (16). Besides,
HMkin and HQkin are the Hilbert spaces associated with the mass and charge of the spacetime.
Here, we adopt a representation in terms of periodic functions in Kϕ(x) of period π/ρ(x),
with ρ(x) a real-valued function. On this kinematical Hilbert space, the valences ~µ are real
numbers that take values on a semilattice of the form µj = εj + 4ρjnj , where εj is a phase
associated to the periodicity conditions of the states ψ(0) = eiεjψ(π/ρj). We could have also
adopted a polymer representation on the Bohr compactification of the real line like the one
discussed in Sec. III.
The inner product in this kinematical space is similar to the one in Eq. (18), but this
time
〈~k, ~µ,M,Q|~k′, ~µ′,M ′, Q′〉 = δ~k,~k′δ~n,~n′δ(M −M ′)δ(Q−Q′) . (104)
The operator representation is similar to the one given in Eqs. (19a), (19b) and (19c),
with the restrictions on the spectrum of Eˆϕ mentioned before. In addition, the charge of
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the black hole in this representation is given by
Qˆ|~k, ~µ,M,Q〉 = Q|~k, ~µ,M,Q〉. (105)
In order to continue with the quantization of the system, we will come back to the classical
scalar constraint, that will be written as
H(N) =
∫
dxN ′H+H−, (106)
with
H± =
√
√
Ex
(
1 +K2ϕ +
GQ2
Ex
)
− 2GM ± (E
x)′ (Ex)1/4
2Eϕ
. (107)
We then now redefine the lapse function by absorbing one of the two factors together with
a final rescaling by a factor of 4 (Eϕ)2. The final form of the scalar constraint will be
H(N¯) =
∫
dxN¯
(
2Eϕ
√
√
Ex
(
1 +K2ϕ +
GQ2
Ex
)
− 2GM − (Ex)′ (Ex)1/4
)
. (108)
This operator admits a simple representation in the space of cylindrical functions of the
connection Kϕ given by
Hˆ(N¯)|Ψ〉 =
∫
dxN¯

2


√√√√√√√̂|Eˆx|

1 +
̂
sin2
(
2ργKˆϕ
)
4γ2ρ2
+
GQˆ2
Eˆx

− 2GMˆ

 Eˆϕ −
(̂
Eˆx
)′ ̂∣∣∣Eˆx∣∣∣1/4

 |Ψ〉,
(109)
where this factor ordering has been chosen for the sake of simplicity. The solutions to the
constraint can be computed explicitly. They admit a factorization on each vertex, since the
constraint has been selected in such a way that it does not create new vertices nor edges.
At each vertex, they fulfill the equation
2iγℓ2Pl
√
1 +m2j sin
2 (yj)
mj
∂yjψj + γℓ
2
Pl (kj − kj−1)ψj = 0. (110)
where yj = 2ργKϕ(xj) and
m2j = (2γρ)
−2
(
1− 2GM√
ℓ2Plkj
+
GQ2
ℓ2Plkj
)
. (111)
The solutions to these set of equations are give by
ψj (M,Q, kj, kj−1, Kϕ (xj)) = exp
(
i
2
mj (kj − kj−1)F (2ργKϕ (xj) , imj)
)
, (112)
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where F is defined as,
F (φ,K) =
∫ φ
0
dt√
1 +K2 sin2 t
. (113)
Here, mj is chosen to be a purely imaginary number in the upper complex plane if m
2
j < 0
(a vertex inside the black hole between the two horizons). One can see that these states are
normalizable with respect to the kinematical inner product.
The last step of the quantization is to identify the solutions to the scalar constraint that
are also invariant under the group of spatial diffeomorphisms generated by the classical
diffeomorphism constraint. For a brief discussion, see Sec. VI.
The resulting states are endowed with a well-defined inner product. This allows us to
identify quantum Dirac observables. The mass Mˆ and the charge Qˆ are two of them, with
classical Dirac analogues. The third one is not related to any classical Dirac observable. It
corresponds to the same emerging Dirac observable defined already in Eq. (67). Together
with suitable parameters, we can construct a full canonical quantization. For instance, as
we did in Sec. VI, a possible choice is to identify again here z → z(x), such that it codifies
the dependence of phase space functions with respect to the spatial diffeomorphisms, and
Kϕ → Kϕ(x) with another functional parameter, labeling different spatial slices. Therefore,
we can promote phase space functions to parametrized Dirac observables. For instance, the
triad components take the form
Eˆx(x)|Ψ〉phys = Oˆ (z(x)) |Ψ〉phys, (114)
Eˆϕ(x)|Ψ〉phys =
(̂
Eˆx
)′ ̂∣∣∣Eˆx∣∣∣1/4
2


√√̂
|Eˆx|
(
1 +
sin2(2ργKˆϕ)
4γ2ρ2
+ GQˆ
2
Eˆx
)
− 2GMˆ


|Ψ〉phys. (115)
Out of them, we can construct the operators corresponding to the metric components as
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parametrized Dirac observables as
gˆtx = −
sin(2ργKˆϕ)
2γρ
(
Eˆx
)′
2
√
|Eˆx|
√(
1 +
sin2(2ργKˆϕ)
4γ2ρ2
)
− 2GMˆ√
|Eˆx|
+ GQˆ
2
Eˆx
, (116)
gˆxx =
((
Eˆx
)′)2
4Eˆx
((
1 +
sin2(2ργKˆϕ)
4γ2ρ2
)
− 2GMˆ√
|Eˆx|
+ GQˆ
2
Eˆx
) , (117)
gˆtt = −

1− 2GMˆ√
|Eˆx|
+
GQˆ2
Eˆx

 . (118)
Let us notice that in the quantum theory, the lapse and shift are treated as classical functions.
Therefore, it is not clear how to specify them or to promote to quantum operators. In this
case, we simply take classical expressions and directly promote the corresponding phase space
functions to parametrized Dirac observables. This procedure will yield to factor ordering
and polymer schemes ambiguities. This is why the explicit expression we give here can differ
from the operators considered in Ref. [56].
This quantization is singularity free. However, following Ref. [56], the self-adjointness
of the metric components cannot be used here to rule out vertices with kj = 0 from the
physical Hilbert space. The only argument that has been considered by now is that the
constraint is diagonal with respect to the observable Oˆ(z), which allows one to restrict the
study to states with kj 6= 0.
This quantum description may have important implications with respect to the stability
of the Cauchy horizons of the interior of Reissner—Nordström black holes [60]. In classical
general relativity, the instability of the horizons is due to the following heuristic argument.
Let us consider an observer that enters the black hole while another observer is in the
exterior. By the time the first observer reaches the interior, the second one reaches i+.
Therefore, the observer in the exterior can send a huge amount of energy that is received by
the former observer in a finite time interval. At the quantum level, the spectrum of Eˆx is
discrete. Then, there is a minimum spacing in the variable Rˆ =
√
|Eˆx| when we jump from
one vertex to its neighbor. This minimum is equal to ℓ2Pl/(2Rˆ). For instance, the spacing of
the geometry close to the horizon of a black hole is of the order of ℓ2Pl/(4GM). Therefore,
trans-Planckian modes of arbitrarily high frequency are eliminated. In addition, the modes
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that propagate in the exterior of the black hole cannot be blue-shifted indefinitely close to the
horizon. They are indeed attenuated and reflected. Therefore, not all the energy crosses the
horizon and reaches the infalling observer. Some of it is backscattered towards scri+, while
it will be visible only for remote future external observers. All of these arguments indicate
that the physical picture of the classical theory changes within the quantum description.
However, a detailed calculation will be needed in order to understand in depth the concrete
improvements that it provides.
IX. QUANTUM TEST FIELDS ON QUANTUM GEOMETRIES
Quantum field theories on these effective quantum spacetimes have not been studied
in depth. If one considers quantum test linear field theories on classical geometries, it is
well known that nonlinear observables, like the stress-energy tensor, require the adoption
of regularization and renormalization schemes (due essentially to some of the divergences
present in these type of quantizations). However, it is expected that in a genuine quantum
theory of gravity, where geometry, fields and their interactions are described at the quantum
level, no divergences will appear. Indeed, in Ref. [20], a quantum field theory on these
quantum spacetimes was studied, showing that it is not necessary to renormalize in order to
get the right answer. In addition, Ref. [21] provides a study about Hawking radiation and the
corrections with respect to the traditional result due to quantum geometry phenomena. One
of the issues that deserves special attention is the covariance of these scenarios. Indeed, the
fundamental discreteness together with the test field approximation yields a combination
that is not covariant at Planck scales. However, those Planckian modes correspond to
energies where the test field approximation is lost, and therefore, the physics they involve
cannot be fully trusted.
A. Casimir effect
Let us focus now in Ref. [20], where the authors consider the Casimir effect of a scalar
field between two concentric spherical static shells where the field vanishes. In this case, one
considers a spin network with radial positions at r2i = ℓ
2
Plki, where the difference between
two successive values of the radial coordinate rj is at least ℓ
2
Pl/(2rj). We choose a concrete
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spin network such that rj = r0 + j∆ in the interior of the slab between two spherical shells
of radii r0 and r0+L, with j a suitable integer labeling the vertices and ∆ their separation.
The number of vertices on each region is given by the quotient of its length over the step.
Inside the slab of length L we have NL = L/∆ vertices. The scalar field vanishes at the
shells as is usual for calculations of the Casimir effect. Besides, the authors assume that
their radii are in the asymptotic region where the background quantum metric is flat, i.e.,
r0 ≫ 2M . For simplicity, all the calculations are carried out with respect to an observer
at rest in r = r0. In addition, contributions of the field outside the shells must be also
considered. In this sense one introduces two auxiliary shells at r0 + L0 and r0 − L1, such
that L0 ≫ L. The value of L1 can be selected arbitrarily, covering a large portion of the
space-time, but still in the asymptotic region.
Then, one can adopt an expansion in Fourier modes for the scalar field un,ℓ,m =
exp(−iωt)Rℓ(ω, rj)Yℓ,m(θ, ϕ)/(
√
2πωrj), and solve its equations of motion. The time-
dependent and the angular parts of the equations of motion are well known, but the radial
modes have to be determined. They are not known in closed form; but, in Ref. [20], they
were studied numerically, and approximated expressions are available.
For instance, an approximated dispersion relation was provided
ω2
n,ℓ ≃
4
∆2
sin2
(
∆kn
2
)
+
ℓ(ℓ+ 1)
r20
, (119)
with kn = (nπ)/(NL∆) the wave number of each mode. The mode number n is bounded
above due to the discretization of the radial coordinate inside the slab between the shells,
while ℓ is bounded above since the dominant contributions are due to modes of angular
momentum ℓ lower than 2r0/∆ (the maximum mode frequency on the lattice times the
radius r0). This bound is due to the fact that the solutions are considerably suppressed in
the interior of the slab due to the centrifugal potential and are disregarded in the calculations.
The stress-energy tensor components can be easily computed once the Green’s function
associated with the slab GL+(x, x
′) = 〈0L|φ(x)φ(x′)|0L〉 is known. After some calculations,
one can see that
GL+ (x; x
′) ≃ 1
L
NL−1∑
n=1
2r0
∆∑
ℓ=0
ℓ∑
m=−ℓ
e−iωn,ℓ(t−t
′)
ωn,ℓ
sin (knz)
rj
sin (knz
′)
rj′
Yℓ,m (θ, ϕ) Y
∗
ℓ,m (θ
′, ϕ′) , (120)
with z = r − r0, and similarly for z′, and ωn,ℓ is given in (119).
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Then, in order to compute the Casimir force between the two shells, it is only necessary
to compute the T00-component of the stress-energy tensor, which is basically given by
〈0L|T00|0L〉 = ∂
2
∂t ∂t′
GL+
∣∣∣∣
x=x′
, (121)
where |0〉L is the vacuum state for the slab of width L.
For the scalar field inside the other regions, the same construction can be adopted without
additional considerations, and the corresponding expectation values of the T00-component of
the stress-energy tensor 〈0L˜0|T00|0L˜0〉, with the separation L˜0 = (L0 − L), and 〈0L1|T00|0L1〉
can be incorporated in the calculation.
The Casimir force is given as (minus) the derivative of the energy of the system with
respect to L. In the limit L0 ≫ L and for small ∆, one gets
Force = − d
dL
(∫ 0
−L1
dz〈0L1 |T00|0L1〉+
∫ L
0
dz〈0L|T00|0L〉+
∫ L0
L
dz〈0L˜0 |T00|0L˜0〉
)
= − π
2
480L4
+O(L−10 ) +O(∆). (122)
It coincides with the exact result in the planar case [61, 62] at leading order, since the
calculations are done at the asymptotic region with L ≪ r0. Besides, the improved stress-
energy tensor proposed in Refs. [62, 63] agrees with this result. An important remark about
this calculation is the fact that it is obtained as the variation of the energy of a closed system,
without any subtraction of an hypothetical external vacuum energy. The energy of both slabs
are indeed added, rather than subtracted, in order to achieve a meaningful physical result.
In addition, let us emphasize that it is not necessary to adopt any regularization and/or
renormalization scheme, as in the continuum limit.
B. Hawking radiation
Another interesting phenomenon intimately related with black hole physics is the Hawk-
ing radiation process. It has been studied in Ref. [21]. In this case, the authors consider
a massless scalar field propagating in an effective quantum geometry within the loop quan-
tization presented in this review. As we saw above, these effective geometries naturally
regularize the matter content by suppressing trans-Planckian modes.
Although we are not going to show here the details (we encourage the readers to check
Ref. [21]), the Boulware, Hartle—Hawking and Unruh vacuum states can be computed on
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this quantum geometry (it is only necessary to formulate the corresponding coordinates on
it). We will mainly focus here on the computation of the number of particles of the state at
the future scri with respect to the one at the past horizon.
In this situation, one adopts the typical calculations to the case in which there is a Planck
scale cutoff (see, for instance, Ref. [64]). We start with the two sets of modes
uinω,ℓ,m =
1√
4πω
exp (−iωU)
r
Y mℓ (θ, ϕ) , (123)
uoutω,ℓ,m =
1√
4πω
exp (−iωu)
r
Y mℓ (θ, ϕ) , (124)
where u is the usual null coordinate that depends on the time of an observer in the spatial
asymptotic region and the tortoise radial coordinate, while U is the standard null coordinate
in the Kruskal extension of a black spacetime. We will introduce the notation n = {ω, ℓ,m}
for the sake of simplicity. The expectation value of the “out” number operator on the “in”
vacuum can be expressed in terms of these mode functions
〈in|Nout
n1,n2
|in〉 = −
∑
n
(
uout
n1
, uin
n
∗) (
uout
n2
∗
, uin
n
)
. (125)
In order to compute the previous summation, it is necessary to introduce an exponential
cutoff in ω of the form e−ǫω. The parameter ǫ cannot be taken to vanish at the end of the
calculation and in Ref. [21] is chosen to be ǫ ≃ ℓPl. It allows us to carry our the calculation
explicitly, as in the continuum theory, since the dispersion relation in the lattice is very well
approximated for the relevant frequencies by the continuum one.
With these considerations in mind, and carrying out the summation in n, the number
operator takes the form
〈in|Nout
n1,n2
|in〉 = A
∫
I+
dU1dU2
exp (−iω1u1(U1) + iω2u2(U2))
(U1 − U2 − iǫ)2
, (126)
with
A =
tℓ1 (ω1) t
∗
ℓ2
(ω2)
4π2
√
ω1ω2
δℓ1,ℓ2δm1,m2, (127)
where the factors tℓ(ω) are the “transmission coefficients” that appear due to the potential
in the radial wave equation.
Under the change of variables
U1 = −4GM exp
(
uM + z
4GM
)
, (128)
U2 = −4GM exp
(
uM + z
4GM
)
, (129)
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with uM = u1 + u2 and z = u2 − u1, the previous integral reduces to one in z that can be
computed explicitly. In the continuum theory, one gets the usual Hawking formula
〈in|Nout
n1,n2 |in〉 =
|tℓ(ω1)|2
exp (2πω1/κ)− 1δ(n1,n2). (130)
where κ = 1/(4GM). However, within our quantum background, there is a cutoff of the
order of ℓPl in the variable u. One therefore has
(u1 − u2)2 ≥ ℓ2Pl, (131)
which is the same as that of Ref. [64]. This leads to the same formula found there
〈in|Nout
n1,n2
|in〉 =
( |tℓ(ω1)|2
exp (2πω1/κ)− 1 −
κ2ℓPl
96π3ω1
)
δ(n1,n2). (132)
We see that the cutoff induced by the discrete geometry introduces a correction much smaller
than the leading contribution, at least for not very high frequencies and black holes with a
Schwarzschild radius bigger than the Planck length.
X. COUPLING TO A SPHERICAL NULL DUST SHELL
One of the most interesting generalization of the previous results is to extend the quanti-
zation when the geometry is coupled to matter. It would be possible to study gravitational
collapse within the quantum realm. On the one hand, the coupling of matter in loop quan-
tum gravity is not well understood yet (see Refs. [1–3]). On the other hand, spherically-
symmetric gravitational collapse shows a rich dynamics even at the classical level, like black
hole formation and critical phenomena [65]. Several effective descriptions [66–69] incorpo-
rate, in a well motivated, but heuristical sense, loop quantum gravity corrections; usually
the ones from the inverse of the triad operator and/or those coming from the effective Fried-
mann equation of isotropic loop quantum cosmology [4–6]. These effective scenarios agree
with respect to the resolution of the classical singularity.
One of the simplest models where dynamical black hole formation can be studied corre-
sponds to a matter content consisting of a spherical null dust thin shell. The dynamics of a
test thin null dust shell on a quantum geometry was studied in Ref. [70]. There, the shells
propagate through a high curvature region where the singularity used to be and emerges in
a different asymptotic region corresponding to the pre-existing white hole quantum space-
time. The quantum packets of the shells are distorted when they cross the high quantum
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region that replaces the singularity. It is remarkable that the evolution of the shells is en-
tirely unitary. The self-gravitating shell (with no test field approximation) has been studied
by many authors [71–75]. However, we will follow here the main ideas about the classical
model in Ref. [72]. It is worth commenting that it has been partially studied at the quantum
level in Refs. [73–75]. In these cases, a classical reduction yields a true Hamiltonian ruling
the dynamics of the shell. The resulting model (only covers the region close to the shell) is
simple enough that a standard quantization can be adopted. For instance, the quantization
carried out in Ref. [75] shows that quantum corrections modify the dynamics in the high
curvature region, such that the shell, once it approaches this regime, bounces and expands
into a different asymptotic region. On the other hand, the quantization of Refs. [73, 74],
under the requirement of self-adjoints of the true Hamiltonian (i.e., a natural boundary con-
dition), yields a quantum dynamics where the shell bounces very fast when it approaches
its Schwarzschild radius, even for macroscopic black holes. This is due to the fact that the
eigenstates of the quantum true Hamiltonian are a superposition of both black and white
hole horizons. It is the so-called grey horizon [73].
In the quantization presented in Ref. [30], it was shown that for this particular model, it
is possible to prove that the Hamiltonian constraint, at the classical level, can be Abelian-
ized as in the vacuum model. Besides, despite the dynamics is nontrivial, it is possible to
identify Dirac observables in the model; concretely, the mass of the shell m and its conju-
gate momentum V , which turns out to be the time in Eddington—Finkelstein coordinates.
Within these coordinates, the spacetime metric can be explicitly constructed, in terms of
two parameters: the radial coordinate x and the time of an asymptotic observer t, as well
as the two Dirac observables m and V .
One can then proceed with the quantization of the model. For instance, one can choose
a polymer representation like the one adopted in Sec. VIII. The scalar constraint is rep-
resented by an operator that preserves the number of vertices and edges. However, more
important, and one of the nontrivial technical results of Ref. [30], is the fact that a suitable
choice of factor ordering, polymerization and discretization allow one to construct a quantum
constraint free of anomalies. It is worth commenting, however, that the polymerization that
is compatible with an abelian Hamiltonian constraint in presence of matter involves correc-
tions that were unnecessary in the vacuum case, and therefore, they were ignored. Indeed,
these polymer corrections can be naively identified with a classical canonical transformation
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of the form (Kϕ, E
ϕ)→ (sin (ρKϕ) /ρ, Eϕ/ cos (ρKϕ)). As we see, it is not well defined when
the cosine vanishes. The Hamiltonian constraint, in the present model, is a well-defined
operator almost everywhere in the kinematical Hilbert space; concretely, in those subspaces
with support on µj = 2ρj(lj + δj) with lj an integer and δj in (0, 1). The Hamiltonian
constraint, as a kinematical operator, does not mix states with support on different δj. If
one restricts the study to any of these subspaces, it is likely that one can find a consistent
(singularity free) quantization of the model. However, the fact that the constraint is not
well defined for δj = 0, 1 also indicates the pathologies of the holonomy corrections involved
in the construction, since they can have consequences regarding the singularity resolution in
those sectors. However, only an exhaustive study of the model can shed light on all of the
previous points. One must keep in mind that this quantization opens the possibility for the
study of full spherically-symmetric quantum collapse in loop quantum gravity. For instance,
it is possible to find at the algebraic level quantum operators that commute with the con-
straints. However, it is has not been possible to find a realization for them as self-adjoint
operators in the polymer space. Neither the solutions to the constraints have been studied
yet carefully.
However, the strategy suggested in Ref. [30] is to assume a standard self-adjoint represen-
tation of the observables. One will lose some of the corrections coming from loop quantum
gravity, but keeping some of the important ones. For instance, for diffeomorphism-invariant
states the observable Oˆ(z) of the vacuum models is also present here. Then, the geometry
is quantized. Indeed, the parametrized observables in Eddington—Finkelstein coordinates
could be represented in the physical space. Although in Ref. [30] they are provided for a
particular choice of coordinates, it is not difficult to carry out the calculation for any other
choices admissible in the canonical theory. In this sense, the covariance is not violated. The
final physical quantum picture corresponds to a discretization of the classical theory. The
geometries can be extremely smooth if one considers superpositions of spin networks highly
peaked on a quantum geometry, as well as superpositions of the mass. In this situation,
the high curvature region, including the classical singularity, is replaced by a portion of the
spacetime that is not well approximated by smooth geometries, but that is still regular.
In this sense, following the ideas of Secs. VI and VIII, the singularity is eliminated. This
picture is in agreement with Ref. [75]. The shell, if the original flat topology possesses
two asymptotic regions, can transverse this high curvature regime and emerge in the other
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asymptotic region, leaving behind a white hole. If the initial topology has only one asymp-
totic region, the shell will reach the deep quantum regime. However, it is not known yet
if the shell will bounce back or if it will be trapped in the interior indefinitely. If the shell
bounces back, global quantum gravity effects were postulated to be able to propagate at
low curvature regimes [76–78, 80–82]. If this is the case, it is possible that some imprints
could be observable [77, 78]. However, there is no agreement at present in the typical times
of black hole evaporation, whether they are long [79] or not [80–82].
XI. CONCLUSIONS
In summary, in this contribution, we have reviewed the recent advances in the loop
quantization of spherically-symmetric spacetimes and their application in several aspects of
black hole physics like singularity resolution, black hole formation and interesting phenomena
on quantum field theory on quantum spacetimes. Concretely, we reviewed the main aspects
that are usually considered in order to carry out the full quantization of a vacuum spherically-
symmetric spacetime following the Dirac quantization approach. We start with a description
of classical general relativity in terms of real Ashtekar—Barbero variables [1]. We then
impose spherical symmetry as it was originally done in Ref. [32]. The resulting 1+1 theory
has a dynamics ruled by a Hamiltonian constrained to vanish. It is a linear combination of
a momentum constraint that generates spatial diffeomorphisms and a scalar constraint that
also generates time reparametrizations. In vacuum, there is only one degree of freedom: the
ADM mass [40]. In presence of matter, the dynamics is highly nontrivial. In both cases,
the constraint algebra shows structure functions. This is an additional handicap if one is
tempted to adopt a canonical Dirac quantization. However, since loop quantum gravity is
based on it, we have to face this issue somehow. The way it is avoided was suggested in
Ref. [16], and it consists of a redefinition of the scalar constraint and the lapse and shift
functions in such a way that the new scalar constraint is a total derivative. This trick
seems to work in the presence of different types of matter [29, 30] and other midi-superspace
models in vacuum [28, 47]. At the classical level, this transformation is in agreement with
the solution space of the original set of constraints. The only potential problems appear
if one imposes homogeneity. However, in this case, the original set of constraints gives a
successful description, and no Abelianization is required.
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Then, we show how a loop representation for the vacuum model allows us to construct
a complete quantization via group averaging techniques based on the Dirac quantization.
Then, the quantum dynamics can be analyzed by means of relational observables [17, 18]. It
is singularity free, and smooth geometries can be constructed such that they cover very large
portions of the corresponding classical continuous spacetimes. At the high curvature regime,
the quantum fluctuations do not provide smooth geometries, but the corresponding regions
are regular. We compare this quantization with previous approaches [11, 13, 14, 19] where
a classical reduction is adopted before quantizing, in order to check what are the common
physical predictions. In all of these cases, one recovers smooth semiclassical geometries at
low curvatures and a regular description without divergences at the high curvature region.
We also describe how this quantization can be extended to Reissner—Nordström black holes
[56]. Here we obtain the same conclusions regarding the semiclassical smooth geometries
and the resolution of the singularity.
On the resulting effective geometries, it has been possible to study phenomena of quantum
field theories on quantum spacetimes [20, 21]. In these cases, the main effective correction
coming from quantum geometry is the natural regularization that the discretization induces
on quantum field theories. Let us comment that such discretization violates the covari-
ance of the field theory at Planck scales. However, one has to take into account that in
physically-relevant situations the discretization can be chosen considerable smaller than the
Planck length, so that the covariance is preserved for all practical purposes. Nevertheless,
it is important to realize that the covariance is broken since the system is not fully solved
in the context of quantum gravity. In other words, we believe that the covariance is broken
since one is working in the test field approximation. Nevertheless, one can analyze several
physical phenomena, like the Casimir effect [20] or Hawking radiation [21] of quantum test
fields on quantum geometries. One of the common characteristics is the fact that the dis-
cretization introduces a regularization that allows one to work with finite expectation values
of the stress-energy tensor, although in some situations, some kind of renormalization is still
necessary since these finite values are of Planck order. Fortunately, in the case of the Casimir
force, a natural subtraction in the computation yields the correct result without requiring
additional renormalization. Regarding the Hawking radiation [21], for those frequencies that
are not of the order of the Planck length and macroscopic black holes, one recovers the usual
leading order contribution with an additional correction that is more relevant for smaller
44
black holes.
Finally, we comment on the most recent advances about spherically-symmetric spacetimes
coupled to matter. In Ref. [30] it was possible to construct a quantum scalar constraint
with an algebra free of anomalies. The quantization gives effective geometries that are time-
dependent and where, again, smooth and regular spacetimes emerge in some sectors of the
physical Hilbert space. Nevertheless, the quantization has not been fully completed in the
polymer representation, and further research is required in order to fully understand the
quantum dynamics of this midi-superspace model. Since one can expect that a standard
representation for those observables will approximate very well some of the true quantum
states in the full polymer representation, it is possible to combine both of them, completing
the quantization. The physical states are such that the effective spacetimes approximate
very well smooth geometries, but they present a fundamental discretization. In addition,
the deep curvature regime is free fo singularities where the corresponding portion of the
effective spacetime, although it is regular, it cannot be described by a smooth geometry.
Further comparisons must be done with the model of Refs. [48, 74] in order to contrast the
deep quantum dynamics of both models and see if they agree.
In summary, there have been promising advances in the study of midi-superspace models
of gravity, but still much work has to be carried out in order to increase our understanding
about the physical and technical aspects behind them, as well as their consequences and
relation to the full theory.
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