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BIMODULE MAPS FROM A UNITAL C∗-ALGEBRA TO ITS
C∗-SUBALGEBRA AND STRONG MORITA EQUIVALENCE
KAZUNORI KODAKA
Abstract. Let A ⊂ C and B ⊂ D be unital inclusions of unital C∗-algebras.
Let ABA(C,A) (resp. BBB(D,B)) be the space of all bounded A-bimodule
(resp. B-bimodule) linear maps from C (resp. D) to A (resp. B). We suppose
that A ⊂ C and B ⊂ D are strongly Morita equivalent. We shall show that
there is an isometric isomorphism f of ABA(C,A) onto BBB(D,B) and we
shall study on basic properties about f .
1. Introduction
Let A ⊂ C and B ⊂ D be unital inclusions of unital C∗-algebras. We sup-
pose that they are strongly Morita equivalent with respect to a C −D-equivalence
bimodule Y an its closed subspaceX . In this paper, we shall define an isometric iso-
morphism f of ABA(C,A) onto BBB(D,B) induced by Y and X , where ABA(C,A)
(resp. BBB(D,B)) is the space of all bounded A-bimodule (resp. B-bimodule) lin-
ear maps from C (resp. D) to A (resp. B). We shall show that the above isometric
isomorphism f can be constructed in the same way as in [3, Section 2]. Using the
above result, we study on the basic properties about f . Especially we shall give the
following result: If φ is an element in ABA(C,A) having a quasi-basis defined in
Watatani [7, Definition 1.11.1], then f(φ) is also an element in BBB(D,B) having
a quasi-basis and there is an isomorphism of pi of A′ ∩ C onto B′ ∩D such that
θf(φ) = pi ◦ θφ ◦ pi−1,
where θφ and θf(φ) are the modular automorphisms for φ and f(φ), respectively
which are defined in [7, Definition 1.11.2]. We note that the isometric isomorphism
f of ABA(C,A) onto BBB(D,B) depends on the choice of a C − D-equivalence
bimodule and its closed subspace X . In the last section, we shall discuss the
relation between f and the pair (X,Y ).
For an algebra A, we denote by 1A and idA the unit element in A and the
identity map on A, respectively. If no confusion arises, we denote them by 1 and
id, respectively. For each n ∈ N, we denote by Mn(C) the n × n-matrix algebra
over C and In denotes the unit element in Mn(C). Also, we denote by Mn(A) the
n×n-matrix algebra over A and we identifyMn(A) with A⊗Mn(C) for any n ∈ N.
Let A and B be C∗-algebras. Let X be an A−B-equivalence bimodule. For any
a ∈ A, b ∈ B, x ∈ X , we denote by a · x the left A-action on X and by x · b the
right B-action on X , respectively. Let AB(X) be the C
∗-algebra of all adjointable
left A-linear operators on X and we identify AB(X) with B. Similarly we define
BB(X) and we identify BB(X) with A.
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2. Construction
Let A ⊂ C and B ⊂ D be unital inclusions of unital C∗-algebras. Let ABA(C,A)
and BBB(D,B) be as in Introduction. We suppose that A ⊂ C and B ⊂ D are
strongly Morita equivalent with respect to a C − D-equivalence bimodule Y and
its closed subspace X . We construct an isometric isomorphism of ABA(C,A) onto
BBB(D,B). Let φ ∈ ABA(C,A). In the same way as in the proof of [3, Lemma
3.4], we define the linear map τ from Y to X by
A〈τ(y) , x〉 = φ(C〈y, x〉)
for any x ∈ X , y ∈ Y .
Lemma 2.1. With the above notation, τ satisfies the following conditions:
(1) τ(c · x) = φ(c) · x,
(2) τ(a · y) = a · τ(y),
(3) A〈τ(y) , x〉 = φ(C〈y, x〉)
for any a ∈ A, c ∈ C, x ∈ X, y ∈ Y . Also, τ is bounded and ||τ || ≤ ||φ||.
Furthermore, τ is the unique linear map from Y to X satisfying Condition (3).
Proof. Except for the uniqueness of τ , we can prove this lemma in the same way
as in the proof of [3, Lemma 3.4 and Remark 3.3(ii)]. Indeed, by the definition of
τ , clearly τ satisfies Condition (3). For any x, z ∈ X , c ∈ C,
A〈τ(c · x) , z〉 = φ(C〈c · x , z〉) = φ(cA〈x, z〉) = φ(c)A〈x, z〉 = A〈φ(c) · x , z〉.
Hence τ(c · x) = φ(c) · x for any x ∈ X , c ∈ C. Also, for any a ∈ A, y ∈ Y , z ∈ X ,
A〈τ(a · y) , z〉 = φ(C〈a · y , z〉) = aφ(C〈y, z〉) = aA〈τ(y) , z〉 = A〈a · τ(y) , x〉.
Hence τ(a · y) = a · τ(y) fo any a ∈ A, y ∈ Y . By Raeburn and Williams [4, proof
of Lemma 2.8],
||τ(y)|| = sup{||A〈τ(y) , z〉|| | ||z|| ≤ 1, z ∈ X}
= sup{ ||φ(C〈y, z〉)|| | ||z|| ≤ 1, z ∈ X}
≤ sup{ ||φ|| ||y|| ||z|| | ||z|| ≤ 1, z ∈ X}
≤ ||φ|| ||y||.
Thus τ is bounded and ||τ || ≤ ||φ||. Furthermore, let τ ′ be a linear map from Y to
X satisfying Condition (3). Then for any x ∈ X , y ∈ Y ,
A〈τ(y) , x〉 = φ(C〈y, x〉) = A〈τ
′(y) , x〉.
Hence τ(y) = τ ′(y) for any y ∈ Y . Thus τ is unique. 
Lemma 2.2. With the above notation, τ(y · b) = τ(y) · b for any b ∈ B, y ∈ Y .
Proof. This can be proved in the same way as in the proof of [3, Lemma 3.5].
Indeed, for any x, z ∈ X , y ∈ Y ,
τ(y · 〈x, z〉B) = τ(C〈y, x〉 · z) = φ(C〈y, x〉) · z = A〈τ(y) , x〉 · z = τ(y) · 〈x, z〉B.
Since X is full with the right B-valued inner product, we obtain the conclusion. 
Let ψ be the linear map from D to B defined by
x · ψ(d) = τ(x · d)
for any d ∈ D, x ∈ X , where we identify AB(X) with B as C
∗-algebras.
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Lemma 2.3. With the above notation, ψ is a linear map from D to B satisfying
the following conditions:
(1) τ(x · d) = x · ψ(d),
(2) ψ(〈x, y〉D) = 〈x , τ(d)〉B
for any d ∈ D, x ∈ X, y ∈ Y . Also, ψ is a bounded B-bimodule map from D to B
with ||ψ|| ≤ ||τ ||. Furthermore, ψ is the unique linear map from D to B satisfying
Condition (1).
Proof. We can prove this lemma in the same way as in the proof of [3, Proposition
3.6]. Indeed, by the definition of ψ, ψ satisfies Condition (1). Also, for any x, z ∈ X ,
y ∈ Y ,
z · ψ(〈x, y〉D) = τ(z · 〈x, y〉D) = τ(A〈z, x〉 · y) = A〈z, x〉 · τ(y) = z · 〈x , τ(y)〉B .
Hence ψ(〈x, y〉D) = 〈x , τ(y)〉B for any x ∈ X , y ∈ Y . For any d ∈ D,
||ψ(d)|| = sup{ ||x · ψ(d)|| | ||x|| ≤ 1 , x ∈ X}
= sup{ ||τ(x · d)|| | ||x|| ≤ 1 , x ∈ X}
≤ sup{ ||τ || ||x|| ||d|| | ||x|| ≤ 1 , x ∈ X}
= ||τ || ||d||.
Thus ψ is bounded and ||ψ|| ≤ ||τ ||. Next, we show that ψ is a B-bimodule map
from D to B. It suffices to show that
ψ(bd) = bψ(d) , ψ(db) = ψ(d)b
for any b ∈ B, d ∈ D. For any b ∈ B, d ∈ D, x ∈ X ,
x · ψ(bd) = τ(x · bd) = τ((x · b) · d) = (x · b) · ψ(d) = x · bψ(d)
since x · b ∈ X . Hence ψ(bd) = bψ(d). Also,
x · ψ(db) = τ(x · db) = τ(x · d) · b = x · ψ(d)b
by Lemma 2.2. Let ψ′ be a linear map from D to B satisfying Condition (1). Then
for any x ∈ X , d ∈ D,
x · ψ(d) = τ(x · d) = x · ψ′(d).
Hence ψ(d) = ψ′(d) for any d ∈ D. Therefore, we obtain the conclusion. 
Proposition 2.4. Let A ⊂ C and B ⊂ D be unital inclusions of unital C∗-algebras.
We suppose that A ⊂ C and B ⊂ D are strongly Morita equivalent with respect to a
C −D-equivalence bimodule Y and its closed subspace X. Let φ be any element in
ABA(C,A). Then there are the unique linear map τ from Y to X and the unique
element ψ in BBB(D,B) satisfying the following conditions:
(1) τ(c · x) = φ(c) · x,
(2) τ(a · y) = a · τ(y),
(3) A〈τ(y) , x〉 = φ(C〈y, x〉),
(4) τ(x · d) = x · ψ(d),
(5) τ(y · b) = τ(y) · b,
(6) ψ(〈x, y〉D) = 〈x , τ(y)〉B
for any a ∈ A, b ∈ B, c ∈ C, d ∈ D, x ∈ X, y ∈ Y . Furthermore, ||ψ|| ≤ ||τ || ≤
||φ||. Also, for any element ψ ∈ BBB(D,B), we have the same results as above.
Proof. This is immediate by Lemmas 2.1, 2.2 and 2.3. 
For any element φ ∈ ABA(C,A), there are the unique element ψ ∈ BBB(D,B)
and the unique linear map τ : Y → X satisfying Conditions (1)-(6) in Proposition
2.4. We denote by f the map from φ ∈ ABA(C,A) to the above ψ ∈ ABB(D,B).
Then we have the following theorem:
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Theorem 2.5. Let A ⊂ C and B ⊂ D be unital inclusions of unital C∗-algebras.
We suppose that A ⊂ C and B ⊂ D are strongly Morita equivalent. Then there is
an isometric isomorphism f of ABA(C,A) onto BBB(D,B).
Proof. By the definition of f and Proposition 2.4, f is a linear map from ABA(C,A)
to BBB(D,B). Also, we can see that f is a bijective isometric map from ABA(C,A)
onto BBB(D,B) by Proposition 2.4. 
Lemma 2.6. With the above notation, let φ be any element in ABA(C,A). Then
f(φ) is the unique linear map from D to B satisfying that
A〈x · f(φ)(d) , z〉 = φ(C〈x · d , z〉)
for any d ∈ D, x, z ∈ X.
Proof. Let ψ be another linear map from D to B satisfying that
A〈x · ψ(d) , z〉 = φ(C〈x · d , z〉)
for any d ∈ D, x, z ∈ X . Then for any z ∈ X ,
A〈x · f(φ)(d) , z〉 = A〈x · ψ(d) , z〉
Hence f(φ)(d) = ψ(d) for any d ∈ D. Therefore f(φ) = ψ. 
3. Matrix algebras over a unital C∗-algebra
Let A ⊂ C and B ⊂ D be unital inclusions of unital C∗-algebras. We suppose
that A ⊂ C and B ⊂ D are strongly Morita equivalent with respect to a C −D-
equivalence bimodule Y and its closed subspace X . By [3, Section 2], there are a
positive integer n and a full projection p ∈Mn(A) such that
B ∼= pMn(A)p , D ∼= pMn(C)p
as C∗-algebras and such that
X ∼= (1 ⊗ e)Mn(A)p , Y ∼= (1⊗ e)Mn(C)p
as A − B-equivalence bimodules and C − D-equivalence bimodules, respectively,
where
e =


1 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

 ∈Mn(C)
and we identify A, C and B, D with (1⊗ e)Mn(A)(1⊗ e), (1⊗ e)Mn(C)(1⊗ e) and
pMn(A)p, pMn(C)p, respectively. We denote the above isomorphisms by
ΨB :B → pMn(A)p,
ΨD :D → pMn(C)p,
ΨX :X → (1⊗ e)Mn(A)p,
ΨY :Y → (1⊗ e)Mn(C)p,
respectively. In this section, we shall construct a map from ABA(C,A) to the
space of all pMn(A)p-bimodule maps, pMn(A)pBpMn(A)p(pMn(C)p , pMn(A)p). Let
φ ∈ ABA(C,A). Let ψ be the map from Mn(C) to Mn(A) defined by
ψ(x) = (φ⊗ id)(x)
for any x ∈ Mn(C). Since ψ(p) = p, by easy computations, ψ can be regarded as
an element in pMn(A)pBpMn(A)p(pMn(C)p , pMn(A)p). We denote by F the map
from φ ∈ ABA(C,A) to the above ψ ∈ pMn(A)pBpMn(A)p(pMn(C)p , pMn(A)p).
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Remark 3.1. We note that the unital inclusion of unital C∗-algebras A ⊂ C is
strongly Morita equivalent to the unital inclusion of unital C∗-algebras pMn(A)p ⊂
pMn(C)p with respect to the C − pMn(C)p-equivalence bimodule (1 ⊗ e)Mn(C)p
and its closed subspace (1 ⊗ e)Mn(A)p, where we identify A and C with (1 ⊗
e)Mn(A)(1 ⊗ e) and (1⊗ e)Mn(C)(1 ⊗ e), respectively.
Lemma 3.2. With the above notation, let φ ∈ ABA(C,A). Then for any c ∈
Mn(C), x, y ∈Mn(A),
A〈(1⊗ e)xp · F (φ)(pcp) , (1⊗ e)zp〉 = φ(C〈(1⊗ e)xp · pcp , (1⊗ e)zp〉).
Proof. This can be proved by routine computations. Indeed, for any c ∈ Mn(C),
x, y ∈Mn(A),
A〈(1 ⊗ e)xp · F (φ)(pcp) , (1⊗ e)zp〉 = A〈(1⊗ e)xp(φ ⊗ id)(pcp) , (1⊗ e)zp〉
= (1⊗ e)xp(φ⊗ id)(pcp)pz∗(1⊗ e)
= (1⊗ e)xp(φ⊗ id)(c)pz∗(1⊗ e).
On the other hand,
φ(C〈(1 ⊗ e)xp · pcp , (1⊗ e)zp〉) = φ((1 ⊗ e)xpcpz
∗(1⊗ e)).
Since we identify C with (1⊗ e)Mn(C)(1 ⊗ e),
φ(C〈(1 ⊗ e)xp · pcp , (1⊗ e)zp〉) = (1⊗ e)xp(φ⊗ id)(c)pz
∗(1 ⊗ e).
Thus, we obtain the conclusion. 
Lemma 3.3. With the above notation, for any φ ∈ ABA(C,A),
f(φ) = Ψ−1B ◦ F (φ) ◦ΨD.
Proof. By Lemma 2.6, it suffices to show that
A〈x · (Ψ
−1
B ◦ F (φ) ◦ΨD)(d) , z〉 = φ(C〈x · d , z〉)
for any d ∈ D, x, z ∈ X . Indeed, for any d ∈ D, x, z ∈ X ,
A〈x · (Ψ
−1
B ◦ F (φ) ◦ΨD)(d) , z〉
= A〈ΨX(x · (Ψ
−1
B ◦ F (φ) ◦ΨD)(d)) , ΨX(z)〉 (by [3, Lemma 2.6(3)])
= A〈ΨX(x) · (F (φ) ◦ΨD)(d) , ΨX(z)〉 (by [3, Lemma 2.6(2)])
= φ(C〈ΨX(x) ·ΨD(d) , ΨX(z)〉) (by Lemma 3.2)
= φ(C〈ΨY (x · d) , ΨY (z)〉) (by [3, Corollary 2.7(2), (5)])
= φ(C〈x · d , z〉) (by [3, Corollary 2.7(3)]).
Therefore, f(φ) = Ψ−1B ◦ F (φ) ◦ΨD for any φ ∈ ABA(C,A) by Lemma 2.6. 
4. Basic properties
Let A ⊂ C and B ⊂ D be unital inclusions of unital C∗-algebras. We suppose
that they are strongly Morita equivalent with respect to a C − D-equivalence bi-
module Y and its closed subspace X . Let ABA(C,A) and BBB(D,B) be as above
and let f be the isometric isomorphism of ABA(C,A) onto BBB(D,B) defined in
Section 2. In this section, we give basic properties about f .
Lemma 4.1. With the above notation, we have the following:
(1) For any selfadjoint linear map φ ∈ ABA(C,A), f(φ) is selfadjoint.
(2) For any positive linear map φ ∈ ABA(C,A), f(φ) is positive.
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Proof. (1) Let φ be any selfadjoint linear map in ABA(C,A) and let d ∈ D, x, z ∈ X .
By lemma 2.6,
A〈x · f(φ)(d
∗) , z〉 = φ(C〈x · d
∗ , z〉) = φ(C〈z · d , x〉
∗)
= φ(C〈z · d , x〉)
∗ = A〈z · f(φ)(d) , x〉
∗
= A〈x · f(φ)(d)
∗ , z〉.
Hence f(φ)(d∗) = f(φ)(d)∗ for any d ∈ D. (2) Let d be any positive element in
D. Then C〈x · d, x〉 ≥ 0 for any x ∈ X by Raeburn and Williams [4, Lemma 2.28].
Hence φ(C〈x·d, x〉) ≥ 0 for any x ∈ X . That is, A〈x·f(φ)(d) , x〉 ≥ 0 for any x ∈ X .
Thus f(φ)(d) ≥ 0 by [4, Lemma 2.28]. Therefore, we obtain the conclusion. 
Proposition 4.2. If φ is a conditional expectation from C onto A. Then f(φ) is
a conditional expectation from D onto B.
Proof. Since f(φ)(a) = a for any a ∈ A, for any b ∈ B, x, z ∈ X ,
A〈x · f(φ)(b) , z〉 = φ(C〈x · b , z〉) = φ(A〈x · b , z〉) = A〈x · b , z〉
by Lemma 2.6. Thus f(φ)(b) = b for any b ∈ B. By Proposition 2.4 and Lemma
4.1, we obtain the conclusion. 
Since A ⊂ C and B ⊂ D are strongly Morita equivalent with respect to Y
and its closed subset X , for any n ∈ N, Mn(A) ⊂ Mn(C) and Mn(B) ⊂ Mn(D)
are strongly Morita equivalent with respect to the Mn(C) − Mn(D)-equivalence
bimodule Y ⊗Mn(C) and its closed subspace X⊗Mn(C), where we regardMn(C)
as the trivial Mn(C) − Mn(C)-equivalence bimodule. Let fn be the isometric
isomorphism of Mn(A)BMn(A)(Mn(C),Mn(A)) onto Mn(B)BMn(B)(Mn(D),Mn(B))
defined in the same way as in the definition of f : ABA(C,A) → BBB(D,B). Let
φ ∈ ABA(C,A). Then
φ⊗ idMn(C) ∈ Mn(A)BMn(A)(Mn(C),Mn(A)).
Lemma 4.3. With the above notation, let n ∈ N. Then for any φ ∈ ABA(C,A),
fn(φ⊗ idMn(C)) = f(φ)⊗ idMn(C).
Proof. This lemma can be proved by routine computations. Indeed, for any d ∈ D,
x, z ∈ X , m1,m2,m3 ∈Mn(C),
Mn(A)〈[x⊗m1 · fn(φ⊗ id)(d ⊗m2)] , z ⊗m3〉
= (φ⊗ id)(Mn(C)〈(x ⊗m1 · d⊗m2) , z ⊗m3〉)
= φ(C〈x · d , z〉)⊗m1m2m
∗
3
= Mn(A)〈(x⊗m1 · f(φ)(d) ⊗m2) , z ⊗m3〉
by Lemma 2.6. Therefore, fn(φ ⊗ id) = f(φ) ⊗ id for any φ ∈ ABA(C,A) and
n ∈ N. 
Proposition 4.4. With the above notation, let φ ∈ ABA(C,A). If φ is n-positive,
then f(φ) is n-positive for each n ∈ N.
Proof. This lemma is immediate by Lemmas 4.1, 4.3. 
Proposition 4.5. Let φ be a conditional expectation from C onto A. We suppose
that there is a positive number t such that
φ(c) ≥ tc
for any positive element c ∈ C. Then there is a positive number s such that
f(φ)(d) ≥ sd
for any positive element d ∈ D.
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Proof. We recall the discussions in Section 3. That is, by Lemma 3.2, f(φ) =
Ψ−1B ◦ F (φ) ◦ΨD for any φ ∈ ABA(C,A), where F is the isometric isomorphism of
ABA(C,A) onto pMn(A)pBpMn(A)p(pMn(C)p, pMn(A)p), n is some positive integer
and p is a full projection in Mn(A). Also, ΨB and ΨD are the isomorphisms of
B and D onto pMn(A)p and pMn(C)p defined in Section 3, respectively. We note
that ΨD|B = ΨB. Since there is a positive integer t such that φ(c) ≥ tc for any
positive element c ∈ C, by Frank and Kirchberg [1, Theorem 1], there is a positive
number s such that (φ⊗ id)(c) ≥ sc for any positive element c ∈Mn(C). Thus for
any d ∈ D,
f(φ)(d∗d) = (Ψ−1B ◦ F (φ) ◦ΨD)(d
∗d) = Ψ−1B ((φ⊗ id)(ΨD(d)
∗ΨD(d)))
≥ Ψ−1B (sΨD(d)
∗ΨD(d)) = sd
∗d
since F (φ) = φ⊗ id and ΨD|B = ΨB. Therefore, we obtain the conclusion. 
Following Watatani [7, Definition 1.11.1], we give the following definition.
Definition 4.1. Let φ ∈ ABA(C,A). Then a finite set {(ui, vi)}
m
i=1 ⊂ C×C is called
quasi-basis for φ if it satisfies that
c =
m∑
i=1
uiφ(vic) =
m∑
i=1
φ(cui)vi
for any c ∈ C.
Lemma 4.6. With the above notation, let φ ∈ ABA(C,A) with a quasi-basis
{(ui, vi)}
m
i=1. Then there is a quasi-basis
{(p(ui ⊗ In)ajp , pbj(vi ⊗ In)p)}i=1,2...,m, j=1,2...,K
for F (φ), where a1, a2, . . . aK , b1, b2, . . . , bK are elements in Mn(A) with
K∑
j=1
ajpbj = 1Mn(A).
Proof. This lemma can be proved in the same way as in [3, Section 2]. Indeed,
F (φ) = (φ ⊗ idMn(C))|pMn(C)p, where n is some positive integer and p is a full
projection in Mn(A). Hence there is elements a1, a2, . . . , aK , b1, b2, . . . bK ∈Mn(A)
such that
∑K
i=1 aipbi = 1Mn(A). Then the finite set
f{(p(ui ⊗ In)ajp , pbj(vi ⊗ In)p)}i=1,2...,m, j=1,2...,K
is a quasi-basis for F (φ) by routine computations. 
Proposition 4.7. Let φ ∈ ABA(C,A). If there is a quasi-basis for φ, then there
is a quasi-basis for f(φ).
Proof. This is immediate by Lemmas 3.3, 4.6. 
Corollary 4.8. If EA is a conditional expectation from C onto A, which is of
Watatani index-finite type, then f(EA) is a conditional expectation from D onto
B, which is of Watatani index-finite type.
Proof. This is immediate by Propositions 4.2, 4.7. 
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5. Modular automorphisms
Following Watatani [7, Section 1.11], we give the definitions of the modular
condition and modular automorphisms.
Let A ⊂ C be a unital inclusion of unital C∗-algebras. Let θ be an automorphism
of A′ ∩ C and φ an element in ABA(C,A).
Definition 5.1. Let θ and φ be as above. φ is said to satisfy the modular condition
for θ if the following condition holds:
φ(xy) = φ(yθ(x))
for any x ∈ A′ ∩ C, y ∈ C.
We have the following theorem which was proved by Watatani in [7]:
Theorem 5.1. (cf: [7, Theorem 1.11.3]) Let φ ∈ ABA(C,A) and we suppose that
there is a quasi-basis for φ. Then there is the unique automorphism θ of A′ ∩C for
which φ satisfies the modular condition.
Definition 5.2. The above automorphism θ of A′ ∩C given by φ in Theorem 5.1 is
called the modular automorphism associated with φ and denoted by θφ.
Remark 5.2. Following the proof of [7, Theorem 1.11.3], we give how to construct
the modular automorphism θφ. Let {(ui, vi)}
m
i=1 be a quasi-basis for φ. Put
θφ(c) =
m∑
i=1
uiφ(cvi)
for any c ∈ A′ ∩ C. Then θφ is the unique automorphism of A′ ∩ C satisfying the
modular condition by the proof of [7, Theorem 1.11.3].
Let A ⊂ C and B ⊂ D be unital inclusions of unital C∗-algebras, which are
strongly Morita equivalent. Then by Section 3,
B ∼= pMn(A)p , D ∼= pMn(C)p,
where n is some positive integer and p is a full projection in Mn(A). Also, there is
the isometric isomorphism
F : ABA(C,A) −→ pMn(A)pBpMn(A)p(pMn(C)p , pMn(A)p),
which is defined in Section 3. Furthermore, by the proof of [3, Lemma 10.3], there
is the isomorphism pi of A′ ∩ C onto (pMn(A)p)
′ ∩ pMn(C)p defined by
pi(c) = (c⊗ In)p
for any c ∈ A′∩C, where we note that (pMn(A)p)
′∩pMn(C)p = (Mn(A)
′∩Mn(C))p.
and that
Mn(A)
′ ∩Mn(C) = {c⊗ In | c ∈ A
′ ∩ C}.
Thus we can see that
pi−1((c⊗ In)p) =
K∑
j=1
aj(c⊗ In)pbj = c⊗ In
for any c ∈ A′ ∩C, where a1, a2, . . . , aK , b1, b2, . . . , bK are elements in Mn(A) with∑K
j=1 ajpbj = 1Mn(A) and we identify Mn(A)
′ ∩Mn(C) with A
′ ∩C by the isomor-
phism
A′ ∩ C →Mn(A)
′ ∩Mn(C) : c→ c⊗ In.
Lemma 5.3. With the above notation, let φ ∈ ABA(C,A) with a quasi-basis for φ.
Then F (φ) ∈ pMn(A)pBpMn(A)p(pMn(C)p , pMn(A)p) with a quasi-basis for F (φ)
and
θF (φ) = pi ◦ θφ ◦ pi−1.
8
Proof. Let {(ui, vi)}
m
i=1 be a quasi-basis for φ. Then by Lemma 4.6,
{(p(ui ⊗ In)ajp , pbj(vi ⊗ In)p)}i=1,2...,m, j=1,2...,K
is a quasi-basis for F (φ), where a1, a2, . . . , aK , b1, b2, . . . , bK are elements in Mn(A)
with
∑K
j=1 ajpbj = 1Mn(A). Then by Remark 5.2 and the definitions of F (φ), φ,
for any c ∈ A′ ∩ C,
θF (φ)((c⊗ In)p) =
∑
i,j
p(ui ⊗ In)ajpF (φ)((c ⊗ In)pbj(vi ⊗ In)p)
=
∑
i,j
p(ui ⊗ In)ajp(φ⊗ id)((c ⊗ In)pbj(vi ⊗ In)p)
=
∑
i,j
p(ui ⊗ In)(φ ⊗ id)(ajpbj(cvi ⊗ In))p
=
∑
i
p(ui ⊗ In)(φ ⊗ id)(cvi ⊗ In)p
=
∑
i
p(uiφ(cvi)⊗ In)
= (θφ(c)⊗ In)p.
On the other hand, for any c ∈ A′ ∩ C,
(pi ◦ θφ ◦ pi−1)((c⊗ In)p) = (pi ◦ θ
φ)(c) = (θφ(c)⊗ In)p.
Hence
θF (φ)(c) = (pi ◦ θφ ◦ pi−1)(c)
for any c ∈ (pMn(A)p)
′ ∩ pMn(C)p. Therefore, we obtain the conclusion. 
Theorem 5.4. Let A ⊂ C and B ⊂ D be unital inclusions of unital C∗-algebras
which are strongly Morita equivalent. Let φ be any element in ABA(C,A) with a
quasi-basis for φ. Let f be the isometric isomorphism of ABA(C,A) onto BBB(D,B)
defined in Section 2. Then f(φ) is an element in BBB(D,B) with a quasi-basis for
f(φ) and there is an isomorphism ρ of A′ ∩C onto B′ ∩D such that
θf(φ) = ρ ◦ θφ ◦ ρ−1.
Proof. By Proposition 4.7, f(φ) ∈ BBB(D,B) with a quasi-basis for f(φ). Also,
by Lemma 5.3,
θF (φ) = pi ◦ θφ ◦ pi−1,
where pi is the isomorphism of A′∩C onto (pMn(A)p)
′ ∩pMn(C)p defined as above
and n is some positive integer, p is a full projection in Mn(A). Let ΨD be the
isomorphism of D onto pMn(C)p defined in Section 3. Since ΨD|B is an isomor-
phism of B onto pMn(A)p, Ψ
−1
D ◦ θ
F (φ) ◦ΨD can be regarded as an automorphism
of B′ ∩D. We claim that f(φ) satisfies the modular condition for Ψ−1D ◦ θ
F (φ) ◦ΨD.
Indeed, by Lemma 3.3, for any x ∈ B′ ∩D, y ∈ D,
f(φ)(xy) = (Ψ−1B ◦ F (φ) ◦ΨD)(xy)
= (Ψ−1B ◦ F (φ))(ΨD(x)ΨD(y))
= (Ψ−1B ◦ F (φ))(ΨD(y)θ
F (φ)(ΨD(x)))
= (Ψ−1B ◦ F (φ) ◦ΨD)(y(Ψ
−1
D ◦ θ
F (φ) ◦ΨD)(x))
= f(φ)(y(Ψ−1D ◦ θ
F (φ) ◦ΨD)(x)).
Hence by Theorem 5.1, θf(φ) = Ψ−1D ◦ θ
F (φ) ◦ΨD. Thus, we obtain the conclusion.

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We give a remark. Following [7, Section 1.4], for any φ ∈ ABA(C,A), h ∈ A
′∩C,
we define φh and hφ as follows: Let φh and hφ be the linear maps from C to A
defined by
φh(c) = φ(hc) , hφ(c) = φ(ch)
for any c ∈ C, respectively. Then by easy computations, φh and hφ are in
ABA(C,A).
Remark 5.5. Let A ⊂ C and B ⊂ D be unital inclusions of unital C∗-algebras,
which are strongly Morita equivalent. Let f , F and pi, ΨB, ΨD be as in the proof
of Theorem 5.4. Then we have the following:
(1) F (φh) = F (φ)pi(h) , f(φh) = f(φ)(Ψ−1
D
◦pi)(h),
(2) F (hφ) = pi(h)F (φ) , f(hφ) = (Ψ−1
D
◦pi)(h)f(φ),
for any φ ∈ ABA(C,A), h ∈ A
′ ∩ C. We show (1). For any c ∈ pMn(C)p,
F (φh)(c) = (φh ⊗ id)(c) = (φ ⊗ id)((h⊗ In)c) = (φ⊗ id)(h⊗In)p(c)
= F (φ)pi(h)(c)
by the definition of F . Hence F (φh) = F (φ)pi(h). Also, for any d ∈ D,
f(φh)(d) = (Ψ
−1
B ◦ F (φh) ◦ΨD)(d) = Ψ
−1
B (F (φh)(ΨD(d)))
= Ψ−1B (F (φ)pi(h)(ΨD(d))) = Ψ
−1
B (F (φ)(pi(h)ΨD(d)))
= (Ψ−1B ◦ F (φ) ◦ΨD)((Ψ
−1
D ◦ pi)(h)d)
= f(φ)((Ψ−1D ◦ pi)(h)d)
= f(φ)(Ψ−1
D
◦pi)(h)(d)
by the above discussion and Lemma 3.3, where n is some positive integer and p is
a full projection in Mn(A). Hence f(φh) = f(φ)(Ψ−1
D
◦pi)(h). Similarly, we can show
(2).
6. Equivalence classes
Let A ⊂ C and B ⊂ D be unital inclusions of unital C∗-algebras. We suppose
that they are strongly Morita equivalent with respect to a C−D-equivalence bimod-
ule Y and its closed subspace X . Let ABA(C,A) and BBB(D,B) be as in Section
2 and let f(X,Y ) be the isometric isomorphism of ABA(C,A) onto BBB(D,B) in-
duced by (X,Y ), which is defined in Section 2. Then f(X,Y ) depends on the choice
of a C − D-equivalence bimodule Y and its closed subspace X . In this section,
we shall clarify the relation between equivalence classes of C − D-equivalence bi-
modules Y and their closed subspaces X and isometric isomorphisms of ABA(C,A)
onto BBB(D,B).
Let Equi(A,C,B,D) be the set of all pairs (X,Y ) such that Y is a C − D-
equivalence bimodule and X is its closed subspace satisfying Conditions (1) and (2)
in [3, Definition 2.1]. We define an equivalence relation “ ∼ ” in Equi(A,C,B,D) as
follows: For any (X,Y ), (Z,W ) ∈ Equi(A,C,B,D), we say that (X,Y ) ∼ (Z,W )
in Equi(A,C,B,D) if there is a C −D-equivalence bimodule isomorphism Φ of Y
ontoW such that Φ|X is a bijection of X onto Z. Then Φ|X is an A−B-equivalence
bimodule isomorphism of X onto Z by [2, Lemma 3.2]. We denote by [X,Y ] the
equivalence class of (X,Y ) ∈ Equi(A,C,B,D).
Lemma 6.1. With the above notation, let (X,Y ), (Z,W ) ∈ Equi(A,C,B,D) with
(X,Y ) ∼ (Z,W ) in Equi(A,C,B,D). Then f(X,Y ) = f(Z,W ).
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Proof. Let Φ be a C −D-equivalence bimodule of Y onto W satisfying that Φ|X
is an A− B-equivalence bimodule isomorphism of X onto Z. Let φ ∈ ABA(C,A).
Then for any x1, x2 ∈ X , d ∈ D,
A〈Φ(x1) · f((Z,W )(φ))(d) , Φ(x2)〉 = φ(C〈Φ(x1) · d , Φ(x2)〉)
= φ(C〈Φ(x1 · d) , Φ(x2)〉)
= φ(C〈x1 · d , x2〉)
= A〈x1 · f(X,Y )(φ)(d) , x2〉.
On the other hand,
A〈Φ(x1) · f(Z,W )(φ)(d) , Φ(x2)〉 = A〈Φ(x1 · f(Z,W )(φ)(d)) , Φ(x2)〉
= A〈x2 · f(Z,W )(φ)(d) , x2〉.
Hence we obtain that
A〈x1 · f(X,Y )(φ)(d) , x2〉 = A〈x2 · f(Z,W )(φ)(d) , x2〉
for any x1, x2 ∈ X . Thus we obtain the conclusion. 
We denote by f[X,Y ] the isometric isomorphism of ABA(C,A) onto BBB(D,B)
induced by the equivalence class [X,Y ] of an element (X,Y ) ∈ Equi(A,C,B,D).
Let L ⊂M be a unital inclusion of unital C∗-algebras, which is strongly Morita
equivalent to the unital inclusion B ⊂ D with respect to a D − M -equivalence
bimodule W and its closed subspace Z. Then the inclusion A ⊂ C is strongly
Morita equivalent to the inclusion L ⊂ M with respect to the C −M -equivalence
bimodule Y ⊗D W and its closed subspace X ⊗B Z.
Theorem 6.2. Let A ⊂ C, B ⊂ D and L ⊂ M be unital inclusions of unital
C∗-algebras. We suppose that A ⊂ C and B ⊂ D are strongly Morita with respect
to a C − D equivalence bimodule Y and its closed subspace X and that B ⊂ D
and L ⊂ M are strongly Morita equivalent with respect to a D −M -equivalence
bimodule W and its closed subspace Z. Let f[X,Y ] and f[Z,W ] be the isomorphic iso-
morphisms of ABA(C,A) and BB(D,B) onto BBB(D,B) and LBL(M,L) induced
by the equivalence classes [X,Y ] and [Z,W ], respectively. Then
f[X⊗BZ , Y⊗DW ] = f[Z,W ] ◦ f[X,Y ],
where f[X⊗BZ , Y⊗DW ] is the isometric isomorphism of ABA(C,A) onto LBL(M,L)
induced by the equivalence class [X ⊗B Z , Y ⊗D W ] of (X ⊗B Z , Y ⊗D W ) ∈
Equi(A,C,L,M).
Proof. Let x1, x2 ∈ X and z1, z2 ∈ Z. Let m ∈ M and φ ∈ ABA(C,A). We note
that f[Z,W ](f[X,Y ](φ))(m) ∈ L. Hence
A〈x1 ⊗ z1 · f[Z,W ](f[X,Y ](φ))(m) , x2 ⊗ z2〉
= A〈x1 · B〈z1 · f[Z,W ](f[X,Y ](φ))(m) , z2〉 , x2〉
= A〈x1 · f[X,Y ](φ)(D〈z1 ·m, z2〉) , x2〉
= φ(C〈x1 · D〈z1 ·m, z2〉 , x2〉.
On the other hand,
A〈x1 ⊗ z1 · f[X⊗BZ , Y⊗DW ](φ)(m) , x2 ⊗ z2〉
= φ(C〈x1 ⊗ z1 ·m, x2 ⊗ z2〉)
= φ(C〈x1 · D〈z1 ·m, z2〉 , x2〉).
By Lemma 2.6,
f[Z,W ](f[X,Y ](φ)) = f[X⊗BZ , Y⊗DW ](φ)
for any φ ∈ ABA(C,A). Therefore, we obtain the conclusion. 
11
References
[1] M. Frank and E. Kirchberg, On conditional expectations of finite index, J. Operator Theory,
40 (1998), 87-111.
[2] K. Kodaka, The Picard groups for unital inclusions of unital C∗-algebras, preprint, arXiv:
1712.09499v1, Acta. Sci. Math. (Szeged), to appear.
[3] K. Kodaka and T. Teruya, The strong Morita equivalence for inclusions of C∗-algebras and
conditional expectations for equivalence bimodules, J. Aust. Math. Soc., 105 (2018), 103–144.
[4] I. Raeburn and D. P. Williams, Morita equivalence and continuous -trace C∗-algebras, Math-
ematical Surveys and Monographs, 60, Amer. Math. Soc., 1998.
[5] M. A. Rieffel, C∗-algebras associated with irrational rotations, Pacific J. Math., 93 (1981),
415–429.
[6] E. Størmer, Positive linear maps of operator algebras, Springer-Verlag, Berlin, Heidelberg,
2013.
[7] Y. Watatani, Index for C∗-subalgebras, Mem. Amer. Math. Soc., 424, Amer. Math. Soc.,
1990.
Department of Mathematical Sciences, Faculty of Science, Ryukyu
University, Nishihara-cho, Okinawa, 903-0213, Japan
E-mail address: kodaka@math.u-ryukyu.ac.jp
12
