Introduction
The US Environmental Protection Agency (EPA) employs a variety of computer-based models to estimate population exposure to air pollution (Ott et al., 1988; US EPA, 1991; Johnson, 1995) . These models typically estimate exposures by simulating the movement of specific population groups through defined microenvironments. The accuracy of the resulting exposure estimates is highly dependent on the validity of the algorithms used to estimate pollutant concentrations in each microenvironment. In the more sophisticated models, a mass balance model is used to calculate the pollutant concentration within each enclosed microenvironment as a function of initial indoor concentration, outside concentration, air exchange rate (AER), decay rate, and deposition rate, as appropriate.
The residential microenvironment is a particularly important component of most population-oriented exposure models because people tend to spend most of their time indoors at home. A number of studies (Wallace and Ott, 1996; Johnson et al., 1998 Johnson et al., , 2004 Wallace et al., 2002; Howard-Reed et al., 2002) have shown that AER in residences is significantly affected by the number and location of open windows and doors. There is also evidence that AER may be affected by indoor and outdoor temperature; wind speed and direction; the operation of heaters, air conditioners, and fans; and other factors.
In support of the National Ambient Air Quality Standards (NAAQS), EPA's Office of Air Quality Planning and Standards has developed the probabilistic NAAQS Exposure Model (pNEM) as a means of estimating the exposures of urban populations under various air quality scenarios. Recently, a special version of pNEM was applied to carbon monoxide (pNEM/CO) by Johnson et al. (2000) . A probabilistic algorithm within this model determines hourly average AER values for the residential microenvironment as a function of window status (open or closed), which in turn is estimated as a function of air conditioning (AC) system and daily average outdoor temperature. The same algorithm is also being implemented in the Air Pollution Exposure Model (APEX) for CO currently under development by EPA (Glen, 2002) . The window status probabilities employed by the algorithm are based on diary data obtained from the Cincinnati Activity Diary Study (CADS) conducted in 1985 (Johnson, 1986) . Although generally considered superior to any other data base on window status currently available, the CADS database is considered deficient in that (1) the data apply only to periods during which a study participant was in a residence, (2) the diary entries provide no indication as to the number of windows open or their positions, and (3) the data were collected in the early 1980s.
EPA's ozone exposure model (pNEM/O 3 ) contains a similar algorithm for estimating window status in residences (Johnson et al., 1996) . Researchers are also developing improved models for estimating population exposure to particles (Burke et al., 2001) and to toxic pollutants (Rosenbaum, 2002) . Advanced versions of these models are likely to consider the effects of open windows on AER and penetration factors in residences. In all cases, the development of realistic algorithms for simulating the opening and closing of windows is being hampered by a scarcity of empirical data.
To help fill this data gap, researchers recently conducted a visual survey of residential window and door positions in Durham, North Carolina under a wide variety of conditions. This article describes the procedures used in this study, presents results of a statistical analysis of the data, and presents recommendations for follow-up studies.
Methods

Preparation and Structure of the Survey Matrix
The primary purpose of the pilot study was to test an approach for gathering data on window position that could be employed in later, more comprehensive studies. Researchers also hoped to obtain data that would be immediately useful to exposure modelers requiring window position data representative of varying conditions with respect to residence characteristics, meteorological conditions, time of day, season, socioeconomic level, and population density. Durham County, NC, was selected as the general area for the pilot study because (1) it was near to the offices of TRJ Environmental, Inc., in Chapel Hill, NC, and (2) the area provided a good mix of housing types, neighborhood layouts, and socioeconomic factors. The 2000 census defined Durham County as consisting of 53 census tracts. Five census tracts were dropped from further consideration because two census tracts contained college campuses and three tracts each contained less than 1060 residents and were located in center of downtown Durham. Table 1 lists the 48 census tracts included in the study area and provides values for total population, land area, population density, housing unit density, and percentage of residents below poverty level. Table 2 presents descriptive statistics for these data and for the percentage of residents classified as nonwhite. The population per census tract varies from 1,410 to 12,712 with a median of 4399. Census tract land area varies from 0.27 to 71.63 mi 2 (median ¼ 2.07 mi 2 ) with population density varying from 62 to 7042 persons per mi 2 (median ¼ 2029 persons/ mi 2 ). Nonwhite residents range from 8.4 percent to 99.4 percent of the census tract population with a median of 52.8 percent. The fraction of residents in the census tract below the poverty level varies from 1.1 percent to 50.5 percent (median ¼ 7.5 percent).
The pilot study was conducted in 72 2-h survey sessions between October 24, 2001 and March 13, 2003 with the majority of sessions conducted between March 3 and September 21, 2002. A survey matrix was prepared in advance to guide the survey sessions. Each session was defined by a distinct combination of day of week (weekday or weekend), heat index range (six possibilities), percent of census tract population below poverty (0 to 7.5 percent, 7.6 þ percent), season (summer or nonsummer), and time (morning or afternoon). The following factors were considered in allocating sessions among the classification variables.
Weekday/weekend. The matrix assigned 48 sessions to weekdays and 24 sessions to weekends. The 48 weekday sessions were defined to include one session in each of the 48 census tracts and to cover all possible combinations of heat index, season, time period, and poverty level. The 24 weekend sessions included 24 randomly selected census tracts with even allocation according to heat index (HI), season, time period, and poverty level. Within these constraints, the ordering of census tracts was random.
Summer/nonsummer. Durham County has 44 schools in the public school system. Five year-round schools hold classes from mid-July through early June; the remaining 39 schools hold classes from mid-August (August 14 in 2001) through the end of May. We defined the ''summer'' season as the period during which the regular-session schools were on summer vacation or spring break. The ''nonsummer'' season consisted of the remaining days of the year.
Socioeconomic level. The Bureau of Census provides statistics on the percent of residents below the poverty level. Table 1 lists descriptive statistics for this indicator based on the 1990 census data for the 48 census tracts; 2000 census data were not available for this indicator at the time of this study. The 50th percentile value (7.5 percent) was selected to divide the census tracts into two equal groups (i.e., 0-7.5 percent and 7.6 þ percent).
Heat index. Heat index (HI) was defined by the formula 
Frequency of open windows in residencesin which HI is expressed in degrees F, RH is the relative humidity expressed in percent, and T is the temperature in degrees F (1F). This formula was developed by the US National Weather Service (Rothfusz, 1990 ) to approximate its widely used HI table for ambient temperatures of 791F and above. The HI table was derived from a complex biometeorological model developed by Steadman (1979) , which uses physiological, clothing, and meteorological variables to calculate skin heat transfer rates and thereby ''apparent'' temperature at various temperature and humidity conditions. Eq.
(1) was used in classifying conditions in two recent pilot studies that surveyed open windows in motor vehicles (Long et al., 2002 (Long et al., , 2004 .
The following six HI ranges were used in defining HI conditions for the survey matrix: 55 to 64, 65 to 69, 70 to 74, 75 to 79, 80 to 89, and 90 to 991F. Researchers assumed that residents were unlikely to open windows or doors when the HI was less than 551F.
The following section describes the methods employed in implementing the survey matrix.
Implementation of the Survey Matrix
The survey matrix was considered a guide rather than an absolute protocol. As the matrix was developed with even allocation of HI ranges among seasons and time periods, some combinations of conditions were unlikely to occur (e.g., low HI range during a summer afternoon). In these cases, researchers defined an alternative HI range more representative of the season, to be used if the original conditions did not occur. Throughout the study, the technician monitored weather forecasts with the goal of identifying upcoming time periods likely to match the specifications of uncompleted sessions in the matrix. If meteorological conditions continued to be favorable just prior to a scheduled session, the technician would drive to the specified census tract and conduct the survey at the appointed time. In some cases, the actual meteorological conditions during a session differed from the ''target'' conditions for that session. In such cases, the matrix would be revised to increase the probability that the missed set of conditions would be captured by another session.
To determine accurately the status of all windows and doors in a residence, all sides of the residence must be visible. Prior to finalizing the protocol of the pilot study, researchers conducted an informal survey of selected neighborhoods in Durham to determine typical visibility characteristics. They found that the backs and sides of many mid-block residences were hidden from view by vegetation, fences, garages, and buildings on adjoining lots. However, most residences on corner lots were fully visible. Consequently, the sample of residences to be surveyed was restricted to those occupying buildings on corner lots. Although this approach greatly facilitated data collection, it may also have slightly biased the sample toward residences experiencing higher levels of roadway-related noise and pollution F conditions that would be expected to reduce the frequency of open windows and doors.
During the first hour of each 2-h session, the technician visited the specified census tract and surveyed the corner residences on as many intersections as possible, beginning in an area of the tract with several four-way intersections to maximize the number of residences surveyed. (We considered an intersection to be included in a census tract if its northeast corner was located in the census tract.) When the technician found an apartment complex on a corner, he attempted to survey two units within the building nearest the corner (ideally a ground-floor unit and an above-ground unit).
During the second hour of the 2-h session, the technician revisited the residences surveyed during the first hour. As a result of this approach, we were able to specify the window status of each residence at time t and at time t þ 1 hour. These sequential data enabled us to estimate statistically the probabilities of windows being opened or closed (referred to below as ''transition'' probabilities) within a nominal 1-h period.
To reduce travel time, we attempted to conduct two or four sessions on each field day, conditions permitting. The sessions were targeted for the following 2-h slots: 0730 to 0930, 1030 to 1230, 1430 to 1630, and 1730 to 1930. In the intervals between sessions, the technician performed quality checks on the completed data collection forms, entered data into a laptop computer, and traveled to the next census tract. Figure 1 shows the data collection form employed during the survey sessions. The form has two parts. The top part provides general information about the residence (address, number of windows, etc.) that is not expected to change with each visit. The bottom part provides time-specific information on window status, door status, and other residential characteristics collected during each of the two visits (designated A and B).
Data Collection Form
Two of the data items (likelihood of AC operation and likelihood of occupancy) permitted the technician to enter a probability judgment (greater than 50%, less than 50%) for cases in which an absolute yes/no determination could not be made. The form provided a space to report evidence considered by the technician in evaluating occupancy. Of necessity, the data entry form represented a compromise between comprehensiveness and practicality. Researchers sought to minimize the time spent at each residence for the purposes of (1) increasing total sample size and (2) decreasing the likelihood that the survey would arouse concern among residents. In the event that anyone asked the technician about his activities, he/she was given a prepared form describing the study and providing the telephone number of a contact at the local police department.
Meteorological Measurements
During each survey session, the technician recorded data on temperature, relative humidity, wind direction, wind speed, cloud cover, and precipitation on a prepared form. The technician was also instructed to report special conditions such as air quality alerts, noise or odor, or any transient condition likely to affect window or door status. Meteorological measurements were made using a Kestrel 3000 weather meter (Nielsen-Kellerman Co., Chester, PA, USA). Heat index was calculated using Eq. (1). Wind chill was not calculated as the temperature and wind speed conditions never fell within the applicable range. Analysts defined the parameter ''apparent temperature'' to equal the HI when that parameter could be calculated and to equal the ambient temperature for all other conditions. This parameter was previously used by Long et al. (2004) in analyzing data concerning windows in motor vehicles. 
Frequency Distributions for Residential Visits
Tables 3 to 12 list frequency distributions by visit (A or B) for various variables included in the database based on the data entries specific to individual visits. For each classification of a variable (e.g., exterior material ¼ brick), the tables provide the percent of open residences observed during Visit A, the percent observed during Visit B, and an average percentage value weighted by the numbers of surveyed residences associated with Visits A and B. Table 4 provides statistics for selected characteristics specific to the census tract containing the visited residence. In all, 27 percent of the surveyed residences were located in census tracts with population densities exceeding 4000 persons/mi Tables 5-7 present frequency distributions for selected parameters relating to the structure and layout of each surveyed residence. These parameters were not expected to vary between visits. A total of 47 percent of the residences were one-story, detached buildings; 31.9 percent were detached multistory buildings. Duplexes, other multiplexes, and apartments accounted for the remaining 13.2 percent of surveyed residences. The most frequent exterior material was siding (45.4 percent) followed by brick (27.5 percent). Approximately 80 percent of the residences had nine or more potentially usable windows. In all, 7 percent of the residences did not have any windows with screens; 17.5 percent lacked screened doors. Of the residences, 20 percent had one or more window AC units. Only 1.9 percent of the residences appeared to have no AC. Of the surveyed residences, 74 percent lacked a garage. Approximately 27 percent of the residences were within 10 m of a roadway. Data classifications in Tables 5 to 7 with sample sizes residence rates for weekdays and weekends were roughly equal (28.0 percent and 28.6 percent, respectively). Table 10 indicates that the most frequent clock hour associated with residential visits was 1100 (i.e., 1100 to 1159) for Visit A (15.3 percent) and 0900 (16.5 percent) for Visit B. The median elapsed time between visits (not shown in a table) was 55 min. Open residences were observed most frequently in the hours between 1400 and 1900. The open residence rate for school vacation (27.5 percent) was roughly equal to the in-session rate (28.9 percent).
Tables 11 and 12 present statistics for the meteorological conditions observed during residential visits. The apparent temperature measured during visits varied from 51 to 1101F; the value fell between 70 and 791F in 29.8 percent of Visit A cases and 34.4 percent of Visit B cases. A light rain was reported for eight Visit B cases. Precipitation had occurred during the preceding hour in less than 1 percent of the visits.
An air quality forecast (green, yellow, orange, or red) was available for 919 of the surveyed residences. The most frequent forecast condition was yellow (applicable to 38.5 percent of the surveyed residences). The weighted open residence rate was highest for green days (34.7 percent).
Transition Probabilities
The master database contained data for Visits A and B for 1100 residences. Based on the OPEN1, OPENW1, and OPEND1 entries for Visits A and B, analysts were able to calculate the probabilities of two types of transitions: (1) The open-closed transition is also most likely to occur (9.38 percent) for this start time.
Stepwise Linear Regression
Researchers reviewed the results in Tables 4 to 12 with the goal of identifying variable categories associated with open residence percentages that were noticeably smaller or larger than the weighted average value for all residences (28.2 percent). Based on this review, researchers defined the 66 variables listed in Tables 14 and 15 as candidate predictor variables for stepwise linear regression (SLR) analyses in which OPEN1A, OPEN1B, OPENW1A, OPENW1B, OPEND1A, or OPEND1B was the dependent variable. Among the variables listed in these tables are parameters relating to AC units, building type, exterior material, number of doors and windows, presence of screens, various meteorological factors, occupancy, demographic characteristics of the census tract containing the residence, season, day of week, and time of day. Note that some of the variables have values that are specific to visit, as indicated by the righthand column in each table. Tables 14 and 15 were included in the pool of candidate variables and all residences were included in the database under evaluation (n ¼ 1100). In reviewing the results of each SLR analysis, researchers checked various appropriate diagnostics provided in the SLR outputs (e.g., the variance inflation factor) to determine whether the pool of candidate variables exhibited significant collinearity. Variance inflation factors never exceeded 1.4, in agreement with guidance from Montgomery and Peck (1992) that such values not exceed 5.0. In performing the SLR analyses, analysts specified Each window and door of a residence was assigned to one of four sides (front, rear, left, or right) in which the front side was determined by location of main entrance. P-to-enter and P-to-exit values of 0.05 for adding and removing variables, consistent with recommendations by Draper and Smith (1981) . A typical set of SLR results can be found in the first listing in Table 16 . As indicated by the entries in the first two columns, the dependent variable is OPEN1A and the analysis included data for 1100 cases. The independent variables include all relevant variables listed in Tables 14 and 15 . If separate values of a variable were reported for Visits A and B, the independent variables for OPEN1A include only the values associated with Visit A (e.g., ACOPGT50A). [Similarly, the independent variables for OPEN1B include only the values associated with Visit B (e.g, ACOPGT50B).] The 12 variables selected into the regression equation are listed in the next column according to the order in which they were selected. The table lists the regression coefficient of each parameter and indicates the cumulative R 2 value. Definitions of the parameters can be found in Tables 14 and 15 
in which e is the residual term.
The sign of each regression coefficient provides a directional indicator of the associated variables's effect on OPEN1A, with the caveat that the value of regression coefficient may vary according to the other variables included Table 16 provides SLR results for OPEN1B. Consistent with the results of OPEN1A, the regression equation includes OCC5099B, OCC100B, HDENS2030, FEBRUARY, WSCREENS0, ACOP100B, GARAGE_WD, and WOOD. The equation also includes AC_WINDOW (residence has one or more window AC units), WSPEEDB (wind speed expressed in mph), and AC_NONE (residence has no AC). The R 2 value is roughly the same (0.3142). Table 17 provides results for the OPENW1A and OPENW1B, the two dependent variables relating to open windows. The majority of variables selected into the regression equations previously appeared in Table 16 . New variables include WSPDGT2B (wind speed greater than 2 mph), CLEARB (clear sky), UDOORT (total number of potentially usable doors), and UWINDOWR (number of potentially usable windows at rear of residence). Occupancy (OCC5099A, OCC100B) and season (SPRING) are important predictors for both dependent variables. The R 2 values for the regression equations are relatively small, however; each is less than 0.13. As occupancy was determined to be an important predictor in all of the SLR analyses summarized in Tables  16 to 18 , analysts performed SLR analyses on subgroups of residences classified by occupancy. Decreases likelihood: no window screens, garage with car door, AC operation, February, wood exterior, increasing number of windows on front, apparent temperature greater than 901F, no door screens, low housing density, increasing relative humidity, low population density (2000 to 2999 persons/mi 2 ). Open windows (OPENW1A ¼ 1 or OPENW1B ¼ 1) Increases likelihood: occupancy at time of visit, spring, high population density, dense housing, window AC units, increasing number of doors, increasing wind speed, increasing number of windows, absence of AC.
Decreases likelihood: no window screens, February, AC operation, wood exterior, low density housing, clear skies, increasing apparent temperature, low population density.
Open doors (OPEND1A ¼ 1 or OPEND1B ¼ 1) Increases likelihood: occupancy at time of visit, in city, spring, detached one-story residence, increasing number of doors on front and left sides, dense housing, school out, near road, low population density (Visit A), garage with car door (Visit A).
Decreases likelihood: increasing number of windows on front and back sides, no door screens, low housing density, low population density (Visit B), garage with car door (Visit B).
In general terms, the results suggest that residential openness is likely to be affected by occupancy, season, population density, housing density, housing type, exterior material, number of doors and windows, absence of window and door screens, distance to nearest roadway, presence of garage with garage door, presence and type of AC unit, operation of AC unit, apparent temperature, wind speed, relative humidity, and cloud cover. Although many of these effects may be relatively weak, they are statistically significant and should be considered by researchers attempting to model residential air exchange rates.
The following conditions under evaluation were not found to affect residential openness significantly: poverty rate of census tract, land area of tract, time of day, air quality forecast, recent precipitation, day of week (weekend/weekday), and the presence of skylights and screened-in porches. With respect to the nonappearance of poverty level, it should be noted that several of the parameters identified as statistically significant (occupancy at time of visit, housing density, presence of garage with car door, absence of window screens, distance to nearest roadway, etc.) may be surrogates for predicting low socioeconomic level.
The analysis of transition probabilities for Visits A and B indicates that residents were more likely to close a home that was open than to open a home that was closed (5.53 percent of closed homes were opened between Visits A and B, 10.53 percent of open homes were closed). Note that these results are specific to the time periods surveyed; the probabilities for closed-open and open-closed transitions would be expected to balance when all hours of the year are considered.
The statistical analyses discussed in this article have focused on identifying variables that can be used to predict when a residence will have one or more open windows or doors. Similar analyses can be performed to identify predictors of other pertinent exposure indicators. For example, it would be useful to develop regression equations for predicting the occurrence of residences with two or more open apertures on different walls F a condition that Frequency of open windows in residencesincreases the likelihood of higher-than-average AER. It would also be useful to develop models that predict the likelihood of a transition (closed-open or open-closed) occurring during a particular time period. The data collected during this study could also be used to develop models for predicting residential occupancy by time of day.
