For a positive integer n, let Mn be the set of n×n complex matrices. Suppose m, n ≥ 2 are positive integers and k ∈ {1, . . . , mn − 1}. Denote by W k (X) the k-numerical range of a matrix X ∈ Mmn. It is shown that a linear map φ : Mmn → Mmn satisfies
Introduction and the main theorem
Let M n (H n ) be the set of n × n complex (Hermitian) matrices. For k ∈ {1, . . . , n}, the knumerical range of A ∈ M n is defined as W k (A) = {tr (X * AX)/k : X is n × k, X * X = I k }.
Since W n (A) = {tr (A)/n}, we always assume that k < n to avoid trivial consideration. When k = 1, we have the classical numerical range W 1 (A) = W (A), which has been studied extensively; see [9, 10, 11] . Denote by A ⊗ B the tensor (Kronecker) product of matrices A ∈ M m and B ∈ M n . The purpose of this paper is to characterize linear maps on M mn satisfying
The study is motivated by two areas of research. First, in the last few decades there has been considerable interest in studying linear preservers on matrix algebras as well as on more general rings and operator algebras. For example, Frobenius [7] showed that a linear operator φ : M n → M n satisfies det(φ(A)) = det(A) for all A ∈ M n if and only if there are U, V ∈ M n with det(U V ) = 1 such that φ has the form
where A t denotes the transpose of A. Clearly, a map of the above form is linear and leaves the determinant function invariant. But it is interesting that a linear map preserving the determinant function must be of this form. Furthermore, in [3] Dieudonné showed that a bijective linear operator φ : M n → M n maps the set of singular matrices into itself if and only if there are invertible U, V ∈ M n such that φ has the standard form (2) . One may see [15] and references therein for results on linear preserver problems. For more new directions and active research on preserver problems motivated by theory and applications, one may see, for example, [1, 19, 24] . In connection to the linear preservers of the k-numerical range, Pellegrini [21] proved that every linear map φ : M n → M n preserving the numerical range is of the form
for some unitary U ∈ M n . Three years later, Pierce and Watkins [22] extended this result to the k-numerical ranges as long as n = 2k. In [13] (see also [20] ) it was shown that for n = 2k, a linear map φ : M n → M n preserves the k-numerical range if and only if there exists a unitary U ∈ M n such that φ has the form (3), or (4) A → (tr (A)/k)I n − U AU * or A → (tr (A)/k)I n − U A t U * .
One may see [2, 16] for more information about the results on linear maps on M n which preserve the k-numerical range. Another motivation of our study comes from quantum information science. In quantum physics (e.g., see [8] ), quantum states are represented by density matrices D in H n , i.e., positive semidefinite matrices with trace 1. If D has rank one, i.e., D = xx * for some x ∈ C n with x * x = 1, then D is a pure state. Otherwise, D is a mixed state, which can be written as a convex combination of pure states. In a quantum system, every observable corresponds to a Hermitian matrix A. Then
can be viewed as the set of all possible mean measurements of quantum states. If A = A 1 + iA 2 ∈ M n , where A 1 , A 2 ∈ H n , then every point in W (A) and be viewed as the set of all joint measurements x * Ax = x * A 1 x + ix * A 2 x of the quantum state x with respect to the two observables associated with A 1 and A 2 , and thus W (A) is the set of all possible joint measurements. By the convexity of W (A) (e.g., see [9, 10, 11] ),
Thus, W (A) can also be viewed as the set of all possible joint measurements of two observables on mixed states. Now, by the convexity of W k (A), and the fact that the convex hull of the set {P/k : P 2 = P = P * , tr P = k} equals the set S k of density matrices D satisfying I n /k − D is positive semidefinite, we have W k (A) = {tr (AP )/k : P ∈ H n , P 2 = P = P * , tr P = k} = {tr (AD) : D ∈ S k }.
So, W k (A) can be viewed as the set of joint measurements of the states in S k with respect to the observables associated with A. Suppose A ∈ H m and B ∈ H n correspond to observables of two quantum systems with quantum states D 1 ∈ M m and D 2 ∈ M n . Then the tensor (Kronecker) product A ⊗ B correspond to an observable on the joint (bipartite) system with quantum states D ∈ M mn expressed as the convex combination of uncorrelated quantum states D 1 ⊗ D 2 , where D 1 ∈ M m and D 2 ∈ M n are quantum states (density matrices). In this connection, we are interested in studying linear maps φ on M mn satisfying (1).
In fact, this line of study has been carried out in [4, 5, 6, 12, 23 ]. Suppose f (X) is a linear function on the matrix X ∈ M mn . It is shown in [4] that the linear maps φ on H mn satisfying
for all A ∈ H m and B ∈ H n when f (X) is the spectrum or the spectral radius of X. In [5, 6] , the authors characterized the linear maps φ on M mn satisfying (5) for all A ∈ M m and B ∈ M n when f (X) is a Ky Fan norm, Schatten norm or the numerical radius of X.
The following is our main result.
for all A ∈ M m and B ∈ M n if and only if there is a unitary U ∈ M mn such that one of the following holds.
(ii) mn = 2k and for all A ∈ M m , B ∈ M n ,
The proof of the theorem will be given in the next section. We will use the following properties of the k-numerical range; for example, see [10, 13, 18, 22] .
• For any α, β ∈ C, W k (A) = {α} if and only if A = αI n , and W k (αI n + βA) = α + βW k (A).
To conclude our introduction, let us point out that we consider only the bipartite case, i.e., M m ⊗ M n with integers m, n ≥ 2. Our proofs are rather technical and we are not able to extend them to the multipartite systems M n 1 ⊗ · · · ⊗ M nm with n 1 , . . . , n m ≥ 2 and m > 2. Furthermore, one can define the k-numerical radius of a square matrix A ∈ M n by
It would also be interesting to characterize the linear preservers of the k-numerical radius on the bipartite or multipartite systems. Again, it does not seem easy to apply our proofs to solve this problem.
Proof of Theorem 1.1
In the following, denote by E ij ∈ M n , 1 ≤ i, j ≤ n, the matrix whose (i, j)-entry is equal to one and all the others are equal to zero. Two matrices A, B ∈ M n are called orthogonal if AB * = A * B = 0. We write A⊥B to indicate that A and B are orthogonal. It is shown in [17] that A⊥B if and only if there are unitary matrices U, V ∈ M n such that U AV = Diag (α 1 , . . . , α n ) and U BV = Diag (β 1 , . . . , β n ) with α i , β i ≥ 0 and α i β i = 0 for i = 1, . . . , n. The matrices A 1 , . . . , A s are said to be pairwise orthogonal if A * i A j = A i A * j = 0 for any distinct i, j ∈ {1, . . . , s}. In this case, there are unitary matrices U, V ∈ M n such that U A i V = D i for i = 1, . . . , s with each D i being nonnegative diagonal matrix and D i D j = 0 for any distinct i, j ∈ {1, . . . , s}. We will need the following lemmas in the proof. The first lemma was proved in [14] .
. . , n} and suppose A ∈ H n have diagonal entries a 1 , . . . , a n and eigenvalues λ 1 ≥ · · · ≥ λ n respectively. Then Proof. Suppose U ∈ M n is a unitary matrix such that U (A − B)U * = Diag (λ 1 , . . . , λ n ) with λ 1 ≥ · · · ≥ λ n . Denote the diagonal entries of U AU * and U BU * by a 1 , . . . , a n and b 1 , . . . , b n , respectively. Then a i , b i are nonnegative for i = 1, . . . , n, since
a i = tr (A), a k+1 = · · · = a n = 0 and b 1 = · · · = b k = 0.
Using the fact A ≥ 0 and B ≥ 0 again, U AU * and U BU * must have the form
Denote by λ 1 (X) ≥ · · · ≥ λ n (X) the eigenvalues of a Hermitian matrix X ∈ M n . Lemma 2.3. Let k ∈ {1, . . . , mn − 1} and φ : M mn → M mn be a linear map satisfying (6) . The following conditions hold.
we have α 1 +· · ·+α k = 1 and α mn−k+1 +· · ·+α mn = 0. If mn = 2k, then tr A ij = 1+0 = 1.
If mn > 2k, then α k+1 , . . . , α mn−k ≥ α mn−k+1 ≥ 0 and, thus, tr (A ij ) ≥ 1. Moreover, if α mn−k > 0, then tr (A ij ) > 1. On the other hand, we have
This yields that A ij is a positive semidefinite matrix with trace one.
Similarly, if mn < 2k, then α mn−k+1 + · · · + α k ≥ 0 and, thus, tr (A ij ) ≤ 1. Therefore,
which yields that A ij is a positive semidefinite matrix with trace one. We can apply the same argument to show that for any orthonormal bases {x 1 , . . . , x m } ⊆ C m and {y 1 , . . . , y n } ⊆ C n , tr (φ(x i x * i ⊗ y j y * j )) = 1. Thus, φ is trace preserving for all Hermitian A ⊗ B and, hence, for all matrices in M mn .
Proof. Suppose X has diagonal entries x 1 , . . . , x N and Y has diagonal entries y 1 , . . . , y N . Then for any
which imply x i 1 +· · ·+x i k = 1 equal to the sum of the k largest eigenvalues of X and y i 1 +· · ·+y i k = 0 equal to the sum of the k smallest eigenvalues of Y . Thus, applying Lemma 2.1, x 1 is the largest eigenvalue of X, x 2 = · · · = x N −1 are the second largest eigenvalue of X, y 1 is the smallest eigenvalue of Y , and y 2 = · · · = y N −1 are the second smallest eigenvalue of Y . Moreover, X and Y have the form
Lemma 2.5. Let 2 ≤ k ≤ mn/2 be an integer and φ : M mn → M mn be a linear map satisfying (6) . Then for any orthonormal bases {x 1 , . . . , x m } ⊆ C m and {y 1 , . . . , y n } ⊆ C n , either
. . , m, and j = 1, . . . , n, or
. . , m, and j = 1, . . . , n.
The proof of this lemma is rather technical. We will present it in the last part of this paper.
Denote by σ(X) the spectrum of X ∈ M n . The following example is useful in our proof.
Consequently,
Now we are ready to present the proof of Theorem 1.1. Proof of Theorem 1.1.
Note that the 1-numerical range is just the classical numerical range. The case k = 1 has been obtained in [6, Theorem 2.1]. Since (n − k)W n−k (A) = tr (A) − kW k (A), by Lemma 2.3, we have
Therefore, we can focus our proof on 2 ≤ k ≤ mn/2, with mn ≥ 4.
Combining the above, we get the sufficiency.
For 
By linearity, the map φ can only have one of these forms on M mn . However, if m, n ≥ 3, we see that ϕ cannot be of the form (2) or (3) by Example 2.6. So, ϕ can only be of the form (1) or (4). The desired conclusion holds. Now, suppose mn = 2k. We claim that either (1) in Lemma 2.5 holds for any choice of orthonormal bases {x 1 , . . . , x m } ⊆ C m and {y 1 , . . . , y n } ⊆ C n , or (2) in Lemma 2.5 holds for any choice of orthonormal bases {x 1 , . . . , x m } ⊆ C m and {y 1 , . . . , y n } ⊆ C n . To see this, note that the set S = {(x, y) : x ∈ C m , y ∈ C n , x * x = 1 = y * y} is path connected because the unit spheres in C m and C n are path connected. Consider the continuous map from S to reals defined by f (x, y) → | det(φ(xx * ⊗ yy * ))|. If (1) holds for a pair of orthonormal bases containing x and y, then f (x, y) = 0; if (2) holds for a pair of orthonormal bases containing x and y, then f (x, y) = | det(I mn /k − E 11 ⊗ E 11 )| = (1/k) mn−1 (1 − 1/k). It follows that either f (x, y) = 0 for all (x, y) ∈ S so that (1) always holds, or f (x, y) = (1/k) mn (1 − 1/k) for all (x, y) ∈ S so that (2) always holds.
If (1) holds for all orthonormal bases {x 1 , . . . , x m } ⊆ C m and {y 1 , . . . , y n } ⊆ C n , then, by the argument in the case of mn = 2k, we see that φ has the desired form. If (2) holds for all orthonormal bases {x 1 , . . . , x m } ⊆ C m and {y 1 , . . . , y n } ⊆ C n , then compose φ with the map X → (tr X)I/k −X so that the resulting map satisfies (1). The result follows.
Finally, we give the proof of Lemma 2.5. Proof of Lemma 2.5.
By Lemma 2.3 (a), φ maps Hermitian matrices to Hermitian matrices. We may focus on the case that x i x * i = E ii for i = 1, . . . , m and y j y * j = E jj for j = 1, . . . , n. Otherwise, replace φ by the
. . , m, and V 2 y j y * j V * 2 = E jj for j = 1, . . . , n.
We divide the proof into three cases, namely (a) mn = 2k, (b) mn = 2k, m ≤ 3 and n ≤ 3 and (c) mn = 2k, m ≥ 4 or n ≥ 4.
2.1. The case mn = 2k. Claim 1. There exists a unitary U ∈ M mn such that
It suffices to prove that
for all pairs (i, j) = (r, s) with 1 ≤ i, r ≤ m and 1 ≤ j, s ≤ n.
First, suppose that i = r or j = s. Considering
applying Lemma 2.3 and Lemma 2.2, we conclude that (9) holds. Now, let i = r and j = s. We may assume that 2 ≤ k ≤ mn/2 ≤ mn − 2, we consider
Applying Lemma 2.2 again, it follows that φ(E ii ⊗ (E jj + E ss ))⊥φ(E rr ⊗ (E jj + E ss )). Hence, we have (9).
2.2.
The case mn = 2k, m ≤ 3 and n ≤ 3.
Since mn = 2k is an even integer, without loss of generality we may assume that n is even. So it suffices to consider the cases when n = 2 and m ∈ {2, 3}.
We only need to show that A 1 , . . . , A m are mutually orthogonal and each A i has eigenvalues 1, −1, 0, . . . , 0. Note that
So, by a unitary similarity and applying Lemma 2.1, we may assume that A 1 = B 1 ⊕ C 1 and A 2 = B 2 ⊕C 2 so that B i has eigenvalues λ 1 (A i ), . . . , λ k (A i ) and C i has eigenvalues λ k+1 (A i ), . . . , λ 2m (A i ), i = 1, 2. As W k (A 1 − A 2 ) = [−2/k, 2/k], we see that (B 1 − B 2 ) ⊕ (C 1 − C 2 ) has eigenvalues γ 1 ≥ · · · ≥ γ 2m such that γ 1 + · · · + γ k = 2 and γ k+1 + · · · + γ 2m = −2. Clearly, γ 1 , . . . , γ k cannot all come from B 1 − B 2 , else, γ 1 + · · · + γ k = tr (B 1 − B 2 ) = 0. Similarly, γ 1 , . . . , γ k cannot all come from C 1 − C 2 . Now we distinguish two cases. Case 1. m = 2. In this case we see that an eigenvalue of B 1 − B 2 and an eigenvalue of C 1 − C 2 sum up to γ 1 + γ 2 = 2. Since λ 1 (B 1 − B 2 ) ≤ λ 1 (A 1 ) − λ 2 (A 2 ) and
It follows that
Without loss of generality, assume that A 1 is unitarily similar to a matrix of the form
By Lemma 2.4, we conclude that a = 0.
Similarly, we can show that A 2 has eigenvalues 1, −1, 0, 0. It is then easy to show that A 1 , A 2 are orthogonal. Case 2. m = 3. We have two subcases. 
It follows that λ 2 (A 1 ) = · · · = λ 5 (A 1 ) and λ 3 (A 2 ) = λ 4 (A 2 ). Without loss of generality, assume that A 1 is unitarily similar to a matrix of the form Diag (1 − 2a, a, a, a, a, −1 − 2a) with a ∈ [−1/3, 1/3].
By Lemma 2.4, we conclude that a = 0. Now, applying the arguments to A 2 and A 3 , we conclude that one of the matrices A 2 and A 3 , say, A 2 , has eigenvalues 1, −1, 0, 0, 0, 0. Then it follows from Lemma 2.2 that A 1 and A 2 are orthogonal. So, we may assume that A 1 = Diag (1, 0, 0, −1, 0, 0) and A 2 = Diag (0, 1, 0, 0, −1, 0). Note that
We see that A 3 = B 3 ⊕C 3 such that B 3 has eigenvalues 1−2c, c, c and C 3 has eigenvalues c, c, −1−2c. Now, applying Lemma 2.4 on A 3 , we conclude that A 3 also has eigenvalues 1, −1, 0, 0, 0, 0. It follows from Lemma 2.2 that A 1 , A 2 , A 3 are mutually orthogonal. Thus, we obtain the claim.
Using the notation as in Claim 2, we see that there is a unitary U ∈ M 2m such that A i = U (E ii ⊗ (E 11 − E 22 ))U * . By Lemma 2.4, for each i = 1, . . . , m,
for a suitable permutation matrix P i ∈ M 2m . Because i,j φ(E ii ⊗ E jj ) = I 2m , either (10) holds for all i = 1, . . . , m, or (11) holds for all i = 1, . . . , m. In the latter case, the mapφ(A) = tr (A)/kI mn − φ(A) must satisfy (10) . This shows that P 1 = · · · = P m .
2.3. The case mn = 2k, m ≥ 4 or n ≥ 4. Without loss of generality, we assume m ≥ 4. If A ij = φ(E ii ⊗ E jj ) is positive semidefinite for any 1 ≤ i ≤ m and 1 ≤ j ≤ n, then applying the same arguments as in the previous case, we conclude that φ satisfies (1). Now suppose there exist some i 0 and j 0 such that A i 0 j 0 has negative eigenvalues. Without loss of generality, we assume i 0 = j 0 = 1.
Claim 3. There exists some i ∈ {1, . . . , m} such that φ(E ii ⊗ I n ) has a negative eigenvalue.
For 1 ≤ i ≤ m, we denote the eigenvalues of φ(E ii ⊗ I n ) by a 1 (i) ≥ a 2 (i) ≥ · · · ≥ a mn (i). Since W k (φ(E ii ⊗ I n )) = [0, n/k], we have k j=1 a j (i) = n and mn j=k+1 a j (i) = 0 for 1 ≤ i ≤ m. Suppose φ(E ii ⊗I n ) ≥ 0 for all 1 ≤ i ≤ m. Since W k (φ(E 11 +E 22 )⊗I n ) = [0, 2n/k], without loss of generality we can assume φ((E 11 + E 22 ) ⊗ I n ) = Diag (r 1 , . . . , r mn ) with r 1 ≥ r 2 ≥ · · · ≥ r k ≥ r k+1 = · · · = r mn = 0. Let φ(E 11 ⊗ I n ) = (x ij ) and φ(E 22 ⊗ I n ) = (y ij ). Then
By Lemma 2.1, φ(E 11 ⊗ I n ) = X ⊕ 0 k and φ(E 22 ⊗ I n ) = Y ⊕ 0 k with tr X = tr Y = n. Moreover, W k (φ((E 11 − E 22 ) ⊗ I n )) = [−n/k, n/k]. Thus, applying Lemma 2.2 we have X⊥Y . It follows that X is singular and a k (1) = a k+1 (1) = · · · = a mn (1) = 0. Suppose V ∈ M mn is a unitary matrix such that Diag (a 1 (1), . . . , a k−1 (1), 0, . . . ,
Denote the diagonal entries of V φ(E 11 ⊗ E jj )V * by d 1 (j), . . . , d mn (j). Then
for every s ∈ {k, . . . , mn} and W k (φ(E 11 ⊗ E jj )) = [0, 1/k] ensures that k−1 i=1 d i (j) + d s (j) = 1 for every s ∈ {k, . . . , mn}. Applying Lemma 2.1 again, we see that for every j ∈ {1, . . . , n}, we have
where each eigenvalue of R j is larger than or equal to t j . Further, 0 ∈ W k (φ(E 11 ⊗ E jj )) implies t j = 0 for 1 ≤ j ≤ n, which contradicts with the assumption that φ(E 11 ⊗ E 11 ) is not positive semidefinite.
Claim 4. Suppose there exists i ∈ {1, . . . , m} such that the eigenvalues of φ(E ii ⊗ I n ) are a 1 (i) ≥ a 2 (i) ≥ · · · ≥ a mn (i) with a mn (i) < 0. Then (12) a 1 (i) = a 2 (i) = · · · = a k+1 (i).
Moreover, φ(E jj ⊗ I n ) has a negative eigenvalue for every j ∈ {1, . . . , m}.
Without loss of generality, we assume i = 1 and φ(E 11 ⊗ I n ) = Diag (a 1 (1), · · · , a mn (1)) with (13) a 1 (1) ≥ a 2 (1) ≥ · · · ≥ a mn (1),
where a 1 (1), . . . , a k+1 (1) are not identical. Let us denote the diagonal entries of φ(E jj ⊗ I n ) by h 1 (j), . . . , h mn (j) and the diagonal entries of U φ(E jj ⊗ I n )U * by h 1 (U, j) , . . . , h mn (U, j). Note that a k (1) and a k+1 (1) must be equal. Otherwise, by the fact that W k (φ((E 11 + E jj ) ⊗ I n )) = [0, 2n/k], we have k r=1 a r (1) = k r=1 h r (j) = n for j = 2, . . . , m. But then, if Z = m j=1 φ(E jj ⊗ I n ), the leading k × k submatrix of Z will have trace mn, which contradicts with W k (φ(I mn )) = {1}. Suppose a 1 (1) > a k (1), i.e., there are integers s, t ∈ {1, . . . , k − 1} such that (14) a 1 (1) ≥ · · · ≥ a s (1) > a s+1 (1) = · · · = a k+t (1) > a k+t+1 (1) ≥ · · · ≥ a mn (1).
We are going to show that (15) h 1 (j) = · · · = h s (j) = h k+t+1 (j) = · · · = h mn (j) for j = 2, . . . , m.
Let γ = m/2 when m is even and γ = (m + 1)/2 when m is odd. Denote by
Then we have
where the k-numerical radius w k (G), w k (G 1 ), and w k (G 2 ) are the right end points of W k (G), W k (G 1 ), and W k (G 2 ), respectively. Let U be a unitary such that the sum of the first k diagonal entries of U GU * equals to kw k (G). Then the sum of the first k diagonal entries of U G i U * equals to kw k (G i ) for i = 1, 2. We assert that the following conditions hold.
(a)
k p=1 h p (U, γ) = n when m is even and k p=1 h p (U, γ) = n/2 when m is odd.
It follows that k p=1 h p (U, j) = n for j = 1, . . . , γ − 1 and (a) holds. Applying Lemma 2.1, we have the condition (b).
For any j ∈ {γ + 1, . . . , m}, since
the sum of any k diagonal entries of U φ(E jj ⊗ I n )U * lies in [0, n]. Now, the right end point of the set
is 1, and the sum of the first k diagonal entries of U φ((E 11 + · · · + E γ,γ ) ⊗ I n )U * is k. We see that k p=1 h p (U, j) = 0 and mn p=k+1 h p (U, j) = n. Hence, we get (c). Suppose U 1 and U 2 are unitary matrices such that U 1 B 11 U * 1 = Diag (a 1 (1), . . . , a k (1)) and U 2 B 12 U * 2 = Diag (a k+1 (1), . . . , a mn (1)).
Replace U with (U Hence, we have h 1 (j) = · · · = h s (j) = h k+t+1 (j) = · · · = h mn (j) for j = γ + 1, . . . , m.
Interchanging the roles of {2, . . . , γ} and {γ + 1, . . . , 2γ − 1} and applying the same argument, we have (15) . Let T = {1, k + 1, . . . , mn − 1}. Note that h 1 (U, 1) = a 1 (1) > a mn (1) = h mn (U, 1). We have which contradicts with w k (φ((E 11 + E γ,γ + · · · + E mm ) ⊗ I n )) = 1. Hence, we get (12) .
Next, suppose there is some 2 ≤ j ≤ m such that φ(E jj ⊗ I n ) ≥ 0, say, j = 2. Again, we can assume φ(E 11 ⊗ I n ) = Diag (a 1 (1), . . . , a mn (1)) with a 1 (1) = · · · = a k+t (1) > a k+t+1 (1) ≥ · · · ≥ a mn (1), 1 ≤ t ≤ k − 1 and φ(E 22 ⊗ I n ) = Diag (a 1 (2), . . . , a mn (2)) with a 1 (2) ≥ · · · ≥ a s (2) > a s+1 (2) = · · · = a mn (2) = 0, 1 ≤ s ≤ k.
Recall that there is a unitary matrix U satisfying (a), (b), and (c). Suppose U 1 , U 2 are unitary matrices such that U 1 B 21 U * 1 = Diag (a 1 (2), . . . , a k (2)) and U 2 B 12 U * 2 = Diag (a k+1 (1), . . . , a mn (1)). Replace U with (U 1 ⊕ U 2 )U . Then the new matrix U also satisfies (a), (b), and (c). Moreover, U φ(E 11 ⊗ I n )U * = Diag (a 1 (1), . . . , a mn (1)),
For any given j ∈ {γ + 1, . . . , m}, we denote by α 1 ≥ · · · ≥ α k the eigenvalues of B j1 and β 1 ≥ · · · ≥ β k the eigenvalues of B j2 . Then β k ≥ α 1 . By W k (φ((E 22 + E jj ) ⊗ I n )) = [0, 2n/k], there is a unitary V such that
Replace V with (W ⊕ I k )V . Then we still have (18) with Y = B 21 . Moreover, V is of the form V = V 1 ⊕ V 2 with V 1 ∈ M s and we can assume V 1 = I s . Partition B j1 and Z 1 as
with C 11 , D 11 ∈ M s . We can rewrite the second equation in (18) as
It is clear that D 11 = C 11 . Since tr (C 11 + D 22 ) = n equals to the sum of the k largest eigenvalues of B j1 ⊕ B j2 , we see that tr (D 22 ) = k−s p=1 β p . Applying Lemma 2.1, we have D 12 = D * 21 = 0, which implies C 12 = C * 21 = 0 and σ(C 11 ) = {α 1 . . . , α s }. It follows that α 1 = · · · = α s = β k−s+1 = · · · = β k and C 11 = α 1 I s .
Similarly, considering W k (φ((E 11 + E jj ) ⊗ I n )) = [0, 2n/k], there is a unitaryṼ such that V (B 11 ⊕ B 12 )Ṽ * = a 1 (1)I k ⊕Ỹ andṼ (B j1 ⊕ B j2 )Ṽ * =Z 1 ⊕Z 2
withZ 1 ∈ M k , tr (Z 1 ) = n. SupposeW is a unitary matrix such thatWỸW * = B 12 . ReplaceṼ with (I k ⊕W )Ṽ . Then we still have (19) Since tr (Z 1 ) = n is the sum of the k largest eigenvalues of B j1 ⊕ B j2 , which equals to the sum of the k largest eigenvalues of C 11 ⊕ C 22 ⊕ R 11 , we see that the eigenvalues of R 11 are also the t largest eigenvalues of B j2 . Hence, we have R 12 = R * 21 = 0 and R 22 = β k I k−t = α 1 I k−t . So we have (20) h 1 (j) = h 1 (U, j) = h mn (U, j) = h mn (j) for j = γ + 1, . . . , m.
Similarly, (20) holds for j = 2, . . . , γ. Again, we have (17) , which contradicts with w k (φ((E 11 +E γ,γ +· · ·+E mm )⊗I n )) = 1. Therefore, φ(E jj ⊗ I n ) has a negative eigenvalue for every 1 ≤ j ≤ m.
Claim 5. For any 1 ≤ i ≤ m and 1 ≤ j ≤ n, the largest eigenvalue of φ(E ii ⊗ E jj ) is 1/k and, hence, 1 k I mn − φ(E ii ⊗ E jj ) ≥ 0.
Given any 1 ≤ i ≤ m, by the previous claims, we can assume φ(E ii ⊗ I n ) = Diag (a 1 (i), . . . , a mn (i)) with a 1 (i) = · · · = a k+1 (i) ≥ · · · ≥ a mn (i) and a mn (i) < 0. Denote by d 1 (i, j), . . . , d mn (i, j) the diagonal entries of φ(E ii ⊗ E jj ). Then u∈T d u (i, 1) = · · · = u∈T d u (i, n) = 1 for any T ⊆ {1, . . . , k + 1} with |T | = k. It follows that d u (i, j) = 1/k for all 1 ≤ u ≤ k + 1 and 1 ≤ j ≤ n. Applying Lemma 2.1, each φ(E ii ⊗ E jj ) is of the form Diag (d 1 (i, j), . . . , d k+1 (i, j)) ⊕ X(i, j),
where the largest eigenvalue of X(i, j) is less than or equal to 1/k. Thus, we get the claim. Applying the same arguments as in the first case on ψ, we conclude that ψ satisfies (1) and, hence, φ satisfies (2). The proof is completed.
