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La greb 
Sa tetak 
Clanak mspravlja o inionnacijl i vnjcdno~li infonnoCiJe. lstaknut:l je veza 
infonnaCJJC i entropije. Nagla~no je da je ozbiljan nuc..lostatak teorije Infor-
macija ncuzimanje u obzir upotrehne VTijcdnosti informac•ju. 
U ovom eseju zelimo raspraviti neke temeljne pojmove iz teorije informacija (teorije 
obavijesti), kao Sto su informacija (obavijest) i vrijednost informacije (vrijednost oba-
vijesti) Teonja Je infonnacija matematička teorija. g.rana teorije vjerojatnosti (l}, l..oja 
se bavi opcim mkonitostima ~o vladaju informacijskim sustavima (priopćajnim susta· 
vima), a formacijski pripada 7Juutstvcnoj disciplini nazvanoj m formacijska manost. 
lnformacajska se znanost bavi pohranjavanjcm. procesiranjem i pnjenosom anfor-
macija . Kao 1 svaka druga .,uela·· znanost, posjeduje teOnJsku 1 prakučnu stranu, koje 
sc u.tajamno nadopunjuju i stimuliraju, pa JC napredak jedne uvjetovan razvojem druge. 
Teorijsku stranu rjeSava teorija informacija. koja zadire i u druga znanstvena područja (2). 
Teorija je Informacija utemeljena krajem pedesetih godina na~g stoljeća kada su Claude 
Shannon 1 Norbert Wiener objavili svoje radove iz teonjc komunikacija i kibernetike 
(3, 4). Praktična se strana bavi Ia.zvojem informacijskih sustava . Ovdje valja naglasiti 
da infonuacijski sustavi postoje odavna (premd11 ne s istom važnošću kao danas). pa 
je neka vrsta mženjerskc (empirijske) teorije informacija upotrebljavana 1a projektiranje 
različitih (s današnjeg stajalifla gledano Jednostavnih) informacijskih s\Jstava prije spo-
menutih radova Shannona 1 Wienera. 
Informacijski sustav u najširem mnslu sastoji se od slijedećih elemenata: lZVOra 
mformacija . predajnik.a informacija, medija prijenosa informacija (informacijski kanal) , 
prijemnika mformacije i odredišta informacije. Prijenos informacije ade od i7.vora koji 
ju proizvodi i predaje kao poruku predajnaku. U predajnlku poruka se kodira (moduiJ-
ra), tj . prevodi u formu prikladnu a prijenos informacije nekim medijem. Kodirana 
se poruka nuziva signal . Signal se prenosi informacijskim kanalom do prijemnika, gdje 
se dekodira (demodulira) u izvornu infonnaciju i predaje odredHtu. 
lako smo upotrijebili terminologiju iz informacijskog m'..enjerstva. gornji tcmuni 
imaju znatno šire značenje . Npr , !juda mogu predstavljati informacijski sUStav. Kod 
govornih pnjenosa mformacija (komunikacija) izvor i odred ište su u ljuduom mozgu. 
predajnik se sastoji od govornih organa s odgovarajučim središtem u mozgu. a predajnik 
se 'i3s1oJI od slušnih organa s odgovaraJućtm sredi~tcm u mozgu. Prijenos poruke kod 
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ovakvih infonnacijskih ~ustava ovisi o tri uvjeta: pslholo~om, fiZiološkom i fuičkum 
Ako se želi priopćiti neka mformacija, onda se u svijesti čovjeka koji predstavlja izvor 
informacije najprije stvara slika o onome što se želi priopćili. To je psiholoSid uvjet 
koji mora biti ispunjen prije nego impuls iz svijesti nadiB.ZJ ID>čani sustav, Sto predstavlja 
fuiološki uvjet. Živčani sustav onda pokrene govorne organe i oni proizvedu zvuk, fto 
predstavlja fizički UVJet. lnformacijskl je kanal sve Uo omogućuje prijenos informacije 
(zrak, telefonske žice itd.) između osoba koje sačinjavaju govorni informacljslo sustav 
kao Slo su razgovori, predavanja, radioemisije, televizijske emisije ild. U sluč~u pisanih 
prijenosa informacija (npr. novinski članci, rasprave, knjige, pisma, pjesme) ruka je 
predajmk , oko prijemnik, a medij pismo. 
KOd je skup pravila po kojima se informacija prevodi u signal (fiZički oblik koda), 
koji je analogan samoj informaciji. Ovisi o svojstvima prijenosnog sustava: predajn.ika, 
kanala i prijemnilca, a ne ovisi o vrsti i količini informacija. Npr. jezik je k8d (5-8). 
U idealnom slučaju prijenos informacija od izvora do odredišta je potpun : infor-
macija proizvedena u izvoru identična je informaciji pristigloj u odredi~te. Međutim, 
u realnim informacijskim sustavima to nikada nije Lako. To odgovara glavnom informa-
cijskom akonu Sto ga je formulirao Shannon (3): ,,Prijenos informacije nije nikad pot· 
pun". Prisutnost smernj1 (Sumovi) sprečava potpun prijenos informaCije. Zato informa-
cija predstavlja statističku velićinu: odabir "prave" poruke između svih poruka pristig-
lih u odredište. Matematički se informacija deruri:ra na sljedeći naćin : slovom l ozna-
čimo informaciju. Na poćetku je l = O, jer nemamo nikakvih informacija o sustavu 
koji razmatramo. P 0 je broj poga daj a na početku koji su a priori svi jednako moguĆI. 
Na kraju je l = O s P1 = l , jer je odabrart samo jedan događaj kao onaj "pravi". Otuda 
slijedi da je informac.:ija definirana kao: 
l= log:t P0 (I) 
Logaritam je odabran, jer želimo da je informacija aditivna veličina . Za logarltamsku 
je bazu odabran broj 2. To je učinjeno .tbog toga što mnogi prirodni sustavi (npr. živ-
čaru sustav} i umjetru sustavi (npr. elektronički računski stroj) djeluju na bazi dva me· 
đusobno isključiva diskletna stanja: da ili ne (O ili l). Takvi se sustavi ~ovu hina mi su-
stavi, a informacija dobjjena binarnim rač\manjem izra1.ava se u bitovima. Bit je riječ 
sastavljena od engleskih riječi (9) binary i digit, a označuje potrebnu količinu informa· 
cije u specificiranje jedne od dviju mogučnosti. 
Koncepcija o informaciji po mnog1m je autorima (8, 10) jedna od najvažnijih kon· 
cepcija uvedenih u uumosl 20. stoljeća. To je koncepcija koja je po svojoj važnosti 
ravnopravna koncepcijama o materiji i energiji. Tragove konccp<.-ije o informaciji nalazimo 
u pro~om l>1oljeću (J 1), a u uskoj je veZI s koncepcijom o entropiji (10, 12). Entropija 
je mjera nereda unutar danog sustava, a informacija je mjCia reda u danom sustavu. 
Porast entropije znači gubitak informHcije i obrnuto (10) . Svi objekti i fenomeni u 
prirodi posjeduJu pored materijalnih i energ.ijskih značajki i informacijske karakteristike . 
Entropija i infonnacija (kao negativna entropija, negentropija) (10) djeluju i u dru-
~tvenim strukturama. Svaka drum-ena promjena koja podit.e entropiju u odrellenom 
poli tičkom sustavu štetna je i vodi do neželjenog kaotičnog stanja. Svjedoci smo kao· 
tičnih situacija u većem broju zemalja sv1jeta (npr. libanon , Afganistan , Cad). Ure-
đenost drum-a vodi do povećania informat.'lje 1 ·općoj sredcnosti. Takvih zemalja na· 
i.alost ima mnogo manje (npr. Svicarska, Švedska). Kad bi politički radnici i njihovi 
savjetnici bar malo , i7111edu ostalog, poznavali teoriju informacija i njezin utjecaj na 
društvene strukture, možda ne bi inzistirali na reformama koje su sc pokazale katastru-
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falnim .(npr. slučaj s reformom školstva kod nas) (13). Neke se društvene strukture .. 
tradicionalno odlikuju kroz cijelu povijest ljudskog roda visokom weđeilOšću i niskom 
entropijom, i vrlo efikasnim prijenosom informacija. Takva je jedna diu~tvena struktu-
ra vojska neke zemlje. (To, jasno, ne vrijedi u slučaju poraza u ratu neke zemlje, jer je 
vojska poražene zemlje primjer kaotične strukture.) 
U umjetnosti i književnosti nailazimo na djela koja govore o entropijskim i infor-
macijskim karakteristikama nekog društva ili društvenog segmenta. Pri tome se naročito 
ukazuje na problem otuđenosti suvremenog čovjeka: na teškoće u komuniciranju s 
okolinom i na usamljenost čovjeka u gomili, na usamljenost čovjeka u velikim grado-
vima. Karakteristična je u tom smislu (teškoće u komuniciranju medu ljudima) pripo-
vijest suvremenog američkog spisatelja Thomasa Pynchona (r. 1938. godine) primjereno 
nazvana ,,Entropija" (14). Ta je pripovijest nedavno prevedena i ua hrvatski jezik (15), 
a govori o kaosu u međuljudskim odnosima. 
Razmotrimo ponovo relaciju (1). Upotrebna vrijednost informacije je u njoj zane-
marena. Ona ne može razlikovati informaciju od velike važnosti i vijest bez neke veće 
vrijednosti za osobu koja ju prima. Npr., rečenica od 150 slova iz EinsLcinove knjige 
o teoriji relativnosti (16) i rečenica od istih 150 slova iz ,,Sport lllustrated" po relaci-
ji (l) dobivaju istu infom1acijsku vrijednost. Informacija se uvijek javlja kao pozitivna 
veličina, dok vrijednost informacije u nekim slučajevima ,može biti i negativna. Infor-
macija je objektivna veličina, a vrijednost informacije subjektivna. 
Defmicija informacije (l) vrlo je praktJčna . Naime, informacijski sustav koji, npr., 
prenosi telegram nastoji prenijeti što potpunije poruku bez obzira na sadržaj poruke, 
koji ima vrijednost jedino za osobu koja ga prima. ideja o vrijednosti informacije po-
vezana je s mogućnošću njezine upotrebe. Dok je informacija apsolutna veličina jednaka 
za bilo kojeg promatrača, dotle je upotrebna vrijednost infom1acije nužno relativna 
veličina, koja ima različitu vrijednost za različitog promatrača. Tako teorem iz Ein-
steinovog djela (16) ima mnogo veću vrijednost za ftzičara nego sportska vijest o pob-
jedi ,,Lakersa" nad "Celticsom" u Bostonu (ma kako velika to bila sportska senzacija), 
ili stranica iz Supekove knjige o strukturi materije (17) od stranice sportske revije 
"Sprint". S druge strane, vijest u "Borbi" može imati daleko veću vrijednost za ofi-
cira J NA od vijesti o kompjutorskom rje~nju problema četiri boja. 
Miroslav Krleža je svojedobno rekao da samo čovjek koji irna sređene misli može 
projzvoditi koherentna i vrijedna djela. Veliki je majstor pisane riječi vjerojatno mislio 
da samo čovjek s umnim procesima niske entropije može projzvoditi djela visokog stup-
nja informacije s visokim stupnjem vrijednosti informacije. (Vrijedi napomenuti da ne 
valja miješati vrijednost informacije s umjetničkom vrijednošću djela, iako su te dvije 
koncepcije najčešće sukladne.) 
Na kraju želimo ·istaknuti da je zanemarivanje upotrebne vrijednosti informacije 
omogućilo izgradnju teorije informacija baziranu na statistici, i ta se teorija pokazala 
korisnom u mnogim područjima izvan komunikacijskog inženjerstva (npr. kompjutorske 
znanosti) (18-22). Međutim, neuzimanje u obzir upotrebne vrijednosti informacije 
vrlo je ozbiljan nedostatak teorije informacija. Valja nam dakle izgraditi informacijski 
susta; u kojem bi bila kvantificirana upotrebna vrijednost informacije. 
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enad Trinajstić 
INFORMA TrON AND ITS VALUE 
Summary 
Information and its value i~ discussed. the collnection ~lwccn informa-
tion and entropy is stressed and it is pointed out that a neslcet of the pra.ctical 
value of information is a serious defl.ciency of information theory. 
The article is partly based on a lecture delivered in the University of 
Missouri in Kansas Cjty lM.issourl, USA) on November ll , 1986. 
