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1. INTRODUCTION 
The study of the optical properties of solids, in terms of which 
one can obtain knowledge of the interaction of a radiation field with 
the electrons in the solid, is one of the important interfaces between 
theories and experiments in the field of solid state physics. Although 
there are a number of methods which are often used in optical 
measurements, such as to measure reflectance and transmit tance of the 
samples and so on, we pay attention in this thesis only to the special 
technique of ellipsometric spectroscopy, which has been regarded as a 
useful tool in determining the optical parameters of materials. For 
materials, we chose some metals and their alloys as our study objects, 
for which some interesting phenomena have been recently observed. 
In §2, we review in general the principles of the optical 
properties of metals and alloys, including a discussion of the optical 
constants with their relations to intraband and interband transitions. 
In §3, we describe in detail the experimental method of ellipsometric 
spectroscopy. Then, with different aspects emphasized, we measured and 
discussed the optical properties of film samples of Au and Ag, and bulk, 
alloy samples of FeRh, AuAl2, and PtAl2, which are exhibited in §4 and 
§5, respectively. 
2 
2. GENERAL THEORY 
2.1 Optical Constants 
Photons as a probe have been considered a very powerful tool in 
obtaining knowledge of the electronic behavior of a material, often 
fulfilled through using one of several optical techniques to determine 
the optical constants of the material. In a fairly general case, a 
plane electromagnetic wave is supposed to travel in a non-charged, 
homogenous isotropic absorbing medium. Thus, in terms of the electric 
and magnetic fields, E and H, respectively, a plane wave with wave 
vector k can be represented as 
Assuming then that the wavelength X is large compared to the electron 
mean free path and that an induced current density J occurs, the 
optical constants of the medium can be directly derived from Maxwell's 
E = Eq exp[i(kT - wt)], 
H = Hq exp[i(kT - wt)]. 
2.1 
2 . 2  
equations^ 
V-E = 0, 2.3 
V-H = 0, 2.4 
1 3H 
VxE = , 
c at 
2.5 
4n 1 BE 
VxH = — J + 
c c 9t 
2 . 6  
From Eqs. 2.3-2.6, we have 
iw 
7x(VxE) = T^E = VxH 
c 
3 
iw 4iiff io) 
= — ( E - — E) 2.7 
c c c 
and 
i4ilff 00? 
- V E = —— (1 + )E = —— E E; 2.8 
00 or 
where a and e are called the complex conductivity and complex 
dielectric function, respectively, 
a = ai + i 02, 2.9 
i4iiff 
E = + i E 2=(1+ ). 2.10 
Oi 
The complex dielectric function E can be related to the complex 
refractive index N by the equations 
N = n + i K = i/^E, 2.11 
9 9 E^ = n - K ,. ®2 ~ 2nK = . 2.12 
00 
Again rp and rg are defined as a pair of complex reflectance 
coefficients of the reflecting surface for the field components being 
parallel and perpendicular (senkrecht), respectively, to the plane of 
incidence. (Senkrecht is a German word meaning perpendicular.) 
®rs ~ ®s» ®rp = fp Bp" 2.13 
For an ideal two-phase situation,^ the reflecting system consists 
only of an optically thick bare substrate and a transparent ambient 
with isotropic dielectric functions Eg and E^, respectively. If the 
plane wave with an incidence angle reflects from the interface 
between these two phases, boundary conditions lead to 
®s"a' ~ ®a"s' 
rp = , 2.14 
®s"a' ^a"s ' 
4 
"a' - "s' 
Da' + rij 
where 
2.15 
"a' = "a cos<|), Hg' = (Eg - Eg sin^*)"^. 2.16 
Thus, Rp and Rg, the absolute reflectance coefficients that give 
changes in light intensity I upon reflection, are related to rp and rg, 
respectively, by 
^p ~ l^pl^' ^s ~ l^si^* 2.17 
In the case of normal incidence (<}> = 0) and n^ = 1, Eqs. 2.11-2.17 give 
the result 
(n - 1)2 + 
Rn = Re = R = —. 2.18 
P ' (n + 1)2 + k2 
In terms of an amplitude tanij/and a phase difference angle A, the 
complex reflectance ratio p is expressed as 
r 
r 
p = — = tan* exp(iA). 2.19 
's 
The complex dielectric function e is then related to p through the 
equation 
Gs 
— = sin^* + sin^* tan^* 
r(i - P) 
% 
2 .20  
L(1 + P)J 
The energy absorption per sec and cm^ caused by the excitations of 
the longitudinal plasma oscillations and interband transitions is 
proportional to the imaginary part of (-1/s) which is called the loss 
function, 
1 G2 
Im(- —) = — —, 2.21 
e £^2 + £2^ 
The absorption coefficient a is 
5 
4 UK toEo 
a = = . 2.22 
X ne 
Causality requires a relationship between the real and imaginary 
parts of a complex response function. Taking s for an example, this 
relationship is given by the dispersion relations, which are also often 
called Kramers-Kronig relations: 
" Oi' G2(w') 
El(oo) = 1 + — 
n ; 
dw, 2.23 
0 u/2 - wP 
2w 
E2(W) = - — 
n 
El(w') 
dco'. 2.24 
Q w/2 -
As seen below, more attention will bg paid to the dielectric 
function which not only leads conveniently to other optical constants, 
but also is related directly to the energy band structures and 
electronic behavior of the solid. 
Usually, the electron transitions that contribute to the dielectric 
function are mainly classified into two types: intraband and interband 
transitions. Then, if only metals are concerned, the intraband 
transitions are also known as the free electron transitions or Drude 
contribution. Fig. 2.1^ shows schematically the difference between 
these two types of transitions. Above a threshold energy Rcc^ interband 
transitions play the leading role and below the dielectric function 
is dominated by the free electron contribution. The complex dielectric 
function s can, therefore, be written in two parts: 
G = G^ + G^, 2.25 
El = Ei^ + E^b, E2 = E2^ + £2^, 2.26 
where G^ and G*^ are the free and interband (also known as bound) 
electron transitions, respectively. 
6 
Fig. 2.1. Energy versus wave vector curve showing the energies "Ro^ at 
which interband absorption commences and at which it ceases 
for one pair of bands. The dashed arrow shows the free 
electron region where the intraband transitions occur as fia» < 
7 
2.2 Intraband Transitions (Drude Theory) 
The equation of motion, for the momentum per electron p and in the 
presence of a time-dependent electric field E, becomes 
dp p 
— = — — — e E, 2 • 27 
dt T  
where T and 1/T are known as the relaxation time and scattering rate of 
an electron, respectively. By substituting the forms of E and p, 
E(t) = Rel E(w) exp(-iwt) ], 2.28 
p(t) = Re[ p(w) exp(-iwt) ], 2.29 
into Eq. 2.27, we have then 
Nep Ne^T 
J = — —— = ' E = E, 2.30 
m m(l - iwr) 
where N is the number of electrons per cm^, and e and m are the charge 
and mass of an electron, respectively. 
Ne^T (Tn 
m(l - i&rc) (1 - icoT) 
where 
Ne^T 
2.31 
2.32 
m 
By putting Eq. 2.30 into Eq. 2.10, we have 
AjktqX 
ef = 1 - + i . 2.33 
(1 + (tP-ir) (0(1 + (/P-TP-) 
For the case of MT » 1 and defining a plasma frequency as 
4iiff 
= = 1 2.34 
T m 
Eq. 2.33 then becomes 
= 1 - ——, 2.35 
CO? 
«^2 ei^(®) - e]f(w) 
£2^ = — = . 2.36 
(j^T m 
In the region of w < although from Fig. 2.1 it is necessary that 
G2^ = 0, £2^ will actually bring a contribution to because of the 
K-K relations of Eqs. 2.23 and 2.24. Assuming, therefore, w« w' in 
the integral of Eq. 2.23, this part of contribution denoted as 
becomes 
n\i 
= — 
n 
w'e2^(w') 2 f* G2b(w') 
dw' = — 
ay 0/2 - wP n , 
dW. 2.37 
% W 
So Eqs. 2.35 and 2.36 are slightly changed by 
f 9 
=: P — — = P — a X J 2.38 
CO? 
[P - eif(w)] 
£2 = = b X , 2.39 
GT 
where 
P = G]^^(®) + SGJ'' = 1 + SG^b, 2.40 
a = (—)2, b = . 2.41 
2nc (2nc)^T 
It has obviously been seen that some significant physical 
quantities, such as the plasma frequency the optical mass m, and 
the relaxation time T, can easily be obtained by plotting gj^ and G2^/X 
versus X^, respectively. 
9 
Although in the the early days the relaxation time was introduced 
into the free electron model as a pure constant parameter, later on the 
experimental data brought certain evidence to show that T, in fact, was 
a frequency dependent quantity and l/x had a quadratic variation with 
the frequency 
1 1 
— — — + Pwr. 2.42 
T To 
The origin of such a P term has been attributed to several mechanisms 
and discussed by many authors^~^^ in past decades. 
1 1 1 1 1  
— = — + — + — + — + other mechanisms. 2.43 
t Tg Tj Tg 
1/t^, the term arising from electron-phonon scattering,? is 
temperature dependent because the number of phonons depends strongly on 
the temperature T. 
1 1 r 2 T z4 
— + 4(— 
5 © 
dz 
0 eZ - 1 
2.44 
T*o 
where 0 is the Debye temperature. The simple Debye model for the 
phonon spectrum is used in the derivation of Eq. 2.44, which is in the 
limit of Ef » Ro) » KgT and 01 (Eg is the electron Fermi energy). Since 
1/Tf is independent of frequency, it is clear that it only brings a 
contribution to the DC term in Eq. 2.42 which can be related to the DC 
conductivity a(0) = tiO^^T(0)/4ii. 
I/Tj, the contribution of imperfections, which may contribute to 
the g term, has the form 
1 B ^ B Tjj 
= (-)TbW? = (-—)(RW)2, 2.45 
Ti A A FT" 
where A = 4nNae2/ma* and B = 4nNye2/my*. The derivation of Eq. 2.45 
10 
uses a two-carrier model. For an evaporated and unannealed film there 
are presumably two regions of A and B: region A where electrons, 
called carrier A with a normal relaxation time » 1), will see a 
perfect lattice, and the region B where Ny electrons, called carrier B 
with a particular relaxation time Tj, (ayrt, « 1), will see a highly 
disordered area which often exists between crystallites. 
In the framework of the Fermi-liquid theory of Landau, the 
electron-electron scattering term 1/Tg was given by Gurzhi et al.^® 
1 Oip 
T, e 
9 9 (KbT)2 + (—)2 
2lt 
2.46 
Lawrence gave another calculation of the electron-electron interaction 
by using the Born approximation and Thomas-Fermi screening of the 
Coulomb interaction^' 
1 1 ,  1  
— = — n FA ( ) 
Tg 12 REf 
9 9 (KbT)2 + (—)2 
2n 
2.47 
where T, about 0.55 ~ 0.57 for noble metals, is a dimensionless 
constant which gives a Fermi-surface average of the scattering 
probability, and A, about 0.75 for all noble metals, is called the 
fractional umklapp scattering, which is a measure of the effectiveness 
of scattering events. 
It is obvious that the temperature dependent term in both Eq. 2.46 
and Eq. 2.47 can be neglected at or below room temperature. Thus 
Gurzhi et al.'s formula of Eq. 2.46 simply becomes 
1 . 1 , 
— = 0.025 (Kw)2, 2.48 
where Ep = and if assuming F = 0.55 the frequency-quadratic term 
11 
in Eq. 2.47 will be 
1 
— — 0.027 
1 
(Hw)2 2.49 
REf 
The investigation of the interaction between electrons and the 
surface adds another contribution 1/Tg to the relaxation time^'lS 
11 
"^ S T-SO 
2.50 
where 
13 Vf 
— = — (1 - p) — (Jip, 2.51 
and Vf is the Fermi velocity of electrons and p is regarded as the 
fraction of specular scattering at the surface. The adjustable number 
p is decided by the condition whether the conduction electrons at the 
surface are specularly or diffusely reflected. In other words, p = 1 
signifies that all electrons suffer specular reflection at the surface 
which corresponds to the perfect smooth plane situation and p = 0 
indicates that all electrons reflect in random directions from the 
surface, i.e., diffuse reflection takes place at the surface which 
mostly corresponds to some very rough plane situation. For many cases, 
p will be between 0 and 1. 
The effective optical mass m in Eq. 2.30 is defined by 
where vp is the velocity of the conduction electrons at Fermi surface 
In the region of reflection (1/T « W « CO^) the anomalous skin depth 
for the penetration of an electromagnetic field is given by 
n 1 
- = — S Vp dSp 
m 12ii3R" 
2.52 
Sp. 
12 
c 
5 = — = constant. 2.53 
For most metals, the constant is of the order between 10^ and lO^A. 
2.3 Interband Transitions 
The linear term of the time dependent first order perturbation 
Hamiltonian that describes the interaction between the radiation and 
the electron can be written as 
e A"p 
H'(t) , 2.54 
m c 
where the plane wave vector potential A with polarization in the 
direction ê of the electric field is 
A = Agé exp[i(k*r - cot)] + c.c. 2.55 
and c.c. denotes complex conjugate. According to time dependent 
perturbation theory, the transition probability for an electron to be 
excited from an occupied valence band state Ey(ky) to an empty 
conduction band state E(,(k(,) is given by 
1 
w(w,t,kv,kc) = -r 
/t 
dt'<4'c(kc,r,t)|H'(t)|*v(kv,r,t)> 
0 
2.56 
where and ij/y are the Bloch functions belonging to Eg and Ey, 
respectively, 
\|/(,(kç.,r, t) = exp[i(kj,T - E^t/Iî)] u^Ck^.r), 2.57 
and correspondingly for The Ug and Uy have the periodicity of the 
lattice. Through using 
1 9A 
E = 2.58 
c at  
13 
and inserting Eqs. 2.54-2.57 into Eq. 2.56, we then have the transition 
probability per unit time and unit volume with respect to all states in 
a pair of valence and conductor bands as follows. 
2 
U. vc 
ne^Eg^ 
2m2Rw^ , 
ne^Eg^ 
BZ (2%)^ 
2 
- dK |ê-Mvc|2 5(Ec - E, Koi) 
l ê - H ,  vc I dK 6(EQ — Ey — fiTco) J 2.59 
BZ (2%)3 
where the momentum matrix element, which in most cases can be safely 
assumed to be a slowly varying function, is 
ê'Myc = Jv dr exp[-i(kj, - k)'r] u^ ê- 9 exp(ikyT) Uy. 2.60 
Thus the joint density of states is defined by 
2 
^vc(^) -
(211)3 
2 
(2n)3 
dK 6(EQ — Ey — ETco) 
BZ 
dS 
2.61 
s I ^(^c " ^v) I Ec - Ev = Eo) • 
Since the energy absorbed by the medium from the incident 
electromagnetic wave is 
— a EQ2 = Wyj, fTo), 2 . 6 2  
using Eq. 2.12 we then have 
E2 
4il2e2 
= 'ê'Myc|2 Jyc(w) « Jvc(w). 2.63 
In the interband region the contribution to 82 and then to the 
other optical constants of the solid is mainly determined by JyqCw) 
which shows strong variations as a function of w at some special k 
points in the first Brillouin zone where 
9k[Ec(k) - Ey(k)] = 0. 2.64 
14 
These points are called critical points and are usually divided into 
two types; 
Vk^Ec(k) = V)<.Ev(k) = 0 2.65 
or 
\^ Ec(k) = Vk.Ev(k) / 0. 2.66 
The first type of critical point occurs at the place whose positions in 
k-space can be predicted from symmetry alone. Although the second type 
of critical point can also occur, their positions, in general, are not 
predictable from symmetry. 
15 
3. ELLIPSOMETRY 
In the early 1960s, the methods for determining the dielectric 
functions of metals, thereby providing information of the electronic 
structure of solids, were dominated by reflectometric techniques 
because of the high reflectivity and very shallow skin depth of metals. 
Since reflectometry normally deals with the variation of light 
intensities and is therefore a power measurement, the absolute 
reflectance coefficients obtained from it are only indirectly linked to 
the real and imaginary parts of the complex dielectric function, which 
requires multiple measurements or Kramers-Kronig analysis which 
sometime results in an error of up to 50% because of the necessity to 
extrapolate data beyond the measurement region.Compared to 
reflectometry, ellipsometry, developed in 1970s,shows great 
advantages. This is due to the fact that two optical parameters, such 
as if; and A in Eq. 2.19 and consequently and ££, can be independently 
determined by a single measurement so that multiple measurements or K-K 
analyses become unnecessary. Since ellipsometric measurements are 
relatively insensitive to intensity fluctuations of the light source 
and to macroscopic roughness, with the assumption of that the beam 
scattering arising from macroscopic roughness exerts the same effect on 
both parallel and perpendicular components of the electric field, the 
light loss, caused by surface roughness and giving a serious problem to 
reflectometry, is not a problem in ellipsometry because it requires no 
absolute intensity measurement. Although it is rather difficult for 
reflectometry to obtain accurate measurements in view of the fact that 
small differences in the reflectivity R result in larger errors in e. 
16 
and in general double-beam methods are required, it is not too hard for 
ellipsometry to achieve an automatic, real-time, and precise 
measurement with the use of modern microcomputers. This is, therefore, 
the reason why most recent data for e with much improved quality are 
obtained through ellipsometric experiments.20-22 The limitation, 
however, of requiring special optical elements which are valid only in 
certain wavelength ranges is the main weakness to ellipsometry. 
Another drawback of ellipsometry which often has to be kept in mind is 
its sensitivity to surface conditions, due to the phase information 
contained in measurements. 
Ellipsometry in its most general sense is a polarization-state-in 
and polarization-state-out measurement instead of the purely photon-in 
and photon-out optical technique, as in the reflectance or 
transmittance spectroscopies usually used. A brief description of the 
process which occurs in ellipsometry now is given below. First, an 
incident wave of known polarization state is provided to the system, 
which in the simplest case is accomplished by allowing the incident 
light beam to go through some optical elements called polarizers. 
Second, before the beam goes into the detector window, another optical 
element known as analyzer is placed into the reflected light path to 
measure the changes of the incident polarization state after its 
interaction with the sample. Finally, when the detector has caught the 
beam emerging from the analyzer, its signals are sent immediately via a 
pre-amplifier to the computer for analysis, and at the same time the 
required optical parameters are output. 
In the past decade, although various configurations of the 
photometric ellipsometer had been discussed,23-26 only a few models 
17 
have been put into practice. Of these, Aspnes's unique design of the 
rotating-analyzer type has brought us much new high-quality data for a 
wide range of materials from metals to semiconductors.20,27 
3.1 Theory 
Assuming that the incident plane wave has the form of Eqs. 2.1 and 
2.2, after emerging from the polarizer with an azimuth angle P relating 
to the s axis, the s and p field components, defined with respect to 
the plane of incidence of the sample, become, respectively, 
Eg = EQ COSP exp(i*) = Ag exp(i*), 3.1 
Ep = Eg sin? exp(i*) = Ap exp(i*), 3.2 
where 
<j) = k-r - wt. 3.3 
The linearly polarized wave then reflects from the sample and 
suffers a change in state to 
Ers = Egrg = Ag|rg| exp[i(* + 5g)] = Ag'exp[i(* + 5g)], 3.4 
E^p = Eprp = AplrpI exp[i(* + 6p)] = Ap'exp[i(* + 5p)]. 3.5 
The reflected light from the sample is an elliptically polarized 
wave because mathematically it satisfies the elliptical equation28,29 
(^rs)^ (Erp)^ 2 Ej-g Ej-p cosA 
+ sin^A, 3.6 
(AS')2 (Ap')2 Ag'Ap' 
where 
A = 6g - Sp. 3.7 
In the end a photomultiplier is provided to measure I, the 
intensity of the light, which just comes from the analyzer with an 
azimuth angle A relative to the same s axis. It is also a quadratic 
18 
function of the amplitude of the final electric field: 
rcosA sinAl 0") 
D rp. 
'cosP -sinP' 
jsinP cosP, 
Ef = (1 0) 
l-sinA cosAj 
= (rg cosA cosP + tp sinA sinP) E, 
I « |Ef|2. 
1' 
P. 
3.8 
3.9 
3.2 Rotating Analyzer Type (RA) 
Now assuming that the polarizer angle P is fixed and the analyzer 
is rotated, causing A to increase linearly in time, then in terms of 
Eq. 3.8 have simply 
I = kg + ki cos2A + kg sin2A 
= kg + k^ cos(2A + 0), 3.10 
where 
kg = n (cos^P + sin^P), 3.11 
kj^ = Yl (cos^P - Pq2 sin^P) = k^ cos0, 3.12 
k2 = ri Pq sin2P cos A = -k^ sinG, 3.13 
IT) is an arbitrary number related to light intensity, and Pq = tan^\ 
Therefore, the elliptical azimuth angle *(/ and phase angle A are, 
respectively, 
k2 
cos A 
tan^ = 
(ko2 - ki2)%' 
1 (ko - ki)% 
3.14 
3.15 
tanP (kg + ki)% 
After the intensity of the light, which has the form of Eq. 3.10, 
has been measured as a function of 9, the coefficients of three 
components can be calculated by Fourier transformation, 
19 
1 n 
kg = — E Ij[, 3.16 
(O H i=l 
2 n 
k^ = — Z Ij cosZA^, 3.17 
n i=l 
2 n 
k2 = - Z Ij sin2Ai. 3.18 
n i=l 
For the rotating-analyzer-type ellipsometer, the need to rotate 
only one optical element presents the advantages in not only a simpler 
mechanical system design but also the effective elimination of the 
trouble arising from the partial polarization of the light source 
because of the fixed polarizer azimuth angle. 
There are, however, several points that should still be brought to 
our notice in setting up the RA system. First, the measurements have 
to be done in perfect darkness by using a light-shielding box, since 
the measurement of a DC signal is required. For the normal large DC 
signal level, the pseudodark current of the photomultiplier, which is 
included in the DC component and must be subtracted, is negligibly 
small. But when the measurements are carried out nearly to the 
wavelength limits of the photomultiplier, or in the IR region by using 
an SI cathode detector, to boost the signal by increasing the voltage 
supply the effect of the dark current on the DC level will become so 
large that a correction must be taken into account.30,31 poj- instance, 
a photomultiplier, model EMI 965906^^ with an S20 cathode and an 
operational wavelength range from 1850 to 9000 Â, has been tested in 
our laboratory. The ratios of the pseudodark current to DC signal 
increase to 2% at 8500 and 2200 A, respectively, although the error of 
< 0.1% can be neglected in the middle of the spectral range. For 
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another photomultiplier, an Amperex 150CVP^^ with an SI cathode and an 
operational wavelength range from 4000 to 11000 A, the ratios are ~ 10 
and 5% at 8500 and 5000 A, respectively. Furthermore, when the 
measurement is made in a high temperature atmosphere, i.e., measuring 
red-hot samples,the problem of the dark current will become more 
serious. Second, the uncontrollable and unpredictable phase shift that 
arises from both the time response feature of detectors and the 
succeeding signal processing carried by the electric circuits^^ will 
add an error to the phase angle measurement and make subsequent data 
analysis more complicated. Third, Fourier transformation of the data 
is sensitive to the distortion, even if the effect is small, of the 
harmonics of the signals caused by the nonlinearity of photomultipliers 
or other optical detectors. Photomultipliers, including the most 
generally used detectors, have unfortunately shown a lack of such 
properties so that an additional electric circuit^^ to compensate the 
nonlinearity becomes necessary, although the adjustment of circuit 
elements is critical and dependent on the individual tube. Finally, 
the calibration of the system, for which several improved methods had 
been suggested,3^-37 jg tedious and time-consuming and should be dealt 
with carefully. 
3.3 Rotating Polarizer and Analyzer Type (RPA) 
Azzam^B suggested synchronously rotating both the polarizer and the 
analyzer. If the ratio of the angular speed of P to that of A is 
three, i.e., P = wt and A = 3(ot, the intensity of light reaching the 
window of the detector will be 
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4 
I = EQ + Z (aj^ cos2noot + sin2noot). 3.19 
n=l 
The lack of a clear explanation of each coefficient of the above 
equation makes us go back to study Eq. 3.8 again, in which it is found 
that if we let the rotation angle A = 2P we will have 
I = go + 81 cosA + g2 cos2A + gg cos3A, 3.20 
where all gj >0, 
go = 2n (1 + PqZ), 3.21 
Si = 11 (3 - + 2po cosA), 3.22 
g2 = 2n (1 - Po2), 3.23 
g3 = n (1 + Po^ - 2po cosA). 3.24 
Then 
61 - 82 - 83 
cos A = , 3.25 
[(gl + gsXgi + g3 - 2g2)]% 
(gl + g3 - 2g2)% 
tan^ = Pq = , 3.26 
(gl + g3) 
I = ^max' as P = A = 0, 3.27 
I = Ijnin = 0, as F = 90°, A = 180°. 3.28 
The advantages of the rotating-polarizer and -analyzer type are 
obvious. Since optical parameters can simply be obtained by only 
measuring the amplitudes of the three AC components of light intensity, 
the DC signal error and phase shift correction can be: eliminated. The 
three AC amplitudes can be simply measured by three filters with a 
certain band width. If these filters are designed to have a flat band 
window, a small shift in polarizer and analyzer frequency can be 
allowed. As seen below, in this system by using a feedback control 
technique the effect of nonlinearity of the photomultiplier on each 
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component gj is actually so small, of the order of 10"'^, that it can be 
neglected. Without the light-shielding box, the experiment can be done 
in a semidark room. After alignment of the optical system has been 
finished, the calibration of the system is in principle self-
accomplished by the straightforward satisfaction of Eqs. 3.27 and 3.28. 
The main problem of the RPA type is that the rotating polarizer sees 
the slight polarization of the light source after its emergence from 
optical devices, e.g., reflection mirrors and the monochromator. The 
way to reduce errors from this source is to place a depolarizer or an 
achromatic quarter-wave retarder in front of the polarizer before 
letting the beam go through it.25 a related problem is that the 
rotating analyzer will exert an effect on a polarization-sensitive 
photocathode. This effect, of the order of 10"^ in this system, has 
been neglected, although a depolarizer can be inserted between the 
analyzer and detector to reduce the error.25 
In this experiment, we have set up a RPA type ellipsometer to get 
the data we wanted. 
3.4 Experimental Equipment 
3.4.1. Optical System 
The optical system is shown schematically in Fig. 3.1. Continuum 
light sources are a high-pressure 75-150-W Xe short-arc lamp and a 100-
W quartz halogen filament lamp in the 1.5-5.5- and 1-3-eV ranges, 
respectively. A GM 252 high-intensity quarterraeter grating 
monochromator, with a spectral dispersion of 3.3 nm/mm for a standard 
1180-line/mm grating blazed at 240 nm, was used to produce quasi-
1 
TOOTH RATIO 
Fig. 3.1. Schematic diagram of the optical system of the RAP elllpsometer. 1. 
Photomultlpller. 2. Aperture. 3. Focal lens. 4. Cogged pulley. 
5. Analyzer. 6. Timing belt. 7. Sample. 8. Polarizer. 9. 
Quartz 1/4 X retarder. 10. Spherical mirror. 11. Front mirror. 
12. Honochromator. 13. Lamp. 14. Bearing pulley. 15. Motor. 
16. Shaft. • = 68 ± 0.1° 
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monochromatic light. Two glass color filters, with threshold 
wavelengths of 6200 and 4200 Â, respectively, were used to block, the 
second-order radiations from the monochromator. After being focused by 
a spherical mirror of 0.25-m focal length, the light beam was passed 
through an achromatic quartz rhomb-type-F^^ quarterwave retarder that 
has a phase retardation of 90 ± 0.3° in the visible spectrum range and 
will be able to reduce or eliminate the effect of the source 
polarization on the polarizer as mentioned above. Since crystal quartz 
Rochon prisms produce a minor deviation for the center-transmitted 
light beam and exhibit a superior spectral response with respect to 
calcite prisms, they were used for both the polarizer and analyzer 
prism. Since that Rochon prisms are essentially beam-splitting devices 
in which one incident beam is split into two beams with one beam 
undeviated and the other beam deviated by an angle of ~ 2°,40 two 
apertures, as indicated in Fig. 3.1, were provided in such a way that 
the deviated beams were completely blocked and the center beam was 
entirely passed through. The incident angle was fixed at 68 ± 0.1°. 
For detectors, we used a photomultiplier, an EMI 9659QB with an S20 
response and an Amperex 150CVP with an SI response, in the 1.5-5.5- and 
1-3-eV regions, respectively. A single Bodine NCH-34 synchronous motor 
was used to rotate the polarizer and analyzer. It was driven at 51 Hz 
by an AC power supply, Invertron model 161T with a 855T series 
oscillator that maintains a 0.005% frequency accuracy and a 5-ppm 
frequency stability. To produce a synchronous rotation of both the 
polarizer and analyzer prisms, two cogged pulleys with a tooth ratio of 
2:1 were used so that the angular speeds were 51 Hz for the analyzer 
and 25.5 Hz for the polarizer, respectively. They were driven with 
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precise timing belts which have minimum backlash features, as shown in 
Fig. 3.1. The reason for the frequency choice was a consideration of 
the mechanical speed limitation and the elimination of interference 
effects from the 60-Hz line frequency. Each prism barrel, onto which 
the hollow-bored pulley was properly mounted, was accurately fitted 
into a pair of high-speed ball bearing housings to ensure smooth 
rotation. Two long metal arms, made of square aluminum tubes with 
milled surfaces, could move around an angle-divided round plate, on the 
center of which the sample was mounted. These supported the detector 
and optical elements such as the mirror and prisms, etc. Finally, the 
whole system was mounted firmly on an optical vibration-isolation table 
of size 48 in. x 72 in. 
3.4.2. System Alignment 
At the beginning, the two arms were moved to parallelism, i.e., set 
at 180°, and a He-Ne laser beam with a spot size of - 2-mm diameter was 
used for the alignment of the optical path by alternately adjusting the 
plane and spherical mirrors as indicated in Fig. 3.1. Then the laser 
beam was replaced by the normal source. The next step was to adjust 
rotationally the retarder when one of the two prisms was temporarily 
removed and the remaining one was rotated by the motor so that a 
retarder position was found at which the AC signal from the 
photomultiplier had its minimum value, being less than about 0.3% of 
the normal DC level in the whole spectral range. This residual signal 
was primarily the slight polarization sensitivity of the detector. 
Then the prism that had been removed was replaced, the arm which holds 
the polarizer prism and focusing mirror was fixed and another arm which 
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Fig. 3.2. Schematic diagram of the electric measurement system 
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holds the analyzer prism and photomultiplier was moved to 136° from the 
other arm, giving an angle of incidence in the sample of 68°. Since 
the distance from the sample to the photomultiplier was ~ 550 mm and 
the diameter of the aperture of the photomultiplier was ~ 2 mm, the 
deviation of the incident angle would not exceed + 0.1°. 
3.4.3. Electrical System 
The electrical system is shown in Fig. 3.2. Since the rotational 
speed of the analyzer was 51 Hz, according to Eq. 3.20 with A = w^t, 
the output signal of the photomultiplier would contain a DC signal and 
three AC components with frequencies of 51, 102, and 153 Hz, 
respectively. Before the photomultiplier signal went to the variable-
gain preamplifier, the DC component was first sent to a circuit for 
feedback-controlling the high voltage supply of the photomultiplier to 
keep the DC level at -1.0 V in the entire spectral range. The signal 
consisting only of AC components came from the preamplifier, and it was 
immediately processed by three high-Q filters to sift out those single-
frequency signals. Then amplitudes were read by an Apple II Plus 
computer through a precise 12-bit A-D converter interface. The 
computer was used here not only for the purpose of effectively 
processing the data but also to provide signals to a stepping motor to 
control the monochromator drum. The whole system could be operated 
completely automatically, from accurately measuring data to plotting 
quickly the required optical parameters in the complete spectral range. 
The data points were taken at 0.01- and 0.02-eV intervals in the IR and 
visible range, respectively. 
The electric feedback circuit to control the high voltage on the 
.25/iF 
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PHOTOMULTI PLIER 
Fig. 3.3. Diagram of the feedback circuit'to control the high voltage on 
the photomultiplier 
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photomultiplier is indicated in Fig. 3.3, where the operational 
amplifier uA741 acts as a low-pass filter with unity gain to remove the 
AC component. Since the voltage at point B that follows after point A 
is a negative 1.0 V and the operational power supply in succession 
requires a null voltage input, the internal 6.2-V positive source in 
the power supply was used to give the voltage level a shift. The 
resistor R could be adjusted to ensure a -1.0-V DC potential at A. By 
this completely negative feedback control loop, when the potential at A 
goes up, the level at B will go up too, and on the contrary, the high 
voltage at C will go down so to decrease the anode output. Eventually, 
an equilibrium state is reached to keep the voltage at A constant. 
One of the three electric filter circuits, through which the three 
values that were proportional to the amplitudes of three AC components 
were obtained, is exhibited in Fig, 3.4, where metal film resistors 
with good temperature stability were used and high quality polystyrene 
capacitors C were chosen with values of 0.056, 0.033, and 0.018 pF, 
respectively. Although the AC power supply, by which the motor was 
driven, presented the feature of an extrahigh stability in frequency, 
it was still hard for the prisms to avoid producing a small random 
speed shift in view of the fact that the rotating system was operated 
in an open loop condition. Therefore, it was required that the filter 
had to be designed to have a feature of a narrow flat window which was 
accomplished by six operational amplifiers, A1-A6, as indicated in Fig. 
3.4. Actually, A1-A3 and A4-A6 are two separately active biquad band­
pass filters with high stability,41;42 ^nd have Q value of 20, values 
of 20, respectively. By very carefully adjusting resistors R1 and R2 
to let the frequency of each filter shift a little above and below the 
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•vs\ 
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20K 20K 20K 
2K 
2K 
Fig. 3.4. Diagram of the electric filter circuit; A1-A3 and A4-A5 are two 
active biquad filters; A7-A9 acts as a precise rectifier; AlO-
All forms a double low pass filter to eliminate the residual AC 
ripple 
V 
f(HZ) 153 102 
V 
0 51 102 153 f(HZ) 
Fig. 3.5. Frequency response patterns of filters that have narrow flat 
band pass windows. Shaded areas indicate the neighboring 
channel interference that has been corrected in the program 
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center frequency as seen in Fig. 3.5, we realized filters which had the 
anticipated flat band window property with a window width being ~ ± 
1.0% of the center frequency. The interference of neighboring 
channels, as shown in Fig. 3.5, was about a few thousandths of the 
signal peak value, which was corrected in the program. A7-A9 acted as 
a precise rectifieras to give a DC signal output. The residual AC 
ripple was removed by AlO-All which form a double low-pass filter. 
Finally, the small gain difference existing among these three filters 
had also very carefully been readjusted in the program, although the 
resistor R3 had been used for giving a rough 1.25 gain preadjustment. 
The three filters have been tested for short- and long-term stability 
and shown a gain stability better than ±0.3%. 
3.4.4. Correction of Optical Activity Effects 
Although the Rochon prisms of crystal quartz offer a high optical 
efficiency advantage over calcite prisms, they are optically 
active.37*44,45 After considering this effect, the expression for the 
electric field in Eq. 3.8 will be changed slightly to 
Ef = (1 Iya) 
ts 0^ 
.0 rp. 
'cosP -sinP' 
jsinP cosP, 
\ 
' 1 ' 
)
.i Yp, 
'cosA sinA' 
,-sinA cosA, 
= Efo + ÛE, 
where EfQ is the original expression in Eq. 3.8 and 
ÛE = i Y (cosA sin? - cosP sinA)(rg + rp) E. 
Since the optical activity coefficient YA « 1 and has a measured 
dispersion, 
YA = 0.0010 (hv/eV), 3.31 
we can take its first order approximation and also let YA = Yp = Y» 
3.29 
3.30 
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Then we will have 
I « |Ef|2 = lo + AI, 3.32 
where IQ is the original term in Eq. 3.20 and AI is a small additional 
term arising from the optical activity, 
AI = g4 (sinA - sin2A), 3.33 
g4 = - SlriYPo sinA. 3.34 
Thus, with respect to Eq. 3.20 the resultant current is 
I = go + gi' cos(A +01)+ g2' cos(2A + 82) + gg cos3A, 3.35 
where 
/ 9 0 lA G4 
S i  = (gl + g4^)% =gi + 1 3.36 
2gi 
S2' = (S2^ + 84^)* =82 + • 3.37 
2g2 
We will have approximately the reduction terms as 
24^  64^  
gl = gl' = gl' , 3.38 
2gl 2gi' 
g4^  g4^  
g2 = g2' = g2' » 3.39 
2g2 2g2' 
where, with respect to Eqs. 3.21-3.26 and Eq. 3.34, 
g4^ = 4Y^ (gl' + g3)(gi' + gj - 2g2') sin2A', 3.40 
gl'- g2' - g3 
cos A' = . 3.41 
[(gl' + g3)(gl' + g3 - 2g2')]% 
The coefficient corrections of the two AC components, which were 
affected by the optical activity of crystal quartz prisms, have been 
made in the program, although these effects in most cases were about a 
few thousandths of the measured coefficient value. 
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3.4.5. System Calibration 
The system calibration that takes only a few minutes has become 
quite simple. At the beginning, a test sample was used for the optical 
path alignment, and the azimuth angles of the polarizer and analyzer 
prisms were roughly put at 90 and 180°, respectively. Then these two 
azimuth angles were alternatly adjusted to let the measured light 
intensity be a minimum with a fixed high voltage on the 
photomultiplier. After that, the timing belts were locked and a 
position mark could be made on one of the prisms. Later, every time 
when we change samples the only thing we need to do is to rotate the 
prisms to that marked position and then slightly adjust the new 
sample's azimuth angle to find the incident plane which gives a minimum 
signal. On this basis, the system can be said to calibrate itself. 
3.4.6. Results 
Fig. 3.6 shows real test signal wave forms directly from the 
photomultiplier. The sample was a gold film about 1000 Â thick that 
was evaporated onto a Si02 substrate at room temperature in a vacuum of 
10"^ Torr at a rate of 12 A/s. The pictures in (a) were taken using 
6000 and 4000 A wavelengths, respectively. After the coefficients of 
those three AC components were measured, the curves were reproduced by 
the computer, using Eq. 3.20. They are shown in (b) and are clearly 
consistent with the original patterns shown in (a). The differences 
between the curve contours at those two different wavelengths are also 
obvious because the elliptically polarized states are strongly 
dependent on the incident photon energy. 
The real and imaginary parts of the complex dielectric function. 
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X m 6000 A, I s IQ -f 0.645 coscjt + 0.085 cos2wt + 1.058 cos3wt 
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2a 
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2b 
X - 4000 A, I = In + 1.695 cosut + 0.940 cos2wt + 0.864 cos3wt 
Fig. 3.6. Signal forms for the Au film sample at two different 
wavelengths. The pictures in part (a) were taken on the 
oscilloscope; the curve forms in part (b) were reproduced by 
the computer after the three AC components were measured 
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Fig. 3.7. Complex dielectric function of the Au film sample with a 
comparison to other authors' results 
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mainly due to the contribution of interband transition within the 
photon energy range of 1.5-5.5 eV, have been shown in Fig. 3.7. They 
are in good agreement with other authors' results46,47 in conditions of 
nearly identical sample preparations. In the ££ spectra, the prominent 
peaks around 3.0 and 3.8 eV and a weak shoulder at ~ 4.5 eV, which had 
previously been interpreted in the literature,^ j-g attributed to 
the transitions of L3 -* L2' (d band to Fermi level), L2' •* and X5 -> 
X4' in the Brillouin zone, respectively; and the anomalous low energy 
weak structures, which bear a resemblance to those that Thèye^^ also 
observed, may be due to the effect of dipole matrix elements on the 
Drude parameters for the nonparabolic bands in noble metals. This will 
be discussed later. 
A compound semiconductor, CdTe, crystallizing in the zinc-blende 
structure and having a <111> surface, also was measured in the 1.5-5.5-
eV range as a test sample. Before being measured, the sample was 
etched in l-vol% bromine in methanol to strip the oxide layer from the 
surface. Since the bromine-methanol treatment caused a damaged Te-rich 
layer on the surface, which depended on the etching procedure, a 
discrepancy in spectra could occur, although the energy peak positions 
were less effected by the chemical processing.2% The dielectric 
functions obtained are shown in Fig. 3.8, where the exciton absorption 
edge49;50 at ~ 1.5 eV and the higher interband critical point 
transitions, labeled E^, Ej + ûj, and E2, are clearly identified. 
Following the assignment of Vina et al.^^ and Chadi et al.,51 the E^ 
and spin-orbit splitting + Aj edges, along the A direction in the 
Brillouin zone, are due to M^-type critical point transitions, a y\g 
conduction band ^ Ag valence band and a )\g conduction band A4,5 
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3.8. Complex dielectric function of the CdTe crystal sample. The 
critical point energies of Ej, and E2 can be identified 
clearly 
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valence band, respectively. The M^-type critical point transition E2 
occurs in an extended region of K space close to the X point combined 
with regions near the {110} and {100) directions. The peak values we 
obtained for Ej, and E2 are 3.30, 3.82, and 4.98 eV, 
respectively, which are consistent with other authors' 
experimental22'50 and theoretical^^ results. 
3.4.7. Systematic Errors 
The sources of systematic errors in rotating-element ellipsometry 
have been discussed by many authorsl^'^^,52-55 the past. For our 
system, some errors, e.g., the optical activity of the Rochon prisms, 
intrinsic nonlinearity of detectors, dark current, phase shift, system 
calibration, and the partial polarization of the light source, etc., 
have been overcome or reduced to quantities that can be safely 
neglected as discussed above. Others, however, still remain, such as 
the effect of stray light, transient intensity fluctuations and arc 
movement of the Xe lamp, small drifts in motor speed, the sensitivity 
to polarization of the photomultipliers, and the noise coming from the 
electric circuits and A-D converter, etc. Most of those errors will 
cause random scatter in the measured data. We have been reasonably 
convinced that the total accumulated error in the normal situation will 
be within ~ 1.0%, which corresponds to the typical reproducible errors 
of the system as shown in Fig. 3.9. This shows the relative difference 
in two successive spectral scans on one sample, with the sample removed 
momentarily between scans. 
On the other hand, in terms of Eq. 2.20 if the p value of the 
material is measured close to -1 or 1, i.e., tan^ = 1 and 6 = 0 or -
40 
A 
Fig. 3.9. Relative difference in |e| and R from two successive scans on 
an Au film 
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180°, a large uncertainty in dielectric functions will arise in view of 
the equation^ 
SCg 4(1 + cos^<(>) 4 
5<|) 5p. 3.42 
Eg sin2* 1 - p2 
In these cases, therefore, a multiple reflection method or a retarder 
must be used in order to reduce the error. 
The effect of nonlinearity of the photomultiplier in this system 
can be neglected. The origin of such an effect is mainly from the fact 
that the voltage across a dynode resistor will drop a little when 
dynodes draw current from the resistor chain, resulting in a small gain 
loss. Since the current of the last stage is largest, the nonlinearity 
depends strongly on Ig/Ij, the ratio of anode current to dynode 
current. The ways to reduce this error are to let Ig/Ij be very small 
or to try to keep Ij constant, i.e., preventing the additional dynode 
voltage drop as the light intensity increases. The latter can be 
achieved by using a voltage supply which has a time constant longer 
than the signal period or by using a feedback control technique. For a 
photomultiplier with N stages and a linear dynode resistor chain, the 
gain of the nth stage, S^, is given by34,56 
5n = b(Vn)g = b[Vs/(N + l)]g, 3.43 
where is the voltage across the resistor of the nth stage, Vg is the 
total supply voltage on the photomultiplier, and b and g are 
characteristic constants of the photomultiplier. The overall gain G 
can be written as 
N 
G = n = bN[Vg/(N + 1)1%. 3.44 
n=l 
Therefore, the deviation of the gain arising from the change of the 
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voltage 
ÙG AVg 
— = Ng . 3.45 
G V3 
For SbCs (EMI 9659QB) and AgMgO-Cs (Amperex 150CVP) dynode materials, g 
will be between 0.7 and 1.0.^6 in this system, since the DC component 
of the anode current was kept at a constant value of 20 yA by the 
feedback control circuits as mentioned above, Ig/Ij was less than 0.1 
in the whole spectral region. The total stage number N is 11 and 10 
for the 9659QB and the 150CVP photomultipliers, respectively. By 
measuring ÛVg/Vg and assuming g takes its maximum value of 1.0, we 
found that ÛG/G is < 3 x lOr^ and 2.5 x 10"^ for the 9659QB and 150CVP 
photomultipliers, respectively, so that the effect of the 
photomultiplier nonlinearity Can be safely neglected. 
Several ways can be considered to improve the system in the future. 
Since the DC component need not be measured, semiconductor detectors 
with their lower sensitivity to polarization can be used to replace the 
regular photomultipliers. In place of using active filters, new high-
quality commercial digital filters^? may be used for signal processing. 
Furthermore, we can get the three AC components without filters, using 
Fourier transformation of entire signal by the computer after sampling 
the wave form. As for the motor, it will not be very difficult to use 
an analog or digital feedback control technique to keep the stability 
of the motor speed under 0.1%. 
In the following chapters, we will discuss several experiments by 
using the ellipsometric technique mentioned above. 
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4. THE EFFECT OF LIQUIDS ON THE DRUDE DIELECTRIC FUNCTION 
OF Ag AND Au FILMS 
Gugger et al.58 recently reported a remarkable, apparently non­
local, interaction between the conduction electrons in silver and a 
"dielectric liquid in contact with one surface of the Ag film. They 
measured the dielectric function of two semi transparent Ag films by an 
attenuated total reflectance technique. These were fit to the Crude 
expression59, as discussed in Chap. 2, for a free electron gas, 
0^ 2 i(^ 2 
e' = £oo — + —— = Gi +iE2. 4.1 
(tr xoP 
They obtained values of the three parameters Sa, the contribution to 
from transitions at higher energies (core polarization), w^, the plasma 
frequency and x, the scattering time. A better fit the ££ data for 
noble metals can be achieved by using Eq. 2.42^^ 
1 1 
poc?. 4.2 
To 
This probably is best considered an empirical expression at this time 
because experimental values of P and its temperature dependence do not 
often agree well with theoretical values. A frequency-dependent T 
requires that be frequency dependent in order to retain Kramers-
Kronig consistency (causality), although the frequency dependences of T 
and of oip need not occur in the same spectral region. Gugger et al. 
then immersed each film in a liquid of different refractive index and 
repeated the measurements. From the dielectric functions obtained for 
the Ag (with consideration of the liquid's refractive index in the 
Fresnel equations), they found values of Tg and which were larger 
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than those obtained without the liquid and values of g which were 
smaller. They concluded tentatively that this was a genuine 
microscopic effect; the properties of the conduction electrons within 
the metal and/or their scattering at the interface depend on the 
refractive index of the adjacent liquid. 
Weber^O suggested that the effect arose from the neglect of a 
contamination layer on the air-exposed films. Gugger et al. 
responded^l that consideration of such a layer modified the parameters, 
but still left the changes described above. In the following we use a 
different measurement technique, ellipsometry, and opaque films to 
verify the data of Gugger et al.58 for Ag, and show a similar effect 
for Au. We then show that the effect also occurs for a film evaporated 
on a hot substrate, i.e., a film with larger crystallites. We show 
that the effect of a liquid is different for single crystal surfaces of 
Ag and Au. These results strongly suggest that the liquid penetrates 
the grain boundaries to some extent. We model this an effective medium 
and find a good fit to the data. Thus, there is no need for an 
interaction between the liquid and the conduction electrons to explain 
the data. 
4.1 Sample Preparation 
Samples were opaque films of 99.99% Ag evaporated at a rate of 60-
90 A/s at a pressure of 10"^ Torr onto quartz substrates held at room 
temperature or at 350°C. Thicknesses ranged from 1700 to 2700 A. A 
(100) Ag single crystal face, polished, then chemically polished^Z, and 
a polished, unetched single crystal of Au were also used. Grain sizes 
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were estimated from SEM micrographs to be up to ~ 10,000 A for the Ag 
film condensed on the hot substrates, and up to ~ 1,000 Â for Ag and Au 
films condensed at room temperature. The samples were held in a cell 
with fixed windows, whose effect on the measurements was much smaller 
than than the effects studied. The cell was also used for the 
measurements in air. 
4.2 Measurements 
Measurements were carried out in the 1-3-eV region as mentioned in 
the previous section. The procedure for measurements was to make six 
or seven films at the same time. Each was measured in air before 
immersing in the liquid. If any one film had an apparent dielectric 
function significantly different from the others, it was rejected. 
(This sometimes happened for films on substrates mounted at one side of 
the bell jar, with the atomic beam incident far from normal.) The 
apparent dielectric functions, measured in air, of all the films used 
fell on the same line in Figs. 4.1 and 4.2. Scatter among films 
prepared simultaneously was far less than the effects observed by 
covering the surfaced with liquids. Each film was then measured when 
immersed in one liquid. The liquids used were water (n = 1.33), 
toluene (n = 1.51), and fluorocarbons with refractive indices of 1.42 
and 1.60.63 Some of the films were allowed to dry and were then 
remeasured in air. All the films evaporated onto room-temperature 
substrates were altered by the immersion in liquid, for the resultant 
apparent dielectric function after drying was always between that 
obtained originally in air, and that obtained under immersion. The 
failure to "dry out" preclude using one film for more than one 
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immersion. Films evaporated onto a substrate at 350°C and the single 
crystals had their original dielectric functions when remeasured after 
air drying. In obtaining e from the measurements, the dispersion of 
the refractive indices was considered. The liquid of refractive index 
1.60 was not stable in air and gradually turned yellow upon use. Fresh 
liquid was used frequently, but some errors appeared to arise from the 
aging of this liquid. 
From the measured and 82, we obtained the Drude parameters 
following the analysis of Gugger et al. The relaxation time T was 
obtained as = (oe2/(e«o - Gi). Gm and cc^ were obtained from a least-
squares fit of G^ vs. X^. Least-squares fits of [T(w)]vs. oc? gave 
Tg and g. 
Our measurements differ from those of Gugger et al. in two 
principal ways. First, a different measurement technique was used-
Second, the liquid-metal interface in our case was the interface of 
incidence, where the field of the measuring beam is larger than at the 
interface used by Gugger et al. If there is a real microscopic effect, 
it should be more prominent. 
4.3 Results 
Fig. 4.1 shows Gj vs. for Ag films evaporated on a room-
temperature substrate immersed in liquids of different refractive 
indices. Some data from Gugger et al.58 are also shown. A similar 
effect was obtained for Au films evaporated on a room-temperature 
substrate. Similar data are shown in Figs. 4.2 and 4.3 for Ag films 
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Fig. 4.1. Real part of the apparent dielectric function of Ag vs the 
square of the wavelength for samples measured in fluids of 
different refractive indices. Films condensed on substrates at 
room temperature. The circles and crosses are data on two 
films from Gugger et al.58 measured in air 
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Fig. 4.2. Real part of the apparent dielectric function of Ag vs the 
square of the wavelength for samples measured in fluids of 
different refractive indices. Film condensed on substrates at 
350»C 
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Fig. 4.3. Real part of the apparent dielectric function of Ag vs the 
square of the wavelength for samples measured in fluids of 
different refractive indices. A single crystal 
Table 4.1. Apparent Drude parameters for immersed silver and gold 
Sample nominal £» 
CM 
To 9 
refrctive 
index of ( 1 0 3 2 s - 2 )  ( 1 0 - 1 4 s )  ( 1 0 l 4 s - l ( e V ) - 2 )  
fluid 
Ag 1.00 2.63 1.738 1.66 0.150 
(film,room 1.33 3.13 1.857 2.39 0.229 
temperature 1.42 3.64 1.924 2.66 0.246 
substrate) 1.51 9.74 2.828 0.44 -0.005 
1.60 11.31 3.142 0.25 0.090 
Ag 1.00 1.20 1.552 0.702 0.181 
(film, 350°C 1.33 1.31 1.646 0.535 0.170 
substrate) 
Ag 1.00 -0.582 1.220 1.03 0.244 
(single 1.33 2.878 1.918 2.20 0.124 
crystal) 1.42 3.022 1.878 1.51 0.123 
1.51 2.573 1.787 0.934 0.188 
1.60 3.283 1.840 1.35 0.299 
Au 1.00 7.76 1.651 1.618 0.187 
(film, room 1.33 8.71 1.846 1.323 0.160 
temperature 1.42 9.17 1.905 1.072 0.083 
substrate) 1.51 9.65 1.976 0.997 0.090 
1.60 10.30 2.039 0.676 0.011 
Au 1.00 6.14 1.468 1.277 0.203 
(single 1.33 7.87 1.785 1.206 0.184 
crystal) 1.42 7.84 1.784 0.998 0.240 
1.51 9.18 2.004 0.974 0.129 
1.60 10.07 2.099 0.763 0.155 
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evaporated on 350°C substrates and for a single crystal of Ag, 
respectively. It is obvious that the effect of the liquid is similar 
for the smaller-grained films of Fig. 4.1, and the larger-grained film 
of Fig. 4.2. The effect of the liquid is not monotonie with increasing 
liquid refractive index for the single crystal of Ag and for the single 
crystal of Au as seen in Table 4.1. 
The scattering rate, WE2/(Go» - e^), is plotted similarly in Figs. 
4.4-4.6. The data shown in Figs. 4.1-4.6 are least-squares fits to the 
measured spectra, which consist of points taken every 0.01 eV. The 
random scatter about the fitted lines is small compared to oscillation 
of the data about the lines, of the order of 25% in TT^ and a few 
percent in which we believe to be genuine, not an instrumental 
effect. It is roughly periodic in (hv)^, and can be seen in the data 
of Parkins et al.G4 and Johnson and Christy^^ for Cu, Ag and Au. This 
will be discussed below. 
The parameters extracted from the least-squares fits are shown in 
Table 4.1. The data for the Ag single crystal measured in air are 
unphysical in that Sœ is negative and is too low. Upon immersion in 
liquids, more reasonable values are obtained. The reason for this is 
that the Ag surface probably is still covered with a film of oxide, 
because the chemical polish consists of an oxidation in the first 
solution, followed by reduction of the oxide in the second. Silver 
oxides should be transparent in our spectral region, with a refractive 
index of 1.4 to 2.0. Thus, to extract the true Drude parameters, we 
should model the material as silver covered with an oxide layer, not as 
bulk silver. Upon immersion in any liquid, a better impedance match is 
achieved and the effect of the overlayer is diminished. Because of 
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4.4. Apparent scattering rate for Ag, determined from the imaginary 
part of the apparent dielectric function, vs the square of the 
photon energy for samples measured in fluids of different 
refractive Indices. Films condensed on substrates at room 
temperature. The circles and crosses are data on two films 
from Gugger et al.^® measured in air 
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Fig. 4.5. Apparent scattering rate for Ag, determined from the imaginary 
part of the apparent dielectric function, vs the square of the 
photon energy for samples measured in fluids of different 
refractive indices. Film condensed on substrates at 350°C 
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Fig. 4.6. Apparent scattering rate for Ag, determined from the imaginary 
part of the apparent dielectric function, vs the square of the 
photon energy for samples measured in fluids of different 
refractive indices. A single crystal 
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such a layer, one could argue that the interaction between the 
conduction electrons and the liquid is diminished by the intervening 
oxide layer, but we believe our case does not rest on the single 
crystal data alone. (We can estimate the oxide thickness by comparing 
the ellipsometric results for the crystal measured in air with those 
expected for clean bulk Ag (using below) using an expression from 
Ref. 2. The result is that d(A) = 35n^/(n2 - 1), with n, the oxide 
re f r a c t i v e  i n d e x .  I f  n  =  1 . 4 1 ,  d  =  7 0  A . )  
The gold films show an effect of the ambient liquid similar to that 
of Ag films, an increase in and a decrease in g as the refractive 
index of the liquid increases, the same effect observed by Guggef et 
al.58 The Au single crystal shows parameters that shift non-
monotonically with liquid refractive index, as did those of the Ag 
crystal. A film of AU2O3 can account qualitatively for this effect, 
but AU2O3 is absorbing.66 its dielectric function is not known below 
1.5 eV, making an estimate of the film thickness difficult. 
4.4 Discussion 
Our data can be explained by the presence of grain boundaries, 
which can be infiltrated by the liquid. The outer region or the entire 
film should then be viewed as a composite medium, modeled below. The 
medium consists of Ag and a fluid, either air or a liquid. The change 
in the optical properties of this layer due to using a fluid with a 
different refractive index account for the observed changes in the 
apparent dielectric function, or pseudo-dielectric function <e>, of the 
assumed homogeneous sample. After removal from the liquid, not all of 
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the liquid may leave the region between grains and the optical 
properties do not return completely to their original values. It is 
possible that when the liquid penetrates along the grain boundaries, it 
does not displace all of the air in the grain boundaries, in which 
case, we must consider a three-component composite medium. There 
should be a greater volume of grain boundary in the film evaporated 
onto room-temperature substrates than in those evaporated on substrates 
at 350°C. The single crystal surfaces should have no grain boundaries, 
but in our case, they are covered with an oxide layer of unknown 
morphology. 
We first modelled the system the following way. We assumed the 
entire region of the film sampled (the optical penetration depth is 
only 100-140 Â) is a composite medium, composed of a volume fraction f^ 
of silver of dielectric function and a volume fraction fg of fluid 
of known real dielectric function n^, with f^ + fg = 1. We cannot use 
our crystal data for because of the oxide layer, and we chose not to 
use literature values, the best of which in our spectral region may be 
those of Winsemius.67 Me thus treated as unknown. We measured <e>. 
We used the Bruggeman effective medium model,68 shown by Aspnes et 
al.69 to be the most appropriate. This model treats both components on 
an equal footing, neither one being the host for the other. The host 
is the effective medium. The dielectric functions are related by 
- <6> n^ - <G> 
fA + = 0- 4.3 
+ 2<s> n^ + 2<e> 
The three unknown were found by evaluating the real and imaginary parts 
of Eq. 4.3 twice at each photon energy, once for each of two fluids. 
The result was a spectrum of G^, the dielectric function for bulk 
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metal, and a value for fg, which should be the same for each photon 
energy. We did this for four data sets from the Ag films evaporated on 
room temperature substrates, using the measurements in air and in one 
liquid for each liquid, and similarly for the one data set pair for the 
Ag films evaporated on a substrate at 350°C. The resultant volume 
fractions were quite wavelength-independent, and the Drude parameters 
for the resultant silver dielectric functions were more nearly the same 
for all data sets than those in Table 4.1. They still shift with 
increasing n, but to a lesser extent than the values in Table 4.1. 
This suggests that the model, which is physically reasonable, gives a 
quantitatively better explanation of our data than the use of a 
homogeneous medium. We could use these data in the Bruggeman model 
and obtain <e> spectra rather close to all of the data sets we measured 
on the films. 
A more realistic model, but with an additional parameter, was then 
used. It was assumed that the liquid occupied a volume fraction fg and 
the air a volume fraction fg within the penetration depth, with f^ + fg 
+ fQ = 1. A third term was added to Eq. 4.3, and the real and 
imaginary parts Of the equation evaluated twice, once for data taken in 
air and once for data taken with a liquid. Values of fg and fg, and a 
spectrum of were obtained. The fit was not sensitive to the 
individual values of fg and fg, but it was sensitive to their sum, 
i.e., to fy^. Only the sum is shown in Table 4.2, along with the Drude 
parameters obtained from this fit for all Ag and Au films. We present 
these as our best representation of the dielectric function of pure 
bulk Ag and Au in this spectral region for our data taken on films. 
Table 4.2 also shows the Drude parameters extracted by Winsemius^? from 
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4.7. Drude parameter (plasma frequency) for Ag films plotted as a 
function of the refractive index of the ambient medium. The 
crosses are the original data (Table 4.1) and the circles are 
the fit for the metal using the Bruggeman effective medium 
model (Table 4.2) 
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Fig. 4.8. Drude parameter (plasma frequency) for Au films plotted as a 
function of the refractive index of the ambient medium. The 
crosses are the original data (Table 4.1) and the circles are 
the fit for the metal using the Bruggeman effective medium 
model (Table 4.2) 
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Fig. 4.9. Drude parameter (0) for Ag films plotted as a function of the 
refractive index of the ambient medium. The crosses are the 
original data (Table 4.1) and the circles are the fit for the 
metal using the Bruggeman effective medium model (Table 4.2) 
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Fig. 4.10. Drude parameter (3) for Au films plotted as a function of the 
refractive index of the ambient medium. The crosses are the 
original data (Table 4.1) and the circles are the fit for the 
metal using the Bruggeman effective medium model (Table 4.2) 
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Table 4.2. Drude parameters for bulk Ag and Au from film data 
Sample data set <^2 To 3 fs+fc 
(1032s-2) (10-14s ) (10l4s-l 
(eV)-2) 
Ag air, n = 1.33 2.94 1.813 1.669 0.107 0.013 
30°C air, n = 1.42 3.38 1.861 1.664 0.101 0.017 
substrate air, n = 1.51 5.47 2.144 1.667 0.079 0.057 
air, n = 1.60 6.65 2.356 1.701 0.074 0.091 
Ag air, n = 1.33 1.56 1.594 0.705 0.176 0.011 
350°C 
substrate 
Ag bulk polycryst® ._b 1.77 0.86 .-b 
Ag filmf 2.4 1.894d 4.65 0.134 • 
Au air, n = 1.33 8.12 1.762 1.558 0.181 0.043 
30°C air, n = 1.42 8.00 1.775 1.661 0.204 0.053 
substrate air, n = 1.51 8.23 1.789 1.560 0.181 0.051 
air, n = 1.60 8.23 1.765 1.527 0.171 0.039 
Au bulk polycryst® .-b 1.690 0.61 0.063 , 
film® 8.13 1.79 20.0 0.204 • 
^Data and analysis from Ref. 67. 
^Not reported. 
CQata and analysis from Ref. 70. 
^This gives almost the free-electron effective mass (m* = 0.99). 
®Data from Ref. 46 and personal communication. 
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his data on bulk polycrystalline samples, those of Beach and Christy^O 
extracted from data on Ag films, and parameters we extracted from the 
data of Aspnes et al.,46 taken on annealed films, which provide the 
longest relaxation times in the Drude region. The values of and g 
are plotted in Figs. 4.7-4.10 as a function of the refractive index of 
the ambient fluid, both before and after using the effective medium 
modelling. It is clear that for the Au films, the parameters are 
nearly independent of the refractive index of the fluid upon use of the 
effective medium model, and that the dependence upon refractive index 
is reduced for the Ag films. 
A third method of analysis was to assume the liquid penetrated to a 
depth d, but that it completely replaced all the air there. A two-
layer model was used with each layer an effective medium. The volume 
fraction of liquid in the outermost layer was assumed to be the same as 
the volume fraction of air in the lower layer. Solutions for e^, f^, 
and d were very insensitive to the value of d. They centered on d ~ 
100 Â, a reasonable value about the diameter of some of the 
crystallites, and close to the optical penetration depth. 
It can be seen from Table 4.2 and Figs. 4.7-4.10 that the use of 
the effective medium model for the Au films results in essentially 
constant Drude parameters ((i^, g, Tq, and Ea) for all data set pairs 
used. The effect of the analysis is not as dramatic for the Ag films. 
The values of g fall with increasing refractive index of the liquid, 
but only slightly. The increase on with increase on refractive 
index is still present, but the effect is only half as large in Table 
4.2 as in Table 4.1. The fractions of the films occupied by air and 
liquid are also constant for the Au films, while they increase with 
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Table 4.3. Fit of effective medium model to measured data (p) 
Sample index 
Ag n = 1.00 0.002 
30°C n = 1.33 0.005 
substrate n = 1.42 0.006 
n = 1.51 0.029 
n = 1.60 0.072 
Au n = 1.00 0.000 
n = 1.33 0.002 
n = 1.42 0.010 
n = 1.51 0.012 
n = 1.60 0.014 
1 N 
<Tp2 = S (IPi^xPI - |picalc|)2. 
N - 2 i=l 
refractive index of the liquid for the Ag films, an unexpected 
increase. It is possible that the poorer fit for Ag compared with Au 
is a result of slight oxidation of the surfaces of the Ag films, the 
effect of which is lumped in with that of the voids containing fluid in 
our fit. A slightly smaller fraction of voids appears to be present 
for the Ag film condensed on the hot substrate, but the fraction is not 
smaller by as much as might be expected from comparing Figs. 4.1 and 
4.2. We expect the large-grained films to contain a smaller volume 
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fraction of voids, but this appears to be compensated by the increase 
in surface roughness, which, in the model, appears as an increase in 
void volume. Additional modeling of these data, e.g., treating an 
oxide layer^O along with the effective medium model, was not carried 
out. 
The values of in Table 4.2 were used to calculate <e> for 
comparison with the measured values. A similar comparison was made for 
p, the ratio of the reflected fields for p- and s-polarization, one of 
the two ellipsometric parameters as defined in Chap. 2. In this 
spectral region, |p| is very close to unity. The results of these fits 
are shown in Table 4.3. 
In the Drude region, | s| is large and it is not obvious that the 
Bruggeman effective medium theory can be used. Granqvist and Hunderi^l 
have examined this model. They consider waves reflected and 
transmitted by an inhomogeneous slab containing independently 
scattering particles, whose scattering is described exactly by Mie 
scattering. An effective medium model can be used if the same 
refractive index can be used to calculated both the reflectance and 
transmit tance. This requires the (dipole) scattering amplitude to be 
the same in the forward and backward direction, which leads to the 
condition 
k^d^ (e+4) (e+2) 
« 1. 4.4 
15 (2e + 3) 
For I El I » 62, this become approximately k^d^lsil/SO « 1, where k is 
the wave vector and d is the diameter of the scatterer. At 1 ym 
wavelength for Ag, the left-hand side of this inequality is 0.17 x 10"^ 
d^ Spherical particles smaller than 85 Â in diameter keep the 
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left-hand side less than 0.05, but most of our grains are larger than 
this, certainly in the case of the films evaporated on hot substrates. 
This means that higher multipole scattering begins to play a role. 
Another problem with interpreting these data is that in the case of 
the films evaporated on room temperature substrates, the mean photon 
penetration depth is of the order of the electron mean free path, which 
is limited by the small grain size. This maans we are in the weakly 
anomalous skin effect regime. Motulevich^^ had discussed this case, 
and the largest effect is an apparent increase in the imaginary part of 
the free-electron dielectric function. As seen in Eqs. 2.50 and 2.51, 
the true 82 is approximately equal to the measured C2 plus an additive 
term of 
with p the fraction of specular scattering at the surface, and Vp, the 
Fermi velocity. Whenever the grain size is of the order or smaller 
than the optical penetration depth, a correction for the anomalous skin 
effect becomes necessary. It is possible that the spread in values for 
g, discussed in Ref. 58, arises, at least in part, from a spread in 
grain sizes, which give different corrections to ££ varying as &r^. 
The different dependence on w may not be detectable in the limited w 
range frequently employed. We applied the maximum correction of this 
type (p = 0) to the data for Ag given by the first line in Table 4.2. 
This correction produced an increase in the value of P of only 3%, not 
significant in view of expected errors. 
This correction does, however, offer a possible explanation for the 
fact that the value of Tq is smaller for the large-grained film than 
3 
— (1 - p) 
8 
Vp (Jip 
C 60 
4.5 
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the smaller-grained one (both measured in air as in Table 4.1, or from 
Table 4.2). The morphology of the two types of film is very different. 
In addition to the grain size difference, the films condensed at high 
temperature are much rougher. The surface scatter visible light, 
enough to give them a cloudy cast. Despite this, the ellipsometric 
result are not so different,7% except for the values of Tq. If p = 0 
for the films condensed at 350°C, and p = 1 for the films condensed at 
room temperature, the former will have about half the apparent value of 
Tq as the latter. It is difficult to assign a value of p, a priori. 
The difference in surface morphology may alter the effect of the 
liquid. Both films have nearly the same volume fraction of voids, but 
they may be quite different in size and shape. The films condensed at 
room temperature have smooth surfaces and many grain boundaries. Those 
condensed at 350°C have fewer grain boundaries, but a rough surface, 
part of which must be included in the region of voids. 
4.5 Oscillation in Drude Parameters 
As mentioned above, although we have illustrated the least-squares 
fits to the measured spectra, there are actually oscillations of the 
data about the lines in for all Ag and Au samples, films and single 
crystals, as shown in Figs. 4.11 and 4.12. We at first believed it was 
instrumental in origin, such as less efficiency of the polarizers in 
the infrared region, polarization-sensitivity of the photomultiplier, 
etc. However we did not see such oscillations in measurements of some 
amorphous Co-based alloys whose dielectric function spectra are quite 
monotonie in the same spectral region. Moreover Parkins et al.^^ and 
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4.11. Oscillations in the scattering rate of electrons for the 
Au film samples immersed in the liquids with different 
refractive indexes 
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Pig. 4.12. Oscillations in the scattering rate of electrons for the 
Ag film samples immersed in the liquids with different 
refractive indexes 
70 
Johnson and Christy^^ found the same oscillations in Au, Ag and Cu on 
much thinner (semi-transparent) films using a different method 
(reflectance and transmission measurements). They showed the 
oscillations in their papers but did not comment on them at all 
because, except for Ag, the amplitude is smaller than the estimated 
error. These oscillations do not change with temperature.73 The 
anomalous low energy peak on the films seen by M. L. Thèye^^ resembles 
a bit of what we see. It is possible that her anomalous films were 
like all of ours and Parkins'. Furthermore, we annealed some of our 
films and found the same oscillations, which we also found for single 
crystals. 
The oscillations are roughly periodic in the square of the energy, 
but they are not exactly sinusoidal, which make them have an effect on 
parameters extracted from least-squares fits. We do not want to 
emphasize absolute values of those parameters. We intended to show 
only that they change with liquid, but the change is only apparent, 
i.e., the Bruggeman model accounts for it with nearly constant 
parameters for the metal. We suspect these oscillations are a real 
effect in the metal. They may be due to the effect of dipole matrix 
elements for the non-parabolic band in these materials. Since the 
Fermi surfaces are nearly identical for all three metals, it is not 
surprising that the spectra behave so much alike. The simple Drude 
result is derived quantum-mechanically with a number of assumptions, 
one of which is free-electron bands.74,75 since the frequency 
dependent terms in T"^ in most cases are obtained by expanding the 
expression in powers of oo?, the higher order terms in the expansion may 
play a role whose effects on the Drude parameters will remain and can 
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not be neglected. 
Finally, although many efforts by now have been made in trying to 
understand the origin of the P term in the Drude region, the 
discrepancies between theories and experiments are still quite large. 
The two-carrier model^^ as mentioned in Sec. 2.2 only accounts in part 
for the parameter in films but not for that for single crystals. 
Comparing to experimental results, the calculations based on electron-
electron scattering,aH give a too small value for g. Later 
on. Smith and Ehrenreich^S tried to recheck this problem by using the 
electron-phonon scattering model, but differences still exist between 
their calculated value of g and the measured values. It therefore 
seems to us that more attention may have to be paid to this problem in 
the future with both theoretical and experimental efforts in order to 
understand it better. 
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5. THE STUDIES OF MAGNETIC PHASE TRANSITIONS OF FeRh ALLOTS 
5.1 Brief History 
In 1938, when Fallot^^ studied the magnetic properties of the FeRh 
alloy system, he found that a first-order phase transition from the 
low-temperature antiferromagnetic (AF) state to the high-temperature 
ferromagnetic (F) state occurs at a critical temperature ~ 65°C 
for a nearly equiatomic ordered FeRh alloy. He also reported that this 
magnetic phase transition can occur at room temperature with an 
increase of a few percent Fe concentration in the alloy. Since then 
many detailed studies??-^!, both theoretical and experimental, have 
been made. 
The crystal structure of the equiatomic alloy FSQ.50^^0.50 the 
CsCl type92'93 with one Rh atom and eight nearest neighbor Fe atoms at 
the center and corners of a simple cubic unit cell, respectively. The 
chemical lattice parameter, a, is equal to 2.986 Â.78 At room 
temperature and normal pressure, Feg.soRho.so is in the AF state. The 
moment of the Rh atom is close to zero, and the simple cubic chemical 
lattice of Fe atoms divides itself into two interpenetrating f.c.c. 
magnetic sublattices, giving an antiferromagnetic alloy,85,94 ^ith a 
magnetic lattice parameter a' = 2a and a moment of 3.3 Wg per Fe atom, 
as seen in Fig. 5.1. The AF-F phase transition can occur by changing 
either the Fe concentration in alloys or the temperature of the 
material. For the former case, at room temperature when the 
concentration of Fe is raised from 0.50 to about 0.51-0.52, the 
transition happens with moments of ~ 3.1 and 1.0 pg on Fe and Rh atoms. 
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respectively, in the F phase. The moment on the Fe atom substituted 
for a Rh atom is equal about to 2.5 Mg.85,95 pgj- the latter case, the 
first-order magnetic phase transition takes place in an equiatomic FeRh 
alloy as the temperature increases from room temperature to a critical 
temperature (Tgrit) of ~ 65°c76,78,85 ^ second-order phase transition 
also has been reported®^. As the temperature further increases to the 
Curie temperature (T^) somewhere between 300 and 400°C, a paramagnetic 
(P) phase appears in the FeQ^QRhg gg alloy. The space group for the F 
and P phases is CsCl (Ojj^) type whereas for the AF phase it is NaCl 
(0^5) type. It has also been observed that at the AF ^ F transition 
the volume increases by ~ 1%, although there is no structural 
change.90,91,93 
To explain the nature of this first-order transition, Kittel®^ 
presented an exchange inversion model in which he suggested that the 
exchange parameter is assumed to depend on the lattice constant and to 
change sign at a certain value of the lattice constant. Unfortunately, 
this model failed to give a satisfactory interpretation for Kouvel's 
results,96 in which a large entropy change was observed in the 
transition region. On the basis of their experimental results. Tu et 
al.83 suggested another model, in which the change of the band electron 
entropy is assumed to play the main role in the AF-F transition. They 
found that the electronic specific heat of ferromagnetic samples is 
about four times as high as that of antiferromagnetic samples, so that 
at Tgj-it, it is enough for the Gibbs' free energy gained from the 
electron entropy to overcome the loss of the internal energy if the AF-
F transition occurs. Later a more detailed treatment of the nature of 
the transition was given by Ricodeau and Melville^? by means of 
! 
i 
O—Fe 
# —Rh 
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Pig. 5.1. Magnetic structures of Peg^Rho 5 in the (a) AF phase and (b) F 
phase 
i 
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thermodynamically studying this phenomenon. They pointed out that the 
changes in the electronic, lattice, and magnetic energies are about 
equally important for the AF-F transition, and that the change in 
physical properties at the transition temperature may be due to a 
change in the electronic density of states at the Fermi level. 
Specific heat measurements®^'®^'^® support the idea that a higher 
density of states at the Fermi level should be associated with the F 
phase than the AF phase. In spite of a long-standing need for a band 
structure calculation to aid in the interpretation of this phase 
transition, such a calculation was carried out only recently. 
It was reported®^ that the first band structure calculation 
(unpublished) was made by Fletcher using a KKR method, but his result 
gave surprisingly almost the same density of states at the Fermi level 
in both the AF and F phases. In terms of a simple tight-binding model, 
Khwaja and Nauciel-Bloch?? dealt with the band structure of the 
F^O.50^^0.50 alloy only in the AF phase. Later Khan®^ carried out a 
more extensive band structure calculation by using the same method, and 
giving an estimate of the d partial densities of states on the Fe and 
Rh sites in the AF, F, and P phases. But in all these methods, 
experimental magnetic moment data were used to fit the calculations and 
none were self consistent. Recently two self-consistent calculations 
were given by Kulikov et al.99 and Koenig,?^ respectively. The former 
made use of an augmented plane wave method to treat only the P phase. 
The latter utilized a linear muffin-tin orbital method combined with 
the atomic sphere approximation to calculate the energy bands in all 
three magnetic phases and gave electronic specific heat coefficients in 
agreement with experiment results. According to Koenig's explanation. 
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the low value of the density of states at the Fermi level for the AF 
phase is caused by a Slater splitting of the band, due to the doubling 
of the lattice parameter at the transition. On the basis of Koenig's 
scheme, Khan et al.80 made further efforts to calculate the dielectric 
functions of FeRh in all three phases by considering only interband 
transitions, as shown in Figs. 5.2 and 5.3, although there was a lack, 
of experimental data for verifying the calculations. 
It is important to make optical measurements to obtain the 
dielectric functions of FeRh alloys for verifying the results of the 
band structure calculations and studying this unique transition 
phenomenon for comparison to the calculations. 
5.2 Sample Preparation and Measurement 
We made four alloy samples with Fe concentrations of 48%, 50%, 52%, 
and 54%, respectively. All samples were made from weighed amounts of 
bulk iron (99.99%) and powdered rhodium (99.95%) by arc-melting in an 
argon atmosphere. The weight loss for samples during melting did not 
exceed 0.1%, which gave compositions in agreement with later wet-
chemical analysis of sample compositions. Samples then were annealed 
at 1000°C in argon in sealed tantalum capsules for about 7 days and 
cooled slowly to room temperature. The grain size after annealing grew 
to ~ 1-4 mm. After heat treatment, lattice parameters were measured by 
x-ray diffraction at room temperature, as shown in Table 5.1. It can 
be seen that all three samples with Fe concentrations at or above 50% 
are single phase a, (bcc structure), but the sample with 48% Fe has 
mixed a and y phases, (mixed bcc and fee structure), in agreement with 
79 
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other authors' observations^^and with the phase diagram shown in 
Fig. 5.4.78 Magnetization measurements were made at room temperature 
for the samples with 48% and 54% Fe, respectively, which confirmed that 
the former is antiferromagnetic and the latter is ferromagnetic, in 
agreement with other authors' results.85 
Samples were mechanically polished with alumina powders down to 
0.05-ym diameter in water and cleaned by methanol. A Eurotherm 
temperature controller type 020 was used to heat and keep the sample at 
the required temperature from 25 to 125°C. All measurements were made 
in the 1-3-eV region with an energy interval of 0.01 eV and a spectral 
bandpass of 3.3 nm. Measurements were done within about half an hour 
after the samples have been polished and cleaned. Since the FeRh 
surfaces have been shown to be very stable in the atmosphere, the 
oxidized overlayer on the surface appears to be quite thin. It will 
exert a small effect on the absolute values of dielectric functions but 
not on the structures. Its effect can be neglected for our purposes. 
Table 5.1. Lattice parameters of FeRh alloys measured by x-ray 
diffraction 
At. % unit cell (+0.0005 Â) 
Fe a (bcc) g (fee) 
48 3.0044 3.7486 
50 2.9976 
52 2.9966 
54 2.9944 
30 
Fe 547c 
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Fig. 5.5. Complex dielectric functions of FeRh for different Fe concentrations 
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5.3 Results 
The dielectric functions of FeRh alloys measured at room 
temperature for different Fe concentrations are shown in Fig. 5.5. 
Although, as we have seen, there are changes in the magnitudes with 
variation of Fe concentration, it is clear that shifts in the positions 
of the main structures are negligibly small. Changes in both the real 
and the imaginary parts of the dielectric function with composition are 
almost monotonie, except for the sample with 52% Fe. For every sample, 
we also measured the dielectric function at different temperatures: 25, 
75, 100, and 125°C. We found that the dielectric functions of our FeRh 
alloys were very insensitive to temperature, and that the curves 
obtained for each sample at different temperatures are identical to 
those in Fig. 5.5. 
The data in the 1-3-eV range consist of two parts: contributions 
from intraband and interband transitions. In order to compare 
quantitatively the results to the calculated curves shown in Figs. 5.2 
and 5.3, the contribution from the free electrons needs to be 
subtracted from the measured data. Since the Drude parameters can not 
be measured in our spectral range for FeRh, we use indirect data to 
deduce approximate parameters. From Eqs. 2.31-2.34, we have 
f ''o £2 = 
w(l + W^T^) 
5.1 
AnlTffo 
E[1 + E2(T/Fr)2]' 
mcTo AUCTq 
2 ~ 2 ' ne^ 00^'^ 
5.2 
83 
T AnfTag 
- = — , 5.3 
R- Ep2 
where 
Bp = = 28.875(ZMPM/AM)''' (eV). 5.4 
and are the number of electrons per molecule, mass density in 
gm/cm^ and molecular weight, respectively. For FeggRhg^ with a CsCl 
structure, = 158.753 gm/mol and =9.858 gm/cm^, using a lattice 
parameter of 2.99 Â and two atoms per unit cell. If we consider only 
s-p electrons, = 3 and Ep = 12.46 eV. But FeRh has partly-filled d-
band,79 and counting them as well, Zj^ = 17 and Ep = 29.67 eV. 
(Electron energy loss spectra show a well-resolved peak at 8.5 eV and a 
very broad peak at 29.5 eV, both representing longitudinal resonances. 
Because of the contribution of interband transitions to %, the 8.5 eV 
peak may be shifted considerably from the position expected for a free 
electron gas.) The DC resistivity of FeggRhg^, measured by Schinkel 
et al.82 at room temperature, is ~ 130x10"^ 0cm. Therefore, with 
respect to Eqs. 5.1-5.4, we have £2^ for the s-p electron part in the 
Drude region 
57.43 
G2 = / 5.5 
E[1 + (4.6E)2] 
and for the s-p-d electron part 
57.43 
% = T- • 5.6 
E[1 + (1.93E)2] 
After the Drude contribution has been subtracted from the original 
data, the remaining interband transition part of 62^ for the sample 
Feo.5Rho.5 is shown in Fig. 5.6 with a comparison to the two calculated 
curves of the AF and F phases. It is clear that the d electrons indeed 
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Fig. 5.6. £2 spectra of the FeQ^Rhg.s alloy, (a). Original data, (b) and (c). Corrected data 
after subtracting the Drude contribution from s-p and s-p-d electrons, respectively. 
(d) and (e). Calculated spectra for the AF and F phases, respectively 80 
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Table 5.2. Comparison between the theoretical calculations and 
experimental data of FeRh alloys at absorption peak positions in the 1-
3-eV range 
Calculated values experimental values (+0.010 eV) 
(eV) 
(concentration of Fe) 
P F AF 48%(AF) 50%(AF-F) 52%(F) 54%(F) 
1.1423 
1.406b 1.347c 1.366C 1.366C 1.366C 
1.496® 
1.6053 
1.486C 1.476C 
1.686% 1.667c 1.706C 1.717c 1.695C 
1.850» 1.856d 1.867^ 1.817d 
1.968b li945d 1.956^ 1.996'! 1.935d 
2.194b 2.207c 2'.2G?c 2.196C 2.196C 
2.604b 2.435d 2.435d 2.435d 2.426d 
^Data from reference 80. 
^Data from digitized curves in the figures of reference 80. 
Cfrom zero of the first energy derivative of curve C in Fig. 5.6. 
^From zero of the second energy derivative of curve C in Fig. 5.6. 
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have a larger effect than the s-p electrons on the dielectric function 
in the Drude region in contrast to the calculated interband spectra. 
To enhance the structures presented in the spectra and to make a 
p r e c i s e  d e t e r m i n a t i o n  o f  t h e i r  p o s i t i o n s ,  B e g / S E  a n d  3 ^ 8 2 / t h e  
first and the second derivatives of the imaginary part of the complex 
dielectric functions taken from our corrected data of curve C in Fig. 
5.6, were calculated for each sample. Tabulated coefficients taken 
from the literaturel00,101 ygre used to compute the derivatives and a 
least-squares nine-point smoothing method was chosen to suppress noise 
in the derivative spectra without distorting the line shape. Spectra 
of Beg/SE and 32e2/9E2 are shown in Figs. 5.7 and 5.8, respectively. 
The transition energies at strong structure positions were decided by 
Seg/BE = 0 and S^e^/SE^ < 0 and at weak shoulders were recognized by 
c^e^/SE^ = 0. These values with those taken from the calculated 
spectra®® are listed in Table 5.2. Although beyond 2.5 eV there are 
several very weak shoulders, we did not pay serious attention to them. 
5.4 Discussion and Conclusion 
As mentioned above, the most recent band structure calculations all 
favor the view that at the AF -» F phase transition for FeRh alloys, the 
big jump in the value of the linear term of the low-temperature 
specific heat mainly arises from the large difference of the electronic 
density of states at the Fermi level between those two phases. Based 
on their computed band structure results. Khan et al.®® made further 
calculations on the complex dielectric functions of FeRh in all three 
phases. Unfortunately, our dielectric function data in Figs. 5.5-5.8 
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are unable to support those calculations. 
First, it is clear that at room temperature the samples containing 
48% and 50% Fe are antiferromagnetic. They should become ferromagnetic 
when the temperature is raised above the critical temperature, ~ 
330-350K. For all our samples, however, we observed no temperature-
dependent change of the dielectric functions in the temperature range 
of 25-125°C (300-400K). 
Second, at room temperature the rhodium-rich and iron-rich samples 
are definitely antiferromagnetic and ferromagnetic, respectively. As 
seen from Figs. 5.5-5.8 and Table 5.2, although there are changes in 
the absolute values of dielectric functions with Fe content varying 
from 48% to 54%, the contour of curves and the positions of the major 
feature of the spectra have not been significantly affected. The 
changes in the absolute value of dielectric functions is mainly not 
caused by the contribution from the interband transition, but by the 
Drude part, which is obviously affected by the materials with different 
Fe concentrations.82 
The measured position of the main peak around 1.7 eV in all samples 
is in good agreement with the calculated value of 1.686 eV for the 
ferromagnetic state,80 although there are a few weaker structures 
which, especially around 2.2 eV, are in agreement with the calculated 
spectra for the antiferromagnetic phase. (See Table 5.2.) The 1.7 eV 
peak should vanish in the antiferromagnetic phase, according to the 
calculated spectra, but we found it present in the spectra of both 
phases. 
To explain the divergence between our experimental results and the 
calculations by Khan et al., we have to go back to the original 
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discussion of this interesting magnetic phase transition problem. 
When Tu et al.83 studied the first order AF F phase transition by 
measuring the low-temperature specific heat of the Fe(Rh, Pd) system, 
they suggested that the large entropy change at Tcrit comes probably 
from the contribution of the electron gas at the Fermi surface. They 
further assumed that the electron entropy S for FeRh alloys changes 
linearly with temperature, i.e., S = yi, where y is the coefficient of 
the linear term in the specific heat and is proportional to the density 
of states at the Fermi surface. Thus, they derived an expression for 
Tcrit in terms of y in both the AF and F states, 
. IUa" I - |UF°I 
Tcrit - ' 5.7 
YF - YA 
where 11^° and Up° are the ground state energies in the AF and F phases, 
respectively. 
Since the measurements of y for the FeRh system were never made on 
samples which had identical compositions, there was a doubt in 
Ponomarev's^ OZ mind that one should treat the y change with caution and 
that the change of y may have a strong dependence on composition. 
Ponomarev tried to determine the change in y for the same sample by 
using a technique to measure the relationship of the critical magnetic 
field with temperature. But there was no evidence that the relation of 
S = yr, supposed by Tu et al. and used in Ponomarev's method, would be 
valid beyond the low-temperature range. 
Having their experiment results, Fogarassy et al.103 pointed out 
that Eq. 5.7 derived by Tu et al. may not be true. The addition of a 
few per cent Pd to FeRh alloys decreases the transition temperature. 
So from Eq. 5.7 one would expect that 
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(•VF - YA)FeRh(Pd) > (vp - YA)FeRh- 5.8 
Results^®^, however, contradict this expectation. They also found that 
adding a few per cent Ir to FeRh increases the values of YAF by a 
factor of 10-20. The measured YAF values in the FeRh(Ir) system are 
too large to be interpreted as arising from the electron specific heat 
alone. They raised the suspicion that this large increase in the 
specific heat may come from a magnetic contribution. To check this 
possibility, they made a further measurement of the specific heat of an 
FeRh alloy with an antiferromagnetic phase containing 5% Ir in the 
presence of a 20 KOe magnetic field and found that the measured YAF 
increases by ~ 15%. But for the ferromagnetic Feg.52^^0.48 alloy, they 
did not see such an influence of the magnetic field. 
The phenomenon of a drastic change of the measured Y with 
composition was also observed in other alloy systems, CuNi(Al), 
VFe(Al), FeAl and MnNi, etc. by other authors.104-106 They all 
believed that the large increase of Y at a certain critical composition 
is probably attributable to the magnetic contribution, rather than to 
the electronic specific heat alone. Therefore, the measured Y consists 
of two parts, 
Y = Ye + 5.9 
where Ye and ym are the contributions from the electronic and magnetic 
parts, respectively. Although the magnetic effect on the specific heat 
has been well recognized and discussed by them, a direct measurement of 
has not been made since then. 
Although there were serious objections to his proposals, it was 
OverhauserlO? who first gave a theoretical result from which a low-
temperature linear term with a magnetic origin was obtained. This 
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theory postulated that a large number of spins are located in a near-
zero field as a result of the presence of static spin waves in an 
antiferromagnetic structure. On the basis of the Ising model, 
MarshalllOS proposed a modification of Overhauser's idea and found a 
magnetic-dependent term in the specific heat which was linear in T at 
low-temperatures. Marshall's model is assumed to fit a dilute system. 
But Beck et al.104-106 suggested that it can be in principle effective 
in concentrated alloys. In this theory, the character of the change in 
YAP depends strongly on P(T,H), a distribution function of the 
effective magnetic field H. The actual form of P(T,H) may not be 
important, but if P(T,H) presumably has a local minimum at H = 0 one 
could expect a increase of YAF the presence of an effective magnetic 
field. 
It appears that Marshall's theory provides a reasonable physical 
basis for explaining the large change of Y for the FeRh system as the 
AF-F transition occurs. Although the total effective magnetic field 
acting on a central spin in the antiferromagnetic phase may not be 
exactly cancelled to zero, this field indeed reaches its minimum. (See 
Fig. 5.1.) On the contrary, a maximum value of the effective field 
will be achieved in the ferromagnetic phase since all spins are 
aligned. The difference of the effective magnetic field between these 
two phases could be so large that it is the origin of the increase in 
the specific heat of FeRh alloys. 
Now we look back at Koenig's calculations.79 He used a linear 
muffin-tin orbital (LMTO) method within an atomic sphere approximation 
to treat the FeRh system by assuming that the two atomic spheres for 
iron and rhodium have the same radius Rg. First, he managed to compute 
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the band structure and got the potential in the P phase. Then, a 
constant value was added to this starting potential of the P phase in 
trying to fit approximately the experimental data of the magnetic 
moments of the F phase. Next he calculated this new potential again in 
iteration and obtained finally the band structure of the F phase. The 
same procedures were taken to treat the AF phase. But instead of using 
two atoms per cell as in the P and F phases, four atoms per cell, i.e., 
a doubled lattice parameter, were used in the AF phase. The 
calculations of the dielectric function by Khan et al.^® were based on 
Koenig's results. However, by comparison to the spectra in Figs. 5.6-
5.8 and the data in Table 5.2, we can say that there is some agreement 
between the calculated and experimental spectra only for the 
ferromagnetic phase, especially in the strongest structure, the peak in 
£2 near 1.7 eV. Furthermore, it seems to us that our ellipsometric 
data are not in favor of the idea that the band structure of the FeRh 
alloy is drastically affected at the AF-F transition. Therefore, we 
would like to encourage the suggestion here that more efforts in 
dealing with the band structure calculations of the FeRh system in the 
future may have to be made in order to achieve a clear understanding of 
the physical properties of FeRh alloys. 
6. THE OPTICAL PROPERTIES OF AUAI2 AND PtAl2 
Recently, considerable attention has been paid to the intermetallic 
compound AUAI2,109-116 not only because of its physically interesting 
properties, but also of its potential applications as selective solar 
absorbers.117 The natural colors of Au and A1 are rich yellow and 
gray, respectively, but AUAI2 shows a rich red-purple color. The 
reflectivity spectrum of Al, which has a 3s^pl electronic structure so 
that there are three conduction electrons per atom in its valence band, 
exhibits a high value of above 0.9 and an almost flat region in the IR 
and visible regions, except for a slight drop in value around 1.5 
ev.118 For the noble metal Au, the reflectivity is as high as that of 
Al but goes steeply down by a step at about 2.3 eV in the visible 
region.113 The reflectivity spectrum of AUAI2 looks quite different 
from that of Au and Al. The reflectivity of AUAI2 is high in the low 
energy end of the visible range, but drops to a minimum at ~ 2.2 eV, 
and then goes up again to the purple end. In terms of their energy 
band structures, the differences in the optical properties of Au, Al 
and AUAI2 can be qualitatively explained.H^» 
The physical properties of the transition metal Pt, which has a 
partially filled d-band, are different from those of Au whose d-band is 
filled. As compared to Au, the reflectivity spectrum of ptll9>120 
decreases almost linearly vs. the photon energy in both the IR and the 
visible regions. However, the crystal structures of AUAI2 and PtAl2 
are identical. They both are fee lattices of the CaF2 type.1^1 At 
present, the band structure of PtAl2 is still unclear. In this 
experiment, therefore, we make an optical measurement for the PtAl2 
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alloy to compare it with AUAI2. 
6.1 Sample Preparation and Measurement 
Samples were made from bulk gold, platinum, and aluminum materials, 
all 99.99% of purity, by arc-melting in an argon atmosphere. The 
weight loss for samples during melting did not exceed 0.1%. The 
lattice parameters for AUAI2 and PtAl2 measured by x-ray diffraction at 
room temperature are 6.00 and 5.92 A, respectively, which are in good 
agreement with the data in the literature^^l. The compound AUAI2 shows 
a uniform rich red-purple color. The color of PtAl2, which should be 
yellowl22, is bright with a partially yellowish tint. X-ray 
diffraction reveals that the phase for AUAI2 is pure but for PtAl2 
besides the main phase of the CaF2 type measured in the yellowish area 
there are other weaker phases whose crystal structures were not 
recognized. 
Samples were mechanically polished with alumina powders down to 
0.05 ym diameter in liquid and afterwards cleaned by methanol. Then 
all measurements were made in the 1.5-5.5-eV range with an energy 
interval of 0.02 eV and a spectral bandpass of 3.3 nm. For PtAl2, the 
incident beam spot was aimed at the yellow part of the sample which has 
the right phase of the CaF2 type. Since the measurements were made 
immediately after the samples have been polished and cleaned (within 
about half an hour), the effect of the possibly very thin oxidized 
overlayer on the surface, which can cause a little error in the 
absolute values of the spectra but not seriously in their structures, 
has been omitted. 
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6.2 Results and Discussions 
The measured spectra of the dielectric functions for AUAI2 and 
PtAl2 samples are shown in Figs. 6.1 and 6.2, respectively. In terms 
of Eqs. 2.11-2.22, we can obtain other optical parameters directly from 
the dielectric functions, such as the reflectivity R and absorption 
coefficient a, which are illustrated in Figs. 6.3 and 6.4. The volume 
energy loss function Im(-l/e) and surface energy loss function Im[-l/(e 
+ 1)] are presented in Figs. 6.5 and 6.6, respectively. The difference 
between AUAI2 and PtAL2 is clear and will be discussed later. 
For the dielectric function of AUAI2, below ~ 2 eV the Drude 
electrons dominate the contribution to the spectra, and above 2 eV the 
interband transition begins to play a role with its maximum influence 
appearing in €2 at 2.737 eV. The real part of the dielectric function, 
S]^, is negative in the whole measurement range but very close to zero 
at 2.3-2.5 eV because of the strong effect of the interband transition. 
For PtAl2, the intraband transitions obviously dominate the spectra 
below 2.5 eV. Although it can been recognized that the onset of the 
interband transition occurs at ~ 2.9 eV and a shoulder appears at 3.7 
eV, their effects on the spectra are weaker than in AUAI2. 
The reflectivity of AUAI2 is high at the low energy end and drops 
steeply to a minimum at 2.257 eV, then increases towards the purple and 
near ultra-violet end with a maximum around 3.7 eV. The reflectivity 
spectrum of PtAl2 looks a little different. It decreases almost 
linearly between 1.5 and 3 eV and then comes to a plateau, whose width 
is ~ 1 eV as shown in Fig. 6.3, and after that it continuously but 
slowly goes down. 
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After reaching a minimum at 2.157 eV, the absorption spectrum of 
AuAl2 behaves like a step-function, i.e., after its increase to 3 eV it 
becomes quite flat to the short wavelength end, although a weak peak 
can be observed at 3.657 eV. For PtAl2, the absorption spectrum seems 
to be a slowly varying function of the photon energy in the measurement 
range. There is no strong structure which can be observed besides a 
slight increase in value around 3.5 eV. 
The energy loss by the collective electrons traversing in a solid 
sample is proportional to the loss function Im(-l/e) for the loss due 
to creating volume excitations, and Im[-l/(8 + 1)] for the loss due to 
creating surface excitations.1^0 A maximum usually will occur as Z2 is 
small with = 0 and = -1 for the volume and surface energy loss 
functions, respectively. There also is a general relationship between 
the surface and volume plasma frequencies, i.e., = a:^//2, but which 
is expected to be ruled only for a free electron gas.^^O in most 
cases, moreover, it is hard to determine the plasma frequency by the 
peak positions in the loss spectra alone, since interband transitions 
will contribute to these spectra.123 Therefore, we should be cautious 
in analyzing the energy loss function. 
In the energy loss spectra of Figs. 6.5 and 6.6, the sharp peaks 
for the AuAl2 sample appear at 2.157 and 2.117 eV for Im(-l/e) and 
Im[-l/(e +1)], respectively. The peak position in the volume energy 
loss function is in exact agreement with the minimum at 2.157 eV in the 
absorption spectrum as seen in Fig. 6.4. For PtAl2, however, the 
weaker peak values around 2.86 eV are almost identical for both the 
volume and surface energy loss functions. This peak is so weak and 
broad, however, that it may not be possible to think of a plasmon at 
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Fig. 6.7. Spectra of the joint density of states of AUAI2 and PtAl2 
obtained by subtracting Drude electron parts from the measured 
dielectric functions 
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Fig. 6.8. Linear feature of the absorption edge for AuAlg, by which the 
onset of interband transitions can be determined 
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this energy. There is too much damping by interband transitions. 
The peaks in the low energy end of loss functions for both AUAI2 
and PtAl2 are from the contribution of plasma oscillations, but 
strongly affected by the interband transitions of s-p electrons, which 
will be discussed afterwards. The plasma energy Ep obtained in the 
Drude region equals 6.368 eV for AUAI2, which is in close agreement 
with the result by Vishnubhatla and Jan^lO from the K-K extrapolation, 
and 5.738 eV for PtAl2, respectively. As mentioned above, the 
condition of a maximum appearing in the volume loss function is = 0 
and £2 is small. At the energy at which = 0, we then have 
Ep 
Bp' - u lu' 
[1 + Gib(Ep')]% 
where is the interband part of e^. For AUAI2, equals ~ 6.5 at 
2.3 eV, where = 0. Thus, from Eq. 6.1, Ep' will be 2.325 eV, which 
is close to the actually measured value of 2.157 eV, where £2 has a 
smaller value than at 2.3 eV. For PtAl2, the effect of interband 
transitions on the plasma oscillation is obviously weaker than in 
AUAI2. In comparing to AUAI2, which has a larger value of ~ 6.5, 
at the onset of the interband transition, the G^^ of PtAl2 is only ~ 1 
near the absorption edge of the interband transition, which weakly 
compensates the Drude part of Cj. Moreover, the £2^ of PtAl2 is large. 
Therefore, the peak around 2.86 eV in*%e loss function of PtAl2 is 
weak and broad, although G^ does not reach zero in the whole 
measurement region. 
Both measured plasma energies are smaller than the free electron 
plasma energies, 13.4 eV for AUAI2 and 12.6 eV for PtAl2, respectively. 
This is due to the fact that one of the s-type bands on the aluminum 
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by which the onset of interband transitions can be determined 
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atom is filled and lies deep, near the d-bands for both compounds. 
Therefore, the actual number of electrons near the Fermi surface, with 
a possibly heavier mass and driven under an external electromagnetic 
force, is less than the total number of s-p electrons and causes Ep 
smaller. 
It has been seen that the peak positions in the loss function occur 
roughly at the onset of interband transitions. Since the imaginary 
part of the dielectric function ££ is proportional to the joint density 
of states Jyg(w), from Eq. 2.63, one can determine the onset of 
interband transitions by analyzing the spectrum of S2 alone, but the 
Drude part has to be subtracted before data analysis. Therefore, we 
first used the Drude model to fit the data in the low energy region 
below 2 eV for both the AUAI2 and PtAl2 samples. Then we subtracted 
this Drude part from the original £2 data. In terms of the remaining 
part of E2 which now is purely from interband transitions, we obtained 
the joint density of states, « EZegb, where E and are the 
incident photon energy and interband transition part of £2, 
respectively. The spectra of Jyg for AUAI2 and PtAl2 are shown in Fig. 
6.7. 
For AUAI2, it is clear from Fig. 6.8 that at the absorption edge 
Jyg increases linearly vs. photon energy. The same feature was 
previously observed for Au too.46,124 gy means of least-squares 
fitting to the linear part of the curve, we determined the absorption 
edge in value of 2.125 eV, which is very close to, and in between, the 
peak positions of Im[-l/(e +1)], 2.117 eV and Im(-l/e), 2.157 eV. The 
maximum of is at 2.817 eV which is a little higher than the energy 
of the peak in e^. A small and narrow shoulder seen in the £2 spectra 
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at ~ 3 eV now has been enhanced as a weak peak at 2.977 eV emerging 
from the spectrum of In addition, a broader shoulder around 4.2 
eV also can be noticed in the curve. 
For PtAl2, the absorption edge in the spectrum of Jyg seems to 
increase approximately as (E - (roughly like an Mq-type critical 
point transition), which can be clearly seen in Fig. 6.9 as we fit Jyc^ 
vs. photon energy E in the edge region. The absorption edge determined 
by least-squares fitting is equal to 2.834 eV which is in close 
agreement with the values both of Im[-l/(e +1)], 2.868 eV, and 
Im(-l/e), 2.858-eV. The main peak, which shows a feature presumably 
possessing a larger Lorentzian broadening coefficient, occurs around 
3.75 eV. 
The band structure of the compound AUAI2, calculated by Switendick 
et al.Ill using the augmented plane wave method, is illustrated in Fig. 
6.10. They attributed the low-lying band X4' - - L2' - W3, 0.1 Ry 
below which is the narrow gold 5d-band, and the band X3 - - W3 
- Kg - 12' to s-like valence electrons on the aluminum atom. The 
remaining bands near the Fermi surface are attributed to p-like valence 
electrons on the aluminum atom, whose bonding wave functions are 
admixed significantly with the 6s-like wave function at the gold site. 
Therefore, ignoring the first two filled d- and s-type bands, there are 
three other partially filled s- and s-p-type bands near the Fermi 
surface. The sixth s-p-type band of ~ ^15 near X is empty. 
With respect to the band structure of AUAI2, the contribution to 
the intense optical absorption in the range of 1-5 eV could be made by 
transitions between a pair of parallel conduction bands whose positions 
are roughly indicated by arrows in Fig. 6.10. Thus, the absorption 
I l l  
edge could be attributed mostly to the transitions of X3 -> Xj near X in 
the Û direction and of the third s-type band below the Fermi surface to 
the fourth s-p-type band above the Fermi surface in the A direction, 
which are similar to the situation in gold.124 The next very strong 
absorption at 2.817 eV in the spectrum of Jyj, could arise from the 
interband transitions X5' -> X^ near X in the Û direction or between £3 
and Z4 below and above the Fermi surface in the Z direction, 
respectively, by matching the band gaps with the experimental data. 
The data both for AUAI2 and PtAl2 have been listed in Table 6.1 with a 
comparison to other authors' results. 
As discussed above, the interband transitions of AUAI2 in the 1-5-
eV photon energy range mostly take place between the s-p-type bands 
since the 5d-gold band, which is originally filled and lies only ~ 2 eV 
below the Fermi level for the metal gold^^^, lies now - 7 eV below the 
Fermi surface.111'125-127 This is understandable because the metal 
aluminum has three s-p-conducting electrons which can significantly 
push up the Fermi level of the compound AUAI2. In comparison to Au, 
the d-band of AUAI2 is much narrower, due to the larger distance 
between two gold atoms in AUAI2, about 1.5 times larger than that in 
Au. 
For the compound PtAl2, although the original 5d platinum band is 
unfilled, the s-p-electrons at the aluminum site can fill it and push 
it down below the Fermi surface. By considering that the crystal 
structures of AUAI2 and PtAl2 are identical and their lattice constants 
are very close, and that the calculated and measured total density of 
states (TDOS) for AUAI2 exhibits a rough flat feature in the energy 
region from the d-band to the Fermi level,^ 25-127 yg can approximately 
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Table 6.1. The data measured for AUAI2 and PtAl2 with a comparison to 
other authors' results 
Alloys plasma energy 
Ep (eV) 
onset of interband 
transition 
Eq (eV) 
main peak in 
El (eV) 
AUAI2 6.368 2.125 2.817 
7% 2.2a 
2.1b 
2.25c 2.9c 
13.4^ 
PtAl2 5.738 2.834 3.75 
12.6d 
^Data by Vishnubhatla and Jan from reference 110. 
^Data by Saeger and Rodies from reference 113. 
CQata by Sasovskaya from reference 116. 
^Data from a free electron gas model. 
infer the d-band position of PtAl2 from the TDOS of AUAI2, although 
there is a lack of a band calculation for PtAl2 at present. Thus, as 
d-bands fill, the total number of s-p electrons in PtAl2 is one less 
than that in AUAI2 and the Fermi level will be lower thereby. Since 
the d-band of Pt is ~ 2 eV higher than that of Au with respect to the 
Fermi level and the measured d-band position of AUAI2 is at ~ 7 eV 
below the Fermi level,^ 27 yg ggn estimate that the d-band of PtAl2 may 
lie ~ 4 eV below the Fermi level. 
Recently, Kim et al.^^S have given a band calculation of PtGa2 and 
shown that the d-band of PtGa2 lies ~ 3 eV below the Fermi level. 
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PtAl2 and PtGa2 both have a CaF2 crystal structure and yellowish 
color,128 which indicate that their band structures are very 
similar, like the situation in which the band structure of AuAl2 bears 
a resemblance to that of AuGa2.^^^'^^^ Since the d-band of AUAI2 lies 
more deeply than that of AuGa2 does, due to the 3d-band effect of the 
Ga atom, we can infer the position of the d-band of PtAl2 could be 
somewhat deeper than 3 eV below the Fermi level. Photoemission data 
indeed revealed that the d-band of PtAl2 lies ~ 4-5 eV below the Fermi 
level,129 which is in close agreement with our speculations. 
Therefore, we can conclude that the onset of the interband 
transitions of PtAl2 takes place between only the s-p bands, which is 
almost the same as the situation in AUAI2, except for a lower Fermi 
level. In contrast with the band structure of PtGa2,128 the main 
structure of 3.75 eV can be attributed to the transitions partially 
between the s-p bands and partially between the d-band and s-p-bands 
which lie near the Fermi surface. Since the Fermi level in PtAl2 is 
roughly ~ 1 eV lower than in AUAI2 by speculation, some low-energy 
transitions, such as X3 -> near X in the Û direction and so on, will 
be lost. The transitions between the s and d bands are also much 
weaker than that between the s and p bands by a selection rule. This 
may be the reason why the total absorption from interband transitions 
in PtAl2 is weaker than in AUAI2, as seen in Figs. 6.1-6.7. However, 
no matter what has been mentioned on PtAl2, we still encourage making a 
band structure calculation for it in the near future, in terms of which 
a more detailed explanation to our experimental results can be made. 
6.3 Conclusion 
In terms of the measured dielectric functions of AuAl2 and PtAl2, 
their spectra of reflectivity, absorption, energy loss function and 
joint density of states have been obtained and discussed. The stronger 
energy losses presented in the low energy end of the loss function are 
mainly attributed to plasma oscillations but affected by interband 
transitions. The experimental results of AUAI2 and PtAl2 have been 
qualitatively explained by means of the calculated or inferred band 
structures. The onsets of interband transitions, which take place only 
between s and p bands near the Fermi level for both materials, are 
determined from the spectra of the joint density of states and are 
equal to 2.125 eV for AUAI2 and 2.834 eV for PtAl2, respectively. The 
remaining stronger absorption in the 2-5-eV region can be attributed to 
transitions between the s and p bands for AUAI2 but to transitions 
between both the s and p bands and the d and s-p bands for PtAl2. 
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7. SUMMARY 
We have reviewed in general the principle of the optical properties 
of metals. We designed and constructed a new type of scanning 
photometric ellipsometer and performed optical measurements on films of 
Au and Ag and the compound alloys FeRh, AUAI2, and PtAl2 in the 1-6-eV 
range, respectively. We obtained the dielectric functions and other 
spectra for them. In terms of reliably measured data, for Au and Ag 
films, we explained the "anomalous" effects seen by Gugger et al. with 
an effective medium model by assuming the liquid penetrates all, or 
most, of the inter-grain regions within the optical penetration depth. 
For FeRh alloys, we found that band structures of them are not 
drastically affected at the antiferromagnetic-ferromagnetic phase 
transition, less than band structure calculations indicated, and that 
the large change in the linear term of the electronic specific heat 
between the antiferromagnetic and ferromagnetic phases can be 
attributed primarily to a magnetic contribution rather than to a change 
in the density of electronic states at the Fermi surface. For AUAI2 
and PtAl2, finally, we determined the onsets of interband transitions, 
which occur only between the s and p bands for both of them. The 
stronger absorption in the 2-5-eV region can be attributed to 
transitions between the s and p bands for AUAI2 but to transitions 
between both the s and p bands and the d and s-p bands for PtAl2. 
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