Abstract: This article introduces a generalization of problems in the domain of the optimal control of quantum systems viz. costs imposed on impulsive and bounded controls for quantum spin systems with drift. The dynamic programming approach from optimal control is used to analyze the former, and the discontinuous nature of the optimal cost function is used to motivate the need for an interpretation in terms of discontinuous viscosity solutions. Approximate solutions to example problems on a one qbit system are obtained using a value iteration approach in order to observe the effect of changes in the cost of impulses on the associated optimal cost function.
INTRODUCTION
The optimal control of quantum systems has become an area of active research, encompassing a plethora of approaches and applications c.f. Dowling and Milburn [2003] , Schulte-Herbruggen et al. [2005] , D Alessandro and Dobrovitski [2001] , Schulte-Herbrüggen et al. [2005] , Nielsen et al. [2006a,b] , Ramakrishna et al. [2002] , Schirmer [2001] . These developments have been catalyzed by the recognition that the precise control of various quantum systems has the potential to inspire new fundamental insights and applications in domains such as quantum computing (Nielsen and Chuang [2000] ), medical imaging (Khaneja et al. [2001] ), diplay technologies (Bonadeo et al. [1998] ) and entanglement control for information transmission (Boström and Felbinger [2002] ). Several problems that arise in quantum technology -for instance optimal design of quantum circuits for quantum computing or nuclear magnetic resonance (NMR) spectroscopy for medical imaging -may be naturally expressed in the framework of optimal control theory. The goal of applying optimal control methods to quantum systems is the development of a rigorous and systematic design methodology to alter the behavior of quantum systems, in order to achieve a desired set of objectives in an optimal manner.
One of the important applications of control theory to quantum systems that has garnered much success is in the control of nuclear magnetic resonance systems (NMR). The utility of NMR systems lies in their ability to identify information about the chemical bonding environment in a molecule as well as the nuclei contained therein. This has led to NMR becoming a crucial tool in fields such as organic chemistry, medical imaging, non destructive testing and process control, since its experimental inception in 1945 (Purcell et al. [1946] ). In addition, this technology has more recently also emerged as
The author would like to acknowledge the financial support of the Australian Research Council for this work. The author was also partially supported by a promising basis for the construction of quantum computers (ref. Williams [2008] ) and has been used in a large variety of quantum information processing tasks (Yannoni et al. [1999] , Tseng et al. [1999] ). For a deeper discussion of the details of NMR we refer the reader to the book by Ernst et al. [1990] . Many useful reviews on specific nuclear magnetic resonance techniques may be found in the Encyclopedia of NMR by Grant et al. [1996] . In addition, a more detailed description of the link between control, quantum computation and NMR may be found in Schulte-Herbruggen [1998] , Warren et al. [1993] , Vandersypen and Chuang [2004] .
Noting that NMR spin systems have the mathematical structure of a bi-linear right invariant system on a specific Lie group (to be described in Sec. 2), a solution to the optimal control of such systems was developed by Khaneja et al. [2001] , D'Alessandro and Dahleh [2001] based on decomposing the underlying Lie algebra corresponding to the group. In the article by the dynamic programming approach was used to obtain the solution to this problem on the Lie group of interest.
Intuitively these approaches treated the problem as one of pulse sequence design using controls chosen from a set of possible unitary transformations that can be generated in essentially zero time (due to the possible use of unbounded controls). This corresponds to the physical assumption that a rotations around certain directions are several orders of magnitude faster than that around other directions. However, as pointed out by Nielsen [2006] , Ramakrishna et al. [2002] the assumptions of arbitrarily faster motion along certain control directions versus other directions are not realistic for systems with a larger number of qubits and, in addition, such hard pulses may also lead to undesirable de-coherence effects (Ramakrishna et al. [2002] ). This leads us to the main focus of this article, wherein we investigate a quantum spin system model with a drift term under the generalized assumption that there is an impact of the application of impulsive controls on the cost function.
We demonstrate that this leads to a qualitative change in the features of the solutions that arise therefrom.
The organization of this article is as follows. In Sec. 2 we introduce the class of systems considered and generalizing the assumptions previously placed on them. This is followed by demonstrating the significant qualitative change in the regularity properties of the optimal cost function that occur under these new assumptions. We then proceed to a detailed analysis of the case of costs on impulses in Sec. 3. The control problem introduced is solved via the framework of dynamic programming on quantum systems along the lines of the article by . A numerical iteration technique is then applied to obtain solutions for an example one qubit system. The cost associated with impulsive controls is altered and used to demonstrate the effect of changes in this cost on the solution for the associated optimal control problem. We then conclude with a few remarks and indications of future research directions in Sec. 5.
SYSTEM DESCRIPTION
In this section we first recall the dynamics for spin systems of interest and describe the assumptions used by Khaneja et al. [2001] , on the control of NMR systems. The quantum systems of interest are constrained to evolve on a compact Lie group G = SU(2 n ) of special unitary matrices with a determinant of +1. This group has an associated Lie algebra g = su(2 n ).
We represent by U(·), any unitary operator (represented by a unitary matrix) that evolves along the trajectory given by the bi-linear dynamics (ref. Nielsen and Chuang [2000] ):
The system is right invariant with vector fields that are generated using the directions X d , X 1 , ....X m . In the equation above, X d is termed the drift Hamiltonian for the system and is fixed, and X k (k ∈ {1, 2, . . . , m}) are the directions (control Hamiltonians) that can be controlled via the control signals v k . Here v i are the piecewise continuous real valued control signals.
We denote the Lie subgroup of G generated by the control elements { X 1 , ..., X m } and all brackets thereof by K; i.e., the exponential map of the representation of the algebra generated by the tangent vectors (and all brackets thereof) arising from these controls yields a subgroup K. Furthermore, the algebra generated by the set { X d , X 1 ..., X m } is a representation of g, thereby leading to the fact that the system is controllable and that the minimum time to move between any two points on G is finite due to the result by Jurdjevic and Sussmann [1972] .
A common objective in various applications of such systems may be framed as the problem of selecting suitable control signals v(·) in order to drive the unitary operator U(·) to various desired points while optimizing a cost function of interest.
Alternative formulations start at the identity and controls are sought to reach arbitrary elements of the group with minimum cost-a simple time reversal shows that the two approached are equivalent.
The formulation above requires the presence of unbounded controls. An important implication of this for the minimum time problem is that optimal trajectories move rapidly along K-cosets. In practice, this corresponds to a very fast laser or RF pulse. As demonstrated in , there exists an alternative formulation of this problem using an impulsive system model of the forṁ
The control of this system involves choosing times τ i at which impulses k i ∈ K are applied. The system evolves via rapid impulsive motions along the K subgroup at specified times and slower drift during other times.
An impulsive control is a sequence (2), (3) with control β }.
(4) The minimum time function for the impulsive system is defined by
(5) It may be shown that the function T b (U) for the impulsive system is equal to the minimum time function T (U) for the original system for all U ∈ G.
As described in the introduction, in several applications, the use of impulsive controls may need to be avoided or may have a non-zero cost associated with it. Hence it is desirable to extend the class of problems considered thus far. We therefore deviate from the form of problems considered previously by removing the assumption of the presence of unbounded controls (correspondingly impulsive controls) that induce no increase in the cost function.
There are two possible stages of such a generalization, whose characteristics and impact on the cost function are described in the subsections below.
Cost on impulses
In this form of the problem, we impose a cost on the application of an impulsive control. The resulting modified cost function takes the form
where P(β ) is the cost associated with the impulses used in the control β . One particular example of such a cost is
where N (·) counts the number of impulses used and r is the (constant) cost of applying each impulse. We will consider both this as well as a more general impulse cost function in subsequent sections. Note that the controllability properties of a system of this form are the same as that in the original system, since the change in the problem is only to the form of the cost function rather than in the system dynamics.
We now consider an example single qubit system. First denote certain matrices of interest (termed Pauli matrices) as follows:
Example 1. Consider a single qubit system with dynamics given byU
where k n an element of the form exp (−iσ x α/2) s.t α ∈ R and the initial condition is U(0) = U 0 . Let the optimal cost function have the form in Eq. (7) and let r > π. For this problem, consider points in G of the form
Taking a < π to avoid wrap around / periodicity effects and assuming (without loss of generality) positive valued a, we recall from the result in Khaneja et al. [2001] that the minimum time taken to move to the identity element from U a is simply a, and it does not require the use of impulsive controls -as the natural drift term carries the system state to the identity. Thus
In contrast, for the pointŨ a the minimum time is also a, however the control that yields this time consists of two impulses (we bound this cost from below by assuming at-least one impulse). Alternatively, we could avoid the use of any impulsive control and let the drift term carry the state trajectory to the identity element in a time (2π − a). Thus
Hence we see that lim
demonstrating the discontinuity of the optimal cost function for this problem. 2
We now describe the alternative generalization.
Bounds on the control set
Another possible problem formulation is to restrict the controls that may be exercised (for instance due to limitations on the magnetic fields used). Thus the problem may be framed using the model in Eq. (1). Note that without loss of generality we may take these controls to have a norm bound equal to 1. We denote this class of functions by V . Hence
The cost function for a control v is taken to be of the form
given the dynamics in Eq (1) with control v ∈ V . The optimal cost function is then defined to be
We note that this change in the assumptions on the control set causes a loss in the small time local controllability (STLC) around the identity element which is possessed by the original system. STLC 1 is the property according to which the identity lies in the interior of the reachable set in time t for all t > 0. Intuitively, this is due to the fact that the drift term can not be cancelled by the application of any available control over any vanishingly small time duration. Hence, there is a discontinuity in the minimum time to reach the identity element (by a generalization of the result [Bardi, M. and Dolcetta, I. Capuzzo, 1997, Prop. 1.2, Ch. IV] to the Lie group case).
Thus we note that making a single change in the assumptions on the original problem leads to significant qualitative changes in the regularity property of the optimal cost function.
In this article we consider the solution to the first of the cases of interest mentioned above, using the dynamic programming approach from optimal control theory along the lines introduced in Sridharan and James [2008] . Due to space restrictions we defer the analysis of the second case to the future.
COST IMPOSED ON IMPULSES
The dynamic programming approach from optimal control theory is a standard technique to the solution of optimal control problems. In Sridharan and James [2008] we extended the dynamic programming approach to the open loop control of NMR systems on manifolds and the approach therein may be applied to the generalizations of interest in Sec. 2.1.
Dynamic Programming
We apply the dynamic programming principle to the cost function (6) to yield the following: Lemma 2. The cost function C b (·) satisfies the dynamic programming equation (DPE)
where U(t;U 0 ) denotes the state of the system at time t after evolving under only the drift terms in the dynamics in Eq. (2).
Proof. Generalization of [Bardi, M. and Dolcetta, I. Capuzzo, 1997, Prop. 4.16 Ch. III] . Note the usage of min rather than inf in the inner term due to the compactness of K. 2
In this problem framework, there are two unique features. Firstly we have the use of impulsive controls which are a class of singular controls i.e., they lead to a discontinuity in the dynamics of the system state. Secondly, the optimal cost function is discontinuous as previously indicated. Hence in the limit of τ → 0 in the lemma above, we formally write the differential version of the DPE (which in this case is a variational inequality (VI) ) of the form
where, for the problem of interest in this article,
Due to the discontinuity of the cost function, any solution to this equation must be carefully interpreted in terms of weak solutions (such as discontinuous viscosity solutions) to the VI above. This would involve a generalization of the results in [Fleming and Soner, 2006, Ch. VIII] , [Bardi, M. and Dolcetta, I. Capuzzo, 1997, Ch.V] and their extensions to manifolds. Once a discontinuous viscosity solution to this equation is obtained, an impulsive control that yields this value of the cost function can be obtained from the verification theorem which is formally written (without proof) as Lemma 3. A sequence of impulses β * is optimal for an initial state U 0 if and only if
where
where U(·) is the state trajectory starting from U 0 generated using the controls β * . 2
Thus the control decision is taken depending on which of
If it is the former, then no impulse is applied and the system is allowed to evolve along the drift vector fields.
To numerically approximate the solution to the VI above we proceed as follows. Note that there exists atleast one such mapping (the exponential map) from the underlying Lie algebra to the Lie group from which such a parameterization can be obtained ], Hall [2003 . Hence, once the state space is parameterized via a set of n such parameters, a mesh of size h is generated on the area of interest over which the solution is desired. Let the basis vectors for this space be denoted by e j . Then the standard value iteration approaches in Kushner and Dupuis [1992] , Bardi, M. and Dolcetta, I. Capuzzo [1997] is used to design an iteration that gradually converges to the solution. The iteration used is as follows:
Here C b h (x) denotes the approximation of the cost function in Eq. (6) at a point x on this grid and f (x) is a vector valued function that denotes the system dynamics under the influence of the drift term. Note that both x and f are with respect to the new parameterization. The terms above are defined as
f j is the j th component of the vector valued function f .
The application of the discontinuous viscosity concepts and the associated verification theorems to the problem of interest is quite involved. For instance, the synthesis equations (24), (25) must be interpreted in a viscosity sense and the existence and uniqueness of these singular controls depends upon the nature of the solutions to the VI. Furthermore convergence of the numerical approaches above to the discontinuous viscosity solutions must be demonstrated. These issues will be taken up in future work.
EXAMPLE PROBLEMS
In this section we consider two possible control problems posed on the one qubit system with dynamics described previously in example 1. These two problems differ in the form of the cost P(·) imposed on the impulsive controls used. Hence the VI for these problems takes the form given by Eqns. (19)- (23) where the impulsive controls are drawn from the subgroup defined by
To numerically solve the HJB PDE or VI that arise from the dynamic programming approach, we used the value iteration approach indicated in the previous section. The discretization of the Lie group is carried out by parameterizing points in SU(2) using a mapping of the form
from a subset of the Euclidean space R 3 to the group SU(2). Also note that this mapping is not unique, leading to a wrap around effect in the figures represented in R 3 . In order to determine the stopping condition, the absolute change in the value function over the entire grid during each iteration was used as a metric. Once this dropped below a threshold value, the simulation was stopped. The progression of this stopping metric over various iterations is as indicated in Figure 1 . For the purpose of numerical convergence we introduce a damping (discounting) term and the cost function is normalized by mapping to a range [0, 1].
The solutions obtained are then visualized by plotting the optimal cost function along a two dimensional slice (the k 1 vs a axes) of the region of interest. The limits chosen for the plot axes are [−π, +π] for the parameters k 1 and a. Darker shading indicate areas of lower values of the cost function and lighter shaded areas denote elements that are costlier to synthesize according to the cost function Eq. (6).
Constant cost of impulses
The solution to the optimal control problem is first considered for the case when exercising any impulse is assumed to lead to the same increase in the cost function, i.e., P(k) = r, ∀k ∈ K. In order to demonstrate the impact of an increase in this cost term r, the problem was solved for two values of this parameter viz. r = 0.2 and r = 0.5. The optimal cost function for these cases are as indicated in Fig. 2, 3 respectively. The impact of the increased impulse cost can be observed from the qualitative change in the figures. Moreover, the salient feature of the optimal control function that becomes apparent in the plots is the discontinuity in the cost function around the identity element (which is mapped to the origin in the new parameterization).
The stopping metric described previously is shown in Fig. 1 for the case of r = 0.2. 
Proportional Cost of Impulses
In this part, we consider impulse costs which are based on the magnitude of the impulse (while taking into account the wrap around effects of the impulse parameterization). Specifically, for the case of a single qubit system Fig. 3 . Normalized minimum time function with a impulse cost of 0.5.
where θ (k) := min α : α ∈ [−π, π],
Note that this function is defined such that its maximum value is equal to the cost of the impulse in Sec. 4.1. The optimal cost function for the case of r = 0.2 and r = 0.5 are as shown in Fig. 4 and 5. 
CONCLUSION AND FUTURE WORK
In this article we introduced certain generalizations to the optimal control problem for quantum spin systems with drift. It was observed that these changes have a deep impact on the nature of the solutions to the modified control problems for these new classes of systems viz. a change in the regularity properties of the cost function for these control problems and a possible loss of small time local controllability for the systems considered therein. As described previously, a rigorous study of such systems with discontinuous optimal cost functions requires an analysis of the discontinuous viscosity solution interpretation to the associated Hamilton-Jacobi-Bellman partial differential equation/ VI. On the computational front, the analysis of algorithms to compute the solution to these problems of interest requires the study of convergence properties and error bounds on these approaches. These topics offer a rich area for further investigation and will be considered in subsequent work.
