Observation learning is the process of learning a task by observing an expert demonstrator. We present a robust observation learning method for robotic systems. Our principle contributions are in introducing a one shot learning method where only a single demonstration is needed for learning and in proposing a novel feature extraction method for extracting unique activity features from the demonstration. Reward values are then generated from these demonstrations. We use a learning algorithm with these rewards to learn the controls for a robotic manipulator to perform the demonstrated task. With simulation and real robot experiments, we show that the proposed method can be used to learn tasks from a single demonstration under varying conditions of viewpoints, object properties, morphology of manipulators and scene backgrounds.
I. INTRODUCTION
Learning new tasks has always been challenging for robotic systems whether it is a simple mobile manipulator or a complex humanoid robot. Programming manually step by step is one of the earlier solutions to this problem, but was highly inefficient and not suitable for general purpose consumer robotics systems as all consumers are not typically skilled in programing the robots. Learning from Demonstrations (LfD) [1] was then presented as a solution to this problem which required only a demonstration of the task to be learned. The robot will learn to perform the task by looking at the demonstration. Since then, LfD has become an important topic for roboticists.
Even though LfD has been studied widely for a long time, most of the previous works have stayed within the 'imitation learning' paradigm [2] , where demonstrations are made from an egocentric viewpoint, either visually or kinesthetically. This requires the inconvenience of on-person data collection and means the rich source of third-person demonstrations available on the internet cannot be used. Therefore here we study the problem of learning from demonstration using a different paradigm, where the demonstrations are viewed from a third person point of view. Hence in this paper, we refer to it as 'observation learning' [3] , to denote the unique nature of how the demonstrations are viewed, that is from an observer's/third person's point of view. • Demonstrator: It is the object that performs the demonstration of the activity/task. This could be a human or even another robot. However in this paper we limit the scope of the problem to where the demonstrator is a human. • Agent: Agent is the object that learns a particular task from observing the demonstrator. A mobile manipulator robot is used as the learning agent in this paper. • Observation & understanding: This is the process by which the agent views the demonstrator and understands the observed demonstration. Even though the observation could be made using any sensory modality, we currently study only the visual observation process. • Learning the controls: In this process the agent learns to perform the task using the demonstrations it has observed. Once learned, the agent then performs the same task. In this paper we present a novel one shot learning approach for addressing the problem of observation learning. Our first contribution is in one shot learning, where a new task is learned from a single demonstration. To the best of our knowledge this is the first work that tackles the problem of one shot observation learning which does not requires a large number of demonstrations of a task or closely related tasks. The second contribution is in using a feature representation of video clips that focuses on the depicted action, yet is partially invariant to viewpoint, object properties, morphology of the manipulator, and scene background. We obtain such a feature representation from the convolutional featureencoding stage of an activity classifier, pre-trained on a large activity dataset. The necessary invariances come from pretraining the activity classifier on activities seen from a range of viewpoints, with actors having different body shapes, and varying backgrounds.
Using this feature representation, a reward is generated which directly reflects the similarity of the actions performed by the demonstrator and the robot. This reward is then used to guide learning algorithms to learn robotic controls for carrying out the demonstrated tasks.
The next sections are arranged as follows: section II outlines related works in observation learning, section III formulates the problem and describes the proposed method, section IV shows the experiments and results are discussed and finally section V concludes the presented work.
II. RELATED WORK
Research in the field of LfD, has seen a paradigm shift from imitation learning to observation learning recently, due to the advances in the field of perception based robotics learning. The problem of observation learning can be divided into two parts: object based and implicit observation learning.
1) Object observation learning: In object based observation learning [4] [5] [6] [1] [7] , explicit trackers and object detectors are used to detect the objects and understand their interactions in a task demonstration video. However these methods have a limited scope. When employing these methods the items to be tracked or detected should be known beforehand and only demonstrations using these items can be learned.
2) Implicit observation learning: In implicit observation learning no trackers or object detectors are used. The system is responsible for implicitly learning required features to be tracked in the demo which are important for learning the task. Recently this type of observation learning has gained popularity, with the advancement of deep learning based computer vision methods [8] , [9] . This enables implicit extraction of unique features which could represent the task being demonstrated as required for observation learning.
One of the first works along these lines is from [10] , where they address the problem by generating domain agnostic features using GANs [11] . However, it requires access to expert and non-expert policies. Also it directly optimizes for invariance between only two viewpoints, whereas in real world scenarios the demonstration can come from any viewpoint. Different approaches towards observation learning are proposed in [12] and [13] . In [13] an unsupervised learning method is used to learn the representation of the demonstration videos. This is achieved by employing a label free training method which exploits the temporal coherence of raw unlabeled videos for training. These features are then used to generate a reward signal that is used for learning the controls. Similarly in [12] a context translation method is used to translate the demonstrations to the observers context. A control policy is then learned by minimizing the distance to this context translated demonstrations. Although the method was shown to work for severals tasks it doesn't consider scenarios where there are variances in the morphology of the manipulator. Also all of these methods require demonstrations in large numbers typically ranging from hundred to thousand samples per task for learning. This shortcoming is addressed in [14] using a meta learning approach. They leverage the prior knowledge of learning closely related tasks to learn a new task from a single demonstration. However it still requires hundreds of demonstrations from closely related tasks for learning a new task.
Fig. 2: Overview of the proposed method
The presented method in this paper is an implicit observation learning method. Unlike the existing methods, our approach requires only a single demonstration to learn a task. Also our method could learn tasks irrespective of variations between demonstration and learning conditions. Hereafter, the term observation learning will refer to implicit observation learning unless mentioned otherwise.
III. PROPOSED METHOD
The problem of observation learning can be divided into two steps: creating a meaningful representation of the demonstration and learning of the robotic controls required to perform the demonstrated task. The first step is the representation of the demonstration using unique features. Then a learning algorithm is used to derive a mapping to the controls of the robotic system to perform the demonstrated task. Mathematically, the problem can be formulated as follows: Let D be the demonstration video of a task to be learned consisting of t frames such that D= (x 1 , ...x t ) where x i denotes each frame and let F D ∈ R n be the environment invariant n-dimensional feature vector extracted from the demonstration video D. Then a learning algorithm L is used to infer a mapping M from F D to the control sequence U = {u 1 , ..u m }, where U could be a sequence of torques, joint positions or velocities of the robotic system. In this paper we have used joint positions.
The presented method for one shot observation learning is summarized in Fig 2. First the feature vectors (F D and F R ) are extracted from the video demonstration and robot actions (both observed from the egocentric viewpoint of the robot). Then the reward function calculates a reward r from these features. This reward value is then used by a learning algorithm (L) to learn the controls U which drives the robot to perform the demonstrated task.
A. Activity feature extraction Activity features can be described as the features that uniquely represent the activity/task being carried out in a video. These features also should provide a compact representation of the activity, with the right emphasis on both the end goal and the path followed by the manipulator during the demonstration. The proposed method focuses On extracting such a feature representation (F D ) of the demonstration video (D) by using a deep learning based activity recognition technique. The feature representation is obtained from the convolutional feature-encoding stage of an activity classifier (deep neural network model), pre-trained on a large activity dataset. The necessary invariances come from pre-training the activity classifier on activities seen from a range of viewpoints, with actors having different body shapes, and varying backgrounds. Thus, these features will enable the learning algorithm to learn robotic controls not to blindly replicate the demonstrated task but to complete the task in a more semantically meaningful way.
B. Learning the controls
Here we learn a mapping M from the visual feature representation F D to the controls U. The guidance for the learning algorithm is provided by the reward signals. The reward (r) signals, are obtained by directly comparing video of the demonstrated task from a third-person viewpoint with video of the robot-executed actions from an ego-centric (robot) viewpoint. The reward signal generation is explained below.
Let F D be the activity feature extracted from the video demonstration. Let F R be the activity feature extracted from the video of the robot executed actions as observed from the ego centric view point of the robot. We calculate the reward signal r as:
Where d is the Euclidean distance between the feature vectors and f is a function of d. The reward is directly proportional to the similarity of the feature representations obtained from observation of the demonstration and of the robot action. The learning algorithm will learn a mapping to the controls (U) of the robotic system such that it maximizes the rewards, thereby making the robotic movements close to the demonstrated actions. Thus this perception based reward would guide the algorithm to control the robotic actions to carryout the demonstrated tasks. In this paper, reinforcement learning (RL) and stochastic trajectory optimization are used as the learning algorithms in simulated and real robot experiments respectively. 1) Reinforcement learning: The RL algorithm used is deep deterministic policy gradient [15] (DDPG). The states are the visual observations of the environment (as observed by the robotic system). Since feeding raw RGB pixels as states to the RL algorithm is not efficient, we make use of a VGGNet pre-trained on ImageNet for converting raw RGB observation images into visual state features. The 4608 long feature vector obtained from the last convolution layer of the VGG-16 network is used as the state representations for the RL algorithm. The actions generated are the robotic controls. We use r = −d as the reward signal.
2) Stochastic trajectory optimization: We use stochastic trajectory optimization [16] as the learning algorithm for real robot experiments to generate an optimal sequence of controls. The optimal control problem is defined as a Hamilton-Jacobi-Bellman partial differential equation (PDE). We then find the optimal sequence of controls U, that enables the robot to perform the demonstrated task via forward sampling of trajectories [17] . We define the cost function C, to be minimized as; C = r 2 .
C. Network Architecture and Dataset
In this paper we use the C3D [18] activity recognition network and UCF101 activity dataset [19] . The C3D network is a 3D convolutional neural network consisting of 8 convolutional layers, 5 max pooling layers and 2 fully connected layers followed by a softmax output layer. All 3D convolution kernels are 3x3x3 kernels with stride 1. The UCF101 is the action recognition dataset consisting of 13320 realistic action videos, collected from YouTube, having 101 action categories. The videos have large variations in camera motion, object appearance and pose, object scale, viewpoint, scene background, illumination conditions, etc, thereby providing a suitable dataset for the proposed method.
In the proposed method, first the C3D network is trained on the UCF101 dataset for activity recognition. After the training, the fully connected layers are removed and the output from the last convolution layer an 8192 long feature vector, is used as the activity feature.
IV. EXPERIMENTS AND RESULTS
Our experiments aim to study two questions: 1) Can the activity feature extraction method presented provide an efficient reward signal that indicates the similarity between the given pair of activity videos ? 2) Can this reward be used to learn a new task by observing a video demonstration ? Experiments were conducted both in simulated and real world environments
A. Evaluation of rewards extracted using activity features
We first examine how well our reward function could indicate the similarity between a pair of activity videos. We consider two activities: pushing and pouring as shown in Fig. 3 . The pushing activity video is collected in a lab setting and the pouring activity video is taken from a pouring dataset [13] . These videos are then systematically altered to vary viewpoint and object color. Two variations in viewpoint are simulated by rotating each video frame by 90 0 and 180 0 . Variations in object color is introduced by interchanging the red and blue color planes with each other. This augmentation gives synced videos of the same activity but having variations in viewpoints and object colors. The pushing video ( Fig. 3-R) is subject to augmentations for viewpoint and color variations ( Fig. 3-A,B,C,and D) . However, the pouring video ( Fig. 3-1 
)

Fig. 3: Comparison of reward values from proposed and baseline methods
is subject to only augmentations for color variation (Fig. 3-2) , as rotated pouring videos do not make semantic sense. Thus the test set has a total 7 videos with 5 pushing videos (2 angles x 2 colors, and the original video) and 2 pouring videos.
Furthermore, to evaluate whether our reward function can identify similar activity videos, we compare the pushing video ( Fig. 3-R) with each of the other videos ( Fig. 3-A,B ,C,D,E,1,2). For this, corresponding video clusters are extracted using a sliding window of size 16 with stride 1 moved over each pair of videos. An activity feature vector is then extracted from each of these clusters. Thereafter, we calculate values for our reward function from these features for each corresponding pair of clusters. These values for each pair of videos is plotted in Fig 3 (Proposed method) . It is clear from the plot that the reward function generates higher values (indicating higher similarity) when similar video pairs (R-A, R-B, R-C, R-D) are compared and comparatively lower values when dissimilar video pairs (R-1, R-2) are compared. It can also be seen that the values are closer together for video pairs depicting similar activities. This indicates the effectiveness of the proposed feature extraction method in generating values that show the similarity between pairs of activity videos.
In addition, we compared our method with a baseline created using the features taken from the last convolutional layer of a VGG-16 network trained on ImageNet. The image features extracted from each of the frames is averaged for a video to create the baseline activity feature vector for that video. The same experiments were repeated for the baseline. The results are plotted in Fig 3 (Baseline method) . It can be seen that the reward function using the baseline activity features cannot provide values for distinguishing between similar and dissimilar videos. The values from the reward function are much lower for similar activity video pairs (R-B, R-C, R-D) when compared to dissimilar pairs (R-1, R-2).
B. Simulation experiments
We set up a simulated environment using OpenAI Gym [20] and the MuJuCo physics engine [21] , where we consider the task of pushing a cylindrical object into a colored goal region. In the simulation experiments, we use a 3 degrees of freedom (DOF) manipulator as used in [12] . We collect a single demonstration in the real world. The robot then learns how to perform the same task using this single demonstration.
Furthermore, we ask the question: can a robot learn a control policy that completes the pushing task using a single observation of the demonstration from a different viewpoint ? To answer this question, we consider demonstrations from three viewpoints: view-1, view-2, and view-3 as shown in Fig 4. For each viewpoint, we run the DDPG algorithm 3 times using 500 episodes, and 20 roll-outs per episode. For each run, the algorithm returns a control policy that maximizes the reward. After training, we pick the best control policy i.e. the one with the highest reward. In Fig 4, we show snapshots of sample executions using the learned policy. It can be seen that using the optimal policy, the robot is able to complete the demonstrated task, i.e pushing the cylindrical object to the goal region.
We also evaluate the learned policies using a task completion rate T , that measures how close the pushed object is to the goal region at the final state:
where d f is the final distance between the object's center and the center of the goal region, and d i is the object's initial distance away from the center of the goal region. Then, the learned policy was run for 10 test episodes and the task completion rate was measured. The average task Fig. 4 : Demonstrations and the corresponding learned policy behaviors for demonstration from three different viewpoints completion rate for the test episodes are shown in Fig 5. It can be observed that the learned policies were successful in performing the demonstrated task for all 3 viewpoints with high task completion rates. The proposed method was compared with two baselines, each of which generated rewards based on different activity feature extraction methods. In baseline-1, features were extracted from the last convolutional layer of the VGG-16 network trained on ImageNet [22] . These features extracted from each frame of the video was averaged and used as the activity feature. In baseline-2, HOG [23] features was extracted from each frame and was averaged for each video to create the activity features.
The methods were compared by calculating the correlation of the perceptual reward extracted in each of the methods with a task specific auxiliary reward. The higher the correlation with the auxiliary reward, the better the perceptual reward in providing an efficient signal for learning the task. In this experiment the task specific auxiliary reward R aux is 
The correlation is then measured by calculating the Pearson correlation coefficient between the two rewards. A higher positive correlation indicates that the perceptual rewards are as good as the auxiliary rewards and as the correlation drops to negative values it indicates the inability of the perceptual rewards to match the task specific auxiliary rewards. Table I shows the correlation coefficients for each method for different demonstration viewpoints. It can be seen that the correlation coefficients are positive in all the cases for the proposed method, indicating that the perceptual rewards obtained are as good as the task specific auxiliary rewards. Also it can be seen that the correlation stays higher and positive for all the viewpoints when compared to the baseline-1 and baseline-2. This clearly shows that the proposed method generates useful perceptual rewards even when the demonstrations are observed from different viewpoints.
C. Real robot experiments
Here, we again consider the task of pushing an object to a goal region. Our objective is to evaluate the performance of our approach in the real world under variances in morphology of the manipulator, viewpoint of observation, object properties and scene background. We use stochastic trajectory optimization on the real robot to generate the optimal sequence of controls starting from the initial state. Briefly, we begin with an initial candidate control sequence. We execute this sequence using the manipulator to generate an initial cost. Thereafter, at each iteration we create K = 10 random control sequences and execute them using the real robot. At the end of each iteration, we pick the control sequence with the minimum cost, and set it as the new candidate sequence, thereby iteratively reducing the cost. In all our real robot experiments, we use a 6-DOF manipulator and 15 iterations for trajectory optimization. We conducted five real robot experiments and show snapshots in Fig. 6 . We ran each of the five real robot experiments 3 times. In Fig 7 , we show the average task completion rate for each experiment. In general, we can observe a good task completion rate irrespective of the variances introduced. However, the low average task completion rate for experiment 4 indicates that our approach is not completely agnostic to viewpoint variations.
V. CONCLUSION
In this paper we present a novel one shot observation learning method for robotic systems to learn tasks from a single demonstration observed from a third person point of view. We extracted environment invariant activity features representing the activity in videos using a deep learning based feature extraction technique and it was used for generating a perceptual reward signal for guiding the learning algorithm to learn the robotic arm controls. We showed that the rewards generated could successfully be used for one shot Fig. 7 : Task completion rates for real robot experiments observation learning using simulated and real world experiments. A possible extension of this work could be to explore the use of stereo vision while viewing the demonstrations. It will also be interesting to see how the system performs when the morphology of the manipulators in the robotic system and the demonstration varies significantly in degrees of freedom and appearance.
