A fundamental requirement of the electric power system is to maintain a continuous and instantaneous balance between generation and load. The intermittency and uncertainty introduced by renewable energy generation requires expanded ancillary services to maintain this balance. In this paper, we examine the potential of thermostatically controlled loads (TCLs), such as refrigerators and electric water heaters, to provide generation following services in real-time energy markets (1 to 5 minutes). Previous research in this area has primarily focused on the development of centralized control schemes with an aggregate TCL model. An objective of our approach is to enable each TCL to model and control its dynamics independently and to use distributed convex optimization techniques to allow a central aggregator to influence, but not directly control, the behavior of the population. To control the non-linear dynamics of hysteretic dead-band systems in a manner suitable for convex optimization, we introduce an alternative control trajectory representation of the TCLs and their discrete input signals. This approach allows us to approximate the control of a TCL as a convex program and to produce a solution that can be interpreted stochastically for implementation. To perform distributed optimization across large populations of TCLs, we apply a variation of the alternating direction method of multipliers (ADMM) algorithm. The objective of the distributed optimization algorithm is to enable an aggregator to coordinate with a population of TCLs and to increase or decrease the total power demand according to a control signal. We include experimental results in which different populations of TCLs with varying levels heterogeneity are optimized to provide 5-minute ahead generation following services. We numerically demonstrate the algorithm's potential for controlling a TCL population's power demand within a definable error tolerance.
ation following. For experimental purposes, we deage technologies, and to [14] for a look into the po-systems and a novel method for incorporating min- strategy for control. In [33] , Vrettos and Anderson 194 research the aggregation of TCLs to simultaneously 195 provide frequency and voltage regulation services, 196 recognizing that solving these problems separately 197 can produce suboptimal solutions. Iacovella et al. 198 introduce the use of tracer TCLs in [34] . These vir- In [35] and [36] , vious work in [14] [26] to employ a state bin model- tic single TCL model that can be distributed [40] . 278 However, this model is mathematically formulated 279 as a partial differential equation that fundamentally 280 relies on a single state to represent temperature. In 281 this manuscript, we pursue a method extendible to 282 the multi-state models that characterize data col-283 lected from real-world TCLs [42] [43] [44] . 284 An additional limitation of linear models is that 285 they permit the TCLs to short-cycle. Short-cycling 286 is a behavior in which a TCL turns on and/or off to prevent short-cycling, such as preferential bin-295 ning, priority/preferential switching, and lockout 296 estimation, are made in [35] [36] [30] [37] . However, 297 the preferential techniques employed in [35] [36] can-298 not guaranteed the prevention of short cycling and 299 the lockout estimation in [30] [37] requires central- 
354
• We do not use continuous setpoint control. 355 In this paper, all temperature setpoint offsets 356 are integer valued and therefore easily imple- 
431
In this paper, we assume a noise standard deviation 432 σ of 0.01 • C/ √ sec or 0.6 • C/ √ hr [13] .
433
The power demand of a TCL at each time step is defined by
where p n ∈ R is the electric power demand (kW) 434 and COP the coefficient of performance.
435
The sign conventions in (1) assume that the TCL 436 is providing a heating load and that P (and thus 437 θ 2 ) is positive. Therefore, we expand the m-update 438 statement to account for both heating and cool-439 ing loads. Additionally, in this paper, the optimal 440 control of each TCL is based on setpoint manipu-441 lation. In other words, at each time step n, a TCL 442 will either enforce T set or move the setpoint by u n .
443
While we define u n such that the setpoint may be 444 adjusted at each time step, in practice, we employ 445 a single adjustment over multiple consecutive time 446 steps. The TCL model can now be expressed as
where u n ∈ R is the setpoint change at time step 448 n. While u n may, by definition, take on any value 449 in R, in this paper we will only consider integer 450 changes to the temperature setpoint (i.e. u n ∈ Z).
451
As noted in [15] [18] , the discrete time model im-452 plicitly assumes that all changes in mechanical state 453 occur on the time steps of the simulation. In this 454 paper, we will assume that this behavior reflects 455 the programming of the systems being modeled. In 456 other words, we will assume that the TCLs have a to generate a discrete set of output trajectories.
495
These alternative control trajectories can be in-496 corporated into a convex program as a linear con-497 straint, thereby enforcing feasibility.
498
To begin, we define N a alternative control inputs 499 for N t time steps 
The input and output variables can be expressed 
with variables U, T, M, and P representing the 518 set of all u j , T j , m j , and p j sets for j = 1, . . . , N a .
519
Naturally, we can also view U, T, M, and P as ma- In this section, we detail how the alternative con-570 trol trajectory representation described above can 571 be introduced into a convex program. To begin, we
Thus, if j = 1 is the selected trajectory (i.e. w 1 = 1)
The integer program below demonstrates how P,
574
T, and w can be introduced to solve for the optimal the binary constraint such thatŵ ∈ R N d , we can 599 express the convex program as
Due to the linear constraints, minimizerŵ * j ∈ 601 [0, 1] for j = 1, . . . , N d and in practice, can be inter- 
To reiterate, the optimal solution to (8) are guaranteed to be optimal solutions to (8) and 624 (9), respectively. However,w may be an optimal or 625 sub-optimal solution to both (8) and (9).
626
It should be noted that w * is only optimal with 627 respect to the N d alternative control trajectories as Pr(w = (0, 0, 1)) = 5%
Throughout this paper, we refer to the optimal 646 power demand profile (p = P T w) produced by (8) 647 as the discrete solution (w * ∈ {0, 1} N d ), by (9) as 648 the continuous solution (ŵ * ∈ R N d ), and by (9) tions and stopping criteria not found in [52] . 
where variable λ ∈ R Nc is the dual variable, con-676 stant ρ > 0 is the augmented Lagrangian parame-677 ter, also referred to as the penalty parameter, and 678 k is the integer valued iteration of the ADMM al-679 gorithm.
680
The necessary and sufficient optimality conditions for the ADMM problem (12) are given by the primal feasibility,
and dual feasibility,
assuming f and g are differentiable.
681
The convergence of (12) can be summarized by We refer the reader to [52] [54] for a discussion 690 of the augmented Lagrangian, scaled form, primal 691 and dual residuals, and convergence rates. In this paper, we consider an ADMM-based 694 method for solving the generic sharing problem us-695 ing distributed optimization, as presented in [52] .
696
In this section, we demonstrate how the sharing 697 problem can be represented as a special case of (11)
698
where f and A have a separable structure that we 699 can exploit. The method is well suited for solving 700 problems of the form
with variables x i ∈ F Nx i , the decision variable of 
with variables 
with variable z = (z 1 , . . . , z N ) and augmented La- Next, we define the sharing ADMM residuals. The necessary and sufficient optimality conditions for the sharing ADMM algorithm and derivation of the residuals are presented in the Appendix. The primal residual is defined as (19) and the dual residual as
Stopping Criteria 730
We define the stopping criteria as presented in [52] by
where r k = (r k 1 , . . . , r k N ), s k = (s k 1 , . . . , s k N ), and 731 primal > 0 and dual > 0 are feasibility tolerances 732 for the primal and dual conditions (44) and (45).
733
In this paper, we set primal = dual = 1. Next, we will simplify the algorithm by introduc- 
and the averaged dual residual as
The corresponding 2 -norms of the stopping criteria 760 are therefore with published parameter ranges, given in Table 1 805 and adopted from [14] . To generate a population, [56] . Figure 6 presents are on the order of 1 kW loads, in this paper, we 916 will utilize the TCLs to respond to 1% of the signal 917 shown in Figure 6 . Additionally, we are simulating 918 the TCL's using a one minute time scale but the 919 signal is on a five minute time scale. Thus, we will 920 treat the signal as a piecewise constant function.
921
It is possible to interpolate between the current 922 and previous control signal to produce a smooth or 923 piecewise linear signal. Nonetheless, we are electing 924 to use a piecewise constant interpretation.
925
To perform generation following, the aggrega- Given the TCL and aggregator optimization programs (26) and (27), we can now define the sharing ADMM algorithm for power generation following using a population of TCLs.
In our implementation, the ADMM algorithm is 945 run once every 5 minutes to determine the optimal 946 power demand of the TCL population over the next Figure 7 : TCL Model and Optimization Structure. Each TCL i in the population will simulate its dynamics to produce the alternative control trajectories, coordinate with an aggregator using the ADMM algorithm to produce a continuous solution, and finally interpret the discrete probability distribution to produce a probabilistic solution.
In this manuscript, we assume a simple net- Table 4 and the parameters in Table 5 .
977
The execution of the generation following algo-978 rithm can be summarized by the follow 4 steps: 
where variables x k Σ , p k Σ ∈ R, N is the number of 1208 TCLs in the population, and k denotes the integer 1209 valued time step of each ADMM run (i.e. each N t = 1210 5 minute interval between midnight and noon).
1211
The continuous and probabilistic responses of the population denote the change in power demand, and are respectively given by For each time step k, we also present the minimum and maximum power demand that the population of TCLs could have achieved given the set of power trajectories P i for each TCL. For each TCL i, we denote the trajectories with the minimum and maximum mean power demand as p min i ∈ P i and p max i ∈ P i , respectively. Therefore, the minimum and maximum mean power demand of the population is
Thus, the maximum up or down response of the population is given by
where variable p k min∆ corresponds to demand de-1215 crease and p k max∆ to demand increase (from the per-1216 spective of the load). In the case that p k min∆ > 0 or 1217 p k max∆ < 0, the population is incapable of decreas-1218 ing or increasing its power demand, respectively. ters (the mean of the parameter ranges in Table 1 ).
1225
We have limited the number of ADMM iterations 1226 to 10.
1227 Figure 12 presents the results from the homoge- The second plot in Figure 12 shows the prob- Table 1 ) and is employed to erations.
2 -norm:
Root Mean Squared Error:
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Inner product:
with variable x, λ ∈ R N . In this section, we derive the sharing ADMM residuals, which are required to define the stopping criteria. The necessary and sufficient optimality conditions for the sharing ADMM problem (18) are given by the primal feasibility,
for i = 1, . . . , N assuming f i and g are differen-1599 tiable.
1600
Since z k+1 minimizes (18b) by definition, we can 1601 show that z k+1 and λ k+1 always satisfy (46),
Therefore, optimality is achieved by satisfying (44) and (45) . From (44) 
Thus, for every iteration of the sharing ADMM 1615 algorithm, the optimal value of each z i is
Finally, we can calculate the optimal value ofz
Thus, substituting µ * /N ρ from (51) into (50),
or equivalently
Next, we can replace z k+1 i in the λ i -update equation (18c)
which shows that the dual variables λ k i are all equal to the globalλ k and thus
