Abstract.
Introduction
The automatic verification of temporal properties of finite-state systems has been a topic of intensive research during the recent decade. A typical approach is to generate the state space of the system and then apply a model-checking algorithm on it to decide whether the system satisfies given temporal logic formulas [l, 21. A well-known problem of this approach is that the state spaces of systems tend to be very large, rendering the verification of medium-size and large nontrivial systems impossible with a realistic computer. This problem is known as the state explosion problem.
Concurrency is a major contributor to state explosion. It introduces a large number of execution sequences that lead from a common start state to a common end state by the same transitions, but the transitions occur in different order, causing the sequences to go through different states. This phenomenon was recognized long ago, and the choice of a coarser level of atomicity has been suggested as a partial solution (see [3] ). Unfortunately, the power of coarsening the level of atomic&y is limited. Consider a system consisting of n processes that execute Ic steps without interacting with each other and then stop. The system has (Ic + 1)" states. Each of the processes of the system can be coarsened to a single atomic action. Coarsening reduces the number of states to 2", which is still exponential in the number of the processes [4] . However, it seems intuitively that to check various properties of the system it would be sufficient to simulate the processes in one arbitrarily chosen order, thus generating only nlc + 1 states.
To our knowledge, the first person to suggest a concurrency-based state-space reduction method potentially capable of changing a state space from exponential to polynomial in the number of processes was W. Overman [S]. Overman's work is little known, perhaps because he considered a very restricted case (the terminal states of systems consisting of processes that do not branch or loop), and the algorithm he gave as part of his method for finding certain sets was not efficient enough from the practical point of view. He suggested also a modified method with a faster algorithm, but the modification destroyed the ability of changing exponential state spaces to polynomial.
The problems in Overman's approach were essentially solved by Valmari when he presented the so-called stubborn set method [6, 71. The method is presented in the framework of ordinary Petri nets in [6] . In [7] , some reduction power is sacrificed to present the theory in a more general variable/transition framework that is directly applicable to concurrent programs, etc. Overman's method can be thought of as a special case of the more powerful and more widely applicable stubborn set method as presented in [7] . The computational problem that caused Overman to modify his method now reappeared as the problem of finding "good" stubborn sets. In [6], a stubborn set search algorithm is provided that (if required) finds the sets in Overman's method and, assuming that the system is loosely coupled, is linear in the size of the system under analysis. However, the sets found by the algorithm (including Overman's sets) are not necessarily the "best" stubborn sets in the sense of leading to the best state-space reduction results. In [7] , a quadratic (under reasonable assumptions) stubborn set search algorithm is developed that is capable of finding, in a certain sense, "best" stubborn sets. These results are summarized, compared to Overman's work, and refined in some details in [4] .
The above-mentioned articles treat properly only the detection of deadlocks and terminal states using the reduced state spaces, although they anticipate the analysis of more properties. Their key theorem is "every reachable state without enabled transitions is present in the reduced state space." It is shown in [8] that the basic stubborn set method also preserves the existence of infinite execution sequences. It is thus suitable for detecting nontermination.
Furthermore, the article essentially gains back the part of the reduction power lost in the shift from [6] to [7] .
The difference between the theories in [6, 81 and [7] is clarified by the distinction of the weak and strong theories of stubborn sets in [9] . The weak theory is more complicated and more difficult to implement, but it leads to better reduction results. The above-mentioned linear stubborn set search algorithm cannot exploit the extra freedom offered by the weak theory, but the quadratic algorithm can. In [9] , the way was also opened to the use of stubborn sets in the verification of other than termination-oriented properties by solving the so-called ignoring problem.
As a concrete result, the article shows how the reachability of a state satisfying a given state predicate can be decided using stubborn sets. This renders possible the verification of system invariants.
