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Abstract
We present a variation of the modular algorithm for computing the Hermite
normal form of an OK-module presented by Cohen [7], where OK is the ring of
integers of a number field K. An approach presented in [7] based on reductions
modulo ideals was conjectured to run in polynomial time by Cohen, but so
far, no such proof was available in the literature. In this paper, we present
a modification of the approach of [7] to prevent the coefficient swell and we
rigorously assess its complexity with respect to the size of the input and the
invariants of the field K.
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1. Introduction
Algorithms for modules over the rational integers such as the Hermite nor-
mal form algorithm are at the core of all methods for computations with rings
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and ideals in finite extensions of the rational numbers. Following the growing
interest in relative extensions, that is, finite extensions of number fields, the
structure of modules over Dedekind domains became important. On the theo-
retical side, it was well known that the framework of finitely generated projective
modules was well suited for these problems, but explicit algorithms were lacking
for a long time. Based on the pioneering work of of Bosma and Pohst [4], the
computation of a Hermite normal form (HNF) over principal ideal domains was
generalized to finitely generated modules over Dedekind domains by Cohen [7]
(for a comparison between the work of Bosma–Pohst and Cohen, see [12, Chap.
6]). It was conjectured that Cohen’s algorithm [7, Algorithm 3.2] for computing
this so-called pseudo-Hermite normal form (pseudo-HNF) has polynomial com-
plexity (see [7, Remark after Algorithm 3.2]): “. . . and it seems plausible that
. . . this algorithm is, in fact, polynomial-time.” The polynomial complexity of
a (modified) version of Cohen’s algorithm was conjectured in the folklore but
not formally proved until the preliminary version of this study in the ISSAC
proceedings [3]. The difficulties in establishing this formally were two-fold: The
original algorithm does not control the size of the coefficient ideals, and, most
of the underlying field and ideal operations themselves have not been analyzed
completely. While the ideal operations, which are based on Hermite normal
forms over the rational integers, are known to have polynomial complexity, the
exact complexity was previously not investigated in detail hence a byproduct
of this discussion is a computational model for algebraic number fields together
with an analysis of basic field and ideal operations.
Based on our careful analysis we also compare the complexity of algorithms
for finitely generated projective modules over the ring of integers OK of a num-
ber field K based on the structure as OK-modules with algorithms based on the
structure as free Z-modules of larger rank. In practice, algebraic number fields
L of large degree are carefully constructed as relative extensions Q ⊆ K ⊆ L.
The computational complexity of element and ideal operations in L depend on
both d = [K : Q] and n = [L : K]. Ideals of the ring of integers OL of L
are naturally Z-modules of rank dn and therefore ideal arithmetic is reduced to
computation of Z-modules of rank dn. On the other hand, the ring of integers
OL and its ideals are finitely generated projective modules of rank n over the
Dedekind domain OK . Thus the ideal arithmetic in OL can be performed using
the pseudo-HNF algorithm and it is only natural then to ask which method to
prefer.
In addition, Fieker and Stehle´’s recent algorithm for computing a reduced
basis of OK-modules relies on the conjectured possibility to compute a pseudo-
HNF for an OK-module with polynomial complexity [10, Th. 1]. This allows
a reduction algorithm for OK-modules with polynomial complexity, similar to
the LLL algorithm for Z-modules.
In the same way as for Z-modules, where the HNF can be used to compute
the Smith normal form, the pseudo-HNF enables us to determine a pseudo-
Smith normal form. The pseudo-Smith normal form gives the structure of
torsion OK-modules, and is used to study the quotient of two modules. Ap-
plications include the investigation of Galois cohomology [15].
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In all of our algorithms and the analysis we assume that the maximal order,
OK , is part of the input.
Our contribution
Let K be a number field with ring of integers OK . We present in this
paper the first algorithm for computing a pseudo-HNF of an OK-module which
has a proven polynomial complexity. Our algorithm is based on the modular
approach of Cohen [8, Chap. 1] extending and correcting the version from the
ISSAC proceedings [3]. We derive bounds on its complexity with respect to the
size of the input, the rank of the module and the invariants of the field.
As every OK-module is naturally a Z-module (of larger rank), we then com-
pare the complexity of module operations as OK-modules to the complexity of
the same operations as Z-modules. In particular, we show that the complexity
of the OK-module approach with respect to the degree of the field K is (much)
worse than in the Z-module approach. This is due to the (bad) performance
of our key tool: An algorithm to establish tight bounds on the norms of the
coefficient ideals during the pseudo-HNF algorithm.
As an application of our algorithm, we extend the techniques to also give
an algorithm with polynomial complexity to compute the pseudo-Smith normal
form associated to OK-modules, which is a constructive variant of the elemen-
tary divisor theorem for modules over OK . Similarly to the pseudo-HNF, this
is the first algorithm for this task that is proven to have polynomial complexity.
Outline
In order to discuss the complexity of our algorithms, we start by introducing
our computational model and natural representations of the involved objects.
Next, suitable definitions for size of the objects are introduced and the behavior
under necessary operations is analyzed.
Once the size of the objects is settled, we proceed to develop algorithms
for all basic operations we will encounter and prove complexity results for all
algorithms. In particular, this section contains algorithms and their complexity
for most common ideal operations in number fields. While most of the methods
are folklore, this is the first time their complexity has been stated.
Next, the key new technique, the normalization of the coefficient ideals, is
introduced and analyzed. Finally, after all the tools are in place, we move to
the module theory. Similar to other modular algorithms, we first need to find a
suitable modulus. Here this is the determinantal ideal, which is the product of
fractional ideals and the determinant of a matrix with entries in OK . In Section
5 we present a Chinese remainder theorem based algorithm for the determinant
computation over rings of integers and analyze its complexity.
In Section 6, we get to the main result: An explicit algorithm that will
compute a pseudo-HNF for any full rank module over the ring of integers. The
module is specified via a pseudo-generating system (pairs of fractional ideals
of the number field K and vectors in Km). Under the assumption that the
module has full rank and that it is contained in OmK , we prove the following (see
Theorem 34):
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Theorem. There exists an algorithm (Algorithm 5), that given n pseudo-generators
of an OK-module of full rank contained in OmK , computes a pseudo-HNF with
polynomial complexity.
Actually, a more precise version is proven. The exact dependency on the
ring of integers OK , the dimension of the module and the size of the generators
is presented. Note that we assume that certain data of the number field K is
precomputed, including an integral basis of the ring of integers (see Section 3).
In the final section, we apply the pseudo-HNF algorithm to derive a pseudo-
Smith normal form algorithm and analyze its complexity, achieving polynomial
time complexity as well (Algorithm 6 and Proposition 43).
2. Preliminaries
Number fields
Let K be a number field of degree d and signature (r1, r2). That is K admits
r1 real embeddings and 2r2 complex embeddings. We can embed K in KR =
K ⊗Q R ≃ Rr1 ×Cr2 and extend all embeddings to KR. The d-dimensional real
vector spaceKR carries a Hermitian form T2 defined by T2(α, β) =
∑
σ σ(α)σ(β)
for α, β ∈ KR, where the sum runs over all embeddings, and an associated
norm ‖ ‖ defined by ‖α‖ =
√
T2(α, α) for α ∈ KR. The ring OK of algebraic
integers is the maximal order of K and therefore a Z-lattice of rank d with
OK ⊗Z Q = K. Given any Z-basis ω1, . . . , ωd of OK , the discriminant ∆K of
the number field K is defined as ∆K = det(Tr(ωiωj)i,j), where Tr denotes the
trace of the finite field extension Q ⊆ K. The norm of an element α ∈ K is
defined by N(α) = NKQ (α) =
∏
σ σ(α) and is equal to the usual field norm of the
algebraic extension K ⊇ Q. For α ∈ K, Mα denotes the d× d rational matrix
corresponding to K → K,β 7→ αβ, with respect to a Q-basis of K and is called
the regular representation of α. Here, using a fixed Q-basis of K, elements are
identified with row-vectors in Q1×d.
To represent OK-modules we rely on a generalization of the notion of ideal,
namely the fractional ideals of OK . They are defined as finitely generated Z-
submodules of K. When a fractional ideal is contained in OK , we refer to it
as an integral ideal, which is in fact an ideal of the ring OK . Otherwise, for
every fractional ideal a of OK , there exists r ∈ Z>0 such that ra is integral.
The minimal positive integer with this property is defined as the denominator
of the fractional ideal a and is denoted by den(a). The sum of two fractional
ideals of OK is the usual sum as Z-modules and the product of two fractional
ideals a, b is given by the Z-module generated by αβ with α ∈ a and β ∈ b.
The set of fractional ideals of OK forms a monoid with identity OK and where
the inverse of a is a−1 := {α ∈ K | αa ⊆ OK}. Each fractional ideal a of K is
a free Z-module of rank d and given any Z-basis matrix Na ∈ Qd×d we define
the norm N(a) of a to be |det(Na)| ∈ Q. The norm is multiplicative, and in the
case a is an integral ideal the norm of a is equal to [OK : a], the index of a in
OK . Also note that the absolute value of the norm of α ∈ K agrees with the
norm of the principal ideal αOK .
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OK-modules and the pseudo-Hermite normal form over Dedekind domains
In order to describe the structure of modules over Dedekind domains we rely
on the notion of pseudoness introduced by Cohen [7], see also [8, Chapter 1].
Note that, different to [7], our modules are generated by row vectors instead
of column vectors and we therefore perform row operations. Let M be a non-
zero finitely generated torsion-free OK-module and V = K ⊗OK M , a finite
dimensional K-vector space containing M . An indexed family (αi, ai)1≤i≤n
consisting of αi ∈ V and fractional ideals ai of K is called a pseudo-generating
system of M if
M = a1α1 + · · ·+ anαn
and a pseudo-basis of M if
M = a1α1 ⊕ · · · ⊕ anαn.
A pair (A, I) consisting of a matrix A ∈ Kn×m and a list of fractional ideals
I = (ai)1≤i≤n is called a pseudo-matrix. Denoting by A1, . . . , An ∈ K1×m
the n rows of A, the sum
∑n
i=1 aiAi is a finitely generated torsion-free OK-
module associated to this pseudo-matrix. Conversely every finitely generated
torsion-free module M gives rise to a pseudo-matrix whose associated module
is M . In case of finitely generated torsion-free modules over principal ideal
domains, the task of finding a basis of the module can be reduced to finding
the Hermite normal form (HNF) of the associated matrix. If the base ring
is a Dedekind domain there exists a canonical form for pseudo-matrices, the
pseudo-Hermite normal form (pseudo-HNF), which plays the same role as the
HNF for principal ideal domains allowing us to construct pseudo-bases from
pseudo-generating systems. More precisely let A ∈ Kn×m be of rank m, (A, I)
a pseudo-matrix and M the associated OK-module. Then there exists an n×n
matrix U = (ui,j)i,j over K and n non-zero fractional ideals b1, . . . , bn of K
satisfying
1. for all 1 ≤ i, j ≤ n we have ui,j ∈ b−1i aj ,
2. the ideals satisfy
∏
i ai = det(U)
∏
i bi,
3. the matrix UA is of the form (
H
0
)
,
where H is an m × m lower triangular matrix over K with 1’s on the
diagonal and 0 denotes the zero matrix of suitable dimensions.
4. M = b1H1 ⊕ · · · ⊕ bnHn where H1, . . . , Hn are the rows of H .
The pseudo-matrix (H, (bi)1≤i≤n) is called a pseudo-Hermite normal form
(pseudo-HNF) of (A, I) resp. of M . Note that with this definition, a pseudo-
HNF of an OK-module is not unique. In [4, 7, 12], reductions of the coefficients
of A modulo certain ideals provide uniqueness of the pseudo-HNF when the
reduction algorithm is fixed.
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Throughout the paper will make the following restriction: We assume that
the associated module M is a subset of OmK . For if M ⊆ Km there exists an
integer k ∈ Z>0 such that kM ⊆ OmK . In case of a square pseudo-matrix (A, I)
the determinantal ideal d((A, I)) is defined as to be det(A)
∏
a∈I a. For a pseudo-
matrix (A, I), A ∈ On×mK of rank m, we define the determinantal ideal d((A, I))
to be the gcd of all determinantal ideals of all m ×m sub-pseudo-matrices of
(A, I) (see [7]).
3. Size and costs in algebraic number fields
In order to state the complexity of the pseudo-HNF algorithm, we will now
describe representations and algorithms of elements and ideals in number fields,
which are the objects we have to compute with. The algorithms and representa-
tions chosen here are by no means optimal for all problems involving algebraic
number fields. We have chosen the linear algebra heavy approach since it allows
for efficient algorithms of the normalization of ideals and reduction of elements
with respect to ideals, which are crucial steps in the pseudo-HNF algorithm. For
different approaches to element arithmetic we refer the interested reader to [6,
4.2] and [1]. For ideal arithmetic (in particular ideal multiplication) fast Las
Vegas type algorithm are available making use of a 2-element ideal representa-
tion (see [6, 1]). As our aim is a deterministic polynomial time pseudo-HNF
algorithm, we will not make use of them.
A notion of size.
To ensure that our algorithm for computing a pseudo-HNF basis of an OK-
module runs in polynomial time, we need a notion of size that bounds the bit
size required to represent ideals and field elements. We assume that the maximal
order OK of K is given by a fixed Z-basis Ω = (ω1, . . . , ωd) with ω1 = 1.
Size of ideals
A non-zero integral ideal a ⊆ OK is a d-dimensional Z-submodule of OK
and will be represented by its unique (lower triangular) HNF basis Ma ∈ Zd×d
with respect to the fixed integral basis Ω. The size required to store the matrix
is therefore bounded by d2 log(|Ma|), where log denotes the binary logarithm.
Since we assume that ω1 is set to 1 the value |Ma| is actually equal to min{a ∈
Z>0 | a ∈ a}. (For A = (ai,j)i,j ∈ Zd×d we denote maxi,j |ai,j | by |A|.) The latter
is the well known minimum of the integral ideal a, which is denoted by min(a)
and can be characterized as the unique positive integer with a ∩ Z = (min(a)).
Based on this observation we define
S(a) = d2 log(min(a))
to be the size of a. If a = a˜/k is a fractional ideal of K, where a ⊆ OK and
k ∈ Z>0 is the denominator of a, we define the size of a by
S(a) = S(a˜) + d2 log(k).
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The weight d2 on the denominator is introduced to have a nice behavior with
respect to the common ideal operations. Before we show that, we need to recall
some basic facts about the minimum of integral ideals. The weight can also be
seen as viewing the ideal as given by a rational matrix directly.
Proposition 1. Let a, b be integral ideals and k ∈ Z, k 6= 0. Then the following
holds:
1. min(a+ b) divides GCD(min(a),min(b)).
2. min(ab) divides min(a)min(b).
3. The denominator of a−1 is equal to min(a).
4. min(ka) = |k|min(a).
5. min(a) divides N(a).
Proof. Follows from the definition.
The properties of the minimum translate easily into corresponding properties
of the size of integral ideals. The next proposition shows that in fact the same
relations hold also for fractional ideals.
Proposition 2. Let a, b ⊆ K be fractional ideals and m ∈ Z, m 6= 0. Then the
following holds:
1. S(ma) ≤ S(a) + d2 log(|m|).
2. S(a + b) ≤ 2(S(a) + S(b)).
3. S(ab) ≤ S(a) + S(b)
4. S(a−1) ≤ 2S(a).
Proof. Note that if a and b are integral ideals then (1), (2) and (3) follow
immediately from the properties of the minimum obtained in Proposition 1.
Write a = a˜/k and b = b˜/l with k and l the denominator of a and b respectively.
(1): We have
S(ma) ≤ S(ma˜)+ d2 log(k) ≤ S(a˜)+ d2 log(|m|)+ d2 log(k) = S(a)+ d2 log(|m|).
(2): As the sum a+ b is equal to (la˜+ kb˜)/kl we obtain
S(a+ b) ≤ S(la˜+ kb˜) + d2 log(kl) ≤ S(a˜) + d2 log(l) + S(b˜) + d2 log(k) + S(a) + S(b)
= 2(S(a) + S(b)).
(3): We have
S(ab) ≤ S(a˜b˜) + d2 log(k) + d2 log(l) ≤ S(a) + S(b).
(4): Consider first the integral case: We know that min(a˜) ∈ a˜. Thus the
principal ideal (min(a˜)) is divided by a˜ and there exists an integral ideal b with
(min(a˜)) = a˜b, i. e.,
a˜−1 =
b
min(a˜)
.
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Note that min(a˜) ∈ b and therefore min(b) ≤ min(a˜). As min(a˜) is the denom-
inator of a˜−1 by Proposition 1 (4) we obtain
S(a˜−1) = S(b) + d2 log(min(a˜)) ≤ 2S(a˜).
Returning to the general case we have a−1 = ka˜−1. Then
S(a−1) = S(a˜−1) + d2 log(k) ≤ 2S(a˜) + 2d2 log(k) = 2S(a).
Size of elements.
The integral basis Ω allows us to represent an integral element α ∈ OK by
its coefficient vector (a1, . . . , ad) ∈ Zd satisfying α =
∑d
i=1 aiαi. The size to
store the element α is therefore bounded by
S(α) = dmax
i
log(|ai|),
which we call the size of α with respect to Ω. This can be faithfully generalized
to elements α ∈ K. Writing α = α˜/k with k ∈ Z>0 the denominator of α we
define
S(α) = S(α˜) + d log(k)
to be the size of α. Similarly to the ideals above, as added the weight d to
the denominator to achieve a nicer transformation behavior under the standard
operations. Its justification also comes from viewing elements in K as rational
vectors rather than integral elements with a common denominator.
In order to relate our function S to the multiplicative structure on K we
need to recall that the notion of size of elements is closely related to norms on
the R-vector space KR. More precisely, the fixed integral basis Ω gives rise to
an isomorphism
Φ: KR → Rd,
d∑
i=1
aiωi 7−→ (a1, . . . , ad),
onto the d-dimensional real vector space. Equipping Rd with the ∞-norm we
have d log(‖Φ(α)‖∞) = S(α) for α ∈ OK . But this is not the only way to
identify KR with a normed real vector space. Denote the r1 real embeddings by
(σi)1≤i≤r1 and the 2r2 complex embeddings by (σi)r1+1≤i≤r1+2r2 . We use the
usual ordering of the complex embeddings, such that σr2+k = σk for r1 < k ≤
r1 + r2. Using these embeddings we define
Ψ: KR −→ Rr1 × R2r2
α 7−→ (σi(α))1≤i≤r , (Reσi(α) + Imσi(α),Re σi(α) − Imσi(α))r1<i≤2r2+1
yielding ‖Ψ(α)‖2 = ‖α‖ for α ∈ K, where ‖ ‖2 denotes the 2-norm on Rr1+2r2 .
Since R is complete, any two norms on KR are equivalent. Thus there exists
constants C1, C2 ∈ R>0 depending on K and the chosen basis Ω with
1
C2
‖Φ(α)‖∞ ≤ ‖α‖ ≤ C1‖Φ(α)‖∞, (1)
8
for all α ∈ K. Moreover we have the inequalities
‖α‖ ≤
√
d max
σ
|σ(α)| , max
σ
|σ(α)| ≤ ‖α‖, (2)
for all α ∈ K and applying the geometric arithmetic mean inequality yields
|N(α)| ≤ ‖α‖
d
dd/2
. (3)
Another important characteristic of an integral basis Ω is the size of the
structure constants (mki,j)i,j,k, which are defined by the relations
ωiωj =
d∑
k=1
mki,jωk
for 1 ≤ i, j ≤ d. We denote the maximum value maxi,j,k |mki,j | by C3.
Remark 3. Note that there is a situation in which we are able to estimate the
constants C1, C2, C3. Assume that Ω is LLL-reduced with respect to T2 and LLL
parameter c. Then by [1, Proposition 5.1] the basis Ω satisfies
‖ωi‖2 ≤
(
d−(i−1)cd(d−1)/2|∆K |
)1/(d−i+1)
for all 1 ≤ i ≤ d. Moreover the structure constants satisfy
|mki,j | ≤
c3d(d−1)/4
dd−(1/2)
|∆K | 1 ≤ i, j, k ≤ d,
and thus we can choose
C1 = max
i
(
d−(i−1)cd(d−1)/2|∆K |
)1/2(d−i+1)
, C3 =
c3d(d−1)/4
dd−(1/2)
.
By [10, Lemma 2] we have ‖Φ(α)‖∞ ≤ 23d/2 ‖α‖ for all α ∈ K allowing for
C2 = 2
3d/2.
Using the preceding discussion we can now describe the relation between size
and the multiplicative structure of OK . If α =
∑d
i=1 aiωi and β =
∑d
j=1 bjωj
are integral elements the product αβ is equal to
∑d
k=1 ckωk with
ck =
d∑
i=1
ai
d∑
j=1
bjm
k
i,j .
Thus for the size of αβ we obtain
S(αβ) ≤ S(α) + S(β) + 2d log(d) + d log(C3).
The constant 2d log(d) + d log(C3) therefore measures the increase of size when
multiplying two integral elements.
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The second multiplicative operation is the inversion of integral elements. Let
α−1 = β/k with k ∈ Z>0 the denominator of α−1 and β ∈ OK . Using k ≤ |N(α)|
and Inequality (3) we obtain log(k) ≤ d log(C1) + d log(‖α‖∞)− d2 log(d). Since
|σ(β)| = σ(k)|σ(α)| =
k
|σ(α)| ≤
|N(α)|
|σ(α)| =
∏
τ 6=σ
|τ(α)| ≤ ‖α‖d−1
for every embedding σ we get ‖β‖ ≤
√
d ‖α‖d−1 by Inequality (2). Combining
this with the estimate for the denominator yields
S(α−1) = d log(k) + S(β) ≤ dS(α) + d2 log(C1) + d log(C2).
Again we see that there is a constant depending on Ω describing the increase of
size during element inversion. We define CΩ by
CΩ = max{2d log(d) + d log(C3), d2 log(C1) + d log(C2)}
to obtain a constant incorporating both operations. Since we work with a fixed
basis we drop the Ω from the index and denote this constant just by C. So
far the obtained bounds on the size are only valid for integral elements and
it remains to prove similar relations for the whole of K. We begin with the
multiplicative structure.
Proposition 4. For all α, β ∈ K and m ∈ Z, m 6= 0, the following holds:
1. S(mα) = S(α) + d log(|m|).
2. S(αβ) ≤ S(α) + S(β) + C,
3. S(α−1) ≤ dS(α) + C.
Proof. We write α = α˜/k and β = β˜/l with k and l the denominator of α
and β respectively. Note that by the choice of C items (2) and (3) hold for
integral elements. (1): From the definition of the size it follows that S(mα˜) =
S(α˜) + d log(|m|). Since the denominator of mα is bounded by k we have
S(mα) ≤ S(mα˜) + d log(k) = S(α) + d log(|m|).
(2): Since the denominator of αβ is bounded by kl we obtain
S(αβ) ≤ S(α˜β˜) + d log(kl) ≤ S(α) + S(β) + C.
(3): The inverse of α is equal to kα˜−1. Therefore using (1) we get
S(α−1) = S(α˜−1) + d log(k) = d log(k) + S(α˜) + C ≤ dS(α) + C.
We now investigate the additive structure.
Proposition 5. If α and β are elements of K then S(α+ β) ≤ 2(S(α) + S(β)).
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Proof. It is easy to see that S(α + β) ≤ S(α) + S(β) if α and β are integral
elements. Now write α = α˜/k and β = β˜/l with k and l the denominator of
α and β respectively. Then we obtain S(lα˜ + kβ˜) ≤ S(α˜) + S(β˜) + d log(k) +
d log(l) = S(α) + S(β) and finally
S(α + β) ≤ S(lα˜+ kβ˜) + d log(kl) ≤ 2(S(α) + S(β)).
Finally we need the mixed operation between ideals and elements.
Proposition 6. Let α ∈ K and a ⊆ K be a fractional ideal. Then S(αa) ≤
S(a) + d2S(α) + dC.
Proof. We consider first the integral case α ∈ OK and a ⊆ OK . Using Inequal-
ities (1) and (3) the minimum of the principal ideal (α) can be bounded by
Cd1‖α‖d∞. Thus we have
S(αa) = d2 log(min(αa)) ≤ d2 log(min(α))+d2 log(min(a)) ≤ d2S(α)+S(a)+dC.
Now let α = α˜/k and a = a˜/l with k and l the denominator of α and a respec-
tively. Using the integral case we obtain
S(αa) ≤ S(α˜a˜) + d2 log(kl) ≤ S(a˜) + d2 log(l) + d2S(α˜) + d2 log(k) + dC
= S(a) + d2S(α) + dC.
Calculating in K.
In this section, we evaluate the complexity of the basic operations performed
during the pseudo-HNF algorithm. To simplify the representation of complexity
results, we use soft-Oh notation O˜: We have f ∈ O˜(g) if and only if there exists
k ∈ Z>0 such that f ∈ O(g(log(g))k). We multiply two integers of bit size B
with complexity in O˜(B) using the Scho¨nhage–Strassen algorithm [19]. While
the addition of such integers is in O(B), their division has complexity in O˜(B).
As most of our algorithms are going to be based on linear algebra over
rings, mainly Z, we start be collecting the complexity of the used algorithms.
The basic problem of determining the unique solution x ∈ Qn to the equation
Ax = b with A ∈ Zn×n non-singular, b ∈ Zn can be done using Dixon’s p-adic
algorithm [9] in O˜(n3(log(|A|) + log(|b|))).
As we represent integral ideals using the HNF basis, the computation of this
form is at the heart of ideal arithmetic. Note, that in contrast to the standard
case in the literature [11, 22] we do not want to state the complexity in terms of
the determinant (or multiples thereof) but in terms of the elementary divisors.
As we will see, in our applications, we always know small multiples of the
elementary divisors and thus obtain tighter bounds. Important to the algorithms
is the notion of a Howell form of a matrix as defined in [13]. The Howell form
generalizes the Hermite normal form to Z/λZ and restores uniqueness in the
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presence of zero divisors. For a matrix A ∈ Zn×m of rank m we denote by
HNF(A) the unique Hermite form of the matrix (with the off-diagonal elements
reduced into the positive residue system modulo the diagonal), while Howλ(A)
will denote the Howell form for A ∈ (Z/λZ)n×m. In [23] a naive algorithm is
given that computes Howλ(A) in time O(m
2max(n,m)) operations in Z/λZ.
We also need the following facts:
Lemma 7. Let A ∈ Zn×m and λ ∈ Z such that λZm ⊆ [A]Z where [A]Z denotes
the Z-module generated by the rows of A. Then the following holds:
1. We have
HNF(A) = HNF
(
A
λIm
)
.
2. We have HNF(A) = Howλ2(A), that is, the canonical lifting of the Howell
form over Z/λ2Z yields the Hermite form over Z.
Proof. Since, by assumption,
[A]Z =
[
A
λIm
]
Z
and the Hermite form is an invariant of the module, the first claim is clear.
To show the second claim, it is sufficient to show that the reduction of
HNF(A) modulo λ2 has all the properties of the Howell form. Once this is
clear, the claim follows from the uniqueness of the Howell form as an invariant
of the Z/λ2Z module and the fact that all entries in HNF(A) are non-negative
and bounded by λ. The only property of the Howell form that needs verification,
is the last claim: any vector in [A]Z/λ2Z having first coefficients zero is in the
span of the last rows of the Howell form. This follows directly from the Hermite
form: any lift of such a vector is a sum of a vector in λ2Z and an element in
[A] starting with the same number of zeroes as the initial element. Such an
element is clearly in the span of the last rows of HNF(A) since the Hermite
form describes a basis and the linear combination carries over modulo λ2. The
other properties of the Howell form are immediate: the reduction modulo the
diagonal as well as the overall shape is directly inherited from the Hermite form.
The final property, the normalization of the diagonal namely to divide λ2 follows
too from the Hermite form: since λZm is contained in the module, the diagonal
entries of the Hermite form have to be divisors of λ, hence of λ2. We note,
that the reason we chose λ2 over λ is to avoid problems with vanishing diagonal
elements: as all diagonal entries of the Hermite form are divisors of λ, none of
them can vanish in Z/λ2Z.
We can now derive the complexity of the HNF computation in terms of λ.
Corollary 8. Let A ∈ Zn×m be a matrix and λ ∈ Z such that λZm ⊆ [A]Z.
Then the Hermite normal form of A can be computed with complexity in O˜(mn log(|A|)+
m2max(m,n) log(|λ|)).
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Proof. The Lemma 7 links the Hermite normal form to the Howell form, while
Storjohann’s naive algorithm [23] will compute the Howell form with the com-
plexity as stated.
We will see, that in our applications, we naturally know and control a mul-
tiple of the largest elementary divisor, hence we can use this rather than the
determinant in our complexity analysis.
Note that due to Storjohann andMulders [23] there exists asymptotically fast
algorithms for computing the Howell form based on fast matrix multiplication.
Since our pseudo-HNF algorithm is a generalization of a non-asymptotically
fast HNF algorithm over the integers and eventually we want to compare our
pseudo-HNF algorithm with the absolute HNF algorithm it is only reasonable
to not use asymptotically fast algorithms for the underlying element and ideal
arithmetic.
Concerning our number field K, we take the following precomputed data for
granted:
• An integral basis Ω = (ωi)i of the maximal order OK satisfying ω1 = 1.
• The structure constants M = (mki,j)i,j,k of Ω.
• The matrix DT−1, where T = (Tr(ωiωj))i,j and D is the denominator
of T−1. Moreover using [10, Theorem 3] we compute a LLL-reduced 2-
element representation (δ1, δ2) of the ideal B generated by the rows of
DT−1 with the property
‖δi‖ ≤ 4(2 d2 )8 |∆K |
2
d (C1)
4
, i.e., S(δi) ∈ O˜ (log(|∆K |) + C)
for i = 1, 2. In addition we compute the regular representations Mδ1 and
Mδ2 .
• A primitive element ofK with minimal polynomial f = Xd+∑d−1i=0 aiX i ∈
Z[X ], such that log(maxi|ai|) ≤ C and log(|disc(f)|) ∈ O˜(C). Such an
element can be found as follows: By a theorem of Sonn and Zassenhaus
[21] there exist ε1, . . . , εd ∈ {0, 1} such that α =
∑d
i=1 εiωi ∈ OK is
a primitive element of the field extension Q ⊆ K. Note that with the
currently known methods finding such an element is exponentially costly
with respect to d. Applying the d embeddings σj we obtain
|σj(α)| ≤ dmax
i
|σj(ωi)| ≤ dmax
i
‖ωi‖ ≤ dC1.
Using these estimates for the conjugates of α we get the following bound
on the coefficients of the minimal polynomial f = Xd+
∑d−1
i=0 aiX
i ∈ Z[X ]
of α: Since the elements σj(α), 1 ≤ j ≤ d, are exactly the roots of f we
obtain
|ai| = |si(σ1(α), . . . , σd(α))| ≤
(
d
i
)
max
j
|σj(α)|i ≤ ddmax
j
|σj(α)|d ≤ ddddCd1 ,
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for 0 ≤ i ≤ d− 1, where si denotes the elementary symmetric polynomial
of degree i. Therefore the height |f | = maxi|ai| of f can by estimated by
log(|f |) = max
i
log(|ai|) ≤ 2d log(d) + d log(C1) ≤ C,
As we have a bound for the absolute values of its roots, we can moreover
derive the following estimate for the discriminant of f :
|disc(f)| =
∏
i<j
|σi(α) − σj(α)|2 ≤ |max
j
2σj(α)|d
2 ≤ 2d2 max
j
|σj(α)|d
2
.
Taking logarithms on both sides we obtain
log(|disc(f)|) ∈ O(log(d2max
j
|σj(α)|) ⊆ O(d2(log(d) + log(C1)) ⊆ O˜(C).
We do not impose any further restrictions on our integral basis Ω. All
dependency on Ω is captured by C = CΩ.
Field arithmetic
During our pseudo-HNF computation we need to perform additions, mul-
tiplications, and inversions of elements of K. Although algorithms for these
operations are well known (see [6, 1]) and many implementations can be found,
there is a lack of references on the complexity. While multiplication in OK was
investigated by Belabas [1], all the other operations are missing. We address
the complexity issues in the rest of this section and begin with the additive
structure.
Proposition 9. Let α, β ∈ K and m ∈ Z. We can
1. compute the product mα with complexity in O˜(S(α) + d log(|m|)).
2. compute the quotient α/m with complexity in O˜(S(α) + log(|m|)).
3. compute the sum α+ β with complexity in O(S(α) + S(β)).
Proof. Let us write α = α˜/k and β = β˜/l with k and l the denominator of α
and β respectively.
(1): Computing the GCD g of m and k as well as k/g and m/g have com-
plexity in O˜(S(α)/d + log(m)). This is followed by computing (m/g)α˜ which
has complexity in O˜(S(α) + d log(m)) and dominates the computation.
(2): Let (a1, . . . , ad) be the coefficient vector of α˜ and g = GCD(m, a1, . . . , ad).
The quotient α/m is then given by (α˜/g)/(k ·m/g). As the costs of comput-
ing g are in O˜(log(|m|) + d log(‖α˜‖∞)) and the products can be computed in
O˜(d log(‖α˜‖∞)) and O˜(log(|m|) + log(k)) the claim follows.
(3): The complexity obviously holds for integral elements. By (1) the com-
putation of lα˜ and kα˜ has complexity in O˜(S(α) + S(β)) and the complex-
ity of adding lα˜ and kβ˜ is in O˜(S(α) + S(β)). Computing kl has complexity
in O˜(S(α)/d + S(β)/d). The last thing we have to do is making sure that
the coefficients of the numerator and the denominator are coprime. This is
done by d GCD computations and d divisions with complexity in O˜(d(S(α)/d+
S(β)/d)).
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Proposition 10. Let α, β, α1, . . . , αn ∈ K, γ ∈ OK an integral element and
m ∈ Z. We can
1. compute the regular representation Mγ of γ with complexity in O˜(d
2S(γ)+
d2C).
2. compute the product αβ with complexity in O˜(dS(α) + dS(β) + dC) if the
regular representation of the numerator of α is known.
3. compute the product αβ with complexity in O˜(d2S(α) + dS(β) + d2C)
4. compute the products ααi, 1 ≤ i ≤ n, with complexity in O˜(d(d+n)S(α)+
dnmaxi S(αi) + d(d+ n)C).
5. compute the inverse α−1 with complexity in O˜(d2S(α) + d2C) if α 6= 0.
Proof. Let us write α = α˜/k and β = β˜/l with k and l the denominator of α
and β respectively.
(1): If (c1, . . . , cd) ∈ Zd denotes the coefficient vector of γ, the regular
representation is given by
Mγ =
(
d∑
j=1
cjm
k
ij
)
i,k
.
Thus computing Mγ involves d
3 multiplications (and additions) and the overall
complexity is in O˜(d2S(γ) + d3 log(C3)) = O˜(d
2S(γ) + d2C).
(2): Let (a1, . . . , ad) and (b1, . . . , bd) be the coefficient vectors of α˜ and β˜
respectively. The coefficients of the product α˜β˜ =
∑d
i=1 ciωi are given by
(c1, . . . , cd) = (b1, . . . , bd)Mα˜.
Hence the product is obtained by d2 multiplications. As the matrixMα˜ satisfies
log(|Mα˜|) ∈ O˜ (S(α˜)/d+ C/d) this has complexity in O˜(dS(α˜) + dS(β˜) + dC).
Since taking care of denominators is less expensive this step dominates the
computation.
(3): Use (1) and (2).
(4): We fist evaluate the complexity of inverting the integral element α˜. In
this case the coefficients b1, . . . , bn of the element δ ∈ K with α˜δ = 1 satisfy
(b1, . . . , bd)Mα˜ = (1, 0, . . . , 0).
Thus inverting α˜ boils down to calculating the regular representation of α˜ and
finding the unique rational solution of a linear system of d integer equations. By
(1) the computation of Mα˜ has complexity in O˜(d
2S(α˜) + d2C) and the entries
of Mα˜ satisfy log(|Mα˜|) ∈ O (S(α˜)/d+ C/d). Using Dixon’s algorithm solving
the system then has complexity in O˜(d2S(α) + d2C). Now the inverse of α is
given by α−1 = kα˜−1. Since S(α˜−1) ≤ dS(α) + C the complexity to compute
kα˜−1 is in O˜(dS(α) + C).
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Ideal arithmetic
By definition integral ideals are represented by their unique HNF with re-
spect to the fixed integral basis. Therefore operations with ideals are mainly
HNF computations which are accelerated by the availability of a multiple of
the corresponding largest elementary divisor. More precisely let a be an inte-
gral ideal with HNF A ∈ Zd×d. As min(a) is an element of a we know that
min(a)ωi ∈ a for all 1 ≤ i ≤ d. On the side of the Z-module structure this
implies min(a)Zd ⊆ [A]Z allowing us to work modulo min(a)2 during the HNF
computation by Lemma 7. The following lemma for computing the sum of ideals
illustrates these ideas.
Lemma 11. Let a and b be fractional ideals and m ∈ Z. We can
1. compute ma with complexity in O˜(S(a) + d2 log(|m|)).
2. compute the sum a+ b with complexity in O˜(d(S(a) + S(b))).
Proof. We write a = a˜/k and b = b˜/l with k and l the denominator of a and b
respectively.
(1): We first have to compute the GCD g of m and k. Together with the
division of k and m by g this has complexity in O˜(log(|m|)+ log(k)). Finally we
have to multiply the HNF matrix of a˜ with m/g taking d2 multiplications with
integers of size bounded by S(a˜)/d2+ log(|m|). In total we obtain a complexity
in O˜(S(a) + d2 log(|m|)).
(2): We first consider the case of integral ideals a˜ and b˜. The HNF basis of
a˜+ b˜ is obtained by computing the HNF of the concatenation (M t
a˜
|M t
b˜
)t. As the
minimum of a˜+ b˜ divides GCD(min(a˜),min(b˜)) by Corollary 8 this computation
can be done with complexity in
O˜((2d)d(log(min(a˜)) + log(min(b˜))) + (2d)d2 log(GCD(min(a˜),min(b˜))))
⊆O˜(dmin(S(a˜), S(b˜))).
Now consider the fractional case. By (1) and the integral case computing la˜+kb˜
has complexity in O˜(d(S(a) + S(b))). Since this dominates the denominator
computation we obtain an overall complexity as claimed.
Proposition 12. Let α ∈ K and a, b ⊆ OK be integral ideals. We can
1. compute ab with complexity in O˜(d2S(a) + d2S(b) + d3C).
2. compute αa with complexity in O˜(d3S(α) + dS(a) + d2C).
Proof. We write a = a˜/k, b = b˜/l and α = α˜/m with k, l andm the denominator
of a, b and α respectively.
(1): As ab = a˜b˜/(kl) we first evaluate the complexity of computing a˜b˜.
Denoting by (αi)i and (βj)j the HNF bases of a˜ and b˜ respectively we know
that S(αi) ≤ S(a˜)/d and S(βi) ≤ S(b˜)/d respectively. The d2 elements (αiβj)i,j
form a Z-generating system of a˜b˜ and their computation has complexity in
O˜(d3(S(a˜)/d+ S(b˜/d) + d3C)) = O˜(d2S(a˜) + d2S(b˜) + d3C).
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The matrix M of this generating system then satisfies log(|M |) ≤ S(a˜)/d2 +
S(b˜)/d2 + C/d. As the minimum of a˜b˜ divides min(a˜)min(b˜) the final HNF
computation has complexity in
O˜(d2S(a˜) + d2S(b˜) + d2C).
As denominator computation is dominated by these steps the claim holds.
(2): If we denote the HNF basis of a˜ by (αi)i we know that (α˜αi)i forms a Z-
generating system of the ideal α˜a˜. Computing the d products α˜αi for 1 ≤ i ≤ d
has complexity in O˜(d2S(α˜)+dS(a˜)+d2C) since we have to compute the regular
representation of α˜ only once. If M denotes the matrix corresponding to this
generating system of α˜a˜ we know that log(|M |) ≤ S(α˜)/d+S(a˜)/d2+C/d. Before
computing the HNF matrix, we take care of the denominator. Computing kl,
the GCD of kl and the entries of the matrix M and dividing kl and M by
the GCD has complexity in O˜(dS(α) + S(a) + dC). As we know the regular
representation of α˜ we also know the minimum of the principal ideal (α). In
particular we know min((α˜))min(a˜) which is a multiple of min(α˜a˜). Using the
estimate S((α˜)) ≤ d2S(α˜)+ dC (see proof of Proposition 6) and Corollary 8 the
final HNF can be computed with complexity in
O˜(dS(a) + d3S(α) + d2C).
Finally we need to invert ideals. We use a slightly modified version of [1,
Algorithm 5.3] (which itself is a modified version of [6, Algorithm 4.8.21]), ex-
ploiting the fact that
a−1 =
{
α ∈ K
∣∣Tr(αD−1a) ⊆ Z} ,
where D denotes the different of K. Recall that D−1 is a fractional ideal with
(fractional) basis matrix T−1 ∈ Qd×d, where T = (Tr(ωiωj))i,j . In order to
evaluate the complexity of ideal inversion we need a bound on the size of mT−1
where m denotes the denominator of T−1, that is, m = min(D). Since by
Cramer’s rule we know that |mT−1| ≤ dd|T |d it remains to consider |T |. By
definition the trace of an element α ∈ K is given by the trace of its regular
representation, Tr(α) = Tr(Mα). In case of a basis element α = ωk for some
1 ≤ k ≤ d the entries of Mα are just structure constants mkij and therefore
|Tr(ωk)| ≤ dC3. Applying this to Tr(ωiωj) for 1 ≤ i, j ≤ d yields
|Tr(ωiωj)| ≤
d∑
k=1
|mkij ||Tr(ωk)| ≤ d2C23
and therefore
log(|mT−1|) ≤ 2d log(d) + 2d log(C3) ∈ O(C).
In addition note that min(D) divides the norm of D, which is just |∆K |.
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Proposition 13. Let a be a fractional ideal. Then we can compute a−1 with
complexity in O˜(dS(a) + d3 log(|∆K |) + d2C).
Proof. We use the same notation as in the preceding discussion. Let us first con-
sider the integral case a ⊆ OK . Recall that the denominator of a−1 is just min(a)
and need not be computed. Denote by (αi)i the HNF basis of a and by B the
integral ideal mD−1. We first have to compute aB. Using the precomputed 2-
element representation B = (δ1, δ2) this amounts to compute 2d products αiδj ,
1 ≤ i ≤ d, 1 ≤ j ≤ 2. As we have also precomputed the regular representation
of δ1 and δ2 this has complexity in O˜(dS(a) + d
2 log(|∆K |) + d2C) and yields a
matrix M ∈ Z2d×d with log(|M |) ≤ S(a)/d2 + log(|∆K)/d + C/d. The cost of
computing the HNF H ofM is therefore in O˜(dS(a)+d3 log(|∆K |)+dC), where
we use that the minimum of aB divides the min(a)|∆K |. A transposed basis
matrix of the numerator of a−1 is then obtained as the solution X ∈ Zd×d of the
equation HX = min(a)(mT−1). Note that the triangular shape of H allows us
the recover X by back substitution. Since min(a)2 is contained in the span of
X we can work modulo min(a)2. The estimates log(|H |) ≤ log(min(a)|∆K |)
and log(mT−1) ∈ O(C) show that the initial reduction has complexity in
O˜(S(a) + d2 log(|∆K |) + d2C). For each column of X the back substitution
itself then has a complexity in O˜(d2min(a)) yielding a complexity of O˜(dS(a))
in total for obtaining X . Finally we need to compute the HNF of Xt which has
complexity in O˜(d2 log(|X |) + d3 log(min(a))) ⊆ O˜(dS(a)).
Now let a = a˜/k be a fractional ideal with denominator k. As S(a˜−1) ≤ 2S(a˜)
the computation of ka˜−1 has complexity in O˜(S(a˜) + d2 log(k)) = O˜(S(a)) and
the claim follows.
4. Normalization and reduction
There are different strategies for dealing with coefficient explosion during
classical Hermite normal form algorithms over Z. One strategy, which is used
by Hafner and McCurley [11] exploits the fact that the whole computation can
be done modulo some multiple of the determinant of the associated lattice (in
case of a square non-singular matrix this is just the determinant of the matrix).
Fortunately the same holds for the pseudo-HNF over Dedekind domains and
therefore we are allowed to use reduction modulo (different) integral ideals in-
volving the determinantal ideal. Unfortunately these ideals are in general not
generated by a single rational integer, making the notion of reduction more dif-
ficult. We will use the approach of Cohen [7, Algorithm 2.12] with a different
reduction algorithm and provide a rigorous complexity analysis. The reduc-
tion is accompanied by a normalization algorithm, which bounds the size of
the coefficient ideals and heavily depends on lattice reduction. The output of
both algorithms, reduction and normalization, depends on the size of the lattice
reduced basis and the smaller the lattice basis the smaller the output. There
are various lattice reduction algorithms and in general the smaller the basis
the worse the complexity of the algorithm. Thus one has to balance between
smallness and efficiency. Instead of the L2 algorithm of Nguyen and Stehle´ [16],
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which has complexity quadratic in the size of the input, we rely on the nearly
linear L˜1-algorithm of Novocin, Stehle´ and Villard which provides a lattice ba-
sis satisfying a weakened LLL condition. More precisely, for Ξ = (δ, η, δ) with
η ∈ [ 12 , 1), θ ≥ 0 and δ ∈ (η2, 1], the notion of an Ξ-LLL reduced basis is defined
in [5]. Setting ℓ = (θη +
√
(1 + θ2)δ − η2)(δ − η2)−1 it is proved in [5, Theorem
5.4] that an Ξ-LLL reduced basis (b1, . . . , bn) of a lattice L of rank n in an
Euclidean space satisfies
‖b1‖ ≤ ℓn−1λ(L),
‖b1‖ ≤ ℓ(n−1)/2|det(L)|1/n,∏
1≤j≤n
‖bj‖ ≤ ℓn(n−1)/2|det(L)|,
(4)
where det(L) resp. λ(L) denotes the determinant resp. the first minimum of
the lattice L. Using this weakened LLL condition Novocin, Stehle´ and Villard
([17]) construct an algorithm, L˜1, with the following property ([17, Theorem
7]): Given a matrix B ∈ Zd×d with rows b1, . . . , bj satisfying maxj ‖bj‖ ≤ 2β,
the L˜1 algorithm returns a Ξ-LLL reduced basis of the lattice associated to B
within O˜(d5β) operations.
Rounded lattice reduction
Since the L˜1 algorithm operates only on integral input, we now describe how
to use this algorithm in our case, where the input is a lattice with real basis.
We closely follow the ideas and arguments of [1, Section 4], where a similar
analysis was done for LLL reduction. Let G = (T2(ωi, ωj))1≤i,j≤d ∈ Rd×d be
the Gram matrix of T2 with respect to the integral basis of K. Let RR
t be
the Cholesky decomposition of G and e ∈ Z≥1 an integer such that the integral
matrix R(e) = ⌈2eR⌋ ∈ Zd×d has full rank. Thus for an element α =∑di=1 aiωi
of K with coefficient vector X = (a1, . . . , ad) we have ‖α‖ = ‖XR‖2. We now
set T
(e)
2 (α) =
∥∥XR(e)∥∥. Then T (e)2 is an integral approximation of 22eT2 with
integral Gram matrix. While in general the application of lattice reduction
with respect to this approximated form T
(e)
2 does not yield a reduced basis with
respect to T2, the basis one obtains satisfies size estimates similar to (4).
Proposition 14. Let L be a sublattice of OK and let (αi)1≤i≤d be a Ξ-LLL
reduced basis for L with respect to T
(e)
2 . Then
‖α1‖ ≤ CΩ,d,e · ℓ(d−1)/2 · |det(L, T2)|1/d and∏
1≤i≤n
‖αi‖ ≤ CdΩ,d,e · ℓd(d−1)/2 · |det(L, T2)|,
with a constant CΩ,d,e depending on the integral basis Ω, the field degree d, e,
and not depending on L, and which satisfies CΩ,d,e → 1 for e →∞. Here with
det(L, T2) we denote the determinant of L with respect to T2.
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Proof. The proof is similar to the proof of [1, Proposition 4.2]. We set S =
(R(e))−1 and write R(e) = 2eR + ε with ε ∈ Rd×d. Let Xi be the coefficient
vector of αi and let Yi = XiR
(e). Since the (αi) are a Ξ-LLL reduced basis of
L with respect to T
(e)
2 we have∏
1≤i≤d
‖Yi‖2 =
∏
1≤i≤d
√
T
(e)
2 (αi) ≤ ℓd(d−1)/2|det(L, T (e)2 )|.
As in [1] we have 2e ‖αi‖ ≤ (1 + ‖εS‖2) ‖Yi‖. Using the fact that
det(L, T
(e)
2 ) = det(L, T2)
det(R(e))
det(R)
we obtain∏
1≤i≤d
‖αi‖ ≤ (1+‖εS‖)d 1
2de
∏
1≤i≤d
‖Yi‖2 ≤ (1+‖εS‖2)d
(
det(R(e))
2ed det(R)
)
ℓd(d−1)/2|det(L, T2)|.
Now the claim follows from setting
CΩ,d,e = (1 + ‖εS‖2)
(
det(R(e))
2ed det(R)
)1/d
and [1, Corollary 4.3].
We call the basis (αi) as in the statement an approximated Ξ-LLL reduced
basis of L. To use this in our setting, we add the computation of ⌈2eR⌋ ∈ Zd×d
to the list of precomputed data. We treat CΩ,d,e as well as |⌈2eR⌋| as constants
during the complexity analysis. Moreover to simplify the exposition we replace
ℓ by C
2/(d−1)
Ω,d,e
ℓ, so that the last two equations of (4) hold for an approximated
Ξ-LLL reduced basis. To compute such a basis for an integral ideal a we just
have to apply the L˜1 algorithm to the matrix ⌈2eR⌋Ma, which has a complexity
in O˜(d5 log(min(a))).
Reduction with respect to fractional ideals.
Using the approximated reduced lattices, we now describe how to use this
to reduce elements modulo ideals. We begin with the integral case and assume
that a is an integral ideal and α ∈ O. The goal of the reduction algorithm is
to replace the element α by α ∈ K such that α − α ∈ a and α is small with
respect to N(a) and T2-norm. Let (αi)i be a Z-basis of a and α =
∑
i aiαi
the representation of α in the Q-basis (αi)i of K. The element α defined by
α =
∑
i(ai − ⌈ai⌋)αi satisfies
α−α =
d∑
i=1
⌈ai⌋αi ∈ a and ‖α‖ ≤
∑
i
|ai−⌈ai⌋| ‖αi‖ ≤ 1
2
∑
i
‖αi‖ ≤ d
2
max
i
‖αi‖ .
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Here, as usual, ⌈ai⌋ := ⌈1+1/2⌉ denotes rounding. By the arithmetic-geometric
mean inequality we have
‖αj‖ ≥
√
dN(αj)
1
d ≥
√
dN(a)
1
d
for all 1 ≤ j ≤ d and assuming that (αi)i is Ξ-LLL reduced, we obtain by (4)∏
1≤i≤d
‖αi‖ ≤ ℓ
d(d−1)
2 det(La)
where La denotes the lattice associated to a and det(La) its determinant. Using
both inequalities we obtain
d
d−1
2 N(a)
d−1
d ‖αj‖ ≤
∏
1≤i≤d
‖αi‖ ≤ ℓ
d(d−1)
2 det(La)
and thus
‖αj‖ ≤ ℓ
d(d−1)
2 d−
d−1
2 N(a)−
d−1
d det(La) ≤
√
dℓ
d(d−1)
2 N(a)
1
d
√
|∆K | (5)
for all 1 ≤ j ≤ d. Hence we are able to bound ‖α‖ in terms of N(a).
Consider now the fractional case with α = β/k and a = b/l. Then the above
consideration applied to lβ and kb yields an element α with
α− α/(kl) ∈ a
and
‖α/(kl)‖ ≤ d3/2ℓd(d−1)/2N(a)1/d
√
|∆K |
To compute α/(kl) we proceed as follows. Denote by A = (a1, . . . , an) the
coefficient vector of β with respect to the integral basis. As lβ ⊆ b there exists
Y ∈ Zd such that LY = A, that is, Y is the coefficient vector of lβ with respect
to the basis matrix L ∈ Zd×d of b. Dividing by k we obtain Y/k, which is then
the coefficient vector of lβ with respect to the basis matrix kL of kb. Finally
the coefficient vector of α/(kl) is given by
1
kl
(kL)
(Y
k
−
⌈Y
k
⌉)
=
1
l
L
(Y mod k
k
)
=
1
kl
L(Y mod k).
This procedure is summarized in Algorithm 1.
Proposition 15. Algorithm 1 is correct and has complexity in
O˜(d3S(a) + d2S(α) + d3 log(|∆K |) + d3C).
The size of the output α˜ satisfies
‖α˜‖ ≤ d 32 ℓ d(d−1)2 N(a) 1d
√
|∆K |.
Moreover if the approximated reduced basis of the numerator of a is known, then
the reduction of α has complexity in
O˜(dS(a) + d2S(α) + d2C + d3 log(|∆K |)).
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Algorithm 1 Reduction modulo integral ideals
Input: α ∈ K, fractional ideal a of K.
Output: α˜ ∈ K such that α− α˜ ∈ a and ‖α˜‖ ≤ d3/2ℓd(d−1)/2N(a)1/d
√
|∆K |.
1: Let α = β/k and a = b/l.
2: Compute an approximated Ξ-LLL reduced basis matrix L ∈ Zd×d of b using
the L˜1-algorithm.
3: Solve LY = lA for Y ∈ Zn, where A is the coefficient vector of β.
4: Compute Y mod k and Z = 1/(kl)L(Y mod k).
5: return The element corresponding to Z.
Proof. As correctness was already shown we just have to do the cost analysis.
The L˜1-algorithm allows us to compute L with complexity in O˜(d5 log(min(a))).
Write BL = log(|L|) and Bβ = log(‖β‖∞). Applying Dixon’s algorithm to
compute Y has costs in O˜(d3(BL+Bβ + log(l))) and invoking Cramer’s rule we
see that |Y | ≤ ddBdLBβ log(l), that is, log(|Y |) ∈ O˜(dBL+Bβ+log(l)). Therefore
the d divisions required to compute Y mod k have complexity in O˜(d(dBL+Bβ+
log(l))). Since |Y mod k| ≤ k the matrix vector multiplications consists of d2
multiplications of integers of size bounded by O˜(BL + log(k)) and the output
satisfies log(|L(Y mod k)|) ∈ O˜(log(k)+BL). Finally the product kl, as well as
d GCDs and divisions with L(Y mod k) need to be computed with complexity
in O˜(d(BL + log(k) + log(l))). Without the computation of the approximated
reduced basis we have in total a complexity in
O˜(d3BL + d
3Bβ + d log(k) + d log(l))
which simplifies to
O˜(dS(a) + d2S(α) + d3 log(|∆K |) + d2C)
using the bound BL ∈ O˜(min(b)+d2+log(C2)+log(|∆|)) derived from (5). Since
the complexity of the L˜1-algorithm is in O˜(d3S(a) + d3C) the claim follows.
Remark 16.
1. Note that the computation of the approximated reduced basis gives a big
contribution to the overall complexity of Algorithm 1. It is therefore impor-
tant to compute the approximated reduced basis only once, when reducing
lots of elements of K modulo a fixed ideal. More precisely the reduction of
n elements α1, . . . , αn ∈ K can be done in
O˜(d3S(a) + ndS(a) + nd2max
i
S(αi) + (n+ d)d
2C + nd3 log(|∆K |)).
2. A reduced element is not necessarily of small size since the T2-norm of a
field element alone does not control the size of the element. More precisely
if α is in K and k ∈ Z>0 is the denominator of α then we have
S(α) = d log(‖kα‖∞) + log(k) ≤ (d+ 1) log(k) + C + log(‖α‖).
Thus in addition we need to control the size of the denominator to ensure
that the reduced element is small with respect to S.
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Normalization.
The normalization is the key difference between our approach and the one
of Cohen [7]. It is the strategy that together with the reduction prevents the
coefficient swell by calculating a pseudo-basis for which the ideals are integral
with size bounded by invariants of the field. The connection between the size
of the integral coefficient ideals and denominators of the matrix entries is seen
as follows. Assume that (A, (ai)i) is a pseudo-matrix of an OK-module M and
Ai is the i-th row of A. Since we consider only modules M contained in OnK we
see that aiAi ⊆ OnK allowing us to bound the denominators of the entries of Ai
by min(ai).
Since aiAi = αai(1/α)Ai we can adjust our coefficient ideals by scalars from
K (while multiplying the row with the inverse). Therefore the task is to find
an integral ideal b such that ab−1 is principal and N(b) is small. Basically we
just have to find a small integral representative of the ideal class of a. The
usual proof of the finiteness of the class number provides us with such a small
representative and a norm bound involving Minkowski’s constant. As this is not
suited for algorithmic purposes we handle this problem using Ξ-LLL reduced
bases.
We write a = b/k and b−1 = c/l with k and l the denominator of a and b−1
respectively. Applying the L˜1-algorithm we find an element α ∈ c satisfying
‖α‖ ≤ ℓ(d−1)/2|∆K |1/(2d)N(c)1/d, (6)
that is
N(α) ≤ ℓd2
√
|∆K |N(c).
Then the ideal a˜ defined by a˜ = (α/l)ka is integral since α ∈ c = lb−1 = l(ka)−1.
Moreover its norm satisfies
N(a˜) = N(α/l)N(ka) =
N(α)
N(c)
≤ ℓd2
√
|∆K |.
and is therefore bounded by invariants of the field.
Algorithm 2 Normalization of a one-dimensional module
Input: A = (α1, . . . , αn) ∈ Kn, fractional ideal a of K with denominator k.
Output: A˜ ∈ Kn, a˜ ⊆ OK such that N(a˜) ≤ ℓd2
√
|∆K | and aA = a˜A˜.
1: Compute b−1 = c/l where b is the numerator of a.
2: Let α be the first element of an approximated Ξ-LLL reduced basis of c.
3: return l/(kα)A, (α/l)ka.
Proposition 17. Algorithm 2 is correct and its output satisfies
S(α˜) ∈ O˜
(
S(a) + max
i
S(αi) + d log(|∆K |) + dC
)
,
S(a˜) ∈ O˜ (d4 + d2 log(|∆K |)) ,
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where α˜ ∈ K is a coefficient of A˜. Its complexity is in
O˜(d(d2 + n)S(a) + dnmax
i
(S(αi)) + d
2(d+ n)(log(|∆K |) + C)).
Proof. The correctness of the algorithm follows from the preceding discussion.
Computing the inverse of b can be done in O˜(dS(b) + d3 log(|∆K |) + d2C). The
output satisfies S(c) ≤ S(b) as well as l ≤ min(b). The second step invokes
the L˜1-algorithm whose complexity is in O˜(d3S(c) + d3C) and which computes
a small element α ∈ c with the property as in (6). Now this bound on the
T2-norm translates into S(α) ∈ O˜(S(b)/d + log(|∆K |) + C). The element α/l
can be computed in O˜(S(α)+log(l)) and satisfies S(α/l) ≤ S(α)+d log(l). Thus
computing the new coefficient ideal (α/l)ka = (α/l)b costs O˜(d3S(α/l)+dS(b)+
d2C) ⊆ O˜(d2S(a) + d3(log(|∆K |) + C).
It remains to consider the multiplication of A by l/(kα). Inverting α and
multiplying α−1 by l/k has complexity in O˜(d2S(α) + d2C + log(k) + d log(l)).
Since S(l/(kα)) ∈ O˜(dS(α) + d log(l) + d log(k) + C) the multiplication with A
has complexity in
O˜(d(d + n)(dS(α) + d log(l) + d log(k)) + dnmax
i
(S(αi)) + d(d+ n)C),
which reduces to O˜(d(d+n)S(a) + dnmaxi(S(αi)) + d
2(d+n)(log(|∆K |)+C)).
Now the claim follows.
5. Computation of determinants over rings of integers
As already mentioned the important step during our pseudo-HNF algorithm
is the ability to reduce the entries modulo some integral ideal involving the
determinantal ideal of the module. The algorithms presented in this section de-
scribe how to obtain the determinantal ideal in case it is not known in advance.
We first describe a polynomial algorithm for computing the determinant of a
square matrix over OK . Already for integer matrices computing determinants
is a rather involved task, see [14] for a survey of different approaches and their
complexity. Performing very well in practice and being a deterministic polyno-
mial algorithm we present a determinant algorithm for matrices over OK which
is based on the small primes modular approach.
Bounding the size of the output.
The underlying idea of a modular determinant algorithm is the possibility
to bound the size of the result before the actual computation. For a matrix
A = (aij)i,j ∈ On×nK denote by |A| the bound maxi,j{‖aij‖∞}.
Lemma 18. Let A = (aij)i,j ∈ On×nK Then ‖det(A)‖∞ ≤ nnC1Cn2 |A|n, that is,
log(‖det(A)‖∞) ∈ O(n log(n|A|) + nC).
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Proof. We have det(A) =
∑
σ∈Sn
∏n
i=1 ai,σ(i) and therefore
‖det(A)‖∞ ≤ C1 ‖det(A)‖ ≤ C1n! maxi,j (‖aij‖)
n ≤ C1Cn2 nn|A|.
Recall that in the absolute case OK = Z we get the same bound without
the term nC and we can immediately formulate a modular algorithm for deter-
minant computations: Find B ∈ Z>0 such that |det(A)| < B/2. Then compute
the determinant of the matrix modulo B and obtain a number d ≤ B/2 such
that d ≡ det(A) mod B. Since d and det(A) are bounded by B/2 they must be
equal.
Let us now show that the recovering technique can be applied to algebraic
integers in place of rational integers.
Lemma 19. Let α =
∑d
i=1 aiωi and β =
∑d
i=1 biωi be two algebraic integers in
OK . Assume there exists B ∈ R>0 such that |ai|, |bj | < B/2 for all 1 ≤ i, j ≤ d
and α ≡ β mod (B). Then α = β.
Proof. Since (ωi)i is a Z-basis ofO, the family (Bωi)i is a Z-basis of the principal
ideal (B). Hence α ≡ β mod (B) is equivalent to the divisibility of ai − bi by
B for all 1 ≤ i ≤ d. Using the coefficient bound we obtain
0 ≤ |ai − bi| ≤ |ai|+ |bi| < B.
We conclude that ai = bi for all 1 ≤ i ≤ d, that is, α = β.
We can now proceed as in the integer case. After computing the determi-
nant modulo several primes p we combine the results via the Chinese remainder
theorem. As soon as the product exceeds the a priori bound from Lemma 18
we can recover the actual value using Lemma 19. As OK/(p) is in general not
a nice ring to work with, we want to decompose (p) into prime ideals p of OK
allowing for computations in the finite field OK/p. Again the result modulo (p)
can be obtained invoking the Chinese remainder theorem. We address the com-
putational complexity of this two stage Chinese remaindering in the following
section.
Chinese remaindering for rational primes and prime ideals over ring of integers.
Let p ∈ Z>0 be rational prime. By the theory of maximal orders in number
fields, see [6, 4.6.2], there exists a factorization
(p) =
g∏
i=1
peii
into pairwise different prime ideals pi ⊆ OK with exponents ei ∈ Z>0. Moreover
there exists fi ∈ Z>0 such that dimFp OK/pi = fi and
g∑
i=1
eifi = d.
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Note that we are only interested in unramified primes p where all ei’s are equal
to 1, or else we would have to compute the determinant over OK/pei a ring
containing zero divisors. In this unramifed case we also have
∑g
i=1 fi = d. By
another famous theorem from algebraic number theory, see [6, Theorem 4.8.8.],
we know that the primes not dividing ∆K are exactly the unramified primes.
On the other hand we need to restrict ourselves to rational primes p not
dividing [OK : Z[α]] since then we can efficiently compute the decomposition and
the residue fields. This is due to the following theorem of Dedekind-Kummer,
see [6, Theorem 4.8.13.]. Recall that f is the defining polynomial of the number
field K chosen as in our assumptions.
Proposition 20. Let p be a rational prime not dividing [O : Z[α]] and f =∏g
i=1 f
ei
i the factorization of f ∈ Fp[X ] into irreducible polynomials. Then
OK/pOK ∼= Z[α]/pZ[α] ∼= Fp[X ]/(f) ∼=
g∏
i=1
Fp[X ]/(f
ei
i ).
Computing the factorization of (p) in OK is therefore equivalent to a polyno-
mial factorization over a finite field. We now describe the complexity of passing
to the residue field and of working in it. Assume that p is a fixed rational prime,
unramified and not dividing [OK : Z[α]]. The first task is the factorization of f
modulo p which can be achieved by the deterministic algorithm of Shoup [20,
Theorem 3.1.].
Proposition 21. Let p ∈ Z>0 be a rational prime. The number of Fp operations
needed to compute the factorization of f ∈ Fp[X ] into irreducible polynomials is
in O˜(p1/2 log(p)2d2). Thus this has complexity in O˜(p1/2d2 log(p)3).
For each irreducible factor f i ∈ Fp[X ] of f we obtain the diagram
OK −−−−→ OK/(p) pi−−−−→ Fp[X ]/(f) pii−−−−→ Fp[X ]/(f i),
where π and πi are the corresponding projections. We now determine the com-
plexity of passing from OK to Fp[X ]/(f i). Let β =
∑d
i=1 biωi be an integral
element. Since π is a ring homomorphism we obtain
π(α) =
d∑
j=1
aiπ(ωj)
where denotes reduction Z → Fp. Therefore we (only) need to evaluate π on
the integral basis (ωj)j . Denote by α the primitive element of K chosen in our
assumption with minimal polynomial f . We consider the transformation matrix
M = (mij)i,j ∈ Zd×d between the power basis (αj)1≤j≤d and the integral basis
Ω, which is defined by the equations
αj =
d∑
i=1
mijωi
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for 1 ≤ j ≤ d. Then π(ωi) is just the i-th column of M−1 ∈ Fd×dp , where
M ∈ Fd×dp is the matrix obtained by reducing each entry ofM modulo p. For the
complexity analysis we need a bound on the size of M . As α =
∑d
i=1 εiωi with
εi ∈ {0, 1} we have S(α) = d and therefore S(αj) ≤ jS(α) + jC ≤ dS(α) + dC,
that is, log(
∥∥αj∥∥
∞
) ≤ d+ C. This implies log(|M |) ≤ C + d for the size of the
entries of M .
Proposition 22. Let f1, . . . , fg, π and πi and β as in the preceding discussion.
1. The d · g many images πi(ωj), 1 ≤ j ≤ d, 1 ≤ i ≤ g, can be computed with
complexity in O˜(d3 log(p) + d2C).
2. Let P be a set of primes. The reduction of the coefficient vector of β
modulo all primes in P costs O˜(d
∑
l∈P log(l)) + S(β)).
3. Assuming that πi(ωj), 1 ≤ j ≤ d, 1 ≤ i ≤ g as well as the reduction of
the coefficient vector of β modulo p is known, the computation of πi(β),
1 ≤ i ≤ g, has complexity in O˜(d2 log(p)).
Proof. (1): The reduction of M modulo p has complexity in O˜(d2(log(p) +
C)) and inverting the reduced matrix over the finite field Fp has complexity
in O˜(d3(log(p)). Then for each 1 ≤ j ≤ d we have to reduce the elements
πi(ωj) modulo f i for 1 ≤ i ≤ g. By [20, Lemma 3.2] this has complexity in
dO˜(d log(g)) ⊆ O˜(d2).
(2): Using the remainder tree of Bernstein [2, 18.6] the computation for each
coefficient is in O˜(
∑
l∈P log(l) + log(‖β‖∞)).
(3): We just have to compute d products ajπi(ωj), 1 ≤ j ≤ d and d
additions of elements in Fp[X ]/(f i). The last two steps have complexity in
O˜(d deg(f i) log(p)). Thus summing over all 1 ≤ i ≤ g we obtain a complexity
in O˜(d2 log(p)).
Working in the residue fields is just polynomial arithmetic over Fp. For the
sake of completeness we recall the necessary complexity, see for example [20,
Lemma 3.2].
Remark 23. 1. Let a, b ∈ Fp and ⋆ ∈ {+,−, ·,÷}. The complexity of a ⋆ b
is in O˜(log(p))
2. Multiplication of two polynomials of degree ≤ d in Fp[X ] can be performed
using O˜(d) operations in Fp.
3. Let f, g ∈ Fp[X ] be two polynomials of degree ≤ d. Then f mod g can be
computed using O˜(d) operations in Fp. The greatest common divisor of f
and g can be computed using O˜(d) operations in Fp.
4. Let h ∈ Fp[X ] be a polynomial of degree bounded by d. Assume we have
g, f ∈ Fp[X ]/(h) and ⋆ ∈ {+,−, ·,÷}. Then g ⋆ f can be computed us-
ing O˜(d) operations in Fp. Therefore each operation in Fp[X ]/(h) has
complexity in O˜(d log(p)).
27
Finally we describe how to combine the computations in the finite fields to
obtain a result in OK/(N).
Assume that we have a set P of rational primes and N =
∏
p∈P p. For
each prime p we have a factorization of f modulo p into irreducible factors
f i ∈ Fp[X ], 1 ≤ i ≤ g. Using the Chinese remainder theorem for polynomials
we can construct a preimage under the map
Fp[X ]/(f)→
g∏
i=1
Fp[X ]/(f i).
The next step is an application of the Chinese remainder theorem for rational
integers for each coefficient yielding a preimage under the map
Z[X ]/(f,N) −→
∏
p∈P
Fp[X ]/(f).
Finally we have to compute a preimage under the map OK/(N)→ Z[X ]/(f,N).
Proposition 24. Using the notation from the preceding paragraph the following
holds:
1. Let hi ∈ Fp[X ]/(f i) for 1 ≤ i ≤ d. Computing h ∈ Fp[X ]/(f) such that
πi(h) = f i, 1 ≤ i ≤ g has complexity in O˜(d log(p)).
2. Assume we are given gp ∈ Fp[X ]/(f) for p ∈ P . Then we can compute
h ∈ Z[X ]/(f,N) with h = gp in Fp[X ]/(f) for p ∈ P with complexity
in O˜(d log(B)r) where B ∈ R≥0 is such that p ≤ B for all p ∈ P and
|P | = r ≥ 2 is the number of involved primes.
3. Given g ∈ Z[X ]/(f,N) the computation of a preimage under the map
OK/(N)→ Z[X ]/(f,N) has complexity in O˜(d2(d+ C + log(N))).
Proof. (1): This is Corollary 10.23 in [24].
(2): Due to Bernstein [2, §23] Chinese remaindering involving r moduli of
size bounded by B has complexity in O˜(log(B)r). Since we have d coefficients,
the result follows.
(3): This is just a matrix vector product between the coefficients of g and
M .
On the number, choice and size of primes.
We still need to describe how many primes we need and of which size they are.
By Theorem 18 the number B = nnC1C
n
2 |A|n ∈ R>0 satisfies ‖det(A)‖∞ ≤ B.
Choosing the first r′ = ⌈log(B)⌉ primes we obtain ∏r′i=1 pi > B/2. As we have
seen there is a finite number of bad primes we need to avoid. More precisely
we are only interested in primes not dividing ∆K and [OK : Z[α]]. As ∆K and
[OK : Z[α]] have at most log(|∆K |) + log([OK : Z[α]]) prime factors we see that
the set of first r = log(B) + log(|∆K |) + log(|disc(f)|)) primes P ′ contains a
subset P such that
∏
p∈P p > B and no element of P divides ∆K or [OK : Z[α]].
Here we have used that [OK : Z[α]] divides |disc(f)|.
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We have the following classical result about the computation and size of
the first r primes. It is an application of the detailed analysis of Rosser and
Schoenfeld [18] as well as the sieve of Eratosthenes and can be found in [24,
Theorem 18.10].
Proposition 25. Let r ∈ Z>0. The first r prime numbers p1, . . . , pr ∈ Z>0 can
be computed with complexity in O(r(log(r))2 log log(r)) and if r ≥ 2 each prime
satisfies pi ≤ 2r ln(r), that is, log(pi) ∈ O˜(log(r)).
The algorithm and its complexity.
In the preceding sections we have collected all the tools that we need to
describe and analyze the determinant computation.
Algorithm 3 Determinant computation over OK
Input: A ∈ On×nK ,
Output: det(A).
1: Compute a bound B ∈ R>0 on ‖det(A)‖∞ and set r = ⌈log(B)+ log(∆K)+
log(|disc(f)|)⌉ ∈ Z>0.
2: Compute the first r primes and choose r′ many P = {p1, . . . , pr′} not divid-
ing ∆K and |disc(f)|.
3: for p ∈ P do
4: Compute f1, . . . , fg ∈ Fp[X ] such that f = f1 · · · fg.
5: Compute πj(ωi) for 1 ≤ i ≤ d and 1 ≤ j ≤ g.
6: Compute πj(A) ∈ (Fp[X ]/(fj))n×n for 1 ≤ j ≤ g.
7: Compute dj = det(π(A)) ∈ Fp[X ]/(f j) for 1 ≤ j ≤ g.
8: Compute gp ∈ Fp[X ]/(f) such that gp = dj in Fp[X ]/(fj) for 1 ≤ j ≤ g.
9: end for
10: Compute g ∈ Z[X ]/(f,N) such that g = gp in Fp[X ]/(f) for all p ∈ P .
11: Compute the image of g under Z[X ]/(f,N)→ OK/(N) where N =
∏
p∈P p.
12: return X .
Theorem 26. Algorithm 3 is correct and has complexity in
O˜(d2r3/2 + r(d2C + d3 + dn3 + d2n2)),
where r = n log(|A|) + log(|∆K |) + nC.
Proof. The correctness follows from the preceding paragraphs. By Proposi-
tion 25 Step 2 costs O˜(r) and every p ∈ P satisfies p ≤ 2r ln(r). As log(p) ∈
O˜(log(r)) = O˜(1) we will ignore all polynomial terms in log(p). Let us now
consider the loop in Steps 3–9 excluding Step 5. As already noticed the factor-
ization of f modulo p has complexity in O˜(p1/2d2 + dC) ⊆ O˜(r1/2d2 + dC). By
Proposition 22 computing the image of (ωi)i under the various πj has complex-
ity in O˜(d3+d2C). Each determinant computation consists of O(n3) operations
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in Fp[X ]/(f i) taking O˜(n
3 deg(f i)) bit operations in total. Consequently by
summing over all 1 ≤ i ≤ g we see that Step 7 has complexity in O˜(dn3). By
virtue of Proposition 24 Step 8 has complexity in O˜(d). Since these steps are
repeated r times we obtain a complexity in O˜(r(d2r1/2 + d2C + d3 + dn3)).
Now consider the missing Step 5. Reducing the coefficients of all entries of A
modulo all primes p ∈ P has complexity in O˜(dn2∑p∈P log(p)+dn2 log(|A|)) ⊆
O˜(dn2r+ dn2 log(|A|)) by Proposition 22 (2). To compute πj(A) we apply item
(3) of the same proposition and arrive at a complexity of O˜(d2n2r)) since we
have to do it r times. In total the inner loop in Steps 3–9 has a complexity in
O˜(r(d2r1/2 + d2C + d3 + dn3 + d2n2) + dn2 log(|A|)).
As Steps 10 and 11 have complexity in O˜(dr) and O˜(d2(C + d + log(N)) ⊆
O˜(d2(C + d+ r)) respectively, we get an overall complexity in
O˜(r(d2r1/2 + d2C + d3 + dn3 + d2n2) + dn2 log(|A|) + d2C + d3 + d2r).
Finally we use the fact that r ∈ O(log(B) + log(|disc(f)|) + log(|∆K |)) ⊆
O˜(n log(|A|) + nC + log(|∆K |)) to conclude that the complexity of Algorithm 3
is in O˜(d2r3/2 + r(d2C + d3 + dn3 + d2n2)).
In case we fix the number field K, that is, we ignore the constants coming
from field arithmetic, the complexity of Algorithm 3 reduces to O˜((n log(|A|))3/2+
n4 log(|A|)).
Note that in contrast to the integer case our algorithm is not softly linear
in log(|A|) which can be explained as follows: Recall that our small primes
approach needs at least log(|A|) primes which are roughly of the same order as
log(|A|). As the deterministic factorization in Fp has costs O˜(p1/2) (ignoring
the dependency on the degree), the complexity of all factorizations contains at
least a factor of log(|A|) log(|A|)1/2 = log(|A|)3/2. Consequently we see that
the exponential factorization algorithm is the bottleneck of our determinant
algorithm. While there exist various probabilistic polynomial algorithms for
the factorization over Fp, they are unusable for us, since we are aiming at
an deterministic polynomial pseudo-HNF algorithm. We can now address the
problem of computing the determinantal ideal.
Corollary 27. Assume that M = (A, (ai)i) is a pseudo-matrix with A ∈ On×nK .
There exists a deterministic algorithm computing
d(M) = det(A)
n∏
i=1
ai
with complexity in
O˜(d2r3/2 + r(d2C + d3 + dn3 + d2n2) + d2nB + d4nC),
where r = n log(|A|) + log(|∆K |) + nC and B = maxi S(ai).
Proof. It remains to evaluate the complexity of the ideal product. As a divide
and conquer approach shows that the product can be computed with complexity
in O˜(d2n log(n)B + d4nC) the claim follows.
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The rectangular case.
The case where the pseudo-matrix is not square is more involved. We will
now describe an algorithm for computing an integral multiple of the determi-
nantal ideal of a pseudo-matrix.
Theorem 28. There exists a deterministic algorithm that given a matrix A ∈
On×mK , m ≤ n, returns the rank s of A, a non-singular s× s submatrix A′ of A
and det(A′). The algorithm has complexity in
O˜(d2r3/2 + r(d2C + d3 + dnm2 + d2nm)),
where r = m log(|A|) + log(|∆K |) +mC.
Proof. Let s be the rank of A and A′ ∈ Os×sK a non-singular submatrix of
A. Using Lemma 18 we see that log(‖ det(A′)‖∞) ∈ O(s log(s|A′|) + sC) ⊆
O(m log(m|A|)+mC). Now letB ∈ R>0 be a number with log(B) ∈ O(m log(m|A|)+
mC) such that B exceeds 2 ‖det(A′)‖∞ for all non-singular s× s submatrices of
A, and let p1, . . . , pl be coprime prime ideals of OK such that B ∈ p1p2 · · · pl.
If now A′ is a non-singular s × s submatrix of A there exists i such that
A′ mod pi has non-zero determinant and consequently A mod pi has rank s.
For if this is not the case, we would have det(A′) ≡ 0 mod p1 · · · pl yielding
det(A′) ≡ 0 mod (B) and det(A′) = 0 by Lemma 19, a contradiction.
Thus to find the rank we choose a set of primes P such that
∏
p∈P p ≥ B
and all p ∈ P are unramified and do not divide [OK : Z[α]]. For every prime
p ∈ P we compute the prime ideal factorization of pOK and for all these prime
ideals we compute the rank of A mod p using Gaussian elimination. Similar to
Algorithm 3 this has complexity in O˜(d2r3/2 + r(d2C + d3 + dnm2 + d2nm)),
where r = m log(|A|) + log(|∆K |) +mC.
Let p be a prime ideal lying above one of the p ∈ P such that A mod p
has maximal rank. Then the rank of A mod p is the rank s of A and we can
find a non-singular s× s submatrix A′ of A. The computation of det(A′) using
Algorithm 3 has complexity in
O˜(d2r3/2+r(d2C+d3+ds3+d2s2)) ⊆ O˜(d2r3/2+r(d2C+d3+dnm2+d2nm)).
Combining this result with Corollary 27 immediately yields:
Corollary 29. Assume that M = (A, (ai)i) is a pseudo-matrix with A ∈ On×mK ,
n ≥ m, of rank m. There exists a deterministic algorithm computing a multiple
of d(M) with complexity in
O˜(d2r3/2 + r(d2C + d3 + dnm2 + d2nm) + d2mB + d4mC),
where r = m log(|A|) + log(|∆K |) +mC and B = maxi S(ai).
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6. The pseudo-HNF algorithm
Constructing idempotents.
In order to compute the pseudo-HNF over Dedekind domains, we use the
constructive version of the Chinese remainder theorem introduced by Cohen in
[7]. More precisely given coprime integral ideals a and b of OK , we need to find
α ∈ OK such that α ∈ a and 1 − α ∈ b. This problem is closely connected to
the computation of the sum of a and b: The HNF of the matrix
A =
(
Ma Ma
0 Mb
)
is equal to ( ∗ 0
U Ma+b
)
=
( ∗ 0
U 1d
)
for some U ∈ Zd×d since a+ b = OK . Denoting by v ∈ Zd be the first row of U
we see that the element α =
∑d
i=1 viωi of OK satisfies α ∈ a and 1− α ∈ b.
Lemma 30. Given coprime integral ideals a, b of OK , there exists a determin-
istic algorithm which computes elements α ∈ a and β ∈ b such that α + β = 1.
Moreover the output satisfies S(α), S(β) ∈ O˜((S(a)+S(b))/d) and the complexity
of the algorithm is in
O˜(d(S(a) + S(b))).
Proof. We use the same notation as in the preceding discussion. Note that
λ = min(a)min(b) satisfies λZ2d ∈ [A]Z allowing us to compute the HNF
with complexity in O˜(d3 log(min(a)min(b))) = O˜(d(S(a) + S(b)). Moreover
as log(|U |) ≤ 2 log(λ) we know that S(α) = d log(|v|) ∈ O((S(a) + S(b))/d).
Using this construction we can now describe an algorithm, which plays the
same role as the extended GCD algorithm over the integers. It is the workhorse
of the pseudo-HNF algorithm and is accompanied by the normalization and
reduction procedures which provide bounded input.
Algorithm 4 Euclidean step
Input: Fractional ideals a, b and elements α, β ∈ K.
Output: g = αa+βb, g−1 and γ ∈ ag−1 and δ ∈ bg−1 such that αγ+βδ = 1.
1: Compute g = αa + βb, g−1, ag−1 and bg−1.
2: Apply Lemma 30 to αag−1 and βbg−1 and denote the output by γ˜, δ˜.
3: return γ = γ˜α−1 and δ = δ˜β−1.
Proposition 31. Algorithm 4 is correct and has complexity in
O˜(d2(S(a) + S(b)) + d4(S(α) + S(β)) + d3C + d3 log(|∆K |)).
The output satisfies S(γ), S(δ) ∈ O˜((S(a) + S(b))/d+ d(S(α) + S(β)) + C).
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Proof. Correctness is clear. The first step consists of the computation of αa
and βb, which has complexity in O˜(d3(S(α) + S(β)) + d(S(a) + S(b)) + d2C).
Denote by B the value S(αa) + S(βb) ∈ O(S(a) + S(b) + d2S(α) + d2S(β) +
dC). While the computation of g has complexity in O˜(dB) the inversion costs
O˜(dB+d3 log(|∆K |)+d3C). As S(g) ∈ O(B) the inverse ideal g−1 also satisfies
S(g−1) ∈ O(B). Finding the product βbg−1 and αag−1 then has complexity
in O˜(d2B + d3C) and the size of both integral ideals is in O˜(B). Hence invok-
ing Lemma 30 has a complexity in O˜(dB) and the resulting elements satisfy
S(γ˜), S(δ˜) ∈ O˜(B/d). Finally we have to compute inverses and products. While
α−1 and β−1 can be computed in O˜(d2S(α) + d2S(β) + d2C) the costs of the
products are in O˜(d2S(γ˜) + d2S(δ˜) + d2S(α) + d2S(β) + d2C). Thus the ideal
product dominates the complexity of the algorithm and the claim follows. Note
that S(γ) = S(γ˜α−1) ≤ S(γ˜)+dS(α)+C ∈ O˜(B/d+d(S(α)) and a similar result
holds for S(δ).
The main algorithm and its complexity.
Assume that M ⊆ OmK is an OK-module of rank m given by a pseudo-
basis (A, (ai)i) with A ∈ Kn×m (n ≥ m). Using this input we now describe a
polynomial time algorithm for computing the pseudo-HNF ofM . The algorithm
is a variant of the so-called modular algorithm of Cohen, the big difference
being the normalization of the coefficient ideals. Using this extra feature we are
able bound the denominators of the coefficients of the matrix. Together with
the reduction procedure this will allow us to prove polynomial running time.
Invoking Theorem 28 we may assume that we know the determinantal ideal d of
M . This case often occurs, for example when computing with ideals in relative
extension.
First of all, we want to show that at the beginning of the inner loop at
Step 6 the sizes of Bi, Bj and bi, bj are bounded. We use an inductive argument
and begin with the size of the objects at Step 3. Let i ∈ {1, . . . , n} and j ∈
{1, . . . ,m}. As the ideal bi is normalized it satisfies
min(bi) ≤ N(bi) ≤ ℓd
2√|∆K |.
By Proposition 15 the reduction of Step 2 yields
‖βi,j‖ ≤ d3/2ℓd
2
N(db−1i )
1/d
√
|∆K | ≤ d3/2ℓd
2
min(d)
√
|∆K |.
As βi,jbi ⊆ OK the denominator l ∈ Z>0 of βi,j satisfies l ≤ min(bi); in
particular
S(βi,j) = d log(‖lβi,j‖∞) + d log(l)
= 2d log(l) + d log(‖βi,j‖∞) ∈ O˜(S(d)/d + S(bi)/d+ C).
We define Bid = d
4+d2 log(|∆K |) and Be = S(d)/d+Bid/d+C respectively. The
inequalities Bid ≤ dBe and C + d log(|∆K |) + d3 ≤ Be will be used throughout
the following complexity analysis.
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Algorithm 5 pseudo-HNF of a full-rank pseudo-matrix
Input: Full-rank pseudo-matrix (A, (ai)i) of an OK-module M ⊆ OmK and d =
det(M).
Output: Pseudo-HNF (B, (bi)) of M .
1: Let (B, (bi)i) = (A, (ai)i). Normalize (Ai, ai)1≤i≤n with Algorithm 2.
2: Reduce Ai modulo da
−1
i using Algorithm 1 for 1 ≤ i ≤ n.
3: D← d.
4: for i = n, . . . , n−m+ 1 do
5: for j = i− 1, . . . , 1 do
6: g← βj,ibj + βi,ibi
7: If g = 0 go to step 5.
8: Compute γ ∈ bjg−1 and δ ∈ big−1 such that βj,iγ + βi,iδ = 1 using
Algorithm 4.
9: (bj , bi)← (bjbig−1, g).
10: (Bj , Bi)← (βi,iBj − βj,iBj , γBj + δBi).
11: Normalize (Bj , bj) and (Bi, bi) using Algorithm 2
12: Reduce Bj modulo db
−1
j and Bi modulo db
−1
i using Algorithm 1.
13: end for
14: Set g = βi,ibi+D. Compute γ ∈ big−1 and δ ∈ Dg−1 such that γβi,i+δ =
1.
15: Set Bi ← γBi mod Dg−1 using Algorithm 1 and bi ← g, βi,i ← 1.
16: D← Dg−1.
17: end for
18: Move all non-zero rows, together with their coefficient ideals, to the top of
B.
19: return (B, (bi)i).
Proposition 32. Let n −m+ 1 ≤ i ≤ n and 1 ≤ j ≤ i − 1. At the beginning
of the inner loop at Step 7 the size of the coefficient ideals bi, bj is bounded by
Bid and the size of the elements of rows Bi, Bj is in O˜(Be).
Proof. This follows from Steps 10 and 11.
We will now analyze the complexity of the algorithm. In order to improve
readability we split up the analysis according to the single steps. Let us first
take care of the steps in the loops.
Lemma 33. Let (A, (ai)i) be as in the input of Algorithm 5.
1. Steps 6–7 have complexity in O˜(d4Be).
2. Step 8 has complexity in O˜(d4Be).
3. Step 9 has complexity in O˜(d2(d+m)Be).
4. Step 10 has complexity in O˜(d5Be + d
3mBe).
5. Step 11 has complexity in O˜(d3S(d) + dmS(d) + d4mBe).
6. Step 13 has complexity in O˜(d2S(d) + d4Be).
7. Step 14 has complexity in O˜(d3S(d) + dmS(d) + d3mBe).
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Thus the inner loop in Steps 6–11 as well as Steps 13–15 is dominated by nor-
malization and reduction yielding an overall complexity in
O˜(d3(d+m)(S(d) + d4 + d2 log(|∆K |) + dC)).
Proof. (1): Steps 6–7 are just an application of Algorithm 4 with complexity in
O˜(d2Bid + d
4Be + d
3C + d3 log(|∆K |)) ⊆ O˜(d4Be). The size of γ and δ is in
O˜(Bid/d+ dBe + C) ⊆ O˜(dBe).
(2): The size of g and therefore also the size of g−1 is in O˜(Bid+d
2Be+dC) ⊆
O˜(d2Be). As we have already computed g
−1 in Algorithm 4, the computation
of bibjg
−1 has complexity in O˜(d2Bid+ d
2(d2Be)+ d
3C) ⊆ O˜(d4Be). Note that
S(bibjg
−1) ∈ O˜(Bid + d2Be) ⊆ O˜(d2Be).
(3): Since S(γ), S(δ) ∈ O˜(dBe), computing the scalar vector products has
complexity in O˜(d(d+m)(dBe) + dmBe + d(d+m)C) ⊆ O˜(d2(d+m)Be). The
size of the new elements in row i and j is in O˜(dBe).
(4): The normalization has complexity in O˜(d(d2 +m)(d2Be) + dm(dBe) +
d(d2 + m)(log(|∆K |) + C)) which simplifies to O˜(d5Be + d3mBe). While by
definition the new ideals have size bounded by Bid, the size of the new elements
is in O˜(d2Be + dBe + d log(|∆K |) + dC) = O˜(d2Be).
(5): Inverting bi and bj has complexity in O˜(dBid+d
3 log(|∆K |)+d2C) and
the multiplication with d is in O˜(d2(Bid + S(d)) + d
3C). The reduction itself
then has complexity in O˜(d(d2 +m)(Bid + S(d)) + d
2m(d2Be) + d
2(d+m)C +
d3m log(|∆K |)) which is in O˜(d3S(d) + dmS(d) + d4mBe).
(6): Step 13 is again an application of Algorithm 4 with complexity in
O˜(d2(Bid + S(d)) + d
4Be + d
3C + d3 log(|∆K |)) ⊆ O˜(d2S(d) + d4Be) and again
the size of γ and δ is in O˜(S(d)/d+ dBe). Here we have used that S(D) ≤ S(d)
since D is a divisor of d.
(7): While the product Dg−1 was already computed in Algorithm 4, the
computation of γBi has complexity in O˜(d(d+m)S(γ)+ dmBe + d(d+m)C) =
O˜((d+m)S(d)+d2(d+m)Be). Since the entries of γBi have size in O˜(S(d)/d+
dBe) the final reduction is in O˜(d
3S(d) + dmS(d) + d2m(S(d)/d+ dBe)+ d
2(d+
m)C + d3m log(|∆K |)) which simplifies to O˜(d3S(d) + dmS(d) + d3mBe).
Theorem 34. Algorithm 5 is correct and the complexity is in
O˜(d2n(d+m)max
i
S(ai)+d
2nmmax
i,j
S(αi,j)+d
3nm(d+m)(S(d)+d4+d2 log(|∆K |)+dC)).
Proof. We first consider the correctness. Note that the only difference between
our algorithm and [7, Algorithm 3.2] are the normalizations. As the normal-
izations do not change the module (see Proposition 17), we conclude that the
correctness proof of [7, Algorithm 3.2] carries over.
We now turn to the complexity. Since the inner loop is executedO(nm) times
we conclude using Lemma 33 that Steps 5–18 have complexity in O˜(d3nm(d+
m)(S(d) + d4 + d2 log(|∆K |) + dC)). Now we consider the initialization in
Step 1–3. Denote maxi,j S(αi,j) and maxi S(ai) by BA and Ba respectively. By
Proposition 17 Step 1 has complexity in O˜(dn(d2 +m)Ba + dnmBA + nd(d
2 +
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m)(log(|∆K |)+C)) and the new elements have size in O˜(Ba+BA+d log(|∆K |)+
dC). As in the proof of Lemma 33, computing the product b−1i d has complexity
in O˜(dBid+d
3 log(|∆K |)+d2(Bid+S(d))+d3C). Since this is repeated n times
this has complexity in O˜(d2nBid + d
2nS(d) + nd3C). The reductions then cost
O˜(d(d2 +m)(Bid + S(d)) + d
2m(Ba +BA + d log(|∆K |) + dC) + d2(d+m)C +
d3m log(|∆K |)) per row, i. e. O˜(dn(d2 +m)S(d) + d2nmBA + d2nmBa) in total
neglecting C and log(|∆K |). Now the claim follows.
Remark 35. In [7] the following uniqueness result is proven: Let M ⊆ OmK
be an OK-module with pseudo-HNF (A, (ai)i). Then any other pseudo-HNF
of M has the same coefficient ideals (ai)i. For i, j fix representatives Si,j for
K/a−1i aj. Then using suitable row operations, the pseudo-HNF (A, (ai)i) can
be transformed into a pseudo-HNF (B, (ai)i), B = (βi,j)i,j , of M such that
βi,j ∈ Si,j for all i, j. Moreover, (B, (ai)i) is unique with this property.
The only difficult step is to find the sets of representatives. Let (α1, . . . , αd)
be the unique Z-basis of a−1i aj obtained from the unique HNF basis of the nu-
merator of a−1i aj. Applying Algorithm 1 with (α1, . . . , αd) instead of an LLL
basis we can find for every α ∈ K an element α˜ such that α− α˜ ∈ a−1i aj. Thus
the representative α˜ is defined to be the output of Algorithm 1 applied to α. Note
that this yields unique representatives for each class since α−β ∈ a−1i aj implies
α˜ = β˜. In particular for the representatives Si,j we can just take {α˜ | α ∈ K}.
Remark 36. The algorithm we described works only in the case that M ⊆ OmK
has rank m, and cannot be applied in case the embedding dimension is higher
than the rank. Moreover there seems to be no obvious adaption of the algorithm
to the non-full rank case. For an important ingredient of the algorithm is the
existence of an integral ideal m of OK with mOmK ⊆ M , allowing us to reduce
matrix entries modulo ideals (involving m). As the existence of such an ideal
is equivalent to M being of full rank, any algorithm relying on this modular
approach will have this restriction.
Remark 37. Although using lattice reduction in the normalization step we are
able to bound the size of the coefficient ideals, the size already contains a fac-
tor d4. Together with the expensive ideal operations this explains the high de-
pendency on d. In addition, the normalization and reduction steps themselves
involve a costly lattice reduction algorithm. Unfortunately the dependency of
the overall complexity of Algorithm 5 on the chosen lattice reduction algorithm
is rather involved. We find ourselves on the horns of a dilemma – we have to
make sure that the lattice reduction is not too expensive, but at the same time,
we need small lattice bases to bound the size of elements and ideals during our
algorithm.
Relative versus absolute computations
We now want to compare the pseudo-HNF algorithm with the HNF algo-
rithm over the integers in situations where we can “choose” the structure we
work with. We describe two examples to illustrate the idea.
36
In practice number fields of large degree are constructed carefully as towers
of extensions of type L ⊇ K ⊇ Q where K is a number field of degree d and L
is an extension of K of degree n. The ring of integers OL of L as well as the
fractional ideals of L are naturally finitely generated modules of rank d over the
Dedekind domain OK . On the other hand, OL as well as the fractional ideals
of L are naturally free of rank dn over the principal ideal domain Z. Thus the
computation with ideals in OL can either rely on the pseudo-HNF over OK or
on the HNF over Z and it is not clear which to prefer.
The second situation we have in mind is quite different. Assume that we are
in a situation where we have two finitely generated torsion free OK-modules M
and N and we are faced with the problem of deciding M ⊆ N and M = N .
After imposing further properties on a pseudo-HNF yielding uniqueness the
problem can be settled using the pseudo-HNF algorithm. But as the question
only depends on the underlying sets of M and N (discarding the OK-structure)
the problem can also be sorted out using the HNF over the integers. Again it
is not clear which method to prefer.
We consider (A, (ai)i), a full-rank pseudo-matrix over OK with A ∈ Kn×n
and associated module M ⊆ OnK . To compute the structure over the integers
we have to turn this pseudo-matrix into a dn × dn matrix over the integers.
As each fractional ideals ai is isomorphic to Z
d as a Z-module, we have M =
A1a1 + · · ·Anan ∼= Zdn, the isomorphism being induced by the isomorphisms
ai → Zd. Assume that β ∈ K is an element of the i-th row of A and a = ai is the
corresponding coefficient ideal of this row. Denote by α1, . . . , αd the HNF basis
of a. The coefficients of the d products βα1, . . . , βαd form a d × d Z-matrix.
Applying this procedure to all matrix entries of A we obtain a dn×dn matrix B
over the integers, which corresponds to a basis of the free Z-module M of rank
dn. These are n2 computations each having complexity in O˜(d2max(S(αi,j)) +
dmax(S(ai)) + d
2C). As S(βαi) ≤ S(β) + S(a)/d + C the matrix B satisfies
log(|B|) ≤ max(S(αij))/d + max(S(ai))/d2 + C/d. Since we know that the
matrix B has determinant N(d), where d denotes the determinantal ideal of
(A, (ai)i), computing the HNF over the integers has complexity in
O˜((dn)2 log(|B|)+(dn)3 log(N(d))) ⊆ O˜(dn2maxS(αi,j)+n2maxS(ai)+d2n3S(d)+d2nC).
Combining this with the complexity of computingB we get an overall complexity
in
O˜(d2n2maxS(αi,j) + dn
2maxS(ai) + d
2n3S(d) + d3n2C).
While the dependency on n is the same as in the pseudo-HNF case (see Theo-
rem 34), the powers of d are slightly lower due to the absence of ideal arithmetic
involving normalization and reduction. We conclude that one should always use
the HNF over the rational integers if possible. Note that this discussion depends
on the chosen pseudo-HNF algorithm and not on the notion of the pseudo-HNF
itself and of course it is possible that more sophisticated approaches yield dif-
ferent conclusions.
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7. The pseudo-SNF algorithm
The notion of pseudo-Smith normal form (pseudo-SNF) was introduced by
Cohen [7], see also [8, Sec. 1.7], to describe quotients of OK-modules and to
generalize the Smith normal form to modules over Dedekind domains. For sim-
plicity, we restrict ourselves to quotients of modules of the same rank, but these
results can easily be generalized to quotients of the formM/N where rank(M) >
rank(N). Let A ∈ Kn×n be a non-singular matrix and I = (b1, . . . , bn),
J = (a1, . . . , an) families of fractional ideals. We say that (A, I, J) is an in-
tegral bi-pseudo matrix for the rank-n OK-modules
M = b1η1 ⊕ · · · ⊕ bnηn
N = a1ω1 ⊕ · · · ⊕ anωn
if ai,j ∈ bia−1j for all 1 ≤ i, j ≤ n, and the linear transformation f : Kn → Kn
associated to A satisfies
f(ωj) = a1,jη1 + · · ·+ an,jηn
for all 1 ≤ j ≤ n. Then, it is shown in [8, Sec. 1.7] that the quotient Q
associated to (A, I, J) is
Q = (b1η1 ⊕ · · · ⊕ bnηn)/(a1f(ω1)⊕ · · · ⊕ anf(ωn)).
In the case of two modules M,N of rank n with N ⊂M , the elementary divisor
theorem ensures the existence of (α1, . . . , αn) ∈ Kn, fractional ideals b1, . . . , bn
and integral ideals (d1, . . . , dn) with di−1 ⊂ di such that
M = b1α1 ⊕ · · · ⊕ bnαn and N = d1b1α1 ⊕ · · · ⊕ dnbn. (7)
In the language of bi-pseudo matrices the elementary divisor theorem takes
the following form.
Theorem 38 (Definition of the pseudo-SNF). Let (A, I, J) be an integral bi-
pseudo matrix with I = (bi)i≤n and J = (ai)i≤n. There exist ideals (b
′
i)i≤n,
(a′i)i≤n and n× n matrices U, V such that with di = a′ib′−1i we have
1.
∏
i ai = det(U)
∏
i a
′
i and
∏
i b
′
i = det(V )
∏
i bi.
2. V AU is the n× n identity matrix.
3. The di are integral and di−1 ⊂ di for 2 ≤ n ≤ n.
4. For all i, j, ui,j ∈ aia′−1j and vi,j ∈ b′ib−1j .
In this case, the triplet (UAV, (b′i)i≤n, (a
′
i)i≤n is called a pseudo-SNF of (A, I, J).
Our algorithm for computing the pseudo-SNF of an integral bi-pseudo ma-
trix is derived from [8, Alg. 1.7.3]. The possibility of working modulo the
determinantal ideal was considered (although not explicitly described), but as
for the computation of the pseudo-HNF, this does not prevent the growth of the
denominators. We propose a modular version of [8, Alg. 1.7.3] incorporating the
38
Algorithm 6 pseudo-SNF of a full-rank square bi-pseudo matrix
Input: (A, (bk)k≤n, (ak)k≤n) integral n × n bi-pseudo matrix and d =
det(A)
∏
i aib
−1
i
1: Compute (b−1i )i≤n.
2: Normalize (A′j , aj) and (Ai, b
−1
i ) for i, j ≤ n.
3: Reduce ai,j mod a
−1
i bj for i, j ≤ n.
4: for i = n, . . . , 1 do
5: StepOver← false
6: while StepOver = false do
7: M ← ColPivot(M, d, i) with Algorithm 7.
8: M, StepOver← RowPivot(M, d, i) with Algorithm 8.
9: if StepOver = true then
10: b← aibi.
11: for 1 ≤ k, l < i, StepOver = true do
12: if ak,lalb
−1
k 6⊂ b then
13: Let g ∈ g := bib−1k such that ak,lg /∈ aia−1l .
14: Ai ← Ai + gAk, StepOver← false.
15: Reduce ak,i mod da
−1
k bi for k ≤ i using Algorithm 1.
16: end if
17: end for
18: end if
19: if StepOver = true then
20: ai ← ai,iai, ai,i ← 1.
21: di ← gcd(aib−1i , d).
22: d← dd−1i .
23: end if
24: end while
25: end for
26: return d1, . . . , dn.
normalization. We restrict ourselves to the case of non-singular square integral
pseudo-matrices, but this result can be extended to the rectangular case easily.
For the sake of clarity, we give the description of row and column operations
in separate algorithms. These are very similar to the row operations for the
pseudo-HNF computation. The main difference is that we cannot use normal-
ization on the pivots since we need a strictly increasing chain of ideals to ensure
that the algorithm terminates.
Before proving the correctness of Algorithm 6, let us prove that the elemen-
tary operations performed on the bi-pseudo matrix do not change the quotient
module that it represents.
Lemma 39. Let A, (bi)i≤n, (ai)i≤n be a bi-pseudo matrix. Then the operations
• bi ← (α)bi, Ai ← (α)Ai,
• aj ← (α)aj, A′j ← (1/α)A′j,
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Algorithm 7 ColPivot
Input: (A, (bk)k≤n, (ak)k≤n), i ≤ n, d
1: for j = i− 1, . . . , 1 do
2: if ai,j 6= 0 then
3: g← ai,iai + ai,jaj
4: Compute γ ∈ aig−1 and δ ∈ ajg−1 such that ai,iγ + ai,jδ = 1 using
Algorithm 4.
5: (A′j , A
′
i)← (ai,jA′j − a′i,iAi, γA′i + δA′j).
6: (aj , ai)← (aiajg−1, g).
7: Normalize (A′j , aj) and (A
′
i, ai) using Algorithm 2.
8: Reduce aj,k mod da
−1
j bk and ai,k mod da
−1
i bk for k ≤ i using Algo-
rithm 1.
9: end if
10: end for
do not modify the quotient module. In particular, the operations
• Normalize (Ai, b−1i ) using Algorithm 2.
• Normalize (A′j , aj) using Algorithm 2.
do not modify the quotient module. Moreover, they leave the integral ideal∑
i,j ai,jajb
−1
i unchanged.
Proof. We keep the same notation as before: M =
⊕
i biηi, N =
⊕
i aiωi. Then
if we perform bi ← (α)bi, we need to update ηi ← 1αηi to preserveM . Then for
all 1 ≤ j ≤ n,
f(ωj) = a1,jη1 + · · ·+ an,jηn
= a1,jη1 + · · · ai,jα
(ηi
α
)
+ · · ·+ an,jηn.
Thus the i-th row of A gets multiplied by α.
Likewise, if aj ← (α)aj , we need to update ωj ← 1αωj to preserve N , which
means by linearity that f(ωj) =
1
αf(ωj). This means that the j-th column of
A gets multiplied by 1α .
Proposition 40. Algorithm 6 terminates and gives the pseudo-SNF of the in-
put.
Proof. The proof of the termination of the non-modular version of Algorithm 6 is
given in the proof of [8, Alg. 1.7.3], while the correctness of the modular version
is treated in the integer case in the proof of [7, Alg. 2.4.14]. We only highlight
the points where our context could induce a difference. The main argument
showing that Steps 3 to 19 will only be repeated a finite amount of times is
that the integral ideal ai,iaib
−1
i at step i either increases or is left unchanged
therefore triggering the end of the loop. The main difference with [8, Alg. 1.7.3]
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Algorithm 8 RowPivot
Input: (A, (bk)k≤n, (ak)k≤n), i ≤ n, d
1: StepOver← true
2: for j = i− 1, . . . , 1 do
3: if aj,i 6= 0 then
4: g← b−1i + aj,ib−1j
5: Compute γ ∈ b−1i g−1 and δ ∈ bjg−1 such that γ + aj,iδ = 1 using
Algorithm 4.
6: (Aj , Ai)← (aj,iAj − ai,iAi, γAi + δAj).
7: (bj , bi)← (bibjg, g−1).
8: Normalize (Aj , b
−1
j ) and (Ai, b
−1
i ) using Algorithm 2.
9: Reduce ak,j mod da
−1
k bj and ak,i mod da
−1
k bi for k ≤ i using Algo-
rithm 1.
10: StepOver← false.
11: end if
12: end for
13: return StepOver.
is that we normalize and reduce aj , Aj for j ≤ i to prevent coefficient explosion.
Without taking into account modular reductions, Steps 5 and 6 transform the
triplet (ai,i, ai, b
−1
i ) into 1
αiβi
,
∑
j≤i
ai,j(αj)aj, βib
−1
i +
∑
j<i
a′j,i(βj)b
−1
j
 ,
where the a′i,j are the entries of A after Step 5, αj are the minima used to
normalize aj, A
′
j and βj are the minima used to normalize b
−1
i , Ai. As in [8,
Alg. 1.7.3], ai,iaib
−1
i ⊆
∑
i,j ai,jajb
−1
i ⊆ OK is integral since according to
Lemma 39 the normalization steps do not alter this property. In addition, we
see that ai,iaib
−1
i can only increase. To show that the modular reductions do not
prevent the algorithm to terminate, we compare the evolution of ai,iaib
−1
i and
ai,iaib
−1
i where the ai,j are the coefficients of the matrix A during the course
of Algorithm 6 executed without the modular reductions while the ai,j are the
same values when Algorithm 6 is run with modular reductions. The analysis
of [8, Alg. 1.7.3] still holds for the non-modular version of Algorithm 6 which
only differs from [8, Alg. 1.7.3] by the normalizations. The essential argument
for the termination of Algorithm 6 is that we have
ai,iaib
−1
i ⊆ ai,iaib−1i + d ⊆ OK .
Indeed, let ai,j := ai,j mod da
−1
j bi, and di,j := ai,j − ai,j ∈ da−1j bi, then for
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each x ∈ aib−1i ,
ai,ix = ai,jx︸︷︷︸
∈ai,jaib
−1
i
+ di,ix︸︷︷︸
∈d
,∈ ai,iaib−1i + d
ai,ix = ai,ix︸︷︷︸
∈OK
− di,ix︸︷︷︸
∈OK
∈ OK .
Therefore, ai,iaib
−1
i +d is an integral ideal which strictly increases and can only
stabilize when the termination condition is reached.
The other main claim to be verified is the correctness of the modular ap-
proach. We adapt and reuse the argument presented in the proof of [7, Alg.
2.4.14]. We extend the notion of an i× i submatrix to pseudo-matrices by tak-
ing into account the coefficient ideals. Then let δi(A, I, J) be the sum of the
determinantal ideal of all the i×i submatrices of (A, I, J). As in the integer case,
this value is an integral ideal invariant under the transformations performed in
the non-modular version of Algorithm 6. In addition, we need to prove that the
modular reductions of the form ai,j ← ai,j mod da−1j bi for d ⊆ OK performed
on rows and columns preserve gcd
(
det(A)
∏
i aib
−1
i , d
)
. From the symmetry
between row and column reduction, it suffices to prove this for row reductions.
Our determinantal ideal is given by
det(A)
∏
i
aib
−1
i =
(∑
σ∈Sn
∏
i
ai,σ(i)
)∏
i
aib
−1
i .
Let ai,j := ai,j mod da
−1
i bj and di,j ∈ da−1i bj such that ai,j = di,j + ai,j . In
particular, for σ ∈ Sn, we have
a1,σ(1) · · ·ai,σ(i) · · · an,σ(n)
∏
j
ajb
−1
j
= a1,σ(1) · · · (di,σ(i) + ai,σ(i)) · · · an,σ(n)
∏
j
aib
−1
σ(j)
⊆
∏
j
aj,σ(j)ajb
−1
σ(j) + di,σ(i)aib
−1
σ(i)
∏
j 6=i
aj,σ(j)ajb
−1
σ(j)︸ ︷︷ ︸
∈OK
⊆
∏
j
aj,σ(j)ajb
−1
σ(j) + d.
This means that det(A)
∏
i aib
−1
i ⊆ det(A)
∏
i aib
−1
i + d where A = (ai,j)i,j≤n.
We show by using the same argument that det(A)
∏
i aib
−1
i ⊆ det(A)
∏
i aib
−1
i +
d, thus concluding that det(A)
∏
i aib
−1
i + d = det(A)
∏
i aib
−1
i + d. Let the
(di)i≤n be the elementary divisors of the quotient module represented by (A, (bi)i≤n, (ai)i≤n),
and d :=
∏
i di. Let S = (In, (b
′
i)i≤n, (a
′
i)i≤n), be the bi-pseudo matrix resulting
from the manipulation described in Algorithm 6 on the input (A, (bi)i≤n, (ai)i≤n),
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and Γ the actual pseudo-SNF of M . Then, as in the proof of [7, Alg. 2.4.14],
we have
di · · · dn = gcd(d, δn−i+1(Γ))
= gcd(d, δn−i+1(A, (bi)i≤n, (ai)i≤n))
= gcd(d, δn−i+1(S))
= gcd(d, a′i b
′
i
−1 · · · a′n b′n−1).
After setting Pi = di+1 · · · dn we have
gcd
(
dP−1i ,
(
a′i+1 b
′
i+1
−1 · · · a′n b′n−1
)
P−1i
)
= OK ,
and
gcd
(
dP−1i ,
(
a′i b
′
i
−1 · · · a′n b′n−1
)
P−1i
)
= di.
Therefore, di = gcd(dP
−1
i , a
′
i b
′
i
−1
), which shows by induction the correctness
of Algorithm 6.
To analyze the cost of the pseudo-SNF computation, we first consider the
blocks ColPivot and RowPivot which resemble the row operations performed
during the pseudo-HNF computation. In the following, we keep the notations
Bid and Be from the analysis of the pseudo-HNF algorithm.
Proposition 41. The cost of Algorithm 8 and Algorithm 7 is in
O˜
(
d3(d+ n)
(
S(d) + d4 + d2 log(|∆K |) + dC
))
.
Proof. This is derived almost entirely from Lemma 33 which was used in the
analysis of the pseudo-HNF algorithm. The only notable difference, which
does not impact the complexity, occurs in the modular reduction (Step 8 of
Algorithm 7 and Step 9 of Algorithm 8). First, the reduction is no longer
modulo db−1i but modulo da
−1
j bk. However, the size of these ideals remains
in O˜ (S(d) +Bid) thus not impacting the analysis. Also, the reduction of the
entries of a row or a column is modulo a different ideal for each entry, thus
preventing us from reusing the reduced basis. However, considering the bounds
on the size of the elements in play, this does not change the complexity.
Proposition 42. The cost of Steps 10 to 18 of Algorithm 6 is in
O˜
(
nd2(d+ n)
(
S(d) + d4 + d2 log(|∆K |)
)
+ nd3C
)
.
Proof. Computing b costs O˜(d2Bid + d
3 log(|∆K |) + d3C). It requires inverting
b−1i and multiplying it with ai. This is done only once.
Calculating alb
−1
k does not involve inversion (we have b
−1
k ) and thus costs
O˜(d2Bid + d
3C). Then, calculating ak,lalb
−1
k costs O˜(d
3Be). Checking whether
ak,lalb
−1
k ⊂ b can be done by calculating the pseudo-HNF of (Ht1|Ht2)t where
H1 is the Z-basis matrix of b and H2 is that of ak,lalb
−1
k . If it is the same as H1,
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it means that ak,lalbk ⊂ b. The entries of the matrix representing the Z-basis
of b have their size in O˜
(
Bid/d
2
)
, while the size of the entries of the matrix
of the Z-basis of ak,lalb
−1
k are in O˜
(
Bid/d
2 +Be + C/d
)
. Therefore computing
the HNF of their concatenation costs O˜
(
dBid + d
3Be + d
2C
) ⊆ O˜(d3Be). So
the search for k, l such that ak,lalb
−1
k 6⊂ b costs O˜(n2d3Be).
Once we have k, l, we find g by checking if ak,lαh ∈ aia−1l where the
(αh)h≤d are the elements of the Z-basis of g. Calculating g and aia
−1
l has
the same cost as calculating b, that is O˜(d2Bid + d
3 log(|∆K |) + d3C). As
S(ak,lαh) ∈ O˜ (Be +Bid/d+ C), the entries of the corresponding vector are in
O˜
(
Be/d+Bid/d
2 + C/d
)
. Likewise, the entries of the matrix of the Z-basis
of aia
−1
l are in O˜
(
Bid/d
2
)
. Therefore, solving the linear system to verify if
ak,lαh ∈ aia−1l costs O˜(d2Be), and this is repeated at most d times, at a total
cost of O˜(d3Be). The resulting element g ∈ g satisfies S(g) ∈ O˜ (Bid/d).
The step Ai ← Ai + gAk costs O˜ (d(d + n)Bid/d+ dnBe + d(n+ d)C), and
the resulting entries of ak,i of Ai satisfy S(ak,i) ∈ O˜ (Bid/d+Be + C) ⊆ O˜(Be).
Finally, as S(da−1k bi) ∈ O˜ (S(d) +Bid), the cost of the n reduction of ak,i
modulo da−1k bi is in
O˜
(
n
(
d3(S(d) +Bid) + d
2Be + d
3 log(|∆K |) + d3C
))
.
This and the term in O˜(n2d3Be) are the two dominant steps. The result follows
by substituting the values of Be and Bid by their expression in terms of the
invariants of the field and S(d).
Proposition 43. Let BA = maxi,j S(ai,j) and Ba = maxi,j(S(ai), S(bj)). The
cost of Algorithm 6 is in
O˜
(
nd((d + n)2S(d) + nd2)(d4 + d2 log(|∆K |) + S(d)) + n2d2(S(d)C +BA +Ba)
)
.
Proof. First, let us estimate the cost of Steps 1 to 3. Inverting the bi costs
O˜
(
n
(
dBa + d
3 log(|∆K |) + d2C
))
. As in the proof of the complexity of Algo-
rithm 5, the normalization costs O˜
(
dn(d2 + nBa) + dn
2BA + nd(d
2 + n)(log(|∆K |) + C)
)
.
The new elements have size O˜ (Ba +BA + d log(|∆K |) + dC). Then, as we al-
ready have the b−1i , calculating the dajb
−1
i costs O˜
(
n2
(
d2(Bid + S(d)) + d
3C
))
.
Finally, the cost of the subsequent reduction is in
O˜
(
n2d2
(
d(d4 + d2 log(|∆|) + S(d)) +BA +Ba + dC
))
,
which is the dominant step of this precalculation.
Now, let us analyze the main loop of the algorithm. The condition StepOver =
true is attained in at most O˜(S(ai,iaib
−1
i )) since ai,iaib
−1
i becomes strictly larger
at each iteration. Therefore, the number of iterations is in O˜(log(N(d))). So Al-
gorithm 8, Algorithm 7 and the Steps 10 to 18 are executed O˜(nS(d)/d) times.
We obtain the cost of the main loop by adding the estimated costs found in
Proposition 41 and Proposition 42 and multiplying this by nS(d)/d.
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