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Résumé 
Ce mémoire s'intéresse spécifiquement à l'apprentissage statistique non supervisé 
(clustering) et aux relations qui existent entre les différentes approches de clustering à 
savoir les méthodes classiques, l'aspect probabiliste de la classification et les méthodes 
neuronales. La description de chacune de ces méthodes permettra de bien distinguer 
les bases de chacune d 'elles. Des applications sur des jeux de données variés sont 
développées à cet effet pour les mettre en pratique et mieux évaluer leurs performances. 
ous avons exploré différentes méthodes de classification automatique pour mieux 
analyser nos différents jeux de données à savoir Mnist et Mybasket. Les résultats ob-
tenus pour l'ensemble des méthodes de classification non supervisée sont assez bons 
dans l'ensemble. Mais les méthodes neuronales donnent de meilleures performances 
pour les données volumineuses et présentent beaucoup plus de similarité avec les mé-
thodes classiques non hiérarchiques, telles que les k-means et les k-médoides, qu 'avec 
les modèles de mélange de densités. 
Norbert Bertrand Sanka Nadia G hazzali 
Abstract 
This thesis focuses specificaIly on unsupervised learning (clustering) and the re-
lationships that exist between the different clustering approaches, namely classical 
methods, the probabilistic aspect of classification and neural methods. The descrip-
t ion of each of these methods will make it possible to clearly distinguish the bases of 
each of them. Applications on various datasets are developed for this purpose to put 
them into practice and better assess their performance. 
We have explored different automatic classification methods to better analyze our 
different datasets namely Mnist and the Mybasket. The results obtained for aIl un-
supervised classificat ion methods are quite good overaIl. But neural methods give 
better performance for large datasets and show much more similarity to classical non 
hierarchical methods (such as k-means and k-medoids) than to density mixing models. 
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La classification consiste à regrouper les individus qui se ressemblent au vue des 
variables de l'analyse. On cherche donc à former des classes homogènes à l'intérieur et 
hétérogènes entres elles. A priori on ne connait pas le nombre de classes à former sauf 
dans le cas où les données présentent des classes naturelles. Il existe deux catégories 
de classification : la classification supervisée (ou analyse discriminante) et la classifi-
cation non supervisée (ou classification automatique). Dans la première catégorie, on 
essaye de bien séparer les classes et prédire la meilleure classe pour chaque nouvel in-
dividu, étant donné un ensemble de classes prédéfinies. Alors que la classification non 
supervisée consiste à ident ifier des classes homogènes dans un ensemble de données. 
Nous nous limiterons dans ce mémoire aux méthodes de classification non supervisée. 
La classification non supervisée de données (clustering) vise à développer notam-
ment des programmes informatiques qui apprennent automatiquement avec les don-
nées traitées, l'objectif principal étant de regrouper des données en classes partageant 
des caractéristiques similaires sans aucune connaissance préalable. Ces classes peuvent 
être définies suivant les individus (on parlera de regroupement) ou suivant les variables 
(on parlera de réduction de dimension). 
La plupart des algorithmes de classification non supervisées font appel à différents 
paramètres d 'entrée tels que le choix du nombre de classes ou l'espace de représenta-
tion des données. A cet effet, plusieurs d 'entre elles se basent sur des représentations 
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vectorielles qui , en plus d 'accepter différentes métriques, permettent de définir des 
centres de gravité de groupes, des densités de probabilité, des intervalles, des sous-
espaces, etc. 
Ce mémoire est répart i en quatre chapit res. Le premier présente les méthodes 
classiques que sont la classification hiérarchique et celle non hiérarchique. Ce chapitre 
t raite également du problème de choix opt imal du nombre de classes. Le deuxième 
chapit re aborde l'aspect probabiliste de la classification par les modèles de mélanges 
de densité. Le t roisième chapitre traite d 'une méthode neuronale dite méthode de 
Kohonen ou encore Self Organizing Maps (SOM). Le dernier chapit re quant à lui 
présente une étude comparative des différentes méthodes citées précédemment sur 
deux jeux de données. La raison principale du choix de ces différentes méthodes de 
clustering est due au fait de leur popularité, leur souplesse, mais également de leur 
applicabilité à de grands jeux de données. 
Chapitre 1 
Méthodes de classification 
classiques 
Dans la littérature scientifique, plusieurs méthodes de classification ont été présen-
tées. Dans ce chapit re nous allons présenter les plus connues. Nous passerons notam-
ment en revue la classification ascendante hiérarchique et celle non hiérarchique. Nous 
y aborderons également le problème du choix optimal du nombre de classes. En effet , 
ce choix est assez complexe du fait que cela s'opère dans un contexte d 'apprentissage 
non supervisé (donc aucune connaissance préalable sur les données) . Si les paramètres 
de l'algorithme de classification sont incorrects , ce dernier peut mener à une mauvaise 
qualité du partit ionnement. 
1.1 Méthodes hiérarchiques 
Les méthodes hiérarchiques produisent une hiérarchie de classes, représentée sous 
forme d'arbre de classification nommé dendrogramme. Ce dernier montre comment 
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les classes sont organisées selon certains critères. Les méthodes de classification hié-
rarchiques sont divisées en deux types d 'approches : ascendante, dite agglomérat ive 
et descendante, dite divisive. 
1.1.1 Classification ascendante hiérarchique (CAR) 
Il s'agit de regrouper itérativement les individus, en commençant par le bas (les 
deux plus proches) et en construisant progressivement un dendrogramme, regroupant 
finalement tous les individus en une seule classe. Ceci suppose de savoir calculer, à 
chaque étape ou regroupement , une mesure d 'éloignement entre les individus i et j , 
mais également une distance entre les classes contenant les individus D(A,B). 
Notons [2 = {l , .. ,i, .. ,n} l'ensemble des individus. Il existe différentes mesures 
d 'éloignement entre individus: 
• Indice de ressemblance ou similarité 
C'est une mesure de proximité définie de [22 dans R+ et vérifiant: 
V(i,j)E[22 
- s( i, j) = s(j, i) : symétrie; 
- s(i, i) = S > 0, : ressemblance d 'un individu avec lui-même ; 
- s( i, j) :S S : la ressemblance est majorée par S . 
• Indice de dissemblance ou dissimilarité 
Les notions de similarité et dissimilarité se correspondent de façon élémentaire. 
Si s est un indice de ressemblance, alors d(i ,j) = S - s(i,j), V(i,j) E [22 est 
un indice de dissemblance. 
Une dissimilarité est une application de [22 dans R+ vérifiant : 
V(i,j)E[22 
- d(i ,j) = d(j ,i); 
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- d(i,j) = 0 {::} i = j . 
• Distance 
Une distance sur [2 est, par définition , une dissimilarité vérifiant en plus la 
propriété d 'inégalité triangulaire. Autrement dit , une distance d est une appli-
cation de [22 dans R+ vérifiant : 
V(i,j, k) E [23. 
- d( i, j) = d(j , i); 
- d( i, j) = 0 {::} i = j ; 
- d(i , j) :::; d(i , k) + d(j , k). 
La mesure d 'éloignement entre deux ensembles est appelée indice d 'agrégation. 
Notons A et B deux classes d 'une partition donnée, WA et WB leurs pondérations, gA 
et g8 leurs barycentres et d(i ,i') la distance entre deux individus quelconques i et i'. 
Différents indices d' agrégation sont utilisés: 
- Méthode du plus proche voisin (saut minimum) : D(A, B) = min{ d(i, i')} avec i E A 
et i' E B 
- Méthode du voisin le plus éloigné (saut maximum) : D(A, B) = max{ d( i, i')} avec 
i E A et i ' E B 
- Méthode du saut moyen: D(A, B) = _1_ L iE A i'EB d(i , i') 
WA·WB ' 
- Méthode du centroide (distance des barycentres) : D(A, B) = d(gA, gB) 
Dans sa version la plus simple, le principe de la CAR est le suivant: 
- Etape 0 : Chaque individu forme sa propre classe. 
- Etapel : On regroupe les deux individus les plus proches. On aura donc n- l 
classes où n est le nombre d'individus. 
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Etape k : Ainsi de suite, en regroupant les deux classes les plus proches on aura 
(n - k) classes à l'étape k. 
Etape n-1 : A cette étape on aura une seule classe contenant tous les individus. 
1.1.2 Classification descendante hiérarchique 
La méthode de classification ascendante part d 'un ensemble où chaque individu 
forme sa propre classe et procède par regroupement binaire et multiple alors que la 
méthode descendante fait le contraire. Elle consiste à construire une hiérarchie à partir 
d'une seule classe regroupant tous les objets , puis procède par divisions successives des 
classes jusqu'à l'obtention de classes vérifiant certaines règles d 'arrêt. Les méthodes 
descendantes sont plus rapides , mais moins efficaces. En fait , la complexité d 'un al-
gorithme ascendant est généralement polynomiale, tandis que celle d 'un algorithme 
descendant est généralement exponentielle. En effet, lors de la première étape d 'une 
méthode ascendante, il faut évaluer toutes les agrégations possibles de deux indivi-
dus parmi n , soit n(n - 1) / 2 possibilités, tandis qu 'un algorithme descendant basé 
sur l'énumération complète évalue toutes les divisions des n individus en deux sous-
ensembles non vides, soit 2n - 1 - 1 possibilités. Dans ce mémoire nous nous intéressons 
à la CAR. 
1.1.3 Mise en application 
Pour l'application de la CAR, on s'intéresse au climat des différents pays d 'Eu-
rope. Ainsi , notre jeu de données [32] présente les températures moyennes mensuelles 
(en degrés Celsius) pour les principales capitales européennes ainsi que pour certaines 
grandes villes (35 au total). En plus des températures mensuelles, on donne pour 
chaque ville, la température moyenne annuelle ainsi que l'amplitude thermique (diffé-
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rence entre la moyenne mensuelle maximum et la moyenne mensuelle minimum d'une 
ville) . On donne également deux variables de positionnement (la longitude et la lati-
tude) . La variable qualitative donnant l'appartenance à une région d 'Europe (variable 
à quatre modalités: Europe du nord , du sud, de l'est, de l'ouest) nous permettra de 
vérifier la qualité du part it ionnement. 
Dans le logiciel R, nous ut iliserons la fonction « hclust » pour réaliser la classi-
fication hiérarchique sur nos données. Cette fonction permet en effet de réaliser une 
CAR à part ir d 'un tableau de distances entre individus. Et elle fournit en plus des 
résultats de la classification, le dendrogramme. 
« hclust » prend deux principaux arguments que sont la matrice de distance et la 
méthode d'agrégation. La matrice de distance peut être obtenu sous le logiciel R à 
l'aide de la commande « dist ». Cette dernière ut ilise, par défaut , la distance eucli-
dienne pour le calcul de la matrice de distance entre individus. Toutefois, il est possible 
de spécifier le type de dissimilarité ou distance que l'on souhaite ut iliser. On peut spé-
cifier aussi le critère d'agrégation ent re les classes. Par défaut , « hclust » utilise la 
méthode « complete» correspondant au critère du saut maximum. De même, il est 
possible de choisir d 'autres cri tères d 'agrégation tels que définis précédemment . 
• Script R 
temperat < - read.csv('C :jUsersjucer j Downloadsjtemperat.csv" , header= TRUE, 
" " d " " 1) sep= ;, ec=., row. names= 
d<-dist (temperat) 
cah<-hclust(d , method="ward .D2") 
plot(cah) 
cutl < -cutree( cah, k=2) 
cut2< -cutree( cah, k=3) 
rect.hclust( cah, k=2) 







hclust (*, "ward.D2") 
1.2 Méthodes non hiérarchiques 
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Elles permettent de traiter les grands ensembles de données. Ces méthodes op-
timisent un critère de type inertie. Le principe général de ces méthodes se présente 
comme suit : 
1. On fixe le nombre de classes q de la partition. 
2. On part d 'une partition Po en q classes qu 'on choisit au hasard ou par connais-
sance des données. 
3. Ensuite, on cherche à améliorer la part ition initiale de manière à minimiser la 
variance intra-classe. 
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Il existe plusieurs types de partitionnement dont les approches se différencient 
dans la définition des représentants des classes. Parmi les plus utilisés, on peut citer 
les k-means (MacQueen, 1967) , les k-médoïdes (Kaufman and Rousseeuw, 1987) et 
les nuées dynamiques (Diday, 1971). 
1.2.1 Méthode des k-means 
La méthode des k-means est un type d 'apprentissage non supervisé, qui est utilisé 
lorsqu'on a des données non étiquetées (c'est-à-dire des données sans catégories ni 
groupes définis) . C'est une méthode efficace qui permet de diviser un ensemble de 
données en k classes homogènes. L'algorithme fonctionne de manière itérative pour 
affecter chaque point de données à l'un des k groupes en fonction des caractéristiques 
fournies. Les classes de données sont regroupées en fonction de la similarité des élé-
ments. 
Le fonctionnement de l'algorithme des k-means se résume dans les étapes sui-
vantes : 
Etape1 : Fixer a priori le nombre de classes k ; 
Etape2 : Initialiser k centres de classes Gk (Peut être k individus choisis au 
hasard. Ou encore, k moyennes calculées à partir d 'une partit ion au hasard ou 
par classification ascendante hiérarchique des individus en k classes) ; 
Etape3 : Affecter chaque individu à la classe dont le centre est le plus proche; 
Etape4 : Recalculer les centres de classes à chaque affectation ou à la fin d'une 
itération. 
Ainsi, les étapes 3 et 4 se répètent donc jusqu 'à ce que l'algorithme converge, 
c'est-à-dire jusqu 'à ce que les objets ne changent plus de classe ou après un nombre 
fixé d 'itérations. 
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L'avantage avec cette méthode est qu 'en plus d 'être simple à mettre en œuvre, elle 
a la capacité de traiter les grandes bases de données. Seuls les vecteurs des moyennes 
sont à conserver en mémoire centrale. Toutefois , elle présente aussi des limites car 
le nombre de classe doit être fixé au départ, le résultat dépend de la configuration 
init iale des centres des classes, et les classes sont construites par rapport à des objets 
potentiellement inexistants (les centres) . 
1.2.2 Méthode des k-médoïdes 
La méthode des k-médoïdes est une technique de classification automatique par 
réallocation. Sa particularité repose essentiellement sur la notion de médoïde, qui 
correspond au point représentatif d'un ensemble d 'observations associées à un groupe. 
Si les classes sont relativement denses , sa position dans l'espace de représentation est 
très proche du centre de gravité. En revanche, pour les classes avec des individus 
dispersés , ou en présence de points atypiques, cette méthode se révèle autrement plus 
robuste en dépassant le caractère artificiel du barycentre (voir Figure 1.1). 
Dans cet exemple, on peut remarquer que pour les k-médoïdes, au lieu de prendre 
la valeur moyenne des objets dans une classe pour centroïde (qui est un objet fictif), 
nous prenons plutôt l'objet le plus central de la classe. 
Le fonctionnement de l'algorithme des k-médoïdes se résume dans les étapes sui-
vantes: 
Etape1 : Fixer a priori le nombre de classes k ; 
Etape2 : Initialiser k médoïdes M k (Peut être k individus choisis au hasard. 
Ou encore, k points les moins distants des autres) ; 
Etape3 : Affecter chaque individu à la classe dont le médoïde est le plus proche; 
Etape4 : Recalculer les médoïdes de classes à partir des individus rattachés; 
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FIG URE 1.1 - Illustration de la résistance des médoïdes aux points atypiques (Tirée 
des tutoriels de Rieeo Raeeotomalala, Algorithme des k- médoïdes p.12) 
Ainsi, les étapes 3 et 4 se répètent donc jusqu'à ce que l'algorithme converge, 
c'est-à-dire jusqu 'à ce que les objets ne changent plus de classe ou après un nombre 
fixé d'itérations. 
1.2.3 Nuées dynamiques 
L'algorithme des nuées dynamiques est une généralisation de l'algorithme des k-
means, où chaque classe est représentée non pas par son barycentre (qui peut être 
extérieur à la classe) , mais par un noyau, qui peut être un sous-ensemble de points 
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de la classe, un axe principal ou un plan principal, etc. Ce noyau s 'avère parfois plus 
représentatif de la classe. 
La présentation qu 'en donne Michel Volle (Volle M. , 1978) convient parfaitement 
pour expliquer les principes de la méthode et introduire les concepts qui lui sont 
propres. Supposons un ensemble de données st sur lequel sont définies une distance 
d(x, y) entre éléments et une distance D (X , Y ) entre classes. Prenons au hasard k sous-
ensembles de p points chacun dans st ; nous appellerons chacun de ces sous-ensembles 
un « noyau ». Ces noyaux nous permettent de définir une partition de st en k classes , 
chaque classe comprenant les éléments qui sont plus proches d 'un des noyaux que de 
tous les autres noyaux. A partir de cette partition , on définit une nouvelle famille 
de noyaux en associant à chaque classe de la partition l'ensemble de p points qui en 
est le plus proche. Puis on recommence : à cet te nouvelle famille de noyaux va être 
associée une nouvelle partit ion, etc. Il est facile de démontrer que le procédé converge 
sous certaines conditions : on fini t par aboutir à une partition et à une famille de 
noyaux optimaux. Ainsi la méthode des nuées dynamiques permet de construire par 
itération, à partir d 'une famille absolument quelconque de noyaux, une partit ion en 
k classes. Mais cette construction contient une part d 'arbitraire: la partition obtenue 
dépend du choix initial des noyaux. Pour compenser dans une certaine mesure cet 
arbitraire, on applique la méthode plusieurs fois de suite, en partant à chaque fois 
d 'une famille différente de noyaux tirée au hasard . On obt ient ainsi plusieurs parti-
tions en k classes. Si l'on considère deux éléments quelconques, ils peuvent avoir été 
classés ensemble dans certaines de ces partitions, et classés séparément dans d 'autres. 
On appelle forme forte un ensemble d 'éléments qui auront été classés ensemble dans 
toutes les classifications. Ces formes fortes déterminent une part ition de E qui peut 
fort bien contenir plus de k classes . Les formes fortes qui ne comprennent qu'un élé-
ment ne présentent pas d 'intérêt , car elles concernent des éléments qui semblent « 
inclassables ». Par contre, les formes fortes qui comprennent beaucoup d 'éléments 
sont intéressantes : pour qu 'un groupe d 'éléments ait résisté aux aléas dus aux choix 
des différentes familles de noyaux, il fallait qu'il fû t bien homogène. 
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1.3 Choix optimal du nombre de classes 
Trouver le nombre optimal de classes représente l'un des plus grand défis en clas-
sification automatique de données. En effet , on a vu que la partit ion finale dépendait 
fortement de la part it ion initiale dont le nombre de classes est choisi de manière arbi-
traire. Diverses mesures visant à valider les résultats d 'une analyse de regroupement 
ont été définies et proposées dans la lit térature. Out re l'étude comparative de Milligan 
et Cooper (1985) [25], qui ont examiné trente indices avec des données simulées dans 
un espace euclidien, où le nombre de classes est connu à l'avance, de nouveaux cri-
tères de détermination du nombre de classes ont été proposés depuis lors. Cependant , 
seuls quelques-uns de ces cri tères ont été programmés et implémentés dans les logiciels 
d 'analyse de données tels que SAS et R (Voir Table 1.1). 
SAS R 
Glus ter clusterSim cclust clv clvalid 
1. CH (Calinski and Harabasz 1974) Il. Ratkowsky (Ratkowsky and Lance 1978) 19. Dunn (Dunn 1974) 
2. CCC (Sade 1983) 4. KL (Krzanowski and La i 1988) 12. Scott (Scott and Symons 1971) 
3. Pseudot2 (Duda and Hart 1973) 5. Gamma (Baker and Hubert 1975) 13. Marriot (Marriot 1971 ) 
6. Gap (Tibshirani et al. 2001) 14. Bali (Ba li and Hall 1965) 
7. Silhouette (Rotlsseeuw 1987) 15. Trcovw (M illigan and Cooper 1985) 
16. Tracew (Milligan and Cooper 1985) 
17. Friedman (Friedman and Rubin 1967) 
18. Rubin (Fried man and Rubin 1967) 
8. Hartigan (Hartigan 1975) 
9. Cindex (Hu bert and Levin 1976) 
10. DB (Davies and Botlldin 1979) 
T A BLE 1.1 - 19 indices existants dans des packages SAS et R 
C'est dans ce sens que Charrad et al. (2014) [10] ont passé en revue ces 19 indices 
déjà implémentés dans un même package R nommé NbClust, en y rajoutant des indices 
qui ne sont pas encore programmés, pour un total de 30 indices, afin de fournir à 
l'utilisateur une liste plus exhaustive d 'indices de validation lui permettant d 'estimer 
le bon nombre de classes dans un jeu de données. 
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1.3.1 Présentation du package NbClust 
Le package bClust de R est développé afin d'aider l'utilisateur à déterminer le 
bon nombre de classes dans un jeu de données. Trente indices de validation sont pro-
posés dans sa version actuelle, ainsi que des méthodes hiérarchiques (CAH) et non 
hiérarchiques (K-means) de classification. L'avantage de ce package est qu'il permet 
d'appliquer simultanément plusieurs indices et de déterminer la meilleure partition 
parmi toutes les partitions obtenues en combinant , nombre de classes minimal et 
maximal, les distances (distance euclidienne, distance maximale, distance Manhat-
tan, distance de Canberra, distance binaire ou distance de Minkowski) et les méthodes 
d 'agrégation (Ward.Dl, Ward.D2, Saut minimum, Saut maximum, Saut moyen, Mc-
Quitty, Médiane ou Centroide). 
bClust propose ainsi le nombre pertinent de classes pour chacune des trente (30) cri-
tères utilisés , soit par le nombre minimal ou maximal de l'indice, soit par comparaison 
de l'indice par rapport à la valeur critique, soit aussi par des méthodes graphiques. 
Ces dernières concernent l'indice de Hubert et celui de Dindex. Ainsi, le nombre op-
timal de classes pour ces deux indices est déterminé par le pic le plus significatif en 
observant la courbe représentant les dérivées secondes des indices. 
Le choix optimal du nombre de classes sera guidé par les résultats fournis par les 
trente (30) indices. Autrement dit , NbClust propose d 'utiliser la règle du vote majori-
taire. La liste des trente (30) indices utilisés , avec leurs caractéristiques et références , 
est présentée à la table 1.2 ( Charrad et al., 2014). 
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Nom de J' indice dans NbClust Nombre de classes optimal 
1. 'ch' (Calinski and Harabasz 1974) Valeur maximale de l' indice 
2. 'duda' (Duda and Hart 1973) Plus petit nombre de classes tel que l' indice >à la valeur cri t ique 
3. ' pseudot2' (Duda and Hart 1973) Plus petit nombre de classes tel que l' indice <à la valeur cri t ique 
4. 'cindex' (Hubert and Levin 1976) Valeur minimale de l' indice 
5. 'gamma' (Baker and Hubert 1975) Valeur maximale de l'indice 
6. ' beale' (Beale 1969) Le nombre de classes tel que la valeur critique >= alpha 
7. 'ccc' (Sarle 1983) Valeur maximale de l'indice 
8. ' ptbiserial' (Milligan 1980, 1981) Valeur maximale de l' indice 
9. 'gplus' (Rohlf 1974 ; Milligan 1981) Valeur minimale de l' indice 
10. 'db' (Davies and Bouldin 1979) Valeur minimale de l'indice 
11. ' Frey' (Frey and Van Groenewoud 1972) Niveau correspondant à la classe avant que la valeur de l'indice < 1.00 
12. ' hartigan' (Hart igan 1975) Différence maximale ent re les niveaux de hiérarchie de l' indice 
13. ' tau' (Rohlf 1974 ; Milligan 1981) Valeur maximale de l' indice 
14. ' ra tkowsky' (Ratkowsky and Lance 1978) Valeur maximale de l'indice 
15. 'scott ' (Scott and Symons 1971 ) Différence maximale ent re les niveaux de hiérarchie de l'indice 
16. ' marriot' (Marriot 1971 ) Valeur maximale des différences secondes entre les niveaux de l'indice 
17. ' ball' (Ball and Hall 1965) Différence maximale entre les niveaux de hiérarchie de l'indice 
18. ' trcovw ' (Milligan and Cooper 1985) Différence maximale entre les niveaux de hiérarchie de l'indice 
19. 'tracew' (Milligan and Cooper 1985) Valeur maximale des différences secondes ent re les niveaux de l' indice 
20. ' Friedman' (Friedman and Rubin 1967) Différence maximale ent re les niveaux de hiérarchie de l'indice 
21. ' mcclain' (McClain and Rao 1975) Valeur minimale de l' indice 
22. ' rubin ' (Friedman and Rubin 1967) Valeur minimale des différences secondes entre les niveaux de l'indice 
23. ' kl ' (Krzanowski and Lai 1988) Valeur maximale de l'indice 
24. 's ilhouette' (Rousseeuw 1987) Valeur maximale de l'indice 
25. 'gap' (Tibshirani et a l. 2001 ) Plus petit nombre tel que la valeur cri t ique >= 0 
26. 'dindex' (Lebart et al. 2000) Méthode graphique 
27. 'dunn ' (Dunn 1974) Valeur maximale de l' indice 
28. ' hubert' (Hubert and Arabie 1985) Méthode graphique 
29. 'sdindex' (Halkidi et al. 2000) Valeur minimale de l' indice 
30. 'sdbw' (Halkidi and Vazirgiannis 2001 ) Valeur minimale de l'indice 
TABLE 1.2 - Liste des trente (30) indices implémentés dans le package l bClust 
1.3.2 Mise en application 
Nous proposons dans cette section d 'expliquer le fonctionnement de la librairie 
NbClust , à travers un jeu de données simulées composé de 2 variables et de 300 
, 
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observations répart ies en 3 classes distinctes. 
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FIGURE 1.2 - Données simulées avec 3 classes 
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Dans cet exemple, nous cherchons la meilleure part it ion parmi toutes les part itions 
obtenues avec un nombre de classes qui varie entre 2 et 8, et en ut ilisant la distance 
euclidienne et la méthode d 'agglomération "complete" qui correspond au saut maxi-
mum. D'autres distances sont disponibles dans la librairie NbClust comme indiqué 
précédemment . L'option "alllong" permet de calculer simultanément tous les indices 
implémentés dans NbClust sur chacune des part itions. Cependant , comme l'exécut ion 
de certains indices, à savoir : Gamma, Tau, Gap et Gplus est lente, il est possible 
de choisir l'option "all " afin de ne calculer que les aut res indices, soit 26 parmi les 
30 disponibles. bClust permet également de tester les indices individuellement en 
ut ilisant les noms des indices présentés précédemment (voir Table 1.2). 
Les sort ies de bClust sont : le nombre de classes opt imal proposé selon la règle 
du vote majoritaire, les valeurs des indices obtenues pour chaque partition, les valeurs 
seuils des indices( duda, pseudoT2 , beale et gap), le nombre de classes opt imal proposé 
par chaque indice et la partition qui correspond au nombre de classes opt imal. 
• Quelques résultats 
Concernant notre exemple, 20 indices parmi les 24 proposent 3 comme le nombre 
opt imal de classes, 2 proposent 2 comme le bon nombre de classes et un seul en 
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~ Among all indices: 
~ 2 proposed 2 as Lhe besL number of clusLers 
~ 20 proposed 3 as Lhe besL number of clusLers 
~ 1 proposed 5 as Lhe besL number of clusLers 
~ According La Lhe majoriLy rule, Lhe besL number of clusLers is 3 
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propose 5 comme nombre optimal de classe. Le Dindex et l'indice de Hubert sont 
des méthodes graphiques. Par conséquent , ils ne sont pas comptabilisés dans le calcul 
du nombre de classes optimal proposé selon la règle du vote majoritaire. Pour ces 
deux indices, le nombre optimal de classes est identifié par un pic significatif dans le 
graphique des valeurs d 'indice par rapport au nombre de classes. Ainsi, le nombre de 
classes est déterminé par le pic le plus significatif en observant la courbe de la seconde 
différence entre les niveaux de l'indice. 
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FIG URE 1.3 - Méthodes graphiques pour déterminer le meilleur nombre de classes 
Comme le montre la figure 1.3, ces deux indices (Hubert et Dindex) proposent 3 
comme meilleur nombre de classes. Finalement, 22 indices parmi les 26 proposent 3 
comme le nombre optimal de classes, ce qui est réellement le bon nombre de classes 
dans le jeu de données simulées. 
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Chapitre 2 
Classification par mélange de 
densités 
Un outil clé de la résolution du problème de classification réside dans les modèles 
de mélange. Les modèles de mélange, apparus dans les travaux de Pearson (Pearson, 
1894), sont utilisés avec succès dans bon nombre de disciplines comme l'astronomie, 
la biologie, la génétique, l'économie, les sciences de l'ingénieur, le marketing, la recon-
naissance d'images ... L'on pourrait donc se demander: quel est le rôle joué par les 
modèles de mélange dans la classification des données? 
D'un point de vue théorique, les modèles de mélange permettent de bénéficier de 
l'ensemble des résultats de la statistique mathématique : lois multivariées paramé-
triques (ou semi-paramétrique ou non paramétrique) , estimation, choix de modèles , 
etc. Ils permettent aussi de retrouver , voire de généraliser , de nombreuses méthodes 
de classification classiques non probabilistes à la base, car plutôt géométriques. Dans 
ce chapitre , nous ferons une présentation du modèle de mélange de lois de densités, 
de l'estimation de ses paramètres et des méthodes habituelles de choix de modèles. 
En particulier, nous soulignerons le lien avec des méthodes géométriques classiques 
dans le cas gaussien et nous présenterons également des critères de choix de modèles 
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spécifiques. 
2.1 Présentation générale 
Le modèle de mélange fini de lois de probabilités consiste à supposer que les don-
nées proviennent d 'une source contenant plusieurs sous-populations homogènes appe-
lées composantes. La population totale est un mélange de ces sous-populations. Le 
modèle résultant est un modèle de mélange fini . 
Supposons x = (Xl , X2, ... , xn), un ensemble d 'individus de taille n, et Z =(Zl" '" 
Zn) leur part it ion en K classes: GI , G2, .. . , GK avec Zi = k si i provient du groupe k. 
Si on échant illonnait dans une population formée de K sous-populations, on devrait 
avoir les couples (X i, Zi) où Xi = Xi représente la mesure faite sur le ième individu et 
Zi = k indique le numéro de la sous-population à laquelle appart ient cet individu. 
Soit X = (X l , X 2, ... , X n) un échantillon de variables aléatoires indépendantes 
identiquement distribués (iid) de loi de mélange fini à K composantes, la densité de 
probabilité f (x) du mélange peut s'exprimer comme la somme pondérée des autres 
densités fk : 
K 
f (x , 8 ) = L Ihfk(x , 8 k) 
k=l 
Avec IIk, les proport ions respectives des sous populations telle que : 0 < Ih ::; 1 
et 'Lf=l IIk = 1 
f k, la densité de la kième composante (la paramétrisation des densités des com-
posantes dépend de la nature cont inue ou discrète des données observées). Et 8 est 
le vecteur des paramètres du modèle de mélange. 
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L'approche la plus connue des lois de mélange est le modèle de mélange gaussien 
où les densités de base sont des lois normales multidimensionnelles. Le modèle de 
mélange gaussien est une combinaison linéaire de plusieurs composantes gaussiennes. 
Il est part iculièrement ut ilisé dans le cas où les données en études ne peuvent pas 
être modélisées par une simple gaussienne. En d 'aut res termes, si la structure de 
données est composée naturellement par plusieurs groupes, il faut les représenter par 
un modèle de mélange gaussien plutôt qu 'une simple distribution gaussienne. Pour le 
formaliser , il suffit juste de remplacer chaque f (x, 8 ) par la fonction de densité de 
la loi gaussienne. Ici, chaque classe est décrite par une loi de distribut ion normale, 
paramétrée par sa moyenne JLk et sa matrice de variance-covariance ~k. La fonction 
de densité de la loi gaussienne s'écrit alors comme suit: 
K 
f( x, 8) = L IhN(x IJLk, ~k ) 
k=l 
où JLk est un vecteur de d-dimension, ~k est la matrice de covariance de dimension 
d2 , et 1 ~k 1 désigne le déterminant de la matrice ~k · 
Dans le contexte des modèles de mélange, le problème de la classification peut être 
t raité en utilisant la maximisation de la vraisemblance des données observées. L'idée 
fondamentale de l'estimation par maximum de vraisemblance est , comme son nom 
l'indique, de t rouver un ensemble d 'estimations des paramètres, pour que la vraisem-
blance de l'échant illon utilisé, soit maximum. Étant donné la même hypothèse, que 
les donnés sont des réalisations indépendantes d 'un vecteur aléatoire X , la fonction 
de vraisemblance des données relativement au modèle de paramètre 8 s'écrit: 
n 
L(X ,8 ) = II f (Xi, 8 ) 
i=l 
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Cependant, il est plus facile de maximiser la log-vraisemblance au lieu de la fonc-
tion de vraisemblance elle-même. Si 8 maximise ln(L (8 )), alors il maximise égale-
ment L (8 ). Cela est dû à la monotonie de la fonction logarithme. La fonction log-
vraisemblance s'écrit: 
n 
ln(L (X, 8 )) = L ln(f(xi, 8 )) 
i=l 
Le problème d 'estimation par la méthode de maximum de vraisemblance, revient 
donc à trouver les racines de l'équation : 
8ln(L (X ,8 )) = 0 
88 
En général, la maximisation de la fonction de vraisemblance ne possède pas de 
solution analytique. C'est pour cela qu 'il est nécessaire de recourir à des méthodes 
itératives. De nombreuses techniques classiques d'opt imisation peuvent être appli-
quées, mais dans notre cas, nous ut iliserons l'algorithme EM (Dempster et aL, 1977) 
qui est sans doute le plus ut ilisé en raison de ses propriétés de convergence et de sa 
simplicité de mise en œuvre. 
2.2 Estimation des paramètres par EM 
L'algorithme espérance-maximisation (en anglais Expectation-maximisation algo-
rithm, souvent abrégé EM), proposé par Dempster et al. (1977) [12], est une classe 
d 'algorithmes qui permettent de trouver le maximum de vraisemblance des paramètres 
de modèles probabilistes lorsque le modèle dépend de variables qui ne sont pas ob-
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servées directement, mais qui sont plutôt déduites d 'autres variables observées. On 
utilise souvent l'algorithme EM pour la classification de données, l'apprentissage au-
tomatique, ou la vision artificielle. L'algorithme d 'espérance-maximisation comporte: 
une étape d 'évaluation de l'espérance (E), où l'on calcule l'espérance de la 
vraisemblance en tenant compte des dernières variables observées, 
une étape de maximisation (M), où l'on estime le maximum de vraisemblance 
des paramètres en maximisant la vraisemblance trouvée à l'étape E. 
On ut ilise ensuite les paramètres t rouvés en M comme point de départ d 'une 
nouvelle phase d 'évaluation de l'espérance, et l'on itère ainsi. L'algori thme s'arrête 
après un nombre prédéfini d 'itérations ou bien à la stationnarité du cri tère de log-
vraisemblance observée. Cette seconde option découle de la propriété de croissance de 
la log-vraisemblance à chaque itération. 
Il est cependant fréquent que la structure de modélisation d'où sont issues les 
données x soit elle-même incertaine. Par exèmple, on ignore le nombre K de compo-
santes du modèle et ce nombre doit donc être lui aussi estimé. D'où la nécessite de 
choix du modèle adéquat . De façon générique, un modèle m représente un ensemble 
de contraintes sur l'espace du paramètre 8 . 
2.3 Choix de modèles 
Pour choisir parmi plusieurs modèles en compétit ion, on peut ut iliser des critères 
très classiques en statistique mathématique qui s'expriment généralement comme une 
pénalisation de la log-vraisemblance maximale de la forme: 
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où 8 m correspond à l'estimateur du maximum de la vraisemblance sous le modèle 
m, V m donne le nombre de paramètres à estimer et f est une fonction de n. On retient 
alors le modèle ayant obtenu la plus grande valeur du critère. Fondamentalement, 
ce type de critère tente de réaliser un compromis entre l'adéquation du modèle aux 
données mesurées par la log-vraisemblance maximale et la complexité de celui-ci, 
mesurée par sa dimension. 
- Du point de vue fréquentiste, un « bon » modèle est celui qui réalise un com-
promis en terme de « biais-variance ». Dans ce cadre, le critère AIC (An Information 
Criterion)[3] est proposé avec f (n) = 1. La pénalité ne dépend donc pas de n. 
- Du point de vue bayésien, un « bon » modèle est celui qui maximise la vrai-
semblance intégrée (sur les paramètres) lorsque chaque modèle en compétition est 
équiprobable a priori. Le critère BIC (Bayesian Information Criterion) propose alors 
la pénalité f( n) = O.5ln (n) , dépendant cette fois de n. 
BIC = L(ê m ; x ) - vm O. 5ln(n) 
Tous deux sont des critères dits asymptotiques en le sens que les propriétés idéales 
dont ils sont issues sont atteintes seulement asymptotiquement. Ainsi, asymptotique-
ment , AIC retiendra le modèle minimisant l'écart moyen entre la vraie distribution 
et la distribution avec paramètres estimés par maximum de vraisemblance tandis que 
BIC sélectionnera le modèle minimisant la divergence d' information avec la vraie loi. 
En pratique, les deux critères donnent cependant de bons résultats avec une préférence 
assez marqués pour BIC par les ut ilisateurs, AIC favorisant souvent des modèles trop 
complexes. Toutefois, il faut noter que les arguments de construction et de propriétés 
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de AIC et BIC sont affaiblis dans le cas du choix de K pour les mélanges. En effet, 
on peut s'attendre à ce que ces critères classiques sélectionnent un nombre très im-
portant de composantes pour le mélange afin de réaliser une bonne estimation de la 
loi inconnue de la population. 
Raison pour laquelle, Biernacki et al. [7] proposent un nouveau critère, ICL (In-
tegrated Classification Criterion) qui prend en compte l'objectif de regroupement des 
modèles de mélange. L'idée est de reporter l'objectif de classification de la méthode 
d'estimation vers la méthode de choix de modèle. En d'autres termes c'est à la mé-
thode de choix de modèle de retenir un modèle produisant des classes bien séparées 
tout en respectant « au mieux » la distribution des données. Dans cette perspective, 
ICL pénalise la log-vraisemblance complétée calculée en e par le même terme de 
complexité que le critère BIC. Ce critère, à maximiser, s'écrit sous la forme suivante: 
ICL = BIC - E(t, z) 
avec E(t, z) mesurant l'écart entre la partition z et les probabilités d'appartenance 
aux composantes du mélange. D'une part, on remarque donc que ICL est tout aussi 
simple à calculer que BIC. Et d'autre part , on déduit que ICL pénalisera les modèles 
produisant des classes trop imbriquées, ce que ne faisait pas BIC. 
Le package "mclust" de R est l'un des plus populaires pour la modélisation des 
mélanges gaussiens. Depuis ses premiers développements ([5]; [16]; [17]), mclust a 
connu des mises à jour majeures au fil des ans, ce qui a élargi ses capacités et ses 
fonctionnalités , augmentant sa popularité et élargissant son domaine d 'utilisation. 
La fonction Mclust() donne les résultats de la classification, tels que le modèle 
gaussien retenu avec le nombre de classes, l'effectif de chaque classe, la valeur de la 
logvraisemblance et celle du critère de sélection du modèle souhaité (BIC par défaut). 
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Une combinaison de trois (3) lettres est définie pour le choix du modèle parmi les 
quatorze (14) existants (Voir Table 2.1) . 
On a : E (égalité) , V (Variation) et l (distribution qui peut être diagonale, sphé-
rique ou ellipsoïdale). La première position de la lettre correspond au volume, la 
deuxième à la forme et la troisième à l'orientation. 
Par exemple, VEV correspond à un modèle avec des classes de même forme mais 
avec des volumes et des orientations différentes. 
Modèle Distribution Volume Forme Orientation 
EII Sphérique Egal Egal -
VII Sphérique Variable Egal -
EEI Diagonale Egal Egal Axes de coordonnées 
VEI Diagonale Variable Egal Axes de coordonnées 
EVI Diagonale Egal Variable Axes de coordonnées 
VVI Diagonale Variable Variable Axes de coordonnées 
EEE Ellipsoïdale Egal Egal Egal 
EVE Ellipsoïdale Egal Variable Egal 
VEE Ellipsoïdale Variable Egal Egal 
VVE Ellipsoïdale Variable Variable Egal 
EEV Ellipsoïdale Egal Egal Variable 
VEV Ellipsoïdale Variable Egal Variable 
EVV Ellipsoïdale Egal Variable Variable 
VVV Ellipsoïdale Variable Variable Variable 
TABLE 2.1 - Caractéristiques géométriques des quatorze (14) modèles de mélange 
gaussien obtenues à partir de la paramétrisation de la matrice de covariance 
Chapitre 3 
Méthode neuronale : Cartes 
auto-organisatrices (SOM) 
Ce chapitre présente une nouvelle famille de classification automatique de données 
basée sur les réseaux de neurones ar tificiels. La méthode basée sur les cartes auto-
organisatrices a été ut ilisée avec succès notamment dans la reconnaissance des formes 
et le t raitement des images. Désignée en anglais par Self-Organizing Maps (SOM) , 
cette méthode fût inventée par Kohonen (Kohonen, 1984). C'est un réseau de neu-
rones art ificiels soumis à un apprent issage non supervisé pour projeter des données 
de haute dimensionnalité sur un espace de faible dimension dans le but d 'en faire des 
tâches de discrétisation, de quant ification vectorielle ou de classification. Outre leur 
capacité de classification, elles permettent de renseigner sur la proximité des classes 
en préservant la topologie des données. 
Dans ce qui sui t, nous allons plus nous inspirer de la thèse de doctorat de Chantal 
Hajjar [19] pour expliquer le principe des cartes auto-organisatrices en détaillant ses 
algorithmes d 'apprent issage. Nous allons également parler de l'évaluation de la per-
formance de la carte, du choix de ses paramètres d 'apprent issage, de ses critères de 
convergence et enfin de son rôle dans la classification de données. 
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Étant donné que, dans ce mémoire, notre étude porte sur l'apprent issage non 
supervisé, nous ne présentons pas les aut res types d 'apprent issage dont, notamment, 
l'apprent issage supervisé ou encore par correction des erreurs et l'apprent issage par 
renforcement (Haykin, 1994). 
3.1 Principe 
Une carte auto-organisatrice (SOM) est composée d 'une grille des neurones (le plus 
souvent uni- ou bidimensionnelle) . Si la grille est unidimensionnelle, chaque neurone 
possède deux voisins. Sinon la répart it ion des neurones se fait selon deux manières : 
soit d 'une façon rectangulaire où chaque neurone possède 4 voisins (topologie rectan-





i (t ) 
FIGURE 3.1 - Schéma d 'une carte auto-organisée de Kohonen (1984) · 
À chaque neurone est associé un vecteur référent (appelé aussi vecteur prototype) 
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dans l'espace de données (ou espace d 'entrée) et un emplacement sur la carte (ou es-
pace de sortie) formé par le numéro de ligne et le numéro de colonne du neurone (voir 
Figure 3.1). Ces vecteurs référents sont de ce fait positionnés de telle façon qu 'ils 
conservent la forme topologique de l'espace d 'entrée. Chaque neurone de la grille 
marqué par une étiquette correspond à une classe. Ainsi , tous les éléments de l'espace 
d'entrée qui se projettent sur un même neurone appartiennent à la même classe. Une 
classe peut être associée à plusieurs neurones. 
L'apprentissage du réseau se fait de manière non supervisée, en mode incrémentaI 
ou en mode différé (en mode batch), en vue de projeter les observations sur la carte. 
Dans la version incrémentale, chaque itération du processus d 'apprentissage consiste 
à présenter aléatoirement une observation au réseau, et à mettre à jour les vecteurs 
prototypes des neurones en vue de les rapprocher de cette observation. Par contre, 
en mode différé, toutes les observations sont présentées au réseau à chaque itération, 
et les vecteurs prototypes des neurones sont mis à jour. En fin d'apprentissage, soit 
incrémentaI soit en mode différé, une observation sera affectée au neurone dont le 
vecteur prototype est le plus proche appelé le neurone vainqueur ou le Best Matching 
Unit (BMU). La classification des données peut se faire en supposant que les obser-
vations affectées au même neurone appartiennent à la même classe. Dans ce cas, le 
nombre de neurones doit correspondre au nombre de classes et deux neurones voisins 
sur la carte représenteront des classes voisines dans l'espace des observations. 
3.2 Algorithmes d 'apprentissage 
L'algorithme de Kohonen nécessite de fixer au préalable un certain nombre de pa-
ramètres. Bien souvent, la connaissance du problème s'avère utile pour effectuer ces 
choix. Ainsi, il est nécessaire de fixer la topologie du réseau, le nombre de vecteurs 
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prototypes, la fonction de voisinage, le critère de convergence et le type d'apprentis-
sage. Dans ce qui suit , nous mettrons en exergue les deux types d'apprentissage qui 
existent. 
Neu,,,,,,, v .... qu.u, (NV) 
FIGURE 3.2 - Mise à jour des vecteurs prototypes (tirée de Chantal Hajjar (avril 2015). 
Cartes auto-organisatrices pour la classification de données symboliques mixtes, de 
données de type intervalle et de données discrétisées, p.28). 
3.2.1 Apprentissage séquentiel 
En désignant par K le nombre total des neurones de la carte, le vecteur référent 
du neurone k est donné par Wk avec k E 1, ... , K. 
Chaque itération t de l'apprentissage séquentiel comprend deux étapes. La première 
étape consiste à choisir au hasard une observation x(t) de l'ensemble 0, et à la présen-
ter au réseau dans le but de déterminer son neurone vainqueur. Le neurone vainqueur 
d'une observation est le neurone dont le vecteur référent en est le plus proche au sens 
d'une distance donnée (ex: distance euclidienne). Si c est le neurone vainqueur du 
vecteur x(t) , c est déterminé comme suit: 
d(wc(t), x(t)) = min d(wk(t), x(t)) 
k El , .. . ,K 
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Dans la deuxième étape, le neurone vainqueur est activé. Son vecteur référent est 
mis à jour pour se rapprocher du vecteur d 'entrée présenté au réseau. Cette mise à jour 
ne concerne pas seulement le neurone vainqueur , mais également les neurones qui lui 
sont voisins et qui voient alors leurs vecteurs référents s'ajuster vers ce vecteur d 'ent rée 
(voir figure 3.2). L'amplitude de cet ajustement est déterminée par la valeur d 'un pas 
d'apprent issage a(t) et la valeur d 'une fonction de voisinage h(t) . Le paramètre a(t) 
règle la vitesse de l'apprent issage. Il est initialisé avec une grande valeur au début 
puis décroît avec les itérations en vue de ralent ir au fur et à mesure le processus 
d 'apprent issage. La fonction h(t) définit l'appartenance au voisinage. Elle dépend à 
la fois de l'emplacement des neurones sur la carte et d 'un certain rayon de voisinage. 
Dans les premières itérations, le rayon de voisinage est assez large pour mettre à jour 
un grand nombre de neurones voisins du neurone vainqueur , mais ce rayon se rétrécit 
progressivement pour ne contenir que le neurone vainqueur avec ses voisins immédiats , 
ou bien même le neurone vainqueur seulement. La règle de mise à jour des vecteurs 
référents est la suivante : 
k E 1, ... , K 
où c est le neurone vainqueur du vecteur d 'entrée x(t) présenté au réseau à l'itération 
t et hkc(t) est la fonction de voisinage qui définit la proximité entre les neurones k 
et c . Il décrit comment les neurones dans la proximité du vainqueur c sont entraînés 
dans le mouvement de correction. On ut ilise en général : 
-où ê et k sont respectivement l'emplacement du neurone c et du neurone k sur la 
carte. (J est le coefficient de voisinage à l'itération t du processus d'apprent issage. Son 
rôle est de déterminer un rayon de voisinage autour du neurone vainqueur. 
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3.2.2 Apprentissage en mode différé 
En mode différé, à chaque itération t , toutes les observations sont présentées au 
réseau et la mise à jour des vecteurs prototypes se fait en prenant en compte toutes les 
observations de l'ensemble de données. Chaque vecteur prototype est une moyenne 
pondérée des vecteurs d 'observations Xi , i E 1, ... , n quand le carré de la distance 
euclidienne est ut ilisée pour le calcul du neurone vainqueur . Les poids correspondants 
sont dans ce cas les valeurs de la fonction de voisinage h(t ). La règle de mise à jour 
des vecteurs prototypes est donnée par : 
où h kCi est la valeur de la fonction de voisinage ent re le neurone vainqueur Ci du 
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FIGURE 3.3 - Régions de Vo ronoï avec une structure de voisinage 
La mise à jour des vecteurs prototypes peut être formulée aut rement en utilisant le 
fait que les observations qui ont le même neurone vainqueur ont la même valeur pour 
la fonction de voisinage et appartiennent à la région dite de Voronoï dont le cent re 
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est leur neurone vainqueur (figure 3.3) : 
où n i est le nombre d 'observations appartenant à la région de Voronoï représentée par 
le neurone l et Xl est la moyenne des observations de cette même région. 
Vers la fin de l'apprentissage, quand le rayon de voisinage devient t rop petit pour 
activer seulement le neurone vainqueur, chaque vecteur prototype constitue le centre 
de gravité des observations qu 'il représente et on retombe alors sur l'algorithme des 
centres-mobiles , ce qui garantit une meilleure approximation de la fonction de densité 
des observations. Toutefois, le mode différé pourrait causer des torsions dans les cartes 
à grandes dimensions. Pour cette raison, on procède souvent à une analyse en com-
posantes principales pour réduire les dimensions et init ialiser les vecteurs prototypes. 
3.3 Évaluation de performance 
Une carte auto-organisatrice est généralement évaluée pour ses capacités de quan-
tification et ses capacités de préservation de la topologie. Pour mesurer le degré de 
déploiement de la carte sur les données ou le degré de quant ification, on calcule la 
moyenne des erreurs de quantification (Mean Quantization Error) qui est définie par: 
où d§ est le carré de la distance euclidienne et Ci le neurone vainqueur de l'observation 
X i ' Plusieurs critères existent pour quantifier la préservation de la topologie. Dans le 
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cas où la carte est unidimensionnelle, on ut ilise souvent le critère suivant: 
]{ 
J = L d2 (Wk, Wk - 1) - d2 (w]{, Wl) 
k=l 
La topologie est parfaitement préservée quand ce critère vaut O. Dans le cas général, 
un critère de préservation de la topologie sert à comparer les posit ions relatives des 
vecteurs référents par rapport aux posit ions relatives des neurones correspondants 
(Bauer et Pawelzik, 1992). Une aut re approche consiste à mesurer le nombre de fois 
où la région de Voronoï d 'un aut re neurone de la carte s' introduit ent re les vecteurs 
référents de deux unités voisines (Zrehen et Blayo, 1992) . 
3.4 Choix des paramètres du réseau 
Le réglage des paramètres de la carte auto-organisatrice reste déterminant avant 
l'apprent issage, surtout qu 'un mauvais choix de l'un de ces paramètres peut conduire 
à des résultats incohérents. 
D'abord, les vecteurs prototypes init iaux ont une grande influence sur les résultats 
finaux au cas où ils sont init ialisés aléatoirement. Une solut ion à ce problème consiste 
à exécute~ plusieurs lancées de l'algorithme d'apprent issage, avec à chaque fois des 
vecteurs initiaux différents, et à adopter les résultats obtenus par la lancée qui permet 
de minimiser le plus l'erreur de quant ification définie plus haut . Sinon, le choix des 
prototypes init iaux peut se faire de manière déterministe en réalisant une analyse 
en composantes principales (ACP ) des données. Les vecteurs prototypes seront alors 
positionnés sur les deux axes formés par les deux premiers vecteurs propres de la 
matrice de covariance des observations. Dans ce cas, l'init ialisation des prototypes est 
linéaire. Une telle initialisation est recommandée du fait qu 'elle minimise le risque des 
torsions de la carte . 
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Il Y a aussi l'influence du choix des valeurs initiales et finales du rayon de voisinage 
ainsi que du pas d'apprentissage sur les résultats obtenus. Pour les cartes à grandes 
dimensions, l'apprent issage se fait en deux phases. Dans la première phase, nommée 
phase d'organisation, le rayon de voisinage et le pas d 'apprentissage sont initialisés 
avec de grandes valeurs et décroissent rapidement dans le but d'organiser les vecteurs 
prototypes. Le rayon de voisinage est souvent initialisé par une valeur entière supé-
rieure à ~ (où D est le diamètre de la grille de neurones, D = L~K avec L nombre de 
lignes et K nombre de colonnes). 
La deuxième phase nommée phase de convergence a pour but d 'ajuster les vecteurs 
prototypes vers leurs positions finales sans changer l'ordre qu'ils ont appris dans la 
phase précédente. Pour cette raison, le rayon de voisinage et le pas d'apprentissage 
sont initialisés avec de petites valeurs. En général, le rayon de voisinage décroît pour 
atteindre la valeur 1, ce qui garantit une bonne préservation de la topologie. Cepen-
dant , ce rayon peut décroître au-dessous de 1 pour assurer un meilleur déploiement 
de la carte sur les données , surtout quand le but principal de l'utilisation de carte est 
la classification. Il est à noter que quand les prototypes sont initialisés moyennant une 
ACP, l'apprentissage se réduit à la phase de convergence seulement. 
3.5 Critères de convergence 
Il existe différents critères de convergence parmi lesquels : 
- le nombre d'itérations: l'algorithme s'arrête dès que le nombre d'itérations fixé a 
priori est atteint ; 
- le changement d'affectation des observations: l'algorithme s'arrête lorsque le nombre 
de changements d 'affectation pendant la quantification vectorielle est inférieur à une 
certaine valeur prédéfinie, 
- l'erreur de quantification: l'algorithme s'arrête lorsque l'erreur quadratique est in-
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férieure à un certain seuil prédéfini . 
L'algorithme d'apprent issage des cartes auto-organisatrices dans sa version séquen-
tielle ou en mode différé opt imise le critère suivant : 
Toutefois, ce critère de convergence est plus applicable pour les ensembles de don-
nées finis et discrets. En effet, il pose un problème pour les observations qui se trouvent 
sur le bord du pavage des classes voisines, ce qui ent raîne des points de discontinuités 
pour la fonction de voisinage hkCi . De ce fait, pour une distribut ion discrète, la pro-
babilité qu 'une observation se trouve ent re deux vecteurs prototypes sur le bord de la 
partit ion de Voronoï est nulle. Dans le cas où les données sont les réalisations d'une dis-
tribution cont inue, les cartes auto-organisatrices opt imisent toujours le même critère, 
mais à condit ion d'adopter la règle suivante pour la recherche du neurone vainqueur : 
K 
Ci = arg min L hkld~(Xi, Wl) 
kE 1, .. . ,K 1=1 
L'apprent issage avec cette nouvelle règle pour la recherche du neurone vainqueur mène 
à des résultats t rès proches de ceux obtenus avec l'algorithme standard de Kohonen, 
mais nécessite des opérations de calcul plus complexes. 
Chapitre 4 
Application sur différents jeux de 
données 
4.1 Étude statistique du jeu de données «Mnist» 
La base de données Mnist (Modified National Institute of Standards and Tech-
nology Database) est une grande base de données de chiffres manuscrits qui est cou-
ramment utilisée pour la formation de divers systèmes de traitement d 'images. Elle 
est constituée de 60000 images d'entrainement et 10000 images de test. L'ensemble 
d 'images de la base de données Mnist est une combinaison de deux des bases de don-
nées du nist : Special Database 1 et Special Database 3. Ces dernières se composent 
de chiffres écrits respectivement par des lycéens et des employés du United States 
Census Bureau [31]. Le nombre de classes est connu d 'emblée, soit la. Il n'est donc 
pas nécessaire de faire appel au package Nbclust pour déterminer le nombre optimal 
de classes. De nombreuses méthodes d'analyse des données ont été appliquées avec ce 
jeu données. La classification hiérarchique n'étant pas adapté aux grands volumes de 
données, elle ne sera pas étudiée dans cette partie. 
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Dans cette étude, nous utiliserons seulement la base d 'entrainement dans le cadre 
de la classification non supervisée avec une méthode classique (k-means), puis avec les 
mélanges de densité et enfin par une méthode neuronale (SOM). En d 'autres termes, 
nous allons analyser un jeu de données constitué de 60000 observations et de 784 
variables. 
4 .1.1 Application de la méthode k-means dans la base de 
données Mnist 
Comme vu précédemment , l'idée de base de la classification par la méthode k-
me ans consiste à construire des classes de manière à minimiser la variance totale 
intra-classe. L'objectif sera d'essayer d'identifier des groupes homogènes de chiffres 
sans utiliser la variable de réponse. Ici, nous fixons le nombre de classes k = 10 
uniquement parce que nous savons déjà qu'il y a la chiffres distincts représentés dans 
les données. Nous allons donc initialiser notre algorithme avec la observations choisies 
aléatoirement ( nstart = la) . 
La sortie de notre modèle contient de nombreuses métriques dont nous avons 
déjà discuté, telles que la variation totale intra-classe (withinss) , la somme totale 
des carrés intra-classe (tot.withinss) , la taille de chaque classe (size) et le nombre 
d'itérations. Il donne également pour chaque observation, la classe à laquelle elle 
appartient. Les sorties résultat obtenues sur les centres de classes sont présentées sous 
forme d 'une matrice la x 784. Cette matrice contient la valeur moyenne de chacune 
des 784 caractéristiques pour les la classes. Nous pouvons illustrer cela à travers la 
figure 4.1 qui nous montre quel est le chiffre typique dans chaque classe. 
Nous pouvons comparer les chiffres de notre classification avec les étiquettes de 
chiffres réelles pour voir les performances de notre clustering. Pour ce faire, nous 
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FIGURE 4. 1 - Images des centres de classe pour les 10 classes identifiées par k-means. 
comparons le chiffre le plus courant dans chaque classe (c'est-à-dire avec le mode) aux 
étiquettes d 'apprent issage réelles. Ainsi, nous voyons que certains chiffres sont souvent 
regroupés avec des chiffres différents (par exemple, les « 4 » et les « 7 » sont souvent 
confondus avec des « 9 ». Les « 5 » et les « 6 » sont souvent confondus avec des « 0 »). 
Nous voyons également que les « 0 » et « 9 » ne sont jamais le chiffre dominant dans 
une classe. Par ailleurs, notre classification regroupe de nombreux chiffres qui ont une 
certaine ressemblance (<< 4 » et « 7 » puis « 3 » et « 8 » sont souvent regroupés) et 
comme il s'agit d 'une tâche non supervisée, il n 'y a pas de mécanisme pour superviser 
l'algorithme autrement. Nous voyons clairement des chiffres reconnaissables même si 
k-means n 'avait aucune idée de la variable de réponse. 
0 - 0 0 0 0 0 0 0 0 0 
1 - 24 468 962 494 609 716 356 
2 - 17 37 15 87 39 54 13 
3 - 162 1 1774 28 5 1131 85 c 
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FIGURE 4.2 - Matrice de confusion illustrant comment l 'algorithme k-means a regroupé 
les chiffres prédits et les étiquettes réelles 
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Le pourcentage de bonne classification calculé à partir de la matrice de confusion 
(Voir Figure 4.2) pour cette méthode est de 36%. 
4.1.2 Application des modèles de mélange de densités dans 
la base de données Mnist 
De nombreuses études ont montré l'intérêt de travailler avec un modèle de mélange 
pour pallier aux insuffisances des autres méthodes de classification comme le k-means. 
Cette approche de modélisation statistique fait appelle à la probabilité pour établir 
un classement automatique des individus en classes homogènes. En effet, elle présente 
deux avantages. D'une part elle permet d 'avoir accès à des probabilités d'appartenance 
des individus aux différents groupes. D'autre part le cadre formel de cette approche 
permet de proposer des bases théoriques aux problèmes du choix du nombre de classes 
dont souffre la plupart des méthodes de classification. 
Notons qu'en plus d'appliquer BIC pour identifier les paramètres de covariance 
optimaux, nous pouvons également l'utiliser pour identifier le nombre optimal de 
classes. En effet, plutôt que de spécifier le choix du nombre de classes dans MclustO , 
on peut laisser l'argument G = NULL et permettre à la fonction d 'évaluer entre 1 
à 9 classes possibles. Ainsi MclustO sélectionnera le nombre optimal de composants 
en fonction du BIC. Comme mentionné précédemment, ici nous fixons le nombre de 
classes G = 10 uniquement parce que nous savons déjà qu 'il y a 10 chiffres distincts 
représentés dans nos données. 
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Gaussian finite mixture model fitted by EM algorithm 
Mclust EII (spherical , equal volume) model with 10 components : 
log-likelihood n df BIC ICL 
-257198879 60000 78 50 - 51448412 5 -514484 573 
clustering table: 
1 2 3 4 5 6 7 8 9 10 
7660 10182 4675 3042 9213 4484 8670 2883 3060 6131 
FIG URE 4.3 - Résumé des résultats de la classification par mélange de densité 
La fonction Mclust() en appliquant les 14 modèles du tableau 2.1 , a identifié celui 
qui caractérise le mieux les données (ici En pour distribution sphérique avec volumes 
égales tel que illustré par la figure 4.3). 
Par ailleurs en exploitant les données de la classification par mélange de densité, 
on peut également trouver pour chaque observation, la classe à laquelle elle appar-
tient. Les résultats obtenues sur les moyennes par classes sont présentés sous forme 
d 'une matrice 784 x 10. Cette matrice contient la valeur moyenne de chacune des 784 
caractéristiques pour les 10 classes proposées. Nous pouvons illustrer cela à travers la 
figure 4.4 qui nous montre quel est le chiffre typique dans chaque classe. 
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FIGURE 4.4 - Images des centres de classe pour les 10 classes identifiées par mélange 
de densités 
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De même nous voyons clairement des chiffres reconnaissables même si l'algorithme 
n 'avait aucune idée de la variable de réponse. 
En essayant de mesurer la qualité de notre partition via une matrice de confusion, 
nous voyons que l'algorithme EM fait un assez bon travail en regroupant certains 
des chiffres. En effet, la plupart des chiffres sont regroupés plus souvent avec des 
chiffres similaires qu'avec des chiffres différents. Cependant, nous voyons également 
que certains chiffres sont souvent regroupés avec des chiffres différents (par exemple, 
les 5 sont souvent regroupés avec des 0, les 7 sont souvent regroupés avec des 9 et les 
3 souvent regroupés soit avec des 5 ou des 8). Nous voyons également que les 0 et 9 
ne sont jamais le chiffre dominant dans une classe. 
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FIG URE 4.5 - Matrice de confusion illustrant comment l 'algorithme EM a regroupé 
les chiffres prédits et les étiquettes réelles 
Le pourcentage de bonne classification pour cette méthode est de 40% (Voir Figure 
4.5) . 
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4.1.3 Application des cartes auto-organisatrices (SOM) dans 
la base de données Mnist . 
Comme énoncé dans le chapitre 3, les cartes auto-organisées représentent une al-
ternative intéressante aux algori thmes d'apprent issage non supervisé et de réduction 
de dimensionnalité les plus couramment utilisés. La visualisation de la topologie du 
jeu de données peut être utile pour ident ifier les modèles cachés et les relations ent re 
des classes données. De plus, l'algorithme peut être facilement étendu et ut ilisé en 
conjonction avec d'autres méthodes d'analyse de données (telles que l'ACP pour ini-
tialiser les poids ou k-means pour regrouper les données projetées au-dessus de la 
carte) pour résoudre des problèmes plus difficiles. Dans cette partie, nous allons trai-
ter des cartes auto-organisatrices pour réaliser des tâches de classification automatique 
dans le jeu de données Mnist. Il existe plusieurs travaux d'implémentation de la carte 
SOM. Dans cette étude, nous utiliserons le package « kohonen » [30] du logiciel R en 
raison de sa flexibilité d'utilisation avec les grands jeux de données. La fonction som() 
de ce package permet de définir les paramètres d 'apprent issage de l'algorithme. On 
a: 
- Grid : qui définie la grille, sa taille, sa forme, le type de fonction de voisinage, etc. 
- RIen: qui donne le nombre de fois que l'ensemble des données sera présenté au réseau 
- Alpha : qui fixe le pas d 'apprent issage pour contrôler la vitesse d'apprentissage 
- Radius: pour définir le rayon de voisinage 
Nous avons défini une grille hexagonale de taille 10 x 10 (100 neurones) avec voisi-
nage hexagonal. La librairie «kohonen» de R présente plusieurs types de visualisation 
permettant de mesurer de la pertinence de la carte obtenue. Parmi les plus importants 
on a : 
• Effectifs da ns les nœ uds 
Ce type de graphique (Figure 4.6) renseigne sur le nombre d 'individus capturés 
par un neurone. Les effectifs dans les nœuds permettent d 'identifier les zones 
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à forte densité. En nous référant à la légende, on peut ainsi remarquer qu 'il y 
a plus d 'observations dans les neurones situés dans le côté supérieur droit. 
Counts plot 
FIGURE 4.6 - Carte coloriée en fo nction des effectifs des neurones 
• Distance au voisinage 
Souvent appelée «matrice U », cette visualisation (Figure 4.7) indique la somme 
des distances aux voisins immédiats pour chaque nœud. De ce fait , les zones de 
faible distance voisine indiquent des groupes de nœuds similaires. Les zones avec 
de grandes distances indiquent que les nœuds sont beaucoup plus dissemblables. 
Cette représentation indique les limites naturelles entre les groupes de nœuds. 
La matrice U est ainsi utilisée pour ident ifier les classes dans la carte SOM. 
Nelghbour distance plot 
FIGURE 4.7 - Distance au voisinage 
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• Regroupement des nœuds 
Pouvoir enchaîner avec une classification automatique est un des intérêts des 
cartes topologiques de Kohonen. En effet, nous disposons d 'une représentation 
2D de nos observations avec des zones et des proximités que l'on sait caracté-
riser avec les variables (Voir Figure 4.8) . Les nœuds constituent un excellent 
point de départ pour un regroupement itératif en classes. L'algorithme du k-
means est ainsi mis à contribution dans ce contexte. L'idée étant de retrouver 
les dix classes qu 'on connait de notre jeu de données «Mnist». 
Mapplng plot 
FIGURE 4.8 - Représentation des classes dans la carte topologique 
De la même manière que les méthodes étudiées précédemment, on peut à partir 
des résultats obtenues sur le regroupement des nœuds, afficher les images moyennes 
par classes. Nous pouvons illustrer cela à travers la figure 4.9 qui nous donne une idée 
sur quel est le chiffre typique dans chaque classe. 
De même, nous pouvons évaluer les performances de notre clustering en compa-
rant les chiffres prédits avec les étiquettes de chiffres réelles. La figure 4.10 illustre 
les résultats. Nous voyons que notre algorithme SOM combiné avec k-means fait un 
meilleur résultat. En effet, la plupart des chiffres sont prédits dans les bonnes classes. 
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FIGURE 4.9 - Images des centres de classe pour les 10 classes identifiées par la carte 
SOM 
Toutefois, nous voyons que les 0 ne sont toujours pas le chiffre dominant dans 
aucune classe. Cependant certains 0 sont prédits comme étant soit des 2 ou des 6. Par 
conséquent , on peut dire que notre clustering regroupe de nombreux chiffres qui ont 
une certaine ressemblance. 
'''''' 
FIGURE 4.10 - Matrice de confusion illustrant comment l'algorithme SOM a regroupé 
les chiffres prédits et les étiquettes réelles 
Le calcul du pourcentage de bonne classification extrait de la matrice de confusion 
pour cette méthode donne 64% (Voir Figure 4. 10). 
Il ressort ainsi de cette étude que l'algorithme SOM donne de meilleurs perfor-
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Taux de bonne classification 
k-means 36% 
Modèle de m élange 40% 
SOM 64% 
TABLE 4.1 - Tableau récapitulatif sur le taux de bonne classification 
mances pour les données volumineuses (Voir Table 4.1 ). En effet , cont rairement aux 
deux autres algorithmes, la plupart des chiffres sont bien prédi ts à défaut d'être re-
groupés plus souvent avec des chiffres similaires qu'avec des chiffres différents. Il n 'y 
a que les 0 qui ne sont pas bien prédits dans leur classe réelle. 
4.2 Étude statistique du jeu de données «Mybas-
ket» 
Tiré de la plateforme GitHub, ce jeu de données [34] fournit des informations sur 
certains articles d 'épicerie et les quant ités achetées pouvant ainsi permettre d'ident ifier 
les clients qui ont des préférences d 'achat similaires. Chaque observation représente un 
seul panier de biens achetés ensemble par un client. La base de données est constituée 
de 2000 observations et de 42 variables. 
Dans la même optique d 'analyse , nous étudierons ce jeu de données dans le cadre 
de la classification non supervisée avec une méthode classique (k-médoïdes) , puis avec 
les mélanges de densité et enfin avec les cartes auto-organisatrice (SOM). Cependant , 
contrairement à la classification des données faite sur la base de données « MNIST », 
où le nombre de classes que nous avons spécifié était basé sur la connaissance préalable 
des données. Pour ce jeu de données, nous ne disposons pas de ce type d 'informations 
a priori, raison pour laquelle nous ut ilisons le package « NbClust » pour déterminer le 
choix opt imal du nombre de classes. Et les résultats obtenus nous proposent sept (7) 
classes comme étant le nombre opt imal pour la classification de nos 2000 observations 
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(voir annexe figure 4.13). 
4.2.1 Application de la méthode k-médoïdes 
L'algorithme des k-médoïdes, comme énoncé précédemment , est une alternative 
robuste aux k-means pour part itionner un ensemble de données en groupes d 'obser-
vations. L'une des méthodes de classification des k-médoïdes les plus courantes est l' 
algorithme PAM (Part it ioning Around Medoids,(Kaufman et Rousseeuw [21])) . 
La fonction pam() du package cluster de R peut être utilisée pour calculer cet 
algorithme. Le format simplifié est pam(x , k), où x représente les données et k le 
nombre de classe à générer. Les observations les plus centraux peuvent être visualisées 
afin d'avoir une idée des habitudes alimentaires dans chaque groupe. Les médoïdes 
pour chaque classe de notre jeu de données sont présentés comme suit : 
801 199 397 84 497 1781 251 
En scrutant les achats pour ces difi'érents paniers, il en ressort que la première 
classe est constituée en majorité de produits chocolatiers. La deuxième classe est 
composée de produits destinés au petit déjeuner tel que lait,thé et café. La troisième 
classe est en particulier constituée de boisson alcoolisées. Dans la quatrième classe 
on retrouve plus les boissons gazeuses. La cinquième classe est caractérisée par les 
légumes. La sixième par les produits de fast-food (pizza, lasagne, chicken tikka, ... ). Et 
pour la dernière classe on retrouve les aliments pour dessert tels que pain, mayonnaise, 
fromage ... 
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4.2.2 Application des modèles de mélange de densités 
Pour appliquer les modèles de mélange à nos données , nous permettrons à notre 
algorithme de rechercher le meilleur parmi les 14 modèles de mélange gaussien définis 
précédemment afin de trouver le choix optimal du nombre de classe. En effet le choix 
de ce dernier est basé sur la maximisation de la log-vraisemblance et la probabilité 
d'appartenance à une classe donnée. Un critère qui n'est pas pris en compte par le 
package NbClust. La figure 4.11 illustre les scores BIC et nous voyons que le modèle 
optimal est celui avec des classes de volumes et formes identiques, mais d'orientations 
différente (EEV) avec six classes. 
Gauss;an finite mixture model f;tted by EM algorithm 
Mclust EEV (ellipso1dal, equal volume and shape) model with 6 components: 
log- likel1hood n cff BIC ICL 
B308.915 2000 5465 -24921.1 -25038.38 
cluster1ng table: 
123456 
391 403 75 315 365 451 
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FIG URE 4. 11 - résumé des résultats de la classification par mélange de densité 
La comparaison avec les k-médoides permet de constater des observations qui se 
retrouvent dans les mêmes classes malgré la différence qui existe entre les deux algo-
rithmes. Il en ressort 53% de formes fortes, tel qu'illustré dans le tableau 4.2. On peut 
ainsi remarquer que la classe 1 des k-médoides correspond plus à la classe 2 des mo-
dèles de mélange de densité et inversement. la classe 3 des k-médoides ressemble plus 
à la classe 4 des modèles de mélange. Les classes 4 et 5 des k-médoides correspondent 
à la classe 2 des modèles de mélange. Les classes 6 et 7 des k-médoides correspondent 
respectivement aux classes 5 et 4 des modèles de mélange de densité. 
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Modèle de m élange 
k-Médoide 1 2 3 4 5 6 
1 45 176 9 21 0 55 
2 188 17 11 36 3 44 
3 1 44 15 89 29 8 
4 21 18 5 56 39 182 
5 37 77 11 5 66 140 
6 50 53 9 1 180 17 
7 49 18 15 107 48 5 
T A BLE 4.2 - Formes fortes résultant de la méthode des k-médoïdes et des modèles de 
mélange 
4.2.3 Application d e la méthode SOM 
L'application des cartes auto-organisatrices à notre jeu de données nous permet 
d 'affecter les différentes observations aux nœuds puis à l'affectation de ces derniers 
aux classes. Les 7 classes identifiées dans les différents algorithmes précédents sont 
clairement mises en évidence (Voir figure 4. 14 annexe). Et nous savons les interpréter 
directement maintenant. 
La comparaison avec l'algorithme des k-médoides permet de constater des résultats 
assez proches dans la mesure où il en ressort 75% de formes fortes , tel qu'illustré dans 
le tableau 4.3. 
On peut ainsi distinguer que les classes 1 et 5 des k-médoides correspondent à 
la classe 3 des cartes auto-organisatrices. Et les classes 2, 3, 4, 6 et 7 correspondent 
respectivement aux classes l , 4, 5, 6 et 7 des cartes auto-organisatrices. 
La comparaison entre les résultats tirés des cartes auto-organisatrices et ceux des 
modèles de mélange de densités donne un pourcentage de 60% de formes fortes (Table 
4.4) . 
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SOM 
k-Médoide 1 2 3 4 5 6 7 
1 11 3 261 4 8 11 8 
2 223 2 40 6 6 12 10 
3 3 3 19 153 3 3 2 
4 6 0 30 22 244 7 12 
5 21 67 182 8 17 40 1 
6 5 3 6 7 5 281 3 
7 8 3 43 7 9 12 160 
TABLE 4.3 - Formes fortes résultant de la méthode des k-médoïdes et des cartes 
auto-organisatrices 
SOM 
Modèle de mélange 1 2 3 4 5 6 7 
1 180 12 71 2 23 63 40 
2 13 5 259 45 10 59 12 
3 12 9 16 14 5 8 11 
4 29 0 55 99 43 1 88 
5 1 23 9 40 34 218 40 
6 42 32 171 7 177 17 5 
TABLE 4.4 - Formes fortes résultant des modèles de mélange et des cartes auto-
organisatrices 
Il en ressort ainsi que l'approche ut ilisée par l'algorithme des modèles de mélange 
donne de moins bons résultats concernant l'identification des formes fortes par rap-
port aux deux autres méthodes. En effet, ces résultats viennent conforter l'idée selon 
laquelle la méthode SOM est plus proche des méthodes statistiques à approche géomé-
trique (k-means et k-médoïdes) qu'aux méthodes à approche probabiliste (voir Table 
4.5). 
Après une comparaison globale de ces différentes approches de clustering sur nos 
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Modèle de mélange k-médoïde SOM 
Modèle de mélange 100% 
k-médoïdes 53% 100% 
SOM 60% 75% 100% 
T A BLE 4.5 - Tableau récapitulatif des formes fortes 
deux jeux de données, les résultats des expériences montrent que l'algorithme SOM 
donne plus de précision dans l'identification de la plupart des objets dans leurs classes 
appropriées que les autres. De plus, cet algorithme révèle des ressemblances par rap-
port aux méthodes classiques non hiérarchiques dans la détection de formes fortes. Ce 
qui pourrait s 'expliquer par la proximité entre les approches de classification. La mé-
thode SOM, tout comme le k-means et la méthode des k-médoïdes, utilise la distance 
comme mesure de ressemblance ent re individus pour la classification. Alors que les 
modèles de mélange sont basés sur le fait que des individus appartenant à une même 
classe suivent la même distribut ion de probabilité. 
Conclusion et perspectives 
La classification automatique des données est une tâche complexe impliquant le 
choix entre de nombreuses méthodes, paramètres et mesures de performance différents, 
avec des implications dans de nombreux problèmes du monde réel. Par conséquent, 
l'analyse des avantages et inconvénients des algorithmes de classification non super-
visée (clustering) est également une tâche difficile qui a reçu beaucoup d'attention. 
Dans ce mémoire, nous avons exploré différentes méthodes de classification non 
supervisée dans une approche comparative pour évaluer leurs performances sur les 
mêmes jeux de données. Pour ce faire, nous avons considéré trois principales méthodes 
de classification à savoir , l'algorithme des k-means et celui des k-médoides d'une part, 
les modèles de mélange de densités d'aut re part qui donne une approche probabiliste 
de la classification et enfin les cartes auto-organisatrices (SOM). 
Ici, nous avons abordé cette tâche à l'aide de packages et fonctions du logiciel 
statistique R. En effet , nous avons réaliser une étude comparative des algorithmes 
permettant de comparer les performances de trois méthodes de clustering populaires 
appliquées à deux grands jeux de données à savoir Mnist et Mybasket. Les résultats 
obtenus pour l'ensemble des méthodes citées sont assez bons dans l'ensemble. Mais 
les méthodes neuronales donnent de meilleures performances pour les données volu-
mineuses et présentent beaucoup plus de similari té avec les méthodes classiques non 
hiérarchiques, telles que les k-means et les k-médoides, qu 'avec les modèles de mélange 
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de densités. Toutefois il faut noter que ces derniers bien qu 'ils soient performants, sont 
appliqués sur des distributions supposées gaussiennes. Ce qui n 'est pas le cas pour un 
bon nombre d'ensemble de données réelles. 
En guise de perspective, il serait intéressant d 'élargir ces modèles de mélange de 
densités à d 'autres types de distributions telles que les distributions de poisson, expo-
nentielle, etc. Mais également une autre perspective de ce travail serait de comparer 
les méthodes étudiées avec d'autres méthodes neuronales non supervisées telle que le 
réseau «Growing eural Gas » (G G) [18]. 
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FIGURE 4.12 - Interprétation géométrique de chacun des quatorze modèles gaussiens 
avec trois classes en deux dimensions 
* Among all indices: 
* 3 proposed 2 as the best number of clusters 
* 2 proposed 3 as the best number of clusters 
* 3 proposed 4 as the best number of clusters 
* 3 proposed 5 as the best number of clusters 
* 2 proposed 6 as the best number of clusters 
* 5 proposed 7 as the best number of clusters 
* 1 proposed 8 as the best number of clusters 
* 2 proposed 10 as the best number of clusters 
***** conclusion ***** 
* According to the majority rule. the best number of clusters is 7 
FIGURE 4.13 - Nombre de classes optimal du jeu de données "my basket" 
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Mapping plot 
FIGURE 4.14 - - Représentation des classes dans la carte topologique 
Annexe B : Scripts R 
#Simulation de 5 class e s pour illustrer l e s r égions de Voronoï 
#av ec structur e de voisinag e 
set. seed (1) 
A < - c ( rep ( . 2 , 100) , rep ( . 2 , 100) , rep ( . 5 , 100 ) , rep ( .8 , 100) , rep ( .8 , 100) ) 
B < - c ( rep ( . 2 , 100 ) , rep ( . 8 , 100 ) , rep ( . 5 , 100) , rep ( . 2 , 100) , rep ( . 8 , 100) ) 
pts <- cbind (X=rnorm ( 500 ,A ,. 075) , Y=rnorm( 500 ,B , . 075)) 
km <- kmeans (pts , cen ters =5 , nstart 
library (tripack) 
library (RColorBrewer) 
CL5 < - br e w e r . pal ( 5 , 'S e t 1 ' ) 
1 , a lgor i thm 
V <-v 0 r 0 n 0 i . m 0 sai c (km$ ce n ter s [ , 1] , km$ ce n t e r s [ , 2 ] ) 
P <- voronoi. polygons (V) 
' Lloyd' ) 
plot (pts , pch=19 ,xlim=0:I , y lim =0:I , x lab=" , y lab=' ft , co l=CL5[km$ c lu st e r]) 
points (km$ centers [, 1] ,km$centers [, 2 ] , pch=3 ,cex=1.5 , lwd=2) 
plot (V ,add=TRUE) 
set. seed (301) 
x<-matrix (rnorm (300*2) ,300 ,2) 
x[l:300 , ] 
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plot (x, pch = 19) 
se l ect<-sample (1:3 ,300 , replace- TRUE) 
plot (x , col=se l ect , pch=19) 
xmoy<-matrix(rnorm(3*2 ,sd =4) ,3 ,2) 
xcl ust e r<-x+xmoy [se l ect , ] 
plot (xcluster , col=s e l ect , pch = 19) 
library (NbClust) 
NbClust ( xcl u s ter , distance = "euclidean Il , min . nc 
method = "ward. D2" , index = "a Il Il ) 
# Sort ies résulta ts Mni st obtenus par K-means \ \ 
st r (Kmeans_c lu s ter i n g ) \ \ 
%List of 9 
2, max.nc 
c lu ste r : int [1 :60000 ] 5 1 8 3 942 5 2 9 ... \ \ 
c e n ter s : num [1: 1 0 , 1: 7 8 4] 0 0 0 0 0 0 0 0 0 0 ... \ \ 
.. - attr ( * , "dimnames")=List of 2\\ 
chr [1: 10] Il 1" "2" "3" "4 Il ••• \ \ 
chr [1 :784] "X1x1" 'IX1x2" "X1x3" "X1x4" .. . \ \ 
totss num 2. 06 e + 11 \ \ 
wi thinss num [1: 1 0 ] 8 . 84 e + 09 9 . 08 e + 09 1. 03 e + 10\ \ 
1.51 e+10 1. 8 1 e+10 ... \\ 
t 0 t . w i t hi n s s: num 1. 5 3 e + 11 \ \ 
b etwee ns s num 5.27 e+10\ \ 
s iz e int [1:10] 315759675588468665693088 
\\ 7451 8929 8845 5720\\ 
it er : int 46\ \ 
ifault : NULL\ \ 
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Chapitre 4. Application sur différents jeux de données 
- attr (* , 'class')= chr 'kmeans' 
library (dplyr) 
library (ggp lot2) 
library (stringr) 
library (cl u ster) 
library (factoextra) 
# Impo rtation du jeu de données mnist_train 
library (readr) 
mnist_train <- read . csv ('F :jUQIRjmnist_train.csv') 
Mnist_train <-mnist_train [, - 1] 
# Appren tissag e par kmeans 
Kmeans_clustering <- kmeans(Mnist_train , a lgor i thm=' Lloyd', 
\ \ cent ers = 10 , nstart = 10 , i ter .max: = 50) 
st r (Kmeans_ c l u ste r i n g ) 
Cen tres <- Kmeans_c 1 u s ter i ng $ ce n ters 
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# Images des Centres de classe pour l es 10 classes identifiées 
# par k-means 
par (mfrow = c (2 , 5), mar=c ( 0 . 5, O. 5, 0 . 5, 0 . 5) ) 
layout ( matrix ( se~l en( nrow (Centres)), 2, 5, byrow = FALSE)) 
for (i in se~l en (nrow ( Centres))) { 
image ( matrix (Centres [i, ], 28, 28)[, 28:1], 
Chapitre 4. Application sur différents jeux de données 
col gray . colors (l2), xaxt='n' , yaxt='n') 
} 
# Création de la fonction mode 
model <- function (x){ 
which . max ( tabulate (x)) 
} 
mnist_compar <- data. frame ( 
c l u ste r = Kmeans_cl u ste r i n g $ cl u ste r , 
actua l mnist_train $l a b e l 
o/<Y% 
gro up_by (c lu ster) o/<Y% 
mutate (mode = model (actua l )) o/<Y% 
ungroup () o/<Y% 
mut ate_all ( factor , levels 0 : g) 
# Matri ce de con fu si on 
# par k-means 
ya rdsti c k :: 
co nf_mat ( data = mnist_compar , 
truth = act u a l , 
est im a te = mode 
o/<Y% 
autop lot (type ' heat map ' ) 
acc ura cy (mnist_compar , tru th= act u a l , est im ate= mode , 
\ \ na_rm = mUE, .. . )%> % 
au top lot (type = ' heatmap ') 
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Chapitre 4. Application sur différents jeux de données 
# Apprentissag e par m élang e de d e nsit é s 
library (melust) 
melust_clustering <-Melust(Mnist_tra in , G=10) 
save(melust_clustering , file 
summary ( mel ust_cl u ste ring) 
str (melust_cl ustering) 
'melust_c lu stering' ) 
mnist_cen ters <- melust_cl us t er i ng $p arameters $mean 
tmnist_centers <- t (mnist_centers) 
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# I mag es des c e ntr e s de class e pour l e s 10 class e s identifi ée s 
# par mélang e de densit é s 
par (mfrow = c (2, 5) , mar=c ( 0 . 5 , 0 . 5 , 0 . 5 , 0 . 5 ) ) 
layout ( matrix (seLlen (nrow ( tmnist_ centers)) , 2 , 5 , byrow = FALSE)) 
for (i in seLlen (nrow ( tmn ist_centers))) { 
} 
image ( matrix (tmnist_centers [i , ] , 28 , 28)[ , 28:1] , 
col = gray . colors ( 12) , xaxt=" n" , yaxt=" n" ) 
# Cr éation de la fonction mode 
mode_fun <- function (x) { 
which . max ( tabulate (x))} 
Chapitre 4. Application sur différents jeux de données 
mnist_comparl <- data . frame ( 
c l ass ifi cat ion = mclust_c lu stering $ classification ) 
act u a l mnist_train$lab e l 
0/6>% 
gro up_by ( cl ass ifi cat ion) 0/6>% 
mutate (mooe = mooe_fun (actua l )) 0/6>% 
ungroup () 0/6>% 
mutate_all ( factor ) levels 0: 9) 
# Matrice de con fu sion 
# par mélange de d ensités 
ya rdstick : : co nf_mat( 
mnist_comparl ) 
truth = act u a l ) 
es timat e = mooe 
0/6>% 
autop lot (type ) heatmap )) 
a djust edRandlnd ex (mnist_ comparl$ act ual ) mnist_ comparl$mooe) 
# Apprentissage par SOM 
library (MASS) 
library (ggp lot2) 
library (dp ly r) 
library (kohonen) 
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Chapitre 4. Application sur différents jeux de données 
# Pal e tt e de c oul eur pour l ) affichage des car t es 
coo lBI ueHotRed <- function (n, a lpha = 1) { 
rainbow (n, end=4/6 , a lph a=a lpha) [n:l]} 
matMnist<- as. matrix (Mnist_ t r ai n ) 
# Choix du typ e de carte et de sa taille 
som. grid <- somgrid (10 , 10 , topo=" h exago nal" , 
n eighbo urh ood. fct=" bubble") 
# Appren tis sa g e 
Mnist_ som <- som(matMnist , grid =som.grid , rl e n = 100 , 
a lpha=c (0.05 , 0.01) , keep. data = TRUE) 
# Affichage d es cartes 
plot (Mnist_som, type=" co unt" , palette. name=cooIBlueHotRed) 
#Carte co lori ée en fon ction de la cardina l ité des neurones 
plot (Mnist_som, type=" di st . n eighbour s" , 
palette . name=coo IBlueHotRed) 
9W1/ 911/ f1/ f1/R ô l e d es var i a b l es f fil f J/1/ f-fo' 9' r rI rI rI r 1 1 rI lïrl rI 
plot (Mnist_ som , type=" co d es" ,co d eR end erin g 
W/ff//J/ rïl/7Î// 
coo lBlueHotRed <- function (n, a lph a = 1) 
{rainbow (n, end=4/6 , a lph a=a lpha) [n: 1 ] 
} 
"s egments " ) 
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Chapitre 4. Application sur différents jeux de données 
#graphique pour chaqu e variabl e 
par ( mfrow=c (6 ,5) ) 
for (j in 1: ncol (bcovid )){ 
plot (Mnist_som , type=" property " , 
property=somcovid$codes [ [ 1]] [ , j ] , 
palette . name=coolBlueHotRed , 
main=colnames ( bcovid ) [j ] , cex =0.5)} 
par ( mfrow=c ( 1 , 1 ) ) 
# On fixe le nombre de classes à 10 
Mnist_somkmeans <- kmeans (data. frame (Mnist_som$codes) , 
centers = 10 , nstart=10) 
plot (Mnist_som , type=" mapping" , 
bgcol = c(" blue" ," go ld" , " gray" , Il pink 'I, Il li ghtgreen Il , 
Il red 'I , Il purple 'I, Il yellow", Il white Il , 
Il green 'I) [cov . somkmeans$cl uster]) 
add . c lu ster. boundaries(Mnist_som, 
cl us ter i ng = Mnist_somkmeans$ cl u ste r ) 
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