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Abstract
In this paper, we study the problem of optimizing the size and mix of a mixed fleet of electric and conven-
tional vehicles owned by firms providing urban freight logistics services. Uncertain customer requests are
considered at the strategic planning stage. These requests are revealed before operations commence in each
operational period. At the operational level, a new model for vehicle power consumption is suggested. In
addition to mechanical power consumption, this model accounts for cabin climate control power, which
is dependent on ambient temperature, and auxiliary power, which accounts for energy drawn by external
devices. We formulate the problem of stochastic fleet size and mix optimization as a two-stage stochastic
program and propose a sample average approximation based heuristic method to solve it. For each op-
erational period, an adaptive large neighborhood search algorithm is used to determine the operational
decisions and associated costs. The applicability of the approach is demonstrated through two case studies
within urban logistics services.
Keywords: fleet size and mix, vehicle routing problem, stochastic fleet sizing, sample average
approximation, adaptive large neighborhood search, case studies
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1. Introduction
Urban freight transport logistics is an energy-intensive activity that involves vehicle movement on con-
gested roadways in densely populated regions. The widespread use of conventionally powered Internal
Combustion Engine Vehicles (ICEVs) over many years has been negatively impacting the environment in
many ways. Greenhouse gas emissions from ICEVs not only aggravate climate change but also take a
serious toll on the cardio-pulmonary and respiratory health of the humans inhaling them Heinrich and
Wichmann (2004). In addition, prolonged exposure to high noise levels due to the operation of ICEVs is
detrimental to health Kijewska et al. (2016). With an increasing proportion of population living in urban ar-
eas (predicted to grow from the current 55% to 68% in 2050 (UN, 2018)) and burgeoning demand for freight
transport services in cities, owing largely to the spurt of e-commerce, the adversity resulting from the use of
ICEVs will only worsen the livability of urban spaces. It is now an opportune moment for all stakeholders
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involved in various degrees of decision-making to seek win-win measures to ensure sustainability CIVI-
TAS (2015). Given the short driving distances in urban localities, using Battery Electric Vehicles (EVs) for
goods distribution in urban areas is a pertinent approach available to firms for moving towards sustainable
transport operations. The electrification of urban freight transportation fleet is a high impact solution in the
context of fighting climate change. While EVs may still indirectly produce carbon dioxide emissions due to
the widespread use of fossil fuel based electricity, they diminish urban particulate as well as noise pollution
significantly. Ambitious environmental regulations, together with the technological advances made by the
industry in recent years, have made electro-mobility a real alternative for companies providing services in
urban localities.
Although recent major improvements in Lithium-ion batteries, both in performance and production
costs, have heralded accelerated integration and improved market share of EVs Waraich et al. (2015); In-
ternational Renewable Energy Agency (2017), firms are weary of the disruption of operations due to a
problematic mismatch between planned driving range and realized driving range of EVs during fleet op-
erations. The variation of ambient temperature during the planning horizon and the difficulty of estimating
the auxiliary energy usage at the planning stage are major factors contributing to this mismatch, signaling
the need for more advanced models for estimating energy consumption in the fleet electrification research
literature.
In this paper, we investigate the smart adoption, integration, and the efficient use of electro-mobility in
urban logistics. In particular, we study the strategic problem of identifying the size of a fleet of mixed EVs
and/or ICEVs for companies involved in urban logistics. We assume customer requests and temperature
are stochastic at the strategic planning stage and are only revealed prior to operations everyday. The opera-
tional problem is a vehicle routing problem with the realized requests. Formally, we refer to this problem as
the Stochastic Fleet Size and Mix Problem (SFSMP). We note that the quantity of demand at each customer
is known with certainty given the customer presents a request. Figure 1 gives a visual presentation of the
SFSMP, where customers, charging stations, a depot, and a vehicle fleet are depicted. The nodes repre-
senting the fleet mix show the complete set of vehicles considered. At the strategic level, the optimization
decisions concern the selection of which vehicles should compose the fleet. The decision is represented
by the edges connecting each vehicle with the depot. The network, between the customers and the depot,
represents the operational periods where customer requests are stochastic and appear with probability pii.
The operational period is also affected by another stochastic variable, the ambient temperature. We argue
that determining the optimal solution of the SFSMP is currently intractable. We thus propose a heuristic
approach based on Sample Average Approximation (SAA) Ahmed and Shapiro (2002) to solve the SFSMP
and thereby determine the fleet requirement over the entire horizon.
There has been a significant quantum of literature on the fleet size and mix problem with electric vehi-
cles when demands and requests are deterministic and constant over the entire planning horizon Golden
et al. (1984); Hiermann et al. (2016). However, to the best of our knowledge, the fleet size and mix literature
on urban freight logistics has not considered the uncertainty of operational demand requests in strategic
planning.
The contributions of our work are several. First, we propose the SFSMP, a novel stochastic optimization
problem for strategic fleet size and mix decision-making in urban freight logistics. Second, we upgrade the
state-of-the-art energy consumption model presented by Goeke and Schneider (2015) by explicitly account-
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Figure 1: An example network for the SFSMP
ing for the energy required for auxiliary usage (such as heating and cooling the cabin space of vehicles,
connecting external devices, etc.). Third, we propose a generalization of the Fleet Size and Mix Vehicle
Routing Problem (FSMVRP) for the evaluation of the operational problem appearing in the SFSMP that
can handle time windows of service, compatibility constraints between vehicles/drivers and customers,
driving range limitations, and en-route charging necessities. Fourth, we propose a heuristic variation of
the SAA method to solve the SFSMP, where the decision-making in each operational period (both within
the strategic decision-making process as well as outside) is carried out using an adaptation of the state-of-
the-art Adaptive Large Neighborhood Search (ALNS) algorithm. Finally, we demonstrate the applicability
of the approach on two different case-studies of service operations in urban freight logistics.
The remainder of this paper is organized as follows. In Section 2, we present a summary of the literature
on fleet sizing problems, urban freight logistics with EVs, energy consumption models, and discuss solu-
tion methods in the context of freight logistics planning. A mathematical formulation is presented for the
strategic optimization problem with an embedded vehicle routing model for the operational optimization
problem in Section 3. We present our adaptation of SAA for solving the SFSMP in Section 4. In Section 5, we
present case studies of two Danish organizations embracing electric mobility through research initiatives.
We summarize our insights from the analysis of the novel SFSMP and the practical cases in Section 6.
2. Literature Review
Our review focuses on the four major aspects of this paper, namely, fleet size and mix optimization,
commercial use of electric vehicles in urban logistics, energy consumption modeling, and relevant methods
for solving the problem of interest.
2.1. Fleet size and mix optimization
The fleet size and mix vehicle routing problem (FSMVRP) with deterministic demands that are identi-
cal on all operational days accounting for fixed leasing costs and variable routing costs was formalized by
Golden et al. (1984). It was solved using savings based constructive heuristics and a two-phase route first
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and cluster second algorithm Golden et al. (1984), a generalized assignment based heuristic Gheysens et al.
(1984), a matching based tour - fusion heuristic Desrochers and Verhoog (1991), tabu-search based local
search methods Taillard (1999); Gendreau et al. (1999); Osman and Salhi (1996), and a sweep-based heuris-
tic method that can also solve non-Euclidean problems Renaud and Boctor (2002). Baldacci et al. (2009)
proposed a two-commodity network formulation of the FSMVRP and presented various valid inequalities
to strengthen the formulation.
Liu and Shen (1999) extended this problem to include hard time windows (FSMVRPTW). The FS-
MVRPTW was solved in the literature using an insertion-based heuristic and an improvement scheme
Liu and Shen (1999), a sequential insertion heuristic Dullaert et al. (2002), and a ruin and recreate method
Dell’Amico et al. (2007). More recently, Hiermann et al. (2016) generalized this problem to incorporate
driving range constraints of electric vehicles and the option of en-route recharging at the operational level.
They solved the problem using an exact branch and price procedure and a hybrid ALNS based heuristic
demonstrating the effectiveness of their method on a new set of benchmark instances. The approach of
simulation has been used in Corte´s et al. (2011) to sample various scenarios to aid in the daily dispatch of
technicians.
All the above fleet size and mix problems studied in the literature have considered deterministic cus-
tomer sets that are known at the strategic planning stage and remain identical through out the strategic
planning horizon. Pasha et al. (2016) studied a FSMVRP (without time windows) with deterministic de-
mands that vary on different days. A heuristic method was used to obtain a good common fleet size and
mix across the all days after determining the best fleet size and mix independently for each day. Fleet
size and mix problems appearing in maritime logistics have considered uncertainty in two-stage stochas-
tic programming problems, such as maintenance operations planning in offshore wind farm management
Sta˚lhane et al. (2019) and fleet renewal planning Bakkehaug et al. (2014) under uncertain weather condi-
tions. However, uncertain customer requests at the strategic planning stage have not been considered in
the fleet size and mix literature on urban freight logistics so far. In the current paper, we study a fleet size
and mix problem in which customer requests are not revealed until the operational period begins.
Fleet sizing boils down to a tradeoff between acquisition costs and operational costs, thus rendering
an accurate consideration of the Total Cost of Ownership (TCO) crucial. The TCO of a fleet of vehicles
owned by a company must account for various fixed costs (such as capital cost, insurance, and taxes) and
variable costs that depend on the duration of operation (such as maintenance and repair costs and energy
consumption cost). Rogge et al. (2018) and Schiffer et al. (2018) performed TCO analysis for commercial
mixed electric fleets in the context of public transit and mid-haul logistics respectively. In the current
paper, we consider a TCO that comprises of one-time purchase costs at the strategic level and energy and
maintenance costs that are proportional to the travel time in addition to penalty for not serving some
customer in every operational period. A more detailed description of the TCO can also be handled by our
mathematical model.
2.2. Urban logistics with electric vehicles
Pelletier et al. (2016) provided an in-depth review of electric vehicle technologies and summarized
transportation science literature on goods distribution with EVs. Crainic et al. (2009) presented a brief
survey of city logistics problems and discussed models and solution methods for two-tiered city logistics
systems. Savelsbergh and Van Woensel (2016) delivered a contemporary perspective of the changing face
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of city logistics due to the advent of e-commerce prevalence, customer impatience, collaborative consump-
tion, and sustainability consciousness paired with the advancement of digital as well as physical tech-
nologies. Tang and Veelenturf (2019) analyze the importance of logistics function in the fourth industrial
revolution and offer insights into how the logistics industry can generate economic, environmental, and
social value by transforming itself suitably. A common thread revealed in these papers is the need to man-
age electric vehicles in urban freight logistics. Tracing the beginning of electric VRPs, Conrad and Figliozzi
(2011) proposed the recharging VRP and were followed by Erdog˘an and Miller-Hooks (2012) with a green
vehicle routing problem, and by Schneider et al. (2014) with the EVRP with time windows and recharging
stations. The literature in this area has come a long way, with a more recent variant by Corte´s-Murcia et al.
(2019) allowing alternate modes of transport for customer visits while recharging to reduce loss of pro-
ductivity. Lin et al. (2016) formulated an electric vehicle routing problem with a heterogeneous fleet that
accounts for the impact of speed and vehicle load on battery consumption, allowing en-route charging.
Goeke and Schneider (2015) generalized (Schneider et al., 2014) by considering non-linear expressions for
fuel and battery consumption and planning with a mixed fleet of EVs and ICEVs. Hiermann et al. (2019)
proposed an integrated EVRPTW with a mixed fleet consisting of EVs, plug-in hybrid vehicles, and ICEVs,
using constant rates of battery and fuel consumption in their model. Decision-making for green transporta-
tion has, in the last decade, helped reducing the negative externalities of freight transport (see Bektas¸ et al.
(2016); Bektas¸ and Laporte (2011); Bektas¸ et al. (2018)). We note that the problem of electrification for urban
service logistics is significantly relevant given the prevalent interest on adoption of EVs.
2.3. Energy consumption models
Previous works by Erdog˘an and Miller-Hooks (2012) and Schneider et al. (2014) considered linear en-
ergy consumption functions that were linear in the distance travelled and speed. More advanced energy
accounting was performed for ICEVs in Demir et al. (2012). In their paper, mechanical energy consumption
was characterized to overcome rolling resistance, aerodynamic resistance, and gravitational force using ex-
pressions that are non-linear in speed. Goeke and Schneider (2015) extended this model to model battery
energy consumption of EVs in a load-dependent fashion. Murakami (2017) use this model to present a
vehicle routing problem with electric and diesel vehicles with the notion of an original graph for estimat-
ing at more accurate road slopes, wait times at road intersections, etc. The existing energy consumption
models do not consider the energy consumption due to cabin heating and cooling, which contribute signif-
icantly to the reduced driving range during peak winter and peak summer. The power consumed for cabin
heating at 0◦C and that for cabin cooling at 30◦C is around 40% of the total vehicle power for a mid-sized
pickup van (seen later in Figure 2). In the current paper, we extend the model in (Goeke and Schneider,
2015) further to include auxiliary energy consumption due to heating and cooling loads and use the non-
linear recharging function proposed by Montoya et al. (2017) to determine the time required to charge a
given amount of energy. Another aspect in energy consumption calculation of EVs is the effect of battery
degradation Pelletier et al. (2017). We ignore its impact in the current paper.
2.4. Solving the Stochastic Fleet Size and Mix Problem (SFSMP)
The literature on planning problems concerning the strategic and tactical decisions that account for
operational efficiency is sparse. Dempster et al. (1981) presented a framework for modeling hierarchical
planning problems as multi-stage stochastic programs that are capable of capturing uncertainty at the
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lower levels of decision-making. More recently, Crainic et al. (2015) considered the tactical planning of the
design of the service network in the first tier while accounting for uncertainty in demands in the second tier
in a two tier city logistics system. The performance of four tactical plans with associated recourse strategies
in the operational stage was evaluated in their paper. To solve two-stage stochastic programs with integer
recourse, seminal works have appeared in the literature bringing to the fore various approaches Shapiro
et al. (20009) including SAA Ahmed and Shapiro (2002), which was proved to result in a solution that
converges to the solution of the original problem as the sample size increases Schultz (1996). In the current
paper, we employ SAA to solve the strategic fleet size and mix problem using the metaheuristic ALNS
to solve the operational problem. The metaheuristic method ALNS was first introduced by Pisinger and
Ropke (2007) and is considered to be one of the most efficient methods for solving vehicle routing problems
with deterministic requests. Other metaheuristics include a genetic algorithm based method Prins (2004)
and tabu search methods Gendreau et al. (2008).
In the next section, we present the formulation of the strategic problem as a two-stage stochastic pro-
gram.
3. Problem Formulation
In this paper, we address the introduction and integration of EVs in a fleet of commercial vehicles
operated within urban areas. We consider the vehicles to be used for either cargo pickup and/or service
actions (e.g. electric installations, medical visits etc.). The SFSMP is defined as a strategic decision problem.
It aims at minimizing the TCO while determining the optimal fleet size and mix for service operations
repeating over multiple operational periods. We assume a posteriori customer requests that are not known,
owing to the lack of advance information about each day’s requests at the strategic level. However, at the
operational level, requests are deterministic. Since strategic decision-making here relies on the trade-off
between fleet acquisition cost and average operational cost, an accurate estimation of the operational costs
is needed as well.
We formulate the SFSMP as a two-stage stochastic mixed integer program. The strategic horizon con-
sists of a number of operational periods. For example, there may be 1200 days of operation in a strategic
horizon of 5 years. The first stage problem is the strategic problem of determining the optimal fleet size and
mix that minimizes the sum of the fleet acquisition cost and the expected second stage cost. The strategic
decision of the fleet mix is determining the set of vehicles acquired to serve the requirements of the urban
logistics operations over the entire horizon in the form ofw, a vector of binary variables such that wk takes
a non-zero value if vehicle k of the master list of vehiclesK is acquired. The second stage problem consists
of multiple operational periods in which routing decisions of each period are affected by the first stage fleet
mix decision only and not the routing decisions of the other periods. In each period of the second stage,
only the vehicles chosen for acquisition in the first stage can be used to serve realized customer requests.
In every operational period, the operational problem must be solved, which consists in the routing of the
drivers, and can be formally defined as a mixed electric fleet vehicle routing problem with time windows and com-
patibility constraints. We consider a heterogeneous fleet of vehicles of different types varying in size and/or
energy source. Although the feasible driving range of most commercial EVs available in the market is typi-
cally higher than the distance traversed in urban logistics tours, we allow the possibility of making en-route
recharging visits. Additionally, since the duration available for providing service in urban logistics during
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the day is limited to a daily work shift in a business to business (B2B) service environment, we limit the
number of potential visits to recharging stations to one visit. The set of all recharging stations is given by
F . We remark that adding recharging stops to the routes would result in a loss of productivity even with
the latest charging technology in the context of urban logistics and tight time constraints. Each customer
request is characterized by a known demand quantity, a hard time window of service, and is associated
with a specific level of skill requirement. Without loss of generality, we focus on pickup demands in the
case studies that follow. Each driver is assigned a specific skill set that must include the customer’s skill
requirement for service to take place. Therefore, we model compatibility constraints between drivers and
customer requests. We note that this problem is generic and is capable of handling special cases where all
drivers are compatible with all requests.
3.1. First stage problem
The formulation of the first stage problem of the SFSMP is presented with the definition of the sets and
parameters presented in Table 1. In this stage, the decision variables are binary to indicate whether or not
vehicles in the master list should be acquired. Bold notation is used for vector quantities. The vector w
indicates whether or not each vehicle in the master list of vehiclesK is acquired.
Table 1: Sets and parameters used in the formulation of the first stage problem
Sets
K Master set of all possible vehicles
N Master list of all customers
ri Bernoulli random variable for the occurrence of request from customer i with state space {0, 1}
λi a realization of request random variable ri
pii Probability of the occurrence of request from customer i
Ω(T ) State space of the random ambient temperature
Parameters
βk Acquisition cost of vehicle k
no Number of varieties of operational periods
n′ Number of operational period of each variety
T Ambient temperature; a random variable in the first stage
T A realization of the ambient temperature
The formulation of the SFSMP is presented below. The strategic objective function accounts for a)
the cost of acquiring the vehicles constituting fleet mix configuration determined by the decision vector
w and b) the total expected operational cost of serving appeared requests with the acquired fleet. The
set of acquired vehicles determined by w is a subset of the master set of vehicles K. In the expression
below, the first term captures the fleet acquisition cost using vehicle acquisition costs βk while the second
term captures the total expected operational cost summed over no varieties of operational periods (such as
summer, winter, etc.) with n′ operational periods in each variety. In the second term, C(w,λ, T ) represents
the deterministic operational cost of serving the set of realized customers determined by the vector of
random variables r (or binary vector λ of corresponding realized values) at temperature T which is a
random variable (or realized temperature T ) with fleet determined byw. Each rj , j ∈ {1, . . . , no} represents
the binary request vector of customers in the jth variety of operational periods. Similarly, Ω(T ) represents
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the state space of the ambient temperature T which is a random variable.
min
w
{ ∑
k∈K
βkwk +
∑
r∈{r1,...,rno}
n′ Er,T [C(w, r, T )]
}
, (1)
If it is assumed that each operational period faces identical uncertainty in the occurrence of customer re-
quests and ambient temperature, the strategic objective is re-written as (2).
min
w
{ ∑
k∈K
βkwk + non
′ Er,T [C(w, r, T )]
}
, (2)
where
EN ,T [C(w, r, T )] =
∑
λ∈{0,1}|N|
∑
T∈Ω(T )
Pr(λ, T ) C(w,λ, T ) (3)
and Pr(λ, T ) = Pr(T )
∏
i∈N pi
λi
i (1 − pii)1−λi , assuming mutual independence between the occurrence of
customer requests and the temperature in the operational period, with the probability of the occurrence
of request i given by pii. In every operational period, a rich vehicle routing problem with deterministic
request set determined by λ and ambient temperature T , formulated in the following subsection, must be
solved, given that the set of acquired vehicles determined by ω. We note that the number of such request
sets is exponential in the cardinality of Ω(N ).
3.2. Second stage problem
To complete the model of the SFSMP, the deterministic operational cost C(ω,λ, T ) of serving customer
set determined by λ at temperature T with fleet determined by fleet membership vector ω will be defined
for all ω ∈ {0, 1}|K |, ∀ λ ∈ {0, 1}|N |, T ∈ Ω(T ). For ease of exposition, we let K be the subset of vehicles
in the master list K determined by a fleet membership vector ω and we let N be the subset of customers
determined by a realized request vector λ. Since the number of available vehicles in each period is fixed,
we allow for unserved customers and impose a cost associated with them Lau et al. (2003). The notation
used in this formulation of the operational problem is influenced by that used in the model of Goeke and
Schneider (2015) and is presented in Table 2 and Table 3. In this formulation, a network with the set of
nodes N ′0,n+1 and the set of arcs A is modeled. The set of nodes includes the set of customers N , the set of
recharging stations F , the source depot node 0, and the sink depot node n+ 1. A set of acquired vehicles K
that contains a set of EVsKE is considered given. For every node i, compatibility with drivers aik, demand
di (set to zero at non-customers), time window of service [ei, li], penalty gi for not serving it, and duration
of service si are specified. For every vehicle k, driving range in kWhEk (for ICEVs also), daily maintenance
and usage cost fk, maintenance cost per km Mk, load capacity Qk, average operational speed vk, and cost
of energy in USD/kWh ck are given. Additionally, bi(y) is a function that calculates the amount of time
taken to recharge y units at station i. On every arc (i, j), travel time and load-and-temperature-dependent
power consumption of vehicle k are given by tijk and pijk(q, T ) respectively.
Any binary decision variable xijk takes the value 1 if arc (i, j) is used by vehicle k. The binary decision
variables zk and ui assume the value 1 if vehicle k is used and if customer i is not served respectively. The
continuous variable yik represents the State of Charge (SOC) of vehicle k upon entering any node i while
the variable Yik is the SOC of vehicle k upon leaving recharging station i. The arrival time of vehicle k
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Table 2: Sets and parameters used in the formulation of the second stage problem
Sets
A Set of arcs (i, j), i, j ∈ N ′0,n+1 in the graph
F Set of recharging stations
ω A known vector of membership of the master set of vehiclesK
K The set of vehicles used in the second stage problem as determined by ω
KE ⊆ K Subset of vehicles of K that are EVs
λ A binary vector of realized request random variables
N The set of customers {1, 2, ..., n} determined by λ; a subset of N
N ′ N ∪ F
N ′0 N ∪ F ∪ {0}
N ′n+1 N ∪ F ∪ {n+ 1}
N ′0,n+1 N ∪ F ∪ {0, n+ 1}
Parameters
0, n+ 1 Depot vertices
aik 1 if task to be performed at vertex i is compatible with vehicle k, 0 otherwise
bi(y) Function to determine the time taken to recharge y units of charging at station i
ck Energy cost of vehicle k in USD/kWh
di Demand of customer i given the request appears
[ei, li] Time window of vertex i
Ek Battery range of vehicle k in kWh
fk Daily maintenance and usage cost of vehicle k
gi Penalty or taxi cost for not serving customer i in USD
Mk maintenance cost in USD per km of vehicle k
pijk(q, T ) Power consumption (kW) on arc (i,j) for vehicle k with load q at temperature T
Qk Capacity of vehicle k
si Service time at vertex i
tijk Travel time in hours between vertices i and j for vehicle k
vk Average operational speed of vehicle k in kmph
at each node i is given by τik and the remaining capacity available in vehicle k upon arriving at node i is
given by qik.
Table 3: Decision variables in the model of the second stage problem
Variable Description
qik Remaining cargo level on arrival at vertex i on vehicle k
τik Arrival time at vertex i
ui 1 if customer i is not served, 0 otherwise
xijk 1 if arc (i, j) is traversed by vehicle k, 0 otherwise
yik Remaining battery capacity on arrival at vertex i by vehicle k
Yik Remaining battery capacity on departure from recharging station i by vehicle k
zk 1 if vehicle k is used, 0 otherwise
The objective function (4) minimizes the total fleet operation cost, which is composed of variable energy
and maintenance costs, fixed usage costs that can account for acquisition, insurance, maintenance, and
9
driver salaries, and penalties for not serving customers.
Constraints (5) determine the customers that are not served and ensure that all customer nodes are
visited at most once. Constraints (6) allow at most one recharging visit on every electric vehicle tour. We
add this restriction since the productivity of vehicles and drivers performing intra-day commercial services
with short driving duration will take a hit when multiple recharging visits take place during the day. Con-
straints (7) and (8) ensure flow conservation at the non-depot vertices. Constraints (9) ensures that ICEVs
cannot travel to or from recharging stations. This constraint is not included in the formulation of Goeke
and Schneider (2015). We present examples that illustrate the need for this constraint in Appendix Ap-
pendix B. Constraints (10) determine the vehicles used for operations. Constraints (11) are compatibility
constraints, meaning that they deactivate the arcs between incompatible customers and vehicles (drivers).
Constraints (12) help determine the service start time at every node on every vehicle while (13) accounts
for the time spent in a recharging visit. Constraints (14) ensure that time windows are respected for every
node. Additionally, (12)-(14) also serve as sub-tour elimination constraints. Constraints (15) guarantee that
the demand of all customers is satisfied without exceeding vehicle capacity. Constraints (16) ensure that
the initial cargo level is non-negative and below the vehicle capacity. Constraints (17) compute the SOC at
all customer nodes and ensure that it is not negative and does not exceed the battery capacity. Constraint
sets (18) and (19) guide the calculation of the SOC post charging, allowing partial recharging while (20) sets
the energy range of ICEVs. Finally, the domains of decision variables are defined in (21) and (22). In this
formulation, the set K may include EVs and ICEVs with different characteristics of which the subset KE is
the set of EVs.
C(ω,λ, T ) = min
∑
k∈K
fkzk +
∑
(i,j)∈A
∑
k∈K
(
ck pijk(qjk, T ) +Mkvk
)
tijk xijk +
∑
i∈N
giui
 , (4)
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subject to:
∑
j:(i,j)∈A
∑
k∈K
xijk = 1− ui ∀i ∈ N (5)
∑
i∈F
∑
j:(i,j)∈A
xijk ≤ 1 ∀k ∈ KE (6)
∑
j:(i,j)∈A
xijk −
∑
j:(j,i)∈A
xjik = 0 ∀i ∈ N ′, k ∈ KE (7)
∑
j:(i,j)∈A, j 6∈F
xijk −
∑
j:(j,i)∈A, j 6∈F
xjik = 0 ∀i ∈ N, k ∈ K \KE (8)
xijk + xjik = 0 ∀i ∈ N0, j ∈ F, k ∈ K \KE (9)∑
j:(0,j)∈A
x0,j,k =
∑
i:(i,n+1)∈A
xi,n+1,k = zk ∀k ∈ K (10)
∑
j:(i,j)∈A
xijk ≤ aik ∀i ∈ N, k ∈ K (11)
τik + (si + tijk)− ln+1(1− xijk) ≤ τjk ∀i ∈ N ∪ {0}, j ∈ N ′n+1, k ∈ K (12)
τik + tijk + bi(Yik − yik)− ln+1(1− xijk) ≤ τjk ∀i ∈ F, j ∈ N ′n+1, k ∈ KE (13)
ei ≤ τik ≤ li ∀i ∈ N ′0,n+1, k ∈ K (14)
qik − di +Qk(1− xijk) ≥ qjk ∀i ∈ N ′0, j ∈ N ′n+1, k ∈ K (15)
Qk ≥ q0k ∀k ∈ K (16)
yik − pijk(qjk, T ) tijkxijk + Ek(1− xijk) ≥ yjk ∀i ∈ N, j ∈ N ′n+1, k ∈ K (17)
Yik − pijk(qjk, T )tijkxijk + Ek(1− xijk) ≥ yjk ∀i ∈ F ∪ {0}, j ∈ N ′n+1, k ∈ KE (18)
Ek ≥ Yik ∀i ∈ F ∪ {0}, k ∈ KE (19)
Ek ≥ y0k ∀k ∈ K \KE (20)
xijk, zk, ui ∈ {0, 1} ∀i, j ∈ N ′0,n+1, k ∈ K (21)
yik, τik, qik, Yik ≥ 0 ∀i ∈ N ′0,n+1, k ∈ K (22)
We note that each operational problem is a vehicle routing problem with compatibility constraints
(which is NP hard Pillac et al. (2013)) along with capacity and electric range constraints. It becomes in-
tractable to solve the operational problem exactly for realistic customer set sizes. In Section 4, we resort
to a state-of-the-art heuristic method, namely ALNS, to solve the operational vehicle routing problem to
determine the operational decisions on each day, given a strategic decision K. An exact solution of the
strategic problem requires solving the operational problem for all possible combinations of fleet mix, ambi-
ent temperature, and customer request set. If there is a cap on the total fleet size and/or number of vehicles
of each kind in the mix, the number of fleet mix configurations would be finite, albeit numerous. However,
it is impossible to enumerate all possible values of T as it belongs to a continuous domain. Even if the
temperature domain is discretized, enumerating all possible combinations of the customer set still remains
a computationally intensive task. Thus, it is computationally intractable to determine an exact solution
of the strategic problem. In Section 4, we propose a novel heuristic solution approach based on Sample
Average Approximation (SAA) Ahmed and Shapiro (2002) to circumvent the tedium of exact computation.
3.3. Power consumption model with temperature dependence
We propose an upgraded power consumption model enabling temperature dependence. We account
for the following components of power consumption:
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• load dependent mechanical power PM (following Bektas¸ and Laporte (2011), Demir et al. (2011), and
Goeke and Schneider (2015)),
• auxiliary power for temperature control PT (heating and air conditioning), and
• auxiliary power usage PO.
Ambient temperature has a significant effect on the cabin climate control energy consumption, and
extreme temperatures can reduce greatly the range of electric cars. The extent of the impact can be seen
through Figure 2, which demonstrates that for a mid-sized van, cabin climate control power is a significant
component of the total vehicle power; at -10◦C, it is about 4 kW, drawing about 53% of the total vehicle
power. The resultant overestimation of driving range by omitting cabin climate control power (auxiliary
power) can threaten the feasibility of the implementation of electric mobility in urban logistics operations,
and therefore it is important to capture auxiliary power in energy calculations.
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Figure 2: Cabin climate control power variation for an electric mid-sized pickup van determined using the upgraded model for a
desired cabin temperature of 20 ◦C: The left side axis tracks the power consumed for cabin climate control while the right side axis
captures the climate control power as a percentage of the total power consumed by the vehicle
Our model for the computation of auxiliary power uses the heat balance method as seen in Fayazbakhsh
and Bahrami (2013) and Valentina et al. (2014). The third component of auxiliary power usage refers to the
power drawn from the car’s energy source for running an external process such as maintaining a climate
control box at a specific temperature in the case of the collection of blood samples from clinics (it excludes
the power drawn by music systems and wipers since they depend on a separate 12V battery usually). In-
cluding the latter two new components of power has an effect equivalent to boosting all the cost coefficients
of xijk’s in (4).
Power consumption pijk(qj , T ) is a function dependent on the starting load at node j and the ambient
temperature T , when traveling from node i to node j by vehicle k. The following expression results in
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Figure 3: Upgrade to the power consumption model
power in kW when using the parameter values indicated in Tables A.9, A.10 and A.11 in the appendix.
pijk(qj , T ) =

φdϕdPijk(qj , T ) Pijk(qj , T ) ≥ 0, k ∈ KE
φrϕrPijk(qj , T ) Pijk(qj , T ) < 0, k ∈ KE
max
(
kN ′D + Pijk(qj)η′·ηtf , 0
)
k 6∈ KE
Pijk(qj , T ) = PM ((i, j), k) + PT ((i, j), k, T ) + PO
PM ((i, j), k) = 0.001×
[
crmk(qj)g cosα+
1
2
ρaAfcdv
2 +mk(qj)g sinα+mk(qj)a
]
v
PT ((i, j), k, T ) = IH 1
ηH
(PH + PCon) + IC 1
ηC
(PC + PCon + PRad + PP ),
where PM ((i, j), k), PT ((i, j), k, T ), and PO are mechanical, temperature control, and auxiliary power usage
components respectively. The terms IH and IC are binary variables that indicate whether the heating mode
or the cooling mode is being used in the definition of PT . The components of PT are further defined below.
PH = m˙ CP (Td − T )
PC = m˙ CP (T − Td)
PCon =
∑
i∈Surfaces
AiUi|T − Td|
PRad =
∑
i∈Surfaces
AiτiIDN
(
cos θi + C
(1 + cos Σ)
2
+ ρg cos θz
(1− cos Σ)
2
)
,
where IDN = A exp(−B/ cos θz)
PP =
∑
i∈Persons
HPrADu
The main component is the ventilation load, i.e., the power required to warm up (PH ) or cool down (PC)
the air entering the car. The rest of components are the following: PCon is the power loss due to con-
duction through the surfaces of the vehicle and/or exterior and interior convection, PRad represents the
cooling load introduced in the car due to direct and diffuse solar radiation, and PP is the cooling load cor-
responding to the metabolic heat generated by humans seated in the vehicle. A brief description of all the
parameters along with pointers to their sources is presented in tables A.9, A.10 and A.11 in the appendix.
Specifically, the efficiency parameters used in the definition of pijk(qj , To) are defined in Table A.9, and the
parameters used in the definitions of PM and PT are defined in Table A.10 and Table A.11, respectively.
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4. Methodology
Since the SFSMP is a two-stage stochastic program, we employ a fairly standard method, known as
Sample Average Approximation (SAA), used in the literature for pursuing solutions of two-stage stochastic
programs. We propose solving the SFSMP by SAA through Monte Carlo sampling of the requests and
ambient temperature using known probability distributions.
4.1. Solving the strategic problem
We propose a nested framework of solving the fleet sizing problem with lack of knowledge on the oc-
currence of demand requests and daily temperatures at the strategic level. The framework is is delineated
through a flow chart in Figure 3. For every initial fleet mix, the set of customer requests and the ambient
temperature are sampled. On the resultant operational instance, the ALNS algorithm is applied to deter-
mine the operational cost for each sample instance i, which is C(ω, ,λi, T i). The half width of the confidence
interval for the sample average estimate based on the samples generated so far is determined. If it meets
the required criterion (for e.g., of falling under a certain threshold), the process proceeds to computing the
sample average operational cost for the considered fleet mix. In this step, we approximate the expectation
in (2) with a sample average of costs of operation.
EN ,T [C(ω, r, T )] ≈ 1
n
n∑
i=1
C(ω,λi, T i), (23)
where n is the number of samples with the simulated outcomes of customer set determined by λi and
ambient temperature T i, for each operational period i. After evaluating the sample average operational
cost for all the fleet mixes of interest, the best fleet mix is determined.
We remark that an exhaustive enumeration of fleet mixes may result in an exponentially large number
of fleet mixes if the master list of vehicles is heterogeneous and large. Thus, it is suggested that the set of
fleet mixes may be determined heuristically or exhaustively, depending on the size of the problem. Given
the list of preferred commercial vehicles for inclusion in the fleet, enumeration with reasonable step sizes
would be practical.
4.2. Solving the operational problem
In this section, we present the solution method used to determine decisions that must be implemented
in each period of operation. Since determining an exact solution of the operational problem presented in
Section 3 is not computationally tractable for realistically sized instances, we pursue a heuristic approach.
In particular, we develop a ALNS algorithm (Røpke and Pisinger (2006)), which has been utilized exten-
sively in the literature to solve vehicle routing problems and specifically, the mixed fleet vehicle routing
problem with time windows, as can be seen in Goeke and Schneider (2015) and Keskin and C¸atay (2016).
We use the same parameters as those used in (Christensen, 2014).
We have employed the following destroy operators for customer removal in the algorithm:
1. Random removal (Røpke and Pisinger, 2006): A given number of randomly chosen customers are
removed from the tours.
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Figure 4: Solving the Stochastic Fleet Size and Mix Problem (SFSMP) using Sample Average Approximation (SAA)
2. Worst removal (Røpke and Pisinger, 2006): A given number of customers that result in the highest
insertion costs are removed.
3. Shaw removal (Røpke and Pisinger, 2006): A given number of customers related to each other through
a randomly selected initial customer according to five different criteria (customer proximity, tour
proximity, demand difference, arrival time difference and time window similarity) are removed.
4. Random route removal: Entire tours are removed from a given solution until a given number of
customers are removed.
5. Slack Induced String Removal (SISR) (Christiaens and Vanden Berghe, 2018): This destroy operator
was introduced in (Christiaens and Vanden Berghe, 2018). Strings of nodes or pairs of strings of nodes
separated by a few nodes are removed.
The following repair methods have been used for inserting the removed customers:
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1. Greedy insertion (Røpke and Pisinger, 2006): The customer node to be inserted and the position of
insertion are determined by minimizing the cost of insertion among all feasible insertions.
2. 2-Regret insertion (Røpke and Pisinger, 2006): In this repair method, we select the customer for which
the difference between the second lowest insertion cost and the lowest insertion cost is maximum.
This customer is then inserted in its best position.
The insertion methods are modified to allow at most one recharging visit on each tour. In this ALNS, a
simulated annealing based acceptance criterion is employed to guide the search. The start temperature is
calculated such that a solution s times worse than the starting solution is accepted with a probability of
50%, in the first iteration.
TStart = − sf(x)ln(0.5)
Additionally, a resetting mechanism is used to refresh the current solution with the best solution after
a certain number (γ) of iterations without any improvement to the best solution. We present the other
parameters used in the ALNS in Table A.7 of Appendix Appendix A.
5. Case Studies
As part of the EU-funded research project called Electric Urban Freight and Logistics (EUFAL), the aim
of which is to encourage the electrification of commercial fleets in order to reduce the carbon footprint of
urban logistics operations, we developed two real case studies. We present our analysis of the two cases in
this section.
5.1. Blood sample collection from private clinics for Region Hovedstaden
Region Hovedstaden (Region H: www.regionh.dk/) is a public authority that manages healthcare
and social services in the Capital Region of Denmark, which corresponds roughly to the metropolitan area
of Copenhagen. Collecting blood samples from doctors and delivering these to a testing facility is one of
the functions carried out by the Region, which is the focal logistics process of this case study. Everyday,
blood samples must be collected from the clinics of private physicians and delivered to the laboratory
testing facility in a hospital by vehicles that start their trips from a different hospital that is about four
kilometers away from the first hospital. Due to the perishability of the collected samples, a 150 minute shift
is designed for all drivers. Since the viability of the samples degrades beyond three hours after extraction,
physicians would be able to send the samples by taxi if the fleet operation plan does not pick up from
the corresponding physician location. On each work day, the Region operates two identical blood sample
collection shifts - one in the forenoon and one in the afternoon. The Region aims to optimize its mix of
delivery fleet and make smart operational decisions to minimize the cost of missed doctor visits and the cost
of energy used for routing. We consider the problem of strategic sizing of the fleet required to manage these
operations. Similar operational problems were considered by Grasas et al. (2014) in Catalonia, Zufferey
et al. (2016) in Geneva, and Anaya-Arenas et al. (2014) and Kergosien et al. (2014) in Quebec.
In line with its mission, the Region plans to use an all-electric fleet for its logistics operations. It has
access to two different types of vehicles, medium-sized electric pickup vans and electric cargo bikes with
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driving ranges of 270 and 140 kilometers respectively. The characteristic parameters of the two types of
vehicles considered in this study are presented in Table 4 and are inspired from those of the mid-sized
electric pickup van Renault Kangoo and the electric cargo bike TRIPL. Though the cargo bike does not
have to manage cabin climate control, the climate box used for maintaining the temperature of the collected
blood samples at 20 degree Celsius draws energy from its battery directly with a base power of 0.1 kW in
addition to the actual power required to heat or cool the box. In the electric van, the climate box is hooked
to its secondary 12V battery, thus not affecting the driving range of the vehicle.
Table 4: Region H case: Features of the vehicles considered
Feature Pickup Van Cargo bike
Kerb weight 1426 kg 322 kg
Max speed 130 kmph 45 kmph
Operational speed 45 kmph 40 kmph
Battery 33 kWh 8.64 kWh
Capacity 720 vials 288 vials
Additional weight 200 kg 50 kg
Acquisition cost 28,223 USD 17,900 USD
Auxiliary power 0 0.1 kW
The Region is now faced with the decision of determining the number of vehicles of each type required
to constitute its fleet for its long term operations. At the operational level, the requests from doctors are
revealed on the day of operation. However, the actual demands are not known days in advance. Based
on data collected through a survey we conducted, we found that the demands are seasonal and can be as-
sumed to follow different distributions in summer and non-summer parts of the year. A detailed description
of the generation of operational instances for this case study may be seen in Appendix Appendix C. Based
on initial experiments, we have found that the maximum fleet size will never exceed 15. Thus, we consider
all vehicle mix possibilities such that the total fleet size does not exceed 15. A horizon of 10.6 years with
227 working days per year and two work shifts per day is considered as the horizon based on the average
lifetime of vehicles stated in Mitropoulos et al. (2017). For every possible fleet mix, an estimate of the opera-
tional cost is determined over the entire horizon. To this estimate, the acquisition cost of the corresponding
fleet mix is added to determine the TCO. The best fleet mix is thus determined using the procedure de-
scribed in Figure 4. Since we adopt SAA to solve the SFSMP, the approximation of the expected cost relies
on a sample average, for computing which, choosing the right sample size is crucial. Figure 5 presents an
analysis of the variation of the half width of the 95% confidence interval of the average routing cost for
two fleet mixes at various sample sizes. We note that the half width stabilizes beyond 500 samples. How-
ever, considering the average number of unserved customers (or equivalently, the average cost of missing
customers), we note that 600 or more samples would be required for the [0 vans, 5 cargo bikes] fleet mix.
However, there are no unserved customers for the other mix. Considering both these aspects, 600 samples
for the former and 500 samples for the latter mix would be sufficient to obtain a meaningful sample aver-
age. It is clear that the required sample size depends on the actual configuration considered and that the
solutions of interest have a sample size requirement under 1000 samples. To obtain the following results,
we use 1000 samples for all the fleet mixes.
The fleet mix, the TCO, and the average fill rate of the ten best heuristic solutions that minimize the TCO
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Figure 5: Region H case: Half width analysis for the fleet mix containing [0 vans, 5 cargo bikes] and [1 van, 5 cargo bikes]
of the fleet are presented in Figure 6. We note that the tenth best solution to the stochastic problem is about
40, 000 US dollars costlier than the first best solution. Such a difference (25% of the first best solution’s
TCO) reaffirms the need to incorporate the impact of uncertainty into the study. The composition of the
fleet mixes of the top ten solutions indicate that there is a strong preference for the inclusion of cargo bikes
in the mix and that pickup vans, though not as popular, do appear in six positions. It may be noted that
broadly, a pickup van is equivalent to (and slightly more expensive than) two cargo bikes in the marginal
sense. We note that in spite of the variation of the fleet mixes, the average capacity fill rates of nine of the
ten solutions fall in the 50-80% range.
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Figure 6: Region H case: The ten best fleet mix solutions determined by SAA with their composition, TCO, and average fill rates
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The best fleet mixes optimize for a given demand characterization, leaving little room for planned
redundancy. While operating logistics systems, planners prefer adding a safety factor to build in resilience
against near-future changes due to the overall evolution of the system. In Figure 7, we present a plot of
the variation of TCOs with increasing level of demand scaling. The base case of the scaling factor set to 1
is the current demand situation faced by the Region. The remaining factors scale down or up the demand
faced at every clinic. We note that the best mix [1 van, 4 cargo bikes] remains a preferred solution for the
interval [0.95, 1.15] of the scaling factor. However, when planning for scenarios with scaling between [1.2,
1.3], the mix [1 van, 5 cargo bikes] is preferred. We find that at higher TCOs, there is greater safety against
fluctuations in demand levels. Although these levels of variation in demand may not seem very realistic
for the current case study, this analysis would be applicable to other case studies dealing with different
products. Thus, a firm planning to add in redundancy into its fleet management may seek a fleet mix with
higher TCO to ensure readiness for overall higher demand scenarios.
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Figure 7: Region H case: Sensitivity analysis of the top eight fleet mix solutions to variation of scaling demand at all clinics. In the
legend, an entry with [a, b] refers to the fleet mix with a vans and b cargo bikes.
Figure 8 presents the variation of average operational cost for the best fleet mix [1,4] in response to a
variation of temperature. We note that sub-zero temperatures lead to a higher overall energy consump-
tion compared to tropical temperatures. At 0 degrees Celsius, not including the effect of temperature on
vehicular power consumption leads to a 20% difference from the base case (of 20 degree Celsius since the
desired cabin temperature is 20 degrees Celsius) where the effect of temperature is not considered. This
affects the service plan critically resulting in the mismanagement of the logistics system, since the available
energy reserve as well as the driving range are overestimated during planning if the effect of cabin climate
control and auxiliary energy usage are not considered.
Thus, the case study of the Region Hovedstaden reveals important insights regarding the importance
of modeling uncertainty, the sensitivity of solutions to variations in demand levels, and the effect of tem-
perature on planning fleet operations.
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5.2. Technician routing for MT Hjgaard
In this case, a Danish construction company, MT Hjgaard (MTH), is currently considering electrification
of the commercial fleet of its subsidiary Lindpro, provided there is no negative impact on their business
performance. Lindpro is an electric installations company that provides electrician services to various
customer locations. Each technician has a specific skill level and technicians with higher skill levels are
capable of attending to tasks of skill levels lower than their skill level. However, in reality, the company
allows technicians of a specific skill level serving at most one level below their skill level. The company
currently operates small and large ICEVs in its fleet. In this case study, we consider the strategic decision
of investment in the fleet (as if the entire fleet must be acquired now). Only the small ICEVs are currently
being considered for replacement with EVs as the tasks and routes operated by the large ICEVs are not yet
relevant for replacement with EVs. Each driver begins and ends his/her tour at their homes.
Villegas et al. (2018) considered a technician routing problem with mixed electric fleet and proposed a
decomposition based solution method. We endeavor to determine the fleet mix using SAA. The ALNS is
modified to allow compulsory visits to a driver’s home at the start and end of their tours if the correspond-
ing vehicle is used.
We generated a master list of customers in the Greater Copenhagen region with potential tasks that are
associated with service times, time windows, and skill requirements inspired from historical information.
Compatibility matrices were developed with the following rules based on discussions with MTH:
• There are four skill levels that enable matching customer requests and technicians, where Level 1 is
the most basic (handyman) while Level 4 is specialty (classified technician).
• Technicians of a particular skill level step down by at most one level.
• It is fairly common for technician of a certain level to perform tasks one level below. However, it is
very rare for Level 2 technicians to perform Level 1 tasks since Level 1 technicians belong to a union
that is different from that of technicians of other levels.
A detailed description of the various aspects of sample instance generation is provided in Appendix Ap-
pendix D.
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Figure 9: MTH case: Half width analysis for the fleet mix containing 5 and 25 EVs
As part of implementing SAA, we determined the suitable sample size based on the stabilization of the
half width of the 95% confidence interval of the sample average of the operational cost (see Figure 9). We
found that a sample size of 200 would be sufficient.
Table 5: MTH case: Features of the vehicles considered
Feature EV Small ICEV ICEV
Kerb weight 1430 kg 1623 kg 1800 kg
Operational speed 43.2 kmph 43.2 kmph 43.2 kmph
Battery 33 kWh - -
Additional weight 250 kg 250 kg 400 kg
Acquisition cost (USD) 32,000 USD 21,000 USD 28,000 USD
Auxiliary power 0 0 0
The features including the additional load carried as electrician equipment in the vehicles are presented
in Table 5. Since the 44 small vehicles can be either ICEVs or EVs, we considered fleet mixes with 0, 5, . . . ,
44 EVs and with the remaining small vehicles being ICEVs. When 5 EVs are included in the fleet, the
first 5 drivers out of the 44 drivers are assigned EVs. The list of drivers is in the order of the drivers’ EV
eligibility, which is determined by the proximity of their home addresses to the nearest charging stations
(see Appendix Appendix D). On solving the ALNS for each of these fleet mixes for each of the sample
days, we determine the average daily operational cost (see the upper plot of Figure 11), which reduces
with increasing number of EVs in the fleet. The ALNS also generates the tours that must be executed on
each day. Table 6 presents some statistics pertaining to prescribed tours by vehicle type. On average the
EVs in the fleet spend greater duration driving compared to the ICEVs. Correspondingly, the average task
time (also considering breaks as tasks) of EVs is also more than an hour lower than that of ICEVs operated
in the fleet. Thus, EVs are deployed to perform less time-consuming tasks and drive between customer
locations more often since the energy consumed in driving EVs is cheaper than that for ICEVs. In spite of
the longer duration spent on driving around, the average amount of energy consumed by EVs is 5.6 kWh
based on results from 200 sample days. Though the planned energy usage of EVs very rarely exceeds 16
kWh on any tour, there are two occurrences when the SOC at the end of the tour drops below 6% of the
usable battery capacity of 30 kWh, 24 occurrences when it drops below 20%, and 148 occurrences when
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it drops below 30%. These occurrences usually take place under 1 ◦C. Figure 10 presents a measure of
range anxiety, i.e., the temperature-dependent risk of the SOC falling below 25% and between 25-35% of
the battery capacity in terms of the number of times it happens in 200 sample days with 110,786 prescribed
tours. We note that at low temperature, drivers run a significantly high risk of facing range anxiety. This
observation indicates that if the power consumption model had not accounted for temperature-dependent
power, such a prescription of tours would result in en-route driving range chaos.
Table 6: MTH case: Tour statistics by vehicle type
Vehicle Customersserved
Driving
time (h)
Serving
time (h)
Avg. task
time (h)
Tour cost
(USD)
EV 7.86 1.05 8.47 1.54 2.77
Small ICEV 4.11 0.42 8.52 2.70 2.31
ICEV 3.68 0.57 8.19 2.97 3.23
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Figure 10: MTH case: A stacked histogram (left axis) presents the frequency of occurrence of EV tours in which the SOC at the end
of the tour falls between 25-35% (pink) and below 25% (red) based on computational results from 200 sample days with 110,786 EV
tours. The probability density function (a relative measure obtained by summing over the probability densities of four seasons) of
temperature is presented in black (right axis).
We then computed the TCO of the fleet using existing retail prices presented in Table 5 (excluding value
added tax, green incentives, etc.) and we plotted it in red in the lower part of Figure 11. We note that
without any additional taxes and incentives, it is not preferred to include any EVs in the fleet (comparing
against the black line that indicates the TCO of the fleet containing no EVs).
We vary the price difference between the two competing classes of vehicles, namely small ICEVs and
EVs, by fixing the retail price of the former at 21k USD (where 1k = 1,000) and varying the price of the latter
above 21k USD in Figure 11. We note that EVs begin to become favorable only when the price difference
drops below 5k USD. When the price difference falls below 3k USD, it is profitable to make all the small
vehicles EVs. We note that significantly high savings are made by the firm by owning 44 EVs in the long
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Figure 11: MTH case: (a) Variation of average daily operational cost and (b) Variation of TCO with EV composition at various levels
of price difference between EV and small ICEV when the small ICEV’s price is fixed at 21k USD, the price of diesel is 1.34 USD/liter,
and the price of electricity is 0.1973 USD/kWh.
run to the tune of 50k USD over owning 44 small ICEVs, when the price difference drops to 1000 USD.
Since the operational costs are heavily dependent on the prices of diesel and electricity, based on cor-
responding TCOs, we performed an analysis of the variation of the EVs composition in the fleet with
variation in diesel prices between 1.23-1.83 USD/liter and electricity prices between 0.16-0.32 USD/kWh.
Figure 12 presents the number of EVs to be included in the fleet profitably at various levels of price dif-
ference between the competing vehicle classes. Confirming our intuition, we find that at lower electricity
prices and higher diesel prices, there is an increased preference for the inclusion of EVs in the fleet. How-
ever, at the current retail price difference of 11k USD, it is not profitable to include EVs in the fleet for
any reasonable combination of energy prices. Thus, additional incentives are necessary to encourage com-
mercial EVs ownership. When the effective price difference is between 7k-3k USD, various partial EV fleet
mixes are optimal. Under a price difference of 2k USD, all the small vehicles will be made EVs for almost all
the energy price combinations. For a price difference of 5k USD, we present the variation of the tendency of
electrification with the variation of energy source prices in Figure 13. As expected, lower electricity prices
and higher diesel prices favor EV strength in the fleet.
Next, we vary the additional load carried in all the vehicles through seven levels 1, . . . , 6, where the
load mass is the level multiplied by 100 kg for EVs and small ICEVs while it is the level multiplied by 200
kg for the larger ICEVs (since the maximum allowed load for small and large vehicles is 600kg and 1200kg
respectively). For these experiments, the ambient temperature is fixed at 0 degree Celsius. From Figure 14,
we note that the average operational cost is affected by the additional mass level inasmuch as leading to 9%
difference between the highest and lowest additional mass levels. The corresponding difference in TCO is
to the tune of 50-65k USD. Thus, we note that it is necessary to account for the additional mass carried by
commercial vehicles while planning their operations.
The solution method presented in this paper will serve as a useful tool to policy-makers in determining
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Figure 12: MTH case: Sensitivity of the tendency of EV inclusion in the fleet to variation in electricity and diesel prices at various
levels of price difference between EV and small ICEV: The number of EVs out of 44 small vehicles in the fleet up to which TCO is
lower than that of a no-EV fleet mix is indicated.
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Figure 14: MTH case: Variation of the average operational cost the fleet in response to variation of additional mass levels when
temperature is fixed at 0 degree Celsius. In the upper plot, the maximum difference in TCO for various fleet sizes is presented. TCOi
is the TCO computed at additional mass level i.
effective incentive schemes as well as to firms to determine the profitable extent of EV ownership.
6. Conclusion
So far, fleet size and mix vehicle routing problems have not considered uncertainty of operational sce-
narios at the strategic decision stage. We fill this gap by proposing a novel two-stage stochastic program
problem framework SFSMP and solving it by SAA through the use of the metaheuristic method ALNS for
operational cost determination and decision-making. From a modeling perspective, other recourse deci-
sions, such as renting out acquired vehicles when idle or receiving chartered services when needed, may
be investigated in future research. Also, the timing for selling acquired vehicles and the corresponding
salvage values may be included in future work. Additionally, other solution methods may be explored to
tackle the strategic as well as operational decision stages.
In addition to presenting a novel problem, we evaluate the total cost of ownership of a mixed fleet
with electric vehicles through two Danish case studies. The cases confirm the importance of considering
the uncertainty in requests at the strategic planning stage and including cabin climate control power and
auxiliary power in the computation of vehicle power for planning purposes. Additionally, the versatility
of the proposed approach to not only determine the best fleet mix but also assess the robustness of the
prescribed solution is demonstrated. We note that although we consider electric vehicles in this paper, other
alternate sources of renewable energy (hydrogen-based, etc.) may be considered instead to understand
their potential.
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Appendix A. Parameters
Table A.7: Parameters used in the ALNS Christensen (2014)
ALNS Røpke and Pisinger (2006)
Notation Description Value
ζ cooling factor 0.9999
ω start temperature parameter 0.015
pi maximum removal percentage 35%
pi′ minimum removal percentage 5%
η segment size 125
γ resetting parameter 5000
r reaction factor 0.1
σ1 new global best reward 33
σ2 better current solution reward 9
σ3 new solution reward 13
Worst removalRøpke and Pisinger (2006)
pworst probability factor 4
Shaw removalRøpke and Pisinger (2006)
ϕ distance weight 9
χ time weight 3
ψ demand weight 2
ω same route weight 5
pshaw probability factor 4
SISR Christiaens and Vanden Berghe (2018)
c average number of removed customers 10
Lmax maximum cardinality of removed strings 10
α probability of not increasing the preserved
string size
0.01
β blink rate 0
Table A.8: Parameters for costs by vehicle type
EVs
Notation Description Value Source
fk usage cost in
USD
0
ck energy cost in
USD per kWh
0.1973 for EV, 0.2021 for
ICEV
Avg. diesel price is
1.34 USD per liter
Mk maintenance
cost in USD
per km
0.080837 for electric vans,
0.017015 for electric cargo
bikes, and 0.115481 for
ICEVs
Mitropoulos et al.
(2017)
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Table A.9: Parameters for efficiency by vehicle type
EVs
Notation Description Value Source
φd, φr electric engine efficiency
during discharge and recu-
peration
1.184692,
0.846055
Goeke and Schnei-
der (2015)
ϕd, ϕr coefficient to account for ex-
ternal factors and SOC for
discharge and recuperation
1.112434,
0.928465
Goeke and Schnei-
der (2015)
ICEVs
Notation Description Value Source
k engine friction factor 0.2 kJ / rev
/ l
Demir et al. (2011)
N ′ engine speed 33 rev/s Demir et al. (2011)
D engine displacement 1.6 liters Renault Danmark
(2018)
η′ efficiency parameter for
diesel engines
0.9 Demir et al. (2011)
ηtf drive train efficiency 0.4 Demir et al. (2011)
Table A.10: Parameters for PM in the energy consumption model
PM
Notation Description Value Source
cr coefficient of rolling fric-
tion
0.01 Demir et al. (2011)
α gradient of the road 0◦ Case study spe-
cific.
ρa density of air 1.2041
kg/m3
Demir et al. (2011)
Af frontal surface area of the
vehicle
4.06 m2 Ku¨hlwein (2016)
cd drag coefficient 0.34 Ku¨hlwein (2016)
mk(qj) total mass due to vehi-
cle in kg k with mass qj
reaching node j
- Case study spe-
cific.
g gravity acceleration 9.81 m/s2 Demir et al. (2011)
vk average speed of vehicle
k in m/s
12 m/s -
ak acceleration of vehicle k
in m/s2
0.01 m/s 2 Demir et al. (2011)
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Table A.11: Parameters for PT in the energy consumption model
PT
Notation Description Value Source
A, B, C constant coefficients from
ASHRAE Clear Day Solar
Flux Model
1.088, 0.205, 0.134 Ramsey and Kuehn
(2018)
θz zenith angle (the angle of so-
lar light with respect to the
vertical)
35o EUNADICS-AV (2018)
θi angle of incidence (with re-
spect to the normal to sur-
face i)
55o EUNADICS-AV (2018)
ρg reflectivity of ground 0.2 Fayazbakhsh and
Bahrami (2013)
Ai area of surface i Awindshield = 1 m2,
Awindow = 0.6 m2,
Arear = 0.8 m2,
Aroof = 1 m2,∑
iAi = 4 m
2
Fayazbakhsh and
Bahrami (2013)
τi emissivity of surface i 0.8 Fayazbakhsh and
Bahrami (2013)
Ui heat transfer coefficient of
air with respect to surface i
0.003 kW/m2·K Fayazbakhsh and
Bahrami (2013)
CP specific heat of air at con-
stant pressure
1.005 kJ/kg·K Fayazbakhsh and
Bahrami (2013)
ηH/C thermal efficiency of heaters
or coolers
2.5 for both Liu et al. (2018)
m˙ mass of air flow rate from
the heater/cooler
0.3185 kg/s Song et al. (2015)
HP human heat production rate 58.2 W/m2 Fayazbakhsh and
Bahrami (2013)
np number of passengers 1 -
ADu DuBois area (the surface area
of skin of an adult)
1.8 m2 Fayazbakhsh and
Bahrami (2013)
Td desired temperature 20◦C -
To outside temperature - See Section 5
Appendix A.1. Parameters for the recharging functions from Montoya et al. (2017)
30kWh Standard SOC in kWh =

0.1828t 0 ≤ t ≤ 139.5 min
0.08889t+ 13.1 139.5 ≤ 173.25 min
0.02778t+ 23.6875 173.25 ≤ t ≤ 227.25 min
30kWh Fast SOC in kWh =

0.83089t 0 ≤ t ≤ 30.69 min
0.40404t+ 13.1 30.69 ≤ 38.115 min
0.12626t+ 23.6875 38.115 ≤ t ≤ 49.995 min
32
Appendix B. Clarification for constraint (9)
In the model of Goeke and Schneider (2015), there are no constraints enforcing that ICEVs cannot travel
to or from recharging stations. In Figure B.15 two feasible solutions for an ICEV, k is shown. These two
examples show how omitting constraint (9) can lead to undesired solutions.
0 a
τak = 2
b
τbk = 0
c
τck = 2
d
τdk = 0
e
τek = 2
Recharging Node Customer Node
(a) Time can be reset to 0
0 a b c
def
g
Recharging Node Customer Node
(b) Flow constraints can be circumvented
Figure B.15: Examples of undesired solution, feasible in the model of Goeke and Schneider (2015)
Figure B.15a shows an example where the time variable can be reset to 0. Constraint (12) is not posted
for arcs leaving an recharging station, and therefore the only thing constraining the τ variable at the cus-
tomer nodes is the non-negativity constraint (22). This is obviously a problem as we are working with
time-windows. In Figure B.15a the route alternates between a recharging station and a customer node.
That is to satisfy the flow conservation constraint (8). The left hand side of (8) does not account for arcs
with an end node being a recharging station. Therefore, for all nodes in Equation (8) both summation of
the left hand side will be equal to 0.
Figure B.15b shows an example where the flow of an ICEV can consist of multiple weakly connected
components. Here one component is an actual route starting at the depot and visiting customers a, b, c, d,
and e before returning to the depot. Another component is the subgraph composed of the nodes f and g
in addition to the arc (f, g). As previously described, the flow conservation constraint (8) does not account
for the arc (f, g), as it originates at a recharging node. Furthermore, the flow conservation constraint is not
posted for recharging nodes, making the overall flow feasible for an ICEV.
To disallow these solutions we have included constraint (9) in the model.
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Appendix C. Instance generation for the Region H case
1. Number of customers: Based on the data from Region H, we created a truncated normal distribution
whose output is rounded to the closest integer. It has the following parameters:
• Mean = 107.8946,
• Standard deviation = 26.63986, and
• Truncation (lowest: 26.5, highest: 145.5).
2. Taxi cost: The average cost of taxi trips is estimated to be 30 USD since a taxi trip in Copenhagen
costs around 30 USD for 8km, which is twice the distance from Bispebjerg Hospital to Frederiksberg
Hospital, based on information from the DanTaxi website
(https://dantaxi4x48.dk/hvad-koster-en-taxa/).
3. Temperature: We calibrated four triangular distributions, one for each season, based on data in de-
grees Celsius from the Danish Meteorological Institute (dmi.dk). Each season has a 25% probability
of being selected.
Table C.12: Description of seasonal triangular distributions of temperature
Minimum Maximum Mean
Summer 13.4 26.9 19.5
Autumn 1.2 21.8 10.7
Winter -7.3 8.8 2.3
Spring -4 24.1 8.2
4. List of customers’ locations: Each clinic has a certain probability of being selected, which was cal-
culated from the historical data provided by Region H. Addresses of the clinics were provided by
Region H (also available publicly) and were geocoded using the tool provided at the website https:
//geocode.localfocus.nl/.
5. Customer time windows and service times: We obtained the time windows and service times (of 3
minutes per clinic) for various clinics based on data provided by Region H.
6. Demands: Based on an online survey conducted by us, we calculated the average number of vials
handled by a doctor depending on the day of the week and on whether it is summer (lower due
to vacation) or the rest of the year, so in total we calculated 10 averages (summer Monday, rest of
the year (ROTY) Monday, summer Tuesday, etc.). We rounded those averages to the closest integer
and multiplied them by the number of doctors in each clinic to obtain the demand per clinic. The
days of the week were selected with a 20% probability each while summer was selected with a 25%
probability.
7. Travel times: Free flow travel times between origin-destination pairs are obtained from OSRM Luxen
and Vetter (2011) and scaled up by zone-dependent congestion factors obtained from the Danish
National Transport Model Rich and Hansen (2016).
Appendix D. Instance generation for the MTH case
1. Number of customers: Based on data provided by MT Hjgaard, we created a truncated normal dis-
tribution whose output is rounded to the closest integer. It has the following parameters:
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Table C.13: Demand quantity per doctor per day by season (in number of vials)
Summer Monday Tuesday Wednesday Thursday Friday6 6 4 6 5
ROTY Monday Tuesday Wednesday Thursday Friday9 8 6 7 6
• Mean = 423.3636,
• Standard deviation = 34.2547, and
• Truncation (lowest: 348, highest: 476).
2. Taxi cost: The cost of a taxi in Greater Copenhagen for an average distance of 10 km is around 30
USD, according to Dantaxi (https://dantaxi4x48.dk/hvad-koster-en-taxa/).
3. Temperature: We calibrated four triangular distributions, one for each season, based on data in de-
grees Celsius from the Danish Meteorological Institute (dmi.dk). Each season has a 25% probability
of being selected.
Table D.14: Description of seasonal triangular distributions of temperature
Minimum Maximum Mean
Summer 13.4 26.9 19.5
Autumn 1.2 21.8 10.7
Winter -7.3 8.8 2.3
Spring -4 24.1 8.2
4. List of customers’ locations: Each customer has a certain probability of being selected, which was
calculated from the historical data provided by MT Hjgaard. Anonymous customer addresses were
provided by the company and were geocoded using the tool provided at the website https://
geocode.localfocus.nl/.
5. Service times and time windows: A normal probability distribution for the service time per customer
visit was calculated from data provided by MT Hjgaard. This distribution was applied to the afore-
mentioned list of customers, and therefore a static service time per customer was obtained. Time
windows were estimated in the following way:
• If the customer visit lasts less than 2 hours, it is assigned either to the morning (first 5 hours of
the shift, from 6 to 11 am) or the afternoon (last 5 hours of the shift, 6 am to 4 pm).
• If the customer visit lasts more than 2 hours, it can be performed anytime within the 10-hour
shift (6 am to 4 pm). Note that the shifts are 10 hours long because they include transportation
to and from home as well as breaks, which are modeled as customer visits.
6. Demands: Since the nature of this problem deals with the routing of technicians, we assume they
always carry the same equipment in their vehicles and therefore we consider the demand to be null
for all customer visits.
7. Compatibility matrix: We followed a nested approach for the computation of the compatibility ma-
trix. Following guidelines from Lindpro, we consider four driver types/technician skill sets and four
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Table D.15: Compatibility between technician skill sets (percentage over total number of drivers) and task types (percentage over total
number of tasks)
Level 1 (40%) Level 2 (30%) Level 3 (20%) Level 4 (10%)
Classified Technician (10%) X X
Technician (20%) X X
Electrician (30%) X
Handyman (40%) X
different task types depending of the level of the skills required. Technicians trained to a certain level
are compatible with tasks on their skill level and the immediately inferior one with the exception of
handymen, who have their own task category. Table D.15 illustrates our approach for the calculation
of the compatibility matrix with the different skill sets and task types in our model. Note that the
higher the task type number, the higher the level of skills required.
8. Driver home locations: Anonymous addresses corresponding to the driver’s home locations were
provided by MT Hjgaard and were geocoded using the tool provided at the website https://
geocode.localfocus.nl/.
9. EV eligibility: We consider a vehicle to be EV-eligible if the home location of its driver is less than 1 km
away from the nearest EV charging station. Both the networks of E.ON and Clever in the urban area
of Copenhagen are included in this consideration. This approach resulted in 44 EV-eligible vehicles.
10. Travel times: Free flow travel times between origin-destination pairs are obtained from OSRM Luxen
and Vetter (2011), which are then suitably scaled up by the corresponding zone-dependent congestion
factors obtained from the Danish National Transport Model Rich and Hansen (2016).
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