Abstract
Introduction
where c is the aerosol number concentration, D and D t are the Brownian and turbulent diffusivities of the aerosol, respectively, u is the velocity of the fluid phase, and v is the settling velocity of the particles, whose direction is parallel to that of the gravitational field. We employ the drift-flux model as presented by Chen et al. [9] , which uses the near-wall functions proposed by Lai and Nazaroff [8] with corrections by Parker et al. [45] . This approach includes the contribution of air movement, gravity and turbulence on the deposition flux. Since the walls are in thermal equilibrium with the air, we do not consider thermophoresis as a particle deposition mechanism, even if the drift-flux approach has been extended to include it by Zhao et al. [13] . We solve the customary fluid-phase linear momentum balance equation (ignoring the presence of the particles) to determine u. The estimation of D t is discussed in Section 4. We obtain the magnitude v of the particle settling velocity from the calculation of the Reynolds number Re and Archimedes number Ar we set the concentration gradient to zero (Neumann condition). At the walls of the domain, we provide the 123 boundary condition by specifying the total particle flux toward the wall, i.e., the deposition flux.
124
Very near the wall, a one-dimensional particle concentration gradient forms, creating a concentration 125 boundary layer. This gradient generates a diffusive particle flux that can be expressed with a Fick's law in 126 which the diffusion coefficient is given by the sum of the Brownian and turbulent diffusivities. The overall 127 deposition flux at the wall J is given by the sum of this diffusive flux and of the convective flux due to the 128 gravity-induced particle settling. Thus, we can write:
where ∂ n c is the partial derivative of the aerosol concentration in the direction normal to the wall and n is the 130 unit vector normal to the wall and pointing to the exterior of the domain; therefore v · n is the component of 131 the settling velocity normal to the wall. One of the strengths of the drift-flux approach is that any additional 132 velocities relevant to a particular system, such as electrical mobility drift velocity or thermophoretic velocity,
133
can be easily added to the convective terms of Equations 2.1 and 3.1.
134
We calculate the value of J with the expression derived by Lai and Nazaroff [8] :
where v d denotes the deposition velocity and where c p is the particle concentration in the first mesh point p In Equations 3.2 and 3.3, u is the friction velocity, defined as (τ w /ρ) 
where ν is the kinematic viscosity of the fluid. To determine the value of the wall shear stress, we used wall functions, adopting two approaches: the standard and the enhanced wall function treatments. The former is based on the log-law of the wall proposed by Launder and Spalding [48] , which holds in the inertial (or fully turbulent) sublayer of the turbulent boundary layer. This equation reads:
where κ is the von Karman constant (0.4187), B and C µ are empirical constants (B = 5.449, C µ = 0.09),
142
p is the first mesh point off the wall, u p is the mean fluid velocity at point p, k p is the turbulence kinetic 143 energy at point p and y p is the distance from point p to the wall. When the enhanced wall treatment is used 144 in Fluent, τ w is computed with an alternative expression; we do not report the expression here, referring to 145 the literature for brevity [49, 50] . 
On the outlet boundary condition

147
The need of a boundary condition at the outlet of the system poses a conceptual problem, because in most 148 practical applications the particle concentration or flux at the outlet are unknown. To inspect this issue, let 149 us consider the tunnel system and define the following dimensionless variables:
where x c is the characteristic length over which the dependent variables change significantly, taken as the 151 height of the tunnel, c c is the inlet particle concentration and u c is the mean bulk fluid velocity. The time 152 scale can be left undefined. Introducing these dimensionless variables in Equation 2.1 yields:
where, to simplify the notation, we have not used different symbols to denote the dimensionless variables.
154
Because t c appears in both bracketed terms, the relative importance of these is unaffected by the time scale 155 value and is given by the Péclet number:
Here to simplify the arguments reported below we have assumed that D + D t is constant (this assumption,
157
however, has not been used in the simulations). We know that the characteristic dimension of the tunnel is . Given these estimates, we can expect that Pé ∼ 10 3 .
160
Because the Péclet number is far larger than unity, and the partial derivatives of the scaled variables have 161 order unity, we conclude that in the bulk -where the scales employed are correct -diffusion is negligible.
162
Neglecting this term, however, reduces Equation 3.11 to a first-order differential equation.
163
This reasoning tells us that near some boundaries (those where we had to assign boundary conditions 164 and can no longer do so in the simplified problem) the simplified equation is incorrectly scaled. In these 165 regions, the length scale characterizing the gradients must be far shorter, so that diffusion is not negligible.
166
This also means that within these region concentration varies sharply, as it occurs in boundary layers. One When modeling fluid-particle flows with an Eulerian approach, the concept of particle eddy diffusivity arises 173 as a means to describe the particle motion due to the presence of turbulent eddies. An inertia-less particle 174 is transported by the fluid at all the scales of turbulent motion and consequently has a turbulent diffusivity
175
D t identical to the turbulent diffusivity of the fluid ν t . Generally speaking, the order of magnitude of D t 176 for atmospheric aerosols is considered to be equal to the turbulent diffusivity of the carrier fluid [53] , and it
177
has been suggested that this is a valid assumption for relaxation times under 0.1 seconds based on various
To determine if this assumption is reasonable in our particular case, and to ensure that the laboratory
180
and field experiments are comparable in this respect, we propose to use the inertial parameter proposed by Schnell et al. [54] , which describes the ability of a particle to respond to the fluid motion in an eddy. This sometimes considered to be similar to the hydraulic diameter [56] . accurately, we use the models of turbulence with both standard and enhanced wall functions. and outlet of the tunnel using two particle condensation counters (TSI P-Trak), which provided the number 228 concentration of all particles in the size range 0.02 -1 µm.
229
The reported experiments took place indoors, in the Heritage Science Laboratory at UCL, London. inside the tunnel at the locations specified in Figure 2 .
248
Our measurements of deposited PM were size-resolved, while the measurements of concentration focused 249 on a single size fraction, particle diameter in the range between 0.02 -1 µm. As demonstrated by Zai et al.
250
[58] and Li and Hopke [59] , candle smoke has a typical particle size distribution with most particles being 251 between 0.01 and 0.1 µm, which falls within the measured size range.
252
All the experiments were transient, i.e., the inlet concentration varied over the course of the experiment.
253
However, as we shall see, some of these experiments can be modeled via steady-state simulations. In the 2 s (so that the peak can be idealized mathematically as a 1 s step), and they should not be higher than 10 6 260 1/cm 3 (as a precaution to avoid coagulation).
261
In the second set of experiments we installed glass slides in four locations on the right (R 1−4 ) and left location, we introduced three slides in order to obtain repeated measurements (the locations can be seen in 266 Figure 2 ). We used a digital optical microscope to count the number of deposited particles on each slide, 267 from which we obtained the deposition flux. This procedure is described in Annex 1. Naturally, the small influence of the particle diameter is a property of the system, as often deposition However, as shown in Figure 5 , which reports the simulation results, the presence of the barriers causes a the experiments highly repeatable and enables the combined assessment of two key aspects of the model:
305 its accuracy in predicting particle deposition fluxes and its ability to reflect the diffusive dispersion of the 306 particles through the tunnel.
307
The temporal variation of the concentration at the outlet of the tunnel, shown in Figure 6 , was reproduced 308 using a dynamic simulation. In this simulation the inlet velocity is 0.25 m/s, the particle diameter is assumed 309 to be the mean diameter in the measured size range (0.5 µm), and the density is assumed to be 1500 kg/m 3 .
310
A peak of particles is created by setting a dimensionless particle concentration of one at the inlet during the 311 first second of the simulation. quite clearly. The differences between candle smoke and resuspended dust are not statistically significant.
320
The particles present in the tunnel before a time of about three seconds might correspond to pre-existing 321 particles in the tunnel. 
Deposited coarse PM
323
We also simulated the deposition of particles belonging to the background concentration adopting a single 324 particle size (2.5 µm). In the contours of the simulated deposition velocity v d (Figure 7a ) we may observe 325 that the deposition is always higher just before a barrier, as shown in location (1) of Figure 7a . This contrasts with the deposition in straight tunnels, in which the flux toward all vertical walls is identical [14] . On the 327 contrary, our tunnel displays marked differences between walls that are more or less exposed to the air flow.
328
This difference is a consequence of important features of the flow. We have observed that air in contact 329 with the R 1−4 samples displays a high velocity tangential to the wall that leads to increased wall shear stress,
330
while D t has a similar value near both sampling points (as seen in the diffusion contours of Figure 7e ). τ w 331 is related to the deposition velocity through Equation 3.2. Therefore, it is natural to expect that deposition 332 will be higher in the regions where higher values of τ w are present.
333
We expressed the difference in deposition between left and right walls as the ratio of deposition fluxes, 
348
We have determined in previous research that a large fraction of fine outdoor particles penetrate into the 349 building, mainly through the leaks in the windows of the south and west façades [61] .
350
We monitored PM deposition in the room between January and June 2013. We counted the deposited 
353
For this analysis we used particle counts in the size range 0.5 -2.5 µm. We measured the concentration deposition is caused by a boundary layer turbulent flow. The air velocity is of the same order of magnitude.
361
The main difference between the two systems is that in the wall bounded flow the near-wall layers have a 362 constant thickness, while they grow constantly in the unbounded flow. Nevertheless, deposition is caused 363 by the near-wall turbulence, which exists in both cases, since near-wall turbulence arises as long as the flow 364 is turbulent and parallel to a wall.
365
Most importantly, the dimensionless numbers characterizing the systems (summarized in cases, D/D t Î 1, which suggests that particle transport is dominated by the turbulent diffusivity. 2. South-West wind, leakage, the ventilation system is on and the door is an outlet. It is the second most 378 likely scenario. 3. North-East wind, no leakage, the ventilation system is on and the door is an inlet. Albeit uncommon,
380
we add this scenario for comparison.
381
The primary concern of the house managers is first to know which of these scenarios results into increased 382 particle deposition and second to determine which areas of the room should be avoided for the display of Table 2 : Simulation setup and boundary conditions. u is in m/s. W is a wall, O is an outlet and I is an inlet.
To simulate these three scenarios, we translated them into a set of boundary conditions. We determined 385 the concentration and velocity in the leaks in Grau-Bove et al. [61] . The boundary conditions for each 386 scenario are summarized in Table 2 . 
Results and discussion
388
For this simulation we used two types of particles, coarse (d s = 10 µm) and fine (d s = 0.5 µm), with a 389 density of 1500 kg/m 3 . Contrary to the tunnel experiment, deposition in some scenarios is dependent on 390 particle properties, and therefore cannot be simulated with a single size mode. As we shall see, this is due 391 to lower turbulent intensities in absence of forced ventilation. For this reason, we choose the particle sizes
392
for which concentration and deposition data were available.
393
The simulations reveal marked differences between the cases with and without ventilation. Figure 10 394 displays the contours of air velocity and deposition velocity for the coarse and fine particles. Notice that,
395
when the ventilation system is off (Case A), the deposition velocity v d is different for the two particle sizes.
396
Coarse particles tend to deposit in upward-facing surfaces, while fine particles deposit more homogeneously.
397
As shown in Table 1 is controlled by gravitational settling, it is similar on all the upward-facing horizontal surfaces.
401
The situation changes significantly when the ventilation system operates (cases B and C). which implies that due to the turbulence generated by the ventilation system all particles behave similarly. and right walls of the system. These hotspots of deposition are easily seen in Figures 10e, 10h , 10f and 10g.
409
In some instances, this effect is slightly more marked for the fine particles.
410
While the contours of deposition of the different scenarios are remarkably diverse, the room is well- About the value of K pt , the maximum value in all cases is vanishingly small. In all the cases studied we 415 consider the assumption of D t = ν t to be applicable. Under the current air flow conditions, this assumption 416 would only become unreasonable (i.e., K pt would become much larger than unity) for values of the particle 417 diameter of about 250 µm or larger.
418
We compared the simulated deposition velocities of the 0.5 µm particles with the deposition velocities 419 calculated from our measurements (which we obtained employing the particle counts as well as the values 
425
The simulations of scenarios B and C reflect quite well the differences of deposition velocity observed Finally, this case illustrates that deposition fluxes and particle concentration are often independent of 439 one another in indoor environments. In other words, the observed variations in the deposition velocity are of 440 many orders of magnitude in a space which has an otherwise homogeneous concentration of airborne PM.
441
It is clear that, from the perspective of deposition rates, the room is anything but well-mixed. may not always be possible.
456
The two simulated systems can be regarded as very dilute multiphase systems (i.e., systems with low 457 aerosol volume fraction and low phase-mass ratio) of inertia-less particles (that is, St Î 1). These systems
458
were successfully modeled with the one-way coupling modeling approach in an Eulerian framework. Both 459 systems presented very low values of K pt , the parameter that describes the ability of the particles to follow 460 the fluid phase in turbulent eddies. In both systems, we assumed that D t = ν t . However, further research is needed to establish whether K pt can be used as the sole indicator of the applicability of this assumption in 462 indoor aerosol deposition studies.
463
The experiments and simulations show the importance of local air flow patterns in the deposition flux.
464
We have seen that deposition is increased in areas that experience high shear stress, both in the tunnel and in 465 the real room. These observations suggest that, in heritage settings, the display of objects on surfaces close
466
to air inlets and outlets should be avoided. The results also highlight that when turbulence is high (i.e., when 467 D/D t Î 1 and convection is less important than diffusion), the differences between particles become less 468 significant, and therefore many situations can be implemented with a single particle size. This suggests a this is a convenient simplification, its applicability must be assessed on a case-by-case basis, as a strong 472 dependence of deposition rates on particle size has been repeatedly observed in many different situations.
473
As we have seen in the room simulations, this ceases to be true when air is steady, which is common in 474 indoor environments. of every sample were taken. We used a magnification that provided a pixel size of 0.13 µm. However, we 615 did not count particles smaller than four pixels, to avoid an overestimation of the amount of fine particles.
616
With this setup, the smallest particles that could be measured had a diameter of about 0.3 µm, which is close 617 to the theoretical minimum detectable by the naked eye, which is given by the wavelength of the visible 618 light (390 nm).
619
The particles were counted with a combination of open source software, using ImageJ for image post-620 processing and particle counting, and the statistical software R for data analysis. This process was automated 621 with macros. Particle deposition fluxes were calculated for every particle size as:
where N i is the total number of particles of size i counted on the sampled surface, t is the exposure time
623
(the duration of the experiment) and A is the area of the sampled surface.
624
The open source application imagemagick was used to prepare the images for post-processing, firstly analyzed, leaving out any particle smaller than two pixels and accepting particles of any circularity. A list 635 of particle sizes (measured in areas) was saved in text files that were later read and processed with R. The raw data obtained with this procedure are in particle counts per 30 days. To enable a comparison with 656 the simulated results (which are displayed in terms of deposition velocity), we converted particle counts into deposition velocities, v d,exp , using the following relation:
where N is the total particle number, A is the area of the surface on which the particles were counted, t is the 659 elapsed time (a month in seconds) and c is the number concentration of particles surrounding the deposition 660 sampler.
661
Annex 2
662
The attached file data.xlsx contains the concentration curves used to produce Figure 6 .
663
Annex 3
664 Figure 13 shows the distribution of particulate matter on measured on the glass slides location on the left and 665 the right walls of the experimental tunnel. It demonstrates that most of the particles are smaller than 5 µm.
666
It also shows clearly that the amount of measured particles is higher in the right walls of each compartment,
667
as expressed quantitatively in Figure 8 . Figure 13: Size-resolved particle counts on the left and right walls of the tunnel. The data displayed in this figure was used to calculate the left-to-right ratio ξ displayed in Figure 8 .
