Natural language processing (NLP), is the process of extracting meaningful information from natural language. Part of speech (POS) tagging is considered as one of the important tools, for Natural language processing.
INTRODUCTION
Natural language processing is a broad area of computer science and artificial intelligence. Part of speech is a very important application for NLP. A sentence is made of words, which play their different part in the framework of the sentence. Words can broadly be classified, on the basis of the part they play, or work they do in a sentence.
These are called the Parts of Speech (POS) which are noun, conjunction, adjective, adverb, preposition, pronoun, verb, etc. Ambiguity across POS categories is the biggest challenge in Part of Speech, where a word has got multiple tags in the post categories. For example "सोने "" can be treated as a noun or verb. Hindi POST is the process of identifying the lexical category of the Hindi word, existing in a sentence. [3] Part of Speech tagging can be done, using many techniques, i.e. Rule based, stochastic (or Statistical) and Hybrid.
Natural Languages are ambiguous in nature. At different levels of Natural language processing (NLP), task ambiguity appears. Multiple part of speech tags are taken by many words. The correct Tag depends on the context. [4] For Example
Figure 1: POS Ambiguity of a Hindi Sentence with Seven Basic Tags
In figure 1 the word "सोने " can be a verb or can be a Noun. [4] Original Article Dilmi Gunasekara1, et-al, 2016, developed a POS tagger, using hybrid approach for Sinhala Language. Firstly, they used the HMM approach as a statistical approach. Author used stemmer to increase the accuracy. Then, author used rule based approach to assign relevant tag to the word. The achieved accuracy of the system is 72%. Pravesh Kumar Dwivedi, et-al, 2015, developed a Hindi POS tagger, using Hybrid approach. The system is evaluated using a corpus of 500 sentences. [7] Abhijit Paul, et-al, 2015, proposed POS tagging for Nepali language, using HMM approach as a statistical approach. In this author used Nepali corpus, which contains 1, 50,839 words. The achieved accuracy was 96% of known words, but achieved less accuracy for unknown words. [6] Antony P J, et-al, 2011, discussed various POS tagging Approaches, to assign tags for Indian Language. This paper presented a review of the various developments of POS tagger. [ 
POS TAGGING TECHNIQUES
POS tagging techniques can be categorized into two approaches:
• Supervised.
• Unsupervised 
Supervised
Supervised POS tagger uses pre tagged corpora. It is used to develop any tool, which will be used for tagging process. For ex: The tagger dictionary, a set of rules etc.
Unsupervised
Unsupervised POS tagger does not use pre tagged corpora, while they use advanced computational techniques to automatically make tag sets. For ex:
Baum-Welch algorithm is used to make tag sets. Again supervised and unsupervised techniques are fallen into three subcategories.
• Rule based
• Stochastic or Statistical based POS tagger
• Hybrid
Rule Based POS Tagger
Rule based POs tagger apply a set of Hand written rules, to resolve the tag Ambiguity. Rules are written on the basis of next and previous tags. It also uses contextual information, to assign tags to words in rule based tagging. It needs expressive rules and requires good knowledge of grammar related rules. [3] For example
Rule 1
If a present word is Postposition (PSP), then there will be a high probability that the next word is a noun (NN).
For ex: राम ने खाना खाया |
Rule 2
If a present word is an adjective (Adj)
Then, there will be a high probability that the next word is a noun (NN).
For ex: सीता को क चा आम पस द ह |
Stochastic or Statistical Based POs Tagger
The stochastic POS tagger is based on the probabilities of occurrences of words for a particular tag.
Stochastic base POS tagger can be implemented using four Models:
• Conditional Random Fields
• Maximum entropy Model problem is the disadvantage of this approach. [3] .
Hidden Markov Model
HMM is a stochastic (statistical) approach. It is a probabilistic model. HMM based POS tagger, calculates the forward and backward probability of tags, along with the input sequence, and assigns the best tag to a word. [4] The following equation is used to assign best tag:
P(ti/wi)=P(ti/ti-1).P (ti+1/ti).P(wi/ti)
P (ti/ti-1) is the probability of present tag given previous tag.
P (ti+1/ti) is the probability of future tag given present tag.
P (wi/ti) is the Probability of word given present tag.
To compute these probabilities the following equation is used:
P (ti/ti-1) =
To calculate Each tag transition probability count, the occurrences of two tags which are seen together in the corpus and divide it by the no. of occurrences of the previous tag, which are seen independently in the corpus. [4] 
Hybrid POS Tagger
It is a combination of Rule based and stochastic based POS tagger. In this, the most probable tag is assigned to the word, using the stochastic based POS tagger. If a tag is wrong, then ruled based POS tagger is applied. [3] 
CONCLUSIONS
The Hindi Word Net is a rich resource, it is being used by many Hindi Natural language processing (NLP)
applications. Hindi WordNet consists of around 1 lakh unique class category of words like Noun, verb, adjective, and adverb. But still, many words are not tagged, so we use Rule based approach to assign tags to all words, and use context rules to disambiguate stochastic based approach, assigns the most likely tag to a word, based on the on-set values frequency in a corpus. Hybrid based tagging, is a combination of the two approaches. We concluded that, Hybrid Approach provides higher accuracy, as compared to an individual rule based POS tagger and stochastic POS tagger.
