Abstract. We study new weighted estimates for the 2-fold product of Hardy-Littlewood maximal operators defined by M ⊗ (f, g) := M f M g. This operator appears very naturally in the theory of bilinear operators such as the bilinear Calderón-Zygmund operators, the bilinear Hardy-Littlewood maximal operator introduced by Calderón or in the study of pseudodifferential operators. To this end, we need to study Hölder's inequality for Lorentz spaces with change of measures
Introduction and motivation
Let us consider the Hardy-Littlewood maximal operator M , defined for locally integrable functions on R n by M f (x) := sup
where the supremum is taken over all cubes Q ⊆ R n containing x. The boundedness of M in weighted Lebesgue spaces L p (w) is well understood since 1972 when Muckenhoupt [17] proved that, for every 1 < p < ∞,
where w ∈ A p if w is a positive and locally integrable function (called weight) such that
[w] Ap := sup
Moreover, in the context of weak type inequalities, if 1 ≤ p < ∞,
where w ∈ A 1 if M w(x) ≤ Cw(x), a.e. x, and the infimum of all such constants C in the above inequality is denoted by [w] A 1 . Also, in the context of restricted weak type inequalities the following result was proved in [7, 13] :
, where a weight w ∈ A R p if
[w] A R p := sup
For any measurable set F , we write w(F ) = F w(x)dx; if w = 1, we simply write |F |. Moreover,
Our main goal in this paper is to study weighted estimates for the 2-fold product of HardyLittlewood maximal operators, defined for locally integrable functions f and g in the most simple way:
Most of the results in this paper can be extended to the k-fold product of Hardy-Littlewood maximal operators
but, for simplicity, we shall only present the case k = 2. This operator has been very useful to obtain weighted estimates for several types of multilinear operators, such as the following ones: 1) The bilinear Hardy-Littlewood maximal operator: it was introduced by A. Calderón in 1964 and it is defined by
|f (x − y)||g(x + y)|dy.
Using Hölder's inequality, we have that
for every 0 < θ < 1 and hence,
for every
and p > 1, and he conjectured that
This conjecture was shown to be true by Lacey in 2000 (see [14] ), proving the unexpected fact that (1.1) holds for p 1 > 1, p 2 > 1 and p > 2/3. In the same way, weighted estimates for the easier operator M ⊗ will imply weighted estimates for M. In particular, using Hölder's inequality, one can immediately obtain that
for every p 1 , p 2 > 1,
It is worth mentioning that much more delicate weighted estimates for the bilinear Hilbert transform have been recently obtained in [8] .
2) Let now T be a bilinear Calderón-Zygmund operator; that is, for every f, g ∈ C ∞ c ,
where K is defined away from the diagonal x = y 1 = y 2 , satisfies the size estimate
and for some ε > 0 it satisfies the regularity condition
and similarly for |K(y 0 , y 1 , y 2 ) − K(y 0 , y 1 , y ′ 2 )|. Let T * be its maximal truncated operator, defined by
Then, L. Grafakos and R. H. Torres proved in [12] the following bilinear Cotlar's inequality: for every η > 0, there exists a finite constant C η such that for every (f, g) ∈ L p 1 × L p 2 , with 1 ≤ p 1 , p 2 < ∞, the following holds for all x ∈ R n :
As a consequence, one can deduce that
with w 1 ∈ A p 1 and w 2 ∈ A p 2 by proving this estimate for the easier operators T and M ⊗ . In this setting of bilinear Carderón-Zygmund integral operators, many other results have been proved where the role of the operator M ⊗ is fundamental (see, for example, paper [16] where a good-lambda estimate for a maximal CZ operator with kernel satisfying a Dini condition is proved). Concerning weighted bounds for M ⊗ , the above easy exercise (1.2) becomes an open question when we want to characterize the weights for which
and this is the question we want to address in this paper. In fact, the motivation comes from the recent restricted weak type Rubio de Francia extrapolation theory (see [2] , [3] ) where it has been proved that if an operator
for every w ∈ A R p , then endpoint (1, 1) estimates hold for characteristic functions; that is
contrary to what happens with the classical Rubio de Francia theory. In this context, it has been proved in [4] that the operator M ⊗ plays in the multilinear extrapolation theory of Rubio de Francia (see [11] ) the same role that the classical Hardy-Littlewood maximal operator plays in the linear case of this theory. Therefore, the complete characterization of the weights w 1 and w 2 satisfying (1.3) becomes a fundamental and interesting question. Obviously, if Hölder's inequality for Lorentz spaces with change of measures holds, as it happens with the L p spaces,
and then, for every w j ∈ A R p j ,
as we expect. This is what happens in the particular case when all the weights are equal,
, since
As a consequence:
However, we shall prove in Section 2 that (1.4) does not hold for general weights, and hence the complete solution to (1.3) remains open.
On the other hand, despite of the fact that (1.4) is not true, the following more intriguing and difficult result was proved in [15] : for every w 1 , w 2 ∈ A 1 ,
Let us just mention here that this is the endpoint of the general case (1.3), which is surprising because usually endpoint estimates are harder to prove than estimates where, for example, all the spaces involved are Banach spaces.
The paper is organized as follows: we shall devote Section 2 to give a counterexample of (1.3) and prove a weaker version of Hölder's inequality for Lorentz spaces with change of measures which shall be fundamental for our main results in Section 3 concerning weighted boundedness of M ⊗ .
Before going on, let us recall the definition of the spaces which are going to be important for us (see [1] ). Given p > 0 and an arbitrary measure ν, L p,1 (ν) is the Lorentz space of measurable functions such that
and L p,∞ (ν) is the Lorentz space of measurable functions such that Finally, unless indicated explicitly, we shall always assume that 1 ≤ p 1 , p 2 < ∞, although one can take 0 < p i < ∞ whenever no conflict arises with the definition of the objects involved. Also, w 1 , w 2 will denote weights on R n and, by definition,
Hölder's inequality for Lorentz spaces
Let us start giving a counterexample that shows that (1.4) does not hold for general weights. Let us consider n ≥ 1, 0 < p 1 , p 2 < ∞ and
Then f g = χ {|x|≥1} and w(x) = w 2 (x) p/p 2 = 1 |x| n χ {|x|≥1} + χ {|x|<1} , and hence,
and the result follows.
Due to this fact and in order to prove our main estimate for the operator M ⊗ , we need the following weaker versions of Hölder's inequality.
Lemma 2.1. Given a measurable set E and a measurable function
Proof. If the right-hand side is infinite, then there is nothing to prove, so we may assume that w 1 (E) < ∞ and g L p 2 ,∞ (w 2 ) < ∞. Now, for every t > 0, we have that {χ E |g| > t} = E ∩ {|g| > t} and hence, by Hölder's inequality,
from which the result follows taking the supremum in t > 0.
Lemma 2.2. Given measurable functions f and g, with f ∞ ≤ 1, and 0 < δ < 1, we have that
Proof. Let F be a measurable function with F ∞ ≤ 1. Then, by Lemma 2.1, we have that
Let 0 < δ < 1, set F = f δ and fix 0 < q < p. By Kolmogorov's inequality (see [9] or [10,
where the supremum is taken over all measurable sets A with 0 < w(A) < ∞. For one of such sets A, we have that
and hence, applying Kolmogorov's inequality again,
Hence, the theorem follows taking
Main results
For our first lemma, recall that the class A ∞ is simply defined by A ∞ := p≥1 A p . See also the recent paper [5] for related results.
Lemma 3.1. If w 1 , w 2 ∈ A ∞ , then for every cube Q,
Proof. 
(3) For every cube Q and every measurable function g,
Proof. 2) follows from 1) applying Lemma 2.1, and it is clear that 3) follows from 2). Let us show that 3) implies 1). Fix a cube Q and, using duality, choose a non-negative g such that g L p 2 ,1 (w 2 ) ≤ 1 and
Applying Lemma 3.1, we get that
and taking the supremum over all cubes Q, we get that w 2 ∈ A R p 2 . As a consequence we obtain our first main result. 
and similarly,
The desired result follows from Proposition 3.2.
Observe that, in fact, the hypotheses that w 1 , w 2 ∈ A ∞ can be replaced by (3.1). We believe that the converse of the previous result holds. However, up to now, we need to assume some stronger condition in one of the weights; namely, either w 1 ∈ A p 1 or w 2 ∈ A p 2 .
Theorem 3.4. Let p 1 > 1 and let w 1 ∈ A p 1 and w 2 ∈ A R p 2 . Then, for every measurable set E and every measurable function g,
Proof. Since w 1 ∈ A p 1 and p 1 > 1, there exists 0 < δ < 1 such that w 1 ∈ A p 1 δ . Applying Lemma 2.2, we obtain that
Observe that if p > 1, this result can be extended to arbitrary measurable functions f and g by using that L p,∞ (w) is a Banach space. 
