When many variables are coupled to each other, a single case study could not give us thorough and precise information. When these time series are stationary, different methods of random matrix analysis and complex networks can be used. But, in nonstationary cases, the multifractal-detrended-cross-correlation-analysis (MF-DXA) method was introduced for just two coupled time series. In this article, we have extended the MF-DXA to the method of coupling detrended fluctuation analysis (CDFA) for the case when more than two series are correlated to each other. Here, we have calculated the multifractal properties of the coupled time series, and by comparing CDFA results of the original series with those of the shuffled and surrogate series, we can estimate the source of multifractality and the extent to which our series are coupled to each other. We illustrate the method by selected examples from air pollution and foreign exchange rates.
I. INTRODUCTION
We are living in a world in which stochastic-type processes are ubiquitous. To just name a few of these processes, we can mention heartbeat dynamics, DNA sequences, earthquake sequences, and financial time series [1] [2] [3] [4] [5] [6] . Although the random values of a stochastic process at different times may be independent random variables, in most commonly considered situations, they exhibit complicated statistical correlations and fractal or multifractal features.
Time series in the real world are often nonstationary due to the trends that exist in the systems. In most of the cases, the sources of these trends are unknown. Hence, in order to find the correct scaling behavior of intrinsic fluctuations in these systems, one must separate trends from them; if this is not done, trends can lead to a false detection of long-range correlations and scaling exponents [7] [8] [9] [10] . Trends in the system can be found by a fundamental analysis of the system, and it is somehow a kind of information which everybody can find. As the information that everyone has is not important, over the past decades several different methods have been introduced to remove them and investigate the properties of these processes [11] [12] [13] [14] . In 1994, Peng et al. [15] , introduced detrended fluctuation analysis (DFA) that calculates the variance of data in different scales and also scaling exponents. Afterwards, in 2002, Kantelhardt et al. [16] introduced multifractal detrended fluctuation analysis (MF-DFA), an extended version of DFA, to analyze the qth order variance of time series. Making use of this method, by calculating generalized scaling exponents, one can detect the multifractal behavior of the recorded data, and by studying their shuffled and surrogate time series and comparing them with the results of the original series, one can investigate sources of multifractality [17] [18] [19] [20] [21] [22] . These methods have been applied to a single nonstationary time series to study their statistical properties. However, in many situations, correlation has been found among different data, such as time series in turbulent flows [23] [24] [25] , agronomy [26, 27] , financial markets [28, 29] , and earthquake signals [6, 30] . In 2008, Podobnik et al. [31] introduced a new method for analyzing * Corresponding author: g jafari@sbu.ac.ir; gjafari@gmail.com two nonstationary time series which is known as detrended cross-correlation analysis (DXA). It is used for investigating the power law cross correlations between different recorded time series in the presence of nonstationarity and is based on detrended covariance. Later on, Zhou, in 2008 [32] , extended the DXA method to multifractal-detrended-crosscorrelation-analysis (MF-DXA), an advanced version of the DXA method to investigate multifractal behavior between two time series in one or higher dimensions, that are recorded simultaneously. The MF-DXA method is a combination of multifractal analysis and detrended cross-correlation analysis and is based on the qth order detrended covariance [6, [33] [34] [35] [36] .
However, there are many cases in the real world in which more than two time series are correlated to each other. Thus, the methods used for analyzing only two of them could not give us complete information about them and models with the capability of considering more parameters simultaneously are needed. In this paper, we have extended the method of multifractal-detrended-cross-correlation-analysis for the case when more than two parameters are coupled to each other. There are other methods, such as random matrix theory [37] [38] [39] [40] [41] [42] [43] and complex networks [44] [45] [46] [47] , which consider the coupling between parameters. But they should be applied on stationary time series. Our method could be of importance because of its ability to investigate the properties of nonstationary time series. The validity and potential utility of our proposed analysis is illustrated using selected air pollution indices and foreign exchange rates time series.
For our first example, we have benefited from the air pollution time series of Tehran, the capital city of Iran. 
, where x j is the mean value of j th time series. Now, divide each profile into N s nonoverlapping integer segments with length s, N s ≡ int(N/s). Since the length of a series is not often a multiple of the considered time scale s, in order not to disregard even a short part of the profile at the end of it, repeat this procedure but this time, start from the end. Thereby, 2N s segments are obtained altogether. Calculate the detrended multicovariance as
and
Here, x 
and for q = 0,
If time series
n k are long-range power law correlated, F x 1 ,...,x n (q,s) will increase as a power law of s.
For large values of s,
If h x 1 ,...,x n (q) is independent of q, coupled correlation will be monofractal, while its dependence on q indicates the presence of multifractality.
Also, Eq. (3) for n = 1 (one series) and q = 2 gives the standard deviation. As defined in the DXA method [31] , the variance of two series is σ = √ σ 1 σ 2 which is obtained from Eq. (3) by replacing q = 2 and n = 2. Thus, we can extend this definition for more than two series as
which is called the generalized standard deviation of the CDFA.
Another way to characterize a multifractal series is the singularity spectrum f (α). Here, α is the singularity strength or Hölder exponent and f (α) denotes the dimension of the series's subset that is characterized by α. Thus, one can directly write α = h(q) + qh (q) and f (α) = q[α − h(q)] + 1. In the multifractal case, the singularity spectrum is characterized by variant values of α, leading to the existence of the spectrum f (α). So, the width of the singularity spectrum, i.e., (α) = α(q max ) − α(q min ), shows the multifractality power of the time series [20, 50, 51] . Now, some questions could arise: Are all of these series coupled to each other or are only some of them coupled? What is the source for this coupling? What is the strength of this coupling? To answer these questions, we get help from shuffling and phase randomization procedures. By using shuffled and surrogate time series, one can find sources of multifractality that are in two different types: (i) multifractality due to different correlations in small and large scale fluctuations and (ii) multifractality due to a fatness of the probability density function (PDF) of the time series. Shuffling of the time series destroys any existing correlation. Phase randomizing of the time series may change the probability distribution function of that to a Gaussian one. In order to do so, the phase of discrete fourier transform (DFT) coefficients of the frequency time series are replaced with a set of pseudoindependent distributed uniform (−π,π) quantities [52, 53] . When we use a shuffling procedure, PDF effects are kept unchanged while using a phase randomization procedure, keeping the correlation among the data could be unchanged either (for details see Appendix A). Here, we choose only one of the time series, and use the shuffling or phase randomization procedure and keep the other time series unchanged. If the result of the CDFA changes when using the new shuffled or surrogate time series, it shows that the selected time series is coupled to the others due to its correlation or PDF, respectively. We can quantify the deviation of the CDFA from the case when one of the series is shuffled or phase randomized by using the chi squares (χ 2 ) test as follows (for details see Appendix B):
The
represents the reduced chi squares for which N is the number of degrees of freedom. The " " symbol can be replaced by the words "surrogate" or "shuffled," and Y specifies the series which has been phase randomized or shuffled. In general, coupling exists in different moments q. Here, h(q) denotes the generalized scaling exponents of CDFA for all the original time series, and h Y (q) represents the generalized scaling exponents of CDFA when only one of the considered series Y is shuffled or phase randomized. Also, σ (q) is defined as
which is the extension of the generalized standard deviation for q moments, and σ Y (q) is σ (q) for the CDFA when one series Y is surrogated or shuffled. Here, by using this test, we want to check the effect of one series on others. The larger the 021138-3 value of χ 2 (Y ), the more coupled is the considered series Y to others due to its PDF or correlation depending on . This formula could characterize the coupling by considering various moments. When higher moments show larger deviations, coupling is due to rare events (tails of the PDF), and for small moments, the coupling is due to the high frequency events or small fluctuations.
III. APPLICATION OF CDFA TO TWO SETS OF SERIES
The method of CDFA lets us investigate the properties of different nonstationary time series (more than two) which affect each other. To illustrate our method, we have used two examples; one from air pollution indices and the other from forex rates indices. We show how these time series are coupled to each other. Also, by using shuffling and surrogate procedure we could quantify the extend and kind of their coupling.
Our first example consists of four air pollutants, NO 2 , NO x , THC, and O 3 . Here, we have chosen Tehran to study the hourly pollution data in the period from 2 February 2006 to 31 July 2007. These time series have multifractal behavior and some researchers have studied them by different techniques [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] . Due to the effect of NO 2 , NO x , and THC in producing O 3 , we have studied the multicovariance behavior among them. The scaling exponent h(q = 2) for each of the time series and also their CDFA in Eq. (5) can be found by analyzing the loglog plot of F (s) versus s. According to the results, h(q = 2) for NO 2 , NO x , THC, and O 3 are 0.92 ± 0.01, 0.74 ± 0.01, 0.73 ± 0.01, and 0.57 ± 0.01, respectively. Here, h(q = 2) of the CDFA for these four time series is 0.77 ± 0.01. So, each of these four time series of air pollution are autocorrelated (H > 0.5), and they also have a coupling correlation.
To study the multifractality of these time series and their coupling correlation, we calculate the qth variance and multicovariance of them. The q dependences of h(q) for NO 2 , NO x , THC, and O 3 are shown in Fig. 1(a) . Behavior of h(q) indicates that they are multifractal processes because Our second example consists of three forex rates, the EUR-USD, the GBP-USD, and the JPY-USD. We have used the weekly average forex data from 14 December 1998 to 31 January 2011. Here, h(q = 2) for these time series and their coupling correlation are 0.56 ± 0.01, 0.64 ± 0.01, 0.53 ± 0.02, and 0.61 ± 0.01, respectively. The value of (α) is 0.11 ± 0.01 for the ERU-USD, 0.18 ± 0.01 for the GBP-USD, 0.05 ± 0.01 for the JPY-USD, and 0.03 ± 0.01 for the coupling correlation of them. Dependences of h(q) to q for these time series are shown in Fig. 2(a) .
As seen in Figs. 1(a) and 2(a), h(q) of the MF-DFA and CDFA methods are different. This means that the considered time series are coupled to each other. Now, in order to find out if all of the selected time series are coupled or only some of them are coupled to each other, and what is the source and strength of this coupling, we have used shuffling and phase randomization procedures. Figures 1(b) and 2(b) show the behavior of h(q) when in applying the CDFA, only the mentioned time series is shuffled and the other time series are kept unchanged. When the series is shuffled, its correlation impact is removed. By the shuffling procedure, only the correlation effects are washed out and the PDF effects exist yet. For a better comparison of the results, we have plotted h(q) for the case when all the indices are the original ones. As seen in Fig. 1(b) , the NO 2 time series shows the largest deviation (χ 2 = 0.95) from the original CDFA. This means that this index is more correlated to the other indices. Figure 2(b) illustrates that the GBP-USD exchange rate gives the largest deviation (χ 2 = 1.45) from the original CDFA. Figures 1(c) and 2(c) show the behavior of h(q) when in applying the CDFA, only the mentioned time series is phase randomized, and the other time series are kept unchanged. When the series is phase randomized, TABLE II. Values of h(q = 2) and singularity spectrum (α) when the mentioned forex rate in the table is shuffled or phase randomized and then CDFA is used. Any changes in the result represents the impact of the mentioned index. The values of h(q = 2) and (α) in original time series in the CDFA method are 0.61 ± 0.01 and 0.03 ± 0.01, respectively. the effect due to the PDF of this series is washed out. For a better comparison, we have depicted h(q) for the case when all of the indices are kept unchanged. As seen in Fig. 1(c) , the NO x time series shows the largest deviation (χ 2 = 0.16) from the original CDFA. This means that the index with the most coupling to the other ones due to its PDF is the THC. As seen in Fig. 2(c) , the JPY-USD exchange rate shows the largest deviation (χ 2 = 6.27) from the original CDFA. The mentioned results are listed in Tables I and II . χ 2 and (α) values are also given in the tables. Here, (α) shows the strength of the multifractality of the coupling.
IV. CONCLUSION
We have introduced the method of CDFA for the coupled nonstationary time series. Previous methods considered either the coupled stationary time series or two nonstationary coupled ones. Here, by comparing the shuffled and surrogate results by the original one, we can estimate the extent to which our series are coupled to the other considered ones. In other words, this deviation presents the strength of this coupling. To illustrate our method, we have used air pollution time series and forex rates.
APPENDIX A
It is interesting to extend the χ 2 test for the case in which more than one series is considered. When we investigate the coupling between some considered series, it is useful to know the contribution of one of the series in the coupling of the others. When one of these series is shuffled, the autocorrelations of the series and the cross correlations between this series and all the others have been vanished. Thus, the coupling of the series is affected. In order to quantify the contribution of a series Y in the coupling of the others, we can use the local relationχ 
which is the global relation which gives the maximum deviation from the CDFA and so the degree of the coupling. In this relation, h all shuff (q i ) represents the generalized scaling exponents of the CDFA when all the considered series are shuffled. It is worth noting that by the shuffling procedure, the variance is kept unchanged so only the variance of original series appears in Eq. (A1). The local relation is a criterion for measuring the effect of a series in the coupling of the others. To better understand these points, Fig. 3 completely illustrates the definitions of χ 2 for the different cases. As seen in the figure, depending on being a correlated or anticorrelated series, the h shuff (all) could be larger or smaller than the CDFA generalized scaling exponents.
By the shuffling procedure, the PDF is kept unchanged, so if we replace the series with Gaussian white noises, we can find the effect of the PDF in the coupling of the series.
APPENDIX B
Suppose that x(t) is the series under study. The discrete Fourier transform of this series results in
In the phase randomization procedure, we generate y(t) from x(t) using a set of pseudoindependent uniform distribution, η,
The central limit theorem states that mean of a sufficiently large number of independent random variables will have approximately a Gaussian distribution if each of these variables has finite mean and variance. Here, in order to get the normal distribution for the y(t) series, x(ω) should have a finite mean and variance. In other words, according to Eq. (B1), since sin ωt and cos ωt 1, hence x max (ω) x max (t). If in the empirical data, x max (t) = ∞, then the finite mean and variance of x(t) series are guaranteed. Thus, the distribution of the y(t) for a large number of data will be a Gaussian distribution.
It should be noted that phase randomization procedure can change the PDF, which if the central limit theorem is satisfied, the PDF of the generated surrogate series will change to a Gaussian. Any change in the PDF, leads to the variation of the moments and correlations. The less the change in the PDF after the phase randomization procedure or the more the PDF is closed to a Gaussian distribution, the less the PDF is changed by the phase randomization procedure and, subsequently, the less the lower moments and correlations are changed. Thus, the change in the lower moments and correlations can be ignored approximately.
As discussed in the above, the phase randomization procedure manipulates all the moments. To obtain information about the effect of the phase randomization procedure on the PDF, it is interesting to check the results of this procedure on the magnitude series [53] . The results for air pollution indices Tables I and III shows the increase of χ   2 shuff (Y ) andχ 2 shuff (Y ) for the magnitude series of the air pollution indices with respect to the original series. This means that the coupling of them due to their correlation in the magnitude series is more than the original ones except for the NO 2 index. As seen in the Tables I and III, the magnitude series χ   2 surr (Y ) has been increased with respect to the original ones which indicates that their coupling due to their PDFs is more than the original ones.
