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Introduction générale
Le cadre général de cette thèse est une étude théorique par chimie quantique et dynamique
moléculaire visant à interpréter la relation entre la structure et la uorescence des protéines
uorescentes, en particulier, la façon dont le temps de vie de uorescence dépend du milieu.
Elle se situe dans le cadre de l’axe transversal Simbiose du Laboratoire de Chimie Physique
(LCP) de l’université Paris-Sud réunissant des théoriciens du groupe Theosim et des expéri-
mentateurs du groupe de Biologie Physico-chimique. Cette thèse a été réalisée dans le cadre
d’une cotutelle pendant trois ans entre l’Université Abou Bekr Belkaid de Tlemcen en Algerie
et l’Université Paris-Sud en France.
Il ya plus de 50 ans, la protéine uorescente verte (GFP) était découverte dans la méduse
Aequorea Victoria [4], elle a commencé à recueillir beaucoup d’attention après son clonage
en 1992 [5] et la première démonstration de son utilité comme un marqueur uorescent pour
l’étiquetage in vivo a été faite en 1994 [6]. Elle est caractérisée par son spectre d’émission
dans le visible, de couleur verte (longueur d’onde approximativement de 508 nm).[7] Un grand
nombre de protéines de la famille de la GFP ont été découvertes dans d’autres organismes
marins (FPs sauvages) e.g. les méduses, les coraux et les anémones de mer. Certaines ont été
conçues par mutations dans les laboratoires par des biologistes pour décaler leurs spectres de
uorescence vers les extrémités bleues et rouges du spectre visible (FPs mutants) [8, 9, 10].
La GFP est devenue un outil unique qui permet la visualisation directe des structures et des
processus dans les cellules vivantes. Par la suite, un vif intérêt est apparu dans la structure, la
biochimie et la biophysique des protéines uorescentes, ce qui a donné beaucoup de publica-
tions scientiques sur les protéines uorescentes et leurs applications en biologie moléculaire
et cellulaire.
Leur rôle biologique n’est pas encore bien déterminé. Elles peuvent êtres impliquées dans la
photosynthèse [11], la photoréception [12], ou une protection contre la lumière du soleil [11]
pour l’organisme porteur. En revanche, elles peuvent être utilisées dans une grande variété
d’études et leurs applications sont en expansion continue. Elles sont utilisées au laboratoire
comme sondes chimiques capables de mesurer la température, le pH local ou la distance entre
protéines. Elles sont également l’un des supports possibles de l’ultramicroscopie [13]. Une des
applications les plus populaires de la famille de la GFP est le marquage des protéines [14] pour
les visualiser dans les systèmes vivants en temps réel.
La mesure de l’ecacité du transfert d’énergie entre deux protéines de la famille GFP est
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actuellement l’une des approches les plus couramment utilisées pour surveiller les interac-
tions protéine-protéine dans les cellules vivantes [15]. Cette approche est basée sur le fait que
le chromophore excité d’une protéine, le donneur, peut transférer son énergie d’émission à un
chromophore accepteur dont l’énergie d’absorption est égale à l’énergie d’émission du don-
neur, à travers un mécanisme appelé FRET « Förster Resonance Energy Transfer » [16]. Pour
ce type d’expérience, la paire donneur/accepteur la plus utilisée est la CFP (cyan uorescent
protein, le donneur) et la YFP (yellow uorescent protein, l’accepteur ). Cette dernière fait
l’objet de notre étude.
Les protéines de la famille GFP ont toutes la même structure globale (gure 1) : un ton-
neau formé de 11 feuillets β et d’une hélice α dont fait partie le chromophore (le groupement
responsable de la uorescence).
Figure 1: (à gauche) La structure de la GFP, (à droite) le chromophore.
Le chromophore est entouré par un grand nombre d’acides aminés et de molécules d’eau
qui sont capables de jouer un rôle dans la maturation du chromophore [17, 18], ou d’inuen-
cer l’absorption [19]. Il existe deux états possibles de protonation du chromophore dans les
protéines de la famille GFP : une forme neutre (gure 2a) et une forme anionique (gure 2b)
ou « déprotonée » obtenue par le départ du proton du groupement hydroxyl du cycle phénol.
[20, 21]. Le chromophore est formé de deux cycles, un cycle phénol (ou phénolate) et un cycle












Figure 2: Le chromophore dans sa forme (a) neutre , (b) anionique
Le chromophore à l’état excité S1 est uorescent seulement dans des géométries proches
de la géométrie plane. La uorescence est en compétition avec une désactivation non radia-
tive par conversion interne quand le chromophore est dans des géométries perpendiculaires
(géométries où les cycles phénol et imidazolinone sont perpendiculaires l’un par rapport à
l’autre). Le chromophore isolé ou en solution à température ambiante n’est pratiquement pas
uorescent parce que lorsqu’il est dans l’état S1 il subit une rotation interne vers une géométrie
perpendiculaire, en un temps de l’ordre de la picoseconde[22]. Mais si il est dans une solution
à très basse température, le mouvement de rotation est gêné et il peut uorescer. Lorsqu’il est
dans une protéine, les acides aminés autour de lui peuvent aussi l’empêcher de tourner, il reste
alors dans sa géométrie plane, et il peut uorescer.
Les propriétés photophysiques très variées des protéines uorescentes dépendent forte-
ment de la proportion des deux états de protonation du chromophore, et de la façon dont les
acides aminés proches du chromophore l’empêchent de tourner vers les géométries perpendi-
culaires [22].
L’étude théorique des protéines uorescentes permet de comprendre la dynamique dans les
milieux protéiques et ainsi d’améliorer leurs propriétés physico-chimiques en combinant des
méthodes de dynamique moléculaire et de chimie quantique. De nombreuse études théoriques
ont été menées sur les protéines de la famille GFP ces dernières années, citons, celle faite dans
notre groupe , qui a permit d’étudier l’extinction de uorescence dans la GFP et la YFP [3, 23].
Ils ont réalisé cette étude à l’aide de simulations de dynamique moléculaire à l’état excité du
chromophore avec un champ de forces classique où ils ont développé un nouveau potentiel
pour le chromophore anionique (NADIA). Pour la GFP, ils ont obtenu un temps moyen pour
atteindre les géométries perpendiculaires où la désactivation non radiative peut avoir lieu en
bon accord avec les résultats expérimentaux[3].
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Figure 3: Chromophore de la YFP en π stacking avec une tyrosine.
Dans le cas de la YFP, ce temps moyen est environ trois fois plus petit que la valeur qu’on
peut déduire des résultats expérimentaux[23]. Dans la protéine uorescente jaune (YFP)[24]
la thréonine 203 est remplacée par une tyrosine. Avec cette dernière (tyrosine), un phénomène
de π stacking avec le phenolate du chromophore (gure 3) est observé. Ce phénomène a pour
eet de réduire l’énergie de transition électronique et de décaler de + 20 nm les longueurs
d’ondes d’excitation et d’émission [25]). On peut aussi s’attendre à qu’il gêne les mouvements
de torsion du chromophore vers les géométries perpendiculaires. Donc une cause possible du
temps calculé trop court pourrait être une mauvaise représentation du π-stacking entre le
chromophore et la tyrosine 203. L’étude de cette interaction constitue la première partie de
cette thèse. Dans la deuxième partie, nous proposons un modèle original d’analyse du déclin
de la population de l’état excité à partir des résultats de dynamique moléculaire. Ce modèle
tient compte entre autres du fait que les désexcitations radiative et non radiative ont lieu dans
des zones de géométries totalement diérentes (modèle de déclin par zones).
Ce manuscrit est composé de 5 chapitres. Dans le premier chapitre, les principes généraux
des phénomènes photophysiques sont rappelés brièvement, puis nous présentons les caracté-
ristiques de la protéine uorescente jaune (YFP). Dans le deuxième chapitre, nous présentons
les fondements théoriques des calculs de chimie quantique qui sont utilisés pour résoudre
l’équation de Schrödinger pour les électrons dans les molécules. Ensuite, dans le troisième
chapitre nous précisons les caractéristiques des calculs quantiques CASPT2 permettant la des-
cription du premier état excité du chromophore. Puis on dénit l’ensemble des positions re-
latives du chromophore et d’un cycle phénol à étudier au niveau CASPT2 pour représenter
la variation de l’interaction π-stacking. Dans le quatrième chapitre, on analyse les énergies
d’interaction chromophore-phénol obtenue sur une large grille de positions relatives par un
calcul CASPT2 ou en utilisant un champ de force classique. Puis nous présentons les premiers
résultats de construction d’un champ de force par interpolation des calculs quantiques pour
le système chromophore excité – phénol. Enn, dans le cinquième chapitre, nous présentons
le modèle d’analyse du déclin de la population du chromophore excité et les résultats obtenus
pour la GFP et la YFP.
Chapitre 1
Propriétés de uorescence. Le cas de la
Yellow Fluorescent Protein
Dans ce chapitre, les principes généraux des phénomènes photophysiques sont rappelés, puis
les caractéristiques de la protéine utilisée sont présentées. Enn une analyse des états excités du
chromophore de la YFP est fournie an de connaitre les mécanismes entre le chromophore et la
tyrosine à l’état excité.
1.1 La uorescence
Lorsqu’une molécule à l’état électronique fondamental (en général un état singulet S0) ab-
sorbe un photon de longueur d’onde susamment énergétique (dans la bande d’adsorption de
la molécule), il se produit un apport d’énergieE = hc/λ (où h : constante de Planck, c : célérité
de la lumière et λ : longueur d’onde absorbée) qui amène la molécule dans un état électronique
singulet excité (S1, S2 ... ) en restant dans la géométrie de l’état fondamental (transition verti-
cale). Il y a ensuite une évolution de la géométrie vers la géométrie d’équilibre la plus proche
de l’état excité, puis la molécule peut retourner à l’état S0 en émettant un photon ayant moins
d’énergie que le photon absorbé. L’intervalle de temps moyen qui sépare l’absorption et la
restitution d’énergie est appelé «durée de vie» de l’état excité. Il s’agit de temps très court (de
l’ordre de quelques femtosecondes à nanosecondes).
Mais il y a en général d’autres chemins de retour à l’état fondamental où la molécule n’émet
pas de photon. On les appelle les désexcitations non radiatives.
1.2 Les processus non radiatifs
La molécule excitée dans un état singulet peut être le siège d’une série de réactions dont
les manifestations sont diverses, jusqu’à son retour à l’état stable, comme cela est montré sur
le diagramme de Jablonski (gure 1.1). La dissipation d’énergie s’eectue selon 2 types de
processus diérents :
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— Processus radiatif : uorescence .
— Processus non radiatifs : conversion interne (CI) ou relaxation vibrationnelle(RV).























Figure 1.1: Diagramme de Jablonski.
L’intensité de la uorescence correspond au nombre de photons émis par unité de temps
dans des conditions d’excitation données. Ce nombre est proportionnel au nombre d’atomes
ou de molécules présents dans le milieu et donc à la concentration. Ceci permet une analyse
quantitative. Le rendement quantique φ correspond au rapport du nombre de photons émis
sur le nombre de molécules excitées, c’est aussi la probabilité pour que le chromophore excité
émette un photon. La durée de vie de uorescence, τ , ou temps de déclin de uorescence cor-
respond à la durée de vie moyenne de l’état excité, temps moyen pendant lequel une molécule
uorescente demeure excitée.
Soient kr et knr les constantes de vitesse de la désexcitation radiative et de la désexcitation
non radiative. Elles sont reliées au temps de vie de uorescence τ et au rendement quantique
φ [26] :
τ = 1/(kr + knr) (1.1)
φ =kr/(kr + knr) (1.2)
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1.3 Les protéines uorescentes
La protéine uorescente verte de la méduse Aequorea Victoria et ses diérentes variantes
ont été largement utilisées en tant que marqueur en biologie moléculaire. Diverses applica-
tions dans les études physiologiques de cellules vivantes ont été décrites [1, 27, 28, 8]. La
structure cristallographique de la GFP « sauvage » (celle de la méduse Aequorea Victoria) a
été déterminée en 1997[20]. La protéine est formée d’un tonneau de 11 feuillets β contenant
une hélice centrale qui porte le chromophore. Le chromophore est formé spontanément après
le repliement de la protéine par cyclisation de 3 acides aminés : une sérine, une tyrosine et une
glycine (Ser65, Tyr66 et Gly67) (voir gure 1.2 et 1.3), conduisant à la formation d’un noyau
hétérocyclique de type imidazolinone, suivie par l’oxydation de Tyr66 en présence d’oxygène
moléculaire [29]. Le chromophore comporte donc deux cycles, un cycle imidazolinone, et un
cycle phénol (ou phénolate), relié par un groupement CH. Le chromophore peut être neutre
ou anionique (voir gure 2) dans le cas où le phénol a perdu l’hydrogène de son groupement
hydroxyl et est devenu un phénolate. Dans la GFP sauvage il existe à la fois la forme neutre
(majoritaire) qui absorbe dans l’ultra violet proche et la forme anionique qui absorbe dans
le visible [8]. Quand on excite le chromophore dans la bande d’absorption de l’anion on voit
une émission de uorescence verte à 504 nm. Quand on excite dans la bande d’absorption du
neutre on voit majoritairement une uorescence verte car le chromophore neutre excité perd
très rapidement le proton du phénol et devient anionique.
Figure 1.2: Schéma du mécanisme de formation du chromophore de la famille GFP, proposé
par Cubitt et al. [1].
Un grand nombre de mutants de la GFP ”sauvage”ont été générés en laboratoire et d’autres
ont été découverts dans d’autres organismes marins [30, 31, 32]. Ces variants émettent des
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rayonnements de uorescence qui couvrent tout le spectre visible. Le transfert résonant d’éner-
gie de uorescence (FRET) a été utilisé pour étudier les interactions protéine-protéine in vivo
[33, 34, 35, 36]. Dans ce type d’expérience, deux protéines uorescentes de couleurs diérentes
sont choisies de façon que le spectre d’émission de l’une (le donneur) ait un recouvrement
avec le spectre d’aborption de l’autre (l’accepteur). La protéine uorescente jaune (YFP) est
d’un intérêt particulier, car son spectre est déplacé susamment pour le rendre facilement
reconnaissable à partir du spectre de la protéine uorescente cyan (CFP) dans les mesures de
FRET [8, 35].
La YFP dière de la GFP sauvage par 4 mutations. L’une concerne le chromophore : la
sérine 65 est remplacée par une glycine (mutation S65G). Les autres portent sur des acides
aminés proches du chromophore : la thréonine 203 est remplacée par une tyrosine (T203Y) ,
la valine 68 par une leucine (V68L) et la sérine 72 par une alanine (S72A).
Valine Alanine Glycine
Serine Thréonine Tyrosine
Figure 1.3: Les acides aminés
Comme dans le cas de la GFP sauvage, il y a deux bandes dans le spectre d’absorption
de la YFP à pH neutre, l’une à 392 nm correspond au chromophore neutre, l’autre à 514 nm
correspond au chromophore anionique [25]. Quand on excite le chomophore dans la bande
d’absorption de l’anion, il émet un rayonnement de uorescence à 528 nm, décalé de 24 nm
(0.1 eV) vers le jaune par rapport celui de la GFP sauvage. La structure cristallographique [25]
montre que la tyrosine 203 est en situation de π -stacking avec le phénolate du chromophore.
C’est cette interaction qui est la cause du déplacement de la uorescence vers le jaune.
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1.4 Désactivation non radiative dans les protéines uo-
rescentes
Le chromophore anionique excité émet de la lumière verte seulement si il est dans une géo-
métrie à peu près plane. Mais la géométrie la plus stable dans l’état S1 n’est pas la géométrie
plane. De nombreux auteurs [37, 38, 39, 3, 40] ont montré par des calculs de chimie quantique
que, dans le cas de la forme anionique, les deux géométries dénies par (τ = 0°, ϕ = ±90°) et
(τ = ±90°, ϕ = 0°) (gure 1.4) ont une énergie plus basse que la géométrie plane, et que les
barrières pour passer de la géométrie plane à ces géométries sont très basses. Dans ces géomé-
tries où le cycle Phénolate et Imidazolinone sont perpendiculaires l’un par rapport à l’autre,
l’écart énergétique entre S1 et S0 est petit (∼0.5eV) et une conversion interne peut ramener
le système de l’état électronique S1 à l’état S0 par un couplage des niveaux vibrationnels. La
uorescence est éteinte dans les géométries perpendiculaires. A l’inverse la conversion interne
n’est pas probable dans la géométrie plane car la diérence d’énergie est grande (∼3 eV).
Figure 1.4: Schéma du modèle du chromophore anionique de la GFP - p-hydroxybenzylidene-
imidazolinone (HBI) - dans sa forme isomère cis, dans trois géométries diérentes ; la géomé-
trie plane (FS : uorescent state) (τ = ϕ = 0◦), la géométrie TwP (τ = 0◦, ϕ = ±90◦) et la
géométrie TwI (τ = ±90◦, ϕ = 0◦).
Donc la durée de vie du chromophore à l’état excité S1 dépend de deux processus : la
désactivation radiative quand il est dans la géométrie plane et la désactivation non radiative
quand il est dans une géométrie perpendiculaire.
Le chromophore isolé ou en solution à température ambiante n’est pratiquement pas uo-
rescent parce que les rotations vers une géométrie perpendiculaire sont très peu ou pas du tout
gênées. Mais si il est en solution à très basse température, le mouvement de rotation est gêné
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et il peut uorescer. Lorsqu’il est dans une protéine, les acides aminés autour de lui peuvent
aussi l’empêcher de tourner, il reste alors dans sa géométrie plane, et il peut uorescer.
Des calculs de dynamique moléculaire ont été eectués dans notre groupe, pour simuler la
torsion du chromophore à l’état excité dans le cas du mutant S65T de la GFP et dans le cas de
la YFP. Les résultats sont exposés dans la thèse de Gabriella Jonasson [23] et dans la référence
[3]. Ils ont abouti à une évaluation du temps moyen pour obtenir cette torsion, noté τnr qu’on
peut interpréter comme l’inverse de la constante de vitesse knr .
En utilisant les relations 1.2 1.1, on voit que :
τnr = τ /(1-φ) (1.3)
Si l’on connait les valeurs expérimentales de φ et τ , on peut donc en déduire une valeur de
τnr et la comparer à la valeur obtenue par simulations.
Dans le cas de la protéine GFP/S65T la valeur expérimentale est τnr(exp)=8.3 ns et la valeur
obtenue par simulation est 8.6 ns±2.6ns donc en très bon accord.
Dans le cas de la YFP, les valeurs expérimentales sont τ = 3.68 ns[41] et φ = 0.61[8]. La
valeur expérimentale de τnr est donc 9.4 ns, et la valeur simulée est (3.5±0.2) ns. On a donc un
temps trop court, c’est à dire que les torsions vers les états perpendiculaires sont trop rapides.
Il peut y avoir plusieurs explications. On peut penser que le champ de force habituel utilisé
dans la dynamique moléculaire (AMBER) ne décrit pas bien le π-stacking entre le phénolate du
chromophore à l’état excité et le cycle phénol de la tyrosine voisine. De cette hypothèse vient la
motivation de notre étude. Dans l’expression analytique du champ de force AMBER, il y a des
termes de l’énergie d’interaction entre atomes liés et l’énergie d’interaction entre atomes non
liés (interaction éléctrostatique et interaction de van der Waals). Or, les paramètres de van der
Waals dépendent de la polarisabilité des systèmes en interaction. On s’attend donc à ce qu’il
soient signicativement diérents dans un état fondamental et dans un état excité parce que
la polarisabilité est d’habitude plus grande dans les états excités. L’idée est de modier les
termes des interactions non liées ou bien d’ajouter un ou plusieurs termes supplémentaires à
cette expression en les ajustant sur les énergies d’interaction ab initio calculées par méthode
de chimie quantique. Par ailleurs, la façon dont on évalue τnr à partir des simulations peut
être améliorée. Nous avons pour cela utilisé un nouveau modèle de description du déclin de
uorescence élaboré par Bernard Lévy.
Chapitre 2
Méthodes de Calcul ”généralités”
Un des principaux objectifs de la chimie quantique est de résoudre l’équation de Schrödinger
indépendante du temps et de déterminer la structure électronique des atomes et des molécules.
Dans ce chapitre, nous présentons les fondements théoriques des calculs de chimie quantique qui
sont utilisés pour résoudre l’équation de Schrödinger pour les électrons dans les molécules : nous
établissons les équations qui sont utilisées et décrivons certaines des approximations qui rendent
les calculs réalisables.
2.1 L’équation de Schrödinger
La chimie quantique est basée sur la résolution de l’équation de Schrödinger [42] an de
déterminer l’énergie et la fonction d’onde d’une molécule. L’équation de Schrödinger indé-
pendante du temps (2.1) est donné par :
Hˆ |Ψ〉 = E |Ψ〉 (2.1)
Où,E est l’énergie totale du système, elle peut être obtenue par l’opération du hamiltonien
Hˆ sur la fonction d’onde |Ψ〉. L’hamiltonien est donné par :
Hˆ = Tˆ + Vˆ (2.2)


















où mi est la masse de la particule i, qi et qj sont les charges des particules i et j respecti-
vement et rij est la distance entre i et j.
L’équation de Schrödinger indépendante du temps(2.1), ne peut être résolue exactement
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pour une molécule à plusieurs électrons. Pour contourner cette diculté, on introduit des
approximations.
2.2 L’approximation de Born-Oppenheimer
Dans l’équation (2.2), les termes nucléaires sont séparés des termes électroniques, en la










































Où∇2 est le laplacien,me etmA sont la masse de l’électron et du noyau respectivement. Ils
sont utilisés pour dénir les deux termes de l’énergie cinétique Tˆel et Tˆnu. Le troisième terme
Uˆen représente l’attraction coulombienne entre l’électron et le noyau. Les deux termes Uˆee et
Uˆnn représentent la répulsion entre deux électrons et deux noyaux, respectivement.
L’approximation de Born-Oppenheimer [43] prend en compte la diérence de masse entre
les électrons et le noyau. Pour bien illustrer cette diérence, prenons le cas de l’atome d’hydro-
gène, le rapport de masse du noyau avec l’électron est de 1836. En raison de cette diérence de
masse, les noyaux sont considérés comme xes. En conséquence, l’hamiltonien électronique

























Le terme d’énergie cinétique pour les noyaux ainsi que la répulsion entre les noyaux, sont
des constantes. L’équation de Schrödinger électronique devient alors :
Hˆele
∣∣∣Ψele(ra;RA)〉 = Eele(RA)∣∣∣Ψele(ra;RA)〉 (2.6)




, dépend directement des coordonnées





. L’énergie potentielle pour un état électronique donné est déni



















Résoudre l’équation de Schrödinger électronique (2.6) pour diérentes coordonnées nu-
cléaires produit une série d’énergies ponctuelles qui peuvent être connectées pour former des
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surfaces d’énergie potentielle. Il est possible de résoudre cette équation pour des systèmes
mono-électroniques, mais an de la résoudre pour des systèmes à plusieurs électrons, il faut
introduire d’autres approximations. La plus fondamentale de ces approximations est l’approxi-
mation de Hartree-Fock.
2.3 Méthode de Hartree-Fock
La méthode Hartree-Fock (HF) [44, 45] est une approximation qui détermine l’énergie de
l’état fondamental et la fonction d’onde d’un système de N-électrons. Elle se rapproche de la
fonction d’onde exacte comme un déterminant unique appelé déterminant de Slater [46] qui
est optimisé par la résolution de l’équation de Hartree-Fock itérative, dans un processus connu
sous le nom de la méthode champ auto-cohérent (SCF).
2.3.1 Déterminant de Slater
Le déterminant de Slater est la fonction d’onde qui peut être utilisée pour décrire l’état





χ1(X1) χ1(X2) · · · χ1(XN)





χN(X1) χN(X2) · · · χN(XN)
∣∣∣∣∣∣∣∣∣∣
(2.8)
Le déterminant est décrit par des fonctions χN(XN) connues comme étant des spinorbi-
tales, la notationXN désignant les coordonnées d’espace et de spin du N-ième électron. Elle est
formée à partir du produit d’une orbitale spatiale ψ(r), qui dépend de la position de l’électron,
avec une fonction de spin (α(ω) ou β(ω)).





Elle est orthonormée :
〈
χa
∣∣∣χb〉 = δab (2.10)






La minimisation de l’énergie amène à résoudre les équations de Hartree-Fock.
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2.3.2 Les équations de Hartree-Fock
Les équations de Hartree-Fock sont dénies par :
fˆ(Xa)
∣∣∣χ(Xa)〉 = ε0∣∣∣χ(Xa)〉 (2.12)
C’est une équation aux valeurs propres dont la solution donne l’énergie minimale E0, où



















hˆ(Xa) est l’opérateurmonoélectronique et Vˆ HF (Xa) est l’opérateur du potentiel deHartree-
Fock.
L’opérateur du potentiel de Hartree-Fock est déni par deux termes :









qui est classiquement décrit comme l’interaction d’un électron a avec les N-1 électrons
restants, dans ce cas l’électron b.









L’équation (2.12) est nonlinéaire et doit être résolue itérativement. On suppose que les spinor-
bitales, solutions de cette équation, sont connues et on calcule l’opérateur du potentiel Vˆ HF
qui nous permet d’obtenir de nouvelles spinorbitales.
2.3.3 Les équations de Roothaan-Hall
On peut écrire les équation de Hartree-Fock (2.12) sous la forme :
fˆ(r1)
∣∣∣ψi(r1)〉 = εi∣∣∣ψi(r1)〉 (2.16)
Où la fonction d’onde ψi(r1) est une orbitale moléculaire et εi est l’énergie correspondante.
Pour un système moléculaire, l’équation ne peut pas être résolue de manière analytique, mais
elle est transformée en un ensemble d’équations algébriques en introduisant d’abord un en-
semble de fonctions spatiales, tel que présenté par Roothaan et Hall [47, 48]
Le principe des équations de Roothaan-Hall est que les orbitales moléculaires peuvent être
développées comme une combinaison linéaire desM fonctions à un électron, ce développement
est appelé méthode de Combinaison Linéaire d’Orbitales Atomiques (LCAO)[49, 50] :





Où les fonctions de base sont notées avec des indices grecs et les orbitales moléculaires
avec des indices latins. L’équation (2.17) peut être insérée dans l’équation (2.16) en multipliant



















Les éléments de la matrice Sµν décrivent le recouvrement entre deux fonctions µ et ν et
forment une matrice de recouvrement S. La matrice de Fock est formée à partir des éléments
de la matrice Fµν .
L’équation (2.18) peut être écrite sous la forme compacte :
FC = SCε (2.19)
Où la matrice C contient les coecients des orbitales moléculaires ψi et les énergies de
chaque orbitale moléculaire sont présentes dans la matrice ε (diagonale, par convention).
Pour résoudre un système non linéaire, une approche itérative [44] est utilisée, nommée
champ auto-cohérent (SCF pour self consistent eld), introduit par Hartree en 1928. Elle a été
appliqué aux équations non linéaires de Roothaan-Hall. Cette méthode commence par la ré-
solution des équations non linéaires avec un jeu de coecients d’orbitales moléculaires, parce
que l’opérateur de Fock dépend également de ces coecients. Un nouvel ensemble de coe-
cients avec leurs énergies est produit et après chaque itération la matrice de densité obtenue
est comparée avec la précédente et si elle ne change pas, la procédure atteint l’auto-cohérence
et le processus itératif s’arrête.
2.4 Méthodes post Hartree-Fock
L’approximation Hartree-Fock consiste à remplacer le terme d’interaction inter électro-
nique de l’équation de Schrödinger par une interaction de champmoyen. Cetteméthode ignore
la corrélation électronique [51]. L’énergie associée à cette corrélation est dénie comme la
diérence d’énergie entre l’énergie exacte (Eel obtenue à partir de l’équation (2.6)), dans les
limites de l’approximation de Born-Oppenheimer, et l’énergie Hartree-Fock devient :
Ecorr = Eexact − EHF (2.20)
Il existe deux types de méthodes pour tenir compte de la corrélation électronique :
— Les méthodes variationnelles telles que l’interaction de conguration (CI), l’interaction
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de conguration multi référence (MRCI) et la méthode du champ auto cohérent multi-
congurationnelle (MCSCF).
— Lesméthodes de perturbation telles que la théorie des perturbationsmulti corps (MBPT)
et la méthode de clusters couplés (CC).
2.4.1 Interaction de conguration
La fonction d’onde exacte de l’état fondamental peut être exprimée comme une combinai-
son linéaire de tous les déterminants de Slater. Par conséquent, nous pouvons écrire la fonction
d’onde électronique exacte :




























+ · · · (2.21)
Où le premier terme représente le déterminant Hartree-Fock et les autres fonctions d’état
de conguration (CSF pour conguration state function) peuvent être déterminées par le nombre
de spinorbitales échangées avec les orbitales virtuelles du déterminant de Hartree-Fock. Si une
seule spinorbitale dière, on la décrit comme un déterminant d’excitation simple. Si deux spi-
norbitales dièrent, elles sont décrites comme un déterminant d’excitation double et ainsi de
suite. les indices a,b,c ... repésentent les spinorbitales occupées dans le calcul HF et p,q,r ...
pour les spinorbitales virtuelles et les coecients c représentent le poids des diérentes con-
gurations. Une méthode ab initio dans laquelle la fonction d’onde est exprimée sous la forme
de l’équation (2.21) est appelée Interaction de Conguration (CI ). Dans la pratique, il est im-
possible de gérer un ensemble inni de déterminants de Slater à N électrons, avec chacun des
déterminants contruit à partir d’un ensemble inni de spin-orbitales. En outre, le calcul devient
très coûteux (à la fois pour le temps de calcul que pour l’espace de stockage de l’ordinateur)
pour gérer un nombre extrêmement important de déterminants. Ce dernier problème est lé-
gèrement réduit par l’observation faite que le nombre de déterminants dans l’équation (2.21)
peut souvent être réduit en fonction de la symétrie. Un autre point est la diculté de réaliser
des calculs de structure moléculaire de façon able, même si nous pouvons inclure toutes les
CSF dans l’équation (2.21), nous devons aussi rappeler que les CSF sont construites à partir
d’un ensemble ni de fonctions de base. Un calcul est déni comme une IC complète (Full CI)
si toutes les CSF sont utilisées pour un ensemble de bases nies données.
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Les coecients CJ sont déterminés par minimisation variationnelle, cette minimisation














´ · · · dτ implique une intégration sur les coordonnées spatiales et de spin.
L’ensemble de ces deux équations peut être écrit en notation matricielle :
HC = ESC (2.25)
où C est une matrice de coecients de dimension L × L . Parce que les déterminants de
Slater forment un ensemble orthonormé ( SIJ = δIJ ), l’équation devient :
HC = EC (2.26)
Cette équation matricielle peut être résolue par la diagonalisation de H.
2.4.2 Champ multi-congurationnel auto-cohérent (MCSCF)
Dans les méthodes d’IC décrites dans la section précédente, les coecients CJ des équa-
tions (2.22) sont déterminés dans un premier calcul HF-SCF et maintenus xes dans le calcul
d’IC. Dans la méthode dite du Champ multi-congurationnel auto-cohérent (MCSCF), ces co-
ecients sont optimisés. Le développement de la méthodeMCSCF est particulièrement impor-
tant pour les états excités, une des procédures les plus appropriées est la méthode du champ
auto-cohérent de l’espace actif complet (complete active space SCF (CASSCF) ), dans laquelle
les fonctions d’onde spatiales sont divisées en trois catégories :
— Un ensemble d’orbitales inactives composées des fonctions d’onde spatiales qui sont
doublement occupées dans tous les déterminants inclus dans l’équation (2.22).
— Un ensemble d’orbitales virtuelles composées des fonctions d’onde spatiales qui sont
inoccupées dans tous les déterminants.
— Un ensemble d’orbitales actives qui sont énergétiquement intermédiaires entre les
orbitales inactives et virtuelles.
Dans un calcul MCSCF [52] on optimise simultanément les coecients CJ et les coecients
des orbitales moléculaires entrant dans la construction des déterminants.
Les étapes élémentaires dans un calcul MCSCF sont premièrement : partir de préférence
d’une fonction d’onde initiale appropriée (par exemple les orbitales moléculaires d’un calcul
SCF), puis choisir les congurations à inclure dans la fonction d’onde. Ensuite il faut minimiser
l’énergie MCSCF.
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Le problème le plus important est le choix de l’espace des congurations. Etant donné
que le nombre de congurations intervenant dans ce type de calcul doit rester limité, il est
impossible d’utiliser cette méthode lorsque le choix nécessite l’inclusion d’un grand nombre
de congurations. La méthode Complete Active Space SCF (CASSCF) est une solution à ce
problème.
La méthode CASSCF a été introduite par Roos et Siegbahn [53, 54] et Ruedenberg [55, 56]
au début des années 80. Dans cette méthode on utilise toutes les congurations construites sur
un groupe d’OM en nombre limité. Le calcul favorisera celles de plus gros poids pour un état
donné.
La dimension de l’espace congurationnel est xée par le nombre de possibilités de mettre
n électrons dans m orbitales. Cette dimension croît très vite avec le nombre d’orbitales actives.
La fonction d’onde CASSCF possède de nombreux avantages :
— Elle est « size-consistent 1 ».
— Elle est invariante par transformation unitaire dans l’espace actif.
2.4.3 Théorie de perturbation de Rayleigh-Schrödinger
Dans la méthode RSPT (Théorie de perturbation de Rayleigh-Schrödinger) l’équation que
nous voulons résoudre est :
HˆΨn = EnΨn (2.27)
où Hˆ représente l’hamiltonien de notre système et Ψn est une fonction propre exacte de
l’hamiltonien. An d’être en mesure d’appliquer RSPT à ce problème, nous séparons l’hamil-
tonien en deux parties :
Hˆ = Hˆ0 + λVˆ (2.28)
Hˆ0 est connu comme l’hamiltonien non perturbé ou l’hamiltonien d’ordre zéro, tandis que
Vˆ est appelé la perturbation, il est supposé faible par rapport à Hˆ0 . Ici, nous avons introduit
le paramètre λ¸ qui est supposé être seulement un terme réel avec une valeur comprise entre 0
et 1.








On écrit ensuite :
1. Une fonction est dite « size-consistent » si l’énergie de corrélation croît linéairement avec le nombre de
particules et si, lorsque les M fragments du système sont à l’inni, la fonction d’onde se réduit bien à un produit
de fonctions locales de chacun des fragments.





























∣∣Ψ(m)n 〉 = δm0 (2.33)
On introduit les expressions de En et Ψn dans les équations (2.31) et (2.32) dans l’équation
(2.27) et on identie les coecients du développement en puissance. On obtient un nombre
















































































∣∣ Vˆ ∣∣Ψ(m−1)n 〉 (2.42)
H0 est un opérateur hermitien et dispose d’un ensemble de solutions non dégénérées qui
sont orthogonales et forment un espace complet. Ψ(0)n est une de ces solutions. Tout vecteur
orthogonal peut être exprimé comme une combinaison linéaire de toutes les autres solutions

























Pourm = 1 les coecients sont obtenus uniquement avec les solutions de l’ordre de zéro.




















∣∣∣ Vˆ ∣∣∣Ψ(0)n 〉
(E
(0)
n − E(0)l )
(2.46)
Les corrections d’ordre supérieur peuvent être obtenues d’une manière similaire avec des
expressions de plus en plus complexes.
On peut envisager un grand nombre de façons dont l’hamiltonien d’un système de parti-
cules peut être partitionné. Il existe plusieurs méthodes de perturbations, elles se distinguent
par la fonction d’onde d’ordre zero. La théorie des perturbations Møller-Plesset utilise une
fonction d’onde de référencemono-déterminantale issue d’un calcul HF et la méthode CASPT2
utilise une fonction d’onde CASSCF multi-déterminantale, dans ces deux cas on a :
EMP2 = EHF + E
(2) (2.47)
ECASPT2 = ECASSCF + E
(2) (2.48)
2.5 Théorie de la fonctionnelle de la densité (DFT)
Dans la Théorie de la fonctionnelle de la densité (Density Functional Theory, DFT) pro-
posée par Hohenberg et Kohn [57, 58] on calcule les propriétés de l’état fondamental, dont
l’énergie, à partir de la densité électronique n (−→r ) et non pas de la fonction d’onde multi-
électronique. Alors que la fonction d’onde dépend de 3N variables, la densité est seulement
fonction de trois variables, ce qui réduit considérablement les temps de calculs et permet d’étu-
dier des systèmes de grandes tailles hors de portée des autres méthodes basées sur la fonction
d’onde.
2.5.1 Théorèmes de Hohenberg-Kohn
La densité électronique d’un système àn électrons associée à une fonction d’ondeΨ(−→r1 ,−→r2 , · · · ,−→rn)
est donnée par l’expression suivante :
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ρ (−→r ) =
ˆ
|Ψ(−→r1 ,−→r2 , · · · ,−→rn)|2 d−→r1 · · · d−→rn (2.49)
où ρ est normée à n. La DFT repose sur deux théorèmes de Hohenberg et Kohn [57]. Ces
théorèmes démontrent que toutes les propriétés d’un système dans son état fondamental sont
complètement déterminées par sa densité ρ (−→r ), elle-même étant obtenue par un principe
variationnel appliqué à la fonctionnelle énergie du système E [ρ].
La densité électronique ρ (−→r ) est la seule fonction nécessaire pour obtenir toutes les pro-
priétés électroniques d’un système quelconque. On peut exprimer l’énergie de l’état fonda-
mental comme une fonctionnelle de la densité :
E [ρ0] = T [ρ0] + Eee[ρ0] + ENe[ρ0]





On dénit la fonctionnelle de Hohenberg et Kohn FHK [ρ] comme :
FHK [ρ] = T [ρ] + Eee[ρ]
= 〈Ψ| T̂ + V̂ee |Ψ〉
(2.51)
Cette nouvelle fonctionnelle contient l’énergie cinétique électronique T [ρ] et l’énergie po-
tentielle due à l’interaction entre les électrons Eee[ρ]. Les expressions explicites de ces deux
fonctionnelles ne sont pas connues. Par contre, nous connaissons la partie classique de l’inter-
action entre électrons
Dans la théorie de Kohn et Sham [58], la fonctionnelle E [ρ] est réécrite sous une forme
qui fait intervenir la contribution cinétique T0 d’un système de particules non-interagissantes
et la contribution coulombienne d’un système classique :




ρ (−→r ) ρ (−→r ′)
|−→r −−→r ′| d
−→r d−→r ′ +
ˆ
ρ (−→r ) v (−→r ) d−→r + Exc [ρ] (2.52)
La fonctionnelleExc est appelée fonctionnelle d’échange-corrélation. Elle contient les contri-
butions à la corrélation et l’échange de l’énergie cinétique (correction par rapport au système
d’electrons non-interagissant) et la partie non classique de l’interaction électron-électron (cor-
rélation et échange). Dans cette approche, on introduit les orbitales Kohn-Sham monoélec-
troniques solutions d’un hamiltonien monoélectronique comportant le potentiel créé par les
noyaux, l’interaction coulombienne entre les électrons et le potentiel d’échange-corrélation. Il
prend une forme fonctionnelle de la densité électronique recherchée. Les équations de Kohn-
Sham sont alors résolues de manière itérative.
La principale diculté de la DFT réside dans la détermination de la fonctionnelle échange-
corrélationExc (équation 2.52) dont l’expression analytique exacte n’est pas connue. On cherche
donc des approximations qui permettent de décrire convenablement les propriétés étudiées.
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Ceci conduit à une grande variété de fonctionnelles.
2.6 Erreur de superposition de base
Les bases d’orbitales atomiques utilisées dans les calculs de chimie quantique ne com-
portent qu’un nombre ni de fonctions. L’évaluation de l’énergie exacte nécessiterait, outre
un calcul d’IC complet, une base innie, comprenant un nombre inni de fonctions. L’erreur
de superposition de base (Basis Set Superposition Error pour BSSE) provient du caractère ni
des bases.
Soient deux systèmes : A décrit avec une base d’orbitales atomiques a, et B décrit avec une
base b. Lorsque qu’on veut faire des calculs sur le complexe AB formé par les deux systèmes




ab − E(A)a − E(B)b (2.53)
La géométrie du complexe est dénotée par le symbole étoile (*).
On remarque que la base du système (ab) n’est pas la même que la base des systèmes
isolés. Le nuage électronique du système A présent dans le complexe AB va donc être décrit
non seulement par les fonctions composant la base a, mais aussi par les fonctions de la base b
alors que les systèmes isolés seront dans leur propre base. On a donc un abaissement articiel
de l’énergie du complexe AB qui est nommé erreur de superposition de base.
Pour corriger cette erreur, on applique laméthode duCounterpoise Correction (CP) introduit
par Boys et Bernardi[59]. Pour estimer cette correction, il faut calculer quatre contributions
énergétiques. En utilisant la base a pour le systèmeA, et la base b pour le systèmeB, on calcule
l’énergie de ces deux systèmes avec la géométrie qu’ils ont dans le complexe, c’est-à-dire on
calcule E(A)∗a et E(B)
∗
b . Ensuite, on évalue l’énergie de A avec la base ab, sans la présence de





ab − E(A)∗a − E(B)∗b (2.54)
L’énergie de liaison corrigée par la méthode Counterpoise Correction est donnée par :
∆EliaisonCP = ∆Eliaison −∆ECP (2.55)
Chapitre 3
État excité du chromophore
Pour améliorer la description de la dynamique du chromophore à l’état excité de la YFP, nous
cherchons à développer un nouveau champ de force décrivant les interactions entre le chromo-
phore à l’état excité et le groupement phénol d’une tyrosine en π-stacking. Dans ce chapitre, nous
allons décrire la stratégie adoptée pour obtenir au niveau quantique le premier état excité du
chromophore et du système chromophore-phénol dans diérentes géométries de π-staking. Nous
comparerons l’énergie de transition S0→S1 du système chromophore-phénol à la transition élec-
tronique observée expérimentalement dans la YFP.
3.1 Choix de la méthode de calcul
L’énergie d’un système s’écrit :
E = T + ENN + EeN + Eee (3.1)
avec T représentant l’énergie cinétique et ENN , EeN et Eee représentant respectivement
les énergies d’interaction entre les noyaux, noyaux-électrons et les électrons.
Dans l’approximation SCF, Le terme Eee peut se décomposer en une partie coulombienne



























φi(X1)φi(X2)φj(X1)φj(X2) 〈σi | σj〉2
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Dans cette approximation, il y a une compensation entre Jii la « self energy » et Kii l’in-
tégrale d’échange mais on ne décrit pas tout la corrélation electronique.
Tandis que dans la méthode DFT l’énergie électronique est séparée en plusieurs parties :
EeN est calculée exactement, et le reste est calculé d’une façon approximative à l’aide de fonc-
tionnelles de la densité.
L’énergie totale DFT s’écrit alors :
EDFT = ENe (ρ) + TS (ρ) + J (ρ) + Exc (ρ) (3.3)
L’énergie DFT atteindra l’énergie exacte si et seulement si le termeExc (énergie d’échange
et de corrélation) est calculé exactement. Tout le but des développements récents dans le cadre
des méthodes de la Fonctionnelle de la Densité est donc de trouver au mieux cette partie
d’échange-corrélation.
C’est dicile de trouver une expression qui soit à la fois opérationnelle et exacte, de plus
il n’y a pas de compensation exacte entre la self energy et l’échange.
La méthode DFT permet aujourd’hui à l’aide de fonctionnelles adaptées et de termes de
correction de dispersion de décrire concrètement les forces de dispersion et les interactions
deπ-stacking. Cependant, nous avons besoins de caractériser l’interaction entre les deux mo-
lécules conjuguées chromophore et phénol avec le chromophore dans le premier état excité.
A terme, il sera sans doute nécessaire de considérer des géométries variées du chromophore
c’est-à-dire plane mais aussi twistées autour des deux liaisons reliant le cycle phénolate et le
cycle imidazolinone.
Pour ces raisons on a choisi de travailler avec une méthode CASSCF où la corrélation
électronique est mieux décrite que dans la méthode SCF. L’inconvénient de cette approche
tient au fait qu’elle est coûteuse en temps de calcul.
Calcul de chimie quantique « CASPT2 » du chromophore isolé
Dans notre groupe, la méthode de chimie quantique dite CASPT2 a déjà été utilisée [23],
avec succès, pour construire une surface de potentiel du chromophore anionique de la GFP à
l’état excité. Cette surface a été ensuite utilisée pour étudier l’extinction de la uorescence due
à une torsion autour des deux liaisons centrales du chromophore.
Lamatrice d’IC du calcul CASSCF comprend toutes les congurations possibles qui peuvent
être générées par l’espace actif déni par m électrons et n orbitales : CAS(m,n). Une simple
minimisation de l’énergie de l’état excité S1 peut créer des problèmes de convergences dûs à
une inversion entre l’énergie de l’état fondamental et l’état excité. Ce phénomène vient du fait
que l’énergie de S0 augmente quand on optimise les orbitales pour l’état excité S1. An d’évi-
ter ce problème nous avons utilisé un calcul CASSCF moyenné sur deux états (SA2-CASSCF)
où la moyenne des énergies est minimisée.
L’espace actif complet du chromophore contient 16 électrons et 14 orbitales π. Cet espace
est très grand et son utilisation prendrait beaucoup de temps. Donc nous avons chercher à
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utiliser un espace réduit « minimal ».
Dans nos calculs, nous avons choisi de travailler avec un espace actif réduit CAS(4,3) et
ce choix vient du fait que des études théoriques [60, 61] ont montré que la fonction d’onde
électronique du chromophore anionique peut être décrite à l’aide de trois structures analogues



















Figure 3.1: A gauche : le chromophore anionique de la GFP avec les noms des trois atomes
centraux achés. A droite : trois structures mésomères d’un ion allylique. L’analogie avec le
chromophore peut être faite si les deux carbones terminaux sont remplacés par les deux cycles
du chromophore.
Cette description contient deux structures P et I présentant une double liaison soit sur
la liaison C3-C2 soit sur la liaison C2-C1 et une troisième structure B avec deux électrons
non appariés : un sur l’atome C1 et l’autre sur l’atome C3. Ce genre de structures mésomères
peut être trouvé dans des systèmes avec trois orbitales et quatre électrons [62]. Sauf si une
des liaisons est allongée, la troisième structure a un poids plus petit dans l’état fondamental
et l’état excité que les structures P et I. Notre besoin pour décrire le premier état excité est








Figure 3.2: Espace CAS
1. HOMO : l’orbitale moléculaire la plus haute en énergie occupée, HOMO-1 : l’orbitale moléculaire juste en
dessous de la plus haute en énergie occupée, LUMO : l’orbitale la plus basse en énergie non occupée.
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La première étape du calcul CASSCF c’est l’optimisation des orbitales, ce qui veut dire que
dans les orbitales frontières on trouve des orbitales de type π du chromophore parce qu’elles
sont les plus basses en énergie donc forcément on va avoir des transitions de type π → π∗
dans le chromophore (excitation locale).
Dans l’étude mené par Jonasson et al. [23], il a été montré que les résultats obtenus à l’aide
d’un espace actif réduit sont en très bon accord avec les résultats obtenus avec un espace actif
plus grand CASSCF(12,11)-PT2. Pour cela, ils ont eectué des calculs dans des géométries
représentatives des minima TwP et TwI (gure 1.4) ainsi que les hauteurs du maximum HT
et ils ont comparé leur résultats avec d’autres calculs CASPT2 faits dans un espace actif plus
grand (tableau 3.1). Les calculs CASSCF/CASPT2 ont été eectués en utilisant les programmes
MOLPRO [63].
TwP TwI HT
SA2-CAS(4, 3)a -14.7 -18.9 -9.2
SA2-CAS(4, 3)− PT2a -6.0 -9.7 4.8
SA2-CAS(12, 11)b -8.6 -11.3 0.1
SA2-CAS(12, 11)− PT2b -7.2 -8.9 4.9
Table 3.1: Energies (en kcal/mol) des géométries représentatives des minima de l’état S1 du
chromophore anionique (HBI ou le dérivé diméthylique HDBI selon la référence), pour chaque
calcul, le zéro d’énergie est l’énergie de l’état S1 plan. a : Jonasson et al.[23] b : Martin et al.[39].
On calculer l’énergie de transistion pour le chromophore isolé en utilisant la méthode SA2-
CAS(4,3)-PT2 dans la base 6-31G*, on a obtenu une énergie de transistion égale à 2.88 eV, qu’on
peut la comparer avec d’autres résultats théoriques.
CAS (n,m) 6-31G* cc-pVDZ cc-pVTZ
2,2 2.84 2.81 2.70
4,4 3.06 3.06 2.94
6,6 3.00 3.01 2.93
8,8 2.99 3.01 2.91
10,10 2.98 3.00 2.92
12,12 2.94 2.96 2.87
14,14 2.95 2.96 2.88
Table 3.2: Energie d’excitation avec CASPT2 (eV) pour le chromophore anionique obtenue
pour diérents ensembles de base et CAS(n,m) avec n : nombre d’électrons et m : nombre
d’orbitales
Dans le tableau 3.2 nous rapportons les principaux résultats des calculs CASPT2 obtenus
dans l’étude de Filippi et al.[64] pour le chromophore présenté dans la gure 3.13a.
Ils ont eectué ces calculs avec diérentes tailles de l’espace actif ainsi que diérents en-
sembles de base, ils ont utilisé les ensembles de base cc-pVDZ et cc-pVTZ ainsi que 6-31G*.
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On remarque que la dépendance de l’énergie d’excitation CASPT2 sur la taille du CAS n’est
pas très forte : si on compare les résultats obtenus avec la même base d’orbitales atomiques
on voit une diérence de l’ordre de 0.1 eV entre les calculs avec le plus haut niveau de calcul
(CAS(14,14) le calcul avec le plus bas niveau. Les ensembles de base 6-31G* et cc-pVDZ donnent
des énergies d’excitation comparables, mais en employant la base cc-pVTZ on abaisse de façon
systématique l’excitation d’environ 0.1 eV. Ils ont aussi fait des calculs avec un autre modèle du
chromophore avec des terminaisons CH3. (gure 3.13b) Ils ont trouvé une énergie égale à 2.92
eV avec un CAS(14,14) dans la base cc-pVDZ , ce qui fait un écart de 0.04 eV avec l’autremodèle.






















Figure 3.3: Diagrame des énergies d’excitation. a : Nielsen et al.[2].
Par ailleurs, on connait la valeur expérimentale de l’énergie d’excitation du chromophore
anionique avec des terminaisons CH3 dans le vide [2] : elle vaut 2.59 eV. Notre résultat (pur le
chromophore avec des terminaisons hydrogène) est 2.88 eV donc 0.29 eV trop haut. Le résultat
de Filippi et al avec le chromophore fermé par des CH3 et le niveau CAS(14,14) est 2.92 eV et
n’est pas en meilleur accord. (gure 3.3). Avec des méthodes de plus haut niveau il est possible
de se rapprocher de la valeur expérimentale. Par exemple Olsen et Smith[40] ont obtenu la
valeur 2.68 eV et Polyakov et al[37] ont obtenu 2.51 eV. Mais ces méthodes sont beaucoup trop
lourdes pour notre travail car on doit faire des calculs pour le dimère chromophore-tyrosine et
pour un très grand nombre de géométries. Donc nous avons choisi d’eectuer tous les calculs
CASPT2 au niveau SA2-CAS(4,3)-PT2 en base 6-31G* pour le système chromophore-phénol.
3.2 Analyse des simulations de dynamique moléculaire
de la YFP
Dans ce paragraphe, nous allons chercher dans quelles géométries de l’ensemble chromophore-
tyrosine nous allons eectuer les calcul de chimie quantique. Pour cela nous avons étudié le
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mouvement de la tyrosine 203 par rapport au chromophore dans une simulation de dynamique
moléculaire de durée 12 ns de la YFP avec le chromophore à l’état fondamental, eectuée pré-
cédemment dans notre groupe [23]. Pour cette étude, on place un système d’axes (Uc,Vc,Wc)
centré sur le phénolate du chromophore et un autre (Ut,Vt,Wt) centré sur le phénol de la tyro-
sine comme montré dans la gure 3.4 :
Figure 3.4: Les systèmes d’axes (Uc,Vc,Wc) du chromophore et (Ut,Vt,Wt) de la tyrosine.
On distingue deux types de mouvements : la translation et la rotation.
3.2.1 Translations
Chaque translation suivant un axe est dénie par la projection du vecteur qui relie les deux
origines des axes dans le système d’axes XYZ (gure 3.5) :
— Projection sur Uc : translation suivant X.
— Projection sur Vc : translation suivant Y.
— Projection surWc : translation suivant Z.
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Figure 3.5: Système d’axes XYZ
Dans la simulation de dynamique moléculaire les géométries ont été écrites sur un chier
toutes les 2 ps, nous avons donc 6000 géométries du dimère chromophore-tyrosine. Nous avons
calculé les valeur des translations suivant X, Y et Z pour toutes ces géométries, elles sont
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Figure 3.6: Histogramme des translations suivant X
La gure 3.6 représente la translation de la tyrosine suivant l’axe X. On remarque une
bande large entre -2.5 et 0 Å. La valeur moyenne vaut -1.1 Å et l’écart type 0.5 Å
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Figure 3.7: Histogramme des translations suivant Y
La gure 3.7 représente la translation de la tyrosine suivant l’axe Y. On remarque une bande
large entre 0.5 et 2.5 Å. La valeur moyenne vaut 1.3 Å et l’écart type est le même que pour la
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Figure 3.8: Histogramme des translations suivant Z
La gure 3.8 représente la translation de la tyrosine suivant l’axe Z. Elle présente un pic
entre 3 Å et 3.8 Å, beaucoup plus étroit que pour X et Y. La valeurmoyenne vaut 3.5 Å et l’écart-
type 0.2 Å. Ceci signie que la distance séparant les plans des deux molécules (phénolate du
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chromophore et la tyrosine) ne varie pas beaucoup au cours de la simulation, contrairement
aux deux autres translations (X, Y).
On peut conclure que la position la plus favorable suivant Z se situe dans un domaine
restreint compris entre 3 et 3.8 Å. On peut localiser la géométrie moyenne de la tyrosine par
rapport au chromophore, elle est caractérisé par x = -1.1 Å, y = 1.3 Å et z = 3.4 Å.
Dans la structure cristallographique de la YFP[25] , qui est le point de départ de la simu-
lation, ces grandeurs valent x=-0.8 Å, y=0.2 Å et Z=3.6 Å. Ces valeurs de x et z sont donc très
proches des valeurs moyennes dans la simulation, mais celle de y ne l’est pas : y moyen vaut
1.3 Å dans la simulation et 0.2 Å dans la structure cristallographique. Quand on regarde plus
en détail les résultats de la simulation, on voit que le groupement OH de la tyrosine fait une
liaison hydrogène avec le groupement NH2 d’une glutamine (Gln69) qui se trouve du côté des
y positifs. Dans la structure cristallographique cette liaison hydrogène n’existe pas. Quand elle
se forme dans la dynamique cela déplace un peu la tyrosine vers la glutamine c’est à dire dans
les sens y positif.
On peut aussi déterminer les dimensions de la grille qui sera plus large suivant X et Y.
3.2.2 Rotations
On a étudié deux types de rotation :
Figure 3.9: Les axes du tangage et du roulis
— Le tangage représente la rotation de la tyrosine par rapport au chromophore autour de
l’axe T qui relie les atomes C26 et C27 (voir gure3.9). Il est caractérisé par α qui est
l’angle entre les deux axes Ut et Uc.
— Le roulis représente la rotation de la tyrosine par rapport au chromophore autour de
l’axe R qui relie les atomes C22 et C30 (voir gure3.9). Il est caractérisé par α qui est
l’angle entre les deux axes Vt et Vc.
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Le mouvement général de rotation est une combinaison de ces deux mouvements et d’un troi-
sième qui est la rotation de la tyrosine autour de l’axe perpendiculaire à son plan.














Figure 3.10: Histogramme de l’angle de tangage (a) et de l’angle de roulis (b).
La gure 3.10a représente α l’angle de rotation autour de l’axe de tangage (T) en valeur
absolue, on remarque que cette rotation est aux alentours de 12° et qu’elle ne dépasse les 24°.
La gure 3.10b représente α l’angle de rotation autour de l’axe de roulis (R) en valeur
absolue, on remarque aussi que pour le roulis elle est aux alentours de 12° et ne dépasse les
30°.
Les deux rotations (tangage et roulis) sont assez faibles par rapport à une rotation de 90°, et
nous n’avons pas pris en compte ces mouvements. Nous ne considérerons que les mouvements
de translation suivant X, Y et Z.
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3.2.3 Dimension de la grille de points
Les résultats que nous avons obtenus, nous amènent à dénir les domaines de la grille X
comme l’intervalle compris entre la valeur moyenne moins l’écart type, et la valeur moyenne
plus l’écart type : cela donne Xǫ [−1.6,−0.6] Å . De la même façon l’intervalle pour Y serait :
Yǫ [0.8, 1.8] Å et pour Z : Zǫ [3.3, 3.7] Å. An de bien décrire la surface de l’énergie d’interac-
tion, on a pris des domaines plus large que celui visité en dynamique moléculaire. Et donc x
et y seront compris entre -16 et +16 Å, alors que z ne va prendre que 5 valeurs 3.3, 3.5, 3.8, 4.5
et 5.5 Å. Dans la gure 3.11 , nous donnons les points calculés ainsi que les dimensions de la
















































































































































































































































































































Figure 3.11: Les points de la grille suivant X et Y.
3.3 Energie de transition du système chromophore-phénol
Nous avons calculé l’énergie de transition entre l’état fondamental du chromophore et son
état excité dans le système chromophore-tyrosine aux diérents points de la grille ci-dessus.
La tyrosine est en fait représentée seulement par son cycle phénol.
Les calculs ont été eectués en gardant les géométries d’équilibre des deux molécules sépa-
rées, en utilisant la méthode SA2-CAS(4,3)-PT2 décrite au début du chapitre, et la base 6-31G*.
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Figure 3.12: Energie de transition exprimée en longueur d’onde pour diérentes distances de
Z
Les gures 3.12 représentent les surfaces d’énergie de transition (exprimée par la longueur
d’onde correspondante) en fonction des déplacements de la tyrosine par rapport au chromo-
phore anionique (X, Y, Z) . Les valeurs sont situées entre 430 nm (couleur bleu sombre) et 450
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nm (couleur rouge), mais la grande majorité est située entre 430 nm et 435 nm. On constate
que la plus grande longeur d’onde d’excitation (450 nm, qui correspond à une énergie de 2.75
eV) est présente dans la géometrie (x = -1 Å, y = 0 Å , z = 3.3Å). Pour le chromophore anionique















Figure 3.13: Le chromophore dans sa forme anionique, (a) : terminaison avec deux hydrogènes,
(b) : terminaison avec deux groupes méthyle
Il apparaît expérimentalement, comme on a vu dans le chapitre 1 [8] , que le chromophore
anionique dans la GFP sauvage où il n’y a pas de π stacking avec une tyrosine absorbe à 489
nm et que dans la YFP il absorbe à 514 nm, il y a donc un décalage de 25 nm. Dans nos calculs
le décalage est compris entre 0 nm et 20 nm suivant la position de la tyrosine par rapport au
chromophore. Le décalage de 20 nm est très proche de la valeur expérimentale de 25 nm. Il est
obtenu pour x = -1 Å, y = 0 Å , z = 3.3 Å . Cette géométrie est très proche de celle qu’on observe
dans la structure cristallographique (x=-0.8 Å, y=0.2 Å et Z=3.6 Å) et on peut donc penser que
notre méthode de calcul donne des résultats en bon accord avec les résultats expérimentaux
pour le décalage de l’énergie de transition du chromophore dû au π-stacking.
En conclusion, après avoir identié les géométries représentatives dans la protéine, la mé-
thode SA2-CAS(4,3)-PT2 nous permet de construire la surface d’énergie potentielle de système
chromophore-phénol avec le chromophore à l’état excité. Ceci nous donne une représentation
correcte des variations de l’énergie de transition électronique en fonction des positions rela-
tives du chromophore et du phénol et donc de l’importance du π-stacking.
48 CHAPITRE 3. ÉTAT EXCITÉ DU CHROMOPHORE
Chapitre 4
Énergie d’interaction
Dans ce chapitre, nous allons présenter les énergies d’interaction entre le chromophore dans son
état fondamental ou son premier état excité et un phénol, obtenues soit en utilisant une méthode
de chimie quantique (CASPT2) soit en utilisant un champ de force. Puis nous comparerons les
deux résultats.
4.1 L’énergie d’interaction CASPT2
L’énergie d’interaction est calculée comme la diérence entre l’énergie du système chro-
mophore + tyrosine et les énergies calculées séparément du chromophore et de la tyrosine.
Ainsi, une attraction prend des valeurs négatives alors qu’ une interaction répulsive prend des
valeurs positives.
Les résultats des énergies d’interaction △E pour chaque point sont calculés dans la base
6-31g* corrigée par la ”Counterpoise corrections” (erreur de superposition des bases BSSE) à
l’aide du package MOLPRO 2006.1 [63], comme suit :
△E = E(Cro+ Tyr)CT − E(Cro)CT − E(Tyr)CT (4.1)
Où :
— La base du système chromophore + tyrosine est notée CT
— E(Cro+ Tyr)CT l’énergie globale du système dans sa base CT.
— E(Cro)CT l’énergie du chromophore anionique dans la base CT.
— E(Tyr)CT l’énergie de la tyrosine dans la base CT.
Nous avons calculé △E pour tous les points de la grille telle qu’elle a été dénie dans le
chapitre 3, dénissant les positions relatives du chromophore et de la tyrosine représentée
par son cycle phénol . Nous donnons ci-dessous les résultats sous forme de grille d’énergie
d’interaction en fonction des positions x et y des 2 molécules et pour une altitude z donnée.
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4.1.1 Interaction entre le chromophore à l’état fondamental et unphé-
nol
La gure 4.1 représente la grille des énergies d’interaction calculées avec laméthodeCASPT2
pour l’état fondamental pour la valeur Z = 3.3 Å . On remarque dans cette grille que l’énergie
d’interaction la plus attractive (−4 ≤ △E (kcal/mol) ≤ −1) est située dans la région où
2 ≤ y ≤ 8 Å et−6 ≤ x ≤ 8 Å, alors que la région la plus répulsive (0 ≤ △E (kcal/mol) ≤ 5)
est à peu près symétrique de la précédente. Il existe deux minima dans cette grille, obtenus
pour y = 4 Å, x = -2 Å et y = 4 Å, x = 4 Å, l’énergie y est de l’ordre de -3.06 et -2.96 kcal/mol
respectivement . Ces deux minima se trouvent dans des géométries où la tyrosine est décalée
par rapport au cycle phénol du chromophore (gure 4.11) vers y positif.























Figure 4.1: Energie d’interaction à l’état fondamental pour Z = 3.3 Å
Les grilles des énergies d’interaction pour Z = 3.5 Å, 3.8 Å, 4.5 Å et 5.5 Å sont montrées
dans les gures 4.2 à 4.5.
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Figure 4.2: Energie d’interaction à l’état fondamental pour Z = 3.5 Å























Figure 4.3: Energie d’interaction à l’état fondamental pour Z = 3.8 Å
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Figure 4.4: Energie d’interaction à l’état fondamental pour Z = 4.5 Å























Figure 4.5: Energie d’interaction à l’état fondamental pour Z = 5.5 Å
On voit que pour toutes les valeurs de z étudiées, la géométrie dans laquelle l’interaction
entre le chromophore et la tyrosine est la plus favorable correspond à des positions décalées
en x et en y positif, les positions précises des minima sont données dans le tableau 4.1.
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4.1.2 Interaction entre le chromophore dans l’état S1 et un phénol
La gure 4.6 représente la grille des énergies d’interaction calculées avec laméthodeCASPT2
pour l’état excité pour la valeur Z = 3.3 Å . On remarque dans cette grille que l’énergie d’inter-
action la plus attractive (−4 ≤ △E (kcal/mol) ≤ −1) est située dans la région où 2 ≤ y ≤ 8
Å et −6 ≤ x ≤ 8 Å, alors que la région répulsive (en jaune et rose dans la même guree) se
trouve pour x positif et y négatif. Il existe deux minima dans cette grille, obtenus pour y = 4 Å,
x = -2 Å et y = 4 Å, x = 4 Å, et l’énergie y est de l’ordre de -3.31 et -3.20 kcal/mol respectivement.























Figure 4.6: Energie d’interaction à l’état excité pour Z = 3.3 Å
Les grilles correspondantes aux autres valeurs de z sont données dans les gures 4.7 à 4.10
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Figure 4.7: Energie d’interaction à l’état excité pour Z = 3.5 Å























Figure 4.8: Energie d’interaction à l’état excité pour Z = 3.8 Å
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Figure 4.9: Energie d’interaction à l’état excité pour Z = 4.5 Å























Figure 4.10: Energie d’interaction à l’état excité pour Z = 5.5 Å
Les géométries les plus stables sont données dans le tableau 4.1.
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4.1.3 Les géométries d’équilibre chromophore + phénol
D’après les résultats précédents, on peut établir un bilan des énergies minimales avec leurs
géométries, qui est présenté dans le Tableau 4.1.
Fondamental Excité
Z (Å) (x,y)(Å) △Emin(kcal/mol) (x,y)(Å) △Emin(kcal/mol)
3.3
-2.0 , 4.0 -3.06 -2.0 , 4.0 -3.31
4.0 , 4.0 -2.96 2.0 , 4.0 -3.20
3.5 -2.0 , 4.0 -2.81 -2.0 , 4.0 -3.03
3.8
-2.0 , 4.0 -2.40 -2.0 , 4.0 -2.59
0.0 , 4.0 -2.30 0.0 , 4.0 -2.55
2.0 , 4.0 -2.41 2.0 , 4.0 -2.56
4.5
-2.0 , 4.0 -1.57 -2.0 , 4.0 -1.69
0.0 , 4.0 -1.63 0.0 , 4.0 -1.78
2.0 , 4.0 -1.66 2.0 , 4.0 -1.76
5.5
0.0 , 6.0 -1.05 -2.0 , 6.0 -0.99
2.0 , 6.0 -1.08 0.0 , 6.0 -1.08
4.0 , 4.0 -1.01 2.0 , 6.0 -1.10
Table 4.1: Bilan des énergies minimales par rapport à x et y, z étant xé, du système chromo-
phore (à l’état fondamental ou excité) + phénol
Dans ce tableau on voit que les valeurs de x et y où les interactions sont les plus favorables
dièrent très peu suivant que le chromophore est à l’état fondamental ou à l’état excité. On
voit aussi qu’elles varient peu suivant les valeurs de z. On remarque que la géométrie reste
approximativement dans la même région c’est-à-dire x = -2 A et y = 4 A. Elle est représentée
dans la gure 4.11. On voit que le cycle phénol de la tyrosine est complètement décalé par












Figure 4.11: Géométrie d’équilibre d’énergie minimale
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On note que les énergies d’interaction minimales sont plus négatives donc plus favorables
à l’état excité qu’à l’état fondamental. Ceci provient certainement de la plus forte extension et
de la polarisation du nuage électronique à l’état excité. Cette caractéristique pourrait avoir une
inuence sur la dynamique du chromophore à l’état excité en favorisant la géométrie plane
uorescente.
Nous allons maintenant regarder si les champs de force utilisés dans notre groupe rendent
compte des résultats quantiques.
4.2 L’énergie d’interaction décrite par un champ de force
4.2.1 Caractéristique des champs de force utilisés

































Le premier terme est l’énergie d’élongation des liaisons, le deuxième terme est l’énergie
de déformation des angles de valence. Le troisième terme concerne les torsions autour des
liaisons. Ces trois premiers termes sont souvent appelés ”termes liés”. Dans la dernière ligne, on
trouve les termes d’interaction entre les atomes qui ne sont pas liés par une liaison chimique :
l’énergie électrostatique et l’énergie de van der Waals. Ces deux termes sont souvent appelés
”termes non liés”.
Le champ de force dépend de nombreux paramètres :Kr, Req, Kθ etc .... qui sont diérents
suivant les atomes impliqués.
Dans le champ de force Amber il y a les paramètres pour tous les acides aminés standard
à l’état fondamental. Le chromophore n’est pas un acide aminé standard et il faut dénir des
paramètres particuliers.
Pour les constantes de force Kr et Kθ des interactions liées et pour le terme de van der
Waals, les auteurs [23] ont utilisé des paramètres de Amber correspondant à des situations
analogues.
Pour les paramètres req et θeq ils les ont pris dans les géométries optimisées par un calcul
quantique, et ils sont donc un peu diérents pour l’état fondamental et l’état excité. Les charges
qi ont aussi été obtenues à partir de calculs quantiques. On les calcule de façon à représenter le
58 CHAPITRE 4. ÉNERGIE D’INTERACTION
mieux possible les valeurs du potentiel électrostatique créé par le chromophore sur une grille
de points entourant le chromophore. Elles sont donc diérentes pour l’état fondamental et
pour l’état excité.
On ne trouve pas dans le champ de force Amber de paramètres satisfaisant pour les deux
torsions autour des liaisons qui relient les deux cycles parce qu’on ne retrouve pas de situation
analogue. Ils ont été déterminés à partir de calculs quantiques. Pour le chromophore à l’état
fondamental, la forme ci-dessus est satisfaisante, mais elle ne convient pas pour le chromo-
phore à l’état excité. En eet les auteurs ont montré qu’il fallait un couplage entre les deux
torsions autour des deux liaisons entre le phénolate et l’imidazolinone. Ils ont déterminé ce
potentiel à partir de calculs quantiques [3, 23]. Il comporte 30 termes qui sont des produits de
sinus et cosinus des deux angles de torsion.
Dans les calculs de ce chapitre, le chromophore reste dans sa géométrie d’équilibre, seuls
les termes d’interaction entre le chromophore et la tyrosine vont varier, c’est à dire les deux
termes non liés.
4.2.2 Énergie d’interaction - Résultats.
Les résultats sont donnés dans les gures 4.12 4.13 4.14 4.15 4.16 pour l’état fondamental
et les gures 4.17 4.18 4.19 4.20 4.21 pour l’état excité. Les géométries les plus stables sont
données dans le tableau 4.2.























Figure 4.12: La grille des énergies d’interaction avec le potentiel du champ de force pour l’état
fondamental pour la valeur Z = 3.3 Å . On remarque dans cette grille que l’énergie d’interaction
la plus attractive (−5 ≤ △E (kcal/mol) ≤ −1) est située dans la région où −4 ≤ y ≤ 8 Å et
−6 ≤ x ≤ 8 Å. Alors que la région répulsive est décalée vers y négatif. Le minimum se trouve
dans la géométrie où x = -2.0 Å et y = 2.0 Å où l’énergie est de l’ordre de -4.73 kcal/mol.
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Figure 4.13: La grille des énergies d’interaction avec le potentiel du champ de force pour l’état
fondamental pour la valeur Z = 3.5 Å .























Figure 4.14: La grille des énergies d’interaction avec le potentiel du champ de force pour l’état
fondamental pour la valeur Z = 3.8 Å .
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Figure 4.15: La grille des énergies d’interaction avec le potentiel du champ de force pour l’état
fondamental pour la valeur Z = 4.5 Å .























Figure 4.16: La grille des énergies d’interaction avec le potentiel du champ de force pour l’état
fondamental pour la valeur Z = 5.5 Å .
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Figure 4.17: La grille des énergies d’interaction avec le potentiel du champ de force standard
amber pour l’état excité pour la valeur Z = 3.3 Å .























Figure 4.18: La grille des énergies d’interaction avec le potentiel du champ de force standard
amber pour l’état excité pour la valeur Z = 3.5 Å .
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Figure 4.19: La grille des énergies d’interaction avec le potentiel du champ de force standard
amber pour l’état excité pour la valeur Z = 3.8 Å .























Figure 4.20: La grille des énergies d’interaction avec le potentiel du champ de force standard
amber pour l’état excité pour la valeur Z = 4.5 Å .
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Figure 4.21: La grille des énergies d’interaction avec le potentiel du champ de force standard
amber pour l’état excité pour la valeur Z = 5.5 Å .
D’après les résultats observés précédemment, on peut établir un bilan des énergies mini-
males avec leurs géométries :
AMBER (S0) AMBER (S1)
Z (Å) (x,y)(Å) △Emin(kcal/mol) (x,y)(Å) △Emin(kcal/mol)
3.3 -2.0 , 2.0 -4.73 0.0 , 2.0 -4.58
3.5 -2.0 , 2.0 -4.35 0.0 , 2.0 -4.40
3.8 -2.0 , 2.0 -3.44 0.0 , 2.0 -3.58
4.5 0.0 , 4.0 -1.92 0.0 , 4.0 -1.95
5.5 0.0 , 4.0 -1.04 0.0 , 4.0 -1.06
Table 4.2: Bilan des énergies minimales dans le cas du chromophore à l’état fondamental S0
et à l’état excité S1, et des géométries associées
On note que les énergies sont de façon générale plus basses qu’avec les calculs quantiques
CASPT2 4.1.
On voit que pour les trois valeurs les plus petites de z la géométrie d’équilibre de S1 est
diérente de celle de S0, avec le cycle phénol qui n’est pas décalé suivant x.
Avec le chromophore à l’état fondamental, si on compare avec les résultats obtenus par
CASPT2, on voit que le décalage suivant y est plus faible. La géométrie d’équililibre obtenue
avec le champ de force est présentée dans la gure 4.22
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Dans le cas du chromophore à l’état S1, on observe aussi un décalage plus faible : la position
d’équilibre par rapport à x et y, pour les faibles valeurs de z, passe de x = -2 Å, y= 4 Å dans le













Figure 4.22: Géométrie d’équilibre pour le système chromophore à l’état fondamental + phénol
obtenue avec le champ de force.
On retient deux résultats importants en comparant les tableaux 4.1 et 4.2. D’une part les
description par un champ de force conduit à une superposition plus importante des deux mo-
lécules (valeurs absolues de x et y plus faibles) que par la description quantique. D’autre part,
le champ de force surestime l’interaction stabilisante entre les deux composés aromatiques
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Figure 4.23: La variation de l’énergie d’interaction en fonction de y pour diérentes distances
Z : 3.3 Å, 3.5 Å, 3.8 Å, 4.5 Å et 5.5 Å. Avec : (a) x = +2 Å, (b) x = 0 Å, (c) x = -2 Å . Les valeurs
obtenues par CASPT2 sont en traits pleins, et celles obtenues par le champ de force sont en
pointillés.
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Figure 4.24: La variation de l’énergie d’intéraction en fonction de x pour des dérante distance
Z : 3.3 Å, 3.5 Å, 3.8 Å, 4.5 Å et 5.5 Å. Avec : (a) y = +2 Å, (b) y = 0 Å, (c) y = -2 Å. Les valeurs
obtenues par CASPT2 sont en traits pleins, et celles obtenues par le champ de force sont en
pointillés.
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An de faciliter la comparaison des deuxméthodes de calculs pour l’état S1, nous reportons
dans les gures4.23 et 4.24 la variation de l’énergie d’interaction calculée de façon quantique
ou à l’aide du champ de force en fonction de y pour x et z xés ou en fonction de x pour y et
z xés.
Ces gures montrent que le champ de force AMBER surestime l’interaction stabilisante sur
une large gamme de valeurs de x et y et ceci quelque soit la coordonnée z. Les géométries les
plus stables avec le potentiel AMBER correspondent toujours à un recouvrement plus impor-
tant des deux molécules. Dans les deux méthodes, l’énergie d’interaction devient négligeable
pour des valeurs de x et y inférieurs à −12 Å et supérieurs à 12 Å.
Les énergies d’interaction et leurs variations en fonction de x, y et z sont donc signicati-
vement diérentes entre le champ de force AMBER et les calculs quantiques CASPT2.
Il est donc possible que la mauvaise description de la dynamique du chromophore à l’état
excité dans la YFP étudiée par simulation moléculaire au laboratoire, soit due à la mauvaise
représentation des interactions chromophore (S1)- tyrosine par le champ de force utilisé.
4.4 Interpolation
On cherche à interpoler les énergies d’interaction à l’état excité (CASPT2) avec une expres-
sion analytique par type de paire d’atomes non-liés, en concordance avec celle du potentiel
d’interaction du champ de force utilisé.
Les type d’atomes qu’on utilise sont : C (carbone), Hydrogène (H), azote (N) et l’oxygène.
Chaque type d’atome est considéré comme identique dans les molécules sauf pour l’oxygène
où on distingue deux type O et O- .
Dans un premier temps, on a modié seulement les termes d’énergie d’interaction de van


















— k est l’indice du point calculé
— ij est le type de paire d’atomes
— pq : l’atome p appartient au chromophore et l’atome q appartient à la tyrosine.
— aij , bij sont les paramètres qu’on cherche à ajuster par la minimisation de l’erreur qua-






[f(k)− E ′(k)]2 (4.3)
AvecN le nombre des points calculés, E’ est l’énergie CASPT2moins l’énergie d’interaction
électrostatique entre les charges .
Comme f dépend linéairement des inconnues aij et bij le problème peut être résolu sim-
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plement.
Pour N égal à 1445 points on trouve un RMS de 0.83 kcal/mol ce qui fait que cette interpola-
tion n’est pas optimale pour construire le nouveau champ de force. Si on augmente le nombre
de points de la grille N = 1805 points (c’est à dire qu’en ajoutant notamment des points en x=
±30 Å et y =±30 Å, où l’énergie d’interaction est nulle), on trouve un RMS de 0.75 kcal/mol,
0.08 kcal/mol plus petit que la valeur précédente. Les valeurs obtenues pour les coecients aij
et bij sont dans le tableau suivant :
Type de paire d’atomes ij aij bij
O- O 5.1898 -4.2642
O- C -2.8420 -3.2172
O- H 4.1882 -3.7831
N O -4.6698 3.9567
N C -3.4195 3.5876
N H -4.4821 3.9173
O O -4.5203 3.7001
O C -4.0369 3.6928
O H 3.7153 -3.3932
C C -2.4231 3.0787
C H 1.9148 -2.9226
H H 3.0930 -2.9399
Table 4.3: Les coecients a et b
On remarque que les signes des coecients n’ont pas une singication physique, normale-
ment on doit avoir un signe négatif pour l’ensemble des coecients aij dont le terme associé
représente la dispersion et positif pour les coecients bij dont le terme associé représente la
répulsion. Donc cette première approche n’est pas satisfaisante.
Dans un deuxième temps, nous avons laissé varier les charges et nous avons donc ajouté
dans l’équation 4.2 les termes d’interactions électrostatiques. (Dans ce cas on interpole direc-






















Pour N égale à 1445 points on trouve un RMS de 0.192 kcal/mol, ce qui est meilleur que la
valeur précédente obtenue. Si on augment le nombre de point (1805 points) le RMS est de 0.174
kcal/mol soit une diérence de kcal/mol 0.018 kcal/mol. Les coecients obtenus pour aij, bij
et cij sont dans le tableau suivant :
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Type de paire d’atom ij aij bij cij
O- O -3.8020 3.4743 5.1472
O- C -3.1378 -2.5046 6.4422
O- H 3.1680 -3.3337 -4.1204
N O -4.3687 3.6365 22.8464
N C -2.9002 3.0919 1.9696
N H 3.4044 -3.0877 -6.5393
O O -4.5873 3.8241 16.2346
O C -3.7520 3.5156 10.8309
O H 3.4906 -3.2383 -15.2892
C C -3.2128 3.2946 4.2073
C H 3.1146 -3.0554 -6.8305
H H -3.2692 3.1220 10.5506
Table 4.4: Les coecients a, b et c
A nouveau les signes des coecients aij et bij ne permettent pas de leur donner un sens
physique. Les coecients cij semblent avoir des signes corrects, mais ils sont beaucoup trop
grands en valeur absolue.






























Pour N égal à 1445 points le RMS vaut 0.17 kcal/mol. Si on augmente le nombre de point
(1805 points) on trouve un RMS de 0.156 kcal/mol. Les coecients obtenus pour aij , bij , cij et
dij sont dans le tableau suivant :
Type de paire d’atom ij aij bij cij dij
O- O 5.6534 -4.0243 -29.0643 311.8253
O- C -3.0718 -2.9881 4.3285 -2.4128
O- H 3.9343 -3.5379 -6.7032 9.6872
N O 4.0707 -3.4573 -12.3270 64.1442
N C 3.1721 -2.4726 -6.8787 19.4057
N H -3.3539 3.1352 9.0293 -35.9787
O O -4.3443 3.6526 8.1920 -20.8224
O C 3.2404 3.2024 -9.2388 40.4899
O H 3.0917 -3.2357 6.3236 -29.5124
C C -2.9955 3.2936 -3.8968 10.3120
C H -3.3602 2.9688 8.1572 -32.3507
H H 3.3831 -2.9288 -9.9973 51.2505
Table 4.5: Les coecients a, b, c et d
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En considérant les 4 types de termes, l’interpolation peut être considérée numériquement
correcte puisque le RMS est environ 30 fois plus petit que l’énergie d’interaction minimale.
Cependant, les signes des coecients ne sont pas tous adaptés à la nature physique du terme
correspondant.
Une piste pour améliorer la situation serait d’introduire un terme en 1
r4
pour tenir compte
de la polarisation, bien que la détermination des paramètres soit alors plus dicile.
Plusieurs aspects quantitatifs des résultats exposés dans les paragraphes 1 , 2 et 3 de ce
chapitre nous permettent de discuter le rôle que peut avoir l’amélioration du champ de force
dans la simulation.
La tyrosine 203 a d’autres interactions avec son envionnement dans la YFP, qui sont prin-
cipalement des liaisons hydrogène.
Dans les simulations faites par le groupe, le groupement OH de Tyr203 a deux liaisons
hydrogène (LH), avec une glutamine (Gln69) et avec une molécule d’eau (W) . Ces deux LH
font partie d’une chaine de LH partant de l’atome O2 du chromophore et arrivant à N2 du
chromophore : O2-Gln69-Tyr203-W-Glu222-N2.
Si on arrive à déterminer un champ de force représentant exactement l’énergie d’interac-
tion de π-stacking CASPT2 pour l’état S1, et qu’on fait une simulation avec ce champ de force,
la tyrosine aura tendance à se déplacer de la position d’équilibre du champ de force actuel (x=0
Å, y=2 Å) vers la position d’équilibre CASPT2 (x=-2 Å et y=+4 Å). C’est un grand déplacement
qui impliquerait certainement de casser au moins une des LH.
On peut comparer les énergies mises en jeu. L’ordre de grandeur de la déstabilisation due
à la rupture d’une LH est de l’ordre de 2kcal/mol à 4 kcal/mol. Si on regarde la gure 4.6, qui
donne les énergies d’interaction CASPT2 pour l’état S1 et pour Z=3.3 Å, on voit que le déplace-
ment qu’on vient de décrire aboutit à une stabilisation due à l’amélioration de l’interaction de
π-stacking d’environ 1 à 2 kcal/mol, qui ne compense pas la rupture d’une liaison hydrogène.
On peut donc douter que l’amélioration du champ de force de π-stacking conduise à une
modication signicative des positions relatives du chromophore et de la tyrosine dans la
simulation, et donc cela ne devrait pas modier les temps caractéristiques de torsion du chro-
mophore conduisant à la désactivation non radiative.
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Chapitre 5
Méthode directe de simulation du déclin
de uorescence
Nous revenons maintenant sur les calculs eectués par notre groupe sur la dynamique du
chromophore à l’état excité S1 dans la GFP et dans la YFP et sur la façon dont ils en ont déduit
une constante de vitesse non radiative [3, 23].
Les simulations ont été faites sur le système formé par la protéine solvatée dans une boite
de molécules d’eau, ce qui fait de l’ordre de 25 000 atomes. Le champ de force utilisé a été décrit
ici dans le chapitre 4, paragraphe 4.2.1. Cette fois-ci tous les termes du champ de force varient.
Pour chacune des deux protéines, ils ont eectué une simulation avec le chromophore
à l’état S0 et ils ont enregistré des géométries à intervalles de temps réguliers. Ce sont des
”snapshots”.
Puis ils ont eectué des simulations avec le chromophore à l’état S1 en prenant comme
points de départ des snapshots obtenus à l’état fondamental.
Figure 5.1: La dénition des angles de torsion τ et ϕ
On rappelle que les grandeurs qui sont importantes pour le déclin non radiatif sont les
angles ϕ et τ (gure 5.1). En eet les forces internes du chromophore à l’état S1 agissent de
façon à le faire tourner suivant l’un ou l’autre de ces angles, et les géométries atteintes quand
l’un deux est proche de 90° en valeur absolue sont telles qu’une conversion interne vers l’état
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S0 peut avoir lieu.
Pour chaque simulation ils ont tracé les fonctions ϕ(t) et τ(t).
Un exemple de comment varient ces fonctions est montré dans la gure 5.2. Dans ce cas ils
en déduisait qu’il y avait une torsion suivant τ qui se produisait à 1.5 ns et que le chromophore
subissait une désactivation non radiative à 1.5 ns. En déterminant ce temps pour un ensemble
de simulations, ils en ont déduit un tempsmoyen de désactivation non radiative τnr qu’ils com-
paraient avec la valeur déduite des valeurs expérimentales de la durée de vie de uorescence
et du rendement quantique par la formule
τnr = τ/(1−φ) (dans cette formule τ est le temps de vie de uorescence et φ le rendement
quantique.
Cette façon de faire aboutissait à un bon résultat dans le cas de la GFP, mais pas dans le
cas de la YFP où ils obtenaient une valeur de 3.5 ns pour τnr , presque 3 fois plus petite que la
valeur obtenue à partir des résultats expérimentaux (9.4 ns).
Figure 5.2: Variation des angles ϕ (en noir) et τ (en rouge) exprimés en degrés au cours d’une
des simulations de la YFP avec le chromophore à l’état S1.
On présente maintenant une méthode directe permettant d’évaluer par simulation le ren-
dement quantique et la durée de vie de uorescence.
5.1 Méthode
On part ici d’une équation diérentielle semblable à l’équation habituelle pour le déclin
de la population S1(t) d’un état excité qui peut revenir à l’état fondamental par un processus
radiatif ou par un processus non radiatif. Mais on tient compte du fait que les probabilités de ces
deux processus peuvent dépendre de la géométrie du système (c’est le cas pour le chromophore
des protéines uorescentes) et donc du temps. On écrit :
dS1(t)/dt = −ps(t)S1(t)
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où ps(t) est une densité temporelle de probabilité. Elle dépend du temps et c’est pour cela
qu’on n’utilise pas le terme habituel « constante de vitesse ». Elle est la somme de la densité
temporelle de probabilité du processus radiatif, pr(t) , et de la densité temporelle de probabilité
du processus non radiatif pnr(t) :
ps(t) = pr(t) + pnr(t)
En intégrant, on obtient :




Supposons qu’on connaisse les fonctions pr(t) et pnr(t) en fonction des angles τ et ϕ du
chromophore. Supposons qu’ on a fait une dynamique moléculaire de la protéine et qu’on a
enregistré les géométries instantanées (« snapshots ») tous les intervalles de temps ∆t su-
samment petits. Soit k l’indice d’un snapshot. Pour ce snapshot on connait les valeurs de τ et
ϕ , donc les valeurs prises par pr et pnr. On peut écrire :
S1(k + 1) = S1(k)− ps(k)∆t S1(k)
et intégrer numériquement pas à pas la fonction S1(k).
En fait, dans la suite de ce chapitre, après avoir étudié comment varient les probabilités,
on verra qu’on peut étudier le système sans intégrer l’ équation.
5.2 Probabilité de conversion non radiative
Il y a conversion non radiative entre deux états adiabatiques (c’est à dire qui diagonalisent
l’hamiltonien électronique) ψk et ψl si l’élément de matrice de l’opérateur de dérivation par
rapport aux coordonnées des noyaux < ψk, ∇ψl > est susamment grand par rapport à la
diérence entre les deux énergies. Cela se produit en général dans des zones limitées. On re-
père ces zones en combinant ψk et ψl de façon à obtenir une représentation ”quasi-diabatique”
(des états ”quasi-diabatiques” sont des états dont la structure électronique varie peu dans le
domaine considéré, l’élément de matrice de l’opérateur de dérivation par rapport aux coordon-
nées des noyaux entre ces états est très petit) : il y a conversion non radiative si la diérence
entre les énergies des deux fonctions d’ondes quasi-diabatiques ψ(diab)k et ψ
(diab)
l est inférieure
à l’élément de matrice non diagonal de l’hamiltonien entre ces deux fonctions d’ondes.
Dans le cas du chromophore anionique les fonctions ψ(diab)k et ψ
(diab)
l ont été déterminées
en utilisant une méthode de projection dénie à partir d’états ad hoc [65, 66] et en utilisant
l’hamiltonien eectif de Olsen et Mc Kenzie[60]
Les résultats sont présentés sur la gure 5.3
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Figure 5.3: Coupes des surfaces d’énergies potentielle adiabatiques et quasi-diabatiques du
chromophore : à gauche coupe suivant ϕ à τ constant (=0) et à droite, coupe suivant τ à ϕ
constant (=0).
- lignes pleines rouges et bleu : énergies adiabatiques ;
- tirets bleu : énergies quasi-diabatiques et module de la diérence de ces énergies ;
- ligne pleine verte : élément de matrice non diagonal de l’hamiltonien eectif entre les deux
états quasi-diabatiques.
On voit que la conversion non radiative peut se produire seulement tout près des points
ϕ = 0, |τ | = 90° ou |ϕ| = 90°, τ = 0. On utilisera ici une probabilité constante (à déterminer
empiriquement) dans un cercle de rayon égal à 20° autour de ces points et une probabilité nulle
en dehors.
5.3 Probabilité de conversion radiative
5.3.1 Expression théorique
La théorie de base permettant de prédire la probabilité de conversion radiative, c’est-à-dire
de uorescence, dérive de celle du ”corps noir” .[67, 68, 69, 70]
Le ”corps noir” est un solide qui n’absorbe pas la lumière (mais qui peut échanger de l’éner-
gie avec elle) et qui est en équilibre thermique avec elle ; c’est un système idéal qui vise initia-
lement à décrire le fait qu’un objet matériel chaué à une température susante émet de la
lumière rouge, puis blanche ... Il se trouve que les résultats obtenus permettent aussi de pré-
dire l’intensité de uorescence de systèmes tels que le chromophore considéré ici. L’analyse
comporte 3 étapes numérotées 0, 1 et 2 : analyse du système de photons, puis de l’équilibre
matière-photons, puis de l’eet des photons sur les atomes.
 étape 0.1. Nombre d’états stationnaires à une fréquence donnée. On considère ici que
les photons sont représentés par des ondes à l’intérieur de la boite constituée par le ”corps
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noir”. Si ces ondes sont stationnaires, elles ne peuvent avoir que certaines longeur d’ondes.
En une dimension, les longueur d’ondes possibles sont telles que nλ/2 = X (X = dimension
de la boite). Le nombre de fréquences possibles inférieures à une fréquence donnée ν est alors
égal à n = 2X/λ = 2Xν/c ; donc, en 3D : n = 8V ν3/c3. Le nombre de degrés de liberté au





oùΛ est une constante sans dimension qui comporte le facteur 3 venant de la diérentiation
de ν3 et un facteur dépendant de la forme du solide, mais pas de la fréquence.
 étape 0.2. Distribution d’énergie des photons de fréquence donnée. Les diérentes fré-
quences possibles pour les ondes stationnaire sont considérées ici comme des degrés de li-
berté. Il peut y avoir plus ou moins d’énergie sur chacun. Pour un système à l’équilibre à la
température T , la distribution d’énergie sur chaque degré de liberté est enN exp(−βE) (avec
β = 1/kT , N constante de normalisation qui est l’inverse de la fonction de partition)[67].
L’hypothèse essentielle[69] est que, pour une onde lumineuse de fréquence ν, les seules éner-
gies possibles sont des multiples entiers de hν soit khν où h est une constante ad hoc (ou
”constante de Planck) et k un entier. L’expression de Boltzmann,N exp(−βE), donne donc la
distribution des k et on peut trouver la valeur moyenne de l’énergie sur un degré de liberté











On note que pour hν ≪ kT , donc βhν ≪ 1, on a < Eν >= kT comme en thermodyna-
mique classique. Pour les plus hautes fréquences, la loi est diérente.
 étape 0.3. Energie moyenne des photons de fréquence donnée en équilibre avec le corps
noir : elle est égale à < Eν >, eq.(5.2), multipliée par la densité des ondes de fréquence ν dans










 étape 1.0. On fait intervenir la matière du corps noir. Ici l’hypothèse essentielle (Einstein,
1905) est que chaque atome interagit avec la lumière de trois façons diérentes : absorption
stimulée, émission stimulée et émission spontanée (ou uorescence). Dans chaque cas il y a
transition de l’atome entre deux états. Soit E1 et E2 les énergies de ces deux états et ν la
fréquence de l’onde lumineuse avec ν = (E2 − E1)/h, alors le nombre de transitions par
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seconde est
transitions 1→ 2 : N1B12ρ(ν)
transitions 2→ 1 : N2 [A21 +B21ρ(ν)]
où A21, B21 et B12 sont des coecients caractéristiques des atomes (coecients d’Ein-
stein), ρ(ν) est la densité d’énergie de photons, eq.(5.3) etN1 etN2 sont les nombres d’atomes
initialement (avant transition) dans les états 1 et 2. Les coecients B12 et B21 sont relatifs à
l’absorption et à l’émission stimulée, le coecient est relatif à l’émission spontanée (la uo-
rescence).
 étape 1.1. A l’équilibre, le bilan des échanges d’énergie entre les atomes (constituant le
”corps noir”) et les ondes lumineuses doit être nul (pas d’échange d’énergie) ce qui implique
N1B12ρ(ν) = N2(A21 +B21ρ(ν))
Or, les N1 et N2 sont reliés par la distribution de Boltzmann :
N2
N1
= exp [−β(E2 − E1]) = exp(−βhν)
et ρ(ν) par la loi de Planck, eq.(5.3). On en déduit
A21 [exp(βhν)− 1] + B21Λν3 = B12 Λ
c3
ν3exp(βhν)
étape 1.2. Les coecients A21, B21 et B12 sont des propriétés atomiques indépendantes de
la présence ou non d’un équilibre avec le corps noir. Le fait qu’on puisse avoir équilibre avec
un corps noir à toute température impose une relation entre ces coecients. On trouve deux
relations exprimant l’égalité des termes en exp(βhν) d’une part et des termes sans exp(βhν)
d’autre part ; d’où (lois de Einstein) :
A21 = B21Λν
3 B21 = B12 (5.4)
 étape 2.0. Probabilité d’absorption stimulée. On étudie ici le coecient B12. On suppose
que l’on connait les niveaux d’énergiesE1 etE2 et les fonctions d’ondes correspondantes ψ1 et
ψ2 des atomes/molécules constituant le corps noir. Pour déterminer la probabilité de transition,
on représente les ondes lumineuses par un champ électrostatique oscillant à la fréquence ν
avec une amplitude E et uniforme dans le domaine spatial des atomes/molécules considérées
et on évalue leur eet par la théorie des perturbation dépendant du temps[71]. Elle montre que
l’eet de l’onde lumineuse est de faire passer le système de l’état initial d’énergie E1 à l’état
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où W12 est l’élément de matrice de la perturbation entre les fonctions d’ondes ψ1 et ψ2 ;
on aW12 = a d12 où a est une force fonction du temps représentant une force oscillante avec
une amplitude proportionnelle à E et où d12 est le moment dipolaire de transition : d12 =<
ψ1, rψ2 > où r est l’opérateur position. On voit sur l’eq.(5.5) que la probabilité de transition à
la limite t → ∞ est le module au carré de la transformée de Fourier de W12 (en prolongeant
convenablementW12 pour les t < 0) ; elle est donc égale à l’intégrale sur t de |W12(t)|2 et donc
au produit de deux facteurs :
P12(∞) = d212 W¯ (5.6)
où le premier facteur, carré dumoment dipolaire de transition, dépend de l’atome/molécule
considérée et pas des photons et le second W¯ est indépendant de l’atome/molécule mais dé-
pend des photons et en particulier de la forme du pulse (ce qui est le cas ici puisqu’on étudie
une évolution dans le temps).
Conclusion de la section 3.1 : la probabilité de conversion radiative A21 est proportionelle
à B21 (absorption spontanée) qui est égale à B12 (absorption induite), eq.(5.4). Par ailleurs B12
est proportionnel au carré du moment dipolaire de transition. Finalement, en comparant les
eqs.(5.4) et (5.6) on trouve
A21 = Γ∆E
3 × d2
où Γ est une constante (dont la dimension est telle que celle de A21 soit l’inverse d’un temps)
indépendante de l’atome/molécule considérée et que l’on peut déterminer empiriquement.
5.3.2 Zone de conversion radiative
On utilise
P ∝ ∆E3 d2 (5.7)
où∆E est l’énergie de transition et d le vecteur dipole de transition et on évalue P à l’aide
des valeurs de∆E et de d issues des calculs CASPT2 du chromophore dans le vide[23]. On en
déduit une probabilité relative (ramenée à la valeur 1 pour la géométrie plane) en fonction des
angles ϕ et τ :











Les valeurs obtenues sont représentées sur la g. 5.4.
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extérieur des 5 ellipses .023 0.026
Figure 5.4: Valeurs des probabilités de uorescence déduite des calculs CASPT2[3] à l’aide de
l’eq.(5.8)
à gauche : valeurs de P obtenues pour les géométries où un calcul CASPT2 a été fait et ellipses
délimitant les zones où P prend diérents ordres de grandeurs ;
à droite : code couleur des ellipses et des points du cade de gauche.
Résultats :
- en dehors du carré−60°≤ ϕ, τ ≤60° la probabilité relative est pratiquement nulle (≪0.1) ;
- on peut trouver des ellipses limitant 6 zones où la probabilité relative est à peu près
constante ;
- dans un premier temps on se contente de l’approximation que la probabilité relative vaut
1 à l’intérieur de la sphère la plus externe de la gure 5.4 (sphère de couleur indigo) et zéro à
l’extérieur.
Remarque : la comparaison des résultats des sections 2 et 3.2 fait apparaître deux points
importants :
- les probabilité de transition radiative et non radiative ne sont jamais non nulles en même
temps : la probabilité de transition radiative est non nulle autour de la géométrie plane, et la
probabilité de transition non radiative est non nulle autour des géométries perpendiculaires
(les points ϕ = 0, |τ | = 90° ou |ϕ| = 90°, τ = 0 ) ;
- dans chacune de ces deux zones, on va considérer, en première approximation, que la
probabilité correspondante est constante.
5.4. RÉSULTATS 81
5.4 Résultats
Soit S1(t) le nombre de chromophores encore à l’état excité au temps t, R(t) le nombre de




où les fonctions du temps pS , pr et pr sont des densités de probabilité ad hoc. La conserva-
tion du nombre de molécules implique
ps = pr + pnr
On suppose, hypothèse 1, (cf. les § précédents) que les fonctions pr et pnr ne prennent chacune
que 2 valeurs, respectivement 0 ou kr et 0 ou knr comme schématisé sur la gure 5.5
Figure 5.5: Types de graphes attendus pour pr et pnr et résultant de l’hypothèse 1
On suppose de plus, hypothèse 2, (cf. également les § précédents) que pr et pnr ne sont








= krtr + knrtnr
où tt et tnr représentent la durée totale des intervalles de temps où, respectivement, kr et
knr ne sont pas nuls (ces deux intervalles dépendent de la durée totale de la simulation).
On obtient :
S1(t) = S1(0) exp(−krtr − knrtnr)
La gure 5.6 montrent les valeurs prises par l’angle de torsion τ en fonction de ϕ obtenues
au cours des simulations de la GFP et de la YFP à l’état S1. On voit que les zones de conversion
non radiative sont nettement moins peuplées que les zones de conversion radiative.
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Figure 5.6: Corrélation entre les angles τ et ϕ au cours des simulations à l’état S1 de la GFP
et de la YFP. L’ellipse rouge entoure la zone de conversion radiative, les cercles verts entourent
les zones de conversion non radiative.
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Figure 5.7: Valeurs de tr et de tnr obtenus par simulaion dans la GFP (47 simulations de 6 ns
chacune) et dans la YFP (20 simulation de 4 ns chacune)
Les valeurs de tr et tnr obtenues au cours des mêmes simulations sont montrées sur la
gure 5.7. On voit que tr et tnr varient de façon quasi linéaire avec le temps (et aussi que tnr
est très petit, particulièrement pour la YFP) ce qui conduit à une troisième hypothèse :
On suppose maintenant, hypothèse 3, que tr/t et tnr/t sont indépendant du temps, ceci
nous permet de dénir deux nouvelles constantes k¯r et k¯nr par les relations :
k¯r = kr tr/t
k¯nr = knr tnr/t
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On a alors
S1(t) = S1(0) exp
[−(k¯r + k¯nr)t]
Ce qui est l’expression habituelle du déclin d’une population par désexcitation radiative
et non radiative. La particularité ici est que les constantes k¯r et k¯nr sont des produits de deux
facteurs : kr et knr qui ne dépendent, a priori, que du chromophore et tr/t, tnr/t (supposés
indépendants du temps) qui dépendent de la protéine dans laquelle se trouve le chromophore.
On en déduit les relations habituelles entre le temps moyen de uorescence τfluo et le






















Nous allons utiliser le cas de la GFP comme référence et en déduire des valeurs pour k¯r et
k¯nr ,puis pour kr et knr qui sont supposées indépendantes du chromophore. Puis nous utilise-
rons ces valeurs de kr et knr dans le cas de la YFP.
Expérimentalement, comme on a vu dans le chapitre 1, pour la GFP on a τfluo = 3.0 ns et
φ = 0.64
On en déduit k¯r =0.21 ns−1 et k¯nr =0.12 ns−1, puis kr = 0.22 ns−1 et knr =8.0 ns−1.
Partant de ces valeurs de kr et knr, on calcule k¯r et k¯nr pour la YFP. On obtient ainsi :
k¯r = kr tr/t = 0.19ns
−1
k¯nr = knr tnr/t = 0.18ns
−1
puis, utilisant ces valeurs on calcule τfluo =2.7 ns et φ = 0.51. La comparaison avec les
valeurs expérimentales pour la YFP (τfluo =3.7 ns et φ = 0.61) est satisfaisante pour le rende-
ment quantique, moins pour la durée de vie de uorescence.
On peut également comparer les résultats de ce modèlepour la YFP à ce qui avait éte obtenu
dans les travaux précédents du groupe[23] et que nous avons rappelé au début de ce chapitre.
La valeur simulée pour τnr (l’inverse de knr) était 3.5 ns, nettement plus petit que la valeur tirée
des résultats expérimentaux ( 9.4 ns). Avec ce nouveau modèle nous avons une amélioration
signicative puisque que nous obtenons une valeur égale à 1
0.18
ns soit 5.5 ns.
Cemodèle pourra être perfectionné en anant la représentation de la probabilité radiative :
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nous avons les valeurs de la probabilité pour de nombreux points de l’espace ϕ, τ et nous
pouvons donc les interpoler par une fonction analytique. Il faudra également améliorer la
représentation de la probabilité non radiative.
Conclusion générale
Au cours de ce travail de thèse, nous avons cherché à approfondir l’étude du déclin de uo-
rescence de la protéine YFP selon deux axes : l’amélioration du champ de force décrivant les
interactions de type empilement π entre le chromophore et une tyrosine d’une part, et d’autre
part, la mise au point d’un modèle décrivant le processus de déclin de uorescence. Ainsi, nous
avons calculé au niveau SA2-CAS(4,3) PT2 l’interaction entre le chromophore anionique et un
phénol dans des géométries de type empilement π. Les positions relatives des deux molécules
conjuguées les plus favorables énergétiquement ne correspondent pas à une superposition des
deux cycles tout en donnant une stabilisation de l’ordre de 3 kcal/mole. Cela implique dans la
protéine une compétition entre l’interaction chromophore-tyrosine et le réseau de liaisons hy-
drogène qui relie le chromophore et la tyrosine à d’autres résidus proches. La mise au point
d’un nouveau champ de force interpolé sur les calculs quantiques permettra de mieux décrire
cette compétition mais sans changer nécessairement la dynamique de torsion du chromopho-
redans les dynamiques moléculaires classiques de la YFP.
Par ailleurs, nous avons utilisé l’analyse des processus de changement d’état (radiatif ou
non radiatif) développée dans le groupe ThéoSim. Elle permet de prendre en compte les va-
riations des probabilités de conversion radiative ou non radiative en fonction des angles de
torsion interne du chromophore. Appliqué au cas de la YFP sur la base de simulations molécu-
laires faites avec un champ de force de type AMBER, ce modèle de déclin de uorescence par
zone donne un rendement quantique et un temps de déclin de uorescence en accord raison-
nable avec les valeurs expérimentales.
Cette première approche pourra être améliorée en anant la description des zones où se
produit l’un ou l’autre des processus de désexcitation. Ce modèle ouvre la voie à une détermi-
nation rapide du temps de vie de uorescence et du rendement quantique pour de nouvelles
protéines uorescentes sur la base de simulations moléculaires classiques.
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Puis on doit déterminer les nouveaux 
paramètres du champ de force en interpolent les 
résultats obtenus et de refaire une dynamique 
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Abstract: My thesis work concerns the 
theoretical study of the yellow fluorescent 
protein (YFP) and the effect of the environment 
on the fluorescence wavelength. 
Fluorescent proteins are naturally occurring 
substances in the jellyfish, corals, sea 
anemones and some other living organism. 
They are used in the laboratory as chemical 
sensors capable of measuring local temperature 
or the local pH, distances between proteins etc 
... They are also one of the possible carriers of 
ultra microscopy. 
In the yellow fluorescent protein, electron 
transition energy is reduced relative to that of 
the green fluorescent protein (GFP) due to the 
influence of π stacking between the 
chromophore (the part that absorbs and emits 
light) and a tyrosine.  
 
This effect is the basis of its use in the 
laboratory (by resonance energy transfer 
"FRET" with other proteins).  
The approach used here combines molecular 
dynamics and quantum chemistry methods to 
study the excited state in which the effect of π 
stacking is poorly described by standard force 
fields.  
First we calculate the energy of interaction 
between the chromophore and tyrosine in the 
ground state and the excited state with quantum 
method that takes into account the electron 
correlation CASPT2 as well as the correction 
of the error due using a finite basis (BSSE).  
Then we have must determine new force field 
parameters by interpolating the quantum results 
and use them in molecular dynamics 
simulation. 
 
 
