This paper demonstrates how a proposed parser identifies part of speech (POS) of Bengali lexicons in Bengali (or Bangla) sentences along with annotating semantics information. A parser is used in machine translation (MT) for identifying the part of speech in a sentence. We call it an intelligent parser as it handles semantics as well as POS identification. The aim of such rule-based intelligent Bangla parser is to ease the task of handling semantic issues in the subsequent stages in machine translation.
Introduction
Syntax deals with the structure of natural language sentences. A parser produces a structural description on applying a given computational grammar on the input sentence. In general, a parser is expected to identify structural and thematic relations in the sentence. The assignment of structural description to words depends upon the grammar that is, a description language and a set of structural constraints. A parser attempts to analyze the sequence of symbols presented to it based on the grammar [1, 2, 3, 4] . Intelligent parsing technique through semantic analysis using tagged lexicons and word's major class (on ontology) proves to be helpful for more accurate machine translation. Human language like Bangla is very rich in inflections, vibhakties (suffix) and karakas, and often they are ambiguous also. That is why Bangla parsing task becomes very difficult. At the same time, it is not easy to provide necessary semantic, pragmatic and world knowledge that we humans often use while we parse and understand various Bangla sentences. Bangla consists of total eighty-nine part-of-speech tags. Bangla grammatical structure generally follows the structure: subject-object-verb (S-O-V) structure. We also get useful POS information from various inflections at morphological parsing. We describe here an intelligent parsing algorithm for Bangla sentences that relies on semantic analysis (through Ontology and rules) of a Bangla sentence during the task of parsing. Bangla consists of eighty-nine parts-of-speech tags [6] . Intelligent parsing is very important for machine translation [5, 7] also.
Intelligent Approach to Bengali Parsing
In Bangla we do not have concept of small or capital letters. Unlike English, every letter in a Bangla word is capital only. Thus we find difficulties in understanding whether a word is a proper noun or not. For example, the Bangla word "BISWAS" can be a proper noun (i.e., a family name of a person) as well as an abstract noun (with the meaning of faith in English). The value of log-likelihood-ratio also gives us information on disambiguation for unsupervised one.
BISWAS GHARE NEI. (in English:
Biswas is not at room) is parsed in both the conventional as well as in intelligent ways.
The most frequently used Bangla word "BHALO" has also POS and Word Sense 
Intelligent Bangla Parsing Algorithm
The following steps explain how the proposed intelligent parser works.
Step 1. Start Parsing
Step 2. While i < = Number of words in the Bangla Sentence Step 3. Start annotating POS to a Bangla word
Step 4. If a word is not in Lexicon, assign it as Noun-Proper.
Step 5. If POS-Ambiguity, resolve it by Bangla grammar rules.
Step 6. If word-sense-ambiguity, apply N-gram model to assign correct word-sense.
(Resolving word-sense ambiguity using Bi or Tri gram i.e., scanning 2-3 surrounding words for knowing an ambiguous word by its surrounding words.)
Step 7. End While
Step 8. Repeat step 2 through 7 until the end of sentences in text.
Step 9. End
Conclusion
The proposed intelligent Bangla parser concentrates not only on the syntactic structure (according to Bangla grammar using SOV structure) but also on the semantics issues. While parsing, we believe semantic issues are more important than syntactic ones in human languages (for example, Bangla), which are not rigidly structured. We used vibhakties (e.g. ke for noun/pronoun, chhe for verb etc.) or suffix for understanding a word's parts of speech also. The proposed approach is equally applicable for other human languages also that are loosely structured.
