Abstract-In this paper, a new kernel-based method for data visualization and dimensionality reduction is proposed. A reference point is considered corresponding to additional constraints taken in the problem formulation. In contrast with the class of kernel eigenmap methods, the solution (coordinates in the low-dimensional space) is characterized by a linear system instead of an eigenvalue problem. The kernel maps with a reference point are generated from a least squares support vector machine (LS-SVM) core part that is extended with an additional regularization term for preserving local mutual distances together with reference point constraints. The kernel maps possess primal and dual model representations and provide out-of-sample extensions, e.g., for validation-based tuning. The method is illustrated on toy problems and real-life data sets.
I. INTRODUCTION
T RADITIONALLY, techniques such as principal component analysis (PCA) and self-organizing maps (SOMs) have been frequently applied for dimensionality reduction and data visualization [13] , [15] . In recent years, the search for new approaches and solutions to this problem has become an active area of research and a variety of new techniques have been proposed such as isomap, locally linear embedding (LLE), Hessian LLE, diffusion maps, Laplacian eigenmaps, and others [2] , [6] , [9] , [14] , [27] , [31] . Currently, many of these techniques have been characterized under the umbrella of kernel eigenmap methods and manifold learning [3] , [7] . Nevertheless, the selection of components and tuning parameters is often difficult to assess. For several existing approaches, the characterization of out-of-sample extensions is unclear, though approximate versions have been proposed [4] . Furthermore, the issue of model selection of tuning parameters is to a large extent still an open problem [3] . The author is with the Katholieke Universiteit Leuven, ESAT-SCD/SISTA, B-3001 Leuven (Heverlee), Belgium (e-mail: johan.suykens@esat.kuleuven. be).
Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TNN. 2008.2000807 In this paper, we want to take a fresh look at the problem of data visualization with dimensionality reduction. A main objective here is to design a technique for which the solution follows from solving a linear system instead of an eigenvalue problem. At the same time the method should be able to perform nonlinear dimensionality reduction with preserving local mutual distances and allow for out-of-sample extensions that can be made in an exact way. The tuning parameters should be set in view of obtaining a good generalization ability of the underlying model on new data.
Kernel-based learning methods have proven to be successful in many applications in different areas, especially, on problems with high-dimensional input spaces. Different methodologies and mathematical frameworks have emerged that are making use of kernels, including support vector machine (SVM) methodologies, function estimation in reproducing kernel Hilbert spaces (RKHS) and Bayesian learning viewpoints with Gaussian processes [10] , [20] , [21] , [26] , [28] , [30] . In this paper, we propose a new kernel-based method in the framework of least squares support vector machines (LS-SVMs). In this context, kernel-based models have been studied for regression, classification, PCA, spectral clustering, canonical correlation analysis, recurrent networks, optimal control, and others [1] , [18] , [23] - [26] . The formulations are in terms of constrained optimization problems with use of a feature map in the primal problem and a related positive-definite kernel in the dual (which is the problem in the Lagrange multipliers that are related to the constraints). This is similar to standard SVM formulations [28] but by making use of an loss function and equality constraints instead of inequality constraints. Some advantages of this setting are the systematic and straightforward way of deriving optimal model representations and constraints handling.
The kernel map approach that we propose in this paper makes use of a reference point. Such a reference point is expressed in terms of constraints that are added to the formulation. We show how this mechanism converts the eigenvalue problem into a linear system. As stated in [22] , complexity theory results for linear systems are easier to obtain than for eigenvalue problems. Also, the development of fast cross-validation techniques and online learning methods for the design of adaptive systems becomes easier [5] and both direct and iterative solvers can be used [12] . The solution to the linear system delivers the coordinates in the low-dimensional space. The support values follow from a second linear system. The optimal model representation and solution are generated in a straightforward way from an LS-SVM core part that maps the input data to the coordinates in the low-dimensional space. An additional regularization term that preserves local mutual distances is incorporated. This term is a modified version of the one that is considered in LLE [16] . While the reference point enables to achieve a linear system solution, the point has to be sacrificed and omitted in the final data visualization. Its role is related to choosing a geometric perspective on the object for the data visualization and can be fixed beforehand.
The problem statement as a constrained optimization problem admits primal and dual model representations, respectively, in terms of feature maps and the associated positive-definite kernel functions. An important consequence is that the models can immediately be extended for the evaluation at new data points with out-of-sample extensions. Out-of-sample extensions can also be obtained by considering regularized least squares approaches with function estimation in an RKHS [3] , [29] when the RKHS is defined everywhere in the input space. However, in this paper, we optimize not only over an unknown function, but jointly over the unknown coordinates in the low-dimensional space, the primal weights of the unknown model, and the error variables. The optimization setting with primal and dual problems enables to obtain the optimal model representations and the final solution at once from the conditions for optimality.
Despite the importance of studies in learning theory with bounds on the generalization error, mainly for classification and regression problems [8] , [28] , practitioners often still rely on validation-based methods, due to the lack of sharp bounds in general. As stated in the conclusions of [3] the issue of model selection in problems of manifold regularization is currently not well understood. In this paper, we investigate two model selection criteria with use of a validation set (and randomized validation set) and cross validation. Both criteria are normalized in the sense that they are invariant with respect to scaling of the underlying model by a constant. A normalized training objective was also proposed for problems of supervised graph inference in [29] . We show results for a number of examples with toy problems and real-life data sets with 2-D and 3-D visualizations of the data sets. This paper is organized as follows. In Section II, we discuss the context and outline of this paper. In Section III, we consider kernel maps that lead to an eigenvalue problem, generated from an LS-SVM core model. In Section IV, we discuss the introduction of a reference point leading to a linear system solution. First, this is explained for projection to a 2-D space and next for the general case. In Section V, aspects of model selection are discussed. In Section VI, examples are given on toy problems and real-life data sets. Comparisons with other methods are made. To enhance the readability of this paper, all proofs are given in the Appendix. 1 
II. CONTEXT AND OUTLINE
Consider a given input data set of data points . We aim at realizing a dimensionality reduction to a low-dimensional space by with or for data visualization of the corresponding points with . Let us define the vector 1 A Matlab demo file that shows the application of the kernel map reference point method to the Swiss roll problem can be downloaded from http://www. esat.kuleuven.be/sista/lssvmlab/KMref/demoswissKMref.m and the following mechanism to select the th data point from the vector for the different components:
. . . (1) where denotes the th component of the th data point vector with
A meaningful objective for dimensionality reduction is to find the points as the solution to (3) where the first term is a regularization term to avoid the trivial solution with
. The second term minimizes the objective with 
with from which one has to select one of the candidate eigenvector solutions.
This problem (3)- (5) has the following connections to the methods of LLE and Laplacian eigenmaps.
• LLE [16] : The objective is related to LLE as follows. In LLE, one establishes a connection between the cost function (7) and the cost function (8) through minimization of the weight matrix with th entries , which are in common between both cost functions. One takes if is not among the -nearest neighbors of and for all . Furthermore, the output coordinates are centered and have a unit covariance matrix to prevent degenerate solutions [17] . A difference between LLE and (3)-(5) in this paper is that we consider the weights to be functions of the differences such that can be evaluated on any pair of data points. In LLE, these weights are taken to be fixed and determined at the training level.
• Laplacian eigenmaps [2] : For the method of Laplacian eigenmaps, a connection in an approximate sense with an iterated Laplacian has been derived in [2] . It was noticed that in relation to of LLE, one has (9) where denotes the Laplace-Beltrami operator on a differentiable function on a manifold and is an operator related to the matrix . In this paper, we are interested now in the use of kernel maps to project the original input data to the estimated coordinates in the lower dimensional space. This will be approached in two steps.
1) We will consider the use of an underlying model that gets the given data as input and outputs the estimated coordinates for data visualization (instead of ). The core part is constituted by an LS-SVM regression that takes the criterion (3) as an additional regularization term in a regularized least squares objective. The solution is characterized by an eigenvalue problem and is discussed in Section III.
2) The coordinates for one single data point (e.g., for the first data point ) are fixed beforehand. This is incorporated by additional constraints in the problem formulation. As a result the solution is characterized by a linear system instead of an eigenvalue problem, as will be explained in Section IV. The obtained underlying models with primal and dual model representations allow to make out-of-sample extensions. In this way, the coordinates for data visualization can be obtained for training, validation, and test data. Model selection for the tuning parameters will be studied then in Section V for making use of validation sets and cross validation.
III. KERNEL MAPS AND EIGENVALUE PROBLEM
We can realize the nonlinear mapping through an LS-SVM regression. This is combined then with the criterion (5) that is taken as an additional regularization term. This results in the following primal problem: such that (10) with and error variables . The regularization constants and are assumed to be positive. Different feature maps are used in order to realize mappings from the given input space to the different components in the lower dimensional space, where denote the dimensions of the feature maps. A positive-definite kernel function is related to a feature map through (which is often called the kernel trick). For the commonly used radial basis function kernel the feature map is infinite dimensional . The constrained optimization problem (10) is the primal problem with unknown coordinates of the data in the lower dimensional space, the error variables , and the vector for the primal representation of the model (11) evaluated at any point in the input space (and hence also allows for out-of-sample extensions). It yields the corresponding predicted coordinates . Neural network interpretations with a hidden layer and hidden units can be given both to this primal representation of the model (in terms of the feature map) and to the dual representation of the model (in terms of the kernel function) [26] .
The objective function from (5) is acting in (10) as an additional regularization term to the LS-SVM core part. In a different context, an additional Laplacian-based regularization term has also been considered in [3] for Laplacian regularized least squares methods with function estimation in an RKHS. Also, in problems of supervised graph inference [29] , this has been proposed. Combined objectives with use of an LS-SVM core part have also been studied in a different area of finding approximate solutions to optimal control problems in [25] .
To show the difference between the solutions to (5) and (10), we consider the zero bias term case. To fix the ideas, let us con-sider the case where the given input data are to be projected and visualized in a 2-D space such that (12) The solution to this problem can be viewed as a regularized version of (6) in the following sense.
Lemma 1: The solution to the problem (12) is given by the eigenvalue problem (13) with and kernel matrices with th entries , for and positive-definite kernel functions . The matrices equal (14) with elements as defined in (2). Proof: See the Appendix Corollary 1: The dual representations of the model, evaluated at a point , are expressed in terms of the Lagrange multipliers [corresponding to the constraints in (12)] (15) where are the unique solution to the linear systems and (16) with a solution to (13) and and . The eigenvalue problem (13) has eigenvector solutions corresponding to the eigenvalues . However, it turns out that the selection of the best solution from this pool of candidates is not straightforward. Selection of a best solution interacts in fact with the model selection problem for and and the kernel tuning parameters. The best solution (in terms of good generalization) is often not corresponding with the largest or smallest eigenvalue in (13) . A numerical example to further illustrate this problem will be given in Section VI.
IV. MAIN RESULT: LINEAR SYSTEM SOLUTION OBTAINED FROM REFERENCE POINT CONSTRAINTS
The constrained optimization problem formulations in LS-SVMs enable to incorporate additional constraints in a straightforward manner. We will demonstrate now how adding reference point constraints converts the eigenvalue problem (13) into a new problem where the solution is given by a linear system. We first consider projection of the input data to a 2-D space. Next we consider the general case.
A. Projection to a 2-D Space
The main idea is to define one of the data points of the training set as a reference point for which the coordinates in the low-dimensional space are chosen (approximately) and fixed beforehand to a nonzero vector. We assume here (without loss of generality) that this is the first data point of the given training set. The new problem formulation becomes such that (17) In this constrained optimization problem, the core part is the LS-SVM mapping of the input data to the coordinates in the 2-D space. The first two terms of the objective function take into account neighborhood preservation. More flexibility is incorporated by modifying (5) into with diagonal matrix and . . . . . .
For the first training data point , fictitious coordinates of the nonzero reference point are specified by the user. Technically speaking, this point makes the problem semisupervised instead of unsupervised (in an artificial way). On the other hand, this reference point needs to be sacrificed in the final visualization of the coordinates . It serves as an eye for taking a geometrical perspective on an object. Furthermore, additional bias terms and are taken in the model. The solution is characterized now as follows.
Lemma 2: Assuming , , and , the unique solution to the problem (17) is given by the linear system (18) with matrices and kernel matrices with th entries , , for , and positive-definite kernel functions . Proof: See the Appendix Corollary 2: The primal and dual model representations allow making out-of-sample extensions. Evaluated at point , the predicted coordinates are (19) where and are the solution to (18) and are the unique solutions to the linear systems and (20) with the solution to (18) and , , and . The assumption in Lemma 2 is made for establishing convexity of the problem. Observe that in (3) has been assumed. However, this assumption was needed for a different motivation of avoiding the trivial solution and pushing the coordinates away from the origin. In problem P2, the first term has been included for the sake of generality. In practice, can be set, which at the same time will simplify the tuning parameter search process.
B. General Case
In the general case with dimensionality reduction to a -dimensional space, the problem statement is such that (21) The solution is characterized in a similar way as in the 2-D case.
Lemma 3: Assuming , , and , the unique solution to the problem (21) 
where the bias terms are the solution to (22) and are the unique solutions to the linear systems (24) with the solution to (22) and for . For moderate size data sets, the linear systems can be solved using direct methods [12] . For larger scale problems, iterative solvers such as conjugate gradient methods can be used [12] . However, for conjugate gradient methods, the matrix of the problem needs to be positive definite. The problems (18) and (22) can be converted then into problems with a positive-definite matrix [26] , similar as for LS-SVM models in classification and regression with bias terms. The computational complexity is well understood in terms of the condition number of the matrix and the required precision [22] .
V. MODEL SELECTION BY VALIDATION

A. Criteria
To achieve a good generalization ability of the kernel map approach, a careful selection of the tuning parameters is needed. We investigate here two criteria with use of a validation set or cross validation. The kernel map with reference point approach can be tuned then in a similar fashion as kernel-based regression and classification methods with linear system solving, though for a problem of unsupervised instead of supervised learning now. While in problems of regression and classification one aims at designing an accurate predictive model, for data visualization applications, finding a good range of the tuning parameters will usually be satisfactory. One may typically search over a rougher grid for data visualization than in regression and classification applications.
Consider an input training data set , validation set , and test set , where , , and denote the number of training, validation, and test data points, respectively. The following two criteria are considered here with use of a validation set : • normalized metric multidimensional scaling criterion (normalized metric MDS) (25) • normalized locally linear embedding criterion (normalized LLE)
with denoting the th entry of matrix ; where denotes the set of tuning parameters to be determined. Both criteria and are normalized in the sense that they are invariant with respect to scaling of the estimated coordinates by a constant. Also in [29] , such a type of invariance has been considered at the training level in supervised graph inference. Taking only the numerator part of turns out to be nonsuitable for model selection purposes.
B. Choice of the Tuning Parameters for Kernel Maps With a Reference Point
While the coordinates , the support values , and the bias terms follow from solving linear systems, the choice of a number of tuning parameters needs to be decided. In setting these tuning parameters, on the one hand, there should be enough flexibility to obtain a model that yields good generalization on data sets in different problems. On the other hand, having too many tuning parameters severely complicates the model selection process. For this reason, the following tuning parameters will be fixed beforehand throughout this paper.
• Choice of the reference point : The choice of the point plays the role of choosing a geometric perspective on an object. For 2-D and 3-D projections, we take as candidate reference points and , respectively, where
The role of this reference point is further illustrated by examples in Section VI. A multiplication of the reference vector with a positive constant leads to similar results as taking this constant , corresponding to the choices in (27) .
• Choice of the diagonal matrix : Experiments indicate that better results are obtained by taking the diagonal matrix different from the identity matrix. Throughout this paper, for 2-D projection, we fix , and for 3-D projections, .
• Choice of : As explained in Section IV, we set . In this way, the unknown set of tuning parameters is reduced to the following.
• Kernels tuning parameters in , : When using radial basis functions in (28) for , the kernel parameters need to be determined. Especially the determination of a good range for these values turns out to be relevant as well as the values relative with respect to each other.
• Regularization constants : The determination of a good range is needed for the value . The value is set. It is also recommended to (linearly) scale the input data properly with elements of the input data in the range before applying the method or to normalize the data.
C. Algorithms: Randomized Validation Set and Cross Validation
Data visualization techniques are frequently applied for exploratory data analysis. This process is more interactive than the design of models for regression or classification purposes.
For existing methods, one often varies then the tuning parameters of the method that results in different data visualizations of a given data set. Currently, due to the lack of general theories for setting the tuning parameters, this model selection aspect is mostly ignored, often resulting in a quite subjective data visualization process.
One aim of this paper is to make this data visualization process less subjective by estimating an underlying model that one can extend and evaluate on validation data. We describe now two practical algorithms: a cross-validation method with grid search and a method with use of a randomized validation set that is more suitable for interactive data exploration. The following cross-validation algorithm is proposed. Note that in a scaling with is taken. For higher dimensional input spaces, the values need to scale proportionally. It could also be needed to enlarge or further refine the grid depending on the outcome of the grid search. In principle, one could also define vectors similar to . However, this would lead to a very time-consuming search process over all different tuning parameters. Experiments also indicate that for a good generalization the ranges of should not be too far away from each other. This motivates the search over neighboring ranges for relative with respect to . Cross validation with grid search is especially popular for kernel-based methods in regression and classification problems. However, for exploratory data analysis, a more interactive search process might be more appealing to the user. The use of a single validation set is one possibility but the tuning might become too specific with respect to this validation set. Therefore, tuning parameter search with a randomized validation set is proposed to make the result less depending on a specific set and keep the overall search process sufficiently interactive. No grid is defined in this case. The user interactively explores the tuning parameter search space then trying to discover structure in the data. This process can be guided now by the criteria and evaluated on validation data. This gives an indication to the user about whether the observed structure can be trusted in an objective way (in the sense of good generalization) or is rather a "fake" structure corresponding to a situation of data overfitting. Experiments also indicate that the criterion has a tendency to overfit for small values of . The following algorithm is proposed for use of a randomized validation set. 
VI. EXAMPLES
A. Spiral Problem 1) Role of the Reference Point:
In this first toy problem, a spiral data problem is considered with data generated in Matlab, 2 scaled to ranges and made zero mean. The given input data are in a 3-D space, shown in Fig. 1 . The problem P2 was considered for data visualization in 2-D. The figure illustrates the role of the reference point with different choices of -from (27) . Different choices of lead to different perspectives on the object. In this example, the tuning parameter selection was done interactively with use of a single validation set resulting into the kernel parameters , , , and . All other tuning parameters were taken as described in Section V. Besides good visualization of the training and validation set parts, an excellent generalization is also obtained on test data. The arrows indicate the positions of the reference points, which are located outside the range of all other points, playing the role of an eye for looking at the object.
2) Tuning by Cross Validation: In Figs. 2 and 3 , the results of tuning parameter selection by tenfold cross validation is illustrated with application of Algorithm 1 for 2-D visualization. Fig. 2 shows the two best results for the considered (rough) grid according to the criteria and . The reference point is chosen. The grid search process with evaluated criteria over the ten different runs is shown in Fig. 3 . The resulting tuning parameters are , , , and according to and , , , and according to . For smaller values of (not included in this grid search), it can be observed that the criterion has a tendency to overfit. The mean value over the different runs becomes small then, but with a large variance over the ten different runs (such that one can detect the problem in this way).
3) Comparison with Other Methods:
A comparison with the following other methods is shown in Fig. 4 : MDS, PCA, LLE (Hessian LLE, which is not shown, gives a qualitatively similar result to LLE), Laplacian eigenmaps, and diffusion maps. 3 In this case, no division is made in training, validation, and test parts. From the total of 800 data points 600 points were randomly selected for the training with these methods. The 
4) Comparison with Eigenvalue Problem Method:
Also the problem P1 with the solution characterized by the eigenvalue problem has been tested. All experiments indicated that the component selection was difficult in that case: the best solutions were often not corresponding to the largest or smallest eigenvalue in (13) . As a result an exhaustive search through different eigenvector solution candidates may be needed then together with a validation procedure for the optimal component selection (or by any other suitable model selection procedure), which is computationally much harder. Moreover, the conditioning of the numerical algorithms for computing the eigenvector solutions is inferior (even if one specifies to compute only a subset of the eigenvectors such as with the Matlab functions and ) with respect to the well-conditioned linear systems to be solved in problems P2 and P3. A numerical example is given in Fig. 4 : the optimal component in this case did not correspond to the largest or smallest eigenvalue. Such issues also occur in denoising applications with kernel PCA [19] , [24] where the ordering of the eigenvalues and the corresponding components does not always correspond with their relevance towards the reconstruction error. Also note the bad numerical conditioning for this problem in Fig. 4(f) with values in the order of magnitude while is in the order , despite the specification of suitable tolerance parameters.
B. Swiss Roll Data
A well-known example is the swiss roll problem [16] . We generated the input data in Matlab, 4 scaled to ranges and made zero mean. The given data in 3-D are shown in Fig. 5 . A comparison with the following other methods is shown in Fig. 6 : MDS, PCA, LLE, Laplacian eigenmaps, and diffusion maps. In this case, no division is made in training, validation, and test parts. All 800 data points are used for the training. The results of the methods LLE and Laplacian eigenmaps give very different results depending on the choice of their tuning parameters. While these methods are often applied in practice with a relatively small number of nearest neighbors (e.g., ten), for achieving results similar to the solution of kernel maps with a reference point, a very large number of nearest neighbors is needed in this case (different from the choices illustrated, e.g., in [2] ): (LLE) 200 nearest neighbors, (Laplacian eigenmap) 300 nearest neighbors, and . For LLE, the significant difference in results between using 50 and 200 nearest neighbors is shown: for smaller numbers of nearest neighbors the rolling structure is not obtained. Larger numbers of nearest neighbors also takes much higher computation times. The diffusion map method is applied with and . The tuning parameters of these existing methods were set in such a way that they reveal a similar structure as the kernel map with reference point method.
C. Alon Colon Cancer Microarray Data Set
In this example, we aim at visualizing the gene distribution for the Alon colon cancer microarray data set. 5 In total 1500 genes are taken: the number of training, validation, and test parts are partitioned as , , and . For the given microarray data set, the dimension of the input space is . In Fig. 7 , the results of 2-D visualization by the kernel map with reference point are shown. Tuning parameter search is done using Algorithm 2 with a randomized validation set and . The resulting tuning parameters for problem P2 with data visualization in 2-D are , , , and . The reference point is chosen. Fig. 7 also shows the result of assigning different parts to be training and test data, which does not affect the discovered structure in the data visualization.
In Fig. 8(a) , the role of the reference point is illustrated in 3-D visualization of the data with a choice of -from (27) . Different choices of lead to different perspectives on the object. The tuning parameter search is done using Algorithm 2 with a randomized validation set and . The resulting tuning parameters for problem P3 with data visualization in 3-D are , , , , and , indicated by the criteria and . A comparison with the following other methods is shown in Fig. 8 : MDS, PCA, LLE, Laplacian eigenmaps, and diffusion maps. In this case, no division is made in training, validation, and test parts. From the total of 1500 data points 700 points were randomly selected as the training set for these methods. For LLE, Laplacian eigenmaps, and diffusion maps, the tuning parameters were selected that lead to similar structure as found by kernel maps with reference points. For Laplacian eigenmaps, the result is very much outlying with respect to all other methods on this example. The tuning parameters are as follows: (LLE) 100 nearest neighbors, (Laplacian eigenmap) ten nearest neighbors, , (diffusion map) , and .
D. Santa Fe Chaotic Laser Data
In this example, we visualize the time-series of the Santa Fe chaotic laser data set 6 by defining the vectors with . The data set consists then of the points with validation data (first part) and training data points (middle part) and test data (Fig. 9 ) in a dimensional input space. 6 www-psych.stanford.edu/~andreas/Time-Series/SantaFe.html
In Fig. 9(b) , tuning parameter search is done using Algorithm 2 with a randomized validation set and . The best results for 2-D visualization indicated by and are , , , and . The reference point is chosen. In Fig. 10(a) , a 3-D visualization is shown for a reference point choice. The application of Algorithm 2 with a randomized validation set leads to the selection of the tuning parameters as , , , , and . A comparison with the following other methods is shown in Fig. 10 : MDS, PCA, LLE, Laplacian eigenmaps, and diffusion maps. In this case, no division is made in training, validation, and test parts. All 900 data points were used as training set for these methods. The tuning parameters are as follows: (LLE) 100 nearest neighbors, (Laplacian eigenmap) 300 nearest neighbors, , (diffusion map) , and . These were set in such a way that they reveal a similar structure as the kernel map with reference point method.
VII. CONCLUSION
In recent years, considerable progress has been made in the area of data visualization and dimensionality reduction using kernel eigenmap methods. In this paper, we have shown how to characterize solutions by linear systems instead of eigenvalue problems. For this purpose, we proposed a new method of kernel maps with a reference point. The framework of LS-SVMs is adopted, which naturally allows to incorporate reference point constraints in the primal problem within the constrained optimization problem. Kernel model representations are generated in a systematic and straightforward way in the dual. The optimal coordinates for visualization in the low-dimensional space are computed from a linear system in a numerically reliable way. The framework immediately allows for out-of-sample extensions. Validation-based learning of the tuning parameters has been demonstrated with good results on toy problems and real-life data sets.
APPENDIX
Proof of Lemma 1
The solution (13) is obtained in a straightforward way. First, construct the Lagrangian For characterization of the local minima, take the conditions for optimality , , , , , , and . This leads to the following set of equations, which should be satisfied simultaneously:
After elimination of and application of the kernel trick, the set of equations can be expressed in terms of . One obtains and
The dual model representation follows from the conditions for optimality. 
Proof of Lemma 2
The solution (18) is obtained in a straightforward way. Construct the Lagrangian Taking the conditions for optimality [11] , , ,
, this gives the following set of equations, which should be satisfied simultaneously:
The dual model representation follows from the conditions for optimality.
Proof of Lemma 3
The proof is similar to the proof of Lemma 2. The Lagrangian is given by From the conditions for optimality , , , , , and , one obtains After elimination of and application of the kernel trick, the set of equations can be expressed in terms of . This gives and The dual model representation follows from the conditions for optimality.
