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Motivated by the instability of the Savvidy-Nielsen-Olesen (SNO) vacuum we make a system-
atic search for a stable magnetic background in pure SU(2) QCD. It is shown that Wu-Yang
monopole-antimonopole pair is unstable under vacuum fluctuations. However, it is shown that
a pair of axially symmetric monopole-antimonopole string configuration is stable, provided the
distance between the two strings is small enough (less than a critical value). The existence of a
stable monopole-antimonopole string background strongly supports that a magnetic condensation
of monopole-antimonopole pairs can indeed generate a dynamical symmetry breaking, and thus a
desired magnetic confinement of color, in QCD.
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I. INTRODUCTION
One of the most outstanding problems in theoretical
physics is the confinement problem in QCD. It has long
been argued that the monopole condensation could ex-
plain the confinement of color through the dual Meissner
effect [1, 2]. Indeed, if one assumes the monopole con-
densation, one could easily argue that the ensuing dual
Meissner effect guarantees the confinement [3]. There
have been many attempts to prove this scenario in QCD
[4, 5]. Unfortunately the earlier attempts has failed
to establish the desired magnetic condensation, because
the magnetic background, known as the Savvidy-Nielsen-
Olesen (SNO) vacuum, is not stable. In fact the effective
action of QCD obtained with the SNO vaccum develops
an imaginary part, which implies that the SNO vacuum
is unstable [6, 7]. This instability of the magnetic con-
densation has been widely accepted and never been con-
vincingly revoked.
In retrospect there are many reasons why the earlier
attempts have not been so successful. First, the calcula-
tion of the effective action has involved tachyons which vi-
olates the causality, a fundamental principle in quantum
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field theory. Indeed it is well-known that the imaginary
part of the effective action originates from the tachyonic
contribution. This tells that the causality principle may
have been compromised in the calculation of the effective
action. Secondly, the calculation of the effective action
was not gauge independent. In fact the SNO background
itself was not gauge invariant [6, 7]. And obviously any
background which is not gauge invariant can not possibly
become a stable vacuum. From these points of view it is
really not suprising that the SNO vacuum turns out to be
unstable. There have been attempts to cure this defect of
the SNO vacuum and prove the magnetic condensation
with a gauge invariant background, but unfortunately
these attempts have not been very successful [5, 6, 7].
Recently, however, this instability of the SNO vac-
uum has been studied more carefully. It has been shown
that, if one uses a proper infra-red regularization which
respects causality, the imaginary part in the effective ac-
tion disappears [8, 9, 10]. Furthermore, it has been ar-
gued that the imaginary part of the effective action dis-
appears if one imposes the gauge invariance to the SNO
vacuum correctly. Indeed the calculation of the effective
action based on color reflection invariance shows that the
effective action has no imaginary part [11]. This implies
that a “gauge-invariant” SNO vacuum can be qualified
as a stable vacuum of QCD.
Nevertheless, the meaning of the “gauge-invariant”
SNO background has not been fully understood so far. In
2particular, an explicit example of stable magnetic back-
ground has never been constructed. To understand the
complexity of the problem, notice that the color charge
in QCD can uniquely be defined only after one selects the
color direction. But the color direction in QCD is gauge
dependent. So it is a non-trivial matter to construct a
“gauge-invariant” magnetic vacuum.
There is an intuitive way to understand why the SNO
background is unstable. The SNO vacuum is a constant
color magnetic field pointed to a fixed direction in the
color SU(2) space. Unfortunately this vacuum config-
uration is not gauge invariant. To see this consider a
second magnetic vacuum which has the opposite color di-
rection. Clearly the two vacua are distinct because they
have opposite color. Nevertheless they are gauge equiv-
alent, because one can always rotate the first vacuum to
the second one with a gauge transformation [11]. This
means that neither the first nor the second vacuum is
gauge invariant. Only the gauge invariant combination
of the two vacua becomes gauge invariant, and thus could
become a physical vacuum. This is why the SNO vacuum
must be unstable.
There is another example which has exactly the same
instability problem. Consider the Wu-Yang monopole
[12, 13]. In spite of its topological origin it is well known
that the monopole is unstable [14]. This is because it
is not gauge invariant. Here again we have the anti-
monopole which is gauge equivalent to the monopole, and
only a gauge invariant combination of the monopole and
anti-monopole can exist as a physical (gauge invariant)
object, just as a gauge invariant combination of quark
and anti-quark can exist as physical. This tells that a
physical monopole condensation should not be a sim-
ple monopole condensation, but a condensation of gauge
invariant combination of monopole and anti-monopole
pairs.
The above heuristic argument tells that only a gauge
invariant SNO vacuum, if at all, has a chance to be-
come a physical vacuum of QCD [11]. The purpose of
this paper is to search for a stable magnetic background
in SU(2) QCD. We analyze the stability of two clas-
sical magnetic backgrounds, a pair of axially symmet-
ric monopole-antimonopole strings and a pair of mag-
netic vortex-antivortex strings, and show that the pair
of monopole-antimonopole string configuration becomes
stable provided the distance between two strings is small
enough. As far as we understand, the pair of axially
symmetric monopole-antimonopole strings constitutes a
first explicit example of a stable magnetic background in
QCD. More importantly the result can serve as a strong
argument that a gauge invariant monopole-antimonopole
condensation can provide a stable vacuum in QCD. This
reinforces the claim that the “gauge-invariant” SNO
vacuum could generates a desired dynamical symmetry
breaking which could confine the color in QCD.
The paper is organized as follows. In Section II we
review the geometric structure of the connection space
in QCD, and discuss how one can obtain a gauge inde-
pendent separation of a classical background from the
quantum fluctuation. In Section III we review the SNO
effective action of QCD to clarify the origin of the in-
stability of the SNO vacuum. In Section IV we discuss
a gauge invariant calculation of the effective action, and
show how the gauge invariance can cure the instability of
the SNO vacuum. In Section V we analyze the stability of
the classical Wu-Yang monopole and anti-monopole pair,
and show that the configuration is unstable. In Section
VI we consider an axially symmetric monopole string (a
two-dimensional classical monopole configuration), and
show that it is unstable under the quantum fluctuation.
In Section VII we consider a pair of axially symmetric
monopole and anti-monopole strings, and show that the
configuration is stable if the distance between the two
strings is small enough. In Section VIII we study the sta-
bility of an axially symmetric magnetic vortex-antivortex
pair, and show that the vortex pair is unstable. Finally
in Section IX we discuss the physical significance of our
result.
II. GAUGE INDEPENDENT DECOMPOSITION
OF NON-ABELIAN GAUGE POTENTIAL
One of the conceptional problems in non-Abelian
gauge theory is how to define the color. It is well known
that the conserved color charge is gauge dependent. In-
deed the gauge-dependence of the conserved color is so
severe that one can always choose a gauge in which the
color charge becomes identically zero. This means that,
to discuss the confinement of color, one must know how
to define the color in a gauge independent way. Consider
SU(2) QCD for simplicity. A natural way to define the
color is to introduce an isotriplet (a unit vector field in
color space) nˆ which selects the color direction at each
space-time point, and to decompose the gauge potential
into the restricted potential Aˆµ which leaves nˆ invariant
and the valence potential ~Xµ which forms a covariant
vector field [2, 3],
~Aµ = Aµnˆ− 1
g
nˆ× ∂µnˆ+ ~Xµ = Aˆµ + ~Xµ,
(nˆ2 = 1, nˆ · ~Xµ = 0), (1)
where Aµ = nˆ · ~Aµ is the “electric” potential. Clearly this
way of selecting the color direction is gauge independent,
because nˆ is chosen to be gauge covariant.
Notice that the restricted potential is precisely the
connection which leaves nˆ invariant under the parallel
transport,
Dˆµnˆ = ∂µnˆ+ gAˆµ × nˆ = 0. (2)
3Under the infinitesimal gauge transformation
δnˆ = −~α× nˆ , δ ~Aµ = 1
g
Dµ~α, (3)
one has
δAµ =
1
g
nˆ · ∂µ~α, δAˆµ = 1
g
Dˆµ~α,
δ ~Xµ = −~α× ~Xµ. (4)
This shows that Aˆµ by itself describes an SU(2) connec-
tion which enjoys the full SU(2) gauge degrees of free-
dom. Furthermore ~Xµ transforms covariantly under the
gauge transformation. Most importantly, the decompo-
sition is gauge-independent. Once the color direction nˆ
is selected, the decomposition follows automatically, in-
dependent of the choice of a gauge.
The restricted potential Aˆµ actually has a dual struc-
ture. Indeed the field strength made of the restricted
potential is decomposed as
Fˆµν = (Fµν +Hµν)nˆ,
Fµν = ∂µAν − ∂νAµ,
Hµν = −1
g
nˆ · (∂µnˆ× ∂ν nˆ) = ∂µC˜ν − ∂νC˜µ, (5)
where C˜µ is the “magnetic” potential [2, 3]. Notice that
we can always introduce the magnetic potential (at least
locally section-wise), because Hµν forms a closed two-
form
∂µH˜µν = 0 (H˜µν =
1
2
ǫµνρσHρσ). (6)
This allows us to identify the non-Abelian magnetic po-
tential by
~Cµ = −1
g
nˆ× ∂µnˆ. (7)
Indeed with nˆ = rˆ the magnetic potential describes the
well-known Wu-Yang minopole [12, 13].
With the decomposition (1) one has
~Fµν = Fˆµν + Dˆµ ~Xν − Dˆν ~Xµ + g ~Xµ × ~Xν , (8)
so that the Lagrangian can be written as follows
L = −1
4
Fˆ 2µν −
1
4
(Dˆµ ~Xν − Dˆν ~Xµ)2
−g
2
Fˆµν · ( ~Xµ × ~Xν)− g
2
4
( ~Xµ × ~Xν)2. (9)
This shows that QCD is a restricted gauge theory which
has a gauge covariant valence gluon as a colored source.
The decomposition (1), which has recently been re-
ferred to as the “Cho decomposition” or “Cho-Faddeev-
Niemi decomposition” [15, 16, 17, 18], was first intro-
duced long time ago in an attempt to demonstrate the
monopole condensation in QCD [2, 3]. But only recently
the importance of the decomposition in clarifying the
non-Abelian dynamics has become appreciated by many
authors. Indeed this decomposition has played a cru-
cial role for us to establish the Abelian dominance in
Wilson loops in QCD [19], and to clarify the topological
structure (in particular the Deligne cohomology) of the
non-Abelian gauge theory [17].
An important advantage of the decomposition (1) is
that it can actually Abelianize (or more precisely “dual-
ize”) the non-Abelian gauge theory [2, 3, 20]. To see this
let (nˆ1, nˆ2, nˆ) be a right-handed orthonormal basis in
SU(2) space and let
~Xµ = X
1
µ nˆ1 +X
2
µ nˆ2,
(X1µ = nˆ1 · ~Xµ, X2µ = nˆ2 · ~Xµ).
With this we have
Dˆµ ~Xν =
[
∂µX
1
ν − g(Aµ + C˜µ)X2ν
]
nˆ1
+
[
∂µX
2
ν + g(Aµ + C˜µ)X
1
ν
]
nˆ2. (10)
So introducing a dual potential Bµ and a complex vector
field Xµ by
Bµ = Aµ + C˜µ,
Xµ =
1√
2
(X1µ + iX
2
µ), (11)
we can express the Lagrangian explicitly as follows,
L = −1
4
G2µν −
1
2
|DˆµXν − DˆνXµ|2 + igGµνX∗µXν
−1
2
g2
[
(X∗µXµ)
2 − (X∗µ)2(Xν)2
]
= −1
4
(Gµν +Xµν)
2 − 1
2
|DˆµXν − DˆνXµ|2, (12)
where
Gµν = Fµν +Hµν , DˆµXν = (∂µ + igBµ)Xν ,
Xµν = −ig(X∗µXν −X∗νXµ).
Clearly this describes an Abelian gauge theory coupled
to the charged vector field Xµ. But the important point
here is that the Abelian potential Bµ is given by the sum
of the electric and magnetic potentials Aµ + C˜µ. In this
form the equations of motion of SU(2) QCD is expressed
by
∂µ(Gµν +Xµν) = igX
∗
µ(DˆµXν − DˆνXµ)
−igXµ(DˆµXν − DˆνXµ)∗,
Dˆµ(DˆµXν − DˆνXµ) = igXµ(Gµν +Xµν). (13)
This shows that one can indeed Abelianize the non-
Abelian theory with our decomposition. A remarkable
4feature of this Abelian formulation is that here the topo-
logical field nˆ is replaced by the magnetic potential C˜µ
[2, 3].
An important point of this Abelianization is that it is
gauge independent, because here we have never fixed the
gauge to obtain this Abelian formalism. So one might
ask how the non-Abelian gauge symmetry is realized in
this Abelian formalism. To discuss this let
~α = α1 nˆ1 + α2 nˆ2 + θ nˆ,
α =
1√
2
(α1 + i α2),
~Cµ = −1
g
nˆ× ∂µnˆ = −C1µnˆ1 − C2µnˆ2,
Cµ =
1√
2
(C1µ + i C
2
µ). (14)
Then the Lagrangian (12) is invariant not only under the
active gauge transformation (4) described by
δAµ =
1
g
∂µθ − i(C∗µα− Cµα∗), δC˜µ = −δAµ,
δXµ = 0, (15)
but also under the following passive gauge transformation
described by
δAµ =
1
g
∂µθ − i(X∗µα−Xµα∗), δC˜µ = 0,
δXµ =
1
g
Dˆµα− iθXµ. (16)
Clearly this passive gauge transformation assures the de-
sired non-Abelian gauge symmetry in the Abelian for-
malism. This tells that the Abelian theory not only re-
tains the original gauge symmetry, but actually has an
enlarged (both the active and passive) gauge symmetries.
But we emphasize that this is not the “naive” Abelianiza-
tion of QCD which one obtains by fixing the gauge. Our
Abelianization is a gauge-independent Abelianization.
III. SAVVIDY-NIELSEN-OLESEN EFFECTIVE
ACTION: A REVIEW
To calculate the one-loop effective action one must di-
vide the gluon field into two parts, the slow-varying clas-
sical background ~Bµ and the fluctuating quantum part
~Qµ,
~Aµ = ~Bµ + ~Qµ, (17)
and integrate the quantum part [21, 22]. Of course, the
separation of the quantum part from the classical back-
ground has to be gauge independent for the effective ac-
tion to be gauge independent. The decomposition (1) is
very useful for this purpose, because it naturally provides
the gauge independent separation of the classical back-
ground from the quantum fluctuation. Indeed the gauge
independent separation follows automatically if we iden-
tify the classical background to be the restricted poten-
tial Aˆµ and the quantum fluctuation to be the valence
potential ~Xµ.
In the Abelian formalism this means that we can treat
Bµ as the classical background and Xµ as the fluctuating
quantum part. In this picture the active gauge transfor-
mation (15) is viewed as the background gauge trans-
formation and the passive gauge transformation (16) is
viewed as the quantum gauge transformation. To calcu-
late the one-loop effective action, we fix the gauge of the
quantum gauge transformation by imposing the following
gauge condition to Xµ,
DˆµXµ = 0, (DˆµXµ)
∗ = 0
Lgf = −1
ξ
|DˆµXµ|2. (18)
Under the gauge transformation (16) the gauge condition
depends only on α, so the corresponding Faddeev-Popov
determinant is given by
MFP =
∣∣∣∣∣∣∣
δ(DˆµXµ)
δα
δ(DˆµXµ)
δα∗
δ(DˆµXµ)
∗
δα
δ(DˆµXµ)
∗
δα∗
∣∣∣∣∣∣∣ . (19)
With this gauge fixing the one-loop effective action takes
the following form [5, 6, 8, 10],
exp
[
iSeff (Bµ)
]
=
∫
DXµDX∗µDc1Dc†1Dc2Dc†2 exp
{
i
∫ [
− 1
4
(Gµν +Xµν)
2 − 1
2
|DˆµXν − DˆνXµ|2
−1
ξ
|DˆµXµ|2 + c†1(Dˆ2 + g2X∗µXµ)c1 − g2c†1XµXµc2 + c†2(Dˆ2 + g2X∗µXµ)∗c2 − g2c†2X∗µX∗µc1
]
d4x
}
, (20)
where c1 and c2 are the complex ghost fields. To evaluate the integral we notice that the functional determinants of
5the valence gluon and the ghost loops are expressed as
Det−
1
2Kµν ≃ Det[−gµν(DˆDˆ) + 2igGµν], DetMFP = Det[−(DˆDˆ)]2. (21)
Using the relation
GµαGνβGαβ =
1
2
G2Gµν +
1
2
(GG˜)G˜µν , (G˜µν =
1
2
ǫµνρσGρσ), (22)
we can simplify the functional determinants of the gluon and the ghost loops as follows,
lnDet−
1
2K = lnDet[(−Dˆ2 + 2a)(−Dˆ2 − 2a)] + lnDet[(−Dˆ2 − 2ib)(−Dˆ2 + 2ib)],
lnDetMFP = 2 lnDet(−Dˆ2), (23)
where
a =
g
2
√√
G4 + (GG˜)2 +G2, b =
g
2
√√
G4 + (GG˜)2 −G2.
Notice that two determinants Det(−Dˆ2 ± 2a) (and
Det(−Dˆ2 ± 2ib)) correspond to two spin orientations of
the valence gluon.
Savvidy has chosen a covariantly constant color mag-
netic field as the classical background [4, 5, 6]
~Bµ =
1
2
Hµνxν nˆ0, ~Gµν = Hµν nˆ0,
D¯µ ~Gµν = 0, (24)
where Hµν is a constant magnetic field and nˆ0 is a con-
stant unit isovector. With this one has
∆S = i lnDet[(−Dˆ2 + 2gH)(−Dˆ2 − 2gH)]
−2i lnDet(−Dˆ2),
H =
√
H2µν
2
. (25)
One can evaluate the functional determinants using
Schwinger’s proper time method [23], and find
∆L = 1
16π2
∫ ∞
0
dt
t2
gH/µ2
sinh(gHt/µ2)
[
exp(−2gHt/µ2)
+ exp(+2gHt/µ2)
]
, (26)
where µ is a dimensional parameter. The integral has a
severe infra-red divergence, and to perform the integral
we have to regularize the infra-red divergence first. Let
us regularize it with the ζ-function regularization. From
the definition of the generalized ζ-function [24]
ζ(s, λ) =
∞∑
n=0
1
(n+ λ)s
=
1
Γ(s)
∫ ∞
0
xs−1 exp(−λx)
1− exp(−x) dx, (27)
we have
∆L = lim
ǫ→0
1
16π2
∫ ∞
0
dt
t2−ǫ
gHµ2
sinh(gHt/µ2)
[
exp(−2gHt/µ2) + exp(+2gHt/µ2)
]
= lim
ǫ→0
gHµ2
8π2
∫ ∞
0
dt
t2−ǫ
exp(−3gHt/µ2) + exp(+gHt/µ2)
1− exp(−2gHt/µ2)
= lim
ǫ→0
g2H2
4π2
(
2gH
µ2
)−ǫΓ(ǫ− 1)
[
ζ(ǫ − 1, 3
2
) + ζ(ǫ− 1,−1
2
)
]
= lim
ǫ→0
g2H2
4π2
(1− ǫ ln 2gH
µ2
)
(1
ǫ
− γ + 1)[(ζ(−1, 3
2
) + ζ(−1,−1
2
)
)
+ ǫ
(
ζ′(−1, 3
2
) + ζ′(−1,−1
2
)
)]
=
11g2H2
48π2
(1
ǫ
− γ + 1− ln 2gH
µ2
)− g2H2
4π2
(
2ζ′(−1, 3
2
)− iπ
2
)
, (28)
where ζ′ =
dζ
ds
(s, λ), and we have used the fact [24]
ζ(−1, 3
2
) = ζ(−1,−1
2
) = −11
24
, ζ′(−1,−1
2
) = ζ′(−1, 3
2
)− iπ
2
.
6So, with the ultra-violet regularization by modified minimal subtraction we obtain the SNO effective action
Leff = −H
2
2
− 11g
2
48π2
H2(ln
gH
µ2
− c) + i g
2
8π
H2,
c = 1− ln 2− 24
11
ζ′(−1, 3
2
) = 0.94556.... (29)
The real part of the effective action has a non-trivial SNO
vacuum at < H > 6= 0. Unfortunately the effective action
contains the well-known imaginary part which destabilzes
the SNO vacuum.
IV. GAUGE INVARIANT CALCULATION OF
EFFECTIVE ACTION
Notice that the imaginary part of the effective ac-
tion originates from the determinant Det(−Dˆ2 − 2gH),
which corresponds to the gluon loop whose spin is anti-
parallel to the magnetic field [6]. Indeed in the Abelian
formalism the calculation of the functional determinants
Det(−Dˆ2 ± 2gH) in (25) amounts to the calculation of
the energy eigenvalues of a massless charged vector field
(the valence gluon) in a constant external magnetic field
Hµν . Choosing the direction of the magnetic field to be
the z-direction, one obtains the well-known eigenvalues
E = 2gH(n+
1
2
) + k2 ± 2gH,
H = H12, (30)
where k is the momentum of the eigen-function in z-
direction. Notice that the ± signature correspond to the
spin S3 = ±1 of the valence gluon. So, when n = 0, the
eigen-functions with S3 = −1 have an imaginary energy
when k2 < gH , and thus become tachyons which violate
the causality. And these tachyonic eigenstates create the
instability of the magnetic background and the imaginary
part in the effective action [6, 8, 10].
The existence of the tachyonic modes in the functional
determinant tells that the calculation of the effective ac-
tion violates the causality. This means that we must ex-
clude the unphysical tachyonic modes from the functional
determinant. The question is how. A natural answer is
to impose the causality in the calculation of the effective
action [8, 10]. To show this we go to the Minkowski time
with the Wick rotation, and find that (26) changes to
∆L = − 1
16π2
∫ ∞
0
dt
t2
gH/µ2
sin(gHt/µ2)
[
exp(−i2gHt/µ2)
+ exp(+i2gHt/µ2)
]
, (31)
In this form the infra-red divergence has disappeared,
but now we face an ambiguity in choosing the correct
contours of the integrals in (31). But this ambiguity can
be resolved by causality. Indeed the standard causality
argument requires us to identify 2gH in the first integral
as 2gH− iǫ, but in the second integral as 2gH+ iǫ. This
tells that the poles in the first integral in (31) should lie
above the real axis, but the poles in the second integral
should lie below the real axis [8, 10]. With this causality
requirement the two integrals become complex conjugate
to each other. This tells that the effective action must
be explicitly real, without any imaginary part.
The fact that the causality removes the tachyonic
modes in the functional determinant is perhaps not sur-
prising. What is surprizing is that a completely inde-
pendent principle, the gauge invariance, can also remove
the tachyonic modes [11]. To see this, notice that the
Savvidy background (24) is not gauge invariant. Indeed
~Gµν must be gauge covariant. So one can change ~Gµν
to − ~Gµν , and thus Hµν to −Hµν , by a gauge transfor-
mation (with the color reflection of nˆ0 to −nˆ0). In this
case Det(−Dˆ2 +2gH) changes to Det(−Dˆ2 − 2gH), and
vise versa, under the gauge transformation. On the other
hand the gauge transformation does not affect the gluon
spin. This means that one can change the direction of
magnetic field with respect to the spin polarization direc-
tion of gluon by a gauge transformation. In other words
the spin polarization direction of the gluon with respect
to the magnetic background is a gauge artifact. More
importantly the eigenvalues of the S3 = +1 gluon shift
nagatively, and those of the S3 = −1 gluon shift posi-
tively, by a factor 2gH under the gauge transformation.
And obviously only the eigenvalues which are invariant
under this transformation should qualify to be gauge in-
variant. This means that the gauge invariant eigenstates
are those which are independent of the spin orientation
of the valence gluon which appear in both S3 = +1 and
S3 = −1 simultaneously.
This is shown schematically in Fig. 1, where (A)
transforms to (B) under the color reflection. This clearly
tells that the tachyonic modes which caused the instabil-
ity of the SNO vacuum is not gauge invariant, and thus
should not be included in the calculation of the gauge-
invariant functional determinants. This means that a
gauge invariant calculation of the effective action must
produce a stable magnetic condensation.
One might think (incorrectly) that the eigenvalues
of the functional determinants do not change because
Det(−Dˆ2 ± 2gH) remain unchanged under the gauge
transformation, even though Det(−Dˆ2 + 2gH) changes
7✻
E2 − k2
⊙ +3gH ⊙
⊙ +gH ⊙
⊗ −gH
S3 = −1 S3 = +1
(A)
=⇒
nˆ0 → −nˆ0
✻
E2 − k2
⊙ +3gH ⊙
⊙ +gH ⊙
⊗−gH
✻
❄
S3 = −1 S3 = +1
(B)
FIG. 1: The eigenvalues of the functional determinant of the gluon loop. When the gluon spin is anti-parallel to the magnetic
field (S3 = −1), the ground state (with n = 0) becomes tachyonic when k
2 < gH . Notice, however, that under the color
reflection of nˆ0 to −nˆ0 H changes to −H so that the eigenvalues change from (A) to (B). This shows that the spin polarization
direction of gluon with respect to the magnetic field is a gauge artifact. This excludes the tachyons from the functional
determinant.
to Det(−Dˆ2 − 2gH) and vise versa. This is wrong, be-
cause here one must calculate the eigenvalues of the spin-
up gluon and spin-down gluon separately. This is very
important. And the determinant for the spin-up gluon
Det(−Dˆ2 + 2gH) changes to Det(−Dˆ2 − 2gH) and the
determinant for the spin-down gluon Det(−Dˆ2 − 2gH)
changes to Det(−Dˆ2+2gH). So the eigenvalues change,
and for each spin polarization only the positive eigenval-
ues remain invariant under the gauge transformation.
With the gauge invariant calculation of the the func-
tional determinants, the effective action (26) changes to
∆L = 1
16π2
∫ ∞
0
dt
t2
gH/µ2
sinh(gHt/µ2)
[
exp(−2gHt/µ2)
+ exp(−2gHt/µ2)
]
, (32)
which has no infra-red divergence at all. This precludes
the necessity to make any infra-red regularization. ¿From
this we have [8, 10, 11]
Leff = −H
2
2
− 11g
2
96π2
H2(ln
gH
µ2
− c), (33)
which clearly has no imaginary part.
A physical way to understand the above result is to
remember that the one-loop effective action is nothing
but the vacuum to vacuum amplitude in the presence of
the classical background,
exp
[
iSeff ( ~Bµ)
]
=< Ω+| Ω− >
∣∣∣
~Bµ
=
∑
|ni>
< Ω+| ni >< ni | Ω− >
∣∣∣
~Bµ
, (34)
where |Ω > is the vacuum and |ni > is a complete set of
orthonormal states of QCD. In this picture the gluon loop
integral corresponds to the summation of the complete
set of states. And obviously the complete set should not
include the tachyons, unless one wants to assert that the
physical spectrum of QCD must contain the unphysical
tachyons which violate (not only the causality but also)
the gauge invariance. This justifies the exclusion of the
tachyons in the calculation of the functional determinant.
The above discussion tells that SU(2) QCD is able to
generate a stable magnetic condensation. But the sta-
bility of the Savvidy vacuum has been so controversal
that one might like to see more evidence to support the
stable magnetic condensation. A best way to do this is
to construct a classical magnetic background which has
no unstable modes. In the following we will show that
an axially symmetric monopole string and anti-monopole
string pair has no unstable modes under the quantum
fluctuation, if the distance between two strings is small
enough, smaller than a critical value.
V. INSTABILITY OF
MONOPOLE-ANTIMONOPOLE BACKGROUND
Before we discuss the stability of monopole-
antimonopole pair, we first review the instability of the
Wu-Yang monopole because two problems are closely re-
lated [14]. In our notation the Wu-Yang monopole of
charge q/g is described by [13]
~Aµ = −1
g
nˆ× ∂µnˆ,
nˆ =
(
sin θ cos qφ
sin θ sin qφ
cos θ
)
, (35)
8where (r, θ, φ) is the spherical coordinates and q is an in-
teger. But in the Abelian formalism it is more convenient
for us to describe the monopole in terms of the magnetic
potential C˜µ,
C˜µ =
q
g
(cos θ − 1)∂µφ, (36)
which is nothing but the Dirac’s monopole potential.
To study the stability of the monopole background
we consider the functional determinant of the monopole
which provides the one-loop correction to the effective
action
DetK = Det(−D˜2 ± 2 q
r2
). (37)
Notice that the functional determinant is precisely the
one we introduced in (25), exept that here H is given by
the magnetic field strength of the monopole.
Now, the absence or presence of negative modes of the
operator K implies stability or instability of the classical
background against small fluctuations of the gauge po-
tential. To calculate the eigenvalues of the operator K
one can rewrite the eigenvalue equation as the following
Schroedinger type equation acting on a complex scalar
field Ψ,
KΨ(r, θ, φ) = EΨ(r, θ, φ),
K = −∆− 2 iq
r2 sin2 θ
cos θ∂φ +
q2
r2
cot2 θ ± 2 q
r2
,
∆ =
1
r2
∂r(r
2∂r) +
1
r2 sin θ
∂θ(sin θ∂θ) +
1
r2 sin2 θ
∂2φ
=
1
r2
∂r(r
2∂r)− Lˆ
2
r2
,
Lˆ2 = −( 1
sin θ
∂θ(sin θ∂θ) +
1
sin2 θ
∂2φ
)
, (38)
where Lˆ is the angular momentum operator. Notice that
here again the ± signatures represent two spin orienta-
tions of the valence gluon.
With
Ψ(r, θ, φ) = R(r)Y (θ, φ), (39)
one obtains the equation for the angular eigenfunction
Y (θ, φ) from (38)
(
Lˆ2 − 2iq cos θ
sin2 θ
∂φ + q
2 cot2 θ
)
Y (θ, φ)
= λY (θ, φ). (40)
Moreover, with
Y (θ, φ) =
+∞∑
m=−∞
Θm(θ)Φm(φ),
Φm(φ) =
1√
2π
exp(imφ). (41)
one can reduce (40) to
(
− 1
sin θ
∂θ(sin θ∂θ) +
(m+ q cos θ)2
sin2 θ
)
Θ = λΘ. (42)
This is exactly the eigenvalue equation for the monopole
harmonics which has been well-studied in the literature
[12]. ¿From the equation one obtains the following ex-
pression for the monopole harmonics and the correspond-
ing eigenvalue spectrum
Yqjm(θ, φ) = Θqjm(θ)Φm(φ),
Θqjm(θ) = (1− cos θ)γ+(1 + cos θ)γ−
×Pk(cos θ),
λ = (k + p)(k + p+ 1)− q2 = j(j + 1)− q2,
p = γ+ + γ−, γ+ =
|m+ q|
2
, γ− =
|m− q|
2
,
j = k + p = k +
1
2
(|m− q|+ |m+ q|),
k = 0, 1, 2, ..., (43)
where Pk(x) is the Legendre polynomial of order k. The
quantum number j is analogous to the orbital angular
momentum quantum number l of the standard spherical
harmonics Ylm, except that here j starts from a non-zero
integer value for a non-vanishing monopole charge q.
Now, consider the equation for the radial eigenfunc-
tion( 1
r2
d
dr
(r2
d
dr
)− 1
r2
[
j(j + 1)− q2]∓ 2 q
r2
+ E
)
R(r)
= 0. (44)
With R(r) =
1
r
χ(r) one obtains
( d2
dr2
− 1
r2
[
j(j + 1)− q2 ± 2q]+ E)χ(r)
= 0. (45)
The equation has a general solution in terms of Bessel
functions of the first kind Jν(z)
χ(r) =
√
r
[
C1J−ν(
√
Er) + C2Jν(
√
Er)
]
,
ν =
1
2
√
1 + 4[j(j + 1)− q2 ± 2q], (46)
where Ci (i = 1, 2) are the integration constants. For
positive values of ν and E the finite solutions oscillat-
ing at the infinity and vanishing at the origin are given
by C1 = 0. The negative eigenvalues of E can come
only from (45) with the lower negative sign (which cor-
responds to the operator −D˜2 − 2q/r2) and the lowest
value of j = 1 with q = 1. In this case we have to solve
the equation
( d2
dr2
+
1
r2
+ E
)
χ = 0, (47)
9which is nothing but the one-dimensional Schroedinger
equation for the attractive potential −1/r2. So the the
monopole stability problem is reduced to the well known
one-dimensional quantum mechanical problem with an
attractive potential proportional to −1/r2 [25].
With χ(r) =
√
ry(r) and z =
√
Er, (47) reduces to(
z2
d2
dz2
+ z
d
dz
+ (z2 +
3
4
)
)
y = 0. (48)
In this form the energy dependence of the equation dis-
appears completely, so that we have no condition of dis-
creteness for the eigenvalue spectrum. The analytic so-
lution to the equation is given by the Bessel function of
the first kind
y = J
i
√
3/4
(z). (49)
For the real argument z (i.e. for the positive energies E),
the real and imaginary parts of the solution provide two
independent solutions vanishing at the infinity and oscil-
lating at the origin. For negative energies (i.e. for the
pure imaginary z), the real part of the Bessel function di-
verges at the infinity, so that only the imaginary part of
the Bessel function becomes a physical solution. This so-
lution has a continuum of negative eigenvalue spectrum,
and is oscillating near the origin and approaches to zero
exponentially at the infinity. Both solutions, for posi-
tive and negative energies, the radial eigenfunction R(r)
behaves like
R(r) ≃ sin log(
√
|E|r) + const√
r
, (50)
near the origin. The solutions have infinite number of ze-
ros approaching the point r = 0, so that for the negative
energies the valence gluon moving around the monopole
must fall down to the center [14]. For higher monopole
charges the qualitative picture remains the same, and one
still has a continious bound state energy spectrum.
The above analysis implies that the undesired at-
tractive potential proportional to −1/r2 in (45) vanishes
when q = 0, in which case j starts from zero. This can
serve as a hint that one might expect the absence of neg-
ative modes only for a magnetic background with vanish-
ing monopole charge. So it is important to check the sta-
bility of magnetic background with vanishing monopole
charge.
A simplest magnetic background which has a van-
ishing monopole charge is a monopole-antimonopole
pair. But in the following we show that the monopole-
antimonopole background is not stable. Consider a
monopole-antimonopole background where the monopole
and anti-monopole are located at the point (x = y =
0, z = a) and at the origin (x = y = z = 0). The
magnetic fields of the monopole and anti-monopole are
expressed by
~H+ =
~r − ~a
|~r − ~a|3 ,
~H− = − ~r
r3
,
~H = ~H+ + ~H−,
H =
1
r2
(
1 +
r4
r′4
− 2 r
3
r′3
(1− a
r
cos θ)
) 1
2
r′ = r(1 − 2a
r
cos θ +
a2
r2
)
1
2 . (51)
The corresponding magnetic potential C˜µ is given by
C˜µ =
[
(1− r
r′
) cos θ +
a
r′
]
∂µφ. (52)
With the magnetic background we can repeat the
above stability analysis to see whether the monopole-
antimonopole pair is stable or not.
The above background gives the following eigenvalue
equation similar to (38)( 1
r2
∂r(r
2∂r) +
1
r2 sin θ
∂θ(sin θ∂θ) +
1
r2 sin2 θ
∂2φ
+
2i
r2 sin2 θ
[
(1− r
r′
) cos θ +
a
r′
]
∂φ
− 1
r2 sin2 θ
[
(1 − r
r′
) cos θ +
a
r′
]2 ∓ 2H + E)Ψ
= 0. (53)
Here again the ∓H term correspond to two spin orienta-
tions of the valence gluon with respect to the magnetic
field. Due to the axial symmetry we can put
Ψ(r, θ, φ) =
+∞∑
m=−∞
Fm(r, θ)Φm(φ), (54)
and obtain the equation for Fm(r, θ)( 1
r2
∂r(r
2∂r) +
1
r2 sin θ
∂θ(sin θ∂θ)− U + E
)
F = 0,
U =
1
r2 sin2 θ
[
(1− r
r′
) cos θ +
a
r′
+m
]2 ± 2H. (55)
To find the energy spectrum let us consider the equation
near the origin. Keeping the leading terms in the limit r
goes to zero we can approximate the equation as( 1
r2
∂r(r
2∂r) +
1
r2 sin θ
∂θ(sin θ∂θ)
− (m+ 1 + cos θ)
2
r2 sin2 θ
∓ 2
r2
+ E
)
F ≃ 0. (56)
The equation is separable, and the angular part of the
eigenfunction is expressed by the monopole harmonic
function Θ1jm which satisfies the eigenvalue equation( 1
sin θ
∂θ(sin θ∂θ)− (m+ 1 + cos θ)
2
sin2 θ
+
[
j(j + 1)− 1])Θ1jm = 0, (57)
where j is given by
j =
|m|
2
+
|m+ 2|
2
. (58)
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Clearly the lowest value of j is 1, which tells that the
radial part of the potential U still has an attractive po-
tential proportional to −1/r2. ¿From this we conclude
that the monopole-antimonopole pair has to be unsta-
ble.
The lesson from this analysis is clear. Although the
total magnetic charge of monopole-antimonopole pair is
zero, the potential of the pair near the origin still re-
tains the undesirable attractive potential which makes
the magnetic background unstable.
VI. AXIALLY SYMMETRIC MONOPOLE
STRING BACKGROUND
Now we consider the axially symmetric monopole
string, which can be regarded as an infinite string car-
rying homogeneous monopole charge density along the
string. The magnetic field strength of the axially sym-
metric monopole string can be written in a simple form
in the cylindrical coordinates (ρ, φ, z)
~H =
α
ρ
ρˆ,
C˜µ = −α(z + τ)∂µφ, (59)
where α is the monopole charge density and τ is an arbi-
trary constant which represents the translational invari-
ance of the magnetic field along the z-axis. Just like the
monopole solution (35) the above monopole string forms
a classical solution of SU(2) QCD, because it satisfies
the equation of motion (13). But in the following we will
assume α = 1 and τ = 0 for simplicity, since this will not
affect the stability analysis. Notice that here α has the
dimension of a mass, so that setting α = 1 amounts to
fixing the scale in the unit of 1/α
Again we consider the eigenvalue problem for the op-
erator K
KΨ(ρ, φ, z) = EΨ(ρ, φ, z). (60)
With
Ψ =
+∞∑
m=−∞
Fm(ρ, z)Φm(φ), (61)
and repeating the steps of the previous section we obtain
the following eigenvalue equation
Fρρ +
1
ρ
Fρ + Fzz −
[ (m− z)2
ρ2
± 2
ρ
− E
]
F = 0. (62)
One can put m = 0 (shifting z to z + m) and simplify
the equation
Fρρ +
1
ρ
Fρ + Fzz −
[z2
ρ2
± 2
ρ
− E
]
F = 0. (63)
The quantum mechanical potential of this equation be-
haves like ±2/ρ near ρ = 0. So we still have an un-
desired attractive potential −2/ρ. This implies two
things. First, the attractive interaction of the axially
symmetric monopole string background is less severe
than the attractive interaction of the spherically symmet-
ric monopole background. So we can expect the absence
of continuous negative energy spectrum for the axially
symmetric monopole string background. Secondly, the
attractive potential −2/ρ tells that the monopole string
background must still be unstable, because it indicates
the existence of discrete bound states with negative en-
ergy.
To confirm this we make a qualitative estimate of the
negative energy eigenvalues of (63). We look for a solu-
tion which has the form
F (ρ, z) =
∞∑
n=0
fn(ρ)Zn(x),
Zn(x) = exp(−x
2
2
)Hn(x),
x =
z√
ρ
, (64)
where Hn(x) is the Hermite polynomial. Notice that
Zn(x) forms a complete set of eigenfunctions of the har-
monic oscillator,
( d2
dx2
− x2
)
Zn(x) = −(2n+ 1)Zn(x). (65)
Substituting (64) into (63) we obtain
∞∑
n=0
{(d2fn
dρ2
+
(1
ρ
+
z2
ρ2
)dfn
dρ
)
Hn
− z
ρ
√
ρ
dfn
dρ
dHn
dx
+fn
( z2
4ρ3
d2Hn
dx2
− z
4ρ2
√
ρ
(
1− z
2
ρ2
)dHn
dx
)
+
( z4
4ρ4
− z
3
4ρ3
√
ρ
+
z2
ρ3
− 2n+ 1± 2
ρ
+ E
)
fnHn
}
= 0. (66)
Using the reccurence relations and orthogonality proper-
ties of Hermite polynomials one can derive the equations
for fn(ρ) from (66)
( d2
dρ2
+
2n+ 3
2ρ
d
dρ
+
4n2 − 2n− 1
16ρ2
−2n+ 1± 2
ρ
+ E
)
fn
= − 1
64ρ2
fn−4 +
1
32ρ2
fn−3 − 1
4ρ
( d
dρ
+
n− 1
4ρ
)
fn−2
+
3
16ρ2
fn−1 +
3(n+ 1)2
8ρ2
fn+1
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+
(n+ 1)(n+ 2)
ρ
( d
dρ
− 3n+ 2
4ρ
)
fn+2
+
(n+ 1)(n+ 2)(n+ 3)
4ρ2
(
fn+3
−3(n+ 4)fn+4
)
, (67)
where fn = 0 for negative integers n. So we have infi-
nite number of equations for infinite number of unknown
functions fn(ρ).
Notice that the left hand side of the last equation
is a second order differential equation for fn with the
quantum mechanical potential
U =
2n+ 1± 2
ρ
. (68)
The potential becomes attractive only if n = 0, so that
in a first approximation we can expect that the negative
energy eigenvalues will originate mainly from the lowest
bound state with n = 0 of the harmonic oscillator part.
So we can hope that by neglecting all fn with n 6= 0
we can still get an approximate qualitative solution for
f0. In this approximation the equation reduces to the
following simple equation
( d2
dρ2
+
3
2ρ
d
dρ
+
1
ρ
− 1
16ρ2
+ E
)
f0 = 0. (69)
The solution to this equation has a new integer quantum
number k,
f0,k(ρ) = ρ
s exp
(−√|Ek|ρ) l=k∑
l=0
alρ
l,
s =
√
2− 1
4
,
Ek = − 1
(2k + 2s+ 3/2)2
,
al+1 =
√
|Ek|(2l + 2s+ 3/2)− 1
(l + 1)(l + 2s+ 3/2)
al, (70)
With this we may express the corresponding eigenfunc-
tion Ψk as
Ψk(ρ, φ, z) = Nk exp
(− z2
2ρ
)
f0,k(ρ), (71)
where Nk is a normalization constant. From this we find
the lowest energy eigenvalues as follows
E0 = −0.343...,
E1 = −0.073...,
E2 = −0.031...,
E3 = −0.017...,
E4 = −0.011.... (72)
This confirms that the axially symmetric monopole string
background is indeed unstable.
Surprisingly, we find that the approximate solution
(71) can also be obtained as an exact solution of varia-
tional method with the trial function F˜ of the form
F˜ (ρ, z) = Nρs exp
(− βkρ− γ z2
2ρ
)
×
l=k∑
l=0
alρ
l, (73)
where s, βk, γ, al are treated as variational parameters.
In other words, the variational minimum of the energy
functional with the above trial function is provided ex-
actly by the solution (71) with (72).
The knowledge of the solution (71) allows us to de-
velope the perturbation theory to find a more accurate
solution. To do this we split the original equation (62)
into two parts
(H0 +H1)F (ρ, x) = −EF (ρ, x),
H0 = ∂ρρ +
3
2ρ
∂ρ +
1
ρ
− 1
16ρ2
+
1
ρ
∂xx +
1− x2
ρ
,
H1 =
x2
4ρ2
∂xx +
x
4ρ2
∂x − x
ρ
∂ρx − 1
2ρ
+
1
16ρ2
, (74)
and treat H1 as a perturbation. Looking for eigenfunc-
tions of the non-perturbed Hamiltonian H0 in the form
of
F (ρ, x) = f(ρ)Z(x), (75)
we can separate the variables ρ and x(
∂ρρ +
3
2ρ
∂ρ − 1
16ρ2
+
1− 2n
ρ
)
f(ρ) = −Ef(ρ),
(∂xx − (1− x2))Zn(x) = −2nZn(x),
Zn(x) = exp
(− x2
2
)
Hn(x),
(n = 0, 1, 2, ...). (76)
The equation for f(ρ) has solutions with a discrete neg-
ative spectrum when n = 0 and continious positive spec-
trum when n is a positive integer. For n = 0 the corre-
sponding eigenfunctions f0,k(ρ) and discrete energy spec-
trum Ek are given by (70) and(72). For positive integer
n the physical solution is numerated by n and contin-
ious positive parameter E, and expressed in terms of the
confluent hypergeometric function F(a, b, ζ) of Kummer
fn,E(ρ) = exp
(− i√Eρ)ρ√2−14
×F(
√
2 + 2
4
+ i
2n+ 1
2
√
E
,
√
2 + 1
2
, 2i
√
Eρ). (77)
Notice that this solution is real and has a correct finite
limit at E = 0 and correct asymptotic behaviour at ρ =
∞
fn,E → ρ− 34 . (78)
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The eigenfunctions fn,E can be normalized with the stan-
dard normalization prescription
∫ ∞
0
f∗n,E′fn,Eρ
3
2 dρ = 2πδ(E′ − E). (79)
The solution fn,E is numbered by two quantum numbers
n and E, where E takes discrete values E = Ek for nega-
tive energies and continious values for positive ones, and
forms a complete set of eigenfunctions.
In the lowest order of perturbation theory we have,
for the bound states (i.e., for n = 0), the same energy
spectrum Ek as given by (70). The higher order correc-
tions to the energy eigenvalues Ek = En=0,E=Ek of the
bound states are given by the perturbative calculation
E
(1)
0,Ek
=< 0, E|H1|0, E >
=
∫
ρ
3
2 f∗0,E(ρ, x)f0,E(ρ, x)dρdxdφ,
E
(2)
0,Ek
=
∫
dE′
Ek − E′
×
∑
n
< 0, Ek|H†1 |n′, E′ >< n′, E′|H1|0, Ek > . (80)
Notice that all first order corrections E
(1)
0,Ek
are vanishing
identically due to the fact that the solution (71) turns
out to be an exact solution of the variational method.
Solving numerically the equation (74) we obtain
E0 = −0.545...,
E1 = −0.093...,
E2 = −0.036...,
E3 = −0.019...,
E4 = −0.011.... (81)
As we can see the higher order corrections change the
ground state energy most significantly, but the qualita-
tive features of the solution remain the same. From this
we conclude that the approximate solution (71) provides
a good qualitative estimation of the energy spectrum for
us to analyse the vacuum stability of the axially symmet-
ric monopole string background.
The lesson that we learn from this analysis is that
the monopole string background is still unstable, but it
does improve the instability of the spherically symmetric
monopole background significantly. This is because here
the unstable attractive force becomes milder. This raises
a hope that a pair of the axially symmetric monopole
and anti-monopole strings might form a stable magnetic
background. In the following we prove that this is indeed
the case.
VII. A STABLE MAGNETIC BACKGROUND:
AXIALLY SYMMETRIC MONOPOLE STRING
AND ANTI-MONOPOLE STRING PAIR
The main idea how to construct a stable magnetic
background is straightforward now. Consider a pair of
axially symmetric monopole and anti-monopole strings
which are orthogonal to the xy-plane and separated by
a distance a. Now, due to the opposite directions of
the magnetic fields of the monopole and anti-monopole
strings the total quantum mechanical potential U(ρ) in
the eigenvalue equation falls down when ρ → ∞ as
U(ρ) → O(1/ρ2). By decreasing the distance a we can
decrease the effective size of the quantum mechanical po-
tential well (as we will show below), so that the bound
state energy levels will be pushed out from the well at
some finite critical value of a. This implies that the
bound states will have disappeared completely at small
enough a.
To show this, consider an axially symmetric monopole
and anti-monopole string pair located at (ρ = a/2, φ = 0)
and (ρ = a/2, φ = π) in cylindrical coordinates. The
magnetic field strengths ~H± for the monopole and anti-
monopole strings are given by
~H± = ± α
ρ±
ρˆ±,
~ρ± = ~ρ± ~a
2
,
ρ2± = ρ
2 ± aρ cosφ+ a
2
4
, (82)
where ~a is the two-dimensional vector starting from the
anti-monopole string to the monopole string in xy-plane.
Again from now on we will assume α = 1 without loss of
generality. The total magnetic field is given by
~H = ~H+ + ~H−,
Hρ =
ρ− a cosφ
2
ρ2+
−
ρ+
a cosφ
2
ρ2−
,
Hφ =
aρ(ρ2 +
a2
4
) sinφ
ρ2+ρ
2
−
, Hz = 0,
H =
√
H2ρ +
H2φ
ρ2
=
a
ρ+ρ−
. (83)
The corresponding vector potential is given by
C˜µ = zHφ∂µρ− ρzHρ∂µφ. (84)
The eigenvalue equation for the operator K has the form{
− 1
ρ
∂ρ(ρ∂ρ)− 1
ρ2
∂2φ − ∂2z − 2i
z
ρ
(
Hφ∂ρ −Hρ∂φ
)
+z2H2 ± 2H
}
Ψ(ρ, φ, z) = EΨ(ρ, φ, z). (85)
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The equation can be interpreated as a Schroedinger
equation for a massless gluon in the magnetic field of
monopole and anti-monopole string pair.
Let us analyse the equation qualitatively first. We will
concentrate on the potentially dangerous −2H potential
in (85). The singularities of the term z2H2 determine the
essential singularitites of the differential equation. One
can try to extract the leading factor of the solution and
look for a finite solution for the ground state in the form
Ψ(ρ, φ, z) = (πρ+ρ−)
− 1
4 exp
(− z2
2ρ+ρ−
)
F (ρ, φ), (86)
where F (ρ, φ) is normalized∫
|F (ρ, φ)|2ρdρdφ = 1. (87)
The solution describes a wave function localized mainly
near the string pair. The wave function vanishes exactly
on the axes of the strings. This implies that the ground
state has a non-zero orbital angular momentum which
provides a centrifugal potential as we will see later.
The lowest negative eigenvalue of this equation can be
obtained by variational method by minimizing the corre-
sponding energy functional
E =
∫
Ψ∗
[
− 1
ρ
∂ρ(ρ∂ρ)− 1
ρ2
∂2φ − ∂2z − 2i
z
ρ
(Hφ∂ρ
−Hρ∂φ) + z2H2 ± 2H
]
Ψρdρdzdφ. (88)
Now, with
F (ρ, φ) =
+∞∑
−∞
fm(ρ)Φm, (89)
one may suppose that the main contribution to the
ground state energy comes from the first term of Fourier
expansion with m = 0. With this we can perform the
integration over z-coordinate, and simplify the above ex-
pression to
E =
∫
f(ρ)
(
− f ′′(ρ)− 1
ρ
f ′(ρ)
+U(ρ, φ)f(ρ)
)
ρdρdφ,
U(ρ, φ) =
ρ2 − 2aρ+ρ−
2ρ2+ρ
2
−
, (90)
where f(ρ) = f0(ρ) and U(ρ, φ) is an effective potential.
To understand the nature of the potential we make the
following rescaling
ρ→ aρ, f → f/a,
E → E/a2, (91)
and find that under this rescaling the potential near the
origin can be approximated to
U(ρ, φ)→ −4a+ (8− 16a cos 2φ)ρ2. (92)
So after the rescaling the potential reduces to a two di-
mensional harmonic oscillator potential whose depth de-
creases as a goes to zero. This implies that the negative
energy eigenvalues will disappear for a less than a finite
critical value.
To complete our analysis we perform the integration
over the angle variable φ in the energy functional, and
with the change of variable
f(ρ) = χ(ρ)/
√
ρ, (93)
we obtain the following equation which minimizes the
energy,
[
− d
2
dρ2
+ V (ρ)
]
χ(ρ) = Eχ(ρ),
V (ρ) = − 1
4ρ2
+
8ρ2√
(a4 − 16ρ4)2
− 8a
π
√
(a2 − 4ρ2)2K
(− 16a2ρ2
(a2 − 4ρ2)2
)
, (94)
where K(x) is the complete elliptic integral of the first
kind. With this we have the asymptotic behavior of the
potential V (ρ) at space infinity
V (ρ) ≃ (1
4
− a) 1
ρ2
. (95)
This tells that the potential becomes positive when the
distance a becomes less than the critical value a0 (in the
unit 1/α)
a < a0 =
1
4
. (96)
A careful numerical analysis of (85) gives us the following
critical value
a0 ≃ 0.24, (97)
which is close to the approximate value 1/4. This con-
firms that qualitatively the approximate solution de-
scribes the correct physical picture. In particular, this
tells that a pair of monopole and antimonopole strings
become a stable magnetic background if the distance be-
tween two strings is small enough.
VIII. INSTABILITY OF MAGNETIC
VORTEX-ANTIVORTEX PAIR
Recently an alternative mechanism of confinement has
been proposed which advocates the condensation of mag-
netic vortices [26]. However, it has been known that
the magnetic vortex configuration is unstable [27]. So it
would be interesting to study the stability of the vortex-
antivortex pair. In this section we study the stability of
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the vortex and anti-vortex pair and show that the pair is
unstable.
Let us start with a single vortex configuration given
by
~H =
1
ρ
zˆ, C˜µ = ρ∂µφ. (98)
Notice that, unlike the monopole string (59), the vortex
configuration is not a classical solution of the system. But
since this type of configuration multiplied by an appro-
priate profile function has been studied by many authors
[26], we will consider the vortex configuration in the fol-
lowing.
The corresponding eigenvalue equation of the opera-
tor K is given by
[
− ∂2ρ −
1
ρ
∂ρ − 1
ρ2
∂2φ − ∂2z −
2i
ρ
∂φ ± 2H
]
Ψ(ρ, φ, z)
= EΨ(ρ, φ, z). (99)
The equation becomes separable in all three variables.
With
Ψ =
+∞∑
−∞
fm(ρ)g(z)Φm(φ), g(z) = 1, (100)
one obtains the following ordinary differential equation
for f(ρ) from (99),
(
− ∂2ρ −
1
ρ
∂ρ + (1 +
m
ρ
)2 ± 2
ρ
− E
)
f(ρ)
= 0. (101)
The bound states are possible for the potential −2/ρ with
non-positive integer m, in which case the corresponding
solution is given by
fn,m(ρ) = ρ
|m|e−
√
1−En,mun,m(ρ),
un,m(ρ) =
n∑
k=0
an,mk ρ
k,
an,mk+1 =√
1− En,m(2k + 2|m|+ 1)− 2 + 2m
(k + 1)(k + 2|m|+ 1) a
n,m
k ,
En,m = 1− 4(1−m)
2
(2n+ 2|m|+ 1)2 ,
n = 0, 1, 2, ...; m = 0,−1,−2, ... (102)
Clearly the ground state has a negative energy E0,0,
which tells that the vortex configuration is unstable.
There are two principal differences between the vortex
configuration and the axially symmetric monopole string.
First, the monopole string is a classical solution of SU(2)
QCD, but the vortex configuration is not. Secondly, the
ground state eigenfunction f0,0(ρ) of the vortex configu-
ration corresponds to an S-state, which implies the ab-
sence of the centrifugal potential. But the ground state
of the monopole string has a non-trivial centrifugal po-
tential. As we will see soon this will play the important
role in the existence of the negative energy eigenstates in
the case of vortex-antivortex background.
The vortex-antivortex background is described in a
similar manner as the monopole-antimonopole string
background in the last section. The potential is given
by
C˜µ =
a
2
sinφ(
1
ρ+
+
1
ρ−
)∂µρ
+
[ ρ
ρ+
(ρ+
a
2
cosφ)− ρ
ρ−
(ρ− a
2
cosφ)
]
∂µφ,
~H =
( 1
ρ+
− 1
ρ−
)
zˆ, (103)
where a is the distance between the axes of the vortex
and anti-vortex. The eigenvalue equation corresponding
to the operator K is given by[
− ∂2ρ −
1
ρ
∂ρ − 1
ρ2
∂2φ − ∂2z − 2i(C˜ρ∂ρ +
1
ρ2
C˜φ∂φ)
+C˜2µ ± 2H
]
F (ρ, φ) = EF (ρ, φ), (104)
which is partially factorizable in z-coordinate. The nu-
merical analysis of the equation shows that there is no
critical value for the parameter a, so that the negative
energy eigenvalues exist for any small a. Qualitatively
one can see this from the effective the potential C˜2µ−2H .
After averaging over the angle variable the potential be-
comes
V (ρ) = 2
∫ 2π
0
(1 − | 1
ρ+
− 1
ρ−
| −
ρ2 − a
2
4
ρ+ρ−
)dφ
= 4π +
16
ρ+
a
2
F (
π
4
, x−)− 16
|ρ− a
2
|
F (
π
4
,−x−)
− 8
ρ+
a
2
K(x+) +
8
|ρ− a
2
|
K(−x−)
−
8(ρ− a
2
)
|ρ− a
2
|
K(−x+x−
4
),
x± =
2aρ
(ρ± a
2
)2
(105)
where F (w, x),K(x) are the elliptic and the complete
elliptic integral of the first kind. So near the origin and
infinity we have
V (ρ) ≃


8π − 64
a2
ρ− 16π
a2
ρ2 (ρ ≃ 0),
−
(
4− π
2
a
)2a
ρ2
(ρ ≃ ∞).
(106)
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This shows that the effective potential has no centrifugal
potential which could prevent the appearance of bound
states for small a. This is the origin of existence of the
negative energy eigenvalues and instability of the vortex-
antivortex background. Whether the instability problem
can be overcome with a more complicate configuration of
the vortex-antivortex is an open and interesting question.
IX. CONCLUSIONS
In this paper we have shown that the axially symmet-
ric monopole-antimonopole string background is stable
under the quantum fluctuation, if the distance between
two string becomes less than the critical value a0 ≃ 1/4.
As far as we understand it this is the first explicit ex-
ample of a stable magnetic background in SU(2) QCD.
The existence of the stable magnetic background strongly
implies that “a spagetti of gauge invariant monopole-
antimonopole string pairs” could generate a stable vac-
uum condensation in QCD. This would allow a magnetic
confinement of color in QCD.
Another important result of this paper is that a pair
of magnetic vortex and anti-vortex strings is unstable.
In the magnetic confinement mechanism there have been
two competing ideas, the monopole-antimonopole con-
densation and the magnetic vortex-antivortex condensa-
tion, and recently the magnetic vortex-antivortex con-
densation has been advocated by many authors as a pos-
sible confinement mechanism in QCD [26]. Our result
suggests that the magnetic vortex-antivortex condensa-
tion is not likely to generate a stable magnetic vacuum.
The search for the existence of a stable magnetic con-
densation in QCD has been painful. Savvidy first calcu-
lated the one-loop effective action of SU(2) QCD with a
constant magnetic background. But the Savvidy back-
ground was unstable, because it was not gauge invariant.
In fact any classical background which is not gauge in-
variant can not be physical, and thus can not be a stable
vacuum. Because of this Nielsen and Olesen have pro-
posed the gauge invariant “Copenhagen vacuum”, and
conjectured that such a gauge invariant vacuum must
be stable under the quantum fluctuation [6]. Although
conceptually very attractive the “Copenhagen vacuum”,
however, was not so useful in practical purposes.
But recently it has been shown that if we impose
the gauge invariance to the SNO vacuum, the imaginary
part of the effective action disappears [11]. This tells
that if we imposes the gauge invariance properly, QCD
can generates a stable magnetic condensation. The re-
sult in this paper strongly endorses this. Although the
axially symmetric monopole-antimonopole string back-
ground can not be identified as a vacuum because it is
not translationally invariant, it clearly indicates the ex-
istence of a stable magnetic vacuum. Furthermore, it
indicates that a stable magnetic vacuum must be, not
just a condensation of monopoles but, a condensation of
a gauge invariant combination of monopoles and anti-
monopoles. In fact our result strongly suggests that
a “spagetti of monopole-antimonopole string pairs”, or
more precisely an infinite set of monopole-antimonopole
string pairs which forms a square crystal in xy-plane, can
be a stable QCD vacuum if the size of the crystal is small
enough.
Finally we wish to point out a possible connection
between our monopole-antimonopole string background
and the “Copenhagen vacuum”. The “Copenhagen vac-
uum” can be viewed as a collection of domains of constant
magnetic fields which have random directions. Our result
suggests that an infinite set of monopole-antimonopole
string pairs which forms a square crystal in xy-plane can
be viewed as a stable vacuum, and thus a candidate of
“Copenhagen vacuum”. In this sense our result strongly
supports the idea of “Copenhagen vacuum”. On the
other hand, our result also imposes a strong constraint on
the “Copenhagen vacuum”. In a simplified picture the
“Copenhagen vacuum” was proposed as a “spagetti of
colored magnetic tubes” [6]. But our result shows that
the magnetic vortex-antivortex pair is unstable. This
implies that “spagetti of colored magnetic tubes” may
not be viewed as a “Copenhagen vacuum”. Rather, a
“spagetti of monopole-antimonopole string pairs” forms
a stable magnetic vacuum, and thus can be viewed as a
“Copenhagen vacuum”. This is consistent with the pic-
ture of “gauge invariant” monopole condensation.
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