Gb per sample). The sequence reads were converted to FASTQ format using bcl2fastq (version 2.19).
Quality control of sequencing reads
We followed a series of steps to maximize the quality of the datasets. The main steps in the QC process were: (i) trimming of low-quality bases, (ii) identification and masking of human reads, and (iii) removal of duplicated reads. We trimmed the raw reads to clip Illumina adapters and cut off low-quality bases at both ends using the Trimmomatic (version 0.33, parameters: ILLUMINACLIP:TruSeq3-PE-2.fa:2:30:10:8:true LEADING:20 TRAILING:20 SLIDINGWINDOW:3:15 MINLEN:60). We discarded reads less than 60 bp in length after trimming. Next, we aligned quality-filtered reads to the human reference genome (hg19) using bowtie2 with default parameters (version 2.3.2) and BMTagger (version 3.101). We kept only reads of which both paired ends failed to align in either tool. The average rates of host DNA contamination were 0.12% for fecal samples. As a final QC step, we removed duplicate reads using PRINSEQ-lite (version 0.20.4, parameters: -derep 1). We excluded three samples (two RA samples from group 1 and one RA sample from group 2) due to extremely low ORF numbers (described below).
Taxonomic annotation of metagenome and abundance quantification
To improve both the efficiency and accuracy of taxonomic assignment, we selected the reference metagenomes of the Japanese population constructed by Nishijima et al 4 ; 6,139 genomes from the National Center for Biotechnology Information (NCBI) and 10 genomes from in-house complete genome data constructed at Osaka University. Furthermore, we added newly reported genomes from the cultivated human gut bacteria projects 5-7 . After filtration to the genomes annotated to the species with more than 50 reference genomes, the taxonomic reference genome dataset consisted of 7,881 genomes. The filtered paired-end reads were aligned to the reference genome datasets using bowtie2 with default parameters (version 2.3.2). The average mapping rate was 88%. As for multiple-mapped reads, only the best possible alignment was selected by the alignment scores. The number of reads that mapped to each genome was divided by the length of the genome. The value of each genome was summed up by each sample, and the relative abundance of each clade was calculated at six levels (L2: phylum, L3: class, L4: order, L5: family, L6: genus, L7: species).
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Functional annotation and abundance calculation
De novo assembly of the filtered paired-end reads into contigs was conducted using MEGAHIT (version 1.1.2, parameters: --min-contig-len 135). We predicted ORFs on the contigs with the ab initio gene finder MetageneMark (version 3.38, parameters: -a -k -f G). A non-redundant ORF catalog containing 42,581,555 microbial ORFs was constructed with CD-HIT (version 4.7, parameters: -n 5 -c 0.95 -G 1 -aL 0.9 -aS 0.9 -g 1). As mentioned above, three samples showed extremely low ORF numbers, as well as extremely high rates of duplicated reads during QC. We eventually assessed a total of 124 samples (82 early RA samples: 15 from group 1 and 67 from group 2; 42 control samples: 14 from group 1 and 28 from group 2). Next, we annotated the ORF catalog with two protein databases, UniRef90 8 and KEGG 9 . For the UniRef90 database, we selected prokaryotic, viral, and fungal data. For KEGG genes, we utilized a database of prokaryote KEGG genes and MGENES, a database of KEGG genes from metagenome samples annotated based on orthology, with a bit score > 60. We aligned putative amino acid sequences translated from the ORF catalog against both databases with DIAMOND using BLASTP (v0.9.4.105, parameters: f 6 -b 15.0-k 1 -e 1e-6 --subject-cover 50). We identified 1,738,057 UniRef proteins and 1,295,675 KEGG genes. For quantification of ORF abundance, we mapped the filtered paired-end reads to the assembled contigs using bowtie2 with default parameters (version 2.3.2). To avoid the bias of the gene size, the ORF abundance was defined as the depth of each ORF's region of the ORF catalog according to the mapping result.
Case-control association test for phylogenetic data
We normalized the relative abundance profiles using the Box-Cox transformation function in the car R package (version 3.0.2), including log transformation. We removed clades detected (i) in less than 20% of the samples in either group, (ii) in no sample in either group, or (iii) with an average relative abundance of less than 0.001% of total abundance. After selection, we assessed 803 clades (10 phyla, 23 classes, 34 orders, 72 families, 185 genera, 479 species). Case-control association tests were performed separately for each clade using the generalized linear model function in the R package glm2 (version 1.2.1). We adopted sex, age, sequencing groups, and the top two principal components (PCs) as covariates. We separately obtained PCs from the relative abundance profiles of the groups 1 and 2.
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Non-linear unsupervised clustering of metagenome data using UMAP
We used UMAP 10 , a recently developed non-linear dimensionality reduction technique, in order to deconvolute the taxonomic relative abundance data at the species level (L7) into two dimensions. To obtain a sufficiently spread distribution for clustering, we adopted UMAP parameters as follows: n_neighbors (number of neighboring points) = 9 and min_dist (tightness of the embedding) = 0.002.
After deconvolution, we performed unsupervised clustering of the relative abundance data using the DBSCAN algorithm 11 . We determined the following parameters to optimize the average silhouette width score: minimum number of reachable points = 2, and a reachable ε neighborhood parameter = 0.31. After classifying into clusters, we determined the degree to which each cluster contained the species which showed significant differences in the phylogenic case-control analysis. The definition of "significant" was within the top five percent of p-values. We performed a hypergeometric test with Bonferroni correction for each cluster.
Case-control association test for gene abundance data
We converted each ORF abundance to annotated gene abundance for both UniRef90 protein and KEGG gene databases. We performed two steps of normalization. First, we adjusted the gene abundance by the sum of ORF abundance for each sample in order to correct the bias of the amount of sequence reads for each sample. Next, we applied a rank-based inverse normal transformation in order to correct the heterogeneity of each gene's abundance and distribution. We removed genes detected (i) in less than 20% of the samples in each group or (ii) in no sample in either group. After gene selection, we assessed 179,333 genes annotated by the UniRef90 database and 211,315 genes annotated by the KEGG gene database. Case-control association tests were performed using the generalized linear model function in the R package glm2 (version 1.2.1). We adopted sex, age, sequencing groups, and the top five PCs as covariates. We separately obtained PCs from the relative abundance profiles of group 1 and 2.
Metagenome pathway analysis
We performed GSEA using the R package clusterProfiler (version 3.8.1). Gene sets which contained over 30,000 genes or under 50 genes were excluded from the enrichment analysis. For case-control pathway association tests, genes annotated by the UniRef90 database were ranked based on their effect sizes of case-control gene association tests. The UniRef90 gene sets were composed by 12 . Genes annotated by the KEGG gene database were ranked in the same way. The KEGG gene sets were defined according to the KEGG pathway.
Comparison of pathway analysis results between RA metagenome and host GWAS
We assessed whether there were shared biological pathways between the gut metagenome and the human germline genome; we compared the pathway enrichment data of the metagenome with that of the host GWAS in RA. For the host GWAS in RA, we used Pascal with summary statistics from RA GWAS in the East Asian and European population in order to determine KEGG pathway enrichment of the germline in RA (22,515 East Asians and 58,284 Europeans) 13 . We compared the p-values of KEGG pathways shared between the GWAS data and metagenome data. We evaluated the overlap of the pathway enrichment, by classifying the pathways based on the significance threshold of P < 0.05 or P ≥ 0.05 and using Fisher's exact test.
Empirical estimation of metagenome-wide significance threshold
We empirically estimated the statistical significance threshold for both phylogenetic and gene casecontrol analyses, performing a phenotype permutation procedure 14 . We randomly simulated casecontrol phenotypes (×50,000 iterations) and calculated empirical null distributions of the minimum p-values (= Pmin) in each iteration. We defined an empirical Bonferroni significance threshold, -log10(Psig), as the 95th percentile of −log10(Pmin) at a significance level of 0.05. We calculated -log10(Psig) using the Harrell-Davis distribution-free quantile estimator 15 and calculated a 95% confidence interval for -log10(Psig) by a bootstrapping method in the R package Hmisc (version 4.1.1).
To estimate the null distribution of the test statistics, we applied the same process used for minimum p-values to all the ranked p-values. We defined an empirical FDR threshold of 0.05 as the 95th percentile of -log10 p-values of each rank at a significance level of 0.05. 16 with 100,000 permutations using the R package vegan (version 2.5.4).
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