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a b s t r a c t
We introduce the notion of an availability matrix and apply a the-
orem of Frobenius–König to obtain necessary and sufficient con-
ditions for the completability of an incomplete Latin row. We
consider the related problem for two such rows within the frame-
work of (1, 2)-permutations and give solutions for several special
cases. We also show how to extend these results to more than two
rows. Finally, we present an integer programming formulation to-
gether with polyhedral results, andwe discuss some consequences
for class-teacher time-table problems.
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1. Introduction and basic results
An n × n-array L each cell of which contains a symbol i ∈ N = {1, . . . , n} such that each symbol
occurs in each row and in each column exactly once is a Latin square (of order n). If some of the symbols
are missing, we speak of an incomplete Latin square. Given n ∈ N the problem of characterizing
those incomplete Latin squares that are completable (to a Latin square of the same order), is still open.
Evan’s conjecture [18] (proved by Lindner [23] and Smetaniuk [29], and independently by Andersen
and Hilton [5]) states that an incomplete Latin square containing at most n − 1 filled cells is always
completable. References to further results on embedding problems include [2–4,9] or [14], to cite just
a few.
Now let En = {eijk : 1 ≤ i, j, k ≤ n} be an arbitrary set of n3 elements and L a feasible n× n-array,
i.e., each cell of which contains a symbol k at most once. Obviously, we can identify the selection
of element eijk with the appearance of symbol k in cell ij, and hereby obtain a 1–1-relation between
subsets of En and feasible arrays over N . For convenience, we will make no real distinction between
a feasible array and its corresponding subset. In particular, any Latin square corresponds to a specific
n2-element subset of En, and the systemBn of all these sets constitutes the clutter of bases. It is well-
known that any such clutter induces a (unique) clutter Cn of circuits, i.e., subsets of En that are not
contained in anymember ofBn and that are minimal with respect to this property. As a consequence,
E-mail address: Reinhardt.Euler@univ-brest.fr.
0195-6698/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.ejc.2009.03.036
536 R. Euler / European Journal of Combinatorics 31 (2010) 535–552
the complete knowledge of Cn would answer the completability question in the following sense: an
incomplete Latin square can be completed if and only if it does not contain any circuit. One objective
of this paper is to contribute to a better knowledge of Cn. We just mention that generating the family
of circuits associated with a clutter of bases is a special case of the hypergraph transversal problem (as
studied by Khachiyan et al. [22], for instance), which has many applications in computer science and
whose exact complexity status is still open.
In 1985 (see Euler et al. [15]), we have initiated the study of Cn by presenting basic subsystems of
circuits (e.g., ‘‘no two symbols in one cell, no two identical symbols in one row or in one column’’). Our
motivation was the application of linear programming techniques to solve the planar 3-dimensional
assignment problem (P), the solutions of which are just the Latin squares of the given order. Observe
that (P) also contains our completability question, shown by Colbourn [10] to be NP-complete, as a
special case. In this context, circuits are very useful for establishing a (partial) linear description of the
solutions of (P) by means of sequential lifting. Introduced by Padberg [27] for set packing polyhedra
these techniques have foundwidespread application, e.g., for stable set polytopes where lifted circuit-
inequalities simply correspond to the clique-inequalities which, together with the non-negativity
constraints, are well known to completely describe the stable set polytope for perfect graphs. Circuits
also give rise to more complex structures such as odd cycles or anticycles in graphs and hypergraphs.
Further details can be found in Euler et al. [16].
In this paper we propose to relax the general problem by studying the completability of one
respectively two incomplete Latin rows.While necessary and sufficient conditions can be obtained for
a single such row in a straightforward manner by means of a theorem of Frobenius–König, the case
of two such rows leads to the new concept of (1, 2)-permutations and the question of their existence
within the superposition of two given (0, 1)-matrices. Wewill answer this question for several special
cases bydescribing classes of forbidden configurations in a sense close to Frobenius–König andbyusing
a theorem of Ore [26] on the existence of f -factors in bipartite graphs. It turns out that two cases can
even be extended tomore than two incomplete rows.Whenever appropriate wewill elaborate on the
relationship with Cn. We finally present a (0, 1)-program to solve the completability problem for two
rows together with some polyhedral results.
Applications involving Latin squares are various: they include ‘‘conflict-free access to parallel
memories’’ as described by Colbourn and Heinrich in [11], or coding theory as presented by Dénes
and Keedwell in [12]. We finally mention that problem (P) generalizes to a class-teacher time-tabling
problem (as studied by deWerra [13], for instance), forwhichwe have obtained completability results
that we present in the last section of this paper (for polyhedral results on time-tabling the reader is
referred to Euler and Le Verge [17]).
In our paper [15] we have described two classes of circuits arising from ‘‘Latin rectangles’’:
Definition 1. Let r, s ∈ N and L be an incomplete Latin square, whose non-empty cells form an r × s-
matrix. Then L is called a Latin rectangle of type (r, s).
Hall [20] showed that no condition is required to complete a Latin rectangle of type (r, n):
Theorem 1 (Hall [20]). A Latin rectangle of type (r, n) can always be completed.
The question whether a Latin rectangle of arbitrary type is completable has been answered by
Ryser [28]:
Theorem 2 (Ryser [28]). A Latin rectangle L of type (r, s) can be completed if and only if each symbol i ∈ N
appears at least r + s− n times in L.
Ryser’s Theorem 2 allows us to describe two classes of circuits that arise from Latin rectangles L of
type (r, s)with r + s = n+ 1, r ≥ 2, and in which
1. the symbols in L are elements of {1, . . . , s} and a circuit is obtained by removing n− s−1 arbitrary
elements from L;
2. the symbols in L are elements of {1, . . . , n− 1} and all appear at least twice, in which case L itself
represents a circuit.
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Fig. 1. A circuit L′ and its conjugate (row↔ symbol).
We can further generalize these circuits by embedding them into an n′ × n′-array L′ with n′ > n
as indicated in Fig. 1 (cf. Euler et al. [15]). Brankovic et al. [8] have studied this kind of circuits in more
detail. We also mention that the interchange of the role of row indices and symbols, for instance, (an
operation termed as conjugacy) preserves basic properties, in particular that of being a circuit.
That such an L′ is not completable is an immediate consequence of
Theorem 3 (Frobenius–König). A (0, 1)-matrix A of size n × n contains n 1’s no two of which lie in the
same row or column if and only if A does not contain a 0-submatrix of size u× v such that u+ v = n+ 1.
Wewill see in the following how the application of this theorem to a very special matrix will lead
to interesting conditions for the completability of a particular type of incomplete Latin square.
If we are given an incomplete Latin square L containing at least two incomplete rows we may ask
under which condition one of these rows is completable to produce a new incomplete Latin square
containing L? For an answer the following matrix will be useful:
Definition 2. Let L be an incomplete Latin square themth row of which contains only t < n symbols.
Moreover, let S(m) denote the set of symbols appearing in that row and J(m) the set of column indices




1 . . . 1
2 . . . 2
...
...
n . . . n

by deleting rowsAi for i ∈ S(m) and columnsAj for j ∈ J(m), andwith an elementAji(L,m), i ∈ N\S(m),
j ∈ N \ J(m) marked with an asterisk as ‘‘non-available’’ if and only if symbol i appears in column j
of L.
What is the use of A(L,m)?
– If it is possible to selectwithin thismatrix n−t available elements, one per rowand one per column,
then rowm is completable;
– If, however, this is not possible, by Frobenius–König’s Theorem 3, A(L,m) has to contain a p × q-
submatrix of non-available elements such that p+ q = (n− t)+ 1 (see Fig. 2 for an illustration of
that case).
The case of a Latin rectangle L of type (r, n) is even more interesting: by Hall’s Theorem 1 and due
to the special structure of A(L,m)we obtain necessary and sufficient conditions for the completability
of a new type of incomplete Latin square that can be checked in polynomial time by solving an
assignment (or bipartite matching) problem over A(L,m):
Theorem 4. Let L be a Latin rectangle of type (r, n) and containing t < n symbols in row r + 1.Then L is
completable if and only if any subset I of N \ S(r + 1) is contained in at most (n− t)− |I| of the columns
Lj, j ∈ N \ J(r + 1).
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Fig. 2. A new type of incomplete Latin square L and its availability matrix A(L, 4).
Fig. 3. A general class 1-circuit with rectangular completion and availability matrix.
In case that such an L is not completable, the existence of a subset I∗ contained in at least
(n − t) − |I∗| + 1 columns of L immediately leads to a circuit within L of the kind we described
above (see Figs. 1 and 2). We will show in what follows how the so-called ‘‘circulant Latin rectangles’’
provide a different type of circuits within Cn.
A Latin rectangle L of type (r, n) is called a circulant Latin rectangle if cell (i, j) contains symbol
j− i+1 (mod n) for i = 1, . . . , r and j = 1, . . . , n. Such rectangles have been studied byMahmoodian
and van Rees [24] with respect to the size of ‘‘critical sets’’ (i.e., subarrays of L that are uniquely
completable to L). To see how circulant Latin rectangles can be used to describe new classes of circuits
within Cn wewill focus on the two ‘‘extreme’’ situations that a full row (full column) of non-available
elements is generated within the associated availability matrix. Circuits that produce a full row (full
column) of such elements will be termed class 1-circuits (class 2-circuits, respectively).
Let us describe a general member C of class 1. We start with a row of n − 1 symbols and a
Latin rectangle of type (m, n − m + 1) that form a subarray of a circulant Latin rectangle of type
(m, n) with 3 ≤ m ≤ n − 1. Now let I = {i1, . . . , ik} be a non-empty set of symbols (such that
n − min(m − 1, n − m + 1) ≤ i1 ≤ · · · ≤ ik ≤ n − 1 and k ≤ n − m + 1 if n − m + 1 < m − 1,
k ≤ m− 2 if not) that we shift from row 1 along their diagonals to column n. Observe that in order to
not create another circuit properly contained in C we avoid a set I that is empty or that is of cardinality
m−1 in case thatm−1 ≤ n−m+1. Also, form = 3, we can delete symbol 1 in cell (2, 2) andwithout
loosing the property of non-completability. Fig. 3 exhibits a circuit of class 1 for m, n ≥ 4 together
with a ‘‘rectangular completion’’ of the firstm− 1 rows, and a corresponding availability matrix:
Fig. 4 shows such a circuit form = 3 together with its conjugate (row↔ symbol):
Fig. 5 finally, indicates for every removed symbol i (whose cell is heavily marked) a completion to
a Latin rectangle of type (3, n), which clearly is always completable.
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Fig. 4.
Fig. 5. The casem = 3 for class 1.
Let us turn to the general case. Why is a member C of class 1 a member of Cn?We observe, that for
a completion of C , symbol n has to be placed into cell (1, n) and symbols i1, . . . , ik in row 1 without
cell (1, n). But this would create a Latin rectangle of type (r, s) with r + s = n + 1 not containing n,
which is clearly not completable. Moreover, any completion of the firstm−1 lines to a Latin rectangle
will generate an availability matrix containing a full line of non-available symbols n.
To prove minimality of C , we observe that whenever a symbol i is deleted we can construct a Latin
rectangle of type (m, n − m + 2) containing each symbol j ∈ N at least twice and which can always
be completed by taking into account the symbols 1, . . . ,m− 2 in row 1:
– if i ∈ {1, . . . ,m− 2} is at position (1, p)with p ≤ m− 2, we replace it by i1, put symbol n into cell
(1, i1) and symbol i into (1, n). Then we complete row 1 and column n according to the prescribed
diagonals: if symbol i reoccurs in column nwe replace it by n, if not we put n into a free cell of that
column;
– if i is at position (1, p)with p ≥ m− 1 (i.e. i 6∈ I in particular), we replace it by symbol n, put i into
cell (1, n), complete row 1 and column n and place symbol n in column n as before;
– if i is at position (p, q) with p ∈ {2, . . . ,m} and q ∈ {m − 1, . . . , n − 1}, we replace it by n, put n
into cell (1, n) and complete the diagonals as before; if i = 1 wemay place it at position (m−1, n)
or (m, n), respectively;
– if finally, i is at position (p, n) with p ∈ {2, . . . ,m} (i.e. i ∈ I), we place symbol n into that cell as
well as the corresponding one of row 1 and put symbol i into cell (1, n).
Altogether, we have shown
Theorem 5. Any class 1-member is a member of Cn.
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Fig. 6. A general class 2-circuit with rectangular completion and availability matrix.
Fig. 7. The casem = 3 for class 2.
We now turn to our second class a member of which is represented in Fig. 6 form ≥ 3 and n ≥ 4:
Again, we first treat the casem = 3. Fig. 7 shows a member of class 2 as well as a completion to a
Latin rectangle of type (3, n) for any deletion of a symbol i:
More generally, why is a member C of class 2 not completable? Any of the cells (2, 1), . . . , (m −
2, 1) has to contain a symbol from the set {n−m+ 4, . . . , n} and symbol n−m+ 3 has to be placed
into cell (m − 1, 2) since otherwise only the m − 2 symbols 1, n − m + 4, . . . , n would be available
to fill them− 1 cells of column 2. But then no symbol is available any more for cell (m− 1, 1).
To prove minimality of C in the general case we refer to Figs. 8–10:
As before, we have added a number of small symbols to obtain incomplete Latin squares that all
share the following properties:
1. the occurring n−m+ 3 symbols (n−m+ 2 for the first array) appear exactly once in rows 1 tom;
2. each column contains at least 3 entries (2 for the first array).
The conjugate (column↔ symbol) of such a square therefore represents a Latin rectangle of type
(m, n− m+ 3) ((m, n− m+ 2), respectively), containing any symbol j ∈ N at least 3 respectively 2
times. By Ryser’s Theorem 2 completability follows and we have shown:
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Fig. 8. Deletion of symbols 1, 2 from row 1.
Fig. 9. Deletion of symbol 2 and i = 3, . . . , n−m+ 3 from rows 2 tom− 1.
Fig. 10. Deletion of symbol i = 3, . . . , n−m+ 3 from rowm.
Theorem 6. Any class 2-member is a member of Cn.
We conclude this section with a few remarks on the number of circuits within class 1 respectively
class 2. Since the interchange of rows, columns or symbols or that of the role of row, column or symbol
indices does not affect the property of defining a circuit, already form = 3 these numbers are clearly
exponential. For an exact calculation methods from counting Latin rectangles could be useful.
2. Two incomplete Latin rows, (1, 2)-factors and some extensions
Let us consider an incomplete Latin square L whose non-empty cells are all in rows m and m + 1.
In contrast to the one row situation, the two incomplete rows are not completable in general. We
will first show that, up to row, column and symbol interchanges, two types of (well-known) circuits
C ∈ Cn are exactly those subsets of En that prevent rows m and m + 1 from being completable. The
first type contains a set of n− 1 symbols in both rowsm andm+ 1 within a set of n− 1 columns, and
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Fig. 11.
the second type contains n− 1 symbols in rowm and the remaining symbol in the remaining column
of rowm+ 1. Examples of the two types are represented in Fig. 11.
Theorem 7. Rows m and m + 1 are completable if and only if they do not contain a circuit of type 1 or
type 2.
The (only if)-part is clear. To show the reverse, observe that whenever one of the two rows has up
to one empty cell, we can always arrange so as to complete the other one. So let us suppose that both
rows have at least two empty cells. If the set of missing symbols in rowm (respectively, the index set
of empty columns in that row) has empty intersection with the corresponding set of row m + 1, we
can complete both rows without creating a conflict in a column. Finally, if a column is empty in both
rows and a symbol does not appear yet in either row, we can also complete both rows without having
such a symbol in one column. A close look at the critical case of those rows at least one of which has
exactly one empty cell also shows that this completability test can be done in polynomial time.
Now, if we ask for all basic 2-element circuits C ∈ Cn over the reduced ground set Em,m+1 =
{emjk, e(m+1)jk : 1 ≤ j, k ≤ n}we obtain the families
C1 =
{{eijk1 , eijk2} : i ∈ {m,m+ 1}, j, k1, k2 ∈ {1, . . . , n}, k1 6= k2} ,
C2 =
{{eij1k, eij2k} : i ∈ {m,m+ 1}, j1, j2, k ∈ {1, . . . , n}, j1 6= j2} ,
C3 =
{{emjk, e(m+1)jk} : j, k ∈ {1, . . . , n}} .
If we add all circuits of type 1 and type 2 we obtain a family Cm,m+1, which by Theorem 7 represents
the unique clutter of circuits associated with the clutterBm,m+1 of complete rowsm andm+ 1.
A few remarks are appropriate on the cardinality of Bm,m+1 and Cm,m+1. Obviously, any member
of Bm,m+1 corresponds to an unordered derangement, a permutation without fixed points. Counting
derangements is a classical subject in enumerative combinatorics (cf. Stanley’s textbook [30]) and
the study of the derangement number d(n) goes back to the beginning of the 18th century (de
Montmort [25]). Clearly, |Bm,m+1| = n!d(n). Moreover, | ∪i=1,2,3 Ci| = 2n3 − n2. Since there are
d(n − 1)(n − 1)!n2 many circuits of type 1 and 2(n − 1)!n2 many of type 2, altogether |Cm,m+1| =
(2n3 − n2)+ n!(nd(n− 1)+ 2n).
What still may prevent the two rows from being completable are symbols that appear in any other
row of L. We have seen in Section 1 how to take account of these with respect to a single row m
by means of the availability matrix, Frobenius–König’s Theorem 1 providing necessary and sufficient
conditions for its completability. In particular, if Bm denotes the clutter of complete rows m over
Em = {emjk : 1 ≤ j, k ≤ n}, this theorem gives us a complete combinatorial description of its dual
clutter Bm, the collection of all B = Em \ B with B ∈ Bm. To adapt our approach to the case of two
rows, we are interested in a similar characterization of the dual clutterBm,m+1.
For this we introduce the following general problem:
Problem 1. Given two (0, 1)-matrices A1 and A2 with row and column index sets I1, I2, J1, J2 ⊆ N,
|I1| = |J1| = n1, |I2| = |J2| = n2, is it possible to select n1 distinct 1’s within A1, no two of which
lie in the same row or column, and n2 distinct 1’s within A2 of the same kind, so that within each cell
(i, j), i ∈ I1 ∩ I2, j ∈ J1 ∩ J2 at most one symbol 1 is chosen?
Throughout the followingwewill denote the induced superposition of A1 and A2 by A1⊕A2 andwe
will call any solution to Problem 1 a (1, 2)-permutation (see Fig. 12 for an example). In case that row
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Fig. 13. Two minimal 0-configurations that do not allow for a (1, 2)-permutation.
and column index sets coincide we will simply speak of a 2-permutation. Finally, for a single (0, 1)-
matrix A of size n× n, any collection of n distinct 1’s within A, no two of which lie in the same row or
column, will be called a 1-permutation.
Problem 1 does not seem to have been studied yet. Generally, it should be interesting to ask for an
efficient solution method and/or a characterization of the clutter of its solutions in a combinatorial
way. The relationship with our two row-completability problem is straightforward: take as A1, A2 the
(0, 1)-matrices associated with the availability matrices A(L,m) and A(L,m + 1), I1, I2 representing
the sets of missing symbols and J1, J2 those of the empty columns. We also point to the following
Observation 1. If symbol k appears in cell (i, j) of L, i 6= m,m+1 and cells (m, j), (m+1, j) being empty,
then both entries in cell (k, j) of A1 ⊕ A2 have to be 0.
In other words, no cell (i, j) of A1 ⊕ A2 with i ∈ I1 ∩ I2, j ∈ J1 ∩ J2 can contain different entries,
which allows us to identify these pairs and replace them by a single entry 0 or 1. For a description
of minimal 0-configurations that prevent A1 ⊕ A2 to contain a (1, 2)-permutation, we make use of
another observation, which is an immediate consequence of Frobenius–König’s Theorem 1:
Observation 2. Let A be a (0, 1)-matrix of size n×n. If U is a submatrix of A of size u×vwith u+v = n+p
and containing q 1’s, at most one per row and column, then necessarily
(i) p ≤ q,
(ii) every 1-permutation in A contains at least p 1’s from those in U.
Let us have a look at Fig. 13, which illustrates two such configurations: as to case (a) just note that
for n1 = n2 = 5, u1 = 2, v1 = 5, u2 = 4, v2 = 2, A1 and A2 contain submatrices U1 and U2 of sizes
u1×v1 and u2×v2, respectively, satisfying u1+v1 = n1+2 and u2+v2 = n2+1, and both containing
the same two 1-entries. Therefore, by Observation 2, A1⊕A2 cannot contain a (1, 2)-permutation. This
is, however, the casewheneverwe replace a 0-entry by a 1-entry. A similar interpretation can be given
for case (b).
Let us come back to two rows completability. To distinguish between the different cases we will
assign to any row index i ∈ I14 I2 := (I1 \ I2)∪(I2 \ I1) and any column index j ∈ J14 J2 the number 1,
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to any index i ∈ I1 ∩ I2 and j ∈ J1 ∩ J2 the number 2. For any i, j we denote these numbers with d(i),
d(j), and call them the degree of i, j, respectively. Also and throughout, we will suppose the rows and
columns of A1 to be arranged in increasing order of their degrees.
• Case 1: All row or all column indices have degree 1.
We simply refer to the one row case: a completion of the two rows exists if and only if there is a
completion for rowm and one for rowm+ 1.
• Case 2: Exactly one column index, say j∗, has degree 2 and both matrices contain a 1-permutation.
For this case we have
Theorem 8. A1⊕A2 does not contain a (1, 2)-permutation if and only if there is a cell (i, j)with i ∈ I1∩ I2
and j ∈ J1∩ J2 such that A1 and A2 contain submatrices U1 and U2 of size u1×v1 and u2×v2, respectively,
with u1 + v1 = n1 + 1 and u2 + v2 = n2 + 1, whose entries are all 0 except that in cell (i, j), which is 1.
For a proof of the if-part just observe that a (0, 1)-matrix A of size n×n contains a u×v-submatrix
of 0’s except in one position andwith u+v = n+1 if and only if any 1-permutation of size nwithin A
contains symbol 1 at that same position. For the only if-part we onlymention that since bothmatrices
contain full 1-permutation, they all have to contain an entry 1 from column j∗ and in the same row,
which implies the existence of two submatrices as required.
We are left with
• Case 3: I1 = I2 and J1 = J2, and
• Case 4: I1 = I2 and |J1 ∩ J2| = n1 − 1.
For their solution we will make use of f -factor theory in bipartite graphs. Let G be a graph and f
a positive integer-valued function on its vertices. An f -factor of G is a subgraph H of G such that for
any vertex v of G the number of edges incident to v in H equals f (v). For convenience, H is called a
k-factor (a (k1, k2)-factor) if f (v) = k (f (v) ∈ {k1, k2}, respectively) for all vertices v of G. Necessary
and sufficient conditions for a bipartite graph G to have an f -factor have been given by Ore [26]:
Theorem 9 (Ore [26]). A bipartite graph G = (V1 ∪˙ V2, E) has an f -factor if and only if for any X ⊆ V1,












Here e(X, Y ) denotes the number of edges of G having both endpoints in X ∪ Y .
For our two Cases 3 and 4 we define an associated bipartite graph G = (V1 ∪˙ V2, E) as follows: let
V1 = I1 ∪ I2, V2 = J1 ∪ J2 and two vertices i ∈ V1, j ∈ V2 being joined by an edge {i, j} if and only if the
entry in cell (i, j) of A1 ⊕ A2 is equal to 1. Moreover, let f (v) = degree(v) for all vertices v of G.
We obtain
Theorem 10. In Case 3, G contains a 2-factor if and only if A1 ⊕ A2 does not contain a submatrix of the
form 
1 0 · · · 0 0 · · · 0




0 0 · · · 1 0 · · · 0






0 0 · · · 0 0 · · · 0

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a b
Fig. 14. Special examples of incomplete Latin squares.
with exactly e cells (at most one per row and column) containing non-zero entries, and whose row and





d(j)− e = 2|I∗| + 2|J∗| − e = 2n1 + 1. (3)
Any such 2-factor corresponds to a 2-permutation.
In Case 4, G contains a (1, 2)-factor if and only if A1⊕A2 does not contain a submatrix of the form given
above but possibly containing up to two columns of degree 1 with the same condition (3) on its degrees.
Any such (1, 2)-factor corresponds to a (1, 2)-permutation.
As to the existence and structure of the specific submatrices (similar to those of the first
configuration in Fig. 12) the proof of this theorem follows immediately from Ore’s Theorem 9. To see
the equivalence between a 2-factor and a 2-permutation in Case 3 just observe that any such 2-factor
decomposes into even cycles of length greater than or equal to four. For Case 4 one can show that
such a (1, 2)-factor decomposes into exactly one path of even length and a number of even cycles as
in Case 3.
The problem of finding a (1, 2)- or a 2-factor in a bipartite graph can be solved in polynomial time
by matching or network flow techniques. Observe however, that any (1, 2)-permutation corresponds
to a (1, 2)-factor but not vice versa. This clearly indicates the limits of these solution techniques for
our two row problem. Fig. 14(a) gives an example which allows for a (1, 2)-factor but not for a (1, 2)-
permutation (due to the existence of a 0-configuration as discussed in Theorem8).We finallymention
that the complexity status of our two row-completability problem (as well as that of Problem 1)
is open.
To conclude this section one may ask whether these results can be extended to more than 2, say k,
incomplete Latin rows. We then have to study k availability matrices. Case 1 easily extends to k rows:
if row or column index sets are pairwise disjoint, a completion of the k rows exists if and only if this
is the case for each single row.
The next case is more interesting, since it generalizes Case 3. Let the non-empty cells within the
k rows form a Latin rectangle of type (k, p) over P ⊆ N with |P| = p and (n − p) ≥ k. Since the k
availability matrices are all identical the problem arises to find a k-factor in the associated bipartite
graph. This can be done in polynomial time, and since in a bipartite graph any k-factor decomposes
into k 1-factors, completability of the k rows can be decided in polynomial time. Together with Hall’s
Theorem 1 we also obtain the following result:
Theorem 11. If L is an incomplete Latin square whose non-empty cells form an r × n-matrix in rows 1 to
r and a k× p-matrix over P ⊆ N with |P| = p and (n− p) ≥ k in rows r + 1 to r + k, completability of
L can be decided in polynomial time.
As to the description of new classes of circuits within Cn we point to the fact that an incomplete
Latin square L, non-completable with respect to a set of rows, always has to contain a circuit C from
Cn. In contrast to the one row case, however, this relation can be strict as shown by example (b) in
Fig. 14 form = 5: the deletion of symbol 1 in row 5 is of no effect.
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Fig. 15. A non-completable incomplete Latin square and one of its circuits.
Fig. 16. 3 types of cliques.
Furthermore, observe that the incomplete Latin square L from Theorem 11 gives rise to a new class
of circuits within Cn (see Fig. 15 for an example), which generalizes those of class 2 as studied in
Section 1. A detailed description of this new class should be part of future work.
3. An integer program and related polyhedra
Mathematical programming techniques have become very important for the solution of
combinatorial problems. The purpose of this section is to formulate the two row-completability
problem as an integer program and to investigate related polyhedra. It turns out that several results
on traveling salesman (cf. Grötschel and Padberg [19]) or Latin square polytopes (cf. Euler et al. [15])
carry over to our case. As before let Em,m+1 = {emjk, e(m+1)jk : 1 ≤ j, k ≤ n} be a ground set of 2n2
elements andBm,m+1 the clutter of bases associated with rowsm andm+ 1. We canmonotonize this
clutter to obtain Im,m+1 = {I ⊆ Em,m+1 : ∃J ∈ Bm,m+1 such that I ⊆ J}, a family of independent
subsets of Em,m+1. With any element eijk of Em,m+1 we then associate a variable xijk, and with any
subset F of Em,m+1 its incidence vector xF ∈ REm,m+1 defined by xFijk = 1 if and only if eijk ∈ F . With
Im,m+1 finally, we associate the convex hull Pm,m+1 of the incidence vectors of its members. This is a
full-dimensional polytope which can be described by a complete and non-redundant system of linear
inequalities. Important for such a representation are facet-defining inequalities. We recall that a linear
inequality aTx ≤ a0 is valid with respect to S ⊆ RE if S ⊆ {x ∈ RE : aTx ≤ a0}, that a subset F ⊆ RE
is a face of a polyhedron P , if there exists a linear inequality aTx ≤ a0, valid with respect to P such
that F = {x ∈ P : aTx = a0}, in which case we say that the inequality defines F , and that a face
F 6= ∅,P is a facet ofP if it is maximal with respect to set inclusion. Our main objective is to describe
several classes of facet-defining inequalities forPm,m+1. One could also study the polytope associated
with the bases, which itself is a face of Pm,m+1, and check for instance whether a given class of facet-
defining inequalities forPm,m+1 preserves this property with respect to the (lower-dimensional) base
polytope, but this is beyond the scope of this paper.
Again, let L be a feasible n × n-array and m ∈ N . To solve our two row-completability problem,
we will now formulate a (0, 1)-program (IP ) over Em,m+1, which is based on the clutter of circuits
Cm,m+1 as given in the previous section. For simplicity, we denote by x(L) the expression
∑{xijk :
k appears in cell (i, j) of L}, the circuits of type 1, 2 by C1, C2, and the 3 types of cliques, represented in
Fig. 16, by Cl1, Cl2, Cl3, respectively.
We still have to take account of those symbols that appear in L but outside rowsm andm+1: such
a symbol kmakes the corresponding clique of type 3 as well as the (0, 1)-condition on the associated
two variables redundant. Altogether, we obtain:
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Problem 2 ((IP )). Maximize x(Em,m+1) subject to
x(Cl1) ≤ 1 ∀ cliques of type 1 ,
x(Cl2) ≤ 1 ∀ cliques of type 2 ,
x(Cl3) ≤ 1 ∀ non-redundant cliques of type 3 ,
x(C1) ≤ 2n− 3 ∀ circuits of type 1 ,
x(C2) ≤ n− 1 ∀ circuits of type 2 ,
xijk = 1 ∀i ∈ {m,m+ 1}, j, k such that symbol k appears in cell (i, j) of L,
xijk = 0 ∀i ∈ {m,m+ 1}, j, k s.t. k appears in (i′, j) of L, i′ 6= m,m+ 1,
xijk ∈ {0, 1} ∀i ∈ {m,m+ 1} and the remaining j, k ∈ N .
Relaxing the constraints xijk ∈ {0, 1} to 0 ≤ xijk ≤ 1 leads to a linear program (LP ) that we
are now going to revise in order to obtain a first partial description of Pm,m+1. Since this is a full-
dimensional monotone polytope over Em,m+1, classical results on general (0, 1)-polytopes apply (cf.
Grötschel and Padberg [19], in particular Theorem 21, and Hammer et al. [21]):
• The inequality xijk ≥ 0 defines a facet of Pm,m+1 for all i, j, k ∈ N . Apart from these (trivial)
inequalities there are no other facet-defining having right-hand side 0. All non-trivial facet-
defining inequalities aTx ≤ a0 have positive right-hand side and non-negative coefficients.
• The clique-inequalities x(Cli) ≤ 1 for i = 1, 2, 3 are facet-defining for Pm,m+1.
• (sequential lifting) Let E ′ ⊆ Em,m+1,P ′m,m+1 := Pm,m+1 ∩ {x ∈ R2n2 : xe = 0 ∀e ∈ Em,m+1 \ E ′} and
aTx ≤ a0 define a facet of P ′m,m+1 with a0 > 0. Moreover, let e˜ ∈ Em,m+1 \ E ′ and
ae˜ := a0 −max{aTxI : I ⊆ E ′, I ∪ {e˜} ∈ Im,m+1}.
Then ae˜xe˜ + aTx ≤ a0 defines a facet of
Pm,m+1 ∩ {x ∈ R2n2 : xe = 0 ∀e ∈ Em,m+1 \ {E ′ ∪ e˜}}.
How can we apply sequential lifting to a circuit C of type 1? We start with E ′ = C and the vector
a ∈ RC of all 1’s, and consider the circuit-inequality
aTx = x(C) ≤ |C | − 1 = 2n− 3 = a0, (4)
which is not only valid for P ′m,m+1 but also facet-defining: the |C |many incidence vectors of the sets
C \ {c}, c ∈ C , form a |C | × |C |-matrix of full rank (see also Proposition 5 in [19]).
Which coefficients can be lifted to 0? For this, let e˜ = emjn for j < n and c be the unique element
in C such that c = emjk for some k < n. Clearly, C \ {c} ∪ {e˜} ∈ Im,m+1, since we can complete rowsm
and m + 1 to a basis B ∈ Bm,m+1. This shows that amjn = 0 = a(m+1)jn, by symmetry. Next let j = n.
Again, we can find for any e˜ = emnk with k ∈ N an element c ∈ C such that C \ {c} ∪ {e˜} ∈ Im,m+1: if
k < n, we choose c = emjk for the unique j, k < n, and if k = n we choose c = e(m+1)jk for arbitrary
j, k < n. This gives amnk = a(m+1)nk = 0 for any k ∈ N .
We now choose for a symbol i < n a column j < n, that does not contain i. In order to find a subset
C ′ of C such that C ′ ∪ {emji} ∈ Im,m+1, we have to delete from C at least two elements: emjk and the
(unique) element emj′i with j′ ∈ N \ {j, n}. But this is sufficient to obtain amji ≤ 1: simply place symbol
k into cell (m, n) and symbol n into cells (m, j′) and (m+ 1, n) to obtain a basis B ∈ Bm,m+1. Since no
feasible 2×n-array over Em,m+1 containing 2n−3 symbols in columns 1, . . . , n−1 can be completed
by placing symbol i into cell (m, j), necessarily amji = 1 = a(m+1)ji. We lift these coefficients to 1 as
long as such indices i, j exist.
We are left with the case that symbol i appears already in a column, i.e., cell (m+1, j1)with j1 < n
contains i. Then we may have two situations (as depicted in Fig. 17(a)):
For the first situation observe, that symbol l does not appear in column j2, k does not appear in
column j3 and that there is a symbol s < n that does not appear in column j1 (but in j4). Hence, their
coefficients have already been lifted to 1, i.e., amj2 l = amj3k = a(m+1)j1s = 1. In the second situation
we have amj2k = a(m+1)j3i = a(m+1)j1s = 1 by a similar observation. In both cases we obtain amj1 i = 1,
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a
b
Fig. 17. 2 situations for lifting amj1 i .
Fig. 18. 1-coefficients of lifted inequalities.
Fig. 19.
which again is best possible. The transformation of the initial circuit to a basis B ∈ Bm,m+1 is shown
in Fig. 17(b) for both situations.
As to a circuit of type 2 (as depicted in Fig. 11) we observe that for the elements e˜ = emjn and
e˜ = e(m+1)jn with j < n as well as e˜ = emnk and e˜ = e(m+1)jk with j ∈ N, k < n there is always an
element c ∈ C such that C \ {c} ∪ {e˜} is a member of Im,m+1, implying that ae˜ = 0. For any emjk with
j, k < n we have to remove exactly two symbols from C: that in cell (j, k) and symbol k occurring in
another cell, implying amjk ≤ 1. Since any I such that I ∪{emjk} ∈ Im,m+1 has cardinality at most n−2,
amjk = 1. Fig. 18 exhibits the 1-coefficients for both inequalities:
Altogether, we have shown:
Theorem 12. The inequalities aTx ≤ 2n− 3 and aTx ≤ n− 1 define facets of Pm,m+1.
It is interesting to observe that the number of these inequalities is n2 for type 1 and 2n2 for type 2,
in contrast to the exponential number of circuits which generate them by lifting.
The order in which the coefficients aijk are lifted does matter: if for a circuit C of type 1, as shown
in Fig. 19, the first coefficient to be lifted is aijk with i = m, and j, k ∈ N \ {n} such that within C
symbol k appears in cell (m+1, j), we obtain aijk = 2. This gives rise to a whole class of facet-defining
inequalities for Pm,m+1, one particular example will be treated now.
We start with am11, which gets the value 2, and continue to lift am22, am33 until am(n−2)(n−2), which
all get a value 2 for the following reason: to find a subset C ′ of C such that C ′ ∪ {emjj} ∈ Im,m+1, we
always have to delete emj(j−1), e(m+1)jj and em(j+1)j, and adding an element with lifted coefficient 2 to
C ′ requires deletion of at least two elements from C ′ with coefficient 1. Finally, we can lift am(n−1)(n−1)
to 1 by using all n− 2 elements with coefficient 2.
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Fig. 20. A second lifted circuit inequality of type 1.
Fig. 21.
Now let us consider an element emji with i 6= j. We know from the previous proof that amji ≤ 1.
If i ∈ {j + 1, . . . , n − 2} we have to delete from C the elements emj(j−1) and em(i+1)i. Again, adding
any element with coefficient 2 requires deletion of at least two elements with coefficient 1, and thus
amji = 1.
If however, i ∈ {1, . . . , j − 2} respectively i = n − 1 for j ≤ n − 2, we can use elements
em(i+1)(i+1), . . . , em(j−1)(j−1) respectively elements em11, . . . , em(j−1)(j−1) together with all elements
epqr ∈ C such that p ∈ {m,m+ 1} and q, r ≥ j to obtain amji = 0.
Finally, let e˜ = e(m+1)ji such that i 6= j ∈ N \ {n}. But then {em11, . . . , em(n−1)(n−1)} ∪ {e˜} ∈ Im,m+1
showing that ae˜ = 0. For the remaining elements, i.e., e˜ = emjn with j < n as well as e˜ = emnk
and e˜ = e(m+1)nk with k ∈ N there is, as in the previous proof, always an element c ∈ C such that
C \ {c} ∪ {e˜} ∈ Im,m+1, implying that ae˜ = 0.
Fig. 20 indicates for each cell the 2, 1, 0-coefficients of the lifted inequality aTx ≤ 2n− 3.
Theorem 13. The inequality aTx ≤ 2n − 3, whose coefficients are represented in Fig. 20, defines a facet
of Pm,m+1.
To conclude this section let us show that the inequalities obtained so far are not sufficient to
describe Pm,m+1. For this we consider the odd cycle of length 7 as depicted in Fig. 21.
Startingwith the inequality x(E ′) ≤ 3,well-known to define a facet ofP ′m,m+1 (cf. Padberg [27]), we
can obtain a class of such inequalities for the polytope Pm,m+1, which are different from the previous
ones since a0 is a constant. Just note that this kind of inequalities has already been studied in Euler
et al. [15], and more recently by Appa et al. [6] with respect to the Latin square polytope.
To conclude this sectionwe just remark that any facet-defining inequality forPm,m+1 can be further
lifted to such an inequality for the monotone Latin square polytope. Therefore, our previous results
also contribute to the study of the facial structure of general Latin square polytopes.
4. Some consequences for time-tabling
Now let us turn to time-tabling. We consider the ‘‘class-teacher’’-model which, in a simple form,
can be defined as follows:
Problem 3. Given classes Ci, i ∈ N , teachers Tj, j ∈ N , time-periods Pk, k ∈ S = {1, . . . , s} as well
as a non-negative integer n × n requirement matrix R = (Rji), find a vector x = (xijk) satisfying the
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xijk = 1 ∀j ∈ N, k ∈ S,
n∑
j=1
xijk = 1 ∀i ∈ N, k ∈ S,
s∑
k=1
xijk = Rji ∀i, j ∈ N,
xijk ∈ {0, 1} ∀i, j ∈ N, k ∈ S.
(5)
A time-table is an n×n array T , each cell (i, j) of which contains exactly Rji symbols of S such that in
each row and in each column each symbol occurs only once. Observe that any time-table corresponds
to a solution of (5) and vice versa. Also, with Rji = 1 for all i, j ∈ N we get back the solution set of
the planar 3-dimensional assignment problem (P), i.e., the Latin squares of order n. For simplicity, we
assume that Rji ≥ 1 for i, j ∈ N , implying in particular that s ≥ n. Fig. 22 illustrates a small example.
De Werra has shown in [13] that a time-table exists (with respect to n, s, R as prescribed above) if
and only if the entries of R satisfy the following conditions:
n∑
i=1
Rji = s ∀j ∈ N,
n∑
j=1
Rji = s ∀i ∈ N.
Matrices R can easily be found, but the explicit construction of a time-table is a notoriously difficult
problem. By adapting the notion of an availability matrix we will show in the following how to obtain
necessary and sufficient conditions for a single class to possess a time-table, in other words, for an
incomplete row to have a completion.
For this let T be an incomplete time-table the mth row of which contains less than s symbols.
Moreover, let S(m) be as above, J(m) = {j ∈ N : cell (m, j) contains Rjm symbols} and s′ = s− |S(m)|
as well as n′ = n− |J(m)|.
The availability matrix A(T ,m) is the s′ × n′-matrix obtained from the s× n-matrix
A =

1 . . . 1
2 . . . 2
...
...
s . . . s

by deleting rowsAi for i ∈ S(m) and columnsAj for j ∈ J(m), andwith an elementAji(T ,m), i ∈ S\S(m),
j ∈ N \ J(m)marked with an asterisk as ‘‘non-available’’ if and only if symbol i appears in column j of
T . For convenience, we let rj denote the difference between R
j
i and the number of symbols appearing
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in cell (m, j) and, for a givenmatrixM , we let col(M) denote its set of column indices. To complete row
m of T we will have to find rj available symbols within Aj(T ,m) for j = 1, . . . , n′ that are all distinct.
For this we ask the following question:
Question 1. Under which conditions does a (0, 1)-matrix A of size s× n contain s 1’s no two of which in
a same row and exactly rj in column j for all j ∈ col(A)?
For an answer just observe that any (0, 1)-matrix A can be interpreted as the adjacency matrix of
a bipartite graph G (in which two nodes i ∈ S and j ∈ N are connected by an edge if and only if
Aji = 1), which in turn can be transformed into a network D = (S ∪ N ∪ {p, q}, E), E representing
the arc-set {(p, i) : i ∈ S} ∪ {(i, j) : {i, j} is an edge in G} ∪ {(j, q) : j ∈ N} together with capacities
1,∞, rj, respectively (see Ahuja et al. [1] for further details). The max flow-min cut theorem and the
equivalence between node covers and finite capacity cuts now imply the following:
(i) The maximum flow value equals s if and only if A has s 1’s no two of which lie in the same row
and exactly rj of which lie in column j for all j ∈ N;
(ii) The maximum flow value is smaller than s if and only if A contains a 0-submatrix B of size u × v
such that u+∑j∈col(B) rj ≥ s+1 (which can be exhibited bymeans of an appropriate line covering
of A).
Combining these two possibilities immediately leads to the following generalization of Frobenius–
König’s Theorem 3:
Theorem 14. Given positive integers r1, . . . , rn with
∑n
j=1 rj = s a (0, 1)-matrix A of size s× n contains
s 1’s no two of which lie in the same row and exactly rj of which lie in column j for all j ∈ N if and only if
A does not contain a 0-submatrix B of size u× v such that u+∑j∈col(B) rj ≥ s+ 1.
Moreover, if we make use of A(T ,m)’s special structure we obtain necessary and sufficient
conditions for the completability of an incomplete row of T (which in turn ‘‘generalizes’’ Hall’s
Theorem 1):
Theorem 15. Let T be a time-table the mth row of which contains less than s symbols. Then row m of T
is completable if and only if for any subsets I of S \ S(m) and J of N \ J(m) such that I is contained in T j
for all j ∈ J we have |I| +∑j∈J rj ≤ s′.
We finally remark that in case of completability, T ′ms completion can be obtained directly from an
integer-valued maximum flow.
5. Conclusion
In this paper we have presented necessary and sufficient conditions for the completability of
certain incomplete Latin squares as well as the existence of a time-table for a single class that can
be verified in polynomial time. Generally, this might be useful to obtain near optimal solutions of
associated combinatorial optimization problems. As to solution methods based on cutting planes
facet-defining inequalities obtained from circuits will have to prove their efficiency. Still we are
far from a satisfactory description of Cn both for Latin squares and time-tables. It should also be
interesting to settle the complexity status of the two row-completability problem (and that of
Problem 1), and to further investigate the polytope Pm,m+1. Particular attention could be given to the
derangement polytope, which constitutes another particular face ofPm,m+1. Appa et al. [7] finally, have
studied the orthogonal Latin squares polytope, and one could address the completability question for
mutually orthogonal Latin squares.
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