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Abstract
For a positive integer k, a graph G is k-ordered if for every ordered sequence of k vertices,
there is a cycle that encounters the vertices in the sequence in the given order. If the cycle is also
a hamiltonian cycle, then G is said to be k-ordered hamiltonian. Forbidden connected subgraphs
and forbidden pairs of connected subgraphs that imply that a 2-connected graph is hamiltonian
have been characterized. Each of these forbidden subgraph conditions will be investigated to
determine if it implies more than just hamiltonicity, but in fact it implies k-ordered or k-ordered
hamiltonian in the presence of the appropriate connectivity on the graph. More general classes
of forbidden subgraphs that imply k-ordered and k-ordered hamiltonian will also be considered.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
We will deal only with 7nite graphs without loops or multiple edges. Notation will
be standard, and we will generally follow the notation of Chartrand and Lesniak in
[4]. The degree of a vertex v in a graph G will be denoted by d(v), and the minimum
and maximum degree of vertices in G will be denoted by (G) and (G) respectively.
The independence number of G will be denoted by (G), the connectivity by 	(G),
and the clique number by !(G).
For a positive integer k, a graph G of order n is k-ordered if for every sequence
v1; v2; : : : ; vk of k vertices, there is a cycle Cm of length m¿k in G that encounters
the vertices in the order of the sequence, namely, v1; v2; : : : ; vk . If the cycle Cm is a
hamiltonian cycle, then G is said to be k-ordered hamiltonian. These concepts were
introduced by NG and Schultz in [16].
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Fig. 1.
Given a graph F , a graph G is said to be F-free if there is no induced subgraph
of G that is isomorphic to F . The graph F is generally called a forbidden subgraph
of G. In the case of forbidden pairs of graphs, say F and H , we will simply say
the graph is FH-free, as opposed to {F;H}-free. Forbidden singletons and forbid-
den pairs of connected graphs that imply that a 2-connected graph is hamiltonian
have been characterized. Also, similar characterizations have been given for other
hamiltonian properties such as traceable, pancyclic, cycle extendable, etc. A collec-
tion of graphs that are frequently used as forbidden in results of this type are pictured
in Fig. 1.
The following result, which extends the results of Bedrossian in [1], gives all for-
bidden singletons and forbidden pairs that imply hamiltonicity in 2-connected graphs.
A survey of results of this kind for other hamiltonian type properties can be found in
[5], and a more general survey on claw-free graphs can be found in [6].
Theorem 1 (Faudree and Gould [7]). The only connected forbidden subgraph F that
implies a 2-connected graph G is hamiltonian is P3. Let X and Y be connected
graphs with X; YP3; and let G be a 2-connected graph of order n¿10. Then; G
being XY -free implies that G is hamiltonian if; and only if; up to the order of the
pairs; X = C and Y is a subgraph of either P6; N;W; or Z3.
It was observed in [16] that if a graph G is k-ordered, then G must be at least k−1
connected. If G has a cut set S with k − 2 vertices, say v2; v3; : : : ; vk−1, then select
vertices v1 and vk in diHerent components of G−S, and note that it is not possible for
a cycle to encounter the vertices of the sequence v1; v2; : : : ; vk in this order. However,
the following example from [16] places a stronger connectivity condition on some
k-ordered graphs.
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Example 1 (NG and Schultz [16]). For an even positive integer k¿4, consider the
graph Lk obtained from the graph Kk − Ck by making the odd indexed vertices on
the cycle Ck adjacent to all of the vertices of a disjoint complete graph Kn−2k+1, and
placing no edges between the even indexed vertices and the Kn−2k+1. Let Hk=Kk−1+Lk .
The graph Hk is a (3k=2 − 1)-connected graph of order n that is not k-ordered,
since any cycle that contains the k vertices in the ordered sequence determined by the
natural order on the cycle Ck would have to contain at least k vertices from outside of
the graph Lk . Note also, that Hk is C-free, since the independence number (Hk) = 2.
In addition, Hk does not contain as induced subgraphs any of the other forbidden
subgraphs from the pairs in Theorem 1 expect for Z1; Z2, and P4.
In this paper each of the forbidden induced subgraph conditions in Theorem 1 that
imply that a graph is hamiltonian will be investigated to determine if the condition
also implies the stronger property of being k-ordered hamiltonian (or in some cases
just k-ordered). Example 1 and previous observations indicate that some connectiv-
ity conditions must be assumed with a few exceptions, since the forbidden subgraph
conditions are generally not strong enough to imply any connectivity in the graph.
SuKcient connectivity in C-free graphs implies hamiltonicity. There is the following
conjecture of Matthews and Sumner.
Conjecture 1 (Matthews and Sumner [14]). If G is a 4-connected C-free graph, then
G is hamiltonian.
This conjecture is still open but recent results of Jackson [12], Zhan [18], and
RyjMaNcek [17] give the following.
Theorem 2 (RyjMaNcek [17]). If G is a 7-connected C-free graph; then G is hamiltonian.
Therefore, with suKcient connectivity (at least 7) in C-free graphs, there will be
no question of the hamiltonicity. It will only be a question of whether the graph
is k-ordered or k-ordered hamiltonian. Also, suKcient connectivity will imply the
k-ordered property.
A graph G is k-linked if for any set of k pairs of vertices {(u1; v1); (u2; v2); : : : ;
(uk ; vk)}, there is a set of k vertex disjoint (except possibly for endvertices) paths
Pi = P(ui; vi) from ui to vi (16i6k). BollobMas and Thomason proved the following
result about k-linkage.
Theorem 3 (BollobMas and Thomason [2]). For k a <xed positive integer and n su>-
ciently large; any 22k-connected graph G of order n is k-linked.
In the class of C-free graphs, the connectivity condition that implies linkage can be
reduced. The following result was proved by Faudree et al. in [8].
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Theorem 4 (Faudree et al. [8]). For k a <xed positive integer and n su>ciently large;
any (4k − 3)-connected C-free graph G of order n is k-linked.
Any graph that is k-linked is k-ordered, since it is just a matter of linking the pairs
{(v1; v2); (v2; v3); : : : ; (vk−1; vk); (vk ; v1)} to get a cycle encountering the vertices of the
sequence v1; v2; : : : ; vk in the appropriate order. Thus, any 22k-connected graph and any
(4k − 3)-connected C-free graph will be k-ordered. Of course, just because there is
suKcient connectivity to get individually the hamiltonian property and the k-ordered
property does not mean that the graph is k-ordered hamiltonian.
We will consider a larger collection of forbidden induced subgraph conditions than
those considered in Theorem 1. For integers i; j; k¿0, let Ni;j; k denote the graph ob-
tained by attaching vertex disjoint paths of lengths i; j, and k to the 3 vertices of a
triangle, respectively. Thus, N1;1;1 is just the net N in Fig. 1. The graphs with i; j; k¿1,
will be called generalized Nets. If i; j¿1 and k=0, then the graph Ni;j;0 will be called
a generalized Bull, and will be denoted by just Bi;j. Finally, the graph Ni;0;0 with i¿1
and j= k = 0 with be denoted by just Zi. In Section 2 we will consider the k-ordered
property for C-free and either Pi-free or Zi free graphs, in Section 3 we will consider
the k-ordered property for CBi;j-free and CNi;j; k -free graphs, and in Section 4 we will
consider k-ordered hamiltonian properties for the forbidden pairs in Theorem 1.
Any 2-connected graph G is 2-ordered, since it is well known that a standard appli-
cation of Menger’s Theorem (see [15]) implies that any pair of vertices are on some
cycle. In fact, the same thing is true for 3-connected graphs and 3-ordered. Thus, the
7rst interesting case for k-ordered is when k = 4.
A generalized form of Menger’s Theorem that implies internally vertex disjoint paths
between sets of vertices will be of crucial value in several of the proofs, so we state
it explicitly here for future reference.
Theorem 5 (Menger [15]). If G is a k-connected graph and S1 and S2 are disjoint
collections of k vertices (allowing for duplicates) of G; then there exist k internally
vertex disjoint paths from S1 to S2; with each vertex of S1 and S2 in precisely one of
the paths.
The case when S1 and S2 each contain one vertex that is duplicated k times is the
traditional form of Menger’s theorem. The following technical theorem gives another
condition involving connectivity that implies k-ordered. This result is interesting in
its own right, but it will be very useful in several of the later results on forbidden
subgraphs and the k-ordered property.
Theorem 6. If G is a 2k-connected graph for k¿1 that contains a K2k ; then G is
k-ordered.
Proof. If k = 1; 2 or 3, then the result is well known as noted earlier. Thus, we will
assume that k¿4. Let S be the set of vertices in the k-sequence x1; x2; : : : ; xk , and let
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H be the subgraph of G that is isomorphic to K2k . Let T = H ∩ S, and let t = |T |.
The graph G − T is (2k − t)-connected, and so by the generalized Menger’s Theorem
(Theorem 5), there are 2(k− t) internally vertex disjoint paths (with two paths starting
from each vertex in S − T ) that end up in 2(k − t) distinct vertices in H − T . Thus
if P+i and P
−
i are the two paths emanating from the vertex xi in S − T , then let the
endvertices of these paths be x+i and x
−
i , which are in H − T . If xj ∈ H ∩ S, then
let xj = x+j = x
−
j . Now, using the edges x
+
i x
−
i+1 for 16i6k with the indices taken
modulo k, along with the paths P−i and P
+
i , we have a cycle that encounters the
vertices of S in the correct order. Thus, G is k-ordered, which completes the proof of
Theorem 6.
2. Paths Pi and graphs Zi
In this section we will show that CPi-free graphs (i¿3) and CZi-free graphs (i¿1)
of suKciently large order that are 2k-connected are k-ordered. For small values of i
stronger results requiring less connectivity will also be proved. With Theorem 6 we are
prepared to prove the following result, which has as a corollary the fact that CPi-free
graphs are k-ordered.
Theorem 7. Let k¿1 and t¿3 be <xed positive integers; and let G be a 2k-connected
C-free graph of order n and diameter at most t−2. If n is su>ciently large (n¿(2k)t−1
will su>ce); then G is k-ordered.
Proof. As before, we can assume that k¿4. If G contains a K2k , then by Theorem 6,
G is k-ordered, so we will assume that no such K2k exists. Select an arbitrary vertex v in
G, and let Ni be the set of vertices in G that are a distance i from v. Since G is C-free,
(N1)¡ 3. Therefore, |N1|¡ (2k)2, since the Ramsey number r(K3; Kt)6t2 (see [13]).
The neighborhood in Ni+1 of each vertex in Ni is complete (and so has less than 2k
vertices), for otherwise there would be a claw C in G. Hence, |Ni+1|6(2k−1)|Ni| for
i¿1. This implies that |{v}∪N1∪· · ·∪Ni|6(2k)i+1, and in particular |{v}∪N1∪· · ·∪
Nt−2|6(2k)t−1. Hence, if n¿(2k)t−1, then there is a vertex which is a distance t − 1
from v, which contradicts the diameter condition on G. This contradiction completes
the proof of Theorem 7.
If a graph G is Pt-free, then the diameter of G is at most t− 2. Thus, an immediate
consequence of Theorem 7 is the following corollary.
Corollary 1. Let k¿1 and t¿3 be <xed positive integers; and let G be a 2k-connected
CPt-free graph of order n. If n is su>ciently large (n¿(2k)t−1 will su>ce); then G
is k-ordered.
An induced Zt contains an induced Pt+2. Using this fact, the proof of Theorem 7
can be repeated for CZt-free graphs to obtain the following result. The only diHerence
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is that instead of starting with a vertex v in the graph G, one would start with an
arbitrary triangle.
Theorem 8. Let k¿1 and t¿1 be <xed positive integers; and let G be a 2k-connected
CZt-free graph of order n. If n is su>ciently large (n¿3(2k)t+1 will su>ce); then G
is k-ordered.
We continue this section by showing that the connectivity condition required can be
decreased when the forbidden subgraph conditions are very strong and place extreme
restrictions on the graph. The next result is stated for sake of completeness.
Theorem 9. Let k be a <xed positive integer
(1) If G is a connected P3-free graph of order at least k; then G is k-ordered
hamiltonian.
(2) If G is a connected CZ1-free graph of order at least 3k=2; then G is k-ordered
hamiltonian. The order 3k=2 is necessary.
(3) If G is a k-connected CP4-free graph of order at least 2k; then G is k-ordered
hamiltonian. Both the k-connectivity and the order at least 2k are necessary.
Proof. Any connected P3-free graph is complete and so is trivially k-ordered hamil-
tonian. Any connected CZ1-free graph is a complete graph with possibly a matching
(not necessarily perfect) missing, and so is k-ordered as long as there are at least
3k=2 vertices. Also, at least 3k=2 vertices may be needed, since any pair of nonad-
jacent consecutive vertices in the k-sequence will use at least one vertex outside of
the sequence. It was shown in [10] that any connected CP4-free graph G of order
n has the structure Kn − (B1 ∪ B2 ∪ · · · ∪ Bt), where the Bi are vertex disjoint com-
plete bipartite graphs. Since G is a k-connected graph of order n, each of the bipartite
graphs Bi will have at most n− k vertices. This implies that each pair of nonadjacent
vertices in G will have at least k common adjacencies. Thus it is straightforward to
check that G is k-ordered, and in fact k-ordered hamiltonian. The k-connected condi-
tion is necessary. For k even and n odd, it is straightforward to check that the graph
Kn− (K(k)=2; (k−2)=2 ∪K(n−k+1)=2; (n−k+1)=2) is (k − 1)-connected and not k-ordered. Also,
if each pair of consecutive vertices in the ordered sequence is nonadjacent, than at
least k additional vertices not in the set of k vertices will be needed to construct the
cycle, so order 2k is needed. This completes the proof of Theorem 9.
Before proving the next result about CP5-free graphs, we need to describe two special
families of graphs that will arise in the proof. For positive integers r; r1; r2; : : : ; rt , denote
by F = F(r; r1; r2; : : : ; rt) a Aower graph with center of order r and petals of order
ri (16i6t). The graph F is composed of disjoint complete graphs Kr ∪Kr1 ∪ · · ·∪Krt ,
with all of the vertices in each of the Kri ’s being adjacent to the same set of say si
vertices of Kr , and with vertices from diHerent Kri ’s having disjoint neighborhoods in
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Kr . Thus, r¿s1+s2+ · · ·+st . If F is (3k=2−1)-connected, then si¿(3k=2−1) for each
i, and r¿t(3k=2−1). It is straightforward to verify F is k-ordered in this case. Another
family of graphs appearing in the proof will be F∗(r1; r2; r3; r4; r5; r6), which consists
of 6 vertex disjoint subgraphs Kri , (16i66) such that each of the following sets of
vertices induce complete graphs: V (Kr1 ) ∪ V (Kr2 ) ∪ V (Kr4 ); V (Kr2 ) ∪ V (Kr3 ) ∪ V (Kr5 ),
and V (Kr1 ) ∪ V (Kr3 ) ∪ V (Kr6 ).
Theorem 10. For k¿2 let G be a CP5-free graph of order n with 	(G)¿(3k=2)− 1.
If n is su>ciently large; then G is k-ordered.
Proof. We can assume that k¿4, since any k-connected graph is k-ordered for k = 2
or 3. Since G is CP5-free, and n is suKciently large, G will contain a large clique,
for example, a K2k . Because of Theorem 6, we can also assume that 	(G)¡ 2k. Let
S = {x1; x2; : : : ; xk} be the set of k vertices that we want to have on a cycle in the
appropriate order.
Select a minimum cutset K of G. Thus, by assumption 3k=2− 1¡ |K |¡ 2k. Also,
the minimality of K implies that each vertex in K is adjacent to a vertex in each
component of G − K . In fact, there is a matching between the vertices in K and the
vertices in each component of G − K , if the component has as many vertices as K .
Since G is C-free, there are just 2 components in G − K , and we will denote these
components by A and B with |A|6|B|.
To avoid an induced claw, the neighborhood of each vertex of K in either A or B
must be complete. We claim that each vertex v ∈ K is adjacent to all of the vertices
of either A or B. If that is not true, then N (v)∩ A⊂A and N (v)∩ B⊂B. This implies
there is an induced P5 in G using v, a vertex in N (v) ∩ A, a vertex in A − N (v), a
vertex in N (v) ∩ B, and a vertex in B − N (v). We now have that either A or B, and
possibly both, induce a complete graph.
If A (or B) is not complete, then A (or B) will have a special structure, which is a
Qower graph F or the graph F∗ described earlier. Since this part of the argument is
symmetric with respect to A and B, we will assume that A is not complete. Let A′ be
the neighborhood in A of a vertex v ∈ K with A′⊂A. Each vertex in A− A′ must be
adjacent to a vertex in A′ to avoid an induced P5. A pair of nonadjacent vertices in
A−A′ can have no common adjacencies in A′, for otherwise there would be an induced
claw. A pair of adjacent vertices in A−A′ must have precisely the same neighborhood
in A′ in order to avoid an induced P5. This implies that A−A′ is the disjoint union of
t complete graphs (t¿1), with each of the vertices in each of these complete graphs
having precisely the same neighborhood in A′ and diHerent complete graphs will have
disjoint neighborhoods in A′. This structure must be true for each vertex of the cutset
K and its neighborhood in A.
If t¿1, then to avoid an induced C, no vertex of K can be adjacent to vertices in
two diHerent components of A−A′. If a vertex of K is adjacent to a vertex of A−A′,
then there will be an induced P5. If a vertex of K is not adjacent to some vertex w
of A′, then there will be an induced P5 if w is in the neighborhood of one of the
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components of A − A′, and there will be an induced C otherwise. Thus, each vertex
of K is adjacent to all of the vertices of A′. Also, K must be complete to avoid an
induced C centered in A′. This implies G is a Qower graph F with the center being
A′ ∪ K .
If t =1, then let A∗ be the neighborhood in A′ of the complete graph A− A′. Then,
each of the vertices in K must be adjacent to all of the vertices in A∗ and either all
of the vertices in A − A′ or A′ − A∗, for otherwise, this case can be reduced to the
t¿1 case using another vertex of K . Also, to avoid the forbidden subgraphs, K must
be complete, B must be complete, and the bipartite graph between K and B must be
complete. If all of the vertices in K are adjacent to all of the vertices in A′, then this
implies that G is in the family of Qower graphs with center A′. If some of the vertices
of K , say K1, are adjacent to A′ and the remaining vertices of K , say K2, are adjacent
to (A− A′)∪ A∗, then G will be a member of the family F∗ determined by the 6 sets
A∗, K1, K2, A′ − A∗, B, and A− A′. In all of the cases, it is straightforward to check
that G is k-ordered when 	(G)¿3k=2− 1.
We can now assume that A and B are both complete. The remainder of the proof
will be broken into three cases that depend on the properties of A, B and K . There
is notation and also some concepts common to all three of these cases. The set S is
partitioned into three sets S ∩ A; S ∩ B, and S ∩ K . Recall that the minimality of K
implies that each vertex of K is adjacent to a vertex in A and in B. Let M be such
a collection of 2|K | edges. Thus, M consists of |K | paths of length 2 from A to B.
Note also, that M can be chosen so that the edges between K and B form a matching
that saturates K , and the edges between K and A will form a matching that saturates
K if |A|¿K and these edges will saturate A if |A|6|K |. We will choose M such that
|M ∩ S| is as small as possible. A path P of length 2 in M will be called either
free, single, double, or triple depending on whether there are 0; 1; 2 or 3 vertices in
P ∩ S.
The objective of the remainder of the proof will be to construct a cycle containing
the vertices of S in the correct order by constructing paths from xi to xi+1 that are
disjoint and collectively will make up the cycle. If xi and xi+1 are both in either A
or B, the path will be just the edge between the two vertices. If xi is in S ∩ K and
on a single in M , and xi+1 is not in a triple and in K , then a path to xi+1 can be
formed using an edge of the single, an edge in either A or B, and possibly an edge
from another single or double in M . If xi ∈ A and xi+1 ∈ B, then a free path of M
along with edges in A and B will be used to construct the path between xi and xi+1.
If xi is in S ∩ K and is on a double, then a similar strategy using a free path in M
will be used to construct the path to xi+1 when xi+1 is not in K and on a triple.
Case 1: |A|¿|K |.
In this case M consists of |K | paths of length 2 that are independent. No path in M
will contain 3 vertices of S, since each vertex in K is adjacent to all of the vertices
in either A or B, so each path in M is either free, a single, or a double. Also, each
double will contain a vertex in K and one in either A or B. If there are r doubles and
s singles in S ∩ K , then there are at least |K | − r − s free paths in M . If xi is on a
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single, then there exists a path from xi to xi+1 that does not require a free P3. Thus,
the number of free paths that will be needed to construct all of the paths for the cycle
is at most k − s. Therefore, if k − s6|K | − r − s, then there will be suKcient number
of free paths to form the cycle. This is equivalent to k + r6|K |, which is true since
r6
k=2 and |K |¿(3k=2)− 1.
Case 2: 16|A|6|K |.
Subcase a: |S ∩ B|¿k=2.
Let p= |S ∩B|, and consider the graph G− (S ∩B), which has connectivity at least
(3k−1)=2−p. Since p¿k=2, we have that (3k−1)=2−p¿2(k−p). A generalized
version of Menger’s Theorem (Theorem 5) implies there exist 2(k−p) vertex disjoint
paths with two paths initiating from each of the k − p vertices of S ∩ (K ∪ A) and
with the paths terminating in 2(k − p) distinct vertices of B − (S ∩ B). Since B is
complete, the endpoints of these 2(k − p) paths and the p points of (S ∩ B) can be
appropriately connected by edges to get the required cycle that contains the vertices of
S in the correct order.
Subcase b: |S ∩ B|¡k=2.
Let Q = S ∩ (A ∪ K). Thus, by assumption, |Q|¿k=2: Let xi; xi+1 be consecutive
elements (mod k) of S in Q. We claim that either xixi+1 ∈ E(G) or one of xi or xi+1
is adjacent to at least |B|=2 vertices of B. Assume xixi+1 ∈ E(G). If xi; xi+1 ∈ K , then
in order to avoid an induced claw C or P5, v ∈ N (xi)∪N (xi+1) for every v ∈ B. This
follows since an induced claw will occur if xi and xi+1 have a common adjacency
in B, and there will be an induced P5 if this does not occur. Thus |N (xi)|¿|B|=2 or
|N (xi+1)|¿|B|=2 (or both). If xi ∈ K and xi+1 ∈ A, then V (B)⊂N (xi), since each
vertex of K is adjacent to all of the vertices of either A or B. Let Q′ consist of all
those vertices of Q such that their neighborhood in B is less than |B|=2. If |Q′|6k=2,
apply Subcase a after replacing the set S ∩ B with the set (S ∩ B) ∪ (S − Q′). If
|Q′|¿k=2, let |Q′|= k=2+ c, and note that c is a lower bound on the minimum number
of consecutive pairs of vertices of S in Q′. We know 	(G− (S−Q′))¿k: Observe that
for each consecutive pair in Q′, we need only two paths from A ∪ K to B, since any
such pair is adjacent. Thus we need at most k paths from Q′ to B and the argument
from Subcase a applies. This completes the proof of Subcase b of Case 2 and the proof
of Theorem 10.
Theorem 11. For k¿2 let G be a CZ2-free graph of order n with 	(G)¿(3k=2)− 1.
If n is su>ciently large; then G is k-ordered.
Proof. We can assume that k¿4, since any k-connected graph is k-ordered for k=2 or
3. Since any CZ2-free graph of suKciently large order will contain a K2k , and because
of Theorem 6, we can also assume that 	(G)¡ 2k. Let S = {x1; x2; : : : ; xk} be the set
of k vertices that we want to have on a cycle in the appropriate order.
Select a minimum cutset K of G. Thus, by assumption 3k=2− 1¡ |K |¡ 2k. Also,
the minimality of K implies that each vertex in K is adjacent to a vertex in each
component of G − K . In fact, there is a matching between the vertices in K and the
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vertices in each component of G − K , if the component has as many vertices as K .
Since G is C-free, there are just 2 components in G − K , and we will denote these
components by A and B with |A|6|B|. To avoid an induced claw, the neighborhood
of each vertex of K in either A or B must be complete.
Case 1: |A|¿2.
We will 7rst show that if there is a vertex in K that is adjacent to two vertices in
either A or B, then each vertex in K is adjacent to all of the vertices in A and B. Let
v ∈ K have two adjacencies in A or B, say A. Then, there is a triangle T containing
v and two vertices in A. If v is not adjacent to all of the vertices in B, then there is
an induced Z2. Thus, v must be adjacent to all of the vertices in B. By symmetry, the
roles of A and B can be interchanged, and so v is adjacent to all of the vertices in
A and B. Also, this implies that any other vertex u ∈ K must be adjacent to all of
the other vertices in A and B. If this were not true, then u would have to have just
one adjacency in each of A and B. However, this clearly gives an induced Z2 with the
triangle of the Z2 in B. This completes the proof of the claim.
We will next show that some vertex of K must be adjacent to two vertices of A or
B. If not true, then each vertex of K has precisely one neighbor in B, so there is a
matching between K and B that saturates K . If there is a triangle in B, then there is
clearly an induced Z2. Since B has no triangles, there are no vertices of degree 3 in
the graph induced by B, and so B must be just a path or a cycle. This implies there is
an induced C, since some vertex of K is adjacent to a vertex of degree 2 in B. This
completes the proof of the claim.
We can now conclude that in this case A and B are complete graphs, and the bipartite
graph between K and A and the bipartite graph between K and B are both complete.
We will construct the cycle containing the vertices of S in the appropriate order by
constructing vertex disjoint paths from vertices in S ∩ (A∪K) into B and then connect
these paths using edges of B. From each vertex x in S ∩ K , select two edges between
x and B such that all of the vertices in B are distinct. For each vertex x in S ∩ A,
select two vertex disjoint paths of length two from x to distinct vertices of B with each
path using a vertex of K not in S ∩ K . If the two vertices that precede and succeed x
in the order of the sequence S are both in A, then no paths into K will be required,
since edges in A will suKce. Likewise, only one path will be required if either the
predecessor or successor of x in S is in A. It remains to show that there are a suKcient
number of vertices in K to accomplish this.
Let r= |S∩K | and s= |S∩A|. The maximum number of vertices needed to construct
the paths is r + 2s. If r¿k=2, then
r + 2s6r + 2(k − r)62k − r6(3k − 1)=2:
If r6k=2 and s6k=2, then clearly r + 2s6(3k − 1)=2. This leaves only the case
where r6k=2 and s¿k=2. However, when s¿k=2, the maximum number of vertices
of K needed to construct the paths from S ∩ A to B is k, since two paths will not
be needed from each vertex of S ∩ A. Since r + k6(3k − 1)=2, the paths can be
constructed. This completes the proof of Case 1.
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Case 2: |A|= 1.
Select a vertex v in K such that the neighborhood N of v in B is minimum. If N=B,
then each vertex of K is adjacent to all of the vertices of B and B is complete. The
techniques of Case 1 will suKce to prove that G is k-ordered. In fact, in this situation,
all of the paths will be of length one except for possibly two paths of length two from
the vertex in A. Thus, we can assume that N = B.
The graph B must contain a triangle, for if not then B would have no vertex of
degree at least 3, and so B would be a path or a cycle. Since each vertex of K must
be adjacent to a vertex of B, there will be a vertex u ∈ K that is adjacent to a vertex
in B of degree 2. A consequence of this is that there will be either an induced C
centered in K or at a vertex of degree 2 in B, or there will be an induced Z2 using u
and part of the path or cycle in B.
If |N | = 1, then the triangle in B implies that there is an induced Z2 in G. Hence,
we can conclude that 26|N |¡ |B|. If there is a triangle in B that uses an edge that
is vertex disjoint from N , then there is an induced Z2 in G which can be obtained
by choosing the shortest path from A through v to the closest such triangle. Thus, no
edge of B − N is on a triangle. Thus, no two vertices of B − N can have a common
adjacency in N , because if the pair is adjacent there would be an induced Z2 and if
they are not adjacent there would be an induced claw C. We claim that each vertex
of B−N must be adjacent to a vertex of N . Assume not. Clearly no vertex of B−N
can be a distance 3 from N , for this clearly would imply the existence of an induced
Z2. Thus, there is a vertex, say x, that is a distance 2 from N . Let y be a vertex
adjacent to both x and N . The vertex y must be adjacent to all of the vertices in N ,
for otherwise, there would be an induced Z2 using a triangle on v and also x and y.
Since x has degree at least |K |, x must be adjacent to all of the vertices of K − v.
There are no adjacencies between N and K − v, since this would result in an induced
C centered in K − v. Thus, there is an induced Z2 using a triangle containing v, two
vertices of N , and a shortest path from v to x avoiding N . This contradiction implies
each vertex of B − N is adjacent to vertices of N , and distinct vertices have disjoint
neighborhoods. Also, there can be no edge in B−N , since this edge would be part of
an induced Z2 using a triangle containing v, since N must have at least 3 vertices to
ensure a triangle in B.
If |B−N |¿2, then no vertex y in K − v can be adjacent to two vertices of B−N ,
since this would imply an induced claw C. Also, no y in K − v can be adjacent to a
vertex x in B− N . An induced claw would result if y is adjacent to any vertex of N
not adjacent to x, and an induced Z2 would result otherwise. Thus, the neighborhood in
B of each vertex of K must be precisely N , since the degree of v in B was minimum.
Also, K must be complete to avoid an induced C centered in N . It follows that K ∪N
induces a complete graph, the remaining vertices of G are independent and have disjoint
neighborhoods in K∪B. It is straightforward to check that G is k-ordered. If |B−N |=1,
then each vertex of K is adjacent to all but at most one vertex of B, since the degree
of v in B was minimum. The strategy used in the proof of Case 1 can be used to
show that G is k-ordered. In fact, only paths of length one into N with the possible
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exception of two paths of length two from the vertex in A will be needed to construct
the cycle. This completes the proof of Theorem 11.
3. Generalized bulls and nets
Using the proof techniques of the previous section, claw-free and generalized bull-free
or generalized net-free graphs can be shown to be k-ordered when suKcient connec-
tivity and minimum degree is present.
Theorem 12. Let k; r; s¿1 be <xed positive integers; and let G be a 2k-connected
CBr;s-free graph of order n. If n is su>ciently large; then G is k-ordered.
Proof. Let G be a k-connected graph G that is CBa;b-free. By Theorem 6 it is suK-
cient to show that G contains a clique with at least 2k vertices. We will show for n
suKciently large that !(G)¿2k. Note that if G has a vertex v whose neighborhood N
has at least (2k)2 vertices, then, since (N )¡ 3, N will contain a clique with at least
2k vertices since |N |¿r(K3; K2k) (see [13]). Thus, we can assume that (G)¡ (2k)2.
This implies that G has very large diameter, say d.
Select a diameter path P = (x0; x1; : : : ; xd). We will assume that a6b. Let x be a
vertex not on P that is adjacent to a vertex on P. The vertex x can be adjacent to at
most 3 vertices, for otherwise the length of the path would be shortened. Also, if x is
adjacent to xi for (0¡i¡d), then to avoid a claw centered at xi, x must be adjacent
to either xi−1 or xi+1. Also, if x is adjacent to just 2 vertices, say xi and xi+1 that are
not near the end of the path, namely (a6i6d−a), then there will be an induced Ba;b
using x and vertices on the path P. Therefore, we can assume that each vertex x that is
adjacent to a vertex xi for (a6i¡d− a) must be adjacent to precisely 3 consecutive
vertices on the path P. Thus, we have a collection of sets Na; Na+1; : : : ; Nd−a such that
each vertex in Ni is adjacent to precisely xi−1; xi; xi+1.
For each a6i6d− a, let N ∗i =Ni ∪{xi}. Note that N ∗i is complete, for there would
be a claw C centered at xi+1. If there are vertices yi ∈ N ∗i and yi+1 ∈ N ∗i+1, that are not
adjacent, then there is an induced Ba;b using yi, yi+1 and vertices on the path P, where
yi will be on the triangle and yi+1 will be on one of the paths. Therefore all the edges
between N ∗i and N
∗
i+1 are in G. A vertex adjacent to a vertex of N
∗
i for (a¡ i¡d−a)
that is not in the set N ∗a ∪ · · · ∪ N ∗d−a would imply a claw centered in N ∗i . Hence the
graph spanned by N ∗a+1 ∪ N ∗a+2 ∪ · · · ; N ∗d−a−1 has no outside adjacencies except for
N ∗a ∪N ∗d−a. For a¡ i¡d− a− 2 the vertices N ∗i ∪N ∗i+2 form a cut set that separates
N ∗i+1 from the remainder of the graph, and so |N ∗i ∪N ∗i+2|¿2k. Therefore, there is some
(in fact many) j for which |N ∗j |¿k, and this implies that either |N ∗j−1 ∪ N ∗j |¿2k or
|N ∗j ∪ N ∗j+1|¿2k, which gives the required clique of order at least 2k. This completes
the proof of Theorem 12.
Forbidden subgraphs that are generalized nets with one of the paths restricted to
length 1 will be considered next. With the same techniques and same general nature
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as the result in the previous theorem, claw-free and restricted generalized net-free
graphs will be shown to be k-ordered when suKcient connectivity and minimum degree
conditions are present.
Theorem 13. Let k; r; s¿1 be <xed positive integers; and let G be a 2k-connected
CN1; r; s-free graph of order n with (G)¿4k − 3. If n is su>ciently large; then G is
k-ordered.
Proof. The proof will parallel the proof of Theorem 12. Let G be a k-connected graph
G with (G)¿4k − 3 that is CN1; r; s-free with 16r6s. By Theorem 6 it is suKcient
to show that G contains a clique with at least 2k vertices. If G has a vertex v whose
neighborhood N has at least (2k)2 vertices, then, since (N )¡ 3, N will contain a
clique with at least 2k vertices since |N |¿r(K3; K2k) (see [13]). Thus, we can assume
that (G)¡ (2k)2. This implies that G has very large diameter, which we will denote
by d.
Let P = (x0; x1; : : : ; xd) be a diameter path of G. Let x be a vertex not on P that is
adjacent to a vertex on P, say xi. The vertex x cannot be adjacent to an xj for |j−i|¿3,
for otherwise the length of the path would be shortened. Also, if x is adjacent to xi for
(0¡i¡d), then to avoid a claw centered at xi, x must be adjacent to either xi−1 or
xi+1. Therefore, x must be adjacent to either 2 or 3 consecutive vertices of P. Consider
the case of a vertex y that is adjacent to x but is not adjacent to any vertex of P, and
xi is in the ‘middle’ of the path P (with middle being those xi with r ¡ i¡d− r). If
x is adjacent to both xi−1 and xi+1, then there is a claw centered at x. If x is adjacent
to precisely one of xi−1 or xi+1; there is an induced N (1; r; s) with the vertices {x; xi}
and one vertex of the set {xi−1; xi+1} forming the triangle of the generalized net. Thus,
we can conclude that no such y exists.
There is a natural partition of the vertices of G that are not in P but are adjacent
to a vertex of P. Let Ni be the set of vertices not in P that are adjacent to precisely
{xi−1; xi; xi+1} in P, and let N ′i be those vertices not in P that are adjacent to precisely
{xi−1; xi} in P. For each i in the ‘middle’, it is straightforward to verify that each
of Ni ∪ N ′i and Ni ∪ N ′i+1 induces a complete graph, for otherwise there would be
an induced claw centered on P. Also, note that if x ∈ Ni is nonadjacent to both a
vertex in Ni−1 and Ni+1, then there would be a claw centered at xi. Hence the vertices
in Ni can be partitioned into N−i ∪ N+i , such that each vertex in N−i is adjacent to
each vertex in Ni−1, and each vertex in N+i is adjacent to each vertex in Ni+1. The
neighborhood
N (xi) = Ni−1 ∪ N ′i ∪ Ni ∪ N ′i+1 ∪ Ni+1 ∪ {xi−1; xi+1};
and |N (xi)|¿4k − 3. Thus, either |Ni−1 ∪ N ′i ∪ N−i ∪ {xi−1; xi}|¿2k, or |N+i ∪ N ′i+1 ∪
Ni+1 ∪ {xi; xi+1}|¿2k, and each of these sets induces a complete graph. This implies
that !(G)¿2k, which completes the proof of Theorem 13.
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4. k-Ordered hamiltonian
Several of the forbidden subgraph conditions that imply k-ordered in the presence
of the appropriate connectivity, also imply k-ordered hamiltonian. Results of the type
will be proved in this section. In fact, the proofs of the next four results have many
similarities. Thus, some of the notation, the basic ideas, and the setup that is com-
mon to all of the proofs will be introduced 7rst and not repeated in each individual
proof.
Let S = {x1; x2; : : : ; xk} be a set of k vertices to be placed in order on a hamiltonian
cycle. Select a cycle D of maximum order that contains the vertices of S in the appro-
priate order. Under the natural orientation of D, x− and x+ will denote the predecessor
and successor along D of the vertex x ∈ C. For vertices x and y on D, the interval
of vertices starting at x and ending at y using the orientation of D will be denoted by
D[x; y]. The interval D(x; y) will contain the interior vertices of D[x; y], but not the
endvertices. For 16j6k, with the indices taken modulo k, let Ij = D[xj; xj+1). Thus,
the intervals Ij partition the vertices of D into k sets.
We can assume there is a vertex v ∈ G−D, for otherwise D would be a hamiltonian
cycle. We will also assume that k¿4, since for k63, k-ordered hamiltonian follows
immediately from the hamiltonian property. Suppose G is (k+1)-connected. Then, there
are k+1 vertex disjoint paths from v to D, which we will denote by Pi, (16i6k+1).
Let y1; y2; : : : ; yk+1 denote the endvertices of these k paths. We will assume that the
paths are of minimal length. Since G is C-free and D is of maximal length, y−i y
+
i ∈
E(G) for all i. Since the number of paths exceeds the number of intervals, we can
assume with no loss of generality that {y1; y2; y3}⊂ I1 ∪ I2. Thus, the only possible
xi ∈ C(y1; y3) is x2, and in fact we can assume (by possibily changing the orientation
of the cycle) that even if this occurs, then x2 ∈ [y2; y3), or if x1=y1, then x2 ∈ (y2; y3).
Since G is C-free, let x∗1 be the 7rst vertex in the interval D(y1; y2) that is not
adjacent to y1, and let x∗2 be the corresponding vertex for y2 and the interval D(y2; y3).
Note that x∗1 exists, for if y1y
−−
2 ∈ E(G), then D can be extended by replacing the
path (y−1 ; y1; : : : ; y2; y
+
2 ) by the path (y
−
1 ; y
+
1 ; : : : ; y
−−
2 ; y1; P
−
1 ; v; P2; y2; y
−
2 ; y
+
2 ), where
P−1 denotes the path P1 with the opposite orientation. The existence of x
∗
2 follows for
the same reason. In the proofs of the next four theorems, the special choice of intervals
I1 and K2 will be used. A maximum length cycle D will be enlarged by some vertex
transformations that will always leave the order of the speci7ed vertices unchanged.
The proof of the next theorem is patterned after the proof for hamiltonicity in
CP6-free graphs in [3].
Theorem 14. If G is a (k +1)-connected CP6-free graph that is k-ordered; then G is
k-ordered hamiltonian.
Proof. Consider the set of vertices {v; y1; x∗−1 ; x∗1 ; y2; x∗−2 ; x∗2}. If any of the edges
x∗2 x
∗
1 ; x
∗
2 x
∗−
1 , x
∗
2y1; x
∗−
2 x
∗
1 ; x
∗−
2 x
∗−
1 ; x
∗−
2 y1; y2x
∗
1 ; y2x
∗−
1 are in E(G), then the cycle D
can be extended to include v and preserve the order of {x1; x2; : : : ; xk} on the cycle.
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For example, if x∗2 x
∗
1 ∈ E(G), then replace the path [y−1 ; y3] by the path
(y−1 ; y
+
1 ; : : : ; x
∗−
1 ; y1; P
−
1 ; v; P2; y2; x
∗−
2 ; : : : ; y
+
2 ; y
−
2 ; : : : ; x
∗
1 ; x
∗
2 ; : : : ; y3):
This implies that the path P=(x∗1 ; x
∗−
1 ; y1; y2; x
∗−
2 ; x
∗
2 ) is an induced P6 if y1y2 ∈ E(G).
If y1y2 ∈ E(G), then replace the edge y1y2 by the path y1P−1 vP2y2 to get a path that
will contain an induced P6. In either case we get a contradiction, which completes the
proof of Theorem 14.
As was mentioned earlier, the proof of the next theorem will use the same notation
and special techniques of Theorem 14 just proved. Also, the general structure is the
same as the hamiltonian proof for CZ3-free graphs in [9].
Theorem 15. If G is a (k +1)-connected CZ3-free graph that is k-ordered; then G is
k-ordered hamiltonian.
Proof. We will 7rst consider the case when y1y++1 ∈ E(G). Note that none of the
edges y1y+2 ; y
+
1 y2; y
+
1 y
+
2 ; y
++
1 y2; y
++
1 y
+
2 ∈ E(G), for otherwise the cycle D could be
extended to include the vertex v. Therefore, if y1y2 ∈ E(G), then there is an induced
Z3 contained in the graph spanned by {y1; y+1 ; y++1 ; P1; v; P2; y2; y+2 }, a contradiction.
Thus, we will assume that y1y2 ∈ E(G). When this occurs, then the graph spanned
by {y1; y+1 ; y++1 ; y2; x∗−2 ; x∗2} induces a Z3. This is a result of the fact that none of the
edges y1x∗−2 ; y1x
∗
2 ; y
+
1 x
∗−
2 ; y
+
1 x
∗
2 , y
++
1 x
∗−
2 ; y
++
1 x
∗
2 are in E(G), since this would imply
that the cycle D could be extended to contain the vertex v.
We can assume that y1y++1 ∈ E(G), and by symmetry, we can also assume that
y−−2 y2; y2y
++
2 ; y
−−
3 y3 ∈ E(G). There must be at least 3 vertices in D(y1; y2). We
7rst consider the case when D(y1; y2) contains at least 4 vertices and so y++1 =
y−−2 . The graph spanned by {y−1 ; y1; y+1 ; P1; v; P2; y2; y−2 ; y−−2 } contains an induced
Z3, (using y1y2 if y1y2 ∈ E(G), and using the vertex v otherwise), unless either
y+1 y
−
2 or y
+
1 y
−−
2 ∈ E(G), since all of the other possible edges that would spoil the
induced Z3 imply a longer cycle. However, note that, if y+1 y
−
2 ∈ E(G), then since
there is no induced claw C centered at y−2 and containing y
+
1 ; y2; y
−−
2 , we must have
y+1 y
−−
2 ∈ E(G). Thus, we can assume that y+1 y−−2 ∈ E(G), and by symmetry, we
can assume that y−2 y
++
1 ∈ E(G). Again, to avoid an induced claw C centered at y+1
and containing y1; y++1 ; y
−−
2 , we must have y
++
1 y
−−
2 ∈ E(G). If y−−2 y+2 ∈ E(G),
then the cycle D can be extended by replacing the path D(y−1 ; : : : ; y
+
2 ) by the path
(y−1 ; y
+
1 ; y1; P
−
1 ; u; P2; y2; y
−
2 ; y
++
1 ; : : : ; y
−−
2 ; y
+
2 ). This implies that there is an induced
Z3 spanned by the vertices {y−−2 ; y++1 ; y+1 ; y1; P−1 ; v; P2; y2; y+2 } containing the edge
y1y2 if y1y2 ∈ E(G), and containing v otherwise. This gives a contradiction, so we
can assume that D(y1; y2) = {y+1 ; y++2 = y−−2 ; y−2 }. By symmetry, we can assume that
the same thing occurs in the interval D(y2; y3).
Consider the graph induced by {y−1 ; y+1 ; y1; P−1 ; v; P2; y2}. If the length of P1 is at
least 3, then there is clearly an induced Z3, and if the length of P1 is 2, then there
will be an induced Z3 unless P2 has length 1. Even, when P2 has length 1, there is
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an induced Z3, unless y1y2 ∈ E(G). However, if this occurs, then there is an induced
claw C centered at y2 with additional vertices {y1; y−2 ; v}. Hence, we can assume that
P1 has length 1. By symmetry, we can assume that each of the paths Pi for (16i63)
have length 1.
One of the edges {y1y2; y1y3; y2y3} must be in E(G), for otherwise there is a claw
C centered at v. If say y1y2 ∈ E(G), then the vertices {y−1 ; y+1 ; y1; y2; y+2 ; y++2 } give
an induced Z3. All of the edges that would keep this set from giving an induced Z3
would imply a longer cycle containing v except for the edge y−1 y
+
2 , but this edge
would imply an induced claw centered at y+2 . The same argument can be made if
either y1y3 or y2y3 ∈ E(G), thus this gives a contradiction that completes the proof of
Theorem 15.
The proof of the next theorem has the same nature of the proof of the corresponding
result in [1].
Theorem 16. If G is a (k +1)-connected CW -free graph that is k-ordered; then G is
k-ordered hamiltonian.
Proof. First consider the case when two of the paths, say P1 and P2 have length 1, and
the edge y1y2 ∈ E(G). Then, the graph spanned by the vertices {v; y1; y2; x∗−1 ; x∗1 ; y+2 }
is an induced W . Thus, we can assume that this does not occur, which implies that not
all of the paths P1; P2; P3 can be of length 1, since there would be an induced claw C
centered at v unless one of the edges y1y2; y1y3; y2y3 ∈ E(G).
We can now assume that one of the paths, say P1 is of length at least 2. If both P2
and P3 are of length 1, then by the previous argument y2y3 ∈ E(G). To avoid a claw
centered at v, there is no loss of generality in assuming that zy2 ∈ E(G) where z is
the vertex on P1 adjacent to v: This implies that the vertices {z; v; y2; y−2 ; y3; y−3 } span
an induced W . Therefore, we can conclude that at least 2 of the paths, say P1 and P2,
are of length at least 2. The vertex v must be in a triangle to avoid a claw centered
at v. First consider the case when z1 and z2 are on the 7rst two paths, P1 and P2,
respectively, and z1z2 ∈ E(G). Note that y1y2 ∈ E(G), since this would give a claw
centered at either y1 or y2. Then the graph spanned by the vertices {v; P1; y1; y+1 ; P2; y2}
will contain an induced W . Consequently, z1z2 ∈ E(G). Thus, we can assume that P3
has length 1 and with no loss of generality that z2y3 ∈ E(G). In this case there is an
induced W contained in the graph spanned by the vertices {v; z2; y3; y−3 ; P−1 ; y1}. This
completes the proof of Theorem 16.
The last proof is similar to the one presented in [11].
Theorem 17. If G is a (k + 1)-connected CN -free graph that is k-ordered; then G is
k-ordered hamiltonian.
Proof. If each of the paths P1; P2; P3 have length 1, then to avoid a claw C centered
at v, one of the edges y1y2; y1y3; y2y3 ∈ E(G), say y1y2. Then, the graph spanned
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by the vertices {v; y1; y2; y+1 ; y+2 ; y3} would be an induced N , unless one of the edges
y1y2 or y2y2 ∈ E(G), say y2y3 ∈ E(G). Then there is a claw C centered at y2 with
vertices y+2 ; y1; y3 unless y1y3 ∈ E(G). Thus, we have shown that in the case when all
of the Pi’s have length 1, then all of the edges y1y2; y1y3; y2y3 ∈ E(G). Now, there
is an induced N with vertices {y1; y2; y3; y+1 ; y+2 ; y+3 }.
We can now assume that not all of the paths P1; P2; P3 have length 1. If all have
length at least 2, then there will be a triangle centered at v and an induced N using
the vertices on the paths P1; P2, and P3, since the graph is C-free and the paths are of
minimal length. In fact the same will be true if precisely one of the paths, say P3, has
length 1, unless the triangle containing v also contains y3. In this case, the induced N
will use vertices on the paths P1; P2, and y−3 . The only case remaining is when, for
example P1 has length at least 2, but P2 and P3 have length 1. If y2y3 ∈ E(G), then
there is an induced N containing v; y2; y3; y−3 ; y
−
2 and a vertex of P1. If y2y2 ∈ E(G),
then there is triangle centered at v using a vertex of P1 and say y2 that is contained in an
induced N contained y3; y−2 , and an additional vertex on P1. This gives a contradiction
that completes the proof of Theorem 17.
5. Questions
There are a number of open questions related to the results in the 7rst four sec-
tions. One central, but probably very diKcult question, is to determine the minimum
connectivity in a claw-free graph that implies the graph is k-ordered. For k¿5, the
graph G = (Kk − Ck) + Kk−1 is not k-ordered and 	(G) = 2k − 4. It is possible that
if 	(G)¿2k − 3 and G is claw-free, then G is k-ordered. More speci7cally, it is an
open question if 	(G)¿6 implies G is 4-ordered.
It is an open question as to the minimal connectivity necessary to imply k-ordered
hamiltonian for many of the forbidden subgraph conditions of Bedrossian et al.
(Theorem 1). In particular, is 	(G)¿3k=2−1 suKcient if G is CF-free for F=P6; Z3; W
or N?
It would be nice to know more about the relationship between k-ordered and k-linked.
Clearly, k-linked implies k-ordered, and 2k-ordered implies k-linked. Are these two
implications sharp? If not, then what is the relationship between the two properties?
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