Abstract. We discuss a statistical variant of Ruzsa's covering lemma and use it to show that if G is an Abelian group of bounded exponent and A Ă G has |A`A| ď K|A| then the subgroup generated by A has size at most exppOpK log 2 2Kqq|A|, where the constant in the big-O depends on the exponent of the group only.
Introduction
In this note we are concerned with the paper [Ruz99] of Ruzsa in which he proved what is now called the Ruzsa covering lemma, and where he went on to give its prototypical application to the Freȋman-Ruzsa theorem. In this note we shall examine a statistical variant of Ruzsa's covering lemma and show how to use it to improve that same application. Theorem 1.1 (Freȋman-Ruzsa theorem for Abelian groups of bounded exponent). Suppose that G is an Abelian group of exponent 1 r and H ‰ A Ă G has |A`A| ď K|A|. Then there is a function F depending only on r and K such that xAy, the group generated by A, has size at most F pr, Kq|A|.
We shall take F pr, Kq to be the point-wise smallest function such that the conclusion of this theorem holds.
Ruzsa proved that F pr, Kq ď r OpK 4 q (in [Ruz99] ) and noted by considering sets of independent elements that F pr, Kq ě r ΩpKq ; he further conjectured that this was close to optimal in particular suggesting that F pr, Kq ď r OpKq . We shall return to Ruzsa's conjecture and the cases in which it is known shortly, but first we shall take a brief look at the proof of Theorem 1.1 from [Ruz99] . The argument has two parts: first, note that if X Ă G has (1.1)
A`A Ă X`A, then by induction xAy Ă xXy`A and so |xAy| ď |xXy||A| ď r |X| |A|.
All we need to do now is find a set X satisfying (1.1) that is as small as possible -this will be the second part of the argument. Unfortunately, if G is finite (but large) and A is chosen uniformly at random from subsets of G of size |G|{K then |A`A| ď K|A| and with high probability all Xs satisfying (1.1) have |X| " ΩpK log |G|q.
One can eliminate the problem presented by random sets by considering not A, but instead A´A i.e. finding a set X such that (1.2) pA´Aq`pA´Aq Ă X`pA´Aq.
It is now possible to find a set X whose size depends only on K -this is what we now call Ruzsa's Covering Lemma (see [TV06, Lemma 2.14]). Dealing with A´A comes at a price because the set X in (1.2) may need to be as large as K 3 ; this is what has (do date) prevented us from establishing Ruzsa's conjecture by this route.
Instead of working with A´A we shall continue to work with A, but (necessarily) relax (1.1) to a statistical statement of 'almost covering'
2 . This too comes at a price, because the inductive consequence of (1.1) need no longer hold. Nevertheless, for considerably more work, we are able to handle this and prove the following version of Theorem 1.1.
Theorem 1.2 (Freȋman-Ruzsa theorem for Abelian groups of bounded exponent).
Suppose that G is an Abelian group of exponent r and H ‰ A Ă G has |A`A| ď K|A|. Then the group generated by A has size at most exppO r pK log 2 2Kqq|A|.
Finally, before proceeding to the proof we should like to make a few remarks about this result.
(i) The dependence on r is poor with the proof giving F pr, Kq ď exppOpKplog 2Kqpplog 2Kqplog rq`r 2. This is far from Ruzsa's conjecture, and means that unless r is smaller than about log 2K there are better results available e.g. those of Konyagin in (ii). (ii) The improvement on what was already known is very minor in two respects. First, Schoen showed in [Sch11] that F pr, Kq ď exppO r pK 1`op1, and arguments of Konyagin [Kon11] can be used to show that F pr, Kq ď exppO r pK log 3`op1q 2Kqq, so we are only saving a power of log 2K, and less than that unless r is constant. Secondly, in the case when the exponent is a prime much more precise estimates are known. Indeed, F p2, Kq has been completely determined by Zohar [EZ12] using the compression techniques introduced by Green and Tao [GT09] , and Zohar's argument was extended by Lovett and Zohar in [LEZ14] to show that
when K ě 8 and r is a prime, which is essentially tight.
2 The reader interested primarily in this may skip directly to §2.
(iii) Although our results are slight, the conjecture itself is nowhere near as significant as the second conjecture mention in [Ruz99] -Marton's conjecture, also called the Polynomial Freȋman-Ruzsa conjecture. This has many applications and the arguments of both Konyagin and Schoen mentioned earlier both bear on this much more important conjecture.
A statistical covering lemma
Our starting point, then, is Ruzsa's covering lemma which is proved in [Ruz99] although is not explicitly separated out there and appears as a distinct result in [TV06, Lemma 2.14].
Lemma 2.1 (Ruzsa's covering lemma). Suppose that |A`B| ď K|B|. Then there is a set X Ă B of size at most K such that
The classic proof of this is to let X be a maximal B-separated subset of A, meaning let X Ă A be maximal such that px`Bq X px 1`B q " H for all x ‰ x 1 P X. A short argument then yields the lemma.
The statistical covering lemma we shall use follows below using essentially the same argument; to the extent that it is different the additional ideas can be seen in the GreenRuzsa covering lemma [GR06, Lemma 2.1].
Lemma 2.2 (Statistical covering lemma). Suppose that |A`B| ď K|B| and δ P p0, 1s is a parameter. Then there is a set X Ă A of size at most δ´1pK´1q`1 such that |px`Bq X pX`Bq| ě p1´δq|B| for all x P A.
Proof. We construct sets X 0 , . . . , X k iteratively; let x 0 P A and X 0 :" tx 0 u. Suppose we have constructed X i Ă A. If there is some x i`1 P A such that |px i`1`B q X pX i`B q| ă p1´δq|B| then let X i`1 :" X i Y tx i`1 u; if there is no such x i`1 then terminate with X :" X i . It follows by induction that |X i | ď i`1. Moreover, if there is a suitable x i`1 then
It follows that
On the other hand X i Ă A and so |X i`B | ď K|B|, and hence the iteration terminates for some i ă δ´1pK´1q, and which point we have |px`Bq X pX i`B q| ě p1´δq|B| for all x P A.
The bound follows since X " X i and |X i | ď i`1 ă δ´1pK´1q`1 as required.
The case δ " 1 is essentially the argument for Ruzsa's covering lemma since |px`Bq X pX`Bq| ą 0 if and only if x P X`B´B.
In this note, however, we are interested in the case of small δ and A " B, and for convenience we shall wrap up the conclusion of the lemma in the case A " B in a definition. We say that A is p1´δq-covered by X if |px`Aq X pX`Aq| ě p1´δq|A| for all x P A.
Thus A is 1-covered by X if and only if A`A Ă X`A, and the Statistical covering lemma tells us that if |A`A| ď K|A| then A is p1´δq-covered by a set X of size Opδ´1Kq.
To use this definition it will be useful to relate it to convolution. Define the translation operator on ℓ p pGq for p P r1, 8s in the usual way viz.
Given two functions f, g P ℓ 2 pGq we then define their convolution point-wise by f˚gpxq :" xτ´xpf q, gy ℓ 2 pGq " ÿ y`z"x f pyqgpzq for all x P G.
Now, if
A is p1´δq-covered by X then it is possible to show (when δ " 0 this is essentially the induction we discussed in the introduction) that
This already captures a great deal about A, in particular that A has a lot of very large Fourier coefficients. Inequalities of the form (2.1) are not quite enough for us though, and to see what we need re-write the left hand side as a sum over A k :
We shall want lower bounds on sums over sets that are slightly more general than the product set A k ; the definition of these is our next task.
2.3. Generalised product sets. We think of A k as a product of uniform probability spaces, so that it is itself endowed with the uniform probability measure. A set A Ă A k is said to contain a ν-large generalised sub-product of A k for some ν P p0, 1s k if there are sets pA i q k i"0 such that (i) (Start and end) A 0 " tpqu and A k Ă A; (ii) (Powers) whenever 1 ď i ď k we have A i Ă A i ; (iii) (Sub-martingale) whenever 1 ď i ď k we have the point-wise inequality
In many cases we shall have ν a constant vector: if ǫ P p0, 1s then we say that A contains an ǫ-large generalised sub-product of A k if it contains a ν-large generalised sub-product of A k for ν " νpǫq P p0, 1s k defined by ν i " ǫ for 1 ď i ď k. To explain the heading for iii write X i :" 1 A iˆA k´i considered as random variables on A k , and Y k , . . . , Y 1 for the coordinate projection maps A k Ñ A; a Þ Ñ a i considered as random elements. iii is simply the statement that pp ś i j"1 ν j qX i q k i"0 a (finite) sub-martingale with respect to pY i q k i"1 . That being said we shall make no use of any theory of martingales, and the reader not familiar with this may safely ignore this remark.
We certainly have i (with the convention that the empty product is just the set containing the empty tuple) and ii; it remains to check that
whenever 1 ď i ď k which gives iii as required.
There are two properties of sub-products which are useful to us and which extend to generalised sub-products. The first is that it is easy to compute the size of sub-products; we do this for generalised sub-products in Lemma 2.5. The second is that we can apply the inclusion-exclusion principle fibre-wise. To see why this is useful consider the example when
by the inclusion-exclusion principle applied in each fibre. But if 1{k Î η Î 1 this is much better than the bound we get from applying the inclusion-exclusion principle directly, ignoring the product structure, in which case we get
We address this issue in Lemma 2.6.
Lemma 2.5 (Generalised sub-products, size bound). Suppose that A contains a ν-large generalised sub-product of
Proof. Start by noting that for 1 ď i ď k we have, by iii and linearity of expectation that
But then by induction and i we have
and the result is proved.
Lemma 2.6 (Generalised sub-products, intersections). Suppose that η, η 1 P r0, 1q k are such that η`η 1 P r0, 1q k and A and A 1 contain p1´ηq-large and p1´η 1 q-large generalised sub-products of A k respectively. Then A X A 1 contains a p1´pη`η 1 qq-large generalised sub-product of A k .
Proof. We start by defining pA X A 1 q i :" A i X A 1 i for 0 ď i ď k so that i and ii are satisfied for A X A 1 . With explanations of the passage from line to line in the following paragraph, it remains to note that
The passage from the first to the second line is because 1 pAXA 1 q i´1 is Boolean and the two expectations are non-negative; from the second to the third is that xy ě x`y´1 whenever x, y P t0, 1u; from the third to the fourth uses linearity of expectation and iii for A and A 1 ; finally the fourth to the fifth uses the fact that 1 pAXA 1 q i´1 1 A i´1 " 1 pAXA 1 q i´1 by definition and similarly for A 1 . The result is proved.
The next lemma captures how the notion of p1´δq-covering (from the start of this section) is related to generalised sub-products. If A is 1-covered by a set X containing 0 G then a short induction tells us that for any x P A we have
the set has a product structure. If it is almost 1-covered then it has a generalised subproduct structure. Although long-winded the proof below is straight-forward.
Lemma 2.7. Suppose that A is p1´δq-covered by X Q 0 G for some δ P r0, 1q. Then for any x P A, k P N and S Ă rks, the set
contains a νpSq-large generalised sub-product where νpSq i " 1´δ1 S piq.
Proof. For each S we shall construct sets pA
, ii, and iii with νpSq. When S " H we have 
pa 1 , . . . , a j´1 q " 1 by induction and since ν i pS 1 q " 1 for all j ď i ď k as j was the largest element of S. It follows that there is some a j , . . . , a k s such that pa 1 , . . . , a k q P A
which we note does not depend on the particular choice of a j , . . . , a k since the largest element of S 1 is less than j. We conclude that there is some Upa 1 , . . . , a j´1 q P X`¨¨¨`X (where the sum is |S 1 |-fold) such that
Since A is p1´δq-covered by X there are at least p1´δq|A| elements a P A such that´U pa 1 , . . . , a j´1 q`x`ÿ sPS 1 a s`a P X`A, and so at least p1´δq|A| elements a P A such that
written another way
. . , a j q ě p1´δq " νpSq j and so iii is satisfied.
so that ii is satisfied. It remains to note that
and iii is satisfied. Finally, note that A S 0 " tpqu and
. i is proved and we have the result by induction on the largest element of S.
The final result of this section packages up the previous lemma in a corollary that captures the aspects of (2.1) that we should like. It may be worth saying that it is useful for similar reason to [Tao10, Proposition C.2], although the link is a little obscure.
Before we state the corollary we record one final piece of notation, the precise reason for which will become clear in §3. Given a finite subset S of G we write µ S for the uniform probability measure supported on S, and for each a P G r we write
This behaves like an approximation to the uniform measure on the group generated by a 1 , . . . , a r . Indeed, if G has exponent 2 then µ a " µ xa 1 ,...,ary .
Corollary 2.8. Suppose that δ, η P r0, 1{2q, that A is p1´δq-covered by X Q 0 G , k P N, and that A Ă A k contains a p1´ηq-large generalised sub-product. Then
Proof. We apply Lemma 2.7 to get that for any x P A and S Ă rks the set A S contains a p1´δq-large generalised product. By Lemma 2.6 it follows that A S X A contains an ν-large generalised product where νpSq i " 1´η´δ1 S piq. Lemma 2.5 then tells us that 
Summing over x P A then gives
Finally, apply the Cauchy-Schwarz inequality to the inner product, and then to the outer sum to get that
The result follows on rearrangement.
Chang's lemma
In this section we capture an idea of Chang from [Cha02, §2] (recorded as Chang's covering lemma in [TV06, Lemma 5.31]), although the connection may not be immediately obvious. The lemma will be used in the case h " 1 A and combined with Corollary 2.8 from the previous section.
Lemma 3.1. Suppose that h P ℓ 2 pGq and, κ P p0, 1s, η P r0, 1q and k P N are parameters. Then either (i) there is some 0 ď l ă k and some a P A l such that the set of x P A having
has size at least η|A|; (ii) or there is a p1´ηq-large generalised sub-product of A k , A, such that
for all a P A.
Proof. Put A 0 :" tpqu and
ℓ 2 pGq u for 1 ď i ď k so that ii holds. Now, suppose 1 ď i ď k and a P A i´1 . If the set of x P A such that }h˚µ a´τx ph˚µ a q} 2 ℓ 2 pGq ă κ}h˚µ a } 2 ℓ 2 pGq has size at least η|A| then we terminate in the first case of the lemma with l " i´1. Thus we may assume that there are at least p1´ηq|A| elements x P A such that 1 A i pa 1 , . . . , a i q ě p1´ηq " p1´ηq1 A i´1 pa 1 , . . . , a i´1 q and we have iii. Setting A " A k we have i for A, and so A is a p1´ηq-large generalised sub-product Furthermore, if a P A then
by induction and construction of the sets A i . We are then in the second case of the lemma and the result is proved.
It may be worth saying that it is because this lemma outputs a generalised sub-product that we had to extend Corollary 2.8 to cover generalised sub-products; in other words, this lemma is the reason for the presence of generalised sub-products in this note.
Fourier analysis and almost-invariant functions
Fourier analysis is inextricably linked with Freȋman's theorem and while we have not needed it so far, the introduction of convolution earlier was a clear foreshadowing of things to come. We take a moment to record some basic definitions, but the reader may wish to refer to [TV06, §4] or [Rud90] for a more extensive discussion.
We shall regard G as a discrete group and write p G for the compact Abelian group of characters on G. Given f P ℓ 1 pGq, the Fourier transform of f is defined to be the function
The group p G is naturally a compact group endowed with Haar probability measure which we shall denote dγ. While it may seem like there is some analysis here, we are only interested in finite subsets of groups with finite exponent and so we can freely take G to be finite and ignore any of this.
Following Green and Ruzsa [GR07] we shall analyse the subgroup xAy in our problem by considering the annihilator of the large spectrum of A. To make sense of this we need a couple of definitions: given a set of characters Γ, we define the annihilator of Γ to be Γ K :" tx P G : γpxq " 1 for all γ P Γu.
Given f P ℓ 1 pGq and ǫ P p0, 1s we define the ǫ-large spectrum of f to be
The next lemma gives us a way to contain our set in the annihilator of a suitable large spectrum, and it is here that we make essential use of the fact that G has bounded exponent.
The first part of the proof is basically an argument of Green and Konyagin [GK09, Lemma 3.6].
Lemma 4.1. Suppose that G is an Abelian group of exponent r, g P ℓ 1 pGq is not identically 0, and ǫ P p0, 1s is a parameter such that }g´τ a pgq} ℓ 1 pGq ď ǫ}g} ℓ 1 pGq for all a P A.
Then A Ă Spec rǫ pgq K .
Proof. Suppose that γ P Spec rǫ pgq and a P A. Then rǫ}g} ℓ 1 pGq |1´γpaq| ď |1´γpaq||p gpγq| " |p gpγq´γpaqp gpγq| " |pg´τ a pgqq^pγq| ď }g´τ a pgq} ℓ 1 pGq ď ǫ}g} ℓ 1 pGq , by the Hausdorff-Young inequality. Dividing by ǫ}g} ℓ 1 pGq (possible since g ı 0 and ǫ ą 0) and rearranging we get that |1´γpaq| ď 1{r. Of course since G is a group of exponent r it follows that γpaq is an rth root of unity and hence if it is not equal to 1 then
It follows that γpaq " 1 and the result is proved.
With the above lemma in hand we need a supply of suitable functions g. The hypothesis on g look somewhat like those in the first case of Lemma 3.1 so it should not be too surprising that we shall be combining the work of §2 and §3 to act as such a supply. The next proposition does just this and is the driving result of the whole note.
Proposition 4.2. Suppose that G is an Abelian group of exponent r, A Ă G has |A`A| ď K|A|, and ǫ P p0, 1s is a parameter. Then there is a subgroup V generated by at most OpKǫ´2 mintlog r, log 2ǫ´1uq elements, and a non-negative function f supported on A`V such that }f´τ x pf q} ℓ 1 pGq ď ǫ}f } ℓ 1 pGq for at least Ωpǫ|A|q elements x P A.
Proof. Let δ be a parameter to be chosen later (it will just be a constant multiple of ǫ). Apply the statistical covering lemma (Lemma 2.2) to the set A with parameter δ to get a set Y of size at most δ´1K such that A is p1´δq-covered by Y . Let X :" Y Y t0 G u so that A is p1´δq-covered by X and |X| ď δ´1K`1. Let k ě δ´1K be a natural number to be optimised later and apply Lemma 3.1 with h " 1 A , κ " ǫ{4 and δ to get that either there is some 0 ď l ă k and some a P A l such that the set of x P A having
has size at least δ|A|, or else there is a p1´δq-large generalised sub-product A of A k such that
Now apply Corollary 2.8 with the set A (p1´δq-covered by X) to get that
Since G is an Abelian group of exponent r we have that |kX| ď r |X| . On the other hand if k is small compared with r then we have a better upper bound, from the fact that G is commutative, namely
where we have used the fact that k ě δ´1K ě |X|´1 in the second inequality. It follows that |kX| 1{k ď exp pOpK{δkq mintlog r, log 2pkδ{Kquq.
Combining (4.1) and (4.2), dividing by |A| k`1 , and taking k-th roots we conclude that exp pOpK{δkq mintlog r, log 2pkδ{Kquqp1´ǫ{16q ě p1´δq 4 .
We can choose k " OpKδ´2 mintlog r, log 2δ´1uq such that the first term on the left is at most 1`δ, and it follows that we can then take δ " Ωpǫq to get a contradiction. This contradiction means that we must have been in the first case of Lemma 3.1 at some point i.e. there is some l ă k " OpKδ´2 mintlog r, log 2δ´1uq " OpKǫ´2 mintlog r, log 2ǫ´1uq
and some a P A l such that
for Ωpǫ|A|q elements x P A. We put V :" xa 1 , . . . , a l y, and see that V is generated by the claimed number of elements, and f :" p1 A˚µa q 2 so that f is supported on A`V . It remains to note that by the triangle inequality and the fact that τ x is an isometry we have
The result is proved.
Although the proposition makes use of the fact that G has bounded exponent this is not really essential and it can be recast as a useful statement in more general settings too.
Finally, while the proposition does provide functions satisfying the hypothesis of Lemma 4.1, they are are only useful if we can also show that the annihilator of the large spectrum of these functions is small; the next lemma does this. Its basis is an idea introduced to Freȋman-type problems by Green and Ruzsa in [GR07] in a way closely related to work of Schoen [Sch03] .
Lemma 4.3. Suppose that G is an Abelian group, H ‰ A Ă G has |A`A| ď K|A|, ǫ P p0, 1{2s is a parameter, and 0 ı h P ℓ 1 pGq is a non-negative function supported on A such that }h´τ a phq} ℓ 1 pGq ď ǫ}h} ℓ 1 pGq for all a P A 1 . Then for any non-negative 0 ı g P ℓ 1 pGq supported on A 1 we have
Proof. Let k :" tǫ´1{2u and note that by the triangle inequality and the fact that τ x is an isometry we have
Since h is non-negative and the support of h is contained in A we have that }h} ℓ 1 pGq |A| " xh, 1 A`A˚1´A y ℓ 2 pGq " xτ´xphq, 1 A`A˚1´A y ℓ 2 pGq`x ph´τ x´p hqq, 1 A`A˚1´A y ℓ 2 pGq ď xτ´xphq, 1 A`A˚1´A y ℓ 2 pGq`1 2 }h} ℓ 1 pGq |A| for any x P kA 1 . Summing against k times hkkkkikkkkj g˚¨¨¨˚gpxq (which has support on kA 1 and is nonnegative), we get that We can then apply Plancherel's theorem to see that
Dividing out by }h} ℓ 1 pGq and }g} k ℓ 1 pGq (both of which are non-zero since g and h are non-trivial) we see that ż
Let V be any finite subgroup of Spec 1{4K 2ǫ pgq K and note that x 1 V pγq " |V | for all γ P S. It follows that 1
by the Hausdorff-Young inequality in 1 A`A and 1 A , and Parseval's theorem in 1 V . We conclude that |V | ď 4K|A|. It follows that Spec 1{4K ǫ pgq K is finite and hence satisfies the required bound.
Proof of the main theorem
Before proving our main result we need to record one more ingredient. In [Pet12] Petridis found a fantastic new proof of Plünnecke's inequality [Plü69] (see also [Ruz89] ) which proceeded via the following lemma. We shall not discuss the proof of this here, although it inspired the proof of Lemma 2.2. Indeed, the genesis of this note centred around trying to use Petridis' arguments to give a proof of Ruzsa's conjecture. That approach failed, at least in part because Petridis' arguments actually work just as well for non-Abelian groups as they do for Abelian groups, and Ruzsa's conjecture is essentially Abelian.
Finally, then, we turn to our proof.
Proof of Theorem 1.2. Let Z Ă A be such that |A`Z|{|Z| is minimal. In particular, |A`Z| ď K|Z| and |Z`Z| ď K|Z|. We apply Proposition 4.2 to Z with a parameter ǫ (to be optimised later, ending up being Ωp1{ log Kq) to get a subgroup V generated by at most OpKǫ´2 mintlog r, log 2ǫ´1uq elements and a non-negative function f ı 0 with support on Z`V such that }f´τ z pf q} ℓ 1 pGq ď ǫ}f } ℓ 1 pGq for at least Ωpǫ|Z|q elements z P Z; call the set of such zs Z 1 . Thus |Z 1`Z 1 | ď |Z`Z| ď K|Z| " Opǫ´1K|Z 1 |q.
Now apply Proposition 4.2 again, but this time to the set Z 1 with a parameter η (again, to be optimised later, but this time it will end up being Ωp1{rq). This gives us a subgroup V 1 generated by at most OpKǫ´1η´2 mintlog r, log 2η´1uq elements and a non-negative function g ı 0 with support on Z 1`V 1 such that }g´τ z pgq} ℓ 1 pGq ď η}g} ℓ 1 pGq for at least Ωpη|Z 1 |q elements z P Z 1 ; call the set of such zs Z 2 . We shall return to Z 2 later, but now we turn to showing that g has large Fourier coefficients.
Let h :" f˚µ V 1 i.e.
hpxq :" ż f px´yqdµ V 1 pyq " ż τ´ypf qpxqdµ V 1 pyq for all x P G.
It follows immediately that h is invariant under translation by elements of V 1 . Suppose that z P Z 1`V 1 , so that z " z 1`v1 where z 1 P Z 1 and v 1 P V 1 . Then using the fact that h is invariant under translation by elements of V 1 ; linearity of τ ; the integral Minkowski inequality; and finally the isometry of τ we get that To summarise: }h´τ z phq} ℓ 1 pGq ď ǫ}f } ℓ 1 pGq for all z P Z
1`V 1
Additionally h is supported on Z`V`V 1 , and by Petridis' Lemma we have that |pZ`V`V 1 q`pZ`V`V 1 q| ď |pA`V`V 1 q`pZ`V`V 1 q| " |A`Z`pV`V 1 q| ď K|Z`V`V 1 |.
Take ǫ " 1{4 log 2K and apply Lemma 4.3 to the set Z`V`V 1 and the functions h and g to get that
" exppOpKplog 2Kqpplog 2Kqplog rq`η´2qqq|A|. 
