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Abstract. Metagenomics is the science of analysing the structure and function of DNA samples
taken from the environment (eg soil, human gut) as opposed to a single organism. So far, re-
searchers have used traditional genomics tools and pipelines applied to metagenomics analysis 
such as species identification, sequence alignment and assembly. In addition to being computa-
tionally expensive, these approaches lack an emphasis on the functional profile of the sample 
regardless of species diversity, and how it changes under different conditions. It also ignores 
unculturable species and genes undergoing horizontal transfer. 
We propose a new pipeline based on taking a "systems" approach to metagenomics analysis, in 
this case to analyse human gut microbiome data. Instead of identifying existing species, we ex-
amine a sample as a self-contained, open system with a distinct functional profile. The pipeline 
was used to analyse data from an experiment performed on the gut microbiomes of lean, obese 
and overweight twins. Previous analysis of this data only focused on taxonomic binning. Using 
our systems metagenomics approach, our analysis found two very different functional profiles 
for lean and obese twins, with obese ones being distinctly more diverse. There are also interest-
ing differences in metabolic pathways which could indicate specific driving forces for obesity. 
Keywords: systems metagenomics, population, human microbiome, stress re-
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1 Introduction
A key goal of metagenomics is to measure the diversity of a microbial sample and
hence estimate the effects of certain stresses on the organisms present. This is tradi -
tionally achieved through techniques of taxonomic binning or phylogenetic classifica-
tion and requires several steps of pre-processing and assembly. In addition to being
computationally expensive, these approaches lack an emphasis on the functional pro-
file of the sample regardless of species diversity, and how it changes under different
conditions. It also ignores unculturable species and genes undergoing horizontal gene
transfer [1].
We propose a new pipeline for analysing short-read data which focuses on the most
dominant functions of the sample, treating it as a system of genes/proteins rather than
a set of individual species. Specifically, we use a k-mer approach to identify overrep-
resented protein family motifs in the raw short-read data [2]. Via a series of filtering
and statistical methods, we exclude weak hits and false positives, then use GO-term
2mapping to infer the functions of the remaining motifs. By comparing two similar
datasets under changing conditions we can thereby hypothesise which protein families
most influence the observed function of the microbial community under study. Our
method dispenses  with  assembly  and  global  multiple  sequence  alignment,  instead
only performing a local alignment on chosen sequences after multiple stages of filter-
ing and analysis, thereby minimising computational cost. The entire pipeline can run
on a standard laptop with 8 GB of memory in under 3 hours per dataset.
The pipeline was used to analyse data from an experiment performed on the gut mi -
crobiomes of lean, obese and overweight twins. Previous analysis of this data focused
on taxonomic binning [3]. Our analysis found two very different functional profiles
for lean and obese twins, with obese ones being distinctly more diverse. The obese
patient data showed almost 3 times as many prominent functional groupings based on
GO-term analysis of molecular function and biological process as lean or overweight
ones. 
This approach can also be used to identify overrepresented novel protein families in
these samples  which  may play a role in  the gut  microbiome.  We have identified
around 185 novel candidates which warrant further experimental research.  
2 Pipeline Overview
The new pipeline consists of the following steps: 
Translation: After stripping metadata from the short read files the nucleic acid se-
quence is directly translated into a protein sequence. There is only 1/6 chance that the
sequence will be in the correct read frame and hence much data will be lost but is
compensated for in the model for the data.   
Frequency Vectors: Frequency vectors are computed for each k-mer (each k-mer is a
protein sequence fragment). A k-mer length of 6 was chosen following several experi-
ments including looking up protein family motifs in databases such as PRINTS [4] as
well as synthetic genomes. Henceforth, these 6-mers are referred to as ‘submotifs’. A
rolling window technique was used to extract the submotifs one at a time. Any sub-
motif with an unidentified base in it was discarded. Submotifs were then counted and
written into frequency vectors along with their respective occurrences. 
Null Model calculation: A statistical model was constructed to help quantify whether
any given  submotif  would have  occurred  by chance  with  a  specific  frequency  or
whether its frequency might indicate actual over-representation of a particular submo-
tif. This null model choice was built on the work outlined in [5]. 
Read extraction and MSA: All submotifs that fall below the significance threshold
of 1.0 are eliminated. The remaining submotifs are sorted based on the value of the
log-odds ratio (i.e most over-represented first). Then, a search is conducted on the
amino acid reads to extract all short reads that contain this particular submotif. Each
3set of reads pertaining to one submotif are then passed onto MUSCLE [6] to construct
a multiple sequence alignment (MSA).  
pHMM construction and analysis:  The resulting MSA for each submotif is then
used as a basis to construct a profile Hidden Markov Model (pHMM) using the hmm-
build tool from the HMMER suite [7]. The resulting model is searched against a pro-
tein family database, in this case UniProt [8], to produce possible hits against known
protein families.
Family identification and novel detection: The resulting hits are sorted based on E-
values and a cutoff of E<=0.01 was used as a threshold for possible matches. 
GO term: GO terms for each significant UniProt hit are identified and a frequency ta-
ble tabulated. For the highest frequency terms a comparison is made between the two
different environments examined in this paper.
Dataset: for this paper, the dataset from [2] was used. This was a study conducted on
lean, obese and overweight twins with a sample size of 46. The raw short reads in
FASTQ format were downloaded from the Sequence Reads Archive through the Eu-
ropean Bioinformatics Institute’s Metagenomics portal [9].  
3 Results
Of the top 40 GO terms found in both datasets, we found 31 that were common to
both sets and 9 that were unique to each set. Figure 1 shows those terms plotted as a
function of the difference in their frequencies (i.e. Obese – Lean frequency) and are
plotted as a strictly decreasing function.  
Figure 1 Relative frequency of GO terms found in both data sets. Yellow data-
points indicate Cellular Components, orange ones indicate Molecular Functions, and
green ones indicate GO terms occurring with similar frequency in both sets.
4 Discussion & future work
Our new approach obviates the need to perform assembly on a noisy data set and no
clear set of reference genomes [10]. In this study we found a greater functional diver-
sity in the obese rather than lean data sets. In addition, the obese data set does not ex-
4hibit any abundant functional groupings with a stress response, contrary to the find-
ings in [11].  In the obese dataset, tRNA synthesis is playing an important role which
is consistent with the findings of [12]. Other terms are related to electron transport
and amino acid biosynthesis. In the lean data set we see terms related to biosynthesis. 
These preliminary results are promising though much more work needs to be done.
While the analysis of abundant motifs is computationally efficient the matching of
those motifs to known sequence data is very intensive. The present search mechanism
is based on building profile HMM’s on the short reads and then looking for matches
in UniProt. A corresponding search based on previously known profile HMM’s and
then querying those against the collated motifs has to be completed. Finally, in this
present analysis we have focused on identifying known functional groupings; on the
other hand the above approach could also be used to identify abundant motifs that
have not been observed previously. Given the wide variety of metagenomic samples
this is a potentially fruitful method for identifying new protein families.  
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