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Resumen
Este capítulo muestra algunos aspectos fundamentales para definir una simula-
ción de comportamientos de sistemas distribuidos para lograr que un sistema sea 
robusto y se recupere a sí mismo de fallas. Se determina como tarea de interés la 
colección y la sincronización de datos en nodos conectados en una red y se mencio-
nan algunos subproblemas de interés relacionados con la definición de las fallas y 
la obtención de las propiedades de robustez y recuperación de fallas. Se utilizaron 
sistemas multi-agente para diseñar la simulación porque permiten modelar com-
ponentes autónomos mediante el uso de un programa de agente. Se definieron dos 
funciones principales: agentes móviles que realizan tareas de sincronización de 
datos y nodos que constituyen agentes estáticos donde se almacena o se replica 
la información. Partiendo de dicha definición, se muestran diferentes problemas 
abordados y sus soluciones utilizando la simulación propuesta. Algunos resulta-
dos publicados en la literatura se presentan con su respectiva referencia y enlaces 
a su código fuente. Los resultados permiten determinar aspectos clave en la deter-
minación de un sistema más robusto y permiten recuperar partes clave del sistema 
para completar una tarea distribuida de colección y sincronización de datos.
Palabras clave: sistemas distribuidos, sistemas multi-agente, modelo, fallas, robustez, 
auto-recuperación, control descentralizado.
DiáLoGoS en inveStiGACión en LA KonRAD LoRenz
220
Introducción
La simulación de comportamientos de sistemas distribuidos es una forma de probar 
y validar diferentes algoritmos distribuidos, aplicaciones o configuraciones inde-
pendientemente de los recursos computacionales o de red disponibles. en algunos 
casos, los sistemas reales no están disponibles para realizar experimentación y los 
experimentos pueden no ser reproducibles debido a la gran variedad de implemen-
taciones de software y hardware disponibles (Velho y Legrand, 2009). Mediante la 
realización de simulaciones se espera ofrecer un balance entre modelos teóricos 
complejos que pueden ser irrealistas o difíciles de implementar y el tiempo y recur-
sos empleados para configurar una plataforma real (Casanova, Giersch, Legrand, 
Quinson y Suter, 2014). 
Los principales desafíos al simular un sistema distribuido son lograr escalabilidad 
y precisión (Casanova, Legrand y Quinson, 2008). Una simulación es escalable si 
permite realizar modelos de simulación validados previamente y si permite mode-
lar diferentes topologías de red. Además, es escalable si permite la adición y elimi-
nación de elementos del sistema distribuido con precisión y de una forma rápida. 
La precisión hace referencia a la obtención de resultados reales y puede medirse 
dependiendo del propósito de la simulación; por ejemplo, tratando de predecir el 
tiempo para completar las comunicaciones entre los enlaces o estimar el ancho de 
banda de muchos flujos que compiten en una topología de red aleatoria (Fujiwara 
y Casanova, 2007). Se requiere un balance entre la rapidez de la simulación y la 
precisión para tener una simulación de calidad (Casanova et al., 2008).
Existen diferentes modelos de simulación que se enfocan en estudiar distintos 
aspectos de un sistema distribuido: procesador, red y almacenamiento. En el pro-
cesador se tiene la simulación de tiempos en la unidad de procesamiento cen-
tral (CPU), donde se determina el costo computacional de una forma analítica 
(Simgrid, 2012). En la red se estima la latencia en segundos para enviar datos y 
el ancho de banda en bytes. Se tienen simuladores de los protocolos de red que 
simulan todas las capas de red y son muy precisos, pero que pueden ser lentos 
al simular sistemas a gran escala, pues se utilizan simulaciones en tiempo dis-
creto (Bhardwaj y Dixit, 2010; Rana, Sardar, Mandal y Saha, 2017). También se 
tienen simuladores que estiman de una forma matemática el flujo de datos en una 
red siendo más rápidos que aquellos basados en simulación de eventos discretos 
(Velho y Legrand, 2009). En modelos de almacenamiento se tiene la simulación de 
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dispositivos utilizando diferentes configuraciones de sistemas de archivos y com-
ponentes de hardware como buses, tipos de partición o almacenamiento (por ej., 
RAID, SSD, etc.) (Agrawal et al., 2008). 
en este capítulo se mostrará una simulación  de un sistema distribuido diferente 
a los anteriores utilizando una aproximación basada en del sistemas multi-agente. 
Los simuladores anteriormente descritos no modelan comportamientos de autoor-
ganización. el concepto de autoorganización toma inspiración de la naturaleza 
(por ej., los insectos sociales: hormigas, abejas o termitas). A partir de la definición 
de ciertas reglas se puede reproducir, por ejemplo, el comportamiento de las ter-
mitas y obtener un algoritmo que explore un espacio de forma eficiente. Mediante 
la autoorganización se espera generar sistemas que logren ciertas metas globales a 
partir de interacciones locales (Bicocchi y Zambonelli, 2007). El principal desafío 
para obtener autoorganización consiste en identificar las reglas o procesos que pro-
ducen el comportamiento global deseado (Lalanda, McCann y Diaconescu, 2013). 
En ese sentido, los sistemas multi-agente defi-
nen componentes con la capacidad de realizar 
acciones independientes para producir un com-
portamiento global deseado y con la habilidad 
de interactuar con otros agentes. Un sistema 
multi-agente es en sí un sistema distribuido, 
porque para realizar su tarea, los agentes deben 
cooperar, coordinar y negociar con otros para 
cumplir un propósito y cada agente hace su ta-
rea de forma autónoma basado en una especifi-
cación dada. Los sistemas multi-agente son una 
base para modelar tareas distribuidas y accio-
nes que permitan obtener un comportamiento 
autoorganizado (Balaji y Srinivasan, 2010). 
Además, los sistemas multi-agente se utilizan 
para modelar sistemas complejos porque están 
basados en una descripción algorítmica de los 
individuos que simulan un determinado com-
portamiento esperado (Rousset, Herrmann, 
Lang y Philippe, 2016). Los sistemas multi-agente 
permiten, asimismo, emplear una aproximación 
Un sistema multi-agente es 
en sí un sistema distribuido, 
porque para realizar su tarea, 
los agentes deben cooperar, 
coordinar y negociar con otros 
para cumplir un propósito 
y cada agente hace su tarea 
de forma autónoma basado 
en una especificación dada. 
Los sistemas multi-agente 
son una base para modelar 
tareas distribuidas y acciones 
que permitan obtener un 
comportamiento autoorganizado 
(Balaji y Srinivasan, 2010).
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bottom-up opuesta a la aproximación top-down de los modelos tradicionales. Con 
sistemas multi-agente es posible modelar comportamientos locales utilizando si-
mulación de tiempo discreto mediante una computación en rondas (Raynal, 2013). 
En este capítulo, a partir del modelo de agentes se modelan los comportamientos 
de un sistema distribuido. Dichos comportamientos permiten a cada componente 
comunicarse y coordinar sus tareas con otros componentes, desarrollando una ta-
rea de interés bajo la definición de que cada componente es autónomo (Van Steen y 
Tanenbaum, 2017). Dicha autonomía determina aspectos como un tiempo discreto 
propio para cada componente, la capacidad de comunicarse con otros componen-
tes así como definir modos de envío de mensajes y reglas de procesamiento de 
dichos mensajes que están definidas para cada componente de forma independien-
te. Además, se asume que cada componente desconoce el comportamiento de los 
demás y tiene un conocimiento limitado del sistema distribuido como un todo, por 
lo que se requiere la interconexión entre dichos componentes.
Cuando se tienen aplicaciones  en la nube como las ofrecidas por Amazon, se 
tiene una gran cantidad de componentes interconectados que pueden fallar. La 
presencia de fallas en los componentes de un sistema distribuido puede llevar a 
pérdidas del orden de miles de dólares por minuto y se requiere personal experto 
que realice el mantenimiento de forma manual (Lalanda et al., 2013). Cuando se 
realizan operaciones de mantenimiento pueden suceder errores humanos, incluso 
los administradores pueden eliminar partes vitales de un sistema por error, como 
sucedió con el servicio de Amazon en la zona de virginia del norte donde se cau-
só la caída en una serie de servidores cruciales debido a un comando ingresado 
incorrectamente (“Summary of the Amazon S3 Service Disruption in the Northern 
Virginia [US-EAST-1] Region”, n.d.). 
En este capítulo se mostrarán algunos aspectos tenidos en cuenta en la definición 
de una simulación basada en sistemas multi-agente que pretende resolver a la pre-
gunta: ¿cómo obtener una simulación de comportamientos de sistemas distribui-
dos para la obtención de las propiedades de robustez y auto-recuperación de fallas? 
Para responder a esta pregunta, en la sección 1 se determinan algunos problemas 
de interés y los supuestos tenidos en cuenta en la simulación. Luego, en la sección 
2 se explican los principios y las funciones básicas definidas para los agentes y 
algunos problemas tratables con el simulador con sus resultados y referencias a 
trabajos de investigación ya publicados con la ayuda del simulador con su respec-
tiva contribución. Finalmente, se presentan algunas conclusiones.
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1. Problemas a modelar con la simulación y supuestos
Para poder crear una simulación de comportamientos distribuidos se identificaron 
los siguientes subproblemas de interés: 1) determinar qué comportamientos de 
un sistema distribuido son interesantes para simular; 2) definir diferentes tipos 
de falla en un sistema distribuido y 3) desarrollar diferentes procesos que permitan 
ofrecer las propiedades de robustez y recuperación de las fallas definidas.
el primer subproblema que surge es cómo modelar comportamientos de un sistema 
distribuido usando un entorno multi-agente simulado. Se requiere una simulación 
que sea precisa y escalable para que modele los aspectos más relevantes del com-
portamiento de un sistema distribuido. en esta parte se estudiaron técnicas basadas 
en el movimiento animal que son la base para definir una tarea de colección y 
sincronización de datos en sistemas distribuidos. La selección de una tarea de 
colección y sincronización de datos es importante porque provee una base para 
mantener la información o recoger información en caso de fallas en aplicaciones 
distribuidas reales (Aguilera, Van Renesse y Guerraoui, 2010). 
Algunos problemas conocidos relacionados con la exploración de terrenos son 
cubrimiento en comunicaciones con robots móviles (Beal, Correll, Urbina y Ba-
chrach, 2009) y exploración de terrenos. Una tarea común en entornos con múl-
tiples robots es obtener tanta información como sea posible en la menor cantidad 
de tiempo con el supuesto de que los agentes no tienen ningún conocimiento 
sobre el terreno (Perea-Ström, Bogoslavskyi y Stachniss, 2017). El cubrimiento en 
comunicaciones pretende formar una red sobre un espacio determinado utilizando 
robots con capacidades de locomoción y percepción (Winfield y Nembrini, 2012). 
En términos de locomoción, los algoritmos basados en movimientos aleatorios en 
un terreno son simulados y estudiados (Beal et al., 2009). 
Los principales principios en el problema de cubrimiento en comunicaciones inclu-
yen mover agentes a áreas no exploradas y evitar otros agentes para maximizar el 
espacio explorado (Lopes, Frisch, Boeing, Vinsen y Bräunl, 2011). Además, como 
supuesto principal, los agentes únicamente tienen información local obtenida de 
sus sensores locales mientras exploran. El movimiento animal es estudiado como 
una posible forma de lograr cubrimiento en las comunicaciones. Por un lado, las 
moscas de fruta o los monos araña presentan ciertos patrones cuando buscan co-
mida o exploran un ambiente determinado para cubrir un ambiente determinado. 
Beal (2013) muestra que estos patrones pueden ser modelados utilizando caminatas 
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de Lévy. Estas caminatas siguen una aproximación superdifusiva que explora y 
cubre un espacio determinado en una forma más rápida y efectiva comparada con 
las caminatas aleatorias o una aproximación de fuerzas repulsivas. En Rhee et al. 
(2011) y Saha, Misra y Pal (2015), las caminatas de Lévy son utilizadas para mode-
lar el movimiento humano en un espacio determinado para formar redes móviles. 
El segundo subproblema es definir fallas y evaluar que tan robusto puede ser un 
sistema distribuido. en esta simulación se consideran tres tipos de fallas. Los agen-
tes pueden fallar mientras realizan su tarea (por ej., fallas en software, agentes sin 
batería). En un entorno de red, los agentes pueden perderse en las comunicaciones 
(en el caso de redes ad hoc) si se tiene una red no confiable. Por último, los nodos 
de una red pueden fallar, interrumpiendo potencialmente la comunicación entre 
nodos vecinos, dividiendo la red en particiones y causando que los agentes o pro-
cesos de software que se ejecutan en los nodos fallen o evitando que un sistema 
determinado ejecute la labor que se le designó.
Los sistemas distribuidos pueden fallar o ser atacados. Construir sistemas distri-
buidos con alta disponibilidad es un desafío, porque los nodos de los sistemas 
distribuidos son autónomos y, por tanto, desconocen el estado de los demás nodos 
de la red en un tiempo dado. En este trabajo, se presentará un sistema distribui-
do simulado de tipo asíncrono, porque no se tienen supuestos sobre tiempos de 
espera en el envío de mensajes, o tiempo tomado para ejecutar una determinada 
tarea. Los agentes descritos en este capítulo no tienen ni esperan acciones de otros 
agentes para actuar. Los modelos asíncronos son más fáciles de replicar porque 
no tienen supuestos de tiempo (Chandra y Toueg, 1996). Aunque no se tengan 
supuestos de tiempo en una simulación en tiempo discreto, cada agente puede 
tener un contador interno de tiempo y el tiempo se define en rondas de programa 
de agente. 
Un tercer problema consiste en qué hacer para que el sistema repare estas fallas 
por sí mismo. esta parte implica —como lo muestran algunos autores— un proce-
so de monitoreo, detección y recuperación de fallas (Rodosek, Geihs, Schmeck y 
Stiller, 2009). En esta parte se deben determinar los supuestos para que el sistema 
pueda recuperarse a sí mismo de fallas, el tipo de acciones que debe seleccionar el 
sistema para recuperarse y los eventos en el monitoreo que producen la activación 
de las acciones que permitan recuperar el sistema. el supuesto más importante es 
el tiempo entre fallas en los componentes del sistema distribuido que debe ser me-
nor al tiempo tomado por las acciones desencadenadas para restaurar el sistema. 
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en este caso se puede pensar en un organismo viviente. el organismo puede re-
cuperarse de fallas y sobrevivir siempre y cuando sus fallas no sean críticas y la 
velocidad en la que se recupera el organismo es superior a la que los componentes 
del organismo fallan.
1.1. Supuestos de la simulación
Como primer supuesto, la simulación presentada en este capítulo utiliza sistemas 
multi-agente. Por medio de los sistemas multi-agente se definen componentes autó-
nomos con la capacidad de interactuar con otros (Balaji y Srinivasan, 2010). Además, 
los agentes utilizan un programa de agente para definir su comportamiento basado 
en unas percepciones obtenidas del ambiente y la producción de acciones puede 
tener un efecto tanto en el agente como en su entorno (Russell y Norvig, 2010). 
En el desarrollo de la simulación propuesta se identificaron dos tipos de agente 
con su respectivo programa (Figura 1): se definieron agentes móviles identificados 
con un dibujo de termita, con el objetivo de explorar un ambiente dado y nodos 
que constituyen localizaciones en un mundo bidimensional o vértices en una red 
modelada como un grafo.
Los agentes móviles, como indica la Figura 1, 
exploran un ambiente dado (que puede ser bidi-
mensional o que corresponde a un grafo). Ade-
más, realizan tareas de administración de datos 
relacionadas con la colección y replicación de 
datos en el ambiente seleccionado. Asimismo y 
para moverse incluyen diferentes implementa-
ciones de algoritmo de movimiento que le per-
miten moverse entre nodos de una red dada o 
en un espacio definido. Los algoritmos de mo-
vimiento incluyen inicialmente: selección de 
una dirección al azar a un vecino de grado uno 
de la localización actual de un agente móvil, la 
definición de caminatas de Lévy y el diseño de 
algoritmos basados en colonias de insectos y el 
uso de feromonas para permitir explorar el es-
pacio de diferentes formas, evaluando si existen 
diferencias cuando se aplican dichos algoritmos 
de movimiento para realizar una tarea de admi-
nistración de datos.
Por medio de los sistemas  
multi-agente se definen 
componentes autónomos con 
la capacidad de interactuar con 
otros (Balaji y Srinivasan, 2010). 
Además, los agentes utilizan un 
programa de agente para definir 
su comportamiento basado en 
unas percepciones obtenidas 
del ambiente y la producción de 
acciones puede tener un efecto 
tanto en el agente como en su 
entorno (Russell y Norvig, 2010).
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Como primitiva de comunicación, cuando dos agentes se encuentran en un mismo 
nodo o son vecinos en un espacio bidimensional se definieron reglas de intercam-
bio de datos basadas en un proceso conocido como trofalaxis. El proceso de trofa-
laxis es importante en la comunicación de insectos sociales como termitas, abejas 
y hormigas, pues a través de este transfieren una porción de comida encontrada 
previamente y almacenada de forma intestinal a uno o varios miembros del en-
jambre quienes retransmiten dicha información a otros (Rodríguez y Gómez, 2011; 
Suárez y Thorne, 2000).a.
Como segundo supuesto, los nodos en el ambiente serán los encargados de alma-
cenar y proporcionar la información a ser coleccionada por los agentes móviles. 
tienen la capacidad de comunicarse con los agentes móviles y con sus nodos 
vecinos. En los escenarios de recuperación de datos, los nodos también serán los 
responsables de recrear agentes móviles u otros nodos con el fin de recuperar la 
estructura de una red dada. Los nodos también cuentan con la capacidad de co-
nectarse con otros nodos. La conexión con otros nodos permite la definición de 
diferentes tipos de red presentes en la vida real como la red mundial WWW (World 
Wide Web), redes de correo electrónico o servidores virtuales configurados para 
realizar una tarea determinada, o granjas o configuraciones de nube.
En tercer lugar, los dos tipos de agente modelados utilizan un programa de agen-
te. El Algoritmo 1 muestra un ejemplo de programa base de agente. En este caso 
se realizó una simulación en tiempo discreto a partir del concepto de rondas (en 
Figura 1. tipos de agente modelados en la simulación
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inglés round). En cada ronda, cada uno de los agentes percibe del entorno datos 
dependiendo de su rol (línea 10). Por ejemplo, si se trata de un agente móvil puede 
percibir y obtener un dato en un nodo o la cantidad de feromona que está depo-
sitada en un nodo dado para coleccionar información de dicho nodo y decidir el 
siguiente nodo a explorar respectivamente. Si es un nodo, puede percibir a los veci-
nos que tiene interconectados a él o diferentes tipos de mensaje a los que debe dar 
respuesta. Después de percibir la información del ambiente, el agente seleccionará 
una acción a partir de las percepciones dadas. En este caso, las acciones tienen 
efecto en el agente y también en el ambiente. en el programa de agente también 
incluye el concepto de falla en las líneas 5 a 7. La falla está definida en este mo-
mento como la culminación del hilo de ejecución del agente y está definida como 
que el componente realiza su tarea hasta que falla y no se vuelve a saber nada de 
este (Van Steen y Tanenbaum, 2017). Como parámetro para que el sistema falle, 
se define una variable fija en el intervalo [0,1] llamada probabilidad de falla pf . 
En cada ronda de programa de agente, se genera un número pseudoaleatorio en el 
mismo intervalo [0, 1] —línea 5 del algoritmo 1—. Si el número generado es me-
nor a pf  (línea 6), se considera que el agente falló cambiando el estado de agente 
e interrumpiendo el ciclo en el programa de agente (líneas 7-8), haciendo que se 
detenga el proceso creado para dicho agente.
Algoritmo 1. Programa de agente
2. Tipos de problema tratables con la simulación
A continuación, se mostrará cómo la simulación propuesta en este capítulo y ba-
sada en sistemas multi-agente resuelve los subproblemas de interés planteados en 
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la sección 1. Durante el desarrollo de la simulación, se modelaron los siguientes 
problemas: el primero consistió en evaluar la robustez en sistemas distribuidos 
móviles utilizando inteligencia de enjambres y trofalaxis (Rodríguez, Gómez y 
Diaconescu, 2015a, 2015b). El segundo en estudiar la robustez y el rendimiento 
de diferentes algoritmos para coleccionar datos en redes complejas (Rodríguez, 
Gómez y Diaconescu, 2017a). En tercer lugar, aborda el problema de recuperar los 
agentes móviles que fallan (Rodríguez, Gómez y Diaconescu, 2017b). Finalmente, 
se establece el problema que se intenta resolver actualmente correspondiente a la 
introducción de fallas en los agentes estáticos.
el simulador permite obtener métricas para realizar análisis estadísticos que son 
críticos para perfilar nuevos diseños de agentes. El análisis estadístico está basado 
en la generación de diagramas de cajas y la obtención de datos relacionados con 
la cantidad de mensajes empleada, el tiempo de colección de datos por el mejor 
agente, generación de datos y estadísticas correspondientes a métricas de grafos 
y otra información adicional. A partir de scripts definidos, se puede repetir un 
experimento varias veces para determinar la validez estadística de los resultados 
obtenidos en la simulación. A partir de los datos obtenidos, se pueden realizar 
diferentes pruebas estadísticas para evaluar si existen diferencias significativas en 
una métrica del modelo; por ejemplo, evaluar si el tiempo de colección de los datos 
por un agente móvil aplicando una técnica de movimiento definida es significativa-
mente diferente al de un agente móvil aplicando otra técnica de movimiento dado. 
2.1. Robustez en exploración de sistemas distribuidos usando inteligencia  
de enjambres y trofalaxis
Inicialmente, en la simulación se diseñó y se implementó un ambiente de tipo 
bidimensional y agentes móviles que exploran una matriz de nodos generando un 
ambiente de tipo toroide. A cada nodo en el ambiente se le asignó un dato. Como 
objetivo de la simulación definida, se logró que al menos un agente obtuviese 
información de ambientes bidimensionales dados incrementando el número de 
agentes y el tamaño del espacio de manera que se mantuviera el mismo valor 
de densidad. 
Mediante la exploración de diferentes algoritmos de movimiento, se mostró que se 
obtiene una mayor robustez en la tarea cuando se incrementa la probabilidad de 
falla pf  si se tiene un algoritmo de movimiento que hace que los agentes exploren 
el espacio tan rápido como sea posible.
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Además, se modelaron distintos algoritmos de movimiento como las caminatas de 
Lévy (Beal, 2013) y se propuso un algoritmo de movimiento basado en el algoritmo 
de colonias de hormigas (Dorigo, Di Caro y Gambardella, 1999). En la Figura 2 se 
observa la simulación con diferentes algoritmos en distintas instantes de tiempo. 
Se observan tres algoritmos de movimiento basados en colonias de hormigas en la 
parte a) en la ronda 150, y en la parte b) en la ronda 1.000. Se tiene una pf = 0 0005, . 
La situación actual del ambiente se aprecia en tonos de rojo con la cantidad de fe-
romona almacenada por los agentes móviles (un rojo más intenso significa que una 
mayor cantidad de agentes han pasado por un punto dado); en amarillo se aprecia 
que los agentes al avanzar el tiempo de forma global obtienen información de 
todo el terreno con excepción de algunas pequeñas partes del ambiente apreciadas 
como huecos en color azul claro. en la parte inferior se encuentra la cantidad de 
agentes que desempeñan un determinado rol versus el tiempo. 
Como conclusión de este trabajo, se mostró que la exploración basada en colonias 
de hormigas es la que permite explorar el ambiente más rápido presentando una 
mayor robustez. En el caso de las caminatas de Lévy, se tiene una dispersión de 
los ambientes en el entorno que resulta más rápida que la exploración aleatoria sin 
dejar marcas en el ambiente. También se mostró que el mecanismo de trofalaxis 
implementado, permite a agentes vecinos intercambiar información para adquirir 
información global del ambiente mediante cooperación haciendo que la explora-
ción sea más robusta (resista una mayor probabilidad de falla).
Figura 2. Exploración de ambientes bidimensionales
el desarrollo de esta simulación permitió concluir que la velocidad en la que se 
completa la exploración del mundo bidimensional es una característica esencial 
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para lograr mejores tasas de éxito. Los mecanismos que favorecen la exploración 
son más resistentes a fallas que aquellos que se enfocan en incrementar la comu-
nicación entre los agentes. esto quiere decir que entre más rápido sea el algorit-
mo de exploración en recolectar información de un espacio dado, va a ser más 
resistente a fallas. La documentación, datos y recursos sobre esta parte del simula-
dor están disponibles para su uso en http://www.alife.unal.edu.co/~aerodrigue-
zp/termites/. 
2.2. Colección de datos autoorganizada en redes complejas
el segundo ambiente del simulador estudia la robustez y el rendimiento de di-
ferentes algoritmos para colección y sincronización de datos en redes complejas 
(Rodríguez, Gómez y Diaconescu, 2017). En este trabajo mediante la definición de 
los nodos se modelan diferentes tipos de redes, tanto tradicionales (línea, círcu-
lo, retículo) como complejas (small-world, community y scale-free) con diferentes 
parámetros. Mediante esta simulación se adaptaron diferentes algoritmos de mo-
vimiento del ambiente bidimensional para hacer posible que los agentes móviles 
exploren y recolecten datos de una red compleja determinada. Del mismo modo, 
se pueden realizar experimentos con diferentes valores de pf . 
Figura 3. Cuatro agentes móviles explorando una red compleja de tipo scale-free
Simulación de Comportamientos de Sistemas Distribuidos para obtener robustez y Auto-recuperación de fallas   
231
La Figura 3 presenta un tipo de red modelada en el simulador y agentes mostrados 
como puntos amarillos en el simulador. Los nodos en rojo son posiciones no ex-
ploradas. Los agentes utilizan diferentes algoritmos de movimiento para explorar 
la red compleja. Y se observa cómo los agentes de tipo nodo se conectan y son 
capaces de modelar interacciones con agentes móviles y otros nodos.
Una red compleja consiste en un alto número de componentes interconectados 
caracterizados por propiedades topológicas que no son triviales. Pues son redes 
que ni tienen una estructura totalmente regular (por ej., todos los nodos tienen el 
mismo grado) ni sus conexiones son generadas totalmente de forma aleatoria (Van 
Der Hofstad, 2017). Características típicas de una red compleja incluyen mantener 
distancias relativamente pequeñas entre los nodos (Mori, Uehara y Matsumoto, 
2015), presentar distribuciones de potencias en el grado de los nodos (Barabási y 
Bonabeau, 2003) o formar comunidades o clústeres.   
Las redes se definen en este simulador como un grafo G(V, E), con una colección 
de vértices v y un conjunto de arcos e. Para generar las redes complejas se utili-
zaron reglas de interconexión que se encuentran en la literatura y un framework 
que permite definir y calcular métricas sobre grafos llamado JUNG (White, 2005).
Como algoritmos de movimiento, en esta parte se modelaron movimientos aleato-
rios y una adaptación del algoritmo basado en enjambres dada la imposibilidad de 
modelar caminatas de Lévy ante la incapacidad de definir un sistema de direccio-
nes. Los resultados experimentales de esta parte de la simulación muestran que la 
velocidad de colección de los datos depende del tipo de red. Para la mayoría de las 
redes, se tiene que la exploración basada en colonias de insectos es más rápida que 
una exploración aleatoria. Sin embargo, observando los parámetros de las redes, se 
encontró una relación entre la desviación estándar de la métrica de intermediación 
de un grafo y la velocidad de colección de la información. A mayor desviación de 
esta métrica, se requiere mayor tiempo para recolectar datos de una red dada y un 
movimiento aleatorio puede resultar más rápido que en el modelo basado en hor-
migas, definido en Rodríguez et al. (2017a). Algunos resultados están disponibles 
en http://www.alife.unal.edu.co/~aerodriguezp/datacol/.
2.3. Replicación de agentes que exploran redes complejas
En esta simulación se planteó el problema de definir un tipo de falla que depen-
de de las comunicaciones. Los nodos están conectados por enlaces que pueden 
fallar. Se asume que estos enlaces, por ejemplo, en un entorno de computación 
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en la nube corresponden a conexiones entre servidores que pueden ser físicos o 
virtuales. Cuando se envía información entre nodos se pueden perder paquetes y 
del mismo modo los agentes pueden fallar cuando se están moviendo de un nodo 
a otro (Rodríguez et al., 2017b). Se diseñó un mecanismo que permite a los nodos, 
aunque los enlaces fallen transmitiendo la información de los agentes, crear nue-
vas réplicas de agente móvil, teniendo una primera aproximación basada en reglas 
locales que recrea agentes fallidos, logrando que los agentes móviles recolecten 
información de toda una red, incluso con altos valores en su probabilidad de fallar. 
Para corregir estas fallas en los enlaces, se modelan tiempos de espera en los que 
al no recibir respuesta de un agente por un tiempo dado el nodo sea capaz de re-
plicar dicho agente que falla. En ese sentido, se pueden presentar varios escenarios 
posibles. En la Figura 4 se aprecian tres posibles escenarios: el primero (llamado 
No replication) donde no hay replicación y los agentes fallan con una tasa alta de 
fallas pf = 0 5, . Una tasa de probabilidad de 0,5 es pensar en que cada vez que el 
agente se va a mover de un nodo a otro, se lanza una moneda y si cae cara, por 
ejemplo, las comunicaciones fallan haciendo que el agente detenga su ejecución. 
En este primer escenario, se observan muchos nodos en rojo, pues algunos de los 
agentes fallaron y no se logró la tarea de colección de datos en la red dada. en 
el segundo escenario (llamado With replication and no delay), se tiene que, si el 
tiempo de espera es adecuado, se logra generar réplicas que con el tiempo permi-
ten que un agente al menos recolecte información de todos los nodos que confor-
man la red. en el tercer escenario (With replication and delay 3s) se aprecia que, 
si se tiene un retraso en las comunicaciones mayor al tiempo de espera, los nodos 
localmente tenderán a crear réplicas de los agentes causando sobrepoblación de 
estos y consumiendo una mayor cantidad de recursos que puede implicar sobreuso 
de los recursos de red que tiene el sistema disponible para realizar su tarea dada. 
Figura 4. el problema de la replicación de nodos
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Para definir un escenario realista, lo ideal fue definir diferentes retrasos en cada 
uno de los enlaces de la red. Para comprobar qué tan robusto es el sistema, se de-
finieron diferentes probabilidades de fallas que se fueron incrementando conforme 
al diseño de experimentos. El modelamiento de diferentes retrasos para cada uno 
de los enlaces implicó definir reglas en los nodos que permitieran aproximar los 
tiempos de espera de toda la red con el tiempo, partiendo de una estimación y 
manejando ventanas de tiempo correspondientes a los tiempos obtenidos de los 
agentes que se logran mover entre cada par de nodos. 
este modelo requiere que los tiempos de espera se adapten automáticamente para 
evitar sobrepoblación en el número de agentes móviles. Por medio de esta simula-
ción en Rodríguez, Gómez y Diaconescu (2017c), se propuso un modelo que asegu-
ra que una tarea se complete, incluso con valores de pf  hasta de 0,5. Si no se recibe 
notificación de un nodo en un tiempo esperado, se crea una réplica del agente 
móvil. Además, utilizando los tiempos de los agentes móviles que pasan de un de-
terminado nodo a otro, se estiman los tiempos límite para cada uno de los enlaces. 
Como resultado de este modelo, partiendo de la aproximación dada por el movi-
miento de los agentes y guardando un historial de los tiempos de espera, mostró 
en Rodríguez et al. (2017b) que se evita la sobrepoblación, pues el número de 
agentes tiende a ser la cantidad inicial de agentes definida en cada experimento y 
también que el número mínimo de agentes se aproxime al número inicial mediante 
la reducción del tiempo de espera si inicialmente es más alto que los tiempos de 
las comunicaciones. El análisis experimental generado por la simulación incluye 
tasas de éxito, consumo de memoria, rapidez en la colección de datos con y sin re-
plicación y análisis del número de agentes. La documentación, videos y resultados 
adicionales están disponibles en http://www.alife.unal.edu.co/~aerodriguezp/
networksim/.
2.4. Auto-recuperación de la estructura de una red compleja
En esta última parte del simulador se planteó el problema en el que se está tra-
bajando en la actualidad. Inicialmente se definen fallas en los nodos de una red 
compleja dada y se implementa una métrica de similitud dada para comparar a 
una misma red en diferentes instantes de tiempo dado. Cuando se presenta una 
falla en un nodo específico, tanto el nodo como las conexiones que tiene ese nodo 
desaparecen y la estructura de la red cambia.
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Se pretende, utilizando las capacidades locales que tiene cada nodo, que los no-
dos sean capaces de crear nuevas réplicas de otros nodos fallidos, utilizando in-
formación sobre la topología de la red y a través de la percepción de los vecinos 
de grado uno de cada nodo en la red. En esta parte del simulador, la exploración 
robusta de las redes complejas, utilizando los algoritmos de movimiento definidos 
en las partes anteriores de la simulación, permite diseñar un mecanismo en el que 
la información de la red a sincronizar sea dada por los agentes móviles quienes 
sincronizarán la información sobre la topología de la red.
Los agentes hasta la sección 2.3. Donde se plantea el modelo de replicación de 
agentes, contaban con capacidad de almacenamiento ilimitada para guardar la 
información que tenían almacenada los nodos en la red. En esta simulación, los 
agentes móviles cuentan con almacenamiento limitado. De este modo, solo podrán 
almacenar partes de la información sobre la topología de la red. Se espera que al 
distribuir dicha información se pueda permitir a un nodo saber si alguno de sus 
vecinos falló. 
Utilizar agentes móviles para explorar una red compleja puede ser importante en 
casos donde la estructura de la red no se conoce, pero se desea mantener. Como 
las fallas en una red pueden darse en cualquier momento, es posible que en un 
punto del tiempo al agregar o eliminar nodos de una red llegue a desconocerse la 
estructura de esta. Por otro lado, si se sabe que una estructura de la red es más efi-
ciente que otra para realizar una tarea determinada de replicación de datos, puede 
ser importante mantener dicha estructura. 
Conclusiones
En este capítulo se presentaron diferentes problemas relacionados con: 1) la se-
lección de una tarea distribuida para ser modelada utilizando una simulación; 
2) las partes principales de un sistema distribuido que pueden ser modeladas y 
que corresponden a la estructura de la red y los programas de nodo como vértices 
de dicha red y agentes móviles que realizan una tarea de administración de datos; 
3) el modelamiento y la justificación de la aplicación de un modelo basado en 
agentes para realizar la simulación mencionada; 4) la definición de fallas en los 
diferentes componentes del sistema; 5) la medición del efecto de estas fallas en el 
sistema y la obtención de robustez en una tarea de colección de datos; 6) el impac-
to de la aplicación de reglas locales en la obtención de las propiedades de robustez 
y recuperación de fallas.
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Se definieron como base dos tipos de agente: agentes móviles y nodos. Los agentes 
móviles tienen estados internos, exploran un ambiente y realizan tareas de admi-
nistración de datos y se comunican con otros agentes que encuentran mientras 
desempeñan la exploración de un ambiente dado (sea un entorno bidimensional o 
una red compleja). Los nodos son agentes estáticos que definen el ambiente dis-
tribuido a ser explorado. Los nodos almacenan feromonas, proveen mecanismos 
como evaporación pasiva y almacenan información local de interés. Además, los 
nodos pueden comunicarse con otros nodos o agentes móviles y crear réplicas de 
otros agentes.
el simulador en sus diferentes aspectos ha sido una herramienta de ayuda en la 
definición de reglas locales que permiten obtener comportamientos para evaluar 
la robustez en distintas tareas seleccionadas propias de un sistema distribuido. 
La metodología empleada para obtener los resultados obtenidos está basada en la 
definición de reglas locales y en la experimentación de distintas opciones de reglas 
locales que producen los comportamientos de autoorganización deseados. La parte 
difícil de la obtención de modelos autoorganizados corresponde al descubrimiento 
de las reglas locales que permiten generar el comportamiento deseado. Por medio de 
la simulación planteada y mediante error y ensayo con diferentes configuraciones 
de parámetros, se buscó en cada parte de la simulación inicialmente reglas que 
garantizaran un comportamiento deseado y posteriormente una mejora de estas. 
En las simulaciones mostradas y citadas en este capítulo, se tiene un número de 
nodos fijo igual a cien, pues se pretendía realizar experimentos lo más rápido posi-
ble en un único equipo de cómputo donde los recursos de memoria y del procesa-
dor son limitados. Como trabajo futuro, se pretende extender la cantidad de nodos 
en las diferentes redes generadas a mil o a diez mil nodos para probar la calidad 
de las reglas obtenidas hasta el momento. A parte de extender la cantidad de los 
nodos, también se desea aproximar y modelar otro tipo de tareas distribuidas que 
representan aplicaciones de la industria vigentes, como son las redes de servidores 
virtuales y el uso de contenedores de aplicaciones. Se pretende comparar meca-
nismos de colección de información tradicionalmente utilizados por estos sistemas 
con el modelo propuesto de agentes móviles. 
Otros temas de interés, cuando se tiene simulación de sistemas distribuidos co-
rresponden a mantener coherencia en la información complementaria utilizando 
modelos de consenso. En este momento, el simulador trabaja con información 
complementaria que no es contradictoria. Como trabajo futuro, se piensa integrar 
DiáLoGoS en inveStiGACión en LA KonRAD LoRenz
236
también mecanismos de elección de líder como el propuesto por ongaro (ongaro y 
Ousterhout, 2014), donde se elige un servidor para que decida qué cambios deben 
aplicarse en la red para mantener coherencia en la información. el tema de con-
senso es complementario al trabajo realizado, pues asume que los nodos fallan y 
son recuperados por un proceso externo. Cuando se recupera el proceso externo, 
es actualizado a partir de la información que posee un líder dado. Se espera tam-
bién a futuro, estudiar mecanismos de consenso que provienen de la naturaleza, 
con el fin de ver si se pueden modelar aún comportamientos más simples que le 
permitan a una red recuperarse de fallas y, al mismo tiempo, mantener coherencia 
en la información. otro tema complementario es la integración de mecanismos de 
seguridad al modelo. Este tema no es cubierto en la simulación planteada, pues 
está concentrada en la obtención de autopropiedades.
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