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The Freeman chain code is a common and useful way for representing discrete paths
by means of words such that each letter encodes a step in a given direction. In the
discrete plane Z2 such a coding is widely used for representing connected discrete sets
by their contour which forms a closed and intersection free path. In this paper, we
use a multidimensional radix tree like data structure for storing paths in the discrete
d-dimensional space Zd. It allows to design a simple and efficient algorithm for detecting
path intersection. Even though an extra initialization is required, the time and space
complexities remain linear for any fixed dimension d. Several problems that are solved
by adapting our algorithm are also discussed.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In dimension two, a finite and connected discrete set S ⊂ Z2 is represented by a discrete contour path L. In such case,
many geometrical properties of S can be computed from its contour word w in time linear in its length |w| = n. Among
many problems that have been considered in the literature, we mention computation of statistics such as area, moment of
inertia [1,2], digital convexity [3–5]; tiling of the plane by translation [6,7]; segmentation in discrete line segments [8,9];
polygonal approximation [10–13]. In all of the above-mentioned problems, the fact that such a word is a contour word is
usually assumed a priori. In Zd, paths are conveniently encoded by words on the alphabet Σd = {a1, . . . , ad, a1, . . . , ad}.
The problem of determining whether a given wordw is a contour word amounts to check first thatw encodes a closed path
(i.e. starting and ending at the same point), and second that it is not self-intersecting (i.e. never visiting some point twice).
Testing thatw encodes a closed path is easily obtained by checking that the number of occurrences inw of each elementary
step ak is equal to its opposite one ak, for all k = 1, . . . , d. On the other hand, testing that it does not intersect itself requires
more work. Indeed, it requires to check that no grid point is visited twice, for which one might easily design an O(n log n)
algorithm where sorting is involved, or use hash tables that provide a linear time algorithm on the average but not in the
worst case.
This major drawback was partially removed in [14] by providing a linear time and space algorithm for checking if a
path in Z2 encoded by a word on the alphabet Σ2 visits any of the grid points twice. In this extended version, we present
a generalization of this algorithm to paths in a space of arbitrary dimension d ≥ 2. Although most of the illustrations
provided are in dimension two for practical reasons, the data structure is completely generalized to higher dimensional
spaces. Following [14], we first describe the data structure in the simple case where points have only positive coordinates,
and then, we adapt it in order to deal with negative coordinates, in a new and more efficient way.
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The paper is structured as follows. We begin by presenting in Section 2 a data structure based on a multidimensional
quadtree [15] used to represent points of the space Nd. This tree is labeled in order to provide a radix tree (see for
instance [16]) structure that allows to represent any finite subset of Nd. Then, in Section 3 this structure is enriched with
neighbor links in order to provide fast access to nodes representing points that are close to each other. Section 4 describes
the algorithms in detail, and its complexity analysis is carried out in Section 5. Since the data structure presented represents
points of Nd only, its extension to Zd is more involved and detailed in Section 6. In Section 7 performance and comparison
with other classical algorithms are discussed, along with experimental results. Due to its universality, this algorithm has
many applications and we show in Section 8 how it can be used and adapted for efficiently (e.g. in linear time) solving
problems like determining if a word is the contour of a discrete figure, the nature of intersections, the multiplicity of each
visited grid point and multiple paths intersection.
2. Radix tree structure
In a first stage, we build a multidimensional radix tree for representing subsets of Zd. This structure enables us to
represent any given subset X ⊂ Zd with a worst case time and space complexity of O(n logm) where n = |X | and m =
max{||x||∞|x ∈ X} where ||x||∞ is the ∞-norm of x, that is, the greatest of its coordinates in absolute value. Later on,
this structure is enriched by using the so-called neighbor links which are essential for reducing to a linear time and space
complexity in worst case when the subset X is given as a discrete path.
As mentioned previously, for now we focus our attention on points in Nd, that is, having only nonnegative coordinates
represented as binary strings of arbitrary length. LetB = {0, 1} be the base forwriting integers.Words inB∗ are conveniently
represented in the radix order by a complete binary tree (see for instance [16,17]), where the level k contains all the binary
words of length k, and the order is given by the breadth-first traversal of the tree. To distinguish a natural number x ∈ N
from its representation we write x ∈ B∗. The edges are defined inductively by the rewriting rule x −→ x ·0+ x ·1,with the
convention that 0 and 1 are the labels of, respectively, the left and right edges of the node having value x. This representation
is extended to B∗ × B∗ × · · · × B∗ as follows.
A radix tree structure for points in the integer space. As usual, the concatenation of words is extended to the Cartesian product
of words by setting for (x1, x2, . . . , xd) ∈ B∗ × · · · × B∗, and (α1, α2, . . . , αd) ∈ B× · · · × B,
(x1, x2, . . . , xd) · (α1, α2, . . . , αd) = (x1 · α1, x2 · α2, . . . , xd · αd).
Let x = (x1, x2, . . . , xd) ∈ Nd and assume that all xi have same length (provided padding with zeros is applied on the left
if necessary). Then the rule
x −→
−
α∈{0,1}d
x · α, (1)
defines the quadtree RT = (N, R) such that
(i) the root is labeled (0, 0, . . . , 0);
(ii) each node (except the root) has 2d sons;
(iii) if a node is labeled (x1, x2, . . . , xd) then |xi| = |xj| for all i, j;
(iv) edges are undirected (may be followed in both directions).
By convention, edges leading to the sons are labeled by the corresponding d-tuple from the set {0, 1}d. These labels equip
the quadtreewith a radix tree structure for Eq. (1) implies that x′ is a son of xwith labelα, if and only if for all i ∈ {1, 2, . . . , d},
x′i = 2xi + αi. (2)
Observe that any point x = (x1, x2, . . . , xd) is represented exactly once in this tree. We denote by x⃝ the node representing
the point x. The sequence of d-tuple of digits (the d digits in first place, the d digits in second place, and so on) gives the
unique path in the tree leading from the root to this node. Of course, unlike the other nodes, the root may only have up to
2d − 1 sons since no edge labeled (0, 0, . . . , 0) starts from the root.
Now, in order to store any finite subset X ∈ Nd using such a radix tree, it suffices to add a boolean flag on each node
indicating that it represents either a point of X or an inner node of the structure. For example, Fig. 1 (left) shows the upper
levels of the radix tree used in dimension two. Note that in order to represent the point (2, 1) the tree must contain at least
the nodes representing (0, 0) and (1, 0). On the other hand, no other nodes are required for storing the set {(2, 1)}. As such,
the space Nd is partitioned into layers depending on the length of the binary representation of coordinates (x1, x2, . . . , xd)
of each point. More precisely, for points having nonnegative coordinates, the point at the origin forms the layer 0, while for
n ≥ 1 the nth layer contains the points such that n = 1+max{log2(|xi|) | 1 ≤ i ≤ d} (See Fig. 1, left).
2.1. Dynamic construction of the radix tree
To build the radix tree RT of some subset X ⊂ Nd, we proceed dynamically by sequential insertion of points starting with
the empty tree, that is a radix tree consisting of the root only. Of course, in the empty tree, the root’s flag is set to false so
that it represents the empty set.
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Fig. 1. Left: the point (2, 1)with its sons and neighbors in the radix tree. Right: the partition of N× N defined by the radix tree.
Algorithm 1: InsertPoint
Input: x = (x1, x2, . . . , xd)with each xi ∈ Bk and RT = (N, R);
//Inserts the point x to the radix tree RT ;
n⃝← the root of RT ;
while k > 0 do
α ← (x/2k−1) mod 2;
k ← k− 1;
n⃝← the son of n⃝ labeled by α;
//If such a node does not exist, it is created
Mark n⃝’s flag as true;
In Algorithm 1 we use the convention that all coordinates of x are written as binary words of length k where k is the
smallest integer that allows to do so. In this algorithm, the division and modular operations are meant on d-tuples: ‘‘x
mod 2’’ is the d-tuple (x1 mod 2, x2 mod 2, . . . , xd mod 2).
Clearly, both the time complexity and the space complexity of Algorithm1 areO(d log ||x||∞) = O(log ||x||∞). In practice,
we assume that the dimension d is fixed so that a multiplicative factor in terms of d should be considered as a constant. The
time and space complexity of n successive calls to this algorithm is O(nlogm) where m is the average value of the greatest
coordinate of each of the n points inserted in RT .
Once a given subset X ∈ Nd is stored in such a radix tree, one may easily modify Algorithm 1 in order to test that a given
point x is included in X in time O(log ||x||∞).
Finally, remark that one may have to deal with a set of points X ⊂ Nd such that all points are relatively close to each
other (i.e.max{||x− y||∞ | x, y ∈ X} is small) while having large coordinates (i.e. ||x||∞ is large for most of the x ∈ X). In this
case, a clever use of this data structure would consist in storing the position of these points relatively to some well chosen
point p ∈ Nd such that ||x − p||∞ is small for most of the x ∈ X . The time required for inserting n points to RT becomes
O(n logm′)wherem′ is the average value of ||x− p||∞ for all x ∈ X .
3. Paths, words and neighbors
A word w is a finite sequence of letters w1w2 · · ·wn on a finite alphabet Σ , that is a function w : [1..n] −→ Σ ,
and |w| = n is its length. Therefore the ith letter of a word w is denoted wi, and sometimes w[i] when we emphasize
the algorithmic point of view. The empty word is denoted ε. The set of words of length n is denoted Σn, that of length
at most n is Σ≤n, and the set of all finite words is Σ∗, the free monoid on Σ . From now on, the alphabet is fixed to
Σ = {a1, a2, . . . , ad, a1, a2, . . . , ad}. To any word w ∈ Σ∗ is associated a vector −→w by the morphism −→_ : Σ∗ −→ Zd
defined on each letter ofΣ by:
−→ai = ei, −→ai = −ei.
where ei is the ith vector of the canonical basis of Rd. Then, for all u, v ∈ Σ∗, we have−−→u · v = −→u +−→v .
The set of elementary translations allows to draw each word as a (2d)-connected path in Zd starting from the
origin.
In particular, as shown on the left part in Fig. 2, a path in Z2 is coded on the alphabet {a1, a2, a1, a2} going right for a
letter a1, left for a letter a1, up for a letter a2 and down for a letter a2. This coding proved to be well adapted for encoding
the boundary of discrete sets and is well known in discrete geometry as the Freeman chain code [18,19]. It has been
extensively used in many applications and allowed the design of elegant and efficient algorithms for describing geometric
properties [1,2,4–7].
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Fig. 2. Pathsw1 = a1a1a1a2a1a2a2a1a1a2a1 (left) andw2 = a3a1a1a2a2a3a1a2a3 (right).
3.1. Neighbor links
A discrete path consists of a list of points such that each point is at distance one from the previous one. This local property
is useful for an efficient representation of sparse subsets of points in the radix tree. Indeed, it allows to process locallymost
of the time the nodes in a radix tree so that analyzing a path of length n requires finally a number of steps in O(n). For this
purpose, we superpose on the multidimensional radix tree RT = (N, R) the neighbor relation represented by a second set of
edges T in order to form the graph G = (N, R, T ).
Definition 1. Given two points x, y ∈ Zd, we say that x is a neighbor of y if ||x− y||1 = 1.
If x and y are neighbors then all of their coordinates are equal except for one which differs by exactly one. So, there exists
a unique letter ϵ ∈ Σ such that x+−→ϵ = y, and in this case, we say that y is the ϵ-neighbor of x. Consequently, edges in T
are labeled accordingly by setting x⃝ ϵ99K y⃝ if y is the ϵ-neighbor of x. The edges in T are called neighbor links. For instance,
in Fig. 1, the neighbor links starting from the node (2, 1) are distinguished with dashed arrows.
4. The algorithm
Adding 1 to an integer x ∈ Bk is easily performed by a sequential function. Indeed, every positive integer can be written
x = u1i0j, where i ≥ 1, j ≥ 0, with u ∈ {ε} ∪ Bk−i−j−1 · 0 . In other words, 1i is the last run of 1’s. The piece of code for
adding 1 to an integer written in base 2 is
Algorithm 2: addOne
Input: x = u1i0j
if j ≠ 0 then
return u1i0j−1 1;
else if u = ε then
return 10i;
else
return u0−110i;
where 0−1 means to erase a 0. Clearly, the computation time of this algorithm is proportional to the length of the last run of
1’s. Much better is achieved with the radix tree structure. Consider a d-tuple x = (x1, x2, . . . , xd) and suppose you want the
d-tuple y = (x1, . . . , xi−1, xi + 1, xi+1, . . . , xd). One may use the above algorithm in order to increment the ith coordinate
of x, but having access to the node x⃝ of G, there is a better way by simply following the neighbor link labeled ai starting
from x⃝ in order to reach y⃝. Now, suppose the graph G = (N, R, T ) is incomplete, that is, (N, R) still respects the radix tree
structure but N is some finite set of nodes and some edges of T are missing. One could still access y⃝ from x⃝ by going up in
the radix tree structure until some ancestor of y⃝ is reached and then go down to y⃝.
Given a node z⃝ ∈ G, its father is denoted f ( z⃝) or, by abuse of notation,wemay simplywrite f (z). The following technical
lemma computes the father of a node’s neighbor by using the fact that two neighbor nodes either share the same father, or
their parents are neighbors. But, first, we introduce the convention that the root r⃝ of G = (N, R, T ), which represents the
point
−→
0 = (0, 0, . . . , 0) is its own father. Indeed, in Section 2 we saw that the radix tree structure imposes that if r⃝ has
a son such that the edge of R leading to it has label (0, 0, . . . , 0) then this son would also represent the point (0, 0, . . . , 0).
So, there is no contradiction to assume that r⃝ is its own son with label (0, 0, . . . , 0).
Lemma 1. Let x⃝ ∈ N, ϵ ∈ Σ . Then
f (x+ ϵ) =

f (x) if ϵ = ai and xi is even, or ϵ = ai and xi is odd,
f (x)+−→ϵ otherwise.
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Fig. 3. Computation of the father of a neighbor by using Lemma 1.
Proof. It suffices to see that, for any ϵ ∈ Σ , the translation of x by−→ϵ affects only the ith coordinate of x leaving all the other
ones unchanged. Then, the operation performed on the ith coordinate is a transcription of the following trivial equality, for
any integer z:
sz + 1 =

2 z2 + 1 if z is even,
2
 z
2
+ 1 if z is odd. 
Fig. 3 illustrates this process in dimension two where the nodes (10110, •) and (10111, •) share the same father while
fathers of neighbor nodes (•, 01011) and (•, 01011) are distinct but share the same neighbor relation.
Now, assume that the node x⃝ exists and that its ϵ-neighbor y⃝ does not. The translation x+−→ϵ is obtained in three steps
by the following rules:
1. take the edge in R to f ( x⃝) and let α be the label of this edge;
2. take (or create) the edge in T from f ( x⃝) to z⃝ = f (x)+−→ϵ ;
3. take (or create) the edge in R from z⃝ to y⃝with label
α′ = (α1, . . . , αi−1, 1− αi, αi+1, . . . , αd). (3)
By Lemma 1, we have z · α′ = y, so that all it remains to do is to add the neighbor link x⃝ ϵ99K y⃝. Then, a nonempty word
w ∈ Σn is sequentially processed to build the graph Gw .
Starting from the empty graph Gε , the algorithm readWord sequentially reads w ∈ Σ∗, builds dynamically the graph
Gw marking the corresponding node as visited, and determines if the path w is self-intersecting, i.e. if some node is visited
at least twice. We recall that the empty graph Gε = (Nε, Rε, Tε) is such that Nε contains only the root, Rε contains only the
edge from the root to itself with label (0, 0, . . . , 0) and Tε is empty.
Algorithm 3: readWord
Input:w ∈ {a, b, a, b}∗
1 G← Gε;
2 c⃝← root of G ;
3 for i ← 1 to |w| do
4 ϵ ← wi ;
5 z⃝← findNeighbor(G, c⃝, ϵ) ;
6 if z⃝ is visited then
7 w is self-intersecting.
8 Mark z⃝ as visited ;
9 c⃝← z⃝;
10 w is not self-intersecting.
Algorithm 4: findNeighbor
Input: G = (N, R, T ); c⃝ ∈ N; ϵ ∈ {a, b, a, b};
1 if the link c⃝ ϵ99K z⃝ does not exist then
2 p⃝← f ( c⃝);
3 if f ( c⃝+ ϵ) = p⃝ then
4 r⃝← p⃝ ;
else
5 r⃝← findNeighbor(G, p⃝, ϵ) ;
6 z⃝← son of r⃝ corresponding to c⃝+ϵ;
7 Add the neighbor link c⃝ ϵ99K z⃝ ;
8 return z⃝
The algorithm findNeighbor finds, and creates if necessary, the ϵ-neighbor of a given node. Thanks to Lemma 1, testing
the condition on line 3 is performed in constant time. Indeed, this condition is tested by looking at the least significant bit of
the binary expansion of the appropriate coordinate, say the ith one, of the point c . This bit is given by the ith bit of the label
α, that is, the label of the edge in R linking c⃝ to its father. At line 6, if the node z⃝ does not exist, it is created. Note that the
label α′ of the edge going from r⃝ to its son z⃝ is computed in a single step from α as shown in Eq. (3).
Clearly, the time complexity of this algorithm is entirely determined by the recursive call on line 5 since all other
operations are performed in constant time assuming that d is fixed. Finally, note that after each call to findNeighbor,
there always exist a neighbor link c⃝ ϵ99K z⃝.
5. Complexity analysis
The goal of this section is to establish the overall time linearity of our algorithm to detect path intersections. From now
on, the dimension d is fixed.
The key point in the analysis rests on the fact that each recursive call in Algorithm 4 leads to the addition of a neighbor
link and that a recursive call is performed on a node only when looking for one of its sons’ neighbors. This implies that given
a node z⃝ ∈ N , when all the neighbor links starting from one of its children and leading to a node that is not one of its
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children have been added, there will never be another recursive call reaching z⃝. Since a node has at most 2d sons and each
of these sons has at most d neighbors not sharing the same father, the number of recursive calls on a single node is bounded
by d2d. It remains to show that the number of nodes in the graph is proportional to the length of the path analyzed.
First, consider the nodes marked as visited after having read the wordw. For each letter read, exactly one node is marked
as visited, so that their number is |w|. In order to bound the number of non-visited nodes, we need a technical lemma.
We define the function f : N → N that associates to a node its father in the tree G again with the convention that
the root is its own father. This function extends to sets of nodes in the usual way: for M ⊆ N , the fathers of M are
f (M) = {f ( s⃝) | s⃝ ∈ M}; moreover, f can be iterated to get the subset f h(M) of its ancestors of rank h. Clearly, f is a
contraction since |f (M)| ≤ |M|, and there is a unique ancestor of all nodes, namely the root.
Lemma 2. Let M = {n1, n2, . . . , nk} ⊂ N be a set of five nodes such that (ni, ni+1) ∈ T for i = 1, 2, . . . , k. Then, k = 2d + 1
implies |f (M)| ≤ 2d.
Proof. Any point x ∈ Zd has 2d neighbors among which exactly d share the same father as x. Consider the function χ that
associate to a point x the set of its neighbors that do not share the same father. By iteration of the function χ on a point x
one obtains a stable set of cardinality 2d.
It follows that for any i ∈ {1, 2, . . . , k− 1}, either xi and xi+1 share the same father, or xi+1 ∈ χ(xi) so that |M| = 2d + 1
implies |f (M)| ≤ 2d. 
Using this lemma, we can now bound the total number of nodes inserted in the tree Gw by a factor which is linear with
respect to |w|.
Lemma 3. Given a wordw ∈ Σn and the graph Gw = (N, R, T ), the number of nodes in N is in O(n) if the dimension d is fixed.
Proof. Let Nv ⊆ N be the set of visited nodes, and h be the height of the tree (N, R). It is clear that N = 0≤i≤h f i(Nv), and
so
|N| ≤
−
0≤i≤h
|f i(Nv)|. (4)
By construction, the set Nv forms a sequence of nodes such that two consecutive ones are neighbors since they correspond
to the pathw. Thus, by splitting this sequence of nodes in blocks of length 2d+ 1, the previous lemma applies, and we have
| f (Nv)| ≤ 2d
 |Nv|
2d + 1

≤ γ (|Nv| + 2d), (5)
where γ = 2d
2d+1 . By Lemma 1, two neighbors either share the same father or have different fathers that are neighbors, and
so it is for the sets f (Nv), f 2(Nv), . . . , f h(Nv). Hence, by combining inequalities (4) and (5), we obtain the following bound
|N| ≤
−
0≤i≤h
f i(Nv) ≤ −
0≤i≤h

γ i|Nv| +
−
0≤j≤i
γ j2d

< |Nv|

1
1− γ

+ 2d
−
0≤i≤h

1
1− γ

≤ (2d + 1)|Nv| + 2d(2d + 1)h.
Since the height h of the tree (N, R) is exactly the number of bits needed to write the coordinates of the nodes in N ,
h ∈ O(log n)which provides the claimed bound. 
6. Removing the assumption
In order to remove the assumption that starting from the origin the path analyzed always go through points with
nonnegative coordinates, several techniques may be used to handle paths having negative coordinates. For instance, since
the property of being self-intersecting or not is invariant by translation, it suffices to translate the path conveniently. This
can be achieved by making one pass on the wordw to determine the starting node s⃝ as follows:
(a) s⃝← (n, n, . . . , n), where n = |w|;
(b) s⃝← (x1, x2, . . . , xd)where each xi is determined from the extremal value of the ith coordinate.
In both cases it takesO(n) time for reading the word andO(log n) time and space to represent s⃝ in the radix tree by using
Algorithm 1. Then the path is encoded in the radix tree starting from s⃝.
This solution is not completely satisfactory since it requires a linear preprocessing time and making it unsuitable in the
case of streaming data where no assumption on the size or structure of the data holds. A second and better solution consists
in representing the whole discrete space Zd by combining 2d radix tree structures, one for each hyper-octant or orthant for
short (one for each of the four quadrants if d = 2, one for each of the eight octants if d = 3,. . . ). To do so, we define an
alternative initial graph G±ε = (N±ε , R±ε , T±ε ) as follows:
• N±ε = {ri | i ∈ {0, 1, . . . , 2d}}. If b1b2 . . . bd be the binary expansion of i on d bits, then ri represents the point
(−b1,−b2, . . . ,−bd) and is the root of the tree representing the points of the same orthant.
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Fig. 4. The graph G±ε for the cases d = 2 (left) and d = 3 (right).
Fig. 5. The first two levels of the complete graph.
• R±ε contains exactly one edge going from each root ri to itself such that the label of the edge is given by the binary
expansion of i on d bits.
• T±ε contains all the possible neighbor links between the node of N±ε , that is, exactly d links starting on each node.
Fig. 4 illustrates the initial graph G±ε for the cases d = 2 and d = 3. See also Fig. 5 for an illustration of the first two levels
of the complete graph G± in the case d = 2.
Note that, as before, each root is initialized as its own father with a labeling consistent with Eq. (2) since 0 = 2(0) + 0
and−1 = 2(−1)+ 1. This labeling amounts to using the well-known two’s-complement arithmetic system commonly used
to represent negative numbers in computer systems.
The two’s-complement notation ensures that Eq. (2) holds for any positive or negative coordinates. Finally, since all
roots are linked together by neighbor links, going from a radix tree to another is performed using recursion in a completely
transparent manner.
Theorem 4. Given a path w ∈ Σn, Algorithm 3 tests if w intersects itself with a time and space complexity in O(n) if the
dimension d is fixed.
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Fig. 6. One of the shortest non-intersecting paths requiring d2d recursive calls reaching the node (1, 1). The dark gray zones group the sons of a same node
while the light gray zone groups the grand sons of (1, 1). The red arrows highlight the steps that cause recursive calls reaching (1, 1).
Fig. 7. Representation of nodes created while analyzing the wordsw(n,d):w(200,2) (left) andw(200,3) (right), with visited nodes (red) and non-visited (blue).
Proof. Using the two’s-complement notation, Lemma 1 still applies to nodes with negative coordinates. Going from a tree
to another is allowed by the fact that neighbor links between the roots of each subgraph are added in the initialization phase
(see Fig. 4). Indeed, when a quadrant (octant or orthant) change occurs, recursion is used on extremal nodes of the subgraph
(these are the nodes for which at least one neighbor is in another tree) until a neighbor link leading to the appropriate tree
is reached. Note that the whole initialization of the graph G±ε requires the creation of 2d nodes and d2d neighbor links.
Finally, Lemma 3 bounds the number of nodes by some linear factor providing the claimed space complexity. On the
other hand, time complexity is also bounded since, as mentioned previously, the total computation time is less than d2d
times the number of nodes. This is due to the fact that once all sons of a node are linked to their neighbors, there might
never be any recursive call reaching this node. 
A careful analysis of the arguments presented here for establishing the time complexity reveals a linearity constant quite
large, especially in high dimensional cases. Indeed, we provided two bounds, a first one for the number of recursive calls on
a single node that is d2d, and a second one for the overall number of nodes that is 2dnwhere n is the length of the path.
A simple multiplication provides an upper bound that is enough to show the linearity of our algorithm but, as illustrated
in Section 7.1 the result is far from being tight. Not only are both of these bounds unachievable but clearly the paths that
would cause a high number of recursive calls on the same nodes are not the paths that would cause a high number of nodes,
see for instance Fig. 6 for an example of a path causing d2d recursive calls on the same node and Fig. 7 for examples of paths
causing the creation of a high number of nodes.
7. Performance issues and comparison
Among the many ways of solving the intersection problem, the naive sparse matrix representation that requires an
O(nd) space and initialization time is eliminated in the first round. When efficiency is concerned, there are two well-
known approaches for solving it: one may store the coordinates of the visited points and sort them, then check whether
two consecutive sets of coordinates are equal or not (we call this sorting algorithm). One may also store sets of coordinates
in a self-balanced-tree such as a red–black tree (RB-tree for short) and check for each new set of coordinates if it is already
present or not (the RB-tree algorithm). Let us first assume that the path w ∈ Σn is not self-intersecting. Then the length of
the largest coordinate is O(log n). But the largest coordinate is alsoΩ(log n) because if the path is not self-intersecting, the
minimum coordinates are obtained when the points remain in a d-dimensional hyper-cube centered on the origin with d
√
n
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Fig. 8. Timing results using the words w(n,d) . Left: a comparison with the RB-tree algorithm; two different implementations of our data structure are
compared, a first one where each node contains two self-balancing trees for indexing the neighbors and sons, a second one where the links to neighbors
and sons are stored in arrays. Timings were obtained by testing the wordsw(n,d) with n = 1000000 and d ∈ {2, 3, . . . , 16}. Right: computation times using
our algorithm with node implemented using self-balanced trees. For both charts, each point is the average time of 20 computations.
side length. Since log( d
√
n) = 1d log n the largest coordinate is alsoΩ(log n). Thus the storage of the largest coordinate is in
Θ(log n) and the whole storage costsΘ(n log n).
Sorting n points can be done in Θ(n log n) swaps or comparisons. But each swap or comparison costs Θ(log n) clock
ticks. Then the whole computation time isΘ(n log2 n). In our algorithm, the storage cost isΘ(k)while computation time is
bounded byΘ(k), where k is the index of the second occurrence of the point appearing at least twice in the path or the path
length if it is not self-intersecting. Unlike the sorting algorithm, there is no need to store the whole path: the computation
is performed dynamically.
With our algorithm, storing the necessary data costs, both on average and in worst case, O(k) if k can be stored in a
machine word and O(k log k) otherwise. Similarly for the time complexity. We summarize:
Algorithm Unified cost RAMmodel General case
Time Space Time Space
Sorting n log n n n log2 n n log n
RB-tree k log k k k log2 k k log k
Our k k k log k k log k
Consider the simpler problem of checking if a path is closed, that is if for each ϵ ∈ Σ we have |w|ϵ = |w|ϵ¯ . The cost
of storing the number |w|ϵ of occurrences of each elementary step is in O(1) if each of these numbers can be stored in a
single machine word, or in O(log nϵ) otherwise. Increasing or decreasing the number |w|ϵ by 1 costs O(1) on average for n
consecutive increment or n consecutive decrement. On the other hand, at worst case, a single increment or decrement may
costO(log n) and some paths realize thisworst case frequently enough to produce an overall computation time inO(n log n).
7.1. Numerical results
Our algorithmwas implemented in C++ and tested on numerous examples. Numerical results presented here are all based
on the analysis of the wordsw(n,d) that code a path self-intersecting on the last letter, defined as:
w(n,d) = ak1 · ak2 · · · akd · a2k1 · a2k2 · · · a2kd · a2k1 a2k2 · · · a2kd−1 · akd
where k =  n5d−1 so that |w(n,d)| ≈ n. Fig. 7 illustrates the visited and non-visited nodes when such a word is analyzed.
Recall that each node of the radix tree build may have up to 2d neighbors and 2d sons, and that all links can be stored in
arrays so that each node contains an array of pointers of length 2d+ 2d. Of course, this technique allows that once a node is
reached, all its sons and neighbors are accessed in constant time. Nevertheless, as d grows, it requires a greater initialization
cost for each node. In Fig. 8(left), this implementation with arrays is compared to an alternative implementation where the
pointers in each node are stored by means of a self-balancing binary search tree (in this case the C++ standard library’s STL
Map). In an implementation with trees, the time cost is almost independent of the dimension d. Fig. 8(right) suggests that
the extra time required as d grows seems to be mostly due to the initialization phase when the 2d roots are linked together.
The above results clearly show that the linearity constant d22d is far from being reached in practice. We leave as an open
problem the supply of a tight worst case bound on the time linearity constant of this algorithm.
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8. Concluding remarks
The first advantage of our algorithm is that in the case where nodes are implemented with arrays of pointers, ordering
of edges can be used to avoid labeling of both nodes and edges. Moreover, the neighbor relation T as presented is not
implemented in its symmetric form. It could be easily done since each time a neighbor link c⃝ ϵ99K z⃝ is added at line 7
of Algorithm 4, we can add its symmetric link z⃝ ϵ¯99K c⃝ at constant cost. This does not change the overall complexity, and
further analysis is required for determining if it is worthwhile. On the other hand, our algorithm is useful for solving in linear
time and space a series of related problems in discrete geometry, such as the following.
In dimension d = 2, determine if w ∈ Σn is the Freeman chain code of a connected discrete figure. It suffices to check that
the path is non-intersecting until the last letter is read. At this point, the starting point 0⃗ must be reached. This does not
penalize the linear algorithms for determining, for instance, if a discrete figure is digitally convex [5], or if it tiles the plane
by translation [6].
Determine whether a path w crosses itself. Again, in dimension two, the fact that a discrete path visits twice the same point
is by definition an intersection. However, one may define the more precise notion of crossing. For instance, the path coded
by a1a1a2a1a2a2a1a2 is considered as crossing while points visited twice in the path a1a1a1a2a1a2a1a2a1a2 designate a nil
area zone and no crossing occurs. Deciding if self-intersecting path is crossing or not amounts to check local conditions,
describing all the possible configurations (See [6] Section 4.1).
Node multiplicity. By replacing the ‘‘visited/unvisited’’ labeling of nodes with a counter (set to 0 when a node is created),
the number of times a node is visited is computed by replacing the lines 6, 7 and 8 in Algorithm 3 by the incrementation of
this counter. Then, the obsolete line 10 has to be removed.
Intersection of distinct paths. Given two distinct paths u and v of length bounded by n = max{|u|, |v|}, with starting points
x and y respectively, their intersection is computed by constructing first the graph Gu using Algorithm 3. Then the point
z = y − x in computed and the node z⃝ is added into Gu using Algorithm 1. Finally it suffices to use again Algorithm 3
starting from the node z⃝. Again the overall algorithm remains inO(n). As a byproduct of this construction, given two non-
intersecting closed paths u and v, it is decidable whether the interior of u is included in the interior of v; and consequently
one may compute the exterior envelope of discrete figures.
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