ABSTRACT This paper presents a semantic-guided interpolation scheme (SemFlow) to handle motion boundaries and occlusions in large displacement optical flow. The basic idea is to segment images into superpixels and estimate their homographies for interpolation. In order to ensure each superpixel can be approximated as a plane, a semantic-guided refinement method is introduced. Moreover, we put forward a homography estimation model weighted by the distance between each superpixel and its K -nearest neighbors. Our newly-proposed distance metric combines the texture and semantic information to find proper neighbors. Our homography model performs better than the original affine model, since it accords with the real world projection relationship. The experiments on KITTI dataset demonstrate that SemFlow outperforms other state-of-the-art methods, especially in solving the problem of large scale motions and occlusions.
I. INTRODUCTION
Optical flow refers to the motion field of the observed scenes. Accurate optical flow estimation plays an important role in many applications including motion segmentation, driver assistance, object detection and augmented reality, etc. The state-of-the-art methods have been able to handle the case of small displacements well. However, the optical flow in large displacement is still a challenging problem because of motion discontinuities and occlusions, which are common in real-world.
The classic variational framework casts the optical flow estimation into an energy minimization problem. In order to cope with large displacements, a coarse-to-fine scheme [8] , [9] are often used. Such methods work well when the motion structure is larger than the displacement, but this prerequisite often fails. Having considered the robustness of feature matching to large displacements and motion discontinuities, some methods [1] , [4] , [11] interpolate sparse
The associate editor coordinating the review of this manuscript and approving it for publication was Yongqiang Zhao. matches into dense optical flow directly. They outperform the traditional coarse-to-fine scheme by a large extent. However, the performance of these methods' interpolation models is often deteriorated by inappropriate matches, since the matches are selected only under the guidance of edge maps which just represent the boundaries of texture rather than motion. It causes these algorithms to perform poorly in occlusion and shadow regions. Besides, simplifying the interpolation model as an affine transformation may not be reasonable enough which reduces the overall performance of these methods.
To cope with above problems of existing interpolationbased methods, we propose a semantic-driven interpolation scheme (SemFlow) for optical flow estimation in this paper. We use semantic information and edge information together to enable our algorithm to choose more appropriate sparse matches to calculate the interpolation model. Additionally, the more reasonable homography transformation model is applied to improve the overall performance of our algorithm. The input images are over-segmented into superpixels leveraging the semantic information, and the K -nearest neighbors for each superpixel are found guided by our designed distance metric. Then the proposed superpixel-weighted homography model is applied for interpolation. Given the same input matches as RicFlow [11] , EpicFlow [1] , and InterpoNet [4] used, SemFlow outperforms on KITTI benchmarks [15] , [16] , particularly at motion boundaries. To sum up, the contribution of this paper consists of:
• A novel interpolation-based method for large displacement optical flow is proposed, which is robust to tackle with motion boundaries and occlusions.
• A superpixels refinement scheme guided by semantic information is proposed, which makes sure each superpixel can be approximated as a plane.
• A homography estimation model is proposed, which is weighted by the distance between each superpixel and its K -nearest neighbors, and a distance metric between superpixels is designed to pick out more reasonable neighbors.
• Our method achieves the state-of-the-art interpolation results on KITTI dataset.
II. RELATED WORK
The traditional way to estimate dense optical flow is based on the variational framework which is introduced by Horn and Schunck [7] . It's a kind of energy-based method which has many limitations in practice, as then many different energy terms are proposed to improve and perfect this framework [8] , [18] , [19] . These methods have worked effectively in small displacements. However, because these energy terms is highly nonlinear, the minimization often get stuck in local minima when it comes to large displacements even though it is carried using a coarse-to-fine scheme [8] . Due to the robustness of descriptor matching in large displacements, some methods [2] , [12] , [20] integrate matching results into the existing energy terms and achieve better performance. However, the above mentioned methods still fail when the motion structure is smaller than the displacements because of the limitation of the coarse-tofine scheme. In order to fully exploit the robustness of descriptor matching to large displacement and occlusion, many methods [1] , [4] , [10] , [11] , [21] directly interpolate the sparse set of matches in dense optical flow. Leordeanu et al. [21] firstly obtain the sparse matches by minimizing their matching energy based on local feature descriptors and then estimating the interpolation models based on its matching results. Revaud et al. [1] propose an edge-preserving interpolation model and directly use the state-of-the-art matching methods as input [2] . Zweig and Wolf [4] design a interpolation network which can directly output the optical flow fields from the input matches. To cope with the input matching noise, Hu et al. [11] utilize a RANSAC-like technique to estimate the interpolation models. However, all these above methods except [4] interpolate the optical flow using an affine model which doesn't accord with the actual projection relationship. Additionally, the distance metrics of above methods are mainly based on the edge maps which cannot reflect the real motion boundaries.
Actually, the precious transformation between matches in two different views is a little complicated. It not only depends on the relative motion of the camera but also the depth of the objects, thus for different matches there are different transformations. Fortunately, when the object points stay on the same plane, the transformations become simpler. For these matches, they will satisfy the same transformation, i.e., the homography transformation. Hereby, we propose a novel piecewise parametric flow based on homography model. Actually, the idea of piecewise flow has already appeared before [22] , [23] , [26] . However, most of these methods characterize the transformation using an affine model. Differently, Yang et al. [25] , [27] firstly introduce the homography model to estimate the optical flow. But the segmentation and the transformation parameters are estimated by global energy minimization which don't take advantage of descriptor matching in large displacements and occlusions.
Besides, we also introduce the high-level semantic information in our interpolation scheme. Sevilla-Lara et al. [24] segment the scene into objects of different types and use different motion models to describe these objects. Similarly, Bai et al. [28] segment the scene into foreground and background and estimate the flow separately by a deep convolution neural network. In contrast, leveraging the semantic information, we segment the scenes into smaller patches rather than directly use the semantic segmentation results. This makes our method robust to inaccuracy of semantic segmentation. Moreover, in our method, the semantic information is also used to measure the distance between two superpixels which provides more reasonable results than [1] , [10] , [11] , [21] .
III. APPROACH
Our optical flow estimation system follows the pipeline based on interpolation, which consists of two steps: 1) obtainment of sparse correspondences; 2) dense flow estimation by interpolating sparse matches. There have been lots of works [2] , [29] , [30] that has contributed to the first issue. In this article, we focus on the second one.
Given two consecutive images I , I and their corresponding matches M = {(p m , p m )} where the pixel p m ∈ I and p m ∈ I . Our purpose is to find a dense correspondence field F : I → I . An intuitive idea is to estimate a piecewise transformation model X leveraging the sparse matches and then calculate the optical flow at p using the follow transformation relationship:
In most of methods, X is characterized as an affine model but it doesn't accord with the actual projection. Instead, the homography model is used in our method. The outline of our approach is shown in Figure 1 . Firstly, we use the semantic segmentation to refine the original superpixel results. In consequence, every segmentation can be approximated as a plane and has its own semantic label. Secondly, we find the K -nearest neighbors for each superpixel using a new proposed distance metric. Thirdly, a superpixel-weighted homography transformation model H n is estimated for each segmentation s n . Then given any pixel coordinate p i ∈ s n , its corresponding optical flow can be given by:
where p i is the homogeneous coordinate of p i , T (·) is a transformation from homogeneous coordinates to inhomogeneous coordinates.
A. SUPERPIXEL SEGMENTATION REFINEMENT
The key assumption of SemFlow is that each superpixel can be approximated as a plane, which can only be satisfied when the superpixel size is small enough. However, if the size of superpixels is too small, there will not be enough matches to estimate homography robustly for each superpixel especially when the matches contain a lot of noise. In practice, we found that only those superpixels containing different objects violate our assumption, when the average superpixel size is set to a proper value. Thus the semantic information [3] is introduced to further segment the violative superpixels.
In specific, the basic superpixel segmentation SLIC [13] and semantic segmentation DeepLab [3] are first performed. The average superpixel size is set to σ . For those superpixels that contain two or more semantic objects, we label each connected component containing a single object as a new superpixel. For example, when we detect the connect components for semantic label l in superpixel s, we set all the pixels in s with label l as foreground and with other labels as background. Then a connect components detector is applied in this boolean area to get the connect components of label l. Consequently, each image is segmented into N non-overlapping superpixels s n with semantic label l n . Figure 2 shows an example of our refinement procedure. 
B. SUPERPIXEL-WEIGHTED HOMOGRAPHY ESTIMATION
Even though we have set the average superpixel size properly, there are still some superpixels that don't have enough matches within themselves. Besides, it is highly possible that the homography transformations between two neighboring superpixels change smoothly, and thus, flow values, but the flow values in many methods are often discontinuous due to the outliers. To this end, a novel superpixel-weighted model is designed to estimate H n . Considering a superpixel s n and its K -nearest neighbors N K (s n ), the homography transformation H n is estimated by minimizing the following cost function:
where M s i is the matches subset within superpixel s i and the distance between two superpixels. In order to achieve robustness to outliers, the Cauchy loss (s) = log(1 + s) is applied in our cost function. H n ∈ R 3×3 has the following form:
H n has 9 variables but only 8 degrees of freedom, thus we set h 9 ≡ 1. Note that, the cost function in formula 3 depends on not only matches from current superpixel s n but also from its neighbors N (s n ). We believe the introduction of the matches in N (s n ) can keep the estimated results robust from outliers and keep flow values smooth along boundaries by adding additional consistency from neighborhood. In addition, for the suprepixels with fewer matches, we take advantage of the matches from their neighbors to compute the homography transformation.
C. SEMANTIC-GUIDED K -NEAREST NEIGHBORS
The key to our weighted homography is to find proper K -nearest neighbors N (s n ) for each superpixel s n . This requires us to find a reasonable solution to measure the distance between two superpixels. The distance metrics used in many other methods [1] , [10] , [11] , [21] are mainly based on edge maps. However, edges only reflect boundaries of texture rather than motion, thus cannot provide accurate distance information. Here we further make use of the semantic information to define a novel distance. Firstly, we define the distance between two adjacent superpixels (s a , s b ). Given the edges [17] as our basic cost map, the distance between s a and s b is defined as:
where A denotes the adjacent pixels set between s a and s b , and B(·) is the basic cost of the corresponding pixels. ω(l a , l b ) is a weight determined by semantic label. l a and l b are the semantic labels of s a and s b . δ(l a − l b ) is the Dirac delta function which equal to 0 everywhere except for l a = l b where equal to 1. We assume that superpixels with different semantic labels are most likely to lie on different planes so we add an offset γ in this situation. Inspired by [24] , we treat 'roads', 'sky' and 'sidewalks' as a special class of objects L s . Then ω(l a , l b ) has the following form:
Here we have β < 1 since superpixels with same special semantic labels are most likely to lie on the same plane. To define the distance between any superpixels we construct a neighborhood graph G = (V, E). V represents the set of nodes and is composed of all the superpixels. E represents the set of edges which only connect adjacent superpixels. The distance between any superpixels, thus, can be calculated by Dijkstra's algorithm and then the K -nearest neighbors of any superpixel. Note that, we set the number of neighbors to a larger value K s for these superpixels with semantic labels in L s , because the objects in class L s all have a broad spatial extent and are roughly planar [24] . An example of selected K -nearest neighbors using different distance metrics(ours resp. edge maps) is shown in Figure 3 .
D. SPECIAL CASE
In order to ensure that each superpixel has enough matches to estimate the homography, we may need to set K to a large value since the input matches may be very sparse in some regions. However, our assumption requires the superpixel and its neighbors lie on the same plane approximately which rejects those distant superpixels. A complementary solution is needed even if it's seldom a problem. For superpixel s n 51592 VOLUME 7, 2019 FIGURE 5. Comparison at motion boundaries. Our method can handle the motion boundaries quite well and suppress the input noise to some extent. 
we keep increasing the number of neighbors until the matches are enough. In such cases, the homography model is no longer used due to our plane assumption. Instead, the original affine model is applied. 
IV. EXPERIMENTS
We evaluated our method on the KITTI dataset:
• KITTI-2012 dataset [15] , it contains 194 training and 195 testing scenes of a static environment in real world, including large displacements, complex 3D objects, and lighting conditions which often happen in driving environment.
• KITTI-2015 dataset [5] , it is similar to KITTI-2012 but more challenging. It consists of 200 dynamic scenes in the training set and 200 dynamic scenes in the testing set. As thus, compared to KITTI-2012, the optical flow estimation on KITTI-2015 is more difficult.
Similar to [1] , [6] , [11] , the parameters in our method are optimized on a subset (20%) of the KITTI-2015 training set Table 1 is exactly the same as EpicFlow [1] .
A. INTERPOLATION-BASED METHODS COMPARISON 1) INPUT MATCHES
To demonstrate the robustness of our method, we compared the interpolation results with three popular matches: [14] 3 and DF [29] 4 . We directly used their code published online without any modification.
2) COMPARISON RESULTS
We report our method's performance along with other two popular interpolation schemes (RicFlow and EpicFlow) in Table 1 and a visualized comparison of these three algorithms is illustrated in Figure 4 . For a fair comparison, the results with(+Var) and without(−Var) variational refinement are reported. We can see that our method outperforms the other two methods in all cases, especially in the more challenging KITTI-2015. Interestingly, we find that the post refinement step doesn't improve our results but leads them worse. Moreover, this phenomenon not only appear in our algorithm but also happen on RicFlow when the input matches come from CPM, see Table 1 . This is due to the fact that our results already exceed the optimization ability of the variational framework used in EpicFlow. In terms of occlusions and motion boundaries, our SemFlow outperforms other interpolation-based methods as shown in Figure 5 and Figure 6 respectively.
As an interpolation-based method, our results are highly relative to the quality of input matches. Table 1 has shown CPM's great performance among different interpolation schemes. As thus, all the following experiments are based on the CPM input matches. 
B. DIFFERENT PARAMETERS COMPARISON 1) PARAMETERS TRADE-OFF
On one hand, the core assumption of our method is that the segmentations must be small enough to be approximated as planes. On the other hand, however, we also need to ensure enough matches within every segmentation and its neighbors. Thus these two parameters, i.e., the average superpixel size σ and the number of the nearest neighbors K play an important role to our method's performance. To understand the impact of them, we test different combinations of K and σ within proper ranges on a subset of KITTI-2015 training set. The results are shown in Figure 7a . We can see that for a smaller σ , more neighboring superpixels are needed to achieve best performance and vice versa, since smaller superpixel usually needs more neighbors to get enough matches. However, we also find that the performance doesn't always get better with more neighbors, since the central superpixel and its distant neighbors under our distance metric can't be simply supposed to lie on the same plane. Our experiment shows that {σ, K } = {40, 4} gives a good balance.
2) IMPACT OF SEMANTIC INFORMATION
In order to figure out the impact of semantic information on our algorithm. We also test our algorithm's performance under different combinations of K and σ when the semantic information is removed. This is achieved by skipping the superpixel segmentation refinement step and setting ω = 1, γ = 0, K s = K . The test result is shown in Figure 7b . We can observe that the best combination tends to appear at smaller superpixel size and more neighbors where {σ, K } = {15, 16}, since only small enough superpixel can be approximated as a plane without semantic information which needs more neighbors to find enough matches. Under this circumstance, the outliers percentage increased by 9% overall.
C. KITTI OPTICAL FLOW BENCHMARK
For fair comparison, we only compare our method with other top methods that do not use epipolar geometry or stereo vision. Table 2 reports the result of our method along with other top methods on KITTI-2012 and KITTI-2015 testing set. RicFlow, EpicFlow, and InterpoNet are three interpolation-based methods. Our method outperforms these methods significantly. In terms of Out-All3 on KITTI-2015, our method performs better by 6% at least. SOF [24] and SDF [28] are two semantic-driven methods. Our method performs better than SOF but less worse than SDF which is a deep learning based approach. Even so, our method outperforms SDF in the foreground regions.
Compared with the interpolation-based methods, the advantage of our method is more obvious on KITTI-2015. In the favor of the semantic information, our method can handle the boundaries between moving objects and background effectively. Furthermore, it also can suppress the noise of input matches caused by shadows. Figure 8 shows some comparison results at boundaries of moving objects and in the shaded areas. As illustrated in Figure 9 , our SemFlow runs in 10 seconds for a KITTI image pair (1242 × 375) on Intel i7 at 2.4Ghz which is among the fast methods. More qualitative comparison results are shown in Figure 10 .
V. CONCLUSION
This paper introduces a semantic-driven optical flow estimation method, named SemFlow, which produces a dense flow field by a sparse-to-dense interpolation. The core assumption is that the images can be segmented into distinct superpixels which can be approximated as planes independently. Starting from this assumption, two key issues need to be addressed. The first one is how to obtain the appropriate superpixels, and the second is how to handle the deficiency of matches within superpixels and the smoothness between adjacent superpixels. In practice, we found that most superpixels of SLIC [13] meet our segmentation requirement except those containing different objects. Consequently, we introduced semantic information to refine these superpixels. Moreover, we proposed a superpixel-weighted homography model for interpolation instead of the widely-used affine model, and designed a semantic-guided distance metric for weight estimation. Experiments on KITTI dataset show that SemFlow outperforms the state-of-the-art methods, especially in solving the problem of large scale motions and occlusions. 
