In this paper, we present a cloud image data protection algorithm with a multilevel encryption scheme and automated-selection mechanism to maintain the privacy of cloud data contents. This algorithm is also useful for the protection of personal or commercial data uploaded to the cloud server for real-time applications, monitoring, and transmission. Fundamental and well-known in cryptography, the confusion-diffusion scheme, as well as an automated-selection mechanism (sliding pixel window) were selected as the main motor of the proposed algorithm to cipher images. First, a sliding pixel window is selected to expedite a two-stepped process, whether in small or big images. The confusion stage was designed to drastically change data from plain image to cipher image. The conversion of pixels from decimal to binary and their vertical and horizontal relocation were performed to help in this stage, not only by randomly moving bits, but also by changing the pixel values when they returned to their corresponding decimal values. Meanwhile, the diffusion stage was designed to destroy all possible existing patterns in the sliding pixel window after the confusion stage. Two hyperchaotic systems, together with a logistic map (multilevel scheme), produce pseudorandom numbers to separately conceal the original data of each subplain image through first-and second-level encryption processes. The two-stepped algorithm was designed to be easily implemented by practitioners. Furthermore, the experimental analysis demonstrates the effectiveness and feasibility of the proposed encryption algorithm after being tested using the benchmark "Lena" image, as well as the "Bruce Lee" image, the latter of which is completely different to the first one, statistically speaking. take care of our data, they can be accessed, stolen, altered, or copied by alien entities in seconds, without our consent.
Introduction
Nowadays, in an online environment where tons of personal data are shared and instantaneously stored in servers or clouds that are distributed all over the globe, it is very difficult for people to maintain control over sensitive information when necessary. Here, we refer to different types of information, such as emails, photos, videos, and audio that are an essential part of our lives. If we cannot control or on both Arnold's cat and logistic maps. In [35] , a new bit-level encryption algorithm was developed based on spatiotemporal nonadjacent coupled map lattices that made it possible for any bit in pixels to break the limit of its bit plane without extra space in the permutation process. The permutation process at the bit level is actually able to simultaneously change the positions and gray values of pixels for high-resolution images; however, this requires more computational resources which naturally increases the iterative times of chaotic systems.
On the other hand, low-dimensional chaotic maps, such as the logistic map, are easy to use and require fewer computational resources. For high security considerations, low-dimensional chaotic systems are rarely applied for ciphering confidential images with high security requirements. In addition, some general methods can decipher these images, such as phase-space reconstruction or nonlinear prediction, but it is difficult to decipher images with high-dimensional chaotic systems. High-dimensional chaotic systems, especially hyperchaotic systems, have a larger key space, better sensitivity, more complex dynamic characteristics, and randomness. Consequently, a hyperchaotic system is especially appropriate for data protection with high security considerations [36] [37] [38] [39] [40] . In 2008, Gao and Chen [36] proposed a hyperchaos-based image encryption algorithm using pixel-level permutation; although this algorithm has the advantage of a large key space, Ruouma and Belghith [37] demonstrated that it could not resist chosen plaintext and ciphertext attacks due to the permutation process being at the pixel level. Further, hyperchaos-based image encryption algorithms with DNA encoding and genetic recombination were separately presented by Zhang et al. [38] in 2013, and Wang and Zhang [39] in 2016. Similarly, complex permutation and ciphering processes demand much greater consumption of computational resource in order to satisfy high security requirements.
According to research achievements and valuable experiences from the works listed in this paper, a cloud image data protection algorithm with a multilevel encryption scheme and automated-selection mechanism was developed. The proposed algorithm was designed to work with all image types regardless of their features. The automated-selection mechanism commonly used nowadays, which is a simple sliding window, improves the efficiency when the cryptosystem is used to cipher big images and other types of images not considered by other mechanisms, such as 4K and HD images. Furthermore, a bit-level permutation process in the confusion stage and a hyperchaos-based ciphering and hierarchical encryption process in the diffusion stage make the current system even more secure. The initial conditions for the confusion and diffusion stages are defined at the beginning of the process. This is to produce large chaos trajectories that eventually become pseudorandom values after the correct iteration of hyperchaotic systems and several chaotic maps. A subsection of the image is chosen by an appropriate automated-selection mechanism to start the encryption process. Then, the process shuffles the image at the bit level via a logistic map in the confusion stage, which not only relocates the bits within the selected subimage, but also changes the pixel values, increasing the permutation efficiency.
Finally, through a combination of two hyperchaotic systems and a second logistic map, the diffusion stage becomes a multilevel encryption scheme that makes patterns much harder to identify, and vastly increases the amount of data needed to analyze in order to break the cipher image. Therefore, the system is highly secure and beneficial to many companies looking for a fast, safe, and efficient way to cipher their images, especially those which are high-resolution.
The rest of this paper is organized as follows. In Section 2, the interactive encryption algorithm is described step by step. Simulation results and security analysis are discussed in Section 3, and in Section 4, the conclusions are summarized.
Materials and Methods
In this section, the proposed image encryption and its decryption processes are introduced. The configuration of the main idea is provided in Figure 1 , where a classical two-staged cryptosystem is shown:
(1) In the confusion process, an appropriate slide window size is selected (M × N), which divides the original plain image into several subplain images. After this step, each subplain image can be handled through the confusion and diffusion stages until the whole plain image has been encrypted. Therefore, the first process is the confusion stage, Sub-section where a moving-window shuffling process at the bit level is developed mainly to destroy the correlations of adjacent pixels within the window size. (2) The second stageSub-section, is the diffusion stage. It uses the same window size as the one assigned in the Sub-section where a multilevel encryption process is administered. Two hyperchaotic systems and a logistic map are applied to cipher the image content twice for more security. 
Confusion Stage-Moving-Window Shuffling Process
One of the important characteristics of an image is the strong correlation between adjacent pixels. Therefore, the main mission of the confusion stage is to destroy the relationship of adjacent pixels by relocating those pixels (bit-level) in the horizontal and vertical directions. However, this consumes much computing time and many resources if all of the relationships of adjacent pixels in a plain image are to be broken at the same time-a huge matrix of new locations has to be generated. As a result, an appropriate size of window M × N was selected in this article to shuffle each subimage content at the bit level, where new limited locations for each bit number could more effectively be produced. The schematic diagram is shown in Figure 2a In Figure 2a , an appropriate size of window M × N was selected to further divide the plain image into several subimages, where the window size in this article was set to be 16 × 4 pixels. In order to operate the shuffling process at the bit level, in Figure 2b , we can see that the gray value of each pixel in the selected window is transformed from a decimal number to a binary number (D to B), i.e., the size of the bit-leveled subimage in the selected window was changed to M × N × 8. After finishing the whole shuffling process, the new subimage goes back to the decimal numbers (B to D) and a new gray value for each pixel as well as the low-correlated adjacent pixels could be obtained in the new subimage.
For the shuffling process, the first logistic map is applied to further generate necessary new position matrices in rows and columns for bit-level relocations, which can be described in Equation (1):
where n = 0, 1, . . . , ∞; z n refers to the state of the first logistic map in each iteration; r is the system parameter which was set to be r = 3.99; and initial condition z 0 must be provided by the user at the beginning. The chaotic behavior is shown in Figure 3 . (1) For the shuffling process in the row direction, Equation (2) was applied to further convert the state value of the first logistic map in Equation (1) to a new position in each iteration:
where z n is the state of the logistic map; Mz i (j) [1, M] is the new position for each binary number; and j = 1, 2, . . . , M describes the numbers of elements in each row direction. Mz i is a row vector representing the new position vector where i = 1, 2, . . . , N × 8 refers to the total number of row vectors. As a result, this repetitive process generates a new position matrix Mb(i,j), which is described in Equation (3). Following the new position matrix Mb to operate the shuffling process in the row direction, a completely new subimage at the bit level can be obtained. The complete flowchart is given in Figure 4 . (2) For the shuffling process in the column direction, Equation (4) was applied to further convert the state value of the first logistic map in Equation (1) to a new column position:
where Nz j (i) [1, N × 8] is the new position for each binary number and i = 1, 2, . . . , N × 8 denotes the number of elements in each column direction. Nz j is a column vector representing the new position vector and j = 1, 2, . . . , M refers to the total number of column vectors. As a consequence, this repetitive process generates a new position matrix, Nb(i,j), which is described in Equation (5). Following the new position matrix Nb, to further finish the shuffling process in the column direction, a completely new bit-level subimage is gained.
At the end of this process, the new subimage at the bit level is converted back to the decimal numbers (B to D), and a new gray value of each pixel and low-correlated adjacent pixels can be obtained in the new subimage. The final result of this new subimage is labeled as S (M,N) .
Diffusion Stage-Multilevel Encryption Scheme
After obtaining the shuffled subimage through Sub-Section 2.1, the multilevel encryption scheme is applied to encrypt this subimage, which raises the security level by simultaneously ciphering the data with two hyperchaotic systems and a logistic map; the proposed encryption scheme is outlined in Figure 5 . In Figure 5 , we can see that the hyperchaotic systems and the second logistic map are driven by the initial conditions provided before iterating the encryption system, and they then generate chaotic sequences for subimage encryption. In addition, the data generated via the logic map were designed here to equip two considerable functions-the first being the second-level ciphering tool and the other choosing a combination of states given from the two hyperchaotic systems for first-level encryption in each column pixel. The classical Lorenz system and Chen's system were considered as the hyperchaotic systems in this paper, and their chaotic sequences with different kinds of possible combinations were applied to provide the random data in this encryption process. The classical Lorenz system can be described as
where x 1 , x 2 , x 3 are system states; σ, ρ, and β are system parameters; and when σ = 10, ρ = 28, and β = 8/3, the system reveals chaotic behavior as shown in Figure 6a . Further, Chen's system is represented in Equation (7):
where x 4 , x 5 , x 6 are system states; a, b, and c are system parameters; and when a = 35, b = 3, and c = 28, chaos attractors are stimulated, which are given in Figure 6a ,b. According to the selected window size of 16 × 4, four pixels of the subimage were chosen to be ciphered in each iteration of the dynamic systems; therefore, four states of the hyperchaotic systems in Equations (6) and (7) are systematically selected for image encryption following the designed combinations of states in Table 1 , as given below: 
In this step, the second logistic map represented by Equation (8), as shown in Figure 5 , is applied to select the possible combinations for encryption in Table 1 ; initial conditions generate a new sequence after iteration using Equation (9) . The generated serial numbers are 0-14.
SN n = mod(floor(y n × 10 14 ), 14) .
In accordance with the selected combination in Equation (9), the first-level ciphering data generated via the two hyperchaotic systems can be obtained from Equation (10):
where I = 1, 2, 3, . . . , 6 represent six states, and |x i | returns the absolute value of x i . Floor(x i ) returns the value of y i to the nearest integer less than or equal to x i and mod(x,y) returns the remainder after division. Finally, P i [0, 255] refers to enciphering values applied to the encryption process. Further, the second-level ciphering data generated via the second logistic map in Equation (8) can be obtained as follows:
Py n = mod(floor(y n × 10 14 ), 255).
Finally, the encryption operation is the result of XOR among four consecutive pixels, which represents one row of shuffled moving window S (M,N) and the selected combinations states SN n ; this step represents the first-level encryption. Second-level encryption is obtained after applying previous cipher data XOR P i . This stage is represented as follows:
The process needs to be executed several times to encrypt the entire image. Those iterations are performed via a selected 16 × 4 sliding window, and each initial condition is updated with the final result of each interaction.
Decryption Process
The decryption algorithm is similar to the encryption algorithm, i.e., for an encrypted image, the inverse process must be applied to obtain the plain image. In all stages, the same initial conditions and the same parameters must be used.
Experimental Results and Discussion
In this section, the experimental results are provided to show the effectiveness and feasibility of the novel image encryption algorithm. Some plain images were selected to be the experiment examples, and all of them had different sizes; all required initial conditions for the encryption system were created via pseudorandom generators once the process began.
Experimental Analysis
"Bruce Lee" was . . . . Once the initial conditions have been created, the moving window is selected to further shuffle the goal image at the bit level. An image where the relationships between adjacent pixels has been disturbed is shown in Figure 7c , with the corresponding histogram shown in Figure 7d . The multilevel encryption scheme was applied to encrypt the whole image and raise security. Then, the cipher image and its histogram can be obtained; here, Figure 7e ,f shows the final result and its histogram, respectively. The famous image "Lena" was also selected, sized 512 × 512; it is shown in Figure 8a , and its respective histogram in Figure 8b . The initial conditions for applying the proposed cryptosystem were provided by a pseudorandom generator, as in the case of the "Bruce Lee" image. Once the shuffling stage was applied, the position of each pixel in addition to the pixel value were changed; the result is shown in Figure 8c , and its corresponding histogram in Figure 8d . Multilevel encryption was applied, and the resultant cipher image and its histogram are illustrated, respectively, in Figure 8e The histograms is the original and ciphered images were compared, and it can be seen that the histogram of the ciphered image completely differed from the original one in being fairly uniform; this means that our proposed algorithm not only performed well but is also secure and can resist statistical attacks.
Security Analysis
The goal of applying an encryption algorithm is to obtain an indecipherable result, i.e., a hacker must not be able to recognize the plain image behind the ciphered image; thus, the security analysis in this section demonstrates that the proposed encryption algorithm is highly secure.
Key Space Analysis
The proposed image encryption algorithm uses several initial conditions to reach its goal, which is a cipher image. For this purpose, eight initial conditions were created to be used in two logistic maps and six hyperchaotic systems. Table 1 shows 15 state combinations from a universe of 1296 possibilities; 15 randomly selected combinations were used in the testing process. This feature allows the precision to be defined as equal to 10 −14 ; thus, the secret key space is at least 15 × 10 84 ≈ 2 283 .
Thus, the secret key space is large enough to resist either exhaustive or brute-force attacks. Initial conditions yield different options for the encryption process, so those conditions can be changed into a new set of credentials in the authorization system.
Key-Sensitivity Test
Every initial condition in this process is derived from a proper pseudorandom generator; then, these data should be the same in the encryption of the plain image as well as the decryption of the cipher image; if the initial conditions are even in a decimal fraction, then the decryption process gives a different image than the original plain image. The following initial conditions organized in Table 2 were generated and used in this document: Table 2 . Initial conditions derived from user interactivity for encryption.
x 1 = 0.00001661846822
x 2 = 0.00001810482068 x 3 = 0.00015043192106
x 4 = 0.00024400694444 x 5 = 0.00002680017881
x 6 = 0.00001304826999 l 0 = 0.00000415544568 y 0 = 0.00000174644423
The result of the cipher image using the previous values is shown in Figure 7e , and its histogram in Figure 7f . In this case, very small change was given in the initial conditions mentioned above, which was applied to decrypt the cipher image for further investigation, as shown in Table 3 . Table 3 . Initial conditions with small change derived from user interactivity for decryption.
x 1 = 0.00001810482068 x 3 = 0.00015043192106
x 6 = 0.0000130482699 l 0 = 0.00000415544538 y 0 = 0.00000174644423
The experimental result is shown in Figure 9a ,b and Figure 10a ,b. As Figures 9 and 10 reveal, the process for decrypting the cipher image with different initial conditions gave a different image from the expected result. This fact occurs even if there is only a tiny change; consequently, the key-sensitivity test demonstrated that the proposed novel image encryption algorithm has a high level of sensitivity to the key. 
Correlation Analysis of Two Adjacent Pixels
Correlation is a measurement tool for the relationship between two variables or pixels in an image; in fact, adjacent pixels of an original image are highly correlated in the horizontal, vertical, and diagonal directions [11] . Therefore, correlation in a cipher image should be sufficiently low to demonstrate that the proposed encryption algorithm can resist statistical attacks.
In total, 3000 pairs of adjacent pixels in each direction were randomly chosen from a plain image and a cipher image, so the correlation coefficient of each pair could be calculated using the following formulas [9] :
where x and y are gray values of two adjacent pixels in the image. Figures 11 and 12 show the correlation of two adjacent pixels. The high correlation of adjacent pixels from the original image in three different directions can be observed on the left-hand side in Figures 11 and 12 ; every dot is located linearly along the diagonal, whereas in the cipher image, every point is scattered on the entire plane. Thus, the correlation between adjacent pixels was reduced after applying the encryption process. Table 4 indicates the correlation coefficient values. Results showed that the correlation coefficient was very close to zero in the ciphered image, highlighting the fact that the proposed encryption algorithm is secure and that the final result had nonpredictable tendency. Furthermore, we compared our proposed method with other algorithms proposed in the past using the Lena image (256 × 256) as a reference. Table 5 displays the comparison and concludes that the proposed system completely destroyed correlation between pixels. In addition, other larger images were added to the comparison to expand the scope of possibilities regarding the size of an image. Values close to zero showed the current system achieved the main goal in both large and small images. 
Information Entropy Analysis
Information entropy is the most important measure of randomness. Let m be the source of information; the formula for calculating information entropy can be expressed as follows:
where n is the number of bits that are required to represent symbol mi and p(m i ) is the probability of m. The maximum entropy of an 8-bit gray image is equal to 8 when all pixels are equally distributed, which shows that the information is random. If the value is close to 8, it is unlikely for an encrypted image to be decrypted by attackers [11] . Table 6 shows the comparative entropy between the plain and cipher image. Furthermore, comparison results between the proposed method and other algorithms for the Lena image (256 × 256) are illustrated in Table 7 . The analysis in Table 7 demonstrates that our algorithm was better than all those presented in the literature since the information entropy analysis results for our method were closest to 8. Large images were also included to demonstrate that the presented method can not only be used with small images but also with large. 
Conclusions
In this paper, an image data protection algorithm based on a multilevel encryption scheme and automated-selection mechanism was developed to further protect personal and commercial data uploaded to cloud servers for real-time applications, monitoring, and transmission. The main contributions of this paper are summarized as follows: (1) The automated-selection mechanism is crucial for the proposed scheme. The size of the mechanism that chooses the subimage directly affects the system performance and efficiency. Furthermore, thanks to this mechanism, high-resolution images can be easy to cipher, with high-level encryption obtained at the end. The automatic mechanism is also known as the sliding pixel window, which expedites the two-step process, that is, the confusion and diffusion stages. The confusion stage was designed to drastically change data from plain image to cipher image. To help in this stage, pixel conversion from decimal to binary and its vertical and horizontal relocation are performed not only to randomly move bits, but also to change the pixel values when they return to their corresponding decimal values. (2) The diffusion stage was designed to destroy all possible patterns in the sliding pixel window still present after the confusion stage. Two hyperchaotic systems with a logistic map (multilevel scheme) produce pseudorandom numbers to separately conceal the original data of each subplain image in the first-and second-level encryption processes. Security analysis was performed on the final result to demonstrate that the proposed image encryption algorithm makes brute-force attacks infeasible. Another key feature is its high security level.
(3) The proposed method can be useful in communication systems, and it can be further improved to be implemented in real time. Different hyperchaotic systems can also be combined and used in the two-stage scheme to improve the encryption algorithm. As future research, a new layer can be added to automatically create suitable initial conditions for correct chaos iteration.
