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A B S T R A C T
The research of alternative energy sources incites the scientific com-
munity to study the nuclear fusion process, in which the fusion of
lighter atom creates a heavier one with release of energy. This re-
search inspires both the construction of laboratories and facilities for
the experimental study and the modelling of the basic physical pro-
cess, analyzed with numerical simulations.
This thesis work concerns one of the approaches for the achievement
of a controlled fusion process: the Inertial Confinement Fusion (ICF).
This method forecasts the achievement of thermonuclear fusion by an
implosionof the target driven by intense laser beams.
Recently performed complex fusion experiments have shown a mis-
match between the experimental and the numerical results.
In order to understand such disagreement, several simpler experi-
ments have been performed to undress important physical issues sep-
arately. In particular, implosion of tiny capsules filled with low den-
sity gas mixtures have been performed to study the effects of strong
shock waves.
It turned out that currently used models do not correctly predict gas
temperature and fusion reaction numbers, particularly when initial
gas density is lower.
In this thesis, some corrections to an hydrodynamic model of ICF im-
plosions were analyzed with the aim to include "microscopic" effects
related to non-infinite collisionality (ion viscosity) and non-thermal
particle distributions (non local electron transport) to find out the
physical reasons of this mismatch.
These theoretical models were compared with a series of experiments
in which the initial densities of the target were modified. This analysis
has shown that the ion viscosity and the non local electron transport
reduced the efficiency of nuclear fusion processes giving numerical
results closer to the experimental ones at high initial densities of the
target. At low initial densities, however, the agreement remained un-
satisfactory with the experimentally observed efficiency being signif-
icantly lower than the numerical value.
These results show that the viscosity and non local effects influence
the ICF processes. The mismatch between experiments and simula-
tions at low initial densities moreover suggests to improve the theo-
retical study of the effects proposed, because the analysis of the ion
mean free path has shown that at low initial densities it becomes
larger than the typical spatial scale of the system.
The low collisionality at low initial densities shown in this thesis sug-
gests to improve more kinetic treatments of the ICF process because
v
the hydrodynamic model was not adequate anymore in the low colli-
sional regime.
This thesis is divided in two parts: the first part will introduce the
ICF process, giving a short introduction to the different method used
for the Fusion process (Chapter 1) and describing both the physical
model and the hydrodynamic DUED code used for the numerical
study of these models (Chapter 2). The DUED code was be developed
by prof. Stefano Atzeni and his team at the University "La Sapienza"
of Rome.
The second part, instead, will separately and in detail analyze both
of the two models introduced before, i.e. the ion viscosity (Chapter
4) and the non local electron transport (Chapter 5). Then, this thesis
will present a comparison with the numerical results obtained with
this models and the experiments (Chapter 6).
In conclusions (Chapter 7) will be show possible future developments
of the work made in this thesis.
The Appendix A will present instead the numerical implementation
of the ion viscosity model into the DUED code.
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Part I
I N T R O D U C T I O N
Here the Inertial Confinement Fusion (ICF) problem and
the starting point of this Thesis work are introduced. The
Hydrodynamic simulation code DUED used is also de-
scribed.

1
I N E RT I A L C O N F I N E M E N T F U S I O N
The possibility to obtain energy by nuclear fusion reactions has in-
spired the works of the scientific community to create laboratories
for the study and facilities for the industrial use of this energy. The
nuclear fusion is a process which generates energy by the fusion of
light elements into heavier ones. For the present work, the most inter-
esting nuclear fusion reaction fuels are shown in the following table
[1]:
D+ T → α(3.5MeV) +n(14.1MeV)
D+D → T(1.01MeV) + p(3.02MeV)
D+D → 3He(0.82MeV) +n(2.45MeV)
D+ 3He → α(3.6MeV) + p(14.7MeV)
As it is known, the probability of a reaction is connected to its cross
section σ, defined as the ratio between the rate of the reaction N
and the density n times relative velocity v of the incident beam of
particles.
N = nvσ. (1)
The cross section depends by center-of-mass kinetic energy of the re-
action and the different nuclear elements of reactions, as shown in
figure 1.
The current research [3, 4, 5] is focused on the reach of a net gain of fu-
sion process, i.e. the energy obtained by the thermonuclear reactions
must be greater than the energy used to drive the reactions. For this
reason, the average thermal energy of the fuel, which corresponds to
an average temperature T, must be greater than the energy lost during
the process of thermonuclear reaction, first of all the Bremsstrahlung
emission.
The power produced by the thermonuclear reaction in unit volume is
proportional to its reactivity 〈σv〉 by the relation
Wfus = 〈N1〉n2Q = n1n2〈σv〉Q, (2)
where Q is the energy released in the specific thermonuclear reaction
3
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Figure 1: Fusion cross sections versus center-of-mass energy for reactions of
interest to controlled fusion energy [2].
considered, n1 and n2 are the densities of the reactive ions and the
reactivity 〈σv〉 is defined as
〈σv〉 =
∫∞
0
σ(v)vf(v)dv, (3)
where f(v) is the normalized distribution function of relative veloci-
ties. If the fuel mixture of the different species is in thermal equilib-
rium, the distribution function is Maxwellian1.
Not all the energy produced by the nuclear reactions is available for
the thermonuclear evolution of the target, in particular only the en-
ergy carried out by the charged particle contributes to the power bal-
ance of the process, i.e. Wpar = c ·Wfus, where c is a coefficient
varying from 0 to 1. For example, in figure 2 is shown that the energy
depositatated for the DT reaction is carried by the α-particles, that
contribute for 1/5 of the total energy of the reaction.
On the other hand, the energy lost by Bremsstrahlung is described by
a volumetric power loss of
Wb = Cbn
2
eT
1/2 = 5.34 · 10−24n2T1/2ergs−1cm−3,
1 The Maxwellian velocity distribution is defined as
f(v) =
( m
2pikBT
)3/2
exp
(
−
mv2
2kBT
)
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in which it was assumed that the number densities of ions and elec-
trons are equal ne = ni = n, the plasma is optically thin, i.e. trans-
parent to the emitted radiation, and relativistic effects and electron-
electron Bremsstrahlung are neglected.
The power balance Wpar = Wb therefore defines the ignition condi-
tion of thermonuclear fuel and determines the ideal ignition temper-
ature Tid uniquely, independent of density2.
The ideal ignition temperature [1] represents the minimal average
Figure 2: Power deposited by fusion α-particles and power emitted by
Bremsstrahlung in a equimolar DT plasma versus plasma temper-
ature. They take the same value at the ideal ignition temperature
Tid [1].
temperature reached by the thermonuclear target.
In particular, the ideal temperature Tid for the different nuclear reac-
tion are reported in the following table.
Tid (keV)
DT 4.3
DD 35
D3He 28
Table 1: Ideal ignition temperature for main controlled fusion fuels.
These values show that the DT reaction has the lowest ignition tem-
perature and for this reason the ignition of this gas mix is easier to
obtain than the other reactions. Instead, in this thesis the other two
reactions are studied, i.e. the DD and D3He ones. The choice of the
2 Certainly there are other important loss mechanisms, which tend to increase the
ignition temperature, and in this sense the ignition temperature may be called ideal.
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study of these reactions is connected to the kind of target used in a
particular class of experiments, the Exploding Pusher target, which
will be described in section 3.1.
As it has been shown, the request of a net gain of the thermonuclear
reaction needs the fuel to be heated to temperature of the order of
5 ∼ 10 keV . At these temperatures, the fuel is in the form of a fully
ionized plasma and difficult to confine.
1.0.1 Lawson Criterion
The Lawson criterion is introduced to discuss the confinement con-
dition of thermonuclear plasma. This criterion establishes that the
number density n times the energy confinement time3 τE is a func-
tion of the temperature T of the system:
nτE = f(T). (4)
The product of density and energy confinement time nτE is called
confinement parameter. A typical representation of the confinement pa-
rameter is shown in figure 3 for different thermonuclear reactions:
Figure 3: The Lawson criterion, or minimum value of (electron density *
energy confinement time) required for self-heating [6].
To obtain the ignition of the thermonuclear fuel, the confinement time
at a fixed temperature must be greater than the value represented in
the corresponding function [1]. So, to obtain the ignition of thermonu-
clear fuel, the density or the confinement time could be increased
3 The energy confinement time τE is defined as the time after which the diffusive
energy loss equals the total energy content of the plasma.
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independently from each other. Two methods for the thermonuclear
fusion exist: the first is the Magnetic Confinement Fusion (MCF), that
attempts to create the conditions needed for fusion energy production
containing the plasma with magnetic fields for a long time (∼ 10 ms),
until the Lawson Criterion is verified.
The second method is the Inertial Confinement Fusion (ICF), that is
focused on the increment of plasma density, during the confinement
time due to its inertia. This thesis concerns only the ICF method. In
this method, the thermonuclear fuel is enclosed inside a thin solid
shell and this target is compressed by symmetrical external ns-laser-
pulse beams until the fuel reaches densities hundreds of times the
solid state densities.
The typical thermodynamic quantities reached in ICF are a tempera-
ture of the order of 10 keV, a number density of the order of 1025cm−3
and a pressure of the order of 1012 bar. To achieve these values, the
inertial confinement method use two different approaches, i.e. the di-
rect drive and the indirect drive. A schematic representation of these
approaches is shown in figure 4.
Figure 4: Schematic representation of different kind of ICF driver method:
(a) central-ignition direct drive; (b) fast-ignition direct drive; (c)
indirect drive.
In the direct drive approach, the target is irradiated by several laser
beams to obtain a uniform irradiation on the surface; instead, in the
indirect drive approach, the target is confined inside a cavity called
hohlraum, and the laser beams heat the inner surface of this cavity
creating a X-ray black body radiation that irradiates the target.
In figure 4 another approach to ignition is also shown, the Fast Igni-
tion. This method is independent from the kind of drive chosen, if
direct or indirect, but to describe the characteristics of this kind of
ignition process, a direct drive process is analyzed.
The differences between the central ignition and the fast ignition in
the direct drive approach are somewhat similar to the differences
between the diesel engine and the spark-ignition engine: as in the
diesel engine, in the standard central ignition scheme, the beam sym-
8 inertial confinement fusion
metrically compresses, and thus increases the temperature of the ther-
monuclear fuel, until the ignition condition expressed before are reached.
In the fast ignition scheme, instead, the target is first compressed to
some lower density using a driver laser system, and then when the
implosion reaches maximum density (at the stagnation point), a sec-
ond ps pulse of PW power delivers a single beam focused on one side
of the core, dramatically heating it and starting fusion ignition, as in
the spark-ignition engine when the burn is triggered by an external
electric discharge. This thesis concentrates exclusively on direct drive
confinement schemes.
In the following, a description of the temporal evolution of the tar-
get and the ignition of the final state is presented for the direct drive
central ignition process.
1.0.2 Evolution of Central Ignition implosion
The simplest and also the oldest method developed for the ICF pro-
cess is the central ignition implosion. For this reason, in order to ex-
plain how the ICF method works it is convenient to describe this
simple approach. The temporal evolution of the implosion in a direct
drive ICF target is shown in figure 5
(a) (b) (c) (d)
Figure 5: Principle of inertial confinement fusion by spherical implosion: (a)
irradiation; (b) implosion driven by ablation; (c) central ignition;
(d) burn and explosion
The laser beams radiate uniformly the external surface of the target,
usually composed by plastic mix and cryogenic thermonuclear fuel,
that starts to ablate (a). The ablation of the external shell produces a
external pressure that starts to accelerate the shell of the target. This
acceleration of the shell start to compress the inner fuel of the target,
growing both its density and temperature (b). This compressive phase
continues until in the center of the target the density and temperature
necessary for the ignition of the fuel are reached. When these condi-
tions are verified, a central hot spot of the fuel, in which the ignition
is obtained, is formed (c). This hot spot generates a fast burning wave
that propagates rapidly in the fuel, causing the burn and the explo-
sion of the target (d).
An important consideration must be made on the compression step of
1.1 stability of the implosion process 9
the implosion of the target: compression of the fuel has to be achieved
rapidly and isoentropically. In the simplified hypothesis of a spherical
plasma volume of burning fuel of typical dimension of ∼ 1 mm, to
obtain a fast compression, the characteristic compression velocity of
the process varies from 300 − 400 km/s. This implies that the com-
pression must be obtained in some ns, i.e. it must be carried out by a
strong shock wave. As it is known by gas dynamics, the compression
across a shock front is typically limited to a factor 4− 6 [7], as shown
in figure 6.
Figure 6: Isentropic compression compared to shock compression, for a
ideal gas with specific heat ratio γ = 5/3. The figure shows the
gas compression as a function of the ratio of the final pressure to
the initial pressure [1].
The compression limit of the shock front is connected to the produc-
tion of entropy throughout the shock front, and so the necessity to
obtain a fast compression seems to be in disagreement with the need
of a isentropic compression.
Fast and nearly isentropic compression can be achieved by superim-
posing a sequence of weak shocks: each shock in the sequence has
speed larger than its predecessor and therefore will catch up with it
after a certain time. The temporal increase of the pressure creating the
shock sequence has to be shaped carefully such that shocks coalesce
at the same time, and so in the hydrodynamic evolution of the target
the sequence of shocks appears as a single and strong shock front.
1.1 stability of the implosion process
This central ignition method has however problems of stability of the
target, related to a hydrodynamic process called Rayleigh-Taylor In-
stability (RTI) [8].
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The RTI occurs at the boundary between two fluid of different densi-
ties in an acceleration field. An example of RTI is when two stationary
fluids, the heavier ρ2 and the lightest ρ1, stands in the external gravi-
tational field g, as shown in figure 7.
Figure 7: Schematic representation of RTI where ρ2 > ρ1 and the two fluids
are subject to an external gravitational field g. In this condition,
the amplitude of perturbation η grows up in time [9].
In these conditions, if the boundary is perturbed by a small displace-
ment of the interface (η in figure 7), the amplitude of this perturbation
grows up in time with a characteristic evolution time that is propor-
tional to the density difference between the two fluids and the relative
acceleration a between them. For small initial amplitude of perturba-
tion and in the ideal approximation of the fuel, the amplitude η has
a time evolution of the form
η(t) = η0e
t
τRTI , (5)
where τRTI is the growth rate of the instability, given by the equation:
1
τRTI
=
√
ρ1 − ρ2
ρ1 + ρ2
ak, (6)
where k is the characteristic wavelength of the perturbation. Analyz-
ing these equations, it is clear that the RTI is possible in two different
cases: when the two fluids are stationary in an external negative ac-
celeration field (for example the gravitational field shown in figure
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7) and ρ2 > ρ1; or when the fluids are accelerated, so that in the
rest frame, the fluids feel the effect of an opposite acceleration and
ρ1 > ρ2.
The ICF processes are plagued by this instability on the boundary
layer between the shell and the inner fuel when the heavier fluid of
the shell is accelerated towards the lighter hot spot. This instability
can affect the formation of the central hot spot and so can reduce the
efficiency of ignition.
A possible solution to this problem was introduced by R.Betti in
2007 with the development of the shock ignition method [10]. In this
method, the power profile of laser pulse changes in time, in particu-
lar in the final stage of compression, the more sensitive to the RTI, is
incremented instantaneously, as shown in figure 8. This produces a
lower velocity compression and so the effect of RTI is reduced.
Figure 8: Power profile of laser during a shock ignition ICF implosion: (a)
start of step laser; (b) production of shock ignition spike; (c) cre-
ation of central hot spot; (d) burn and explosion [11].
1.2 modeling issues
ICF implosions have traditionally been modeled as hydrodynamic
phenomena, under the assumption that the fluid description of the
plasma is sufficient. To do this, several hydrodynamic and radiation-
matter interaction models have been implemented in numerical simu-
lation codes, as will described in the chapter 2. The numerical simula-
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tions made in past years from these models gave optimistic results to
obtain the ignition with an high gain. Indeed, numerical simulations
were used to obtain the laser parameter needed to obtain the neces-
sary temperatures and densities for the ignition of the target with an
high gain. These results were used for the design large laser facilities,
like the National Ignition Facility (NIF) in the USA or the Megajoule
Project in Europe, for the reach of ignition in ICF process. However,
the results obtained by these new facilities have shown that the the
gains expected by numerical simulation are higher than the experi-
mental values [12, 3, 4].
Different kind of simpler experiments have been performed to sep-
arate the different physical effects affecting the ignition process. An
example of these simpler experimental configuration is the Explod-
ing Pusher (see chapter 3.1), that are used to isolate the effects of shock
front propagation throughout the fuel of the target. The experiments
performed with this kind of targets [13] showed, for example, that the
hot spot temperature and gain of the reaction obtained are less than
the numerical previsions. One of the hypothesis of this mismatch is
that standard hydrodynamic models for the evolution of the compres-
sion of the target, that predicted high gain of process, is inadequate
and so more complex model must be considered to describe the ICF
process.
As possible explanation of this gap between the numerical and the ex-
perimental results can be given by theoretical studies on the validity
limit of hydrodynamic models (see section 2.2.1). They show that the
hydrodynamic model is not totally accurate anymore in the regime
in which the disagreement of experimental results and the numerical
ones is greatest [13].
In particular, the hydrodynamic model is not valid anymore in early
phases of hot spot ignition implosions, where strong shocks rapidly
increase the plasma temperature in the hot spot, while the density
remains low. Microscopic effects that smooth shock profiles and con-
tribute to the loss of confinement of energetic ions ought to be signif-
icant during this shock phase and may affect plasma conditions later
in the implosion.
Recent experimental results [13] and a series of kinetic simulations
[14, 15, 16, 17, 18] showed the necessity to explore the kinetic regime
and to develop theoretical models to describe the transition into this
regime. Modelling work beyond usual hydrodynamic simulations have
explored multiple-ion fluid effects in mixed fluid implosion [14, 15,
18]. Furthermore, the studies on laser plasma interactions, and in par-
ticular the formation of fast electrons4 in the external surface of the
target[19], suggest the inclusion of this effect in the inner plasma of
4 The Fast Electrons are electrons that, with the interaction with the high intensity
laser on the surface of the target, acquire high kinetic energy (velocity). For this
reason, these electrons modify the LTE of the species, increasing the electron energy
transport.
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the target.
So, it is necessary to describe the influence of microscopic effects into
large scale hydrodynamic regime. To do this, more complex physical
models for the numerical codes must be developed.
The numerical analysis of the ICF target is actually made with two
different types of simulation codes: hydrodynamic codes and kinetic
codes. The hydrodynamic codes model the implosion phenomenon
with an hydrodynamic approach, i.e. using a collective quantities
as density and temperature to describe the evolution of the plasma
(some hydrodynamic code are HYDRA[20], DUED [21, 22], CHIC
[23], LILAC [24], DRACO [25], FAST [26], FCI2 [27] and LASNEX
[28]). This type of code, that is the type used in this thesis work, is
described in detail in the chapter 2. This method has the advantage
to simulate the ICF process for a long time and does not request an
high computational cost. The disadvantage of this approach is that
this model is not adequate to describe all the physics of ICF pro-
cesses, as expressed before, but gives only an average behavior.
The second kind of code, instead, uses a kinetic approach to simu-
late the ICF process. This approach considers the plasma of the ICF
target as a distribution of particle and so the collective approach is
not possible anymore. This description of the process is based on
the knowledge of the distribution function f(r,p, t) which gives the
density of particles at the point (r,p) in the six-dimensional phase
space at the time t. This distribution function obeys to the Boltzmann-
Maxwell kinetic equation
∂
∂t
f+ v · ∇rf+ q(E+ v×B/c) · ∇pf =
(
∂f
∂t
)
coll
, (7)
where v = r˙ = p/mγ, the gradient operator ∇r and ∇p act on the
space (r) and momentum (p) variables, respectively. E and B are
the EM fields obtained self-consistently via Maxwell’s equation and(
∂f
∂t
)
coll
represents the collisional term [29].
The advantage of this method is that the kinetic description of the
plasma gives a complete description of all the physical process of the
plasma. However, to obtain the complete description of the process,
the kinetic approach requests also the implementation of the velocity
space, not only the spatial one and so the dimensionality of the sys-
tem is increased resulting in a computational load larger by orders of
magnitude than those needed for hydrodynamic simulations.
For this reason, the solution of the distribution function needs a very
high both time and spatial resolution for the numerical grids that
allows the description of the processes that have short characteristic
length and time duration.
So, the kinetic simulations have a very high computational cost, com-
pared to the hydrodynamic simulation one, and a kinetic description
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of all the time evolution of ICF process is not possible with the cur-
rent computational facilities. A global kinetic simulation of the ICF
process is actually beyond the possibility of the present codes.
In order to allow how some microscopic effects, typically described
with kinetic simulation, influence the large-scale behavior of the pro-
cess, they have been implemented into hydrodynamic codes, using
models compatible with the hydrodynamic description. In this thesis
work, the microscopic effects of finite collisional process (viscosity)
and a model for a phenomenological treatment of non local effect
(electron transport) are considered.
2
P H Y S I C A L B A C K G R O U N D
In this chapter the main hydrodynamics models used to describe the
ICF process are introduced. Then, the DUED code is described. In the
final part, the experimental background that is the starting point of
this thesis is presented.
2.1 main physical models
Before analyzing in detail some physical models used in the DUED
code that are important in this thesis work, it is useful to give a sum-
mary of the physics included in the code [21].
DUED solves mass and momentum conservation equations for a sin-
gle fluid and separate energy conservation equations for electrons
and ions. It also includes collisional transport process, both for en-
ergy (flux-limited conductivity and electron-ion energy transfer) and
for momentum (viscosity). The various equations of state (EOS) used
are tabulated in the model developed by Atzeni et al.[22] for both elec-
trons and ions species.
The radiation transport interaction is analyzed with a multi-group ra-
diation diffusion model with the radiation coefficients (opacities) also
tabulated, assuming either local-thermodynamic equilibrium (Planck
opacities) or collisional radiative equilibrium (Rosseland opacities).
The laser-plasma interaction is described in a geometrical optics ap-
proximation,including refraction in the plasma and inverse Bremsstrahlung
absorption.
The fusion burn package includes neutron transport by a Monte Carlo
probabilistic method and all reactions between deuterium, tritium
and helium-3 nuclei. Thermal reactions of bulk nuclei and non-thermal
reactions of fusion products and of nuclei scattered by neutrons are in-
cluded. Diffusion of all charged fusion products and scattered plasma
nuclei is taken into account.
2.2 lagrangian and eulerian approaches
In hydrodynamics, a system can be analyzed in two different ways:
the Lagrangian approach and the Eulerian approach.
In the Lagrangian approach, the motion of a fluid element is followed
in time, so the hydrodynamic quantities are a function of the initial
position (that identifies the fluid element) and time. Instead, the Eu-
lerian approach fixes an external frame and analyzes the time evo-
lution of hydrodynamic quantities in each point, i.e. these quantities
15
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are functions of position and time. The two different approaches are
related to each other by the definition of the time derivative: the to-
tal time derivative in the Lagrangian method, in the Eulerian method
is equal to a partial time derivative plus a convolution term, as ex-
pressed by the following formula:
d
dt
=
∂
∂t
+ v · ∇. (8)
Connected to this time derivative, the coordinate system (r, t) of the
Eulerian approach is related to the coordinate system (R0, t) of the
Lagrangian approach by the relation
r = R0 + ξ(τ), ∂tξ(tau) = v, t = τ, (9)
i.e. the Eulerian position is expressed as a function of the starting po-
sition in the Lagrangian coordinate system.
The DUED code used in this work adopts the Lagrangian approach.
It is necessary to introduce the system of equations that governs the
hydrodynamic evolution of the fluid in Lagrangian form[8]:
ρ
du
dt
= −∇p−∇ : Πa, (10)
dR
dt
= u, (11)
d
dt
(ρJR) = 0, (12)
dE
dt
= −p
∂ρ−1
∂t
+
(
dE
dt
)
a
, (13)
where ρ is the species-averaged density of the plasma, u is the aver-
age velocity of the plasma, p is the pressure, Πa is the viscosity stress
tensor (see chapter 4), R is the spatial coordinate of the system, J is the
Jacobian that establishes the geometry of the system (slab, cylindri-
cal or spherical), E(ρ, T) is the energy density per unit of mass of the
species and
(
∂E
∂t
)
a
the power dissipated due to the viscosity.
In this section and in the following 2.3, the energy equation is pre-
sented in a simplified form in which the source terms and transport
processes are neglected. They will be discussed in section 2.4.
In the Local Thermodynamic Equilibrium (LTE)1, the energy equa-
1 The LTE means that the intensive parameters, as density and temperature, are vary-
ing in space and time, but are varying so slowly that, for any point, one can assume
thermodynamic equilibrium in some neighborhood about that point.
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tion (13) is usually replaced by a temperature equation
Cv
dT
dt
= −(B+ p)
dρ−1
dt
+
(
dE
dt
)a
, (14)
where Cv = (∂E/∂T)ρ is the specific heat, B = (∂E/∂ρ−1)T and p is
the pressure. These quantities are given by the Equation of State, that
is a function of ρ and T .
2.2.1 Limits of Hydrodynamic model
As previously mentioned, the DUED code uses a hydrodynamic model
for the description of ICF processes. In this section the validity limit
of hydrodynamic model is discussed. A hydrodynamic description is
appropriate when it is possible to describe the evolution of the system
throughout macroscopic functions of time and space [8], like temper-
ature and density. This permits to work, in the Lagrangian approach,
with a fluid element.
The fluid element is defined as an element of mass in which the
LTE approximation is valid, i.e. when the velocity distribution of the
species, governed by equation 7, is described by a Maxwellian. This
permits to define the macroscopic average variables used in the hy-
drodynamic description. For example, the equation of motion of this
fluid element is described by the standard formula F = ma, where
F represents both the volume force (like the gravitational or the EM
fields) and the surface force (like viscosity and pressure); this equa-
tion, divided by the volume of the fluid element, is the Euler equation
10.
This element is well defined if its particles do not leave the elemen-
tary volume during the characteristic time T of the motion.
The phenomenon that determines the lost of particles throughout the
elementary volume is the diffusivity, represented by Fick’s law
dρ
dt
= D∇2ρ, (15)
where D ≈ vthλmfp is the diffusion coefficient, proportional to the
thermal velocity times the mean free path of the particles. If L is the
characteristic length scale of the system, the validity condition of hy-
drodynamics is represented by the possibility to neglect the effect of
diffusivity, i.e. the diffusion coefficient must be small compared to the
ratio
D L
2
T
. (16)
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In particular, if the typical velocity of the fluid element is L/T = v ≈
vth, the previous condition becomes a condition for the characteristic
length of the system
λmfp  L. (17)
This means that when the mean free path of the particle is compa-
rable to or greater than the characteristic size of the system, the hy-
drodynamic model is not the most appropriate model to describe the
process.
2.3 finite-difference scheme
The finite-difference (FD) model is a numerical scheme used in gen-
eral for the solution of Partial Differential Equations (PDEs). This
scheme is used for the time integration of the hydrodynamic system[30].
For simplicity, the description of the numerical method is shown in
one dimension (1D). Most of spatial derivatives in DUED are com-
puted using the simple two-point formula
df
dx
∣∣∣∣
i
=
fi+1 − fi
∆x
, (18)
which has been shown to be accurate enough for most operations in
the code. ∆x is the spatial increment between the position xi and xi+1.
The standard FD sequence of the equation (10)-(12) and (14) from a
generic time level tn to the next one tn+1 = tn+∆tn+1/2 is obtained
by the temporal discretization of the system in the form
un+1/2 = un−1/2 +∆tn
[
− (∇p)n − (∇ ·Πa)n−1/2
]
, (19)
Rn+1 = Rn +∆tn+1/2un+1/2, (20)
ρn+1 = ρ0
R0J0
Rn+1Jn+1
, (21)
Tn+1 = Tn +
∆tn+1/2
C
n+1/2
v
[
− (B+ p)n+1/2
(ρ−1)n+1 − (ρ−1)n
∆tn+1/2
,
+
[(
∂E
∂t
)a]n+1/2]
. (22)
The integration method described requires that the velocities are de-
fined at intermediate steps n+ 1/2, with tn+1/2 = (tn+ tn+1)/2, and
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all other variables at integer levels n, n+ 1, etc.
The numerical stability of the solution of this method is ensured if
the temporal resolution ∆t satisfies the condition ∆t ∆x/2C where
∆x is the typical zone length and C is the sound speed.
2.4 two-temperature multi-group radiation diffusion
The DUED code uses different energy equations for the electrons and
ions species. The model introduced here includes a series of source
terms and collisional transport process [30] and the energy equations
become
dEi
dt
= −pi
dρ−1
dt
+ Si − ρ
−1∇ · Fi + Se−i, (23)
dEe
dt
= −pe
dρ−1
dt
− Se − ρ
−1∇ · Fe − Se−i − Se−r, (24)
where Fe,i are the thermal flux, Se−i is the specific power exchange
between electrons and ions, Se−r is the specific power exchange be-
tween electrons and radiation (photons), and Se,i are other external
specific power sources (particle beams, laser radiation, thermonuclear
reactions energy deposition, dissipation by viscosity, etc.).
In LTE, the specific energy and pressure are related to the tempera-
ture of the species by the EOS of the system, so the energy equations
can be replaced by the following temperature equations
Ci
dTi
dt
= −(Bi + pi)
dρ−1
dt
+ Si − ρ
−1∇ · Fi + Se−i, (25)
Ce
dTe
dt
= −(Be + pe)
dρ−1
dt
− Se − ρ
−1∇ · Fe − Se−i − Se−r,(26)
where C = (∂E/∂T)ρ is the specific heat and B = (∂E/∂ρ−1)T .
The simplest modeling for the thermal flux is given by the local for-
mula
Fα = −kα∇Tα, (27)
where kα are the thermal conductivities. A more detailed discussion
about the thermal flux, in particular about non-local effects, is pre-
sented in chapter 5.
The electron-ion power exchange is usually defined as [30]
Se−i =
Ce
τei
(Te − Ti), (28)
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where τei ∝ T3/2e /ρ is the relaxation time of the two species interac-
tion [31].
2.4.1 Multi-group radiation diffusion
To describe the radiation transport, the DUED code uses the following
model of radiative equation [32]
d
dt
(uνρ
−1) = −pν
dρ−1
dt
+ρ−1
(
−∇·Fν+4piην−cχνuν+qCSν
)
, (29)
where the subscript ν indicates frequency dependence, uν is the spec-
tral radiation energy density, pν is the radiation pressure, Fν is the
spectral radiation flux, ην and χν are, respectively, the emissivity and
extinction coefficient, qCSν is the spectral power density due to Comp-
ton scattering. The electron-radiation power exchange is the integra-
tion over frequency of the last three terms of the previous equation
Se−r = ρ
−1
∫∞
0
(
4piην − cχνuν + q
CS
ν
)
dν. (30)
In LTE, the balance of emission and absorption is required in each
point x, that means
4piρ−1(x)ην(x) = cκνuPν(Te(x)), (31)
where κν = ρ−1χν is the mass attenuation coefficient and uPν is the
Planck black-body spectral energy density
uPν = 8pi
hν3
c3
1
e
hν
kT − 1
. (32)
A diffusive approximation for the spectral radiation flux is assumed,
so Fν = −Dν∇uν, where Dν is the diffusion coefficient. In the weak
angular dependence approximation, i.e. where the typical gradient
scale-lengths are much longer than characteristic photon mean free
path, the radiation pressure assumes the form pν = 13uν and the
diffusion coefficient becomes
Dν =
c
3ρκν
.
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With these approximations, the radiative transfer equation 29 assumes
the form
d
dt
(uνρ
−1) = −
1
3
uν
dρ−1
dt
+ ρ−1∇ · (Dν∇uν)
+ cκν(uPν − uν) + ρ
−1qCSν , (33)
and
Se−r = ρ
−1
∫∞
0
(
cκν(uPν − uν) + q
CS
ν
)
dν. (34)
The multi-group method consists of a division of the frequency spec-
trum into Ng groups and integration by frequency of the radiative
transfer equation in each group. In this way, a diffusion equation for
each group is obtained
ρ−1
dUg
dt
= −
1
3
Ug
dρ−1
dt
+ ρ−1∇ · (Dg∇Ug)
+ c(κPgUPg(Te) − κ¯gUg) + ρ
−1QCSg , (35)
where
Ug =
∫νg+1
νg
uνuν,
UPg =
∫νg+1
νg
uPν(Te)dν,
κPg =
1
UPg
∫νg+1
νg
κνuPν(Te)dν,
κ¯g =
1
Ug
∫νg+1
νg
κνuνdν,
Dg =
c
3ρκRg
,
1
κRg
=
(
∂UPg(Te)
∂Te
)−1 ∫νg+1
νg
1
κν
∂uPg(Te)
∂Te
dν,
QCSg =
∫νg+1
νg
qCSν dν.
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HereUg is the group-integrated energy density,UPg the group-integrated
Planck energy density, κPg the group-averaged Planck opacity, κg
the group-averaged absorption opacity, Dg the group-averaged diffu-
sion coefficient, κRg the group-averaged Rosseland opacity, QCSg the
group-integrated Compton scattering power density.
Similarly, the integrated electron-radiation power exchange term be-
comes a sum over the group as
Se−r =
Ng∑
g=1
[cκPgUPg(Te) − cκ¯gUg + ρ
−1QCSg ].
The DUED code uses opacity tables obtained by appropriate atomic
physics models [33].
At the end of this discussion, the equations that govern the energy
diffusion of the system assume the form
Ci
dTi
dt
= −(Bi + pi)
dρ−1
dt
+ Si − ρ
−1∇ · (ki∇Ti)
+
Ce
τei
(Te − Ti), (36)
Ce
dTe
dt
= −(Be + pe)
dρ−1
dt
− Se − ρ
−1∇ · (ke∇Te) − Ce
τei
(Te − Ti)
−
Ng∑
g=1
[cκPgUPg(Te) − cκ¯gUg + ρ
−1QCSg ], (37)
ρ−1
dUg
dt
= −
1
3
Ug
dρ−1
dt
+ ρ−1∇ · (Dg∇Ug)
+ c(κPgUPg(Te) − κ¯gUg) + ρ
−1QCSg . (38)
This model is numerically solved into the DUED code with a complex
implicit scheme, which is unconditionally stable [34].
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2.5 thermonuclear reactions
As expressed in the introduction 1, the main reactions that are con-
sidered in DUED are
D+ T → α(3.5MeV) +n(14.1MeV)
D+D → T(1.1MeV) + p(3.03MeV)
D+D → 3He(0.82MeV) +n(2.45MeV)
D+3 He → α(3.7MeV) + p(14.7MeV)
The code include treatment of both charged and neutron particles
transport. However, these phenomena are of marginal importance
in the experiment discussed in this thesis, and so the fusion energy
transport is not included in the simulation performed in this work.
2.6 laser-plasma interactions
Considering the laser characteristics of ICF experiments, as described
in chapter 1, the moderate intensities and short wavelength of laser
allow to consider the absorption of the laser as mostly collisional,
i.e. mostly due to inverse Bremsstrahlung in the underdense plasma
corona.
A plasma is defined underdense for a given EM frequency when the
laser EM wave can propagate into the plasma. This means that the
wave number, defined by the dispersion relation
K2c2 = ω2 −ω2Pe, (39)
must be real, i.e. the frequency of the laser must be greater than the
plasma frequency
ω > ωPe =
√
4piρe2
me(me +mi)
. (40)
In the underdense regime, the laser-plasma interaction is considered
in geometrical optics approximation. In general, assuming the fre-
quency and wavevector to be slowly-varying functions of space and
time, the ray equations are [35]:
∂x
∂t
=
∂ω
∂K
, (41)
∂K
∂t
= −
∂ω
∂x
, (42)
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where ω and K are the frequency and the local wave-vector of the
wave field. Replacing in the previous equation the dispersion relation
39 the ray equation becomes
d2x
d(ct)2
= −
1
2
d
dx
(
ρ
ρc
)
, (43)
where ρc is the critical density at which the laser frequency equals
the plasma frequency.
Considering the effects of Bremsstrahlung, the dispersion relation be-
comes [22]
c2K2IB(ω) −ω
2 +ω2Pe
(
1+ i
νei
ω
)−1
= 0, (44)
where νei =
(kbTe)
3/2
8(2pime)1/2nZ2e4 lnΛ
is the electron-ion collisional fre-
quency. It is possible to demonstrate [35] that in this approximation,
the following attenuation equation must be solved to compute power
deposition:
dW
dx
= −κIBW, (45)
where κIB = 2=(KIB(ω)) is the inverse Bremsstrahlung absorption
coefficient and W is the laser power along the ray.
2.7 dued code
The above described models are included in the hydrodynamic code
DUED to simulate ICF processes. The hydrodynamic code DUED is
a Lagrangian-type two-dimensional code developed by S. Atzeni in
the 80’s and constantly updated to new physics following advances
and requests from ICF research processes [30, 21]. As in hydrody-
namics, a numerical code can be developed in two different ways:
the Lagrangian-type code and the Eulerian-type code. A Lagrangian
(Eulerian) code is a code based on the Lagrangian (Eulerian) hydro-
dynamic description made above.
A Lagrangian-type code is a code in which the scheme of integra-
tion of the equations considers the evolution in space and time of a
fluid element of the mesh. The choice of the Lagrangian approach is
supported by its ability to deal with fluid systems including regions
with different typical scale-lengths, and which undergo strong com-
pression and expansion. Lagrangian codes can also easily be used to
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Figure 9: Lagrangian-type mesh
Figure 10: Eulerian-type mesh
discriminate the interfaces between different materials, i. e. bound-
ary problems, because the interfaces rest fixed on the grid. Instead,
the Lagrangian approach is not appropriate in the situation in which
the mesh could be strongly distorted, for example in the analysis of
hydrodynamic instabilities, when for example the opposite sides of a
quadrilateral zone could intersect each other. In this situation, indeed,
the evolution of hydrodynamic variables is strongly connected to the
evolution of the mesh. So the local strong variation of the variables
caused by the evolution of instability could affect the local stability
of the mesh. For these problems the use of the Eulerian approach is
preferable, in which a fixed mesh is used and the time evolution of
the hydrodynamic quantities is studied.
A particular feature of the DUED code is an automatic discrete rezon-
ing scheme [36]. When, as a results of sheared fluid motion, the mesh
distorts too much, a new mesh is defined and physical quantities are
mapped from the old mesh to the new one. The mesh generator is
designed to preserve a selected interface, for example the boundary
layer between fuel and shell, and tries to keep the mesh smooth and
as fine as required.
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2.8 the mesh
The first step to describe the operation of DUED is the definition of
the mesh.
Z
R GHOST-ZONE
Figure 11: Representation of the ghost zone in a cylindrical mesh
In the Lagrangian description of a fluid, the hydrodynamic variables
depend on both the initial position of on the grid (R0,Z0) and time.
The code uses a quadrilateral zone grid in which the the pair of phys-
ical coordinates (R0,Z0) is replaced by a pair of dimensionless coor-
dinates (i, j), so that for example R(R0, t) is replaced by R(i, j, t).
The two different system of coordinates are related by the Jacobian
J =
∂(R,Z)
∂(i, j)
=
 ∂R∂i ∂R∂j
∂Z
∂i
∂Z
∂j
 , (46)
The domain of the Lagrangian coordinates is mapped onto the rect-
angle 1 < i < I and 1 < j < J in which couples of integer values of
i and j define the grid-points and couples of half-integer values are
used for the zone centers.
To implement the boundary conditions of interest, a ghost zone sur-
rounding the domain is introduced, as shown in figure 11. The hydro-
dynamic values in the ghost zone is assigned according to the bound-
ary condition chosen and the motion of the ghost vertices is deter-
mined by symmetry arguments. For example, if a radial symmetry
condition is chosen for the first cell of the mesh, that corresponds to
the center of the target, the initial ghost cell vertex has the opposite
velocity value of the first cell.
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2.9 numerical solution
To solve the above presented equations, DUED uses a splitting method
which consists in computing separately the increment produced by
different groups of physical processes. The solution is split in time by
the following process:
1. First, the code calculates the hydrodynamical terms of the equa-
tion, using the FD model described in (2.3);
2. Then, the other energy sources are calculated (laser-plasma in-
teraction, nuclear reaction, etc.);
3. At this point DUED solves the system of the energy equations
described in section 2.4.
Points 1-3 are iterated until some convergence criterion is fulfilled,
depending on the precision degree requested. This convergence crite-
rion is connected to the relative variation from the previous time step
to the following time step of the variables, as example
∆T
T
< , (47)
where  is the numerical precision request, typically  ∼ 10−4.

3
E X P E R I M E N TA L S E T U P
In this Chapter we describe the target and the typical observables
in the experiments we will later refer to for a comparison with our
simulation results.
3.1 the exploding pusher target
In the context of ICF research, it is useful to set up experiments which
are simplified with respect to a full-scale ICF implosion and allow a
more detailed characterization of the imploding plasma. In particolar,
such experiments allow a detailed comparison with simulation codes
and benchmarking of the latter. As an example of simplified targets
which is of relevance for our work, we describe the Exploding Pusher
target.
The Exploding Pusher (EP) target is used to isolate and study some
potentially important physical process, rather than to approach igni-
tion of the fuel. In particular, this kind of targets are focused on the
study of shock front propagation throughout the thermonuclear fuel.
R
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Figure 12: Exploding Pusher target used in one of the simulation made in
this thesis
The EP targets are smaller than the normal direct drive targets and the
ablative external shell is not present and are composed by an external
glass or plastic shell with a mixture of thermonuclear fuel inside, as
shown in figure 12. The standard target used for the ICF processes,
instead, are composed by an external shell of ablative plastic, a inner
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Figure 13: DT cryogenic target used in the NIF experiment [12]
shell of cryogenic DT fuel that contains the vapor of DT fuel inside,
as shown in figure 13.
Because the ignition of the fuel is not approached in this kind of tar-
get, the quasi-isentropic compression is not required and so the com-
pression is obtained by a single shock. Another difference between
the EP and the common direct drive targets is that in the first one
the ablation of the external shell is not generated, but all the shell is
strongly heated and explodes, causing a shock wave that compresses
the inner fuel. Very high temperatures are thus reached but the com-
pression degree of the fuel is not very high.
In spite of its simplicity, the EP target is a good instrument for the
study of thermonuclear quantities, in particular the principal experi-
mental observables analyzed are explained in the following section.
3.2 definition of experimental observables
The present section introduces the quantities that have been mea-
sured in the experiments performed at Omega [37]. For this reason,
the simulations are set to obtain the same observables and thus to
compare the simulations with the experiments. Such observables are:
1. Temporal Burn profile of reaction and Burn Time;
2. Yields;
3. Burn-averaged ion Temperature;
4. Convergence Ratio;
5. Laser Absorption;
6. ρR parameter.
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3.2.1 Temporal Burn profile and Burn Time
These parameters are connected to the temporal evolution of the num-
ber of reactions occurred during the process. The Temporal Burn pro-
file is defined as the rate of the different reactions integrated over the
volume. The reaction rate per unit volume is
dN
dVdt
(r, t) = f1f2n2〈σv〉, (48)
where f1 and f2 are the atomic number of the species of the mixture
of fuel, n is the numerical density of the plasma and 〈σv〉 is the reac-
tivity, defined by equation 3.
Assuming spherical geometry, the Temporal Burn profile than is given
by the equation
BP(t) =
∫Rshell(t)
0
4pir2
dN
dVdt
(r, t)dr. (49)
The Burn Time BT is defined as the time for which the Temporal Burn
profile 49 has its maximum. It is possible to demonstrate (see chapter
4) that the Burn Time is similar to the time when the target has its
minimum value, as reported in figure 14.
3.2.2 Yields
The yield of a reaction represents the total number of nuclear reac-
tions that occurs during the entire evolution of the process. It is ob-
tained integrating the reaction rate of a particular reaction for all the
time of the process and for the entire volume of the target.
Y =
∫tend
0
∫Rshell(t)(t)
0
4pir2
dN
dVdt
(r, t)drdt. (50)
3.2.3 Burn-averaged ion Temperature
The Burn-averaged ion Temperature is defined as the temperature of
the pasma weighted on the rate of the relevant process:
〈T〉 = 1
Y
∫tend
0
∫Rshell(t)
0
4pir2T(r)
dN
dVdt
(r, t)drdt. (51)
Experimentally, this parameter can be obtained by the energy spec-
trum of the neutrons produced by the reaction. Indeed, the experi-
mental method to obtain the energy spectrum of neutrons is the anal-
ysis of the neutron time of flight (nTOF) [38]. This technique permits
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to obtain the total number of neutrons, and so have a indirect measure
of total reactions made during the process, and the energy spectrum
of these neutrons. The width of this spectrum is related to the aver-
aged velocity spread of the neutrons. It can be shown that this spread
is related to the temperature of the neutron emitting medium.
3.2.4 Convergence Ratio
The convergence ratio is defined as the ratio between the initial size
of the target Rshell and the minimal extension of the target in the
final stage of compression Rmin.
Conv =
Rshell(t = 0)
Rmin
. (52)
The convergence ratio is thus an indicator of the target compression
efficiency during the implosion.
R      (t=0)shell
R      min
BT
Figure 14: The figure shows the time evolution of some mass elements of the
target (implochart). In the figure, the values of the target dimen-
sion Rshell(t = 0) and Rmin and the Burn Time BT are shown.
3.2.5 Laser Absorption
The laser absorption is an averaged measure of the laser energy ab-
sorbed by the shell of the target during all the time Tlaser in which
the laser is on. This observable is defined as the ratio between the
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energy absorbed by the target and the total energy of the laser.
〈Abs〉 =
∫Tlaser
0 Pabs(t)dt∫Tlaser
0 Plaser(t)dt
. (53)
3.2.6 ρR Parameter
The ρR parameter is defined as the peak value of the integral
ρR(t) =
∫Rshell(t)
0
ρ(r, t)dr.
This parameter gives an estimate of the confinement of the fuel. In a
large ignited target, it can be shown that within suitable assumption
the burn efficiency is a function of such parameter [1].
3.3 main experimental results
In recent years, the transition regime from hydrodynamics to kinetic
has been studied from different points of view. As example, the re-
cent work of Rosenberg [13] is reported here. In this work, Rosenberg
compares a series of glass-shell implosion performed on the OMEGA
laser facility[39] with the equivalent hydrodynamic 1D simulation
performed with the DUED simulation code, the same code used in
this thesis work.
These results are presented in this section to show the differences be-
tween the experimental results and the purely hydrodynamic DUED
simulations. In the following chapters of this thesis, the microscopic
models introduced in chapter 1.2 are set on the input parameters of
experiments conducted by the MIT Petrasso’s group with OMEGA
laser facility at University of Rochester on 20th November 2013 in the
prevision of a future comparison with a more careful experimental
setup.
Unfortunately, all the experimental data have not been evaluated. So
a detailed comparison with the results of this thesis are not possible.
For this reason, at the end of this work, the numerical results of the
modified DUED code with the model discussed are compared with
the following experimental results used in the Rosenberg’s cited arti-
cle.
An important observable characterized for the first time in the MIT
experiments is the temporal evolution of the spatial resolution of the
neutrons emission. Preliminary results have shown that the neutrons
emission has a spatial bell-type spectrum centered at the center of the
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target.
The targets used in this work are EP targets with an outer radius of
430 µm and a glass shell radius of 2.3 µm, filled with a range of fill
densities of equimolar D3He gas, from 3.1 to 0.14 mg/cm3. The cap-
sules were imploded by symmetrically-pointed beams delivering 14.6
kJ in a 0.6−ns pulse.
The Rosenberg’s work has been focused on the DDn and D3He reac-
tions and analyses the Yields and the Burn-averaged ion Temperature
as a function of initial gas density of the fuel. These results are shown
in the figure 15:
Density (g/cc)
Density (g/cc)
Figure 15: Measured and DUED-simulated DDn and D3He yields and burn-
averaged ion temperatures as a function of initial gas density of
the fuel.
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As shown in figure 15, DUED-simulated DD and D3He yields are
slowly varying as the initial gas density is decreased, increasing in
the case of D3He, as the decrease in density is balanced or overcome
by an increase in temperature and fusion reactivity. In contrast, the
measured yields decrease dramatically at low density. On the other
hand, both the measured and DUED-simulated ion temperatures in-
crease as gas density is decreased, suggesting that more energy is
coupled to each ion at lower gas density; however, the trend in Ti is
much stronger in simulation than the experiment.
This discrepancy between the experimental results and numerical
simulations, especially at low initial density suggests that at this den-
sity the purely hydrodynamic description of the process is not ade-
quate. In order to qualitatively understand the strong discrepancy be-
tween the experimental and simulation results at low densities, this
general trend is recast in terms of the Maxwellian-averaged ion-ion
mean free path1, where λmfpi ∝ T2i /ni. As the initial fill density is de-
creased from 3.1 to 0.14 mg/cm3, the ion density2 after shock conver-
gence decreases from ∼ 2× 1022 to ∼ 5× 1021. Concurrently, with the
decrease in ion density, the average ion temperature increases from
14 keV to 28 keV , such that over the range of the experiment, λmfpi
varies from ∼ 40 µm at high density to ∼ 800 µm at low density. At
high density, the ion-ion mean free path is ∼ 0.3Rshell, where Rshell
is the estimated minimum shell radius ∼ 130 µm; for these reasons
at high density the purely hydrodynamic description is still valid. At
low density, λi ∼ 9Rshell, with Rshell ∼ 85 µm, long ion mean free
path effects are significant, so the inclusion of this microscopic effects
into the hydrodynamic model is necessary.
1 The ion mean free path introduced here is analyzed in detail in the description of
the kinetic effect connected with its in chapter 4.2
2 The ion density is inferred either from the fuel ρR or from the minimum shell radius,
obtained by the convergence.

Part II
V I S C O S I T Y A N D T R A N S P O RT M O D E L S
In particular, the modelS of ion viscosity and non local
electron transport are discussed. At the end, a comparison
between the experimeNtal results and the numerical ones
is proposed.

4
I O N V I S C O S I T Y
As discussed in chapter 2.1, DUED uses a single fluid model for the
momentum equation, which means that the quasi-neutrality of the
plasma is assumed. This approximation also means that DUED does
not consider a possible ion separation of the two ion species, i.e. Deu-
terium and Helium-31.
The momentum equation used in DUED is
ρ
du
dt
= −∇p−∇ : Πa, (54)
where ρ is the density of plasma, u is the velocity, p is the pressure,
Πa is the viscosity stress tensor[8].
In particular, results obtained with a computationally cheap artificial
viscosity model are compared with those obtained including the ac-
tual viscosity of the plasma.
4.1 necessity of viscosity
The ideal description of a fluid, i.e. without the viscosity effect, be-
comes inadequate for the description of the propagation of a shock
front. In fact, when using the ideal hydrodynamic equations the prop-
agation of a shock front throughout a fluid is described by the Hugo-
niot boundary conditions [8], that give a discontinuous solution across
the shock front, between the fluid upstream (region 1) and down-
stream (region 2). The boundary conditions in the shock front rest
frame are:
ρ1u1 = ρ2u2, (55)
ρ1u
2
1 + p1 = ρ2u
2
2 + p2, (56)
ρ1u1
(
e1 +
1
2
u21 +
p1
ρ1
)
= ρ2u2
(
e2 +
1
2
u22 +
p2
ρ2
)
. (57)
The solution of hydrodynamic equations 10-13 with these boundary
1 Some different models have been developed that include the ion species separation,
in which the assumption of the DUED code is not valid anymore. See, for example
[18] and [40]
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conditions, does not describe any smooth transition between the two
different hydrodynamics states upstream and downstream the shock
front. This has two different consequences on the hydrodynamic so-
lution of the system: the first is that this model does not show the
physical principle that allows the formation and the propagation of
the shock front and the second is that the solution of the hydrody-
namic system has not a continuos solution across the shock front, as
told before, and the entropy of the system is not conserved at the dis-
continuities of hydrodynamic variables.
To answer to these restrictions of the Hugoniot model of propagation
of a shock front, the viscosity effects must be introduced in the de-
scription of the hydrodynamics [7], as described in chapter 4.2.
The introduction of these effects, moreover, generates a smooth so-
lution of the hydrodynamic equations between the two regions up-
stream and downstream the shock front. For this reason, the propa-
gation of a shock front into a hydrodynamic code needs the inclusion
of a viscosity model.
As it will be shown in the Appendix A, the numerical implementation
of the one dimensional viscosity term does not require high compu-
tational cost, in spite of the multi-dimensional viscosity model, for
this reason only the one dimensional model will be analyzed in this
thesis.
4.2 real viscosity model
When viscosity effects are introduced, the stress tensor introduced in
the momentum equation is the well known Navier-Stokes one, repre-
sented as
Πij = µ(ρ, T)
(
∂ui
∂xj
+
∂ui
∂xj
−
2
3
δij
∂uk
∂xk
)
, (58)
where µ(ρ, T) is the viscosity coefficient that can be written as [31]
µ(ρ, T) = nivthl
mfp
i , (59)
where vth =
√
kbTi
mi
is the ion thermal velocity and lmfpi is the ion
mean free path. The particles of the ion species are heavier than the
electrons of a factor mi/me and so they have more inertia; for this
reason, the ions are the vectors for the momentum transport in the
momentum equation and, in particular, the effect of electron momen-
tum transport can be neglected in the viscosity term[7].
The ion mean free path is defined as
l
mfp
i =
1
niσi
, (60)
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where σi is the cross section of the collisional processes. Following
the Spitzer integration of the Coulomb potential[41] to solve the colli-
sional cross section, the ion mean free path takes the form:
l
mfp
i =
√
5
24pi
(kbTi)
2
Z4e4ni lnΛi
, (61)
where ni is the numerical density of the ion species (in quasi-neutrality
approximation ni = Zne), Z is the average charge of the ion species
and the Coulomb logarithm Λi is the logarithm of the ratio between
the Debye length2 λD and the distance of minimum approach
Λi =
3
2Z2e3
√
k3bT
3
i
pin
. (62)
This model was obtained in the local approximation of the depen-
dence of µ from the hydrodynamic variables, i.e. it is supposed that
the length scale of variation of the viscosity coefficient is less or equal
of the length scale of variation of the hydrodynamic quantities in or-
der to consider for the computation of the value of ion mean free
path in a point only the values of the hydrodynamic quantities in
that point.
Using the viscosity dtress tensor 58, the momentum equation 54 be-
comes
ρ
du
dt
= −∇p−∇× [µ (∇× u)] +∇
(
4
3
µ∇ · u
)
. (63)
In agreement with the equation 13, the inclusion of the ion viscosity
into the hydrodynamic model needs not only the viscosity stress ten-
sor 58 as momentum flux into Navier-Stokes equation, but also the
inclusion of a correction into the energy equation for the ions species.
This term is necessary to consider the variation of internal energy due
to the effect of collisions. Indeed, the collisions into the ions transform
the kinetic energy of the particles into heat, varying the entropy of the
system.
This corrective term for the spherical one dimensional equation has
2 The Debye length is defined as
λD =
√
Ti
4pine2
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the form [8]
(
∂E
∂t
)
a
=
4
3
µ
[(
∂u
∂r
)2
+
(
u
r
)2
− 2
u
r
∂u
∂r
)]
. (64)
The numerical implementation of this model, that required an in-
depth treatment, is described in appendix A.
4.2.1 Behavior at shock front
To analyze the effect of the viscosity at the shock front, we consider
the one-dimensional plane flow of a viscous gas in the shock front
rest frame, i.e. the flow can be considered steady at any given time.
The equations of continuity, momentum and energy for the steady
case (∂/∂t = 0) with the viscous term included are [7]:
ρ2u2 = ρ1u1, (65)
ρ2u
2
2 + p2 − µ2
du2
dx
= ρ1u
2
1 + p1, (66)
ρ2u2
(
e2 +
1
2
u22 +
p2
ρ2
)
− µ2u2
du2
dx
= ρ1u1
(
e1 +
1
2
u21 +
p1
ρ1
)
,(67)
in which the same boundary conditions of Hugoniot problem are im-
posed. The presence of viscosity, the term containing du/dx, causes
the distribution of the flow variables with respect to x in the shock
front to be continuous, otherwise, the gradient du/dx would go to
infinity, which would contradict the fact that the variables are finite.
This means that, if the viscosity coefficient is very small into the fluid,
the effects of viscosity can be neglected everywhere except at the
shock front.
It is possible to demonstrate [7] that the thickness of the shock front
is proportional to the mean free path as:
δ ∼ λ
mfp
i
M
M2 − 1
, (68)
where M is the Mach number defined as the ratio between the prop-
agation velocity of the shock front and the sound speed of the un-
perturbed flow. The equation 68 shows that, in the limiting case of
strong shock front in which M → ∞, δ → 0. The statement that the
front thickness vanishes as the wave strength increases should not to
be taken literally. The fact is simply that when the front shock thick-
ness becomes of the order of a mean free path, the hydrodynamic
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theory loses its meaning, since it is based on the assumption that the
gradients are small, that the mean free path is small in comparison
with the distance over which appreciable changes in the flow vari-
ables take place.
It is evident physically that the thickness of the shock front for a wave
of any strength cannot become smaller than the mean free path, since
the ion flowing into the discontinuity must make at least several col-
lision in order to scatter the directed momentum and to convert the
kinetic energy of the directed motion into the kinetic energy of ran-
dom motion (heat).
4.2.2 Flux limiter
In the regime in which the ion mean free path becomes comparable
to or greater than the characteristic dimension of the system, the in-
troduction of a limit for the momentum flux is necessary.
To better understand this argument, the momentum equation in La-
grangian form can be written as
ρ
du
dt
= ∇(−p+ µ∇u). (69)
This means that the momentum flux is driven by the sum of two
surface forces: the pressure and the viscosity. The hydrodynamics is
satisfied until the principal physical process that transports the mo-
mentum of the fluid is the pressure and the effects of viscosity give a
much smaller contribution.
Physically this limitation is necessary because when the mean free
path becomes greater than the characteristic dimension of the system,
the ions have not the space to collide each other and so the ion species
cannot be considered thermalized.
For this reason, the momentum flux driven by the viscosity must be
less than the one driven by pressure
|Π| = µ|∇u| p, (70)
this means that the maximum value of the stress tensor is limited to
a fraction of the value of pressure
|ΠMAX| = f · p, (71)
where f is a numerical coefficient introduced ad hoc. A preliminar
analysis for the momentum flux limiter has been performed. The goal
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of this analysis is finding the correct numerical coefficient for the
momentum flux limiter that gives a match between the simulation
and the experimental observables (see section 4.8). In this work, the
default value for the flux limiter3 has been chosen as f = 0.5.
4.3 artificial viscosity model
The artificial viscosity model is introduced in the hydrodynamic code
when the typical extension of the shock front is small compared to
the cells thickness of the code. Indeed, in order not to have a discon-
tinuity, a high spatial resolution is necessary to consider the viscosity
effects into the hydrodynamics system. A high resolution produces
a high computational work, because the dimension of the system is
typically much greater than the thickness of the shock. For this rea-
son, an "artificial" viscosity term is introduced ad hoc to allow the
propagation of a shock front throughout an inviscid fluid.
The Tensor Artificial Viscosity (TAV) model was introduced by Shulz
in 1964[42].
The basic idea is to introduce a similar-dissipative term in the Euler
equation that must satisfy the following physical conditions:
1. The artificial viscosity must discern a reversible compression
process from an irreversible one, i.e. a shock front propagation.
2. The artificial viscosity must act only on the velocity component
perpendicular to the shock front, i.e. the parallel component
must be continuous.
3. The artificial viscosity must turn off when only a stretching or
rigid rotation occurs.
The Shulz TAV model allows to introduce a viscosity effect into multi-
dimensional codes, like DUED one. In this thesis, only the one dimen-
sional evolution of hydrodynamic system is made, so in the following,
only the one dimensional spherical term of the two-dimensional TAV
stress tensor is analyzed.
In this space, for a shock front driven in the Rl direction, in the one
dimensional spherical Euler equation:
ρ
du
dt
= −
dp
dR
, (72)
the pressure term is substituted with the viscid term
p→ p+Πa, (73)
3 The preliminar analysis of the flux limiter variation, made in chapter 4.8,has been
shown that this parameter influences only the spatial resolution of neutron emission
and does not modify the other observables.
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where Πa is the artificial viscid term, defined as
Πa = −a0ρ
(
∂u
∂k
)
min
·
∣∣∣∣ ∂∂k
(
∂u
∂k
)
min
∣∣∣∣, (74)(
∂u
∂k
)
min
= min
[(
∂u
∂k
)
, 0
]
,
The term a0 represents the thickness of the shock front, because it is
defined as
a0 =
∆k
pi
√
γ+ 1
2
, (75)
where γ is the adiabatic index of the plasma. It is usual to chose
a0 = 2, that spreads the shock front over three to four zones, i.e. the(
∂u
∂k
)
min
term is nonvanishing only over three to four zones.
The generalization of this viscosity term to multi-dimensional sys-
tems requests to introduce a tensorial form for the viscid term, as
developed in Shulz’s work [42].
4.3.1 Flux limiter
When the real viscosity model is activated, the DUED code uses both
the two viscosity model previously discussed, in order to consider
the effects of real viscosity when the ion mean free path is greater
than the cell dimension and the effects of artificial viscosity model
when the correction of the real model is inadequate for the spatial
resolution of the mesh.
To force the code to use only the real viscosity model when its effects
dominate on the artificial model ones, the artificial viscid term 74 is
substituted with
Πa → Πa · exp
(
−2
l
mfp
i (r)
d
)
, (76)
where d is the dimension of the space cell of position r. The limiter 76
shows that the effect of artificial viscosity is exponentially subdued
for the increasing of the ratio between the local ion mean free path
and the dimension of the equivalent cell.
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4.4 simulation parameters
In this section, the parameters of simulations done to verify the two
different models of viscosity described before are introduced. The
runs are inspired by the input data of the 20th November 2013 exper-
iments at the OMEGA facility at the Rochester Laboratory made by
the Plasma group of MIT [37, 43].
4.4.1 CD Shell
This set of simulations uses a target with a shell of deuterium plastic
(CD) filled with a mixture of Deuterium-Helium3 (D3He) gas. The tar-
get has thickness of 430 µm and the shell has radius of 5 µm and den-
sity of 1.08 g/cm3. The mixture of gases inside the target has pressure
of 5 atm at standard temperature and different value of Deuterium
concentration inside. In particular, the concentrations used are shown
in table 2
Run Deuterium concentration (%) Initial density (g/cm3)
EPCD_0001 0 0.6303 · 10−3
EPCD_0002 20 0.6536 · 10−3
EPCD_0003 50 0.7000 · 10−3
EPCD_0004 80 0.7704 · 10−3
EPCD_0005 100 0.8404 · 10−3
Table 2: Deuterium concentration and initial density of the set of simulation
using the CD shell target.
4.4.2 Glass shell
This cycle of simulations uses a target with a glass shell filled with
a mixture of Deuterium-Helium3 (D3He) gas. The target has radius
of 430 µm and the shell has thickness of 2.3 µm and density of 2.20
g/cm3. The mixture of gases inside the target has a concentration of
50% Deuterium and 50% of Helium3 with different values of initial
pressure of the gas at standard temperature. In particular, the pres-
sures used are shown in table 3
To allow to cover all the evolution of the ICF process, the simulations
last TMAX = 1.2 ns. The variation of the initial density of the fuel, for
both the two kind of targets, needs the variation of the mesh resolu-
tion. In the target, there is a boundary layer between the two region
of the target (fuel and shell), that are characterized by much different
densities.
To guarantee a good evaluation of the simulation and to avoid un-
physical development of the process, the total number of mesh cells
4.5 simulation results 47
Run Pressure (atm) Initial density (g/cm3)
EPG_0001 1.5 0.209 · 10−3
EPG_0002 2 0.418 · 10−3
EPG_0003 5 0.700 · 10−3
EPG_0004 10 1.401 · 10−3
EPG_0005 15 2.101 · 10−3
Table 3: Pressure and initial density of the set of simulation using the Glass
shell target.
was varied to ensure that the cells at the boundary layer have the
same mass. This development of the mesh allows to confine possible
numerical instabilities, generated at the boundary layer, into few cells
(∼ 2− 5) and blocks the propagation of these numerical instabilities
into the target.
The laser pulse is a 0.8 ns pulse with a intensity peak of 2.16 · 1013
Watt and has a energy of 12.96 kJ with a pulse profile as shown in
figure 16:
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Figure 16: Power profile of laser pulse.
4.5 simulation results
The results of the performed simulations are presented below, report-
ing some of the observables described in chapter 3.2. In all figures
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reported, the solid lines represent the real viscosity model results,
while the dashed lines represent the artificial viscosity model results.
4.5.1 Glass shell
In this section, the results of glass shell simulations are presented, in
particular on the effects of density variation of viscosity model. In
figure 17 the evolution of reaction yields depends on target initial
densities for both DD and D3He reaction is presented.
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Figure 17: Reaction yields for DD and D3He reactions vs initial gas densities.
Solid line: real viscosity, dashed line: artificial viscosity
Another result in which the difference between the two models is evi-
dent is the Burn-averaged ion temperature of the reaction, as reported
in figure 18
These plots show that the real viscosity model reduces the thermonu-
clear reaction rate of the gas and especially reduces the burn-averaged
ion temperature. The effects of real viscosity are more pronounced for
the D3He reactions.
To explain these results, it is important to consider that both the yields
and the burn-averaged ion temperature depend on the total number
of reactions of the process and this is proportional to the cross section
of the reaction, as expressed in chapter 3.2.
As shown in figure 1, the cross section of both the reactions differently
depends on the temperature of the fuel, in particular, in the temper-
ature range T = 10 keV − 1 MeV , the cross section of the D3He reac-
tion is greater than the one of DD reaction. The temperature variation
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Figure 18: Burn-averaged ion temperature for DD and D3He reactions vs
initial gas densities. Solid line: real viscosity, dashed line: artificial
viscosity
in this range more influences the D3He cross section than the DD one.
4.5.2 CD shell
In this section, the results of CD shell simulations are presented. In
figure 19 the evolution of reaction yields for both DD and D3He re-
actions depends on different Deuterium concentration of inner gases
mixture is presented.
As in the case of the Glass shell target, the difference between the two
models is evident is the Burn-averaged ion temperatures, as reported
in figure 20
The real viscosity model not only reduces reaction yields (see figure
20), but also modifies the time profile of reaction rates, mainly for the
D3He reaction. For example, figure 21 reproduces the reaction rates
evolution for the 50% Deuterium concentration.
As shown in figure 21, the reaction rates for artificial viscosity model
present two peaks, which correspond to the two different times at
which the shock front bounces at center of the target, as expressed in
the following implosion diagram (implochart) for the artificial viscos-
ity model case (figure 22).
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Figure 19: Reaction yields for DD and D3He reactions vs Deuterium con-
centration of the inner gasses mixture. Solid line: real viscosity,
dashed line: artificial viscosity
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Figure 20: Burn-averaged ion temperature for DD and D3He reactions vs
Deuterium concentration of the inner gasses mixture. Solid line:
real viscosity, dashed line: artificial viscosity
In figure 22, the green line in the artificial viscosity implochart rep-
resents the propagation of the shock front in the inner region of the
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Figure 21: Time evolution of reaction rates for DD and D3He reactions. Solid
line: real viscosity, dashed line: artificial viscosity
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Figure 22: Comparison between the implochart diagrams of real viscosity
model and artificial viscosity model in 50% Deuterium concentra-
tion CD shell simulation. The red lines represent the shell region,
the blue lines represent the fuel region and the green line into the
non viscosity implochart represents the propagation of the shock
front.
target. As it is shown, the time at which the reaction rates of D3He
reaction of artificial viscosity model have their maximum values cor-
responds to the time at which the shock bounces at the center of the
target and rebounds at the inner shell.
The difference between the implocharts of the two different models
analyzed can be justified by the different shock front propagation of
the two models (see chapter 4.6).
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4.6 ion mean free path
To explain the differences of the observables discussed in section 4.5,
it is necessary to analyze the evolution of the hydrodynamic vari-
ables in the simulation performed with the two different models. To
explain these differences, the output of the simulation referred to the
CD shell target with inner gas of 50% of Deuterium concentration is
analyzed.
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Figure 23: Spatial evolution of hydrodynamic quantities at t = 0.672 ns.
Solid line: real viscosity, dashed line: artificial viscosity
Figure 23 shows that in the artificial viscosity model, represented
by dashed lines, the shock front is very sharp, i.e. the connection
between the region upstream the shock front and downstream the
shock front occurs in just a few cells of the code mesh. Instead, in
the real viscosity model, represented by solid lines, the shock front
has a smoother profile, because the connection between the upstream
region and downstream region occurs on a length of the same order
of the ion mean free path, as predicted by the theory. That being so,
the analysis of the ion mean free path is a good tool to discern when
it is necessary to use the real viscosity model instead of the artificial
viscosity model. In fact, as expressed before, in the artificial viscosity
model, the width of the shock front is approximately the width of
3− 5 cells, instead in the real viscosity model is of the order of the
ion mean free path.
The following figure 24 shows the profile of the hydrodynamic quan-
tities, at t = 0.370 ns, t = 0.672 ns and t = 0.720 ns
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Figure 24: Spatial evolution of hydrodynamic quantities at t = 0.370 ns, t =
0.672 ns and t = 0.720 ns. Solid line: real viscosity, dashed line:
artificial viscosity
To better understand the importance of the ion mean free path, the
Knudsen number is introduced. It is usually defined as the ratio be-
tween two characteristic scale dimension of he system. In this case, it
is defined as the ratio between the ion mean free path lmfpi and the
thickness of the Lagrangian cell at the position r
Nk(r) =
l
mfp
i (r)
d(r)
. (77)
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Figure 25: Spatial evolution of hydrodynamic quantities, ion mean free path
and Knudsen number at t = 0.370 ns. Solid line: real viscosity,
dashed line:artificial viscosity.
At t = 0.370 ns, the shock front formed in the inner gas of the target
is weak and only a pre-heating downstream the compression front is
present. The profiles of the two models match each other and this
suggests that the viscosity stress tensor in the equation 54 could
be neglected. As shown in figure 25, the biggest value of Knudsen
number is in the correspondence of the peak of the pre-heating pro-
file and is Nk = 0.23. In that point, the ion mean free path values
l
mfp
i = 5.34 · 10−5cm. This means that at this time, the value of ion
mean free path is not too much to distinguish the effects of the two
viscosity models.
This means that until this instant, the system is well represented by
an inviscid fluid in which a shock front is propagating.
At t = 0.570 ns, the shock front downstream the compression front
is clearest, as shown in figure 26 observing the red line of the density
profile. The first discrepances of the two viscosity models are appear-
ing in this figure: analyzing the temperature profiles, both ions and
electrons, the shock front of the real viscosity model is thicker than
the artificial viscosity model one, as expected by the theoretical anal-
ysis.
Analyzing the Knudsen number and the ion mean free path, it is
clear that in correspondence of the shock front these parameters as-
sume their higher values and in the central region of the shock front
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Figure 26: Spatial evolution of hydrodynamic quantities, ion mean free path
and Knudsen number at t = 0.570 ns. Solid line: real viscosity,
dashed line:artificial viscosity.
the Knudsen number assumes values higher than unity, in particular,
analyzing the real viscosity model parameters, the peak of Knudsen
number is Nk = 8.95 and in correspondence of that the ion mean free
path is lmfpi = 3.27 · 10−3cm. Comparing the width of the shock front
of the two viscosity models, for the real one, the thickness is ∼ 40µm,
that is of the same order of the ion mean free path, instead for the
artificial one the thickness is ∼ 30µm.
At t = 0.692 ns, the shock front of artificial viscosity model simula-
tion overtakes the shock front of the real viscosity model simulation:
the shock front of the artificial viscosity model is presenting a step
profile in the density spatial distribution and a larger pre-heating for
both ions and electrons species, as observed in figure 27. For these
reasons, the shock front is traveling faster than the shock front of the
real viscosity model. The width of the fronts in the two models have
increased in time, in fact at this time step it is ∼ 140 µm for the ar-
tificial viscosity model and ∼ 120 µm for the real viscosity one. The
Knudsen number becomes very high in the front region, for both the
two models, and reaches values greater than one in all the regions,
having a peak of Nk = 69.80 for the real viscosity model. In corre-
spondence of that, the ion mean free path is lmfpi = 228 µm. Instead,
out of the shock front region, the Knudsen number assumes values
less than unity and this means that in this region the real viscosity is
not important and the fluid could be considered inviscid.
At t = 0.720 ns, the shock front in the real viscosity model is arriv-
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Figure 27: Spatial evolution of hydrodynamic quantities, ion mean free path
and Knudsen number at t = 0.692 ns. Solid line: real viscosity,
dashed line:artificial viscosity.
0 50 100 150 200 250 300 350 400 450
r µm
10-10
10-8
10-6
10-4
10-2
100
102
104
t=0.720 ns
ρ (g/cm3 )
Te  (eV)
Ti  (eV)
P (Mbar)
lmfpi  (cm)
Nk
Figure 28: Spatial evolution of hydrodynamic quantities, ion mean free path
and Knudsen number at t = 0.720 ns. Solid line: real viscosity,
dashed line:artificial viscosity.
ing at the center of the target. This can be observed in the figure 28
because the ion temperature presents an uniform profile at the center
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of the target. As stated before, the shock front of the artificial viscos-
ity model is propagating faster than the one of the other model, so
at this time step the shock front has yet reflected at the center of the
target and is returning back. At this time, the Knudsen number is
reaching his top value in correspondence of the center of the target
Nk = 150.99. the ion mean free path here is l
mfp
i = 850 µm. In this
final step of compression, the size of the shock front, that in this case
is ∼ 120 µm, becomes of the same order of the size of the target.
4.7 validity limit of the viscosity model
The study of evolution of ion mean free path shows that this quantity
grows up during the compression process, in particular in the front
shock region. This is possible, in agreement with equation 78, because
the increase of temperature is greater than the density one.
Because the ion mean free path becomes greater than the dimension
of the grid zones for much time of the compression process, the real
viscosity model must be used instead of the artificial viscosity model
for the description of the dynamics of Exploding Pusher-like target.
At the end of the compression process, the ion mean free path be-
comes of the same order of and, on a later stage, greater than the size
of the target. The validity condition for the hydrodynamic approxima-
tion of the process establishes that the characteristic dimension of the
fluid elements, and subsequently the characteristic dimension of the
system, must be greater than the mean free path of the process. This
condition is not valid anymore in the shock front region at the end of
compression process, when the most part of thermonuclear reactions
occurs, because the ion mean free path exceeds the size of the target.
The discussion made for the case of 50% Deuterium concentration CD
shell, may be generalized for the other cases analyzed, recalling the
dependence of ion mean free path from hydrodynamic quantities:
l
mfp
i ∼
T2i
n
∼
T2i A
ρ
, (78)
where A is the averaged mass number of the gas fuel. Changing the
initial concentration of Deuterium in the gas mixtures in the CD shell,
the mass number A varies from 2 to 3 and so the ion mean free path
varies by 30%. For this reason, the time in which the condition of hy-
drodynamic approach is no longer valid is approximately unchanged,
as shown the following table 4.
Changing the initial density of the inner gas in the glass shell target,
the variation of density profile increases with the initial density of
the gasses mix. For this reason, the time at which the hydrodynamic
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Deuterium concentration (%) validity time (s)
0 6.35 · 10−10
20 6.50 · 10−10
50 6.70 · 10−10
80 6.87 · 10−10
100 7.00 · 10−10
Table 4: Time step in which the hydrodynamic condition is not valid any-
more at different deuterium concentration of CD shell.
model is not valid anymore is longer for high density (low ion mean
free path) and shorter for low densities, as reported in the following
table 5.
initial density (g/cm3) validity time (s)
0.209 · 10−3 6.00 · 10−10
0.418 · 10−3 6.40 · 10−10
0.700 · 10−3 6.60 · 10−10
1.401 · 10−3 6.90 · 10−10
2.101 · 10−3 7.02 · 10−10
Table 5: Time step in which the hydrodynamic condition is not valid any-
more at different initial densities for glass shell.
4.8 study of flux limiter for the real viscosity model
As introduced in chapter 3.3, the simulations performed in this chap-
ter have been set on the the experimental input of the MIT experi-
ments of November 2013 [37, 43]. An important observable character-
ized for the first time in the MIT experiments is the spatially resolved
temporal evolution of the neutron emission. Preliminary results (pri-
vate communication with Rosenberg) have been shown that the neu-
tron emission has a spatial bell-type profile located at the center of
the target.
To reproduce this observable, the diagnosis of neutrons spectral emis-
sion per unit volume has been inserted in the DUED code. A prelim-
inary analysis of this numerical observable showed different results
between the experimental results and the one obtained with the real
viscosity model activated. For the real viscosity model, indeed, the
peak of neutrons emission profile is not located at the center of the
target.
The analysis of these results has suggested to modify the viscid flux
limiter introduced for the real viscosity model in the section 4.2.2, in
particular here the results of the change of this parameter are shown.
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For simplicity, only three of the cases introduced in this chapter are
reported, i.e. the case EPCD_0003 for the CD shell target (see table 2)
and the cases EPG_0001 and EPG_0005 for the Glass shell target (see
table 3).
The neutrons emission profile have been performed for both the DDn
and D3He reactions and the results obtained are shown in figures 29.
30 and 31.
These figures show that at high initial density (figure 29) the variation
of the viscid flux limiter allows to obtain a bell-type neutron emission
profile center at the center of the target when the viscid flux limiter is
f = 0.25, in agreement with the experimental neutron emission pro-
file.
When the initial density of the target is decreased, the neutrons emis-
sion spectrum has a irregular shape, in particular, it is peaked at the
center of the target and presents a "jump", as shown in figures 30 and
31.
This result is in agreement with the discussion made in section 4.7
for the analysis of the ion mean free path: at low initial densities, the
hydrodynamic model is not adequate anymore to describe the evolu-
tion of the ICF process.
Instead, at high initial densities, these preliminary results on the vari-
ation of the viscid flux limiter show the necessity to improve the mod-
els that include the microscopic collisional effects into the hydrody-
namic models used, in order to clarify the necessity of a determinate
viscid flux limiter value in respect to another one. For this reason,
the experimental observation of the neutron emission profile may be
used as a test for the validity of the viscosity model inserted in the
DUED code.
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Figure 29: Neutrons emission profiles for both DDn and D3He reactions for
the Glass Shell target with initial density of 2.101 g/cm3. The flux
limiter values used are reported in the key.
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Figure 30: Neutrons emission profiles for both DDn and D3He reactions for
the CD Shell target with initial density of 0.700 g/cm3. The flux
limiter values used are reported in the key.
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Figure 31: Neutrons emission profiles for both DDn and D3He reactions for
the Glass Shell target with initial density of 0.209 g/cm3. The flux
limiter values used are reported in the key.
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N O N L O C A L E L E C T R O N T R A N S P O RT
In plasmas, the small ratio between the electron mass and the ion
mass species implies that the heat transport in the plasma is dom-
inated by the electron species [7]. The thermal electron transport is
usually treated in diffusive local approximation [44]. It is known that
this approximation is valid until the ratio between the electron mean
free path and the characteristic temperature gradient length is very
small. In the Exploding Pusher processes, this condition is often un-
fullfilled mainly in two regimes: at the ablation front, where the laser
interacts with the target, and in the final stage of shock propagation.
In this chapter, the Spitzer-Harm (SH) model is presented as the local
heat transport model and then a non local transport model is intro-
duced to go beyond the limits of SH model [45, 46]. The non local
transport model have been recently implemented in the DUED hy-
drodynamic code [47, 48] and numerical results are presented.
5.1 spitzer-harm model
The Spitzer-Harm model [44] describes a local heat flux that depends
linearly on the gradient of electron temperature by the formula:
Qsh = −Ksh∇Te, (79)
where Ksh is the Spitzer heat conductivity, defined as
Ksh =
2
5
Z
Z+ 0.2 log(Z+ 3.44)
20(2/pi)3/2k
7/2
b T
5/2
e
m
1/2
e e4Z logΛ
, (80)
where Z is the average ion charge and logΛ is the Coulomb logarithm
defined in chapter 4.2. To obtain this result, Spitzer used as start-
ing hypothesis that the distribution function of velocity of the elec-
tron species is a first order expansion from the Maxwell-Boltzmann
distribution, i.e. f(v,µ) = f0(v) + vv · f1(v) where f0(v) is the usual
Maxwellian distribution [44]. To analyze the distribution function evo-
lution of the system, the Boltzmann equation must be introduced:
∂f
∂t
+ v · ∇f− eE
me
· ∇vf = Ce, (81)
where f = f(x, v, t) is the distribution function, E is the electric field
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and Ce is the electron collisional operator. Making use of the expan-
sion of distribution function in the Boltzmann equation, following the
computation of Luciani and Mora [46], the first-term expansion of the
distribution function f1 takes the form:
f1 = −
v4
v4th
λe
(mev2
2Te
− 4
) 1
Te
∇Tef0, (82)
where vth is the electron thermal velocity and λe is the electron mean
free path defined as [49]
λe = (λeeλei)
1/2 = (Z+ 1)−1/2
(kbTe)
2
4pine4 logΛ
. (83)
From this result, the heat flux takes the form
QSH =
2pime
v4th
λe
1
Te
∇Te
∫∞
0
(mev2
2Te
− 4
)
v9f0dv. (84)
The perturbation calculation of the Boltzmann equation 81 holds as
long as, at fixed point x, the ratio between the values assumed by
the distribution function for each velocities v f1/f0 is less than one.
Observing the equation 82, the ratio f1/f0 is certainly larger than 1
for sufficiently large values of the electron velocity. However, this is
unimportant if those velocities do not contribute to the heat flux. This
occurs, for example, when the number of fast electrons is too small
to contribute in the heat flux 84.
The integration of equation 84 permits to calculate which velocities
maximize the heat flux, obtaining v ≈ 3.71vth.
This means that, at fixed point x, the value assumed by the distribu-
tion function f1 for the velocities v ≈ 3.71vth becomes:
|f|1 ≈ 547λe
λT
f0, (85)
where the temperature gradient length λT = |Te/∇Te| is introduced.
As told before, the SH model is valid until f1/f0  1. From the result
85, this condition corresponds to have a ratio between the electron
mean free path and the temperature gradient length less than 2 · 10−3.
The local SH model for thermal flux implies that for the calculation
of electron mean free path the LTE approximation is valid, i.e. the
electron temperature corresponds to the thermal energy for the av-
eraged thermal velocity of the system v2th ∼ Te. On the other hand,
when the distribution function presents an anisotropic term f1, the
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mean free path of fast electrons behaves as the fourth power of ve-
locity λe(v) = (v4/v4th)λe(vth), therefore, for those electrons which
actually carry the heat flux, the mean free path is much larger than
the thermal electron mean free path. This means that, to consider the
effects of fast electrons for the heat flux, it is necessary to improve the
SH model with a non local electron transport model.
5.1.1 Behavior at steep temperature profile
In the limit of steep temperature profile, in which the temperature
gradient length is 0, the heat flux of SH model 84 is infinity. Obvi-
ously, this results has not a physical sense and for this reason a phys-
ical limit for the heat flux must be introduced1; this limit is also con-
venient with a view to the numerical implementation of this model.
The limited heat flux is represented by a fraction of the free-streaming
value for the electron beams
|Q|FS = nemev
3
th, (86)
where ne is the electron numerical density. The heat flux is so rep-
resented by the minimal value between the SH result ant the limit
shown before
|Q| = min(|Q|SH, f · |Q|FS), (87)
where f is a numerical coefficient introduced ad hoc in agreement
with both Fokker-Plank (kinetic) simulations [50] and experimental
results. A standard value used in Inertial Fusion is f = 0.06.
5.2 non local model
As a non local transport model, the Luciani-Mora-Virmont (LMV)
one dimensional model is analyzed [45]. The starting idea is intu-
itive; at any point in the sharp temperature gradient (sharp means
significant changes of temperature within a few electron mean free
paths), the number of the fast electrons depends not only on local
thermodynamic conditions, but also on the spatial location where
these electrons may came from. The heat flux is therefore determined
by the portion of the temperature profile enclosed in a few hundreds
of mean free path interval and is non local.
1 The necessity of the introduction of a limit for the SH heat flux is connected to the
restriction of the model imposed by a local theory. In the following non local model,
indeed, this limit is no more necessary.
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Mathematically, a convolution product in the position or phase space
will do the job of selecting the relevant region of space.
So there should be some kernel w(x, x ′) such as the heat flux at x is
Q(x) =
∫∞
−∞w(x, x ′)QSH(x ′)dx ′. (88)
The kernel proposed by the LMV model is
w(x, x ′) =
1
2λ(x ′)
exp
(
−
∣∣∣∣ ∫ ′x
x
dx ′′
n(x ′′)n(x ′)
λ(x ′)
∣∣∣∣), (89)
where λ(x ′) is an effective range for electrons of temperature Te(x ′).
In terms of the mean free path,
λ(x ′) = a(Z+ 1)1/2λe(x ′), (90)
where a is a constant adjusted by comparison with the Fokker-Planck
simulation of the original article of LMV model2, a ≈ 32.
The heat flux introduced by LMV model has the following several
proprieties:
1. For gentle temperature and density gradients, w(x, x ′) behaves
like a δ function, with
∫
dx ′w(x, x ′) = 1 and the classical SH
value is recovered.
2. For a very steep temperature gradient and uniform density, the
exponential term in equation 89 can be approximated by 1 at
the location of the temperature jump. The direct integration of
the equation 88 gives a maximum heat flux which is a fraction
of the free-streaming value [45].
3. At last, the equation 88 is able to describe the non local effect, be-
cause the heat flux value that it predicts at position x depends
on the whole temperature profile in a region around x of ap-
proximate size 2λ
The LMV non local flux is a one-dimensional model, so to imple-
ment that in the DUED code a multi-dimensional generalization is
necessary. This implementation in multi-dimensional geometry of the
2 The (Z+1)1/2 term into the equation 90 is introduced because the electrons involved
in thermal transport have several times the thermal velocity, and also because they
make ∼ (Z+ 1) scattering collisions before they lost energy due to a collision with a
cold electron. This makes the size of influence of the non local transport around the
position x bigger by a factor (Z+ 1)1/2, in agreement with the random-walk theory
[45]
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LMV heat flux model presents some technical issues. To solve these,
DUED uses a multigroup diffusion equation developed by Schurtz et
al. [49], that is equivalent to the LVM model and necessary for the
multigroup analysis. This thesis concerns only one-dimensional stud-
ies, so a detailed description of multi-dimensional model is omitted
for brevity.
5.3 simulation parameters
The simulation parameters used for the study of the non local electron
transport are the same of the analysis of viscosity models. This choice
permits to compare the different effects analyzed.
5.3.1 CD Shell
This set of simulations uses a target with a shell of deuterium plastic
(CD) filled with a mixture of Deuterium-Helium3 (D3He) gas. The tar-
get has thickness of 430 µm and the shell has radius of 5 µm and den-
sity of 1.08 g/cm3. The mixture of gases inside the target has pressure
of 5 atm at standard temperature and different value of Deuterium
concentration inside. In particular, the concentrations used are shown
in table 6:
Run Deuterium concentration (%) Initial density (g/cm3)
EPCD_0001 0 0.6303 · 10−3
EPCD_0002 20 0.6536 · 10−3
EPCD_0003 50 0.7000 · 10−3
EPCD_0004 80 0.7704 · 10−3
EPCD_0005 100 0.8404 · 10−3
Table 6: Deuterium concentration and initial density of the set of simulation
using the CD shell target.
5.3.2 Glass shell
This cycle of simulations uses a target with a glass shell filled with
a mixture of Deuterium-Helium3 (D3He) gas. The target has radius
of 430 µm and the shell has thickness of 2.3 µm and density of 2.20
g/cm3. The mixture of gases inside the target has a concentration of
50% Deuterium and 50% of Helium3 with different values of initial
pressure of the gas at standard temperature. In particular, the pres-
sures used are shown in table 7:
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Run Pressure (atm) Initial density (g/cm3)
EPG_0001 1.5 0.209 · 10−3
EPG_0002 2 0.418 · 10−3
EPG_0003 5 0.700 · 10−3
EPG_0004 10 1.401 · 10−3
EPG_0005 15 2.101 · 10−3
Table 7: Pressure and initial density of the set of simulation using the Glass
shell target.
To allow to cover all the evolution of the process, the simulations last
TMAX = 1.2 ns. The variation of the initial density of the fuel, for
both the two kind of targets, needs the variation of the mesh resolu-
tion. In the target, there is a boundary layer between the two regions
of the target (fuel and shell), that are characterized by much different
densities.
As it was done for viscosity simulations, in order to guarantee a good
accuracy and to avoid unphysical development of the process, the to-
tal number of mesh cells was varied to ensure that the cells at the
boundary layer have the same mass. This development of the mesh
permits to confine possible numerical instabilities, generated at the
boundary layer, into few cells (∼ 2− 5) and blocks the propagation of
these numerical instabilities into the target.
The laser pulse is a 0.8 ns pulse with a intensity peak of 2.16 · 1013
Watt and has a energy of 12.96 kJ with a pulse profile as shown in
figure 16.
5.4 simulation results
The results of the presented simulations are presented below, report-
ing some observables described in chapter 3.2. In all figures reported,
the solid lines represent the results with the non local electron trans-
port, while the dashed lines represent the results without the non
local electron transport.
5.4.1 Preliminary results
From the analysis of the preliminary simulations made with the setup
5.3, the laser energy absorption of the non local electron transport is
12− 15% greater of the absorption without this effect activated, both
of glass shell and CD shell, as shown in table 8
This difference in the laser energy absorption is connected to the
model of interaction between the laser and the target. In the model of
geometrical optics used in DUED code (see 2.6), the absorption of the
laser energy is dominated by inverse Bremsstrahlung in underdense
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without NLeT with NLeT
CD shell 49.4% 65.5%
Glass shell 68.5% 83.5%
Table 8: Values of Laser Absorption with and without the non local electron
transport for both the kind of targets.
plasma.
In chapter 2.6, the absorption coefficient is given by the relation
κIB = 2I(KIB(ω)) =
ω2Peνei
ωc
(
1−
ω2Pe
ω2
)−1/2
(91)
where νei ∝ T−3/2e is the collisional ion-electron frequency. This rela-
tion shows that the absorption coefficient of the laser is reduced when
the electron temperature is increased. When the laser is absorbed by
the underdense plasma, this is warmed up and so the absorption co-
efficient is reduced. The thermal conduction, meanwhile, heats up the
overdense plasma region in which the propagation of the laser wave
cannot occur. This heated region expands and so its density decreases.
For this reason, the plasma becomes underdense in this region and
this produces the ablation of the external region of the shell.
In the present simulations, the inclusion of the non local electron
transport increases the efficiency of electron heat flux and for this
reason the absorption of the laser is increased with the inclusion of
this model because the region of underdense plasma, in which the
laser can be absorbed, is greater with the non local electron transport
model activated.
The simulations made are focused on the analysis of the internal dy-
namics of the gas during the implosion, rather than the absorption
of energy laser. A greater laser energy absorbed implies a greater
kinetic velocity of the implosion of the shell. Greater implosion veloc-
ities lead to different rates for the nuclear reactions.
To permit a comparison of the thermonuclear output between the
simulation with and without the non local electron transport effect,
it is necessary that the two different model have the same kinetic en-
ergy of the shell, i.e the absorbed laser energy must be the same and
should be equal to the experimental measured value. Imposing this
constraint, the compression of the target carried out by the shell trans-
fers the same kinetic energy of the shell into compressive work and
so in the energy hydrodynamic equation 13 the effects of non local
electron transport modify only the heat flux.
The experimental output that permits to control the kinetic energy of
the shell is the Bang Time (see 3.2); to have the same kinetic energy,
the BT of the two different models must have comparable values. The
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following figure 32 shows the Bang Time of the two different target
used for both the model proposed. The figure 32 shows the variation
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Figure 32: Evolution of bang time at different deuterium concentration for
the CD shell target and at different initial density for the Glass
shell target.
of bang time between the simulation with and without the non local
electron transport effect activated. It is shown that the gap between
these results varies for different initial deuterium concentration, for
the CD shell target, and for different initial densities, for the Glass
shell target.
To permit to have the same laser absorbed energy in the code, the
peak of laser power of simulation with the non local electron trans-
port is reduced from 21.6 · 1012 to 16 · 1012 Watt. The value of reduc-
tion of laser power is chosen to minimize on the average the gap of
the BT of the two different models.
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5.4.2 Glass shell
In this section, the results of glass shell simulations are presented,
and in particular the effects of density variation of non local electron
transport model are discussed. In figures 33 and 34 the evolution of
reaction yields depends on target initial densities for both DD and
D3He reaction and the Burn-averaged ion temperature are shown.
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Figure 33: Reaction yields for DD and D3He reactions vs initial gas densi-
ties.
5.4.3 CD shell
In this section, the results of CD shell simulations are presented. In
figure 35 the evolution of reaction yields for both DD and D3He re-
actions depends on different Deuterium concentration of inner gases
mixture is presented.
Another result in which the difference between the two models is evi-
dent is the Burn-averaged ion temperature of the reaction, as reported
in figure 36
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Figure 34: Burn-averaged ion temperature for DD and D3He reactions vs
initial gas densities.
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Figure 35: Reaction yields for DD and D3He reactions vs Deuterium concen-
tration of the inner gasses mixture.
5.4.4 Hydrodynamic evolution
In this section, the radial evolution of hydrodynamic quantities is
presented at different time steps. This kind of analysis permits to in-
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Figure 36: Burn-averaged ion temperature for DD and D3He reactions vs
Deuterium concentration of the inner gasses mixture.
vestigate the compression shock propagation inside the target. The
analysis of two different instants of the simulation of glass shell tar-
get with initial pressure of 5 atm is presented as an example of the
effects of this model on the evolution of the process.
First of all, the non local electron transport induces in the fuel in-
side the target a rapid heating of the electron species, as shown by
the Te profile of simulation with the effect activated. The Te profile of
the simulation with the non local electron transport is larger than the
profile of the simulation without this effect ath the shock front and
approximately of an order of magnitude higher in the central region
of the target. This effect is connected to the electron heat flux because,
observing the figure 37 the shock front is still faraway from the center
of the target.
The heating of electron species induces a heating of the ion species
at the center of the target. The difference between the value of tem-
perature of the two different species is connected to the characteristic
relaxation time from electrons and ions, represented by the inverse of
the collisional frequency between the two species [31]
τei =
mi(kbTe)
3/2
8niZ2e4
√
2pime lnΛ
. (92)
Substituting the values at the target center at this instant, the relax-
ation time is τei ∼ 2.4 · 10−10 s = 0.24 ns. The relaxation time
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Figure 37: Spatial evolution of hydrodynamic quantities at time t =
0.400 ns.
between the two species accounts for the delay between the growth
of temperature of both the two species.
This heating influences also the behavior of the ion temperature at
the shock front. It is important to consider that the shock front of
the simulation with the non local electron transport activated is faster
than in the other case. This is connected to the discussion made in
section 5.4.1 and so this result means that the kinetic energy of the
shell with the non local electron transport is still greater than the one
without this effect although the laser power was reduced.
Another important consequence of the introduction of the non local
electron transport effect is the lengthening of the pre-heating zone of
ion temperature, which is also connected to the fast heating of both
electron and ion temperature profile.
The hydrodynamic profiles at t = 0.600 ns show that the heating of
electron species produces at the center of the target the same temper-
ature of the external hot region of the shell. This means that at this
time step the electron temperature becomes uniform in all the target
and there is no more temperature gradient and so there is no heating
flux anymore, as shown in figure 38.
Analyzing the temperature profile, there is at r ∼ 150 µm a "s"-shaped
feature, as pointed out in figure 38. This shape is in correspondence
to the step density profile and so it is probably a numerical origin.
Indeed, varying the numerical parameter of the non local electron
transport and using a higher-resolution grid, the "s" shape vanishes.
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Figure 38: Spatial evolution of hydrodynamic quantities at time t = 0.600 ns.
The black circle point out the "s"-shaped feature due to a numeri-
cal oscillation described in the paragraph.
However, this oscillation is confined in the region of transition be-
tween the two different materials, the shell and the fuel inside. For
this reason, it does not influence the zone of greater interest for this
work, that is the center of the target.
The ion temperature, instead, reaches at the center of the target ap-
proximately the same value as the electron temperature at t = 0.400 ns,
in agreement with the value of the relaxation time obtained before.
The ion pre-heating at the shock front is larger at this time step with
respect to the pre-heating at t = 0.400 ns. This is connected to the
large heating of both electron and ion species and to the relaxation
time between the two species that make the heat flux of ion species
faster. This heat flux depends on both the ion-ion relaxation time and
the ion-electron relaxation time. For this reason, an increment of elec-
tron heat flux produces an increment of ion heat flux and so, at the
end, the velocity of propagation of heat flux becomes faster in the
non local electron transport model, causing a larger ion preheating at
the shock front.

6
C O M PA R I S O N W I T H T H E E X P E R I M E N T
Here, the previous obtained results are compared to the experimental
results introduced in chapter 2.
To have a comparison with the experiments, the results shown in
the Rosenberg’s work [13] and cited at the end of chapter 2 were
used. That work does not present all the experimental observables
produced by simulations, but it is focused only on the total reactivity
of the reaction and its burn-averaged ion temperature, in particular
for the D3He and DD-n reactions. These results are obtained for a
glass shell target, equal to the one used in the simulation presented
above, for different values of initial gas densities.
The figures 39 and 40 show the comparison between the yields and
the burn-averaged ion temperature of the two reactions analyzed. The
numerical results of the non local electron transport model are ob-
tained with the same reduction of laser power made in chapter 5.4.1.
Figure 39 shows that the inclusion of the model analyzed in the pre-
vious chapter causes a reduction of the yields of both the reactions,
in agreement with the trend of the experimental results. In particular,
this agreement is better for high initial density cases.
Figure 40 shows fair agreement of the numerical results with the ex-
perimental ones, especially at high initial gas densities. Before to in-
terpret these results, it is important to discern the role of the two
different models in the dynamic evolution of the target.
The non local electron transport (NLeT) model was introduced to
take into account the effect of the fast electrons produced in the laser-
plasma interaction. In agreement with the results obtained in chapter
5, this model has two main consequences: first, the kinetic energy of
the shell is increased because the laser energy absorbed is greater.
This produces a faster compression of the shell.
On the other side, this model introduces a faster heating of the inner
gas and this influences the reduction of the reactivity of the fuel.
As showed by the heat flux equation 84 given in chapter 5.1, the en-
ergy flux is directly proportional to the electron mean free path
λmfpe =
√
1
Z+ 1
(kbTe)
2
4pine4 lnΛ
. (93)
This means that al low initial densities, when the electron mean free
path is larger, the effects of non local electron transport on the reactiv-
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Figure 39: Evolution of DD-n and D3He Yields at different initial gas densi-
ties. The experimental error bars are the same used in the Rosen-
berg’s work.
ity of the process are stronger, in agreement with the results shown
in figures 39 and 40.
The simulations where the actual viscosity (instead of the artificial
one) was introduced showed the importance of the effects of long ion
mean free path in the dynamics evolution of the process. In agree-
ment with the results shown in chapter 4.6, this effect becomes con-
siderable especially in the final stage of compression of the target. As
discussed in section 4.7, the momentum flux associated to the viscos-
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Figure 40: Evolution of DD-n and D3He burn-averaged ion temperature at
different initial gas densities. The experimental error bars are the
same used in the Rosenberg’s work.
ity 58 is directly proportional to the ion mean free path
λ
mfp
i =
√
5
24pi
(kbTi)
2
Z4e4n lnΛ
. (94)
This formula shows that at low initial densities, the ion mean free
path becomes larger that the ion mean free path at high initial den-
sities. This means that the impact of suing the actual viscosity is
stronger at low initial densities, in agreement with the results shown
in figures 39 and 40.
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As said before, the figures 39 and 40 show that the mismatch between
the numerical simulations and the experimental results grows at low
initial densities of the target.
As shown above in chapter 4.7, the microscopic effects becomes im-
portant in the description of the dynamics of the process when the
mean free paths of both of two species are comparable with the char-
acteristic hydrodynamic dimension of the target.
In general, during the evolution of the process, the mean free paths
of both species 93 and 94, proportional to T2/n, grow up because
during the compression of the target the rise of the temperature (for
both the species) has a greater effect than the increase of the density.
The equations 93 and 94 for the mean free paths show that, when
comparing simulations with different initial densities, the mean free
paths become larger for the cases of lower initial density.
The previous discussion allows to explain the behavior of the results
shown in the figures 39 and 40: at high initial densities the mean free
paths reach values comparable to or less then the hydrodynamic di-
mension of the system. For this reason, the microscopic collisional
behavior of the ions and the non local energy transport for the elec-
trons described in this casa represent small corrections to the hydro-
dynamic model and that allows to match the numerical results with
the experimental ones.
At low initial densities, instead, the mean free paths of both of two
species become larger than the hydrodynamic dimension of the sys-
tem. This suggests that the modified hydrodynamic models analyzed
in this thesis are inadequate for the description of the final stage of
compression of the target.
The figures 39 and 40 show also that the effects of both the two
models are of the same order for the burn-averaged ion temperature,
moreover, the effects of non local electron transport is stronger than
the effects of viscosity for the yields of reactions.
This result shows that DUED code is more sensible to the correction
made for the energy transport instead of the correction made for the
momentum transport (related to viscosity). To understand if this re-
sult has physical reasons or it is just a consequences of the choice of
the numerical parameters, for example the flux limiter, more experi-
ments are needed.
7
C O N C L U S I O N S
In this thesis, the results of inclusion of viscosity ( see chapter 4) and
non-local electron transport (see chapter 5) into a hydrodynamic model
for the ICF simulation was made. The analysis referred to parameters
of experiments on Exploding Pusher performed at OMEGA laser fa-
cility.
The results with viscosity included were compared to those obtained
with a computationally cheap artificial viscosity model, while those
with non-local transport included were compared with those obtained
using the usual local Spitzer-Harm approach.
The analysis of these effects showed that they modified the hydrody-
namic evolution of the compression of the target and this influenced
the reactivity of thermonuclear reaction. In particular, the results ob-
tained showed that both of these effects reduced the total number of
reactions (yields) and modified the burn-averaged ion temperature of
the reactions.
These numerical results were compared with the experimental results
obtained (see chapter 6) with the same setup of the simulations and the
comparison showed that the modified models better reproduce the ex-
periments in the regime of high initial densities of the target. Instead,
at low initial densities of the target, the models used were inadequate
to reproduce the experimental results.
This suggests the need to improve the physics of the code further,
analyzing different models that could implement other effects in the
hydrodynamic DUED code.
Recently, the analysis of different effects, based on both theoretical
modeling and kinetic simulations, suggested that some of them may
influence the evolution of ICF processes. Some of these effects are,
for example, the high energy ion loss from the fuel [51, 16] and the
analysis of different kinds of diffusion of the two species [18, 14, 15].
The first effect [51, 16] provides the reduction of the nuclear reactions
due to the escape of high energetic ions of the fuel throughout the
shell, out of the target.
This effect may be numerically implemented into an hydrodynamic
code modifying the mass equation 12 with a source term1, positive
for the shell region and negative for the fuel one, that simulates the
escape of nuclear fuel from the target.
The study of diffusion has shown that this effect produces a ion
species separation of the thermonuclear fuel [18]. This separation may
1 The inclusion of a source term into the mass equation requests the correction of both
momentum and energy equations with a flux term proportional to the mass source
term [8].
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reduce the total number of reactions because the different species may
reach the density and temperature peaks at different time and posi-
tion.
The ion species separation may occur near the shock front [18, 40],
because the shock front accelerates differently the two species, in par-
ticular the lighter one is more accelerated than the other [7].
Another kind of diffusion which could play a role is baro-diffusion
[14], in which the presence of a pressure gradient induces a diffusion
flux between the two species [8], andelectro-diffusion [15], in which
the diffusion flux depends on the charge-to-mass ratio of the different
species.
The study of these diffusion effects with DUED needs the implemen-
tation of a multi-fluid model into the code. In general, the upgrade
from a single-fluid to a multi-fluid code is not trivial, because the
inclusion of another species requests the definition of new hydrody-
namic quantities, like density and temperature, that must be consid-
ered both for the hydrodynamic evolution of the process (for example
different momentum and energy fluxes) and for the thermonuclear
reaction (definition of a new averaged temperature for the reactivity
of the fuel, different equation of transport for the reaction products,
etc...).
The analysis of ion viscosity made in this thesis had moreover shown
that a local description for the collisional effects was inadequate, be-
cause the ion mean free path became longer than the typical hydrody-
namic scalelength of the system at the final stage of the compression
of the target.
Based on the non local electron transport model connected to the
heat flux, it is possible to expand the local viscosity model discussed
in this thesis with a non local treatment for the momentum flux given
by the kinetic theory. However, the implementation of this non local
ion transport model is not trivial, because it needs the non local treat-
ment of both the momentum and energy fluxes.
Preliminary results made with kinetic codes [52] had shown that the
inclusion of a non local ion transport produce a more diffuse shock
front and a significant reduction of the total number of reaction by a
factor ∼ 2.
Part III
A P P E N D I X

A
N U M E R I C A L I M P L E M E N TAT I O N O F V I S C O S I T Y
This appendix concerns the implementation of the numerical schemes
used to insert the viscosity, described in chapter 4, into the one dimen-
sional version of the DUED code.
a.1 numerical code
In this section, the numerical implementation of real viscosity model
in DUED code is discussed. For simplicity, only the spherical one
dimensional case is considered
ρ
du
dt
= −
∂p
∂r
+ 2
∂
∂r
[
µ
(
∂u
∂r
−
∂(r2u)
∂r3
)]
+ 4
µ
r
(
∂u
∂r
−
u
r
)
. (95)
To solve this equation the code uses a method called Operator Split-
ting that permits to independently solve the inviscid Euler equation,
without the viscid stress tensor, and the viscosity problem.
a.1.1 Operator Splitting Method
The Operator Splitting Method (OSM) consists into dividing the res-
olution of a Partial Differential Equation (PDE) in different steps.
Given a PDE of the form:
du
dt
+Lu = 0, (96)
this method can be used when the operator L can be divided into a
sum of N simpler convective-diffusive operators L =
∑N
i=0Li and
then the solution of the PDE for u is divided in N steps in each of
them the PDE is
dui
dt
+Liui = 0, (97)
where ui is the intermediate value of u at the i − th step. Thanks
to this method, the resolution of Navier-Stokes equation 95 can be
divided in two steps: the first step is the resolution of the convective
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Euler equation without the viscid therm
du
dt
+
1
ρ
∂p
∂r
= 0, (98)
then the diffusive viscosity operator is solved used the equation
du
dt
−
1
ρ
2
∂
∂r
[
µ
(
∂u
∂r
−
∂(r2u)
∂r3
)]
− 4
µ
r
(
∂u
∂r
−
u
r
)
= 0. (99)
It is possible to demonstrate [53] that the choice of operators made
allows an exact solution of the temporal evolution of the PDE.
a.1.2 PDE numerical scheme
For the numerical solution of equation 99 two different schemes exist:
the explicit scheme and the implicit scheme. Before the description of
this two schemes, it is useful to define the mesh scheme used in the
DUED code. The positions and the velocities of the cell are defined on
the mesh nodes, instead the hydrodynamic variables, as the density
and the viscosity coefficient, are defined at the center of the cell, as
shown in figure41.
Z Z Z Zj-1 j j+1 j+2
ρ ρ ρ
j-1 j j+1
u
j
u
j+1
µ µ µ
j-1 j j+1
Figure 41: Mesh used in DUED code with the definition of the quantities on
the node and at the center of the cells
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The notation used for the solution of the equation is the following
unj = u(xj, tn). (100)
The following expression represents the notation used to interpolate
the value of a quantity defined at the center of the cell and obtain the
value at the vertex of two adjacent cells
µj+1/2 =
µj+1 + µj
2
. (101)
It is important to underline that the velocity equation 99 describes
the evolution of a quantity defined on the grid nodes, so the diffusive
operator acting on the uj velocity must be centered at the j grid node.
a.1.2.1 Explicit scheme
The explicit scheme uses a forward difference for time tn and a sec-
ond order central difference for the space derivative at the position
xj (FTCS) [54]. On the time×space grid, this scheme is represented in
figure 42:
Figure 42: Representation of the explicit scheme in the time×space grid
This solution scheme calculates each value at time level tn+1 directly
from values at time level tn, for this reason it is called explicit differ-
ence scheme.
Because the DUED code allows also the compression of the cell, being
a Lagrangian code, the space step ∆x is not constant. In agreement
with this, in the explicit scheme, the one dimensional equation 99
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must be written as:
un+1j − u
n
j
∆t
−
8
ρj + ρj−1
× (102)
{
1
2
µj + µj−1
rj
(
unj+1 − u
n
j−1
rj+1 − rj−1
−
unj
rj
)
+
+
1
rj+1 − rj−1
[
µj
(
unj+1 − u
n
j
rj+1 − rj
−
r2j+1u
n
j+1 − r
2
ju
n
j
r3j+1 − r
3
j
)
+
−µj−1
(
unj − u
n
j−1
rj − rj−1
−
r2ju
n
j − r
2
j−1u
n
j−1
r3j − r
3
j−1
)]}
= 0.
The term between the brackets represents the numerical discretiza-
tion used for the spatial diffusive term of the viscid momentum flux
58 expressed in spherical one dimensional form. The discretization
chosen permits to center the viscid momentum flux at the j grid node
and so to solve the velocity equation there.
To introduce the momentum flux limit described in section 4.2.2, the
viscosity coefficient must be replaced with
if Ratio =
∣∣∣ µj+1/2(uj−uj−1)f·(rj+1−rj−1)pj+1/2 ∣∣∣ > 1,
then µj+1/2 → aj+1/2 = µj+1/2Ratio . (103)
It is possible to demonstrate [54] that the convergence of the solution
given by this scheme is strongly connected to the choice of time and
space step by the ratio
∆t
(∆x)2
<
1
2
3ρ
4µ
. (104)
The use of a varying space step, connected to the possibility to com-
press the cells, makes the convergence condition very difficult to be
realized, because the space step varies a lot during the study of com-
pression of the target and so the time step must be very short to verify
the convergence condition.
To get around this issue, the implicit difference scheme is introduced.
a.1.2.2 Implicit scheme
The implicit scheme uses a backward difference for time tn and a
second order central difference for the space derivate at the position
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xj (BTCS) [54]. Unlike in the explicit scheme, here the diffusive oper-
ator is related with the value of the density at the time step tn+1. A
simple representation of the implicit scheme on the time×space grid
is represented by the figure 43
Figure 43: Representation of the implicit scheme in the time×space grid
According to this scheme, the equation of diffusion 99 takes the form
un+1j − u
n
j
∆t
−
8
ρj + ρj−1
× (105)
{
1
2
aj + aj−1
rj
(
un+1j+1 − u
n+1
j−1
rj+1 − rj−1
−
un+1j
rj
)
+
+
1
rj+1 − rj−1
[
aj
(
un+1j+1 − u
n+1
j
rj+1 − rj
−
r2j+1u
n+1
j+1 − r
2
ju
n+1
j
r3j+1 − r
3
j
)
+
−aj−1
(
un+1j − u
n1
j−1
rj − rj−1
−
r2ju
n+1
j − r
2
j−1u
n+1
j−1
r3j − r
3
j−1
)]}
= 0.
This equation can be rewritten in the form
−Aju
n+1
j−1 +Bju
n+1
j −Cju
n+1
j+1 = u
n
j , (106)
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where
Aj =
8∆t
ρj + ρj−1
aj−1
rj+1 − rj−1
(
1
rj − rj−1
−
r2j−1
r3j − r
3
j−1
)
(107)
−
aj + aj−1
2rj
1
rj+1 − rj−1
,
Bj = 1+
8∆t
ρj + ρj−1
{
1
rj+1 − rj−1
[
aj
(
1
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r2j
r3j+1 − r
3
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−aj−1
(
1
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r2j
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3
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−
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}
,
Cj =
8∆t
ρj + ρj−1
aj
rj+1 − rj−1
(
1
rj+1 − rj
−
r2j+1
r3j+1 − r
3
j
)
−
aj + aj−1
2rj
1
rj+1 − rj−1
,
where aj is the momentum flux limiter introduced in equation 103.
The equation written in the form 106 represents a tri-diagonal matrix
for the linear system that correlates the velocity at time step tn+1 and
space step rj with the velocity at the same time and space steps rj−1
and rj+1. For this reason, it is not possible to solve the equation at
each space step individually as happens in the explicit scheme, but it
is necessary to solve this linear system of all the space step equations
simultaneously. This implies that the resolution time of the implicit
scheme is greater than the one of the explicit scheme.
It is possible to demonstrate that the implicit scheme has no limit of
convergence [54], differently from the explicit scheme.
The variation of space step due to the compression of cells requests
short time steps to verify the convergence condition 104 of the ex-
plicit scheme. This implies a progressive slowing down of the code
that could break the simulation down1. For this reason, for the time
evolution of the momentum equation, the implicit scheme is prefer-
able because its has no limit of convergence.
a.1.3 Boundary Conditions
The Navier-Stokes equation 106 must be integrated with the bound-
ary condition at the center and at the end of the target. At the center,
a reflection condition is imposed; this condition corresponds to the
spherical symmetry of the problem. The numerical implementation
1 The code has got a control parameter that interrupts the simulation if the time step
becomes lower than a given value.
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of this boundary condition is a null flux on the ghost cell at the be-
ginning of the mesh.
The boundary condition a the end of the target is imposed in agree-
ment with the finite size of the target: in order not to allow a loss
of the momentum throughout the external boundary of the target, a
null flux on the last ghost cell of the mesh is imposed.
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